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Introduzione
Uno dei principali obiettivi delle neuroscienze e` comprendere il meccanismo
che consente a miliardi di neuroni diversi e indipendenti di agire come un si-
stema unificato. E’ stato provato che sono le oscillazioni neuronali a rivestire
un ruolo fondamentale nell’organizzare l’attivita` di singoli neuroni in gruppi
funzionali piu` ampi.
Le suddette oscillazioni possono essere generate da proprieta` intrinseche delle
cellule individuali o derivare da interazioni sinaptiche eccitatorie ed inibitorie
all’interno di una popolazione locale.
Scopo della tesi di laurea e` dunque offrire un supporto matematico allo studio
delle dinamiche del sistema nervoso, in primo luogo tramite la presentazione
di un modello neuronale che descrive l’interazione tra popolazioni eccitatorie
ed inibitorie ed, in seconda istanza, mediante la sua applicazione allo studio
della sincronizzazione stocastica di un insieme di oscillatori disaccoppiati,
soggetti a rumore intrinseco ed estrinseco.
Nel primo capitolo dell’elaborato viene introdotto un modello sviluppato
nei primi anni ’70 da Hugh R. Wilson e Jack D. Cowan, basato sull’assun-
zione cruciale che tutti i processi nervosi di qualunque complessita` dipendono
dall’interazione di cellule eccitatorie ed inibitorie.
Il modello di Wilson-Cowan descrive dunque il comportamento dinamico di
un cuntinuum unidimensionale di aggregati neuronali eccitatori ed inibitori
mediante due equazioni integro-differenziali accoppiate. Durante la trattazio-
ne, ci concentriamo sullo studio della soluzione e degli equilibri del sistema,
con attenzione sia al caso deterministico che a quello stocastico, nel quale si
aggiunge un termine di rumore bianco.
Il secondo capitolo e` dedicato all’applicazione del modello allo studio di
una patologia neurologica: l’epilessia. Si tratta di un disturbo dovuto ad
uno squilibrio nell’attivita` delle popolazioni eccitatorie ed inibitorie, a favore
delle prime, che conduce ad uno stato anomalo del cervello di iper-sincronia.
Sebbene il meccanismo alla base dell’epilessia non sia noto, il legame tra le
crisi e lo stato di sincronizzazione dei neuroni e` indiscusso; pertanto lo svilup-
po successivo dell’elaborato e` incentrato sullo studio della sincronizzazione
neuronale stocastica.
Nel terzo capitolo, dunque, consideriamo un sistema di M sottopopola-
zioni neuronali omogenee, delle quali ci proponiamo di analizzare la sincro-
nizzazione: per farlo, introduciamo un’equazione master che rappresenti lo
stato di ogni popolazione tramite il numero di neuroni attivi in un certo tem-
po t, nella quale le transizioni di fase sono scelte in modo che nel limite di
campo medio valgano le equazioni deterministiche di Wilson-Cowan.
Mediante manipolazioni dell’equazione master, si perviene ad un’equazione
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di Fokker-Planck per la distribuzione di probabilita` del sistema; la sua so-
luzione risulta essere la densita` di un processo stocastico X(t) che si evolve
secondo un’equazione di Langevin composta da un termine di rumore intrin-
seco e da uno di rumore estrinseco, dei quali si vogliono studiare gli effetti.
Nel quarto capitolo, introduciamo il metodo di riduzione di fase per un
oscillatore arbitrario, per poi applicarlo all’equazione di Langevin ricavata
precedentemente. Lo studio delle equazioni per le variabili di fase permette
di determinare quanto le fonti di rumore intrinseco ed estrinseco alterino la
sincronizzazione.
Nelle ultime due sezioni, mostriamo infine l’applicazione dei risultati otte-
nuti ad una coppia di sottopopolazioni eccitatorie ed inibitorie mutuamente
accoppiate e ad una rete eccitatoria con depressione sinaptica. In particolare
quest’ultimo modello viene esemplificato mediante la descrizione della riva-
lita` binoculare, fenomeno percettivo-visivo che sopraggiunge quando vengono
presentate contemporaneamente agli occhi di un soggetto immagini diverse
tra loro, nel quale la depressione sinaptica si manifesta nel fatto che solo
una delle due immagini in conflitto risulta visibile all’osservatore in un dato
intervallo di tempo, mentre l’altra e` repressa.
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1 Modello di Wilson-Cowan
E’ probabilmente vero che gli studi su sistemi nervosi primitivi debbano
essere focalizzati sulle cellule individuali e sulle loro interazioni precise, gene-
ticamente determinate, con le altre cellule. Sebbene questo approccio possa
essere indicato per molte parti del sistema nervoso dei mammiferi, non e`
adatto ad investigare le parti associate a funzioni piu` alte, quali i processi di
informazioni sensoriali, di apprendimento, di memoria. Questo per una serie
di motivi differenti.
Il primo e` di tipo pragmatico: poiche´ l’informazione sensoriale e` introdotta
nel sistema nervoso come attivita` spaziotemporale a larga scala, il numero di
cellule coinvolte e` troppo grande per un qualsivoglia approccio che consideri
i singoli neuroni.
Strettamente correlata a questo e` l’osservazione che, essendo il processo co-
gnitivo globale, e` improbabile che approcci basati solo su proprieta` locali
siano utili.
Infine, e` un’ipotesi ragionevole che le interazioni locali tra le cellule nervose
siano casuali, ma che questa casualita` locale dia vita a delle interazioni a
lungo raggio piuttosto precise. Ad esempio, se un fluido e` osservato a livello
molecolare, quello che si nota e` un moto browniano, mentre lo stesso fluido,
studiato macroscopicamente, potrebbe avere un flusso molto ordinato.
Sulla base di questo ragionamento, Wilson e Cowan (1973) [1] hanno svilup-
pato un modello deterministico per le dinamiche delle popolazioni neurali,
che enfatizzasse non la cellula individuale, ma le proprieta` delle popolazio-
ni stesse. Le cellule di una medesima popolazione sono assunte molto vicine
spazialmente e le loro interconnessioni sono casuali, tuttavia abbastanza den-
se da garantire la presenza di almeno un cammino tra due qualsiasi neuroni.
Coerentemente con quanto detto, si e` scelta come variabile d’interesse la
quantita` di cellule nella popolazione che diventa attiva per unita` di tempo.
Cio` implica che l’aspetto rilevante dell’attivita` del neurone non e` il singolo
spike, ma la frequenza di spike.
Un’ultima cruciale assunzione fatta e` che tutti i processi nervosi di qualunque
complessita` dipendono dall’interazione tra cellule eccitatorie ed inibitorie.
Pertanto le variabili di stato del modello sono E ed I, le frequenze di spike
eccitatorie ed inibitorie rispettivamente.
Le equazioni che proponiamo sono le seguenti [2]:
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
τE
∂
∂t
E(x, t) = −E(x, t) + SE[wEE(x)⊗ E(x, t)− wIE ⊗ I(x, t) + P ]
τI
∂
∂t
I(x, t) = −I(x, t) + SI [wEI(x)⊗ I(x, t)− wII(x)⊗ I(x, t) +Q],
(1)
dove E(x) e I(x) sono i firing rate medi dei neuroni nella posizione x in
ms−1, τE e τI sono i tempi di rilassamento (in ms) e P e Q (in mV ) sono i
voltaggi esterni che interessano ogni popolazione.
Qui ⊗ rappresenta il prodotto di convoluzione unidimensionale
f1(x)⊗ f2(x) =
∫ ∞
−∞
f1(x
′
)f2(x− x′)dx′ . (2)
I wjk (espressi in mV ·ms/µm) sono funzioni di connettivita` che definiscono
la forza per unita` di lunghezza dei legami sinaptici tra le popolazioni e sono
tali che
wjk(x) =
bjk
2σjk
exp(−|x|/σjk), (3)
dove bjk (in mV ·ms) e` la massima forza di accoppiamento tra le popolazio-
ne j−sima e k−sima e σjk (in µm) e` una costante che definisce l’estensione
spaziale della connettivita`.
Questa forma di normalizzazione assicura che
∫∞
−∞wjk(x)dx = bjk.
Infine le Sj sono funzioni sigmoidi
Sj(v) =
Smaxj
1 + exp[−aj(v − θj)] , j ∈ {I, E}, (4)
dove θj (in mV ) e` il voltaggio di soglia, aj (in mV
−1) pone la pendenza della
sigmoide alla soglia e Smaxj (in ms
−1) e` il firing rate massimo.
Nella tabella che segue sono riportati dei valori opportuni dei parametri che
compaiono nel modello unidimensionale.
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Simboli Descrizione Valori I Valori II Unita`
E, I Firing rate ecc. ed in. (ms)−1
SE , SI Funzioni sigmoidi (ms)
−1
τE,I Costanti di tempo 10;8 10;8 ms
bEE,EI,IE,II Forze sinaptiche 18;10;10;0 18;10;19;0 mV ·ms
σEE Costante spaziale E → E 50 43;50 µm
σEI Costante spaziale E → I 110 [42-148.5] µm
σIE Costante spaziale I → E 110 [42-148.5] µm
σII Costante spaziale I → I 20 43;50 µm
SmaxE,I Firing rate massimo 0.1; 0.15 0.1; 0.15 (ms)
−1
aE,I Pendenza alla soglia 9 9 (mV )
−1
θE,I Volt. per
1
2
firing-rate max 2.2 2.2 mV
P,Q Voltaggi esterni [0.9-3.3]; 1.35 [0.9-3.3]; 1.35 mV
Tab.1: Definizione dei simboli e valori dei parametri (nei casi omogeneo (I) e dipendente dallo
spazio (II) ) per il modello di Wilson-Cowan 1-D.
1.1 Caso dipendente dallo spazio
Le equazioni differenziali dipendenti dallo spazio del modello di Wilson-
Cowan per un tratto corticale di lunghezza L sono
τE
∂
∂t
E(x, t) =− E(x, t) + SE
[
bEE
∫ L/2
−L/2
E(x
′
, t)nEE(x− x′)dx′
− bIE
∫ L/2
−L/2
I(x
′
, t)nIE(x− x′)dx′ + P
]
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τI
∂
∂t
I(x, t) =− I(x, t) + SI
[
bEI
∫ L/2
−L/2
E(x
′
, t)nEI(x− x′)dx′
− bII
∫ L/2
−L/2
I(x
′
, t)nII(x− x′)dx′ +Q
]
,
(5)
dove
njk(x− x′) = 1
2σjk
exp(−|x− x′ |/σjk). (6)
Assumendo che L sia molto maggiore di σij, l’intervallo di integrazione nelle
(2) puo` essere esteso a ±∞ con errore trascurabile.
Definiamo i flussi eccitatori ed inibitori (in (ms)−1) come{
φEk(x, t) =
∫∞
−∞E(x
′
, t)nEk(x− x′)dx′ = E ∗ nEk
φIk(x, t) =
∫∞
−∞ I(x
′
, t)nIk(x− x′)dx′ = I ∗ nIk, k ∈ {E, I}.
Lemma 1.1.1. I flussi verificano le seguenti equazioni differenziali:
(
Λ2Ek − ∂
2
∂x2
)
φEk(x, t) = Λ
2
EkE(x, t)
(
Λ2Ik − ∂
2
∂x2
)
φIk(x, t) = Λ
2
IkI(x, t),
(7)
dove Λjk = 1/σjk.
Dimostrazione. Definiamo le trasformate di Fourier
φ˜Ek(q, t) =
1
2pi
∫ ∞
−∞
φEk(x, t)e
−iqxdx
n˜Ek(q) =
1
2pi
∫ ∞
−∞
nEk(x)e
−iqxdx
E˜(q, t) =
1
2pi
∫ ∞
−∞
E(x, t)e−iqxdx
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e le corrispondenti trasformate inverse
φEk(x, t) =
∫ ∞
−∞
φ˜Ek(q, t)e
iqxdq
nEk(x) =
∫ ∞
−∞
n˜Ek(q)e
iqxdq
E(x, t) =
∫ ∞
−∞
E˜(q, t)eiqxdq
Sostituiamo le espressioni di φEk e di E come antitrasformate nella prima
delle equazioni (7); otteniamo∫ ∞
−∞
(Λ2Ek + q
2)φ˜Ek(q, t)e
−iqxdq =
∫ ∞
−∞
Λ2EkE˜(q, t)e
−iqxdq.
Uguagliando gli integrandi,
(Λ2Ek + q
2)φ˜Ek(q, t) = Λ
2
EkE˜(q, t).
Poiche´ φEk = E ∗ nEk, per le proprieta` della convoluzione vale che
φ˜Ek(q, t) = 2piE˜(q, t) · n˜Ek(q),
quindi
n˜Ek(q) =
1
2pi
(
Λ2Ek
Λ2Ek + q
2
)
.
D’altra parte, dall’espressione di n nella (6), si ha che
n˜jk(q) =
1
2pi
(
Λjk
2
∫ ∞
−∞
e−Λjk|x|e−iqxdx
)
=
Λjk
2(2pi)
{[
eΛjkx−iqx
Λjk − iq
]0
−∞
+
[
e−Λjkx−iqx
−Λjk − iq
]∞
0
}
=
Λjk
2(2pi)
[
1
Λjk − iq +
1
Λjk + iq
]
=
1
2pi
(
Λ2jk
Λ2jk + q
2
)
.
Dunque, i due risultati coincidono e nEk(x) =
ΛEk
2
e−ΛEk|x| e φEk(x, t) soddi-
sfano l’equazione (7).
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Le equazioni d’onda per φEk,Ik descrivono l’attivita` di propagazione del
flusso tra popolazioni eccitatorie ed inibitorie distanti. Introduciamo le va-
riabili di flusso per calcolare una matrice Jacobiana dipendente dal numero
d’onda q, di modo da ottenere autovalori in funzione di q e curve di disper-
sione da cui identificare possibili biforcazioni.
Allora le equazioni di Wilson-Cowan possono essere riscritte come segue
∂
∂t
E(x, t) =
[− E(x, t) + SE(bEEφEE(x, t)− bIEφIE(x, t) + P )]/τE
= B1(E, φEE, φIE),
∂
∂t
I(x, t) =
[− I(x, t) + SI(bEIφEI(x, t)− bIIφII(x, t) +Q)]/τI
= B2(I, φEI , φII).
(8)
1.1.1 Esistenza della soluzione
Vogliamo ora studiare l’esistenza della soluzione del sistema (8): introdur-
remo un risultato dovuto a Segal [17] che garantisce l’esistenza e l’unicita`
locale per una perturbazione lipschitziana di un sistema lineare.
A tal fine, ponendo per semplicita` τE = τI = 1, riscriviamo l’equazione
(8) nella seguente forma vettoriale:
∂
∂t
w = −w + S(w), (9)
dove
w =
[
E
I
]
S(v) =
[
SE(v)
SI(v)
]
,
con
SE(v) =
1
1 + e−(<v∗n1,b1>+P )
e SI(v) =
1
1 + e−(<v∗n2,b2>+Q)
,
n1 =
[
nEE
nEI
]
, n2 =
[
nIE
nII
]
, b1 =
[
bEE
−bEI
]
, b2 =
[
bIE
−bII
]
.
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In particolare, andremo a studiare la formulazione integrale della (9):
w(x, t) = w(x, 0) +
∫ t
0
(−w(x, τ) + S(w(x, τ))dτ. (10)
Definizione 1.1.2. Un propagatore continuo e` una funzione W (s, t) defi-
nita da una coppia (s, t) di elementi in un intervallo T con s ≥ t nelle
trasformazioni su uno spazio di Banach B, tale che
W (t′′, t′)W (t′, t) = W (t′′, t), W (t, t) = I e lim
s→t
W (s, t) = I,
per arbitrari t ≤ t′ ≤ t′′ ∈ T.
Se B ha la struttura di uno spazio lineare e se le W (s, t) sono trasforma-
zioni lineari, il propagatore e` detto lineare.
Se ∀s, t W (s, t) e` un omeomorfismo su B, il propagatore e` invertibile.
Teorema 1.1.3. Sia W un propagatore lineare continuo da T = [t0,∞)
sullo spazio di Banach B. ∀t ∈ T, sia Kt un operatore su B localmente
lipschitziano, uniformemente su ogni sottointervallo finito in T , e tale che
Kt(u) sia una funzione continua di (t, u) ∈ T ×B.
Allora, ∀u0 ∈ B ∃t1 > t0 tale che l’equazione
u(t) = W (t, t0)u0 +
∫ t
t0
W (t, s)Ks(u(s))ds
abbia una soluzione, necessariamente unica, u ∈ C([t0, t1);B).
Osservazione. Che Kt sia localmente lipschitziano, uniformemente su ogni
intervallo finito in T, vuole dire che ∀t′ ∈ T e ∀ costante c, esiste una costante
f(c, t′) tale che
|Kt(u)−Kt(v)| ≤ f(c, t′)|u− v|,
dove u e v sono elementi di B con norma limitata da c e t ∈ [t0, t′].
Teorema 1.1.4. Sotto le stesse ipotesi del teorema precedente, vale uno dei
due seguenti risultati:
• la soluzione u ∈ C([t0,∞);B)
oppure
• ∃t¯ > t0 tale che u ∈ C([t0, t¯);B) e limt→t¯− ||u(t)||B =∞.
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Osservazione. Le ipotesi dei teoremi precedenti possono essere indebolite: e`
sufficiente che la condizione di lipschitzianita` locale valga in un intorno di
u0, in quanto Kt non deve essere definito in tutto B.
Applicazione del teorema al sistema di W-C
Sia K(w) = −w + S(w) l’operatore non-lineare che perturba il sistema
lineare. Ricordiamo che S(v) =
[
SE(v)
SI(v)
]
, con
SE(v) =
1
1 + e−(<v∗n1,b1>+P )
e SI(v) =
1
1 + e−(<v∗n2,b2>+Q)
,
n1 =
[
nEE
nEI
]
, n2 =
[
nIE
nII
]
, b1 =
[
bEE
−bEI
]
, b2 =
[
bIE
−bII
]
.
Vogliamo mostrare la sua lipschitzianita` locale, di modo da verficare le ipo-
tesi del teorema di Segal. Essendo l’identita` banalmente lipschitziana, basta
provare che anche S lo e`.
Siano T = [0,∞) e B = L2. Va verificato che, dati w, z ∈ L2,
||S(w)− S(z))||L2 ≤ k||w− z||L2 .
(a) Mostriamo in primo luogo la lipschitzianita` locale di S(x) = 1
1+e−x , da
cui seguira` la tesi. Dati x, y ∈ [0,∞), si ha che
|S(x)− S(y)| = |S ′(ξ)||x− y|.
D’altra parte
|S ′(x)| =
∣∣∣∣ ddx
(
1
1 + e−x
)∣∣∣∣ = ∣∣∣∣ ddx
(
ex
1 + ex
)∣∣∣∣ = ∣∣∣∣ ex(1 + ex)2
∣∣∣∣ ≤ exe2x ≤ 1.
Pertanto
|S(x)− S(y)| ≤ |x− y|.
(b) Dati ora w, z ∈ L2, il punto (a) implica che
||SE(w)− SE(z)||L2 ≤ || < w ∗ n1,b1 > +P− < z ∗ n1,b1 > −P ||L2
= || < (w− z) ∗ n1,b1 > ||L2 ≤ ||b1||L∞ ||n1 ∗ (w− z)||L2
≤ ||b1||L∞||n1||L1 ||w− z||L2 ,
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dove l’ultimo passaggio viene dal seguente
Lemma 1.1.5. Siano 1 ≤ p, q, r ≤ ∞ tali che 1
p
+ 1
q
= 1 + 1
r
. Allora
||f ∗ g||r ≤ ||f ||p||g||q,
per f ∈ Lp e g ∈ Lq.
Chiaramente ||ni||L1 <∞, in quanto∫
R
|njk|dx =
∫
R
1
2σjk
e
− |x|
σjk dx = 1.
Analogamente
||SI(w)− SI(z)|| ≤ ||b2||L2||n2||L1||w− z||L2 .
Dalla lipschitzianita` di SE e di SI , segue quella di S, in quanto la norma
di una matrice si stima con il sup delle sue componenti.
Dunque l’operatore non-lineare e` localmente lipschitziano.
Se scegliamo W (t1, t2) = Id come propagatore, il sistema (10) rientra perfet-
tamente nella forma descritta dal teorema di Segal.
Questo pertanto garantisce l’esistenza di un unico punto fisso per l’equazione
in forma integrale di Wilson-Cowan.
1.2 Caso omogeneo
Il caso piu` agevole alla trattazione e` quello di una corteccia omogenea in
cui i firing rate sono indipendenti dalla posizione. Si tratta di un’assunzione
comunque plausibile nel momento in cui si assume una connettivita` densa.
In tal modo risulta che E(x, t)→ E(t), I(x, t)→ I(t) ed il prodotto di con-
voluzione collassa per riscalare semplicemente l’attivita` della popolazione.
Le equazioni che si ottengono in questo caso sono
τE
d
dt
E(t) = −E(t) + SE[bEEE(t)− bIEI(t) + P ]
τI
d
dt
I(t) = −I(t) + SI [bEIE(t)− bIII(t) +Q].
(11)
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Fig.1 Soluzioni E(t) (blu) e I(t) (viola) del modello di W-C.
Parametri: bEE = 11.5, bIE = bEI = 10, bII = 2, P = 0, Q = −4, SE = SI = 1/(1 + e−u).
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Fig.2 Piano delle fasi E − I e ciclo limite.
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1.3 Stati stazionari del sistema deterministico
Assumiamo che il tratto corticale operi vicino ad uno stato di equilibrio omo-
geneo con firing rate uniformi (E0, I0).
Per il modello deterministico delle equazioni (8), i punti di equilibrio si ot-
tengono ponendo le derivate spaziali e temporali uguali a 0 e rimpiazzando
E(x, t) e I(x, t) con i loro valori di punto fisso, indipendenti da spazio e
tempo: 
E0 = SE(bEEφEE(x, t)− bIEφIE(x, t) + P ),
I0 = SI(bEIφEI(x, t)− bIIφII(x, t) +Q).
(12)
Notando che allo stato stazionario i flussi eccitatori ed inibitori coincidono
con E0 ed I0, otteniamo le equazioni per le nullocline:
E0 = SE(bEEE
0 − bIEI0 + P ),
I0 = SI(bEIE
0 − bIII0 +Q),
(13)
le cui intersezioni identificano lo stato stazionario (E0, I0).
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Fig.3 Intersezione delle nullocline e individuazione dello stato stazionario.
Parametri: bEE = 11.5, bIE = bEI = 10, bII = 2, P = 0, Q = −4, SE = SI = 1/(1 + e−u).
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Fig.4 Orbite del sistema: in blu quella con condizioni iniziali (0.6,0.6), in magenta con (1,0.2),
in arancione con (0,0), in verde con (0.1,1).
1.4 Analisi della stabilita` lineare del modello deterministico
L’analisi della stabilita` lineare della corteccia deterministica indipendente
dallo spazio ci permette di predire le condizioni sotto le quali possono risul-
tare instabilita` spaziali e temporali.
Linearizziamo l’equazione (8) imponendo una piccola perturbazione Z¯ at-
torno allo stato stazionario Z0 :
Z(x, t)→ Z0 + Z¯(x, t), Z ∈ {E, I, φEk, φIk}. (14)
In questo caso Z¯(x, t) = δze
λteiqx ha ampiezza δz, evoluzione temporale e
λt,
intensita` spaziale eiqx e numero d’onda q.
Sostituendo l’espressione (14) nell’equazione (8) ed espandendo con Taylor
al prim’ordine, otteniamo il modello di Wilson-Cowan linearizzato:
d
dt
u¯ = J¯(q) · u¯(t),
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dove
u¯(t) =
[
δEe
λt
δIe
λt
]
e` il vettore di perturbazione e
J¯(q) =
∂B1∂E + ∂B1∂φEE Λ2EE(Λ2EE+q2) ∂B1∂φIE Λ2IE(Λ2IE+q2)
∂B2
∂φEI
Λ2EI
(Λ2EI+q
2)
∂B2
∂I
+ ∂B2
∂φII
Λ2II
(Λ2II+q
2)
 (15)
e` la matrice Jacobiana che deve essere valutata nello stato stazionario (E0, I0).
Per analizzare la stabilita` del modello esteso spazialmente, e` necessario dun-
que studiare la distribuzione degli autovalori di J¯(q) al variare di q.
Esprimiamo l’autovalore dominante come λ = α ± iω, dove Re(λ) = α rap-
presenta il tasso di smorzamento e Im(λ) = ω la componente oscillatoria;
si verifica una situazione di instabilita` in corrispondenza di un certo numero
d’onda q se α(q) e` positiva.
1.4.1 Biforcazioni nel modello omogeneo
Semplifichiamo l’analisi delle biforcazioni, prendendo in considerazione il ca-
so omogeneo (sistema (11)).
Un neurone e` eccitabile in quanto il suo stato di riposo (equilibrio) e` vi-
cino ad una biforcazione, cioe` vicino ad una transizione dalla quiescenza allo
spiking periodico.
Ricordiamo che l’equilibrio di un sistema dinamico e` stabile se tutti gli au-
tovalori della matrice Jacobiana valutati nell’equilibrio stesso hanno parte
reale negativa. Quando un parametro cambia, puo` verificarsi una delle due
situazioni seguenti [18]:
• Un autovalore negativo aumenta e diventa 0: cio` accade nella biforca-
zione di tipo sella e comporta la perdita di un equilibrio;
• Due autovalori complessi coniugati con parti reali negative si avvicinano
all’asse immaginario e diventano immaginari puri: cio` accade in corri-
spondenza della biforcazione di Hopf e l’equilibrio perde stabilita` ma
non scompare.
I neuroni vicino ad una sella sono integratori : preferiscono input eccitato-
ri ad alta frequenza e hanno soglie ben definite; invece quelli vicini ad una
biforcazione di Hopf sono risonatori : hanno potenziali oscillatori e possono
facilmente sparare spikes post-inibitori.
In Fig.5 mostriamo il diagramma delle biforcazioni del sistema di Wilson-
Cowan, ottenuto mediante delle simulazioni effettuate con il pacchetto di
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Matlab Matcont:
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Fig.5 Diagramma delle biforcazioni per il modello di W-C al variare di P e Q.
Parametri: bEE = 11.5, bIE = bEI = 10, bII = 2, P = 0, Q = −4, SE = SI = 1/(1 + e−u).
Nel seguito i risultati elaborati dal programma, con le coordinate dei punti
di biforcazione:
f i r s t po int found
tangent vec to r to f i r s t po int found
l a b e l = H , x = (0 .727993 0.833748 0 .950030)
F i r s t Lyapunov c o e f f i c i e n t = −1.132834 e+001
e lapsed time = 9 .6 s e c s
npo ints curve = 300
f i r s t po int found
tangent vec to r to f i r s t po int found
l a b e l = H , x = (0 .272007 0.166251 −2.450033)
F i r s t Lyapunov c o e f f i c i e n t = −1.132836 e+001
e lapsed time = 10 .6 s e c s
npo ints curve = 300
f i r s t po int found
tangent vec to r to f i r s t po int found
l a b e l = BT, x = (0 .752878 0.924496 1.700885 −3.174723 0 .000002)
e lapsed time = 15 .9 s e c s
npo ints curve = 300
f i r s t po int found
tangent vec to r to f i r s t po int found
l a b e l = GH, x = (0 .704829 0.268181 −4.553321 −7.515796 2 .143982)
l 2 =1.013252 e+002
l a b e l = BT, x = (0 .752878 0.075504 −6.789038 −9.882839 0 .000001)
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e lapsed time = 20 .5 s e c s
npo ints curve = 300
f i r s t po int found
tangent vec to r to f i r s t po int found
l a b e l = GH, x = (0 .295171 0.731819 3.053321 −0.484204 2 .143982)
l 2 =1.013251 e+002
l a b e l = BT, x = (0 .247122 0.924496 5.289038 1.882839 0 .000001)
e lapsed time = 23 .0 s e c s
npo ints curve = 300
f i r s t po int found
tangent vec to r to f i r s t po int found
l a b e l = BT, x = (0 .247122 0.075504 −3.200885 −4.825277 0 .000002)
e lapsed time = 25 .6 s e c s
npo ints curve = 300
Nell’uso di Matcont abbiamo operato come segue:
• a partire dalle coordinate iniziali (0.6, 0.6) e a valore del parametro Q
fissato a -4, si sono ottenute due biforcazioni di Hopf (H), per P =
−2.4500327 e P = 0.95003013.
• A questo punto, prendendo come punti iniziali rispettivamente i punti di
Hopf, si sono ottenute curve di continuazione, al variare del parametro
Q che hanno evidenziato ulteriori biforcazioni di Hopf generalizzate e di
Bogdanov-Takens.
Nel prossimo paragrafo diamo una definizione dei tipi di biforcazione rin-
venuti numericamente.
Biforcazioni di Hopf (H), Hopf Generalizzata (GH) e Bogdanov-
Takens (BT):
Consideriamo un sistema bidimensionale{
v˙ = F (v, u, b)
u˙ = G(v, u, b)
e supponiamo che (v, u) = (0, 0) sia un equilibrio quando il parametro di
biforcazione b e` 0.
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Si verifica una biforcazione di Hopf se le tre seguenti condizioni sono
verificate:
(a) Non-iperbolicita`: la matrice Jacobiana all’equilibrio ha una coppia di
autovalori immaginari puri ±ω.
Il cambio di variabili
v = x e Fuu = −Fvx− ωy
trasforma il sistema di partenza in{
x˙ = −ωy + f(x, y)
y˙ = ωx+ g(x, y),
dove le funzioni
f(x, y) = F (v, u) + ωy e g(x, y) = −(FvF (v, u) + FuG(v, u))/ω − ωx
non hanno termini lineari in x e y.
(b) Non-degenerazione: Il parametro
a =
1
16
{fxxx + fxyy + gxxy + gyyy}+ 1
16ω
{fxy(fxx + fyy)− gxy(gxx + gyy)− fxxgxx + fyygyy}
e` diverso da 0.
(c) Trasversalita`: Denotiamo con c(b) ± iω(b) gli autovalori complessi co-
niugati della matrice jacobiana, con c(0) = 0 e ω(0) = ω. La parte reale c(b)
deve essere non degenere rispetto a b, cioe` c′(0) 6= 0.
Il segno di a determina il tipo di biforcazione di Hopf:
Definizione 1.4.1. Si ha una biforcazione di Hopf supercritica quando a < 0.
Essa corrisponde alla comparsa di un ciclo limite stabile da un equilibrio
stabile.
Si ha una biforcazione di Hopf subcritica quando a > 0. Essa corrisponde ad
un ciclo limite instabile che si riduce ad un equilibrio stabile.
Quando il parametro a cambia segno, ossia una biforcazione subcritica
diventa supercritica, siamo in presenza di una biforcazione di Hopf gene-
ralizzata.
Infine, la biforcazione di Bogdanonv-Takens si verifica quando la matri-
ce Jacobiana ha due autovalori nulli. Essa ha codimensione 2, cioe` richiede
due parametri di biforcazione. Puo` essere interpretata come una biforcazione
di tipo sella in cui un altro autovalore negativo si avvicina arbitrariamente
a 0 o, viceversa, come una biforcazione di Hopf in cui la parte immaginaria
degli autovalori complessi coniugati va a 0.
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1.5 Modello stocastico
Possiamo formulare una versione stocastica del modello di Wilson-Cowan ag-
giungendo perturbazioni di rumore bianco al membro di destra dell’equazione
(8).
1.5.1 Rumore bianco
Benche´ le traiettorie del moto Browniano non siano differenziabili punto per
punto, possiamo interpretare le loro derivate rispetto al tempo in senso di-
stribuzionale per ottenere un processo stocastico generalizzato, detto white
noise o rumore bianco:
ξ(t, ω) = W˙ (t, ω).
L’espressione ”white noise” deriva dalla teoria spettrale di processi aleatori
stazionari, secondo la quale il rumore bianco ha uno spettro di potenza piatto
uniformemente distribuito su tutte le frequenze, come la luce bianca [11].
Poiche´ il moto Browniano ha incrementi gaussiani indipendenti con media
zero, la sua derivata e` un processo stocastico gaussiano con media nulla i cui
valori in tempi diversi sono indipendenti.
Per rendere la trattazione piu` esplicita, consideriamo un’approssimazione
alle differenze finite di ξ su un intervallo di tempo di ampiezza ∆t,
ξ∆t(t) =
W (t+ ∆t)−W (t)
∆t
.
Allora ξ∆t e` un processo gaussiano con media zero e varianza 1/∆t. La sua
covarianza e`
E[ξ∆t(t)ξ∆t(s)] = δ∆t(t− s),
dove δ∆t e` un’approssimazione della δ di Dirach data da
δ∆t(t) =
 1∆t
(
1− |t|
∆t
)
, se |t| ≤ ∆t,
0, altrimenti.
Dunque ξ∆t ha correlazione piccola ma non nulla. Il suo spettro di poten-
za, che e` la trasformata di Fourier della covarianza, non e` piatto, ma decade
a frequenze sufficientemente alte. Ci riferiamo a ξ∆t come al rumore colorato.
Possiamo pensare al rumore bianco ξ come al limite del rumore colorato
ξ∆t per ∆t→ 0, per cui
E[ξ(t)ξ(s)] = δ(t− s).
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1.5.2 Equazioni di W-C con rumore additivo
Aggiungendo alle equazioni del modello di Wilson-Cowan un termine di
rumore bianco, si ottiene:
τE
∂
∂t
E(x, t) =− E(x, t) + SE(bEEφEE(x, t)− bIEφIE(x, t) + P )
+ c1ξ1(x, t),
τI
∂
∂t
I(x, t) =− I(x, t) + SI(bEIφEI(x, t)− bIIφII(x, t) +Q)
+ c2ξ2(x, t),
(16)
dove c1,2 sono costanti di riscalamento che assicurano che le fluttuazioni
siano piccole e ξ1,2 sono una coppia di fonti di rumore spazio-temporale
indipendenti, con distribuzione Gaussiana:
〈ξ(x, t)〉 = 0, 〈ξm(x, t)ξn(x′, t′)〉 = δmnδ(x− x′)δ(t− t′),
dove δmn e` il delta di Kronecker e δ(·) e` la delta di Dirach.
I termini di rumore rappresentano la stocasticita` che si verifica nei sistemi
nervosi a causa di
• cambi casuali spazio-temporali delle proprieta` dei neuroni;
• continui bombardamenti casuali della membrana neurale derivanti da
altre popolazioni di neuroni.
Prendendo in considerazione il caso omogeneo, indipendente dallo spazio,
possiamo studiarne numericamente le soluzioni:
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E
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Fig.6 Traiettoria per E con rumore bianco nel caso non dipendente dallo spazio, con condizioni
iniziali E(1) = I(1) = 1.
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Fig.7 Traiettoria per I con rumore bianco nel caso non dipendente dallo spazio, con condizioni
iniziali E(1) = I(1) = 1.
I due grafici precedenti sono stati realizzati con il software R mediante il
seguente programma basato sul metodo di Eulero esplicito:
N=10000; dt =0.001; h=s q r t ( dt ) ;
a =11.5 ; b=−10; c =10; d=−2; P=0; Q=−4; c1 =1; c2=1
E=1:N; I =1:N
E[ 1 ] = 1 ; I [1 ]=1
f o r ( i in 1 : (N−1))
{
E[ i +1]=E[ i ]+(−E[ i ]+(1+exp(−(a∗E[ i ]+b∗ I [ i ]+P)))ˆ(−1))∗ dt+c1∗h∗rnorm (1)
I [ i +1]=I [ i ]+(− I [ i ]+(1+exp(−( c∗E[ i ]+d∗ I [ i ]+Q)))ˆ(−1))∗ dt+c2∗h∗rnorm (1)
}
p lo t (E, type=” l ” , c o l =3)
Utilizzando un metodo simile a quello della sezione precedente per il modello
deterministico, la linearizzazione di quello stocastico da`
∂
∂t
[
E¯(x, t)
I¯(x, t)
]
= J¯(q)
[
E¯(x, t)
I¯(x, t)
]
+
[
(c1/τE)ξ¯1(x, t)
(c2/τI)ξ¯2(x, t)
]
, (17)
con J¯(q) definito come sopra con l’assunzione che ΛII = 0, che garantisce che
non ci sia autoinibizione nel sistema.
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Rendiamo ora le equazioni (17) piu` idonee alla trattazione analitica rifor-
mulandole in un sistema a due variabili di Ornstein-Uhlenbeck:
∂
∂t
[
E¯(x, t)
I¯(x, t)
]
= −A¯(q)
[
E¯(x, t)
I¯(x, t)
]
+
√
D
[
ξ¯1(x, t)
ξ¯2(x, t)
]
,
dove A¯ = −J¯ e
D =
[
(c1/τE)
2 0
0 (c2/τ1)
2
]
.
Le statistiche stazionarie di Ornstein-Uhlenbeck sono state studiate da Cha-
turvedi e Gardiner ([3,4]), il che permette di trovare immediatamente espres-
sioni per la densita` spettrale di potenza, l’autocorrelazione e la varianza delle
fluttuazioni indotte da rumore.
La matrice di covarianza per il nostro sistema bidimensionale e`
G¯(q, q′) = limt→∞
[〈E(q, t)E(q′, t′)〉 〈E(q, t)I(q′, t′)〉
〈I(q, t)E(q′, t′)〉 〈I(q, t)I(q′, t′)〉
]
= 2piδ(q + q′)G¯(q),
dove, come calcolato in [3,4],
G¯(q) =
det(A¯)D + [A¯− tr(A¯)I]D[A¯− tr(A¯)I]t
2tr(A¯)det(A¯)
.
La densita` spettrale di potenza del firing rate eccitatorio E nel numero d’on-
da q e` quindi data da [G¯(q)]11.
La varianza spaziale delle fluttuazioni E − E si stima valutando l’integra-
le
∫∞
−∞[G¯(q)]11dq, mentre l’autocorrelazione spaziale di queste fluttuazioni si
ottiene dalla trasformata inversa di Fourier: [G(x)]11 = F−1[G¯(q)]11.
Possiamo esprimere la matrice di correlazione temporale T¯ come il prodotto
tra una matrice esponenziale valutata in un ritardo τ e la densita` spettrale
spaziale:
T¯(q, τ) = exp(−A¯(q) · τ)G¯(q), τ > 0.
La componente [T¯(q)]11 da` l’espressione teorica per la funzione di autocor-
relazione dipendente da τ e da q. La calcoliamo in valori discreti τ = τi ed
otteniamo ∫ max
0
T¯(q, τ = τi)dq = C(τi),
cos`ı da ricavare la funzione di autocorrelazione temporale C(τ).
La varianza temporale e` il valore dell’autocorrelazione temporale in τ = 0
ms.
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2 Formalismo di Wilson-Cowan nello studio dell’epi-
lessia
L’epilessia e` una malattia neurologica caratterizzata da crisi spontanee ri-
correnti, ossia da episodi di attivita` eccessiva ed anomala del cervello [14].
Una crisi epilettica e` conseguenza di un’alterazione dei meccanismi inibitori
ed eccitatori che modulano lo stato di polarizzazione della membrana neuro-
nale.
Sebbene si tratti di una delle piu` comuni malattie neurologiche, il mecca-
nismo alla base delle crisi non e` stato scoperto, per cui i trattamenti sono
inefficaci per una significativa porzione di pazienti. Secondo la classificazio-
ne clinica, l’epilessia e` una malattia eterogenea; tuttavia esiste un terreno
comune tra le diverse tipologie di crisi, il che suggerisce che una varieta` di
meccanismi possa condurre ad un processo finale comune.
A livello microscopico, misure intracellulari in sezioni di cervello umano du-
rante crisi indotte mostrano che la transizione dalla funzione normale alla
condizione epilettica avviene quando popolazioni neuronali contigue iniziano
a scaricare in maniera sincrona (“attivazione ipersincrona”). La registrazione
dell’ attivita` elettrica dei singoli neuroni mostra una depolarizzazione della
membrana neuronale (operata dagli impulsi eccitatori) di entita` e durata ec-
cessiva (il fenomeno e` indicato come depolarizzazione parossistica o, nella
terminologia anglosassone, paroxismal depolarization shift, PDS). Il ruolo
della depolarizzazione e` importante nelle cellule inibitorie nelle aree del cer-
vello in cui la crisi si propaga e conduce allo scenario di mancata inibizione
descritto poc’anzi. Inoltre ci si puo` aspettare che in presenza di alti livelli di
attivita`, le risorse sinaptiche si esauriscano, contribuendo all’effetto di satu-
razione.
I dati indicano che durante alti livelli di attivita` i neuroni iperattivi operano
vicino a quella che piu` essere definita soglia superiore della relazione input-
output. Cio` e` in contrasto con la normale attivita` fisiologica dei neuroni che
operano in genere attorno ad una bassa soglia di attivazione.
In questo capitolo mostreremo come il formalismo di Wilson-Cowan descritto
precedentemente si adatti a modellizzare due diversi studi condotti sull’epi-
lessia, sotto opportune modifiche dovute ad evidenze sperimentali in vivo:
nel primo caso le equazioni prevedono una funzione di attivazione gaussiana,
non piu` sigmoide, mentre nel secondo si fa l’ipotesi del ”controllo circadiano”,
secondo cui il danno al cervello disturba la fase circadiana, la quale a sua
volta innesca un meccanismo omeostatico che altera la forza delle interazioni
tra popolazioni.
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2.1 Primo modello: funzione di attivazione sigmoide
2.1.1 Osservazioni sperimentali e modellizzazione biofisicamente plausibile
Misure elettrofisiologiche sia in vitro che in vivo suggeriscono di utilizza-
re nello studio delle crisi epilettiche un’alternativa alla funzione sigmoide
comunemente usata nel modello di Wilson-Cowan. Una componente spe-
rimentale che supporta questa variante deriva dalle registrazioni di singole
cellule ottenute dal tessuto cerebrale umano asportato da pazienti con epi-
lessia farmaco-resistente (studio basato sull’applicazione di microelettrodi,
approvato dall’Institutional Review Board del Columbia University Medical
Center) [15]. Durante le crisi indotte, i singoli neuroni mostrano una forte
depolarizzazione parossistica, che indica un arresto del firing rate neuronale
dopo che l’input sinaptico supera una soglia superiore.
La funzione di attivazione trasforma l’attivita` sinaptica nel firing rate. Cellu-
le all’interno di una popolazione hanno soglie di firing leggermente differenti;
assumiamo che il numero di spike non dipenda dall’input e che quindi ogni
cellula abbia una funzione di firing di Heaviside. Sommando tutti i contri-
buti individuali, si ottiene una funzione sigmoide: i neuroni non solo hanno
un minimo valore della corrente in input per sparare, ma anche un valore
massimo in cui il potenziale di membrana subisce depolarizzazione. Il valore
critico differisce da cellula a cellula. Dunque, per ogni cellula, c’e` un range
finito di correnti di input che si trasforma in spike. Sommando su tutta la
popolazione, si ottiene una funzione di attivazione Gaussiana. Questo ra-
gionamento, basato sull’osservazione che la depolarizzazione durante le crisi
rappresenta una soglia superiore per il firing neuronale, determina quindi la
sostituzione della funzione di attivazione sigmoide con una Gaussiana.
Il range delle soglie e` diverso a seconda del tipo di cellule. Ad esempio, a cau-
sa della differenza di dimensione, i neuroni inibitori sono attivati da input
depolarizzanti relativamente bassi, mentre i neuroni piramidali piu` grandi
hanno soglie piu` alte. Essendo pertanto i neuroni inibitori piu` piccoli, essi
hanno la propensione a raggiungere il blocco di depolarizzazione prima che
quelli eccitatori durante la crisi.
Secondo questo approccio, un modo plausibile di ottenere una curva di fi-
ring rate non monotona include un meccanismo per esprimere gli effetti del
blocco di depolarizzazione.
2.1.2 Il modello
Seguendo [14], modellizziamo microcircuiti locali con una popolazione ecci-
tatoria ed una inibitoria con dei pesi per le forze di connessione. Le equazioni
del modello sono
τXX
′
k = −Xk + (1−Xk)FX(JXk),
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dove
FX(JXk) = exp
(
−
(
JXk −Xθ
Xsd
)2)
− exp
(
−
(−Xθ
Xsd
)2)
,
JEk = wEEEk − wIEIk +B + αwEE(Ek+1 + Ek−1),
JIk = wEIEk − wIIIk.
Ulteriormente, e` possibile considerare un modello continuo nello spazio,
nel quale si rimpiazza Xk(t) con X(y, t), dove y ∈ [0, L] e L = 1000µm. Come
correnti di input si utilizza
JE(y, t) = λE
∫ L
0
(
wEEe
|y−z|/σEEE(z, t)− wIEe|y−z|/σIEI(z, t)
)
dz +B(y, t)
JI(y, t) = λI
∫ L
0
(
wEIe
|y−z|/σEIE(z, t)− wIIe|y−z|/σII I(z, t)
)
dz.
Qui X = E, I e k = 1, . . . , N. Al bordo le popolazioni eccitatorie E1 e EN
ricevono input soltanto da E2 e EN−1 rispettivamente. Infine, le Xθ rappre-
sentano le soglie e le Xsd le deviazioni standard.
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Fig.8 Soluzioni E(t) (blu) e I(t) (viola) del modello di W-C con funzione di attivazione gaussiana.
Parametri: τE = τI = 1, wEE = 16, wEI = 18, wIE = 12, wII = 3, Eθ = 7, Iθ = 5, Esd = 2.1, Isd =
1.5.
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Fig.9 Ritratto di fase del modello per l’epilessia.
2.1.3 Analisi delle biforcazioni su una singola coppia E-I
La sostituzione della funzione di attivazione sigmoide con quella gaussiana
determina la comparsa di ulteriori stati stazionari.
In Fig.10 mostriamo il confronto tra le nullocline del modello gaussiano (a)
e sigmoide (b). In quest’ultimo scegliamo come funzione di attivazione
FX(JXk) =
1
1 + exp(−Xs(JXk −Xθ))
− 1
1 + exp(XsXθ)
.
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Fig.10 Piano delle fasi relativo alla funzioni di attivazione Gaussiana (a) e sigmoide (b). Parame-
tri in (a): τE = τI = 1, wEE = 16, wEI = 18, wIE = 12, wII = 3, Eθ = 7, Iθ = 5, Esd = 2.1, Isd =
1.5. Parametri in (b): τE = τI = 1, wEE = 16, wEI = 18, wIE = 12, wII = 3, Eθ = 5.2516, Es =
1.5828, Iθ = 3.7512, Is = 2.2201.
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Le nullocline eccitatorie hanno la stessa forma in entrambi i casi, mentre
le I-nullocline differiscono maggiormente. Per la funzione di attivazione sig-
moide, la curva e` monotona, mentre per quella gaussiana ha una gobba.
Inoltre nel caso (a) ci sono due intersezioni in piu` tra le nullocline E ed
I, che determinano due ulteriori stati stazionari, una sella ed un nodo stabi-
le, quest’ultimo in corrispondenza di maggiore attivita` eccitatoria e minore
inibitoria.
Nella regione dell’equilibrio stabile infatti, a causa del blocco di depolariz-
zazione, le cellule inibitorie riducono i loro output, mentre quelle eccitatorie
generano un’eccitazione sufficiente a mantenere alto il livello di attivita`.
Nei grafici seguenti sono riportate le orbite, calcolate per t ∈ [−100, 100],
attorno agli equilibri ottenuti tramite l’intersezione delle nullocline con fun-
zione di attivazione rispettivamente gaussiana e sigmoide: nel primo caso, a
differenza del secondo, non tutte le orbite si avvolgono attorno all’equilibrio.
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Fig.11 Orbite del sistema per funzione di attivazione Gaussiana: in blu quella con condizioni
iniziali (0.18, 0.11), in rosso quella iniziante da (0.41, 0.31), in verde quella che parte da (0.42, 0.13).
31
0 0.1 0.2 0.3 0.4 0.5 0.6
0
0.1
0.2
0.3
0.4
0.5
0.6
x
y
Fig.12 Orbite del sistema per funzione di attivazione sigmoide: in blu quella con condizioni ini-
ziali (0.18, 0.11), in rosso quella iniziante da (0.41, 0.31), in verde quella che parte da (0.42, 0.13).
Lo stato stazionario addizionale e` una caratteristica importante che coe-
siste con la normale dinamica del modello di Wilson-Cowan con la sigmoide.
Cio` e` illustrato in Fig.13, che rappresenta i diagrammi di biforcazione nel
piano (B,wEI). Si e` scelto di variare questi due parametri in quanto tale
combinazione controlla il livello di attivita` della popolazione e la forza del
legame tra le due reti, quindi la dinamica.
Nel confronto tra i due diagrammi, emerge che molte delle curve di bifor-
cazione sono simili.
Nel primo caso (con la funzione di attivazione Gaussiana) si nota pero` una
curva di sella addizionale, la quale e` caratterizzata da alti valori di wEI e
bassi valori di B, di modo che la popolazione eccitatoria possa indurre quella
inibitoria in blocco di depolarizzazione. In particolare, c’e` sostanziale coinci-
denza della dinamica per B < 5, mentre per B = 6 in (a) emerge una cuspide
addizionale.
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Fig.13 Diagramma delle biforcazioni in corrispondenza di una funzione di attivazione Gaussiana
(a) e sigmoide (b): sulle linee orizzontali le biforcazioni H e LP in corrispondenza di wEI = 18,
da cui si diramano le curve di continuazione al variare di wEI .
2.2 Secondo modello: epilessia e ritmo circadiano
Introdurremo ora prove sperimentali per l’insorgenza di uno squilibrio nell’at-
tivita` di firing di due classi di popolazioni di spike (tipo 1 e tipo 2) registrate
dall’area ippocampale in un modello animale di epilessia nel lobo temporale
[16]. Cio` che si nota e` un considerevole aumento dello spike della popolazione
di tipo 1 (PS1), accompagnato da una diminuzione del firing rate dell’altra
(PS2). Si osserva che PS1 e PS2 seguono un ritmo circadiano (cioe` caratte-
rizzato da un periodo di circa 24 ore) e sono in fase. Il danno al cervello causa
un brusco shift di fase nell’attivita` circadiana, che si ritiene possa essere la
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causa dello squilibrio nel firing delle due popolazioni.
Esperimenti in vivo per comprovare questa teoria sono stati condotti usan-
do 9 maschi adulti di topi, di 63 giorni e di peso compreso tra 200 e 265 gr, sui
quali sono stati impiantati 16 microelettrodi nell’area CA1. In aggiunta, un
ulteriore elettrodo bipolare rivestito di acciaio inossidabile e` stato impiantato
nell’ippocampo ventrale per indurre il danno cerebrale. Dopo una settima-
na di registrazioni, 7 ratti sono stati stimolati elettricamente per 30 minuti
finche´ non si sono osservate sostenute crisi comportamentali ed elettrografi-
che. Dopo che i topi hanno smesso di avere crisi, sono entrati in un periodo
latente, libero da crisi e sono stati introdotti in un ambiente controllato con
un ciclo giorno-notte di 24 ore simmetrico e monitorati con video continui e
registrazioni dell’attivita` del cervello. Alla fine della sessione di registrazione,
i topi sono stati sacrificati ed i loro cervelli intatti sono stati escissi.
In totale dunque 7 ratti sono stati stimolati elettricamente fino allo stato
epilettico e 3 di questi sono entrati nella fase cronica di crisi, pertanto sono
stati utilizzati per raccogliere i dati sperimentali.
Quanto osservato puo` essere sintetizzato nei seguenti punti:
• esiste una modulazione di tipo circadiano in PS1 e PS2 sia durante i
periodi di controllo che in quelli latenti;
• non c’e` drift osservato nell’attivita` di PS1 e PS2 nel periodo di controllo;
• invece nel periodo latente c’e` un evidente drift verso l’alto nel firing rate
di PS1 ed uno corrispondente verso il basso per PS2;
• durante il periodo di controllo la modulazione circadiana dei firing rate
di PS1 e PS2 e` bloccata in fase, mentre durante quello latente le due
PS oscillano in anti-fase;
• il numero medio di eventi di PS1 registrato in un’ora nei tre topi durante
il periodo latente e` significativamente maggiore di quello registrato nel
periodo di controllo, mentre gli eventi di PS2 registrati in un’ora sono
in media meno nel periodo latente che in quello di controllo.
Vediamo ora come l’ipotesi del ”controllo circadiano” possa essere incor-
porata nel modello di Wilson-Cowan per le interazioni tra l’attivita` di PS1
e PS2.
Facciamo due specifiche assunzioni:
(a) PS1 rappresenta il firing rate sincrono dei neuroni della rete eccitatoria.
Cio` si basa sull’osservazione che esso durante il periodo latente dell’epiletto-
genesi aumenta fino alla prima crisi spontanea.
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(b) PS2 rappresenta il firing rate dei neuroni inbitori, in quanto si e` os-
servato che esso diminuisce durante il periodo latente dell’epilettogenesi.
Siano X(t) e Y (t) le variabili per i firing rate di PS1 e PS2 rispettivamente;
le equazioni modificate del modello di Wilson-Cowan sono le seguenti:
τx
dX
dt
= −X + S(Asin(ωt+ ∆φ) + c1X − c2Y + P )
τy
dY
dt
= −Y + S(Bsin(ωt) + c3X − c4Y +Q),
dove τx, τy << ω
−1, S(x) = (1 + exp(−αx))−1 e ci rappresentano la forza dei
legami sinaptici.
In questa equazione l’influenza circadiana e` modellata da un input sinusoi-
dale esterno a X e Y. A e B rappresentano la forza dell’impulso circadiano
esterno sull’attivita` di PS1 e PS2, mentre ∆φ e` la differenza di fase di que-
sto impulso. Secondo l’ipotesi di ”controllo circadiano”, il comportamento
asintotico delle ci e` modellizzato tramite una dipendenza lineare da ∆φ :
dci = (c
′
i − ci)/τL, con c′i = αi + βi∆φ.
La soluzione numerica delle equazioni di Wilson-Cowan modificate (Fig.14)
conferma quanto anticipato: i firing rate di PS1 e PS2 esibiscono ritmicita`
circadiana. Durante il periodo latente, c’e` uno shift della fase (∆φ = 3pi/4)
che si riflette nella modulazione dei termini di interazione ci : come risultato
si ha un incremento nell’attivita` di firing di PS1 e un decremento in quella
di PS2, oltre che lo sfasamento delle due curve che diventano in anti-fase.
Pertanto questo semplice modello risulta perfettamente in grado di repli-
care i risultati sperimentali.
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Fig.14 Soluzioni delle equazioni di Wilson-Cowan modificate (in blu X e in verde Y ) in caso
di controllo (a) e latente (b).
Parametri: α1 = 0.65, α2 = −0.015, α3 = 0, α4 = 0.32, β1 = 0, β2 = 0.05, β3 = 0.1, β4 = 0.5, A =
0.5, B = 0.25, ω = 2pi/25, τx = τy = 1, τL = 200, P = 0.025. In (a) Q = 1.9 e ∆φ = pi/4, in (b)
Q = 0 e ∆φ = 3pi/4.
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3 Equazione neurale di Langevin
3.1 Equazioni differenziali stocastiche
Definizione 3.1.1. Si chiama equazione differenziale stocastica (SDE) un’e-
quazione della forma
dXt = b(t,Xt)dt+ σ(t,Xt)dWt,
X|t=0 = X0,
dove (Wt)t≥0 e` un moto browniano d−dimensionale su uno spazio di probabi-
lita` (Ω,F ,P) munito di una filtrazione (Ft), X0 e` una variabile F0−misurabile.
Infine b : [0, T ] × Rd → Rd e σ : [0, T ] × Rd → Rd×d soddisfano delle ipotesi
di regolarita` specificate caso per caso e la soluzione (Xt)t≥0 e` un processo
d−dimensionale adattato e continuo.
Il significato della suddetta equazione e`
Xt = X0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs,
per cui dobbiamo richiedere che b e σ verifichino opportune condizioni che
rendano ben definiti i due integrali. In generale, si assume che:
• b ∈ Λ1W (0, T ) =
{
X prog. mis.
∣∣ P[ ∫ T
0
|Xs|ds <∞
]
= 1
}
;
• σ ∈ Λ2W (0, T ) =
{
X prog. mis.
∣∣ P[ ∫ T
0
X2sds <∞
]
= 1
}
.
Definizione 3.1.2. Un’equazione differenziale stocastica ammette soluzione
forte se ∀(Ω,F ,P, (Ft),Wt) e ∀X0 F0−misurabile, ∃ un processo continuo
(Xt) (Ft)−adattato che la soddisfa.
Definizione 3.1.3. Un’equazione differenziale stocastica ammette soluzione
debole se ∀ misura di probabilita` µ definita su Rd, ∃ (Ω,F ,P, (Ft),Wt) ed un
processo (Xt) (Ft)−adattato che la soddisfa tale che X0 abbia distribuzione
µ.
Definizione 3.1.4. Un’equazione differenziale stocastica ammette unicita`
forte (o per traiettorie) della soluzione se ∀(Ω,F ,P, (Ft),Wt) e ∀X0 F0−misurabile,
date due soluzioni (X
(1)
t ) e (X
(2)
t ), queste sono indistinguibili.
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Definizione 3.1.5. Un’equazione differenziale stocastica ammette unicita` de-
bole se, date due soluzioni (Ωi,F i,Pi, (Ft)i, (Wt)i, (Xt)i) per i = 1, 2, allora
le leggi di (X
(1)
t ) e (X
(2)
t ) coincidono.
Enunciamo di seguito il piu` noto teorema di esistenza ed unicita` forte della
soluzione per una SDE:
Teorema 3.1.6 (di esistenza ed unicita` forte). Supponiamo che
• b e σ siano due funzioni continue;
• ∃L1 tale che |b(t, x)− b(t, y)| ≤ L1|x− y|, ∀x, y ∈ Rd, t ∈ [0, T ];
• ∃L2 tale che |b(t, x)− b(t, y)| ≤ L2|x− y|, ∀x, y ∈ Rd, t ∈ [0, T ].
Allora l’equazione differenziale stocastica ammette esistenza ed unicita` forti
della soluzione.
Osservazione. Il suddetto teorema descrive condizioni solo sufficienti per l’esi-
stenza e l’unicita` forti della soluzione. Pertanto una SDE puo` avere soluzione
unica forte anche se i suoi coefficienti verificano ipotesi piu` deboli: rimandia-
mo ai paragrafi successivi dei risultati che garantiscano l’esistenza e l’unicita`
forti della soluzione per una SDE con coefficienti irregolari.
3.2 Equazione di Fokker-Planck
Data una SDE della forma
dX(t) = b(X(t))dt+ σ(X(t))dW (t),
si ha che ad ogni istante t > 0, la variabile aleatoria X(t) ha densita` di
probabilita` p(t, x), che soddisfa la seguente equazione alle derivate parziali:
∂p(t, x)
∂t
=
1
2
∂2
∂x2
(σ2(x)p(t, x))− ∂
∂x
(b(x)p(t, x)).
Definizione 3.2.1. Essa e` detta equazione di Fokker-Planck.
Osservazione. Anche se il dato iniziale x0 e` deterministico, quindi non ha
densita`, tuttavia ha densita` ad ogni istante t > 0 : e` come se all’istante
iniziale ci fossero infinite particelle concentrate in x0, che poi immediatamente
si muovono in diverse direzioni con traiettorie erratiche.
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Osservazione. La generalizzazione della Fokker-Planck al caso d− dimensio-
nale e` ovvia:
∂p
∂t
=
1
2
∑
∂i∂j(aijp)− div(pb), con α = σσt.
Osservazione. L’equazione di Fokker-Planck e` un’equazione alle derivate par-
ziali parabolica del secondo ordine per la densita` di probabilita`.
Andiamo dunque a studiare questo tipo di PDE e le condizioni per l’esistenza
e l’unicita` della soluzione per il problema parabolico con valori iniziali/al
bordo.
3.2.1 Esistenza ed unicita` della soluzione per PDE paraboliche del secondo
ordine
Sia U un aperto limitato di Rn e sia UT = U × (0, T ], per qualche T > 0.
Studiamo il problema parabolico con valori iniziali/al bordo [12]
ut + Lu = f, in UT
u = 0, su ∂U × [0, T ]
u = g, su U × {t = 0},
dove f : UT → R e g : U → R sono assegnate, mentre u : U˜T → R non e`
nota, u = u(x, t).
L e` un operatore differenziale parziale del secondo ordine della forma
Lu = −
n∑
i,j=1
(aij(x, t)uxi)xj +
n∑
i=1
bi(x, t)uxi + c(x, t)u,
dove aij, bi, c sono coefficienti assegnati in generale in L∞, che nelle applica-
zioni che seguiranno saranno regolari.
Definizione 3.2.2. L’operatore differenziale parziale ∂
∂t
+ L e` (uniforme-
mente) parabolico se esiste una costante θ > 0 tale che
n∑
i,j=1
aij(x, t)ξiξj ≥ θ|ξ|2
∀(x, t) ∈ UT , ξ ∈ Rn.
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Assumiamo che f ∈ L2(UT ), g ∈ L2(U) e che aij = aji.
Definiamo la seguente forma bilineare dipendente dal tempo:
B[u, v; t] =
∫
U
( n∑
i,j=1
aij(·, t)uxivxj +
n∑
i=1
bi(·, t)uxiv + c(·, t)uv
)
dx,
per u, v ∈ H10 (U) e per quasi ogni 0 ≤ t ≤ T.
Per rendere plausibile la definizione che daremo a breve di soluzione debole,
supponiamo per il momento che u(x, t) sia una soluzione regolare del nostro
problema parabolico. Associamo quindi ad u la mappa
u : [0, T ]→ H10 (U)
tale che
[u(t)](x) := u(x, t), (x ∈ U, 0 ≤ t ≤ T ).
In sostanza, considereremo u non come funzione di x e t insieme, ma come
una mappa u di t nello spazio H10 (U) delle funzioni di x.
Analogamente, definiamo
f : [0, T ]→ L2(U)
tale che
[f(t)](x) := f(x, t) (x ∈ U, 0 ≤ t ≤ T ).
Allora, fissata v ∈ H10 (U), possiamo moltiplicare la PDE ∂u∂t + Lu = f per v
ed integrare per parti. Otteniamo cos`ı
(u′, v) +B[u, v; t] = (f, v)
per 0 ≤ t ≤ T, dove (, ) e` il prodotto interno in L2(U).
Definizione 3.2.3. Diciamo che una funzione
u ∈ L2([0, T ];H10 (U)), con u′ ∈ L2([0, T ];H−1(U))
e` una soluzione debole del problema parabolico con valori iniziali/al bordo se
• (u′, v) +B[u, v; t] = (f, v), ∀v ∈ H10 (U) e per quasi ogni 0 ≤ t ≤ T ;
• u(0) = g.
In particolare, assumiamo u ∈ C([0, T ];L2(U)).
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Esistenza di soluzioni deboli
Vogliamo dunque trovare una soluzione debole del nostro problema para-
bolico costruendo soluzioni di certe sue approssimazioni finito-dimensionali
e passando poi al limite, secondo il metodo di Faedo-Galerkin.
Piu` precisamente, siano wk = wk(x) delle funzioni regolari tali che {wk}∞k=1
sia una base ortogonale di H10 (U) e ortonormale di L
2(U).
Fissato un intero positvo m, cerchiamo una funzione um : [0, T ] → H10 (U)
della forma
um(t) :=
m∑
k=1
dkm(t)wk,
dove speriamo di selezionare dei coefficienti dkm di modo che
dkm(0) = (g, wk)
e
(u′m, wk) +B[um, wk; t] = (f, wk)
per k = 1, . . . ,m e 0 ≤ t ≤ T.
Dunque cerchiamo delle funzioni um che soddisfino la proiezione del problema
parabolico sullo spazio finito-dimensionale generato da {wk}mk=1.
Teorema 3.2.4 (Costruzione di soluzioni approssimate). Per ogni intero
m = 1, 2, . . . esiste un’unica funzione um =
∑m
k=1 d
k
mwk tale che
dkm(0) = (g, wk)
e
(u′m, wk) +B[um, wk; t] = (f, wk).
Dimostrazione. Assumiamo che um =
∑m
k=1 d
k
mwk. Notiamo innanzitutto,
dal fatto che {wk}∞k=1 e` una base ortonormale di L2(U), che
(u′m(t), wk) = d
k′
m(t).
Inoltre
B[um, wk; t] =
m∑
l=1
ekl(t)dlm(t),
con ekl(t) = B[wl, wk; t].
Scriviamo fk(t) = (f(t), wk). Allora otteniamo un sistema lineare di ODE:
dk
′
m(t) +
m∑
l=1
ekl(t)dlm(t) = f
k(t),
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con dkm(0) = (g, wk).
Grazie al teorema di esistenza della soluzione per equazioni differenziali ordi-
narie, esiste un’unica soluzione assolutamente continua dm(t) = (d
1
m(t), . . . , d
m
m(t))
di questa ODE per quasi ogni 0 ≤ t ≤ T. Pertanto la um sopra definita
soddisfa
(u′m, wk) +B[um, wk; t] = (f, wk).
Teorema 3.2.5 (Stime di tipo energia). Esiste una costante C, dipendente
da U, da T e dai coefficienti di L tale che
max
0≤t≤T
||um(t)||L2(U) + ||um||L2([0,T ];H10 (U)) + ||u′m||L2([0,T ];H−1(U))
≤ C(||f||L2([0,T ];L2(U)) + ||g||L2(U))
.
Dimostrazione. Moltiplichiamo l’equazione
(u′m, wk) +B[um, wk; t] = (f, wk)
per dkm(t) e otteniamo
(u′m,um) +B[um,um; t] = (f,um)
per q.o. 0 ≤ t ≤ T.
Si puo` provare ([12], paragrafo 6.2.2) che ∃β > 0 e γ ≥ 0 tali che
β||um||2H10 (u) ≤ B[um,um; t] + γ||um||
2
L2(U)
∀0 ≤ t ≤ T,m = 1, . . . . Inoltre
|(f,um)| ≤ 1
2
||f||2L2(u) +
1
2
||um||2L2(u)
e (vedi Lemma 3.2.8)
(u′m,um) =
d
dt
(
1
2
||um|2L2(U)
)
, per q.o 0 ≤ t ≤ T.
Conseguentemente si ottiene
d
dt
(
||um||2L2(U)
)
+ 2β||um||2H10 (U) ≤ C1||um||
2
L2(U) + C2||f||2L2(U)
per q.o. 0 ≤ t ≤ T ed appropriate costanti C1, C2.
Scriviamo ora
η(t) = ||um||2L2(U)
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e
ξ(t) = ||f(t)||2L2(U).
Da quanto appena detto risulta che
η′(t) ≤ C1η(t) + C2ξ(t)
per q.o. 0 ≤ t ≤ T. Quindi la forma differenziale della disuguaglianza di
Gronwall conduce alla stima
η(t) ≤ eC1t
(
η(0) + C2
∫ t
0
ξ(s)ds.
)
Poiche´ η(0) = ||um(0)||2L2(U) ≤ ||g||2L2(U), dal fatto che dkm(0) = (g, wk)
otteniamo che
max
0≤t≤T
||um(t)||2L2(U) ≤ C
(
||g||2L2(U) + ||f||2L2([0,T ];L2(U))
)
.
A questo punto possiamo integrare
η′(t) ≤ C1η(t) + C2ξ(t)
ed applicare la disuguaglianza appena vista per trovare
||um||2L2([0,T ];H20 (U)) =
∫ T
0
||um||2H10 (U)dt ≤ C
(
||g||2L2(U) + ||f||2L2([0,T ];L2(U))
)
.
Fissiamo ora v ∈ H10 (U), con ||v||H10 (U) ≤ 1 e scriviamo v = v1 + v2, con
v1 ∈ Span{wk}mk=1 e (v2, wk) = 0,∀k = 1, . . . ,m.
Essendo le {wk}∞k=0 ortogonali in H10 (U), ||v1||H10 (U)|| ≤ ||v||H10 (U) ≤ 1.
Deduciamo quindi che, per q.o. 0 ≤ t ≤ T,
(u′m, v
1) +B[um, v
1; t] = (f, v1).
Inoltre
(u′m, v) = (u
′
m, v
1) = (f, v1)−B[um, v1; t].
Conseguentemente
|(u′m, v)| ≤ C(||fL2(U) + |um||H10 (U)),
poiche´ ||v1||H10 (U) ≤ 1. Dunque
||u′m||H−1(U) ≤ C(||f||L2(U) + ||um||H10 (U))
e quindi ∫ T
0
||u′m||2H−1(U) ≤ C
∫ T
0
||f||2L2(U) + ||um||H10 (U)dt
≤ C(||g||2L2(U) + ||f||2L2([0,T ];L2(U))).
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A questo punto, in virtu` dei due teoremi precedenti, possiamo passare al li-
mite per m→∞ per costruire una soluzione debole del problema parabolico.
Teorema 3.2.6 (Esistenza di soluzione debole). Esiste una soluzione debole
del problema parabolico con condizioni iniziali/al bordo.
Dimostrazione. In base alle stime di tipo energia, la successione {um}∞m=1 e`
limitata in L2([0, T ];H10 (U)) e {u′m}∞m=1 e` limitata in L2([0, T ];H−1(U)).
Di conseguenza (vedi [12], sezione D.4, Teorema 3 e Problema 4), esistono una
sottosuccessione {uml}∞l=1 ⊂ {um}∞m=1 ed una funzione u ∈ L2([0, T ];H10 (U)),
con u′ ∈ L2([0, T ];H−1(U)) tali che{
uml → u debolmente in L2([0, T ];H10 (U))
u′ml → u′ debolmente in L2([0, T ];H−1(U)).
A questo punto fissiamo un interoN e scegliamo una funzione v ∈ C1([0, T ];H10 (U))
della forma
v(t) =
N∑
k=1
dk(t)wk,
dove {dk}Nk=1 sono funzioni regolari assegnate. Scegliamo quindi m ≥ N,
moltiplichiamo per dk(t) l’espressione
(u′m, wk) +B[um, wk; t] = (f, wk)
ed integriamo rispetto a t.
Otteniamo ∫ T
0
(u′m,v) +B[um,v; t]dt =
∫ T
0
(f,v)dt.
Poniamo m = ml e passiamo al limite debole, cos`ı da avere∫ T
0
(u′,v) +B[u,v; t]dt =
∫ T
0
(f,v)dt.
Questa uguaglianza vale per tutte le funzioni in L2([0, T ];H10 (U)) in quanto
le funzioni v(t) =
∑N
k=1 d
k(t)wk sono dense in questo spazio.
Pertanto in particolare si ha
(u′,v) +B[u,v; t] = (f,v)
∀v ∈ H10 (U) e per quasi ogni 0 ≤ t ≤ T.
Per provare che u(0) = g, notiamo che∫ T
0
−(v′,u) +B[u,v; t]dt =
∫ T
0
(f,v)dt+ (u(0),v(0)),
44
∀v ∈ C1([0, T ];H10 (U)) con v(T ) = 0.
Analogamente∫ T
0
−(v′,um) +B[um,v; t]dt =
∫ T
0
(f,v)dt+ (um(0),v(0)).
Ponendo m = ml, dalla convergenza debole si ottiene che∫ T
0
−(v′,u) +B[u,v; t]dt =
∫ T
0
(f,v)dt+ (g,v(0)),
in quanto uml(0)→ g in L2(U).
Per arbitrarieta` di v(0), concludiamo che u(0) = g.
Teorema 3.2.7 (Unicita` della soluzione debole). La soluzione debole del
problema parabolico e` unica.
Lemma 3.2.8. Siano u ∈ L2([0, T ];H10 (U)) ed u′ ∈ L2([0, T ];H−1(U)).
Allora la mappa
t→ ||u(t)||2L2(U)
e` assolutamente continua e
d
dt
||u||2L2(U) = 2(u′(t),u(t))
per quasi ogni 0 ≤ t ≤ T.
Dimostrazione (Teorema). Basta provare che l’unica soluzione debole del
problema parabolico con f = g = 0 e` u = 0.
Se nell’uguaglianza (u′,v) + B[u,v; t] = (f,v) poniamo u = v = 0 e f = 0,
otteniamo dal lemma che
d
dt
(
1
2
||u||2L2(U)
)
+B[u,u; t] = (u′,u) +B[u,u; t] = 0.
Questo risultato, unito al fatto che ([12], paragrafo 6.2.2)
B[u,u; t] ≥ β||u||2H10 (U) − γ||u||
2
L2(U) ≥ −γ||u||2L2(U),
porta alla tesi grazie alla disuguaglianza di Gronwall in forma differenziale
che richiamiamo:
Disuguaglianza di Gronwall: (a) Sia η(·) una funzione non-negativa,
assolutamente continua su [0, T ] che soddisfa, per q.o. t, la disuguaglianza
η′(t) ≤ φ(t)η(t) + ψ(t),
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dove φ e ψ sono due funzioni non-negative sommabli su [0, T ]. Allora
η(t) ≤ e
∫ t
0 φ(s)ds
[
η(0) +
∫ t
0
ψ(s)ds
]
∀0 ≤ t ≤ T.
(b) In particolare, se η′ ≤ φη su [0, T ] e η(0) = 0, allora
η = 0 su [0, T ].
3.3 Soluzione di SDE via Fokker-Planck
Mostriamo l’esistenza e l’unicita` forti della soluzione per una SDE con coef-
ficienti irregolari [20].
Data la SDE
dXt = b(t,Xt)dt+ σ(t,Xt)dWt
X0 = ξ,
introduciamo la seguente successione di approssimazioni:
dXnt = bn(t,X
n
t )dt+ σn(t,X
n
t )dWt
Xn0 = ξ
e le corrispondenti approssimazioni per l’equazione di Fokker-Planck associa-
ta:
∂pn
∂t
=
1
2
∑
∂i∂j(a
n
ijp)− div(pnbn).
Teorema 3.3.1. Sia d ≥ 2. Allora valgono i seguenti risultati:
(i) Assumiamo che esista una successione di funzioni regolari bn, σn ∈ L∞
tali che la soluzione pn della n−sima approssimazione della Fokker-Planck
soddisfi per 1 ≤ p, q ≤ ∞ con 1/p′ + 1/p = 1 e 1/q′ + 1/q = 1,
σn → σ in Lqt,loc(Lpx) e bn → b in Lqt,loc(Lpx)
sup
n
(||∇σn||L2qt,loc(L2px ) + ||∇bn||L2qt,loc(L2px ) + ||bn||L∞ + ||σn||L∞) <∞
sup
n
||pn||Lq′t,loc(Lp′x ) <∞, pn → p nella topologia debole
∗ delle misure.
46
Allora esiste una soluzione forte Xt della SDE di partenza e (X
n
t − ξ)n →
(Xt − ξ) in Lp(Ω, L∞([0, T ]))∀p > 1.
(ii) SianoX e Y soluzioni della SDE con leggi marginali pX(t, x)dx e pY (t, x)dx,
entrambe in Lq
′
t,loc(L
p′
x ). Assumiamo che X0 = Y0 quasi certamente e che
||b||Lqt,loc(W 1,px ) + ||σ||L2qt,loc(W 1,2px ) <∞.
Allora vale l’unicita` per traiettorie, cioe i processi X e Y sono indistinguibili.
Si ottengono risutati migliori nel caso unidimensionale:
Teorema 3.3.2. Sia d = 1.
(i) Il risultato di esistenza del teorema 3.3.1 vale con le stesse assunzioni
su σn, bn e pn, eccetto il fatto che supn ||∇σn||L2qt,loc(L2px ) < ∞ possa essere
rimpiazzato da
sup
n
||σn||L2qt,loc(W 1/2,2px ) <∞.
Per p = 1, l’assunzione supn ||∇bn||Lqt,loc(Lpx) <∞ deve essere rimpiazzata da
sup
n
||∇bn||Lqt,loc(L1+x ) <∞
per qualche  > 0.
(ii) Il risultato di unicita` del teorema precedente vale sotto le stesse assun-
zioni su b, σ, pX , pY , eccetto il fatto che ||σ||L2qt,loc(W 1,2px ) < ∞ possa essere
rimpiazzato con
||σ||
L2qt,loc(W
1/2,2p
x )
<∞.
Nel caso p = 1, l’assunzione ||b||Lqt,loc(W 1,px ) deve essere rimpiazzata da
||b||Lqt,loc(W 1+x ) <∞
per qualche  > 0.
Mostriamo ora come introdurre la teoria dei paragrafi 3.1, 3.2 e 3.3 nello
studio della sincronizzazione stocastica di popolazioni neuronali.
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3.4 Equazioni di Fokker-Planck e Langevin per sottopopolazioni
neuronali
Supponiamo che esistano M sottopopolazioni neuronali omogenee, ognuna
delle quali composta da N neuroni [5]. Assumiamo che i neuroni di una data
popolazione siano equivalenti, nel senso che le interazioni sinaptiche tra un
neurone della sottopopolazione i e uno della sottopopolazione j dipendano
solo da i e da j. Ogni neurone puo` essere in stato attivo o quiescente.
Sia Ni(t) il numero di neuroni attivi al tempo t. La configurazione dell’intero
sistema e` specificata dal vettore N(t) = (N1(t), . . . , NM(t)), dove ogni Ni(t) e`
trattato come una variabile stocastica discreta che si evolve come una catena
di Markov ad un passo.
Sia P (n, t) = Prob [N(t) = n] la probabilita` che l’intero sistema abbia
la configurazione n = (n1, . . . , nM) al tempo t > 0, data una distribuzione
iniziale P (n, 0).
Si prende la distribuzione di probabilita` in modo che si evolva secondo
un’equazione master della forma
dP (n, t)
dt
=
M∑
k=1
∑
r=±1
[
Tk,r(n− rek)P (n− rek, t)− Tk,r(n)P (n, t)
]
(18)
con condizioni al bordo P (n, t) = 0, se ni = −1 o ni = N + 1 per qualche i.
Osservazione. I corrispondenti tassi di transizione sono scelti in modo che nel
limite termodinamico N →∞ siano soddisfatte le equazioni deterministiche
di Wilson-Cowan:Tk,−1(n) = aknkTk,+1(n) = NF(∑l wklnl/N + Ik), (19)
dove ak sono tassi costanti, wkl e` la forza sinaptica effettiva tra la l−sima e
la k−sima popolazione e Ik sono impulsi esterni. Infine la funzione F e` cos`ı
definita:
F (x) =
F0
1 + e−γx
. (20)
L’equazione master data dalle equazioni (18) e (19) offre una rappresenta-
zione fenomenologica della neurodinamica stocastica ed e` scelta nella forma
vista in virtu` del seguente ragionamento [13]: dati N neuroni, la configu-
razione di ognuno di essi e` data dal numero di spike efficaci ni emessi. La
probabilita`, per unita` di tempo, che un neurone emetta un altro spike, cioe`
la transizione da ni a ni+1 e` data dalla funzione di firing-rate F che dipende
dall’input del neurone. Immaginiamo che tale input sia dovuto sia ad un
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input esterno (Ik) che agli altri neuroni (
∑
l wklnl). Includiamo poi un tasso
di decadimento ak per tener conto del fatto che gli spike sono efficaci solo
per un intervallo di tempo pari a 1/ak.
Moltiplicando entrambi i lati della (18) per nk e sommando su tutti gli stati
di configurazione otteniamo
d
dt
〈nk〉 =
∑
r=±1
r〈Tk,r(n)〉, (21)
dove le parentesi 〈f(n)〉 = ∑n P (n, t)f(n), per ogni funzione di stato f(n).
Operiamo l’ approssimazione 〈Tk,r(n)〉 ' Tk,r(〈n〉), basata sull’assunzione
che le correlazioni statistiche possono essere trascurate.
Introduciamo le variabili di attivita` media x¯k = N
−1〈nk〉, in modo da ri-
scrivere la (21) come segue
d
dt
x¯k = N
−1[Tk,+(N x¯)− Tk,−(N x¯)] = Hk(x¯). (22)
Sostituendo a Tk,r le espressioni delle equazioni (19) si ottengono le equazioni
deterministiche di Wilson-Cowan
dx¯k
dt
= −akx¯k + F
(∑
l
wklx¯l + Ik
)
. (23)
Osservazione. Quest’approssimazione di campo medio e` valida soltanto nel
limite termodinamico N → ∞, assunto che questo limite sia fatto prima di
quello per t→∞.
Introduciamo ora le variabili riscalate xk = nk/N ed i corrispondenti tassi di
transizione
Ωk,−1(x) = akxk, Ωk,1(x) = F
(∑
l
wklxl + Ik
)
. (24)
Allora l’equazione (18) puo` essere riscritta nel seguente modo:
dP (x, t)
dt
= N
M∑
k=1
∑
r=±1
[
Ωk,r(x− rek/N)P (x− rek/N, t)
− Ωk,r(x)P (x, t)
]
.
(25)
Trattando xk come una variabile continua ed espandendo con Taylor i termini
del membro destro al secondo ordine in N−1, si ottiene l’equazione di Fokker-
Planck
∂P (x, t)
∂t
= −
M∑
k=1
∂
∂xk
[Ak(x)P (x, t)] +
2
2
M∑
k=1
∂2
∂x2k
[Bk(x)P (x, t)], (26)
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con  = N−1/2,
Ak(x) = Ωk,1(x)− Ωk,−1(x) (27)
e
Bk(x) = Ωk,1(x) + Ωk,−1(x). (28)
Dalla relazione vista alla sezione 3.2 tra SDE e Fokker-Planck associata,
emerge che la soluzione della (26) determina la funzione densita` di probabilita`
per un processo stocastico X(t) = (X1(t), . . . , XM(t)), che si evolve secondo
un’equazione di Langevin della forma
dXk = Ak(X)dt+ 
√
Bk(X)dWk(t). (29)
Qui Wk(t) denota un processo di Wiener tale che
〈dWk(t)〉 = 0, 〈dWk(t)dWl(t)〉 = δk,ldt. (30)
Un’equazione di Langevin non e` altro che un tipo di equazione differen-
ziale stocastica, elaborato dal fisico francese Paul Langevin per descrivere il
fenomeno della diffusione delle particelle in un mezzo: in sostanza rappresen-
ta l’effetto del rumore bianco su una ODE scalare lineare per modelli fisici o
chimici.
Nel nostro caso, approssima gli effetti di fluttuazioni di rumore intrinseco su
una sottopopolazione neurale quando il numero N di neuroni che essa con-
tiene e` grande ma finito.
L’equazione (29) e` dunque l’analogo neurale dell’equazione di Langevin chi-
mica. Un’analisi rigorosa della convergenza delle soluzioni di un’equazione
master chimica alle soluzioni della corrispondente equazione di Langevin nel
limite di campo medio e` stata condotta da Kurtz in [21].
Esistenza della soluzione: L’esistenza della soluzione dell’equazione (29)
e` garantita dai risultati del paragrafo 3.3.
Basta operare un’opportuna scelta delle funzioni che approssimano i coef-
ficienti di drift e diffusione: nel nostro caso, i termini Ak e bk possono essere
approssimati semplicemente da successioni di funzioni troncate:
Ank = −αkxkχ{|x|k≤n} + F
(∑
l
wklxl + Ik
)
e
bnk =
√
αkxkχ{|x|k≤n} + F
(∑
l
wklxl + Ik
)
.
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E’ possibile estendere l’equazione (29) in modo da incorporare gli effetti di
una fonte di rumore estrinseco. In particolare, assumiamo che Ik possa essere
decomposto in una parte deterministica ed una stocastica
Ik = hk +
2σχk√
F0
ξ(t), (31)
dove hk e` un input costante e ξ(t) e` un termine di rumore bianco, che si assu-
me comune a tutte le sottopopolazioni neurali; il livello di rumore estrinseco
e` dato dalla quantita` adimensionale σ e
∑M
k=1 χk = 1.
Sostituendo questa espressione degli Ik nell’equazione (24) e assumendo σ
sufficientemente piccolo, possiamo espandere Ωk,1 al primo ordine in σ per
ottenere
Ωk,1(x) ' F
(∑
l
wklxl + hk
)
+
2σχk√
F0
F
′
(∑
l
wklxl + hk
)
ξ(t). (32)
Portando avanti la stessa espansione per Ak(x) si perviene all’equazione di
Langevin estesa
dXk = Ak(X)dt+ bk(X)dWk(t) + σαk(X)dW (t), (33)
dove
αk(x) = 2χkF
′
(∑
l
wklxl + hk
)
/
√
F0
bk(x) =
√
Bk(x)
(34)
e dW (t) = ξ(t)dt e` un processo di Wiener addizionale indipendente comune
a tutte le sottopopolazioni.
I due grafici seguenti mostrano le traiettorie dell’equazione differenziale sto-
castica (33) per M = 2, simulate con il software R:
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Fig.15 Traiettoria della (33) per k = 1.
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Fig.16 Traiettoria della (33) per k = 2.
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Di seguito il codice usato:
N=10000; dt =0.001; h=s q r t ( dt ) ;
a =11.5 ; b=−10; c =10; d=−2; P=0; Q=−4; eps =0.1 ; s i g =0.01;
cappa1=1; cappa2=1
X=1:N; Y=1:N
X[ 1 ] = 1 ; Y[1]=1
f o r ( i in 1 : (N−1))
{
X[ i +1]=X[ i ]+(−X[ i ]+(1+exp(−(a∗X[ i ]+b∗Y[ i ]+P)))ˆ(−1))∗ dt
+eps ∗ s q r t (X[ i ]+(1+exp(−(a∗X[ i ]+b∗Y[ i ]+P)))ˆ(−1))∗h∗rnorm (1)
+2∗ s i g ∗cappa1 ∗ ( ( exp(−(a∗X[ i ]+b∗Y[ i ]+P)))/(1+ exp(−(a∗X[ i ]+b∗Y[ i ]+P) ) ) ˆ 2 )
∗h∗rnorm (1)
Y[ i +1]=Y[ i ]+(−Y[ i ]+(1+exp(−( c∗X[ i ]+d∗Y[ i ]+Q)))ˆ(−1))∗ dt
+eps ∗ s q r t (Y[ i ]+(1+exp(−( c∗X[ i ]+d∗Y[ i ]+Q)))ˆ(−1))∗h∗rnorm (1)
+2∗ s i g ∗cappa2 ∗ ( ( exp(−( c∗X[ i ]+d∗Y[ i ]+Q)))/(1+ exp(−( c∗X[ i ]+d∗Y[ i ]+Q) ) ) ˆ 2 )
∗h∗rnorm (1)
}
p lo t (X, type=” l ” , c o l =2)
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4 Sincronizzazione stocastica di un insieme di oscilla-
tori
In questo capitolo, mostreremo che il rumore additivo, seppur debole, puo` in-
durre sincronizzazione di fase indipendentemente dalle proprieta` intrinseche
degli oscillatori e dalle condizioni iniziali.
4.1 Metodo di riduzione di fase per un generico sistema di oscil-
latori
Introduciamo in primo luogo il metodo di riduzione di fase per un sistema
arbitrario di oscillatori, per poi calcolare analiticamente l’esponente di Lya-
punov dello stato di sincronizzazione ed investigare le leggi di riscalamento
che appaiono nella dinamica della fase quando la perfetta sincronizzazione e`
alterata da specifiche fonti di rumore.
Scriviamo un sistema generico di equazioni per una popolazione di N oscil-
latori nonlineari identici guidati da una comune fonte di rumore additivo
[7]:
X˙i = F(Xi) + ξ(t), (35)
dove i = 1, . . . , N e ξ(t) e` un vettore di rumore bianco Gaussiano.
Gli elementi del vettore sono normalizzati da 〈ξl(t)〉 = 0 e
〈ξl(t)ξm(s)〉 = 2Dlmδ(t− s), dove D = (Dlm) e` la matrice di covarianza delle
componenti di rumore.
Assumiamo che il sistema imperturbato X˙ = F(X) abbia un ciclo limite
X0 con frequenza ω.
Poiche´ tutti gli oscillatori sono identici e non interagiscono l’un l’altro, possia-
mo studiare la sincronizzazione di fase dell’intera popolazione in un sistema
ridotto di due oscillatori. Le coordinate di fase possono essere definite in
un intorno M di X0 nello spazio delle fasi. Considerando il rumore comune
come una perturbazione debole degli oscillatori deterministici e definendo la
variabile di fase φ in modo che gradX(φ) · F(X) = ω valga in ogni punto di
M, il metodo di riduzione di fase da` le seguenti equazioni dinamiche delle
fasi:
φ˙i = ω + Z(φi) · ξ, (36)
dove ω e` la frequenza intrinseca degli oscillatori non perturbati. Z e` la
funzione di sensitivita` di fase data da
Z(φ) = gradx(φ)|X=X0(φ).
Assumiamo che Z sia differenziabile almeno fino al secondo ordine, sebbene
nei fatti possa essere discontinua per quegli oscillatori che hanno soluzioni
periodiche discontinue.
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Inoltre, per assicurare la validita` della riduzione di fase, deve essere soddi-
sfatta la condizione |Dlm| << 1.
L’equazione (36) implica che la soluzione di sincronizzazione data da φ1(t) =
φ2(t) e` assorbente, il che significa che una volta che gli oscillatori si sincro-
nizzano, rimangono sempre sincronizzati.
Poiche´ l’area dello spazio delle fasi e` limitata (0 ≤ φ1, φ2, 2pi), le variabili
che iniziano da fasi arbitrarie possono raggiungere un intorno della soluzione
di sincronizzazione con probabilita` positiva in un tempo finito.
Per provare che la soluzione di sincronizzazione e` stabile per perturbazioni,
calcoliamo analiticamente l’esponente di Lyapunov λ della soluzione. Tra-
sliamo l’equazione (36) in modo da portarla da una forma di Stratonovich
ad una forma di Itoˆ:
φ˙i = ω + Z
′
(φi)
tDZ(φi) + Z(φi) · ξ, (37)
dove il ′ indica la differenziazione rispetto a φ.
Osserviamo che in questa forma scompare la correlazione tra φ e ξ, compen-
sata dal termine di drift Z
′
DZ.
Supponiamo che le due fasi abbiamo una differenza infinitesimamente piccola
ψ = φ1 − φ2. Allora linearizzando la (37) rispetto a ψ, otteniamo
ψ˙ = [(Z
′
(φ)tDZ(φ))
′
+ Z
′
(φ) · ξ]ψ, (38)
dove φ risolve la (37).
Introducendo la nuova variabile y = log(ψ), la precedente equazione puo`
essere riscritta nella forma seguente:
y˙ = (Z
′tDZ)
′ − (Z′tDZ) + Z′ · ξ. (39)
Poiche´ l’esponente di Lyapunov e` definito come il limT→∞
y(T )−y(0)
T
, il termine
a destra nell’equazione (39) coincide con λ. Mediando rispetto a ξ si ottiene
λ = 〈(Z′tDZ)′ − (Z′tDZ′) + Z′ · ξ〉ξ
= 〈(Z′tDZ)′ − (Z′tDZ′)〉ξ
=
∫ 2pi
0
Pst(φ)[(Z
′tDZ)
′ − (Z′tDZ′)]dφ.
(40)
La seconda riga segue da 〈Z′(φ)·ξ〉ξ = 0, che vale nei processi stocastici di Itoˆ.
Pst e` una funzione stazionaria di φ che, sotto l’assunzione che |Dlm| << 1, si
riduce alla funzione costante Pst(φ) = 1/(2pi). Sostituendolo nell’ultima riga
della (40) e notando che il primo termine si annulla per la periodicita` di Z
si ottiene
λ = − 1
2pi
∫ 2pi
0
Z
′tDZ
′
dφ ≤ 0, (41)
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dove l’uguaglianza vale se Z e` costante. Poiche´ la matrice di varianza e` de-
finita positiva, λ e` non positivo. Questo implica che la sincronizzazione di
fase indotta da un comune rumore e` stabile in un sistema di oscillatori arbi-
trario, indipendentemente dalla dinamica specifica dell’oscillatore, finche´ Z
e` differenziabile.
Nelle situazioni pratiche, gli oscillatori individuali possono essere influen-
zati da ulteriori fonti di rumore proprie dell’oscillatore specifico. Pertanto
l’equazione (35) va modificata in
X˙i = F(Xi) + ξ(t) + ηi(t), (42)
dove 〈ηi,l(t)〉 = 0 e 〈ηi,l(t)ηj,m(s)〉 = 2dlmδijδ(t− s).
Linearizzando l’equazione precedente, si ottiene l’equazione stocastica per
la differenza di fase:
ψ˙ =
[
(Z
′t(D + d)Z)
′
+ Z
′ ·
(
ξ +
η1 + η2
2
)]
ψ + Z · (η2 − η1). (43)
Poiche´ sia il fattore moltiplicativo che quello additivo fluttuano, l’equazio-
ne (43) e` considerata come un processo stocastico moltiplicativo con rumore
additivo.
Osservazione. Finora abbiamo assunto che Z fosse una funzione continua
della fase, ma in molti modelli cio` non accade: ad esempio per un neu-
rone ”integra e spara” la funzione di sensitivita` e` Z(φ) = ω
l
exp
(
φ
ω
)
, con
ω = 2pi/[logI − log(I − 1)]. L’integrazione numerica della (36) per una Z
di questa forma mostra esponenti di Lyapunov positivi, con le magnitudini
che aumentano con l’intensita` del rumore comune. La differenza di fase non
decresce esponenzialmente, ma fluttua intorno allo stato di sincronizzazione
tra strisce di fase intermittenti.
Concludiamo questa sezione con un confronto tra la suddetta trattazione
e la teoria della risonanza stocastica: in quest’ultima, l’abilita` di un siste-
ma eccitabile di individuare un segnale debole puo` essere ottimizzata da un
rumore d’intensita` opportuna. Quanto mostrato finora sottolinea il ruolo
del rumore nel migliorare l’affidabilita` della risposta. Tuttavia, qui il mi-
glioramento si ottiene dalla precisa coincidenza temporale dei due oscillatori,
mentre la risonanza stocastica aumenta soltanto la probabilita` di risposta,
senza tener conto del tempo esatto degli eventi. Dunque nell’ambito della
risonanza stocastica la stabilita` e gli esponenti di Lyapounov non sono un
fatto centrale.
Riassumendo, quello che si e` provato e` che un’ampia classe di oscillatori
disaccoppiati puo` essere sincronizzata aggiungendo un comune rumore addi-
tivo debole. La stabilita` di questa sincronizzazione richiede solo l’esistenza
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della derivata seconda della sensitivita`, quindi la soluzione puo` esistere in
un’ampia classe di oscillatori.
Miglioramento dei risultati precedenti
Supponiamo assegnata un’equazione del tipo
X˙ = F(X) + G(X)ξ(t),
dove F e` il campo vettoriale imperturbato, G e` una funzione vettoriale e ξ(t)
e` il rumore bianco Gaussiano tale che 〈ξ(t)ξ(s)〉 = 2Dδ(t− s).
Come prima, sia X0 il ciclo limite del sistema imperturbato con frequenza
ω; definiamo in un suo intorno M un cambio di coordinate come segue:
definiamo ancora la variabile di fase φ di modo che (gradxφ) · F(x) = ω.
Possiamo poi definire le altre N − 1 coordinate r = (r1, . . . , rN−1) in modo
che det∂(φ, r)/∂X 6= 0 in M. Assumiamo che r = a, vettore costante sul
ciclo limite. Operando la trasformazione
(x1, . . . , xN)→ (φ, r1, . . . , rN−1),
l’equazione iniziale diventa della forma
φ˙ = ω + h(φ, r)ξ(t)
r˙i = fi(φ, r) + gi(φ, r)ξ(t), i = 1, . . . , N − 1,
dove
h(φ, r) = (gradxφ) ·G(X(φ, r)),
fi(φ, r) = (gradxri) · F(X(φ, r))
gi(φ, r) = (gradxri) ·G(X(φ, r)).
Le precedenti equazioni sono in forma di Stratonovich e possono essere con-
vrtite in forma di Itoˆ di modo che la prima componente si ottenga da
φ˙ = ω +D
[
∂h(φ, r)
∂φ
h(φ, r) +
N−1∑
i=1
∂h(φ, r)
∂ri
gi(φ, r)
]
+ h(φ, r)ξ(t).
In caso di rumore debole (0 < D/ω << 1), ci si aspetta che la deviazione di
r da a sia piccola, quindi si puo` utilizzare l’approssimazione r = a, di modo
da arrivare a
φ˙ = ω +D[Z ′(φ)Z(φ) +W (φ)] + Z(φ)ξ(t),
con
Z(φ) = h(φ, a),
W (φ) =
N−1∑
i=1
∂h(φ, a)
∂ri
gi(φ, a).
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La differenza tra quest’ultimo approccio e quello visto in precedenza, sta nel
fatto che l’equazione (37) tralascia il termine DW (φ), che pero` risulta essere
dell’ordine di O(D), cioe` dello stesso ordine di DZ(φ)Z ′(φ). Pertanto l’ap-
prossimazione vista in ultima istanza risulta dare una descrizione migliore
della dinamica degli oscillatori [8].
Mostriamo dunque come applicare questi risultati all’equazione di Langevin
descritta nella sezione precedente.
4.2 Riduzione di fase applicata all’equazione di Langevin
Nel limite deterministico (, σ → 0) l’equazione di Langevin (33) si riduce a
quella di campo medio (23).
Supponiamo che quest’ultima abbia una soluzione ciclica stabile della forma
x∗(t) tale che x∗(t) = x∗(t+ nT ) ∀t con T periodo dell’oscillazione. L’equa-
zione (33) descrive allora un oscillatore sottoposto a rumore.
Consideriamo ora un insieme di N identici oscillatori ognuno dei quali con-
siste di M sottopopolazioni interagenti che si evolvono secondo un’equazione
di Langevin della forma della (33) [5]. Assumiamo che siano tutti interessati
da una comune fonte di rumore estrinseco. Dati gli indici µ = 1, . . . ,N ,
abbiamo il seguente sistema di equazioni, per k = 1, . . . ,M :
dX
(µ)
k = Ak(X
(µ))dt+ bk(X
(µ))dW
(µ)
k (t) + σαk(X
(µ))dW(t). (44)
Associamo ad ogni oscillatore un insieme di moti browniani indipendenti
W
(µ)
k , k = 1, . . . ,M ma assumiamo che il rumore estrinseco comune sia dato
da un singolo processo W (t) :
〈dW (µ)k (t)dW (ν)l (t)〉 = δk,lδµ,νdt, (45)
〈dW (µ)k (t)dW (t)〉 = 0, (46)
〈dW (t)dW (t)〉 = dt. (47)
La riduzione dell’equazione neurale (18) alla corrispondente equazione di
Langevin (31) conduce ad un termine di rumore moltiplicativo, non piu` ad-
ditivo, il che e` vero sia per il rumore intrinseco che per quello estrinseco.
Mostreremo che questo ha delle conseguenze non banali nella sincronizzazio-
ne degli oscillatori.
Per farlo, opereremo una riduzione di fase stocastica dell’equazione di Lan-
gevin completa (33).
Introduciamo la variabile di fase θ ∈ (−pi, pi] in modo che la dinamica del
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ciclo limite di un unico oscillatore (in assenza di rumore) si riduca all’equa-
zione di fase θ˙ = ω, dove ω = 2pi/T e` la frequenza naturale dell’oscillatore e
x¯(t) = x∗(θ(t)).
Il metodo di riduzione di fase sfrutta il fatto che la nozione di fase puo`
essere estesa in un intornoM⊂ R2 di ogni ciclo limite deterministico, il che
vuol dire che esiste una mappa isocrona Ψ :M→ [−pi, pi) con θ = Ψ(x).
Questo ci permette di definire una variabile di fase stocastica data da Θ(µ)(t) =
Ψ(X(µ)(t)) ∈ [−pi, pi) con X(µ)(t) che si evolve secondo l’equazione (33).
Convertiamo il termine di rumore intrinseco in forma di Stratonovich:
dX
(µ)
k =
[
Ak(X
(µ))− 
2
2
bk(X
(µ))
∂bk(X
(µ))
∂X
(µ)
k
]
dt
+ bk(X
(µ))dW
(µ)
k (t) + σαk(X
(µ))dW (t).
(48)
Il metodo di riduzione porta alla seguente equazione di Stratonovich per le
variabili di fase stocastica Θ(µ), per µ = 1, . . . ,N :
dΘ(µ) = ω +
M∑
k=1
Zk(Θ
(µ))
[
− 
2
2
bk(Θ
(µ))∂bk(Θ
(µ))dt
+ bk(Θ
(µ))dW
(µ)
k (t) + σαk(Θ
(µ))dW
]
,
(49)
dove
Zk(θ) =
∂Ψ(x)
∂xk
∣∣∣∣
x=x∗(θ)
(50)
e
M∑
k=1
Zk(θ)Ak(x
∗(θ)) = ω.
Zk sono le componenti di quella che nel paragrafo precedente abbiamo defi-
nito funzione di sensitivita` e che in questa sede denomineremo PRC (Phase
resetting curve).
I termini che moltiplicano Zk(θ) sono valutati nel ciclo limite cosicche´
ak(θ) = ak(x
∗(θ)),
bk(θ) = bk(x
∗(θ)),
∂bk(θ) =
∂bk(x)
∂xk
∣∣∣∣
xk=x
∗
k(θ)
.
(51)
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Si puo` mostrare che Zk(θ) e` l’unica soluzione 2pi−periodica dell’equazione
lineare aggiunta
dZk
dt
= −
M∑
l=1
Alk(x
∗(t))Zl(t), (52)
dove Alk = ∂Al/∂xk e
∑
Zk(t)dx
∗
k/dt = ω. Pertanto Zk puo` essere valutata
numericamente risolvendo l’equazione aggiunta indietro nel tempo.
Riscriviamo l’equazione (49) in forma piu` compatta:
dΘ(µ) =
[
ω− 
2
2
Ω(Θ(µ))
]
dt+ 
M∑
k=1
βk(Θ
(µ))dW
(µ)
k (t) +σα(Θ
(µ))dW (t), (53)
dove 
βk(θ) = Zk(θ)bk(θ),
Ω(θ) =
∑M
K=1 Zk(θ)bk(θ)∂bk(θ),
α(θ) =
∑M
k=1 Zk(θ)αk(θ).
(54)
Per semplificare l’analisi della sincronizzazione indotta da rumore, con-
vertiamo l’equazione (53) dalla forma di Stratonovich in quella di Ito:
dΘ(µ) = A(µ)(Θ)dt+ dζ(µ)(Θ, t), (55)
dove {ζ(µ)} sono processi di Wiener correlati con Θ = (Θ(1), . . . ,Θ(N )).
Pertanto
dζ(µ)(Θ, t) = 
M∑
k=1
βk(Θ
(µ))dW
(µ)
k (t) + σα(Θ
(µ))dW (t), (56)
dove 〈dζ(µ)(Θ, t)〉 = 0 e 〈dζ(µ)(Θ, t)dζ(ν)(Θ, t)〉 = C(µν)(Θ)dt.
C(µν)(θ) e` la matrice di correlazione
C(µν)(θ) = σ2α(θ(µ))α(θ(ν)) + 2
M∑
k=1
βk(θ
(µ))βk(θ
(ν))δµν . (57)
Il termine di drift A(µ)(θ) e` dato da
A(µ)(θ) = ω − 
2
2
Ω(θ(µ)) +
1
4
B′(θ(µ)) (58)
con
B(θ(µ)) = C(µµ)(θ) = σ2[α(θ(µ))]2 + 2
M∑
k=1
[βk(θ
(µ))]2. (59)
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Ne segue che l’insieme e` descritto da un’equazione di Fokker-Planck multi-
variata della forma
∂P (θ, t)
∂t
= −
N∑
µ=1
∂
∂θ(µ)
[A(µ)(θ)P (θ, t)]+ 1
2
N∑
µ,ν=1
∂2
∂θµθν
[C(µν)(θ)P (θ, t)]. (60)
4.3 Distribuzione invariante per una coppia di oscillatori
Introduciamo la variabile ψ = (ψ(1), . . . , ψ(N )) tali che θµ = ωt+ψµ e ponia-
mo Q(ψ, t) = P ({ωt+ θ(µ)}, t).
Per  e σ sufficientementi piccoli, Q e` una funzione del tempo che varia len-
tamente, pertanto possiamo mediarla su un ciclo di lunghezza T = 2pi/ω.
L’equazione di Fokker-Planck mediata per Q quindi e`
∂Q(ψ, t)
∂t
=
2
2
Ω¯
N∑
µ=1
∂
∂ψµ
Q(ψ, t) +
1
2
N∑
µ,ν=1
∂2
∂ψµ∂ψν
[C¯(µν)(ψ)Q(ψ, t)], (61)
dove
Ω¯ =
1
2pi
∫ 2pi
0
Ω(θ)dθ (62)
e
C¯(µν)(ψ) = σ2g(ψ(µ) − ψ(ν)) + 2h(0)δµ,ν (63)
con 
g(ψ) = 1
2pi
∫ pi
−pi α(θ
′
)α(θ
′
+ Ψ)dθ
′
h(ψ) = 1
2pi
∫ pi
−pi
∑M
k=1 βk(θ
′
)βk(θ
′
+ Ψ)dθ
′
.
(64)
Possiamo ora investigare gli effetti del rumore sulla sincronizzazione foca-
lizzandoci sulla differenza di fase tra due oscillatori.
Poniamo N = 2 e otteniamo
∂Q
∂t
=
2
2
Ω¯
[
∂Q
∂ψ(1)
+
∂Q
∂ψ(2)
]
+
1
2
[σ2g(0) + 2h(0)]
×
[(
∂
∂ψ(1)
)2
+
(
∂
∂ψ(2)
)2)]
Q
+
∂2
∂ψ(1)∂ψ(2)
[σ2g(ψ(1) − ψ(2))Q].
Operando i cambi di variabile
ψ = (ψ(1) + ψ(2))/2, φ = ψ(1) − ψ(2)
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e scrivendo Q(ψ(1), ψ(2), t) = G(ψ, t)Φ(φ, t) otteniamo la seguente coppia di
PDE:
∂G
∂t
=
2
2
Ω¯
∂G
∂ψ
+
1
4
[σ2(g(0) + g(φ)) + 2h(0)]
∂2G
∂ψ2
e
∂Φ
∂t
=
∂2
∂φ2
[σ2(g(0)− g(φ)) + 2h(0)]Φ.
Queste hanno come soluzioni stazionarie
G0(ψ) =
1
2pi
, Φ0(φ) =
Γ0
σ2(g(0)− g(φ)) + 2h(0) , (65)
con Γ0 costante di normalizzazione.
Una serie di risultati generali segue dalla forma della distribuzione stazio-
naria Φ0(φ).
Innanzitutto, in assenza di una comune fonte di rumore estrinseco (σ = 0) e
se  > 0, Φ0(φ) e` una distribuzione uniforme, il che significa che gli oscillatori
sono completamente non sincronizzati.
D’altra parte, nel limite termodinamicoN →∞ abbiamo che  = N−1/2 →
0 e dunque la fonte di rumore indipendente si annulla. La distribuzione
Φ0(φ) diverge in φ = 0 mantenendosi positiva, in quanto si puo` mostrare che
g(0) ≥ g(φ). Pertanto la differenza di fase tra ogni coppia di oscillatori si ac-
cumula in 0, risultando in completa sincronizzazione. Per N finito il rumore
intrinseco allarga la distribuzione della differenza di fase. Espandendo con
Taylor g(φ) al secondo ordine, si mostra che in un intorno del massimo in
φ = 0, possiamo approssimare Φ0(φ) con una distribuzione di Cauchy:
Φ0(φ) ' Γ
′
0
φ2σ2|g′′(0)|/2 + h(0)/N .
Dunque il grado dell’allargamento dipende dal rapporto
∆ =
h(0)
Nσ2|g′′(0)| .
Il secondo risultato generale riguarda il fatto che le funzioni α(θ) e βk(θ)
che determinano g(φ) e h(φ) sono prodotti non banali di Zk(θ), αk(θ) e βk(θ)
che dipendono dai tassi di transizione dell’equazione master originale. Questo
riflette il fatto che le le fonti di rumore intrinseco ed estrinseco nell’equazione
neurale di Langevin completa sono termini moltiplicativi e non additivi. Il
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rumore moltiplicativo puo` portare a picchi addizionali della funzione g(φ),
che possono indurre raggruppamenti all’interno di un insieme di oscillatori
guidati da rumore, come dimostrato numericamente in [19].
Per determinare se questo fenomeno si verifica oppure no nei modelli neurali,
vanno considerati casi specifici.
Studieremo pertanto nei prossimi capitoli due modelli canonici, uno basato
su sottopopolazioni di neuroni interagenti eccitatorie ed inibitorie e l’altro
basato su una rete eccitatoria con depressione sinaptica.
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5 Rete eccitatore-inibitore (E-I)
5.1 Rete deterministica
Consideriamo un modello costituito da una subpopolazione eccitatoria inte-
ragente con una inibitoria [5]. L’equazione di campo medio (23) associata
per la rete E-I si riduce (tralasciando la barra su x¯k e ponendo M = 2) alla
coppia di equazioni:
dxE
dt
= −xE + F (wEExE + wEIxI + hE),
dxI
dt
= −xI + F (wIExE + wIIxI + hI),
(66)
dove αE,I = α = 1. Notiamo che wEE, wIE ≥ 0 e wEI , wII ≤ 0.
E’ evidente che lo studio della rete deterministica coincide esattamente
con quello condotto nel capitolo 1 sul modello di Wilson-Cowan omogeneo.
Fig.17 Rete deterministica E-I: diagramma schematico dell’architettura della rete.
Un equilibrio (x∗E, x
∗
I) per l’equazione (66) si ottiene risolvendo
x∗E = F (wEEx
∗
E + wEIx
∗
I + hE),
x∗I = F (wIEx
∗
E + wIIx
∗
I + hI).
(67)
Supponiamo che F (u) = (1+e−u)−1, cioe` F0 = 1 e γ = 1 nell’equazione (18).
Usando che F
′
= F (1 − F ), lo Jacobiano ottenuto linearizzando attorno al
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punto fisso e` della forma
J =
[−1 + wEEx∗E(1− x∗E) wEIx∗E(1− x∗E)
wIEx
∗
I(1− x∗I) −1 + wIIx∗I(1− x∗I)
]
.
Un equilibrio e` stabile se gli autovalori λ± di J hanno parte reale negativa,
dove
λ± =
1
2
(TrJ±
√
[TrJ]2 − 4DetJ).
Pertanto le condizioni di stabilita` sono TrJ < 0 e DetJ > 0. Possiamo dun-
que costruire curve di biforcazione nel piano (x∗E, x
∗
I) imponendo un vincolo
sugli autovalori λ±. Ad esempio il vincolo
TrJ = −2 + wEEx∗E(1− x∗E) + wIIx∗I(1− x∗I) = 0
con DetJ > 0 determina curve di biforcazione di Hopf dove una coppia di
autovalori complessi coniugati attraversa l’asse immaginario (cfr paragrafo
1.4.1 ).
Analogamente il vincolo DetJ = 0 con TrJ < 0 determina curve di sella
dove un unico autovalore reale attraversa lo zero. Le curve di sella devono
essere determinate numericamente in quanto il determinante e` una funzione
quartica di x∗E, x
∗
I .
Assumiamo che la rete deterministica E-I operi in un regime parametrico
dove le equazioni di campo medio supportano un ciclo limite stabile. Per
concretezza, prendiamo un punto tra le due biforcazioni di Hopf (Fig.5), cioe`
(hE, hI) = (0,−4).
Fig. 18 mostra le traiettorie lungo il ciclo limite (chiaramente coincide con
Fig.1), mentre Fig.19 rappresenta le componenti della corrispondente Phase
Resetting Curve.
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Fig.18 Traiettorie lungo il ciclo limite per xE(t) (curva blu) e xI(t) (curva verde). Parametri:
wEE = 11.5, wIE = −wEI = 10, wII = −2, hE = 0, hI = −4, F (u) = 1/(1 + e−u).
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Fig.19 Componenti ZE(t) (blu) e ZI(t) (viola) con gli stessi parametri della Fig. 18.
5.2 Rete stocastica e sincronizzazione indotta da rumore
Consideriamo un insieme di reti stocastiche E-I disaccoppiate, che si evolvo-
no secondo il sistema di equazioni di Langevin (33) per M = 2 e k = E, I.
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Piu` precisamente, ogni rete E-I si evolve secondo un’equazione master del-
la forma (18). Tuttavia assumiamo N sufficientemente grande in modo che
l’equazione master possa essere approssimata dalla corrispondente equazione
di Langevin.
Avendo calcolato numericamente la curva (ZE, ZI) e la soluzione sul ciclo
limite per la rete deterministica E-I, possiamo calcolare le funzioni g(φ) e
h(φ) della distribuzione stazionaria Φ0(φ).
Per comprendere l’andamento di Φ0(φ) e l’eventualita` di clustering dei cicli
limite, citiamo i risultati numerici enunciati in [5]. Assumendo rumore comu-
ne simmetrico per le popolazioni eccitatoria ed inibitoria, cioe` χE = χI = 1/2
nell’equazione (34), si ottiene che
• la funzione periodica g e` unimodale con g(0) ≥ g(φ);
• Φ0(φ) e` anch’essa unimodale con picco in φ = 0.
L’ampiezza e l’altezza del picco dipendono direttamente dalle forze relative
del rumore intrinseco  e di quello estrinseco σ.
Si puo` ulteriormente evidenziare che l’aumento di N ha come conseguenza
immediata l’aumento della correlazione degli input, dal momento che riduce
il rumore intrinseco scorrelato, il che risulta nei picchi piu` appuntiti ed in
una sincronizzazione piu` forte.
Abbiamo detto a conclusione del capitolo 4 che quando la fonte di rumore
comune e` moltiplicativa, la funzione periodica g puo` presentare picchi multi-
pli, cosa che risulta in un insieme di oscillatori che formano stati raggruppati.
Nel caso della rete E-I, e` risultato impossibile trovare parametri per cui g
sviluppasse picchi multipli quando χE = χI = 1/2.
Al contrario, picchi addizionali possono comparire quando c’e` asimmetria
nelle fonti di rumore tra la popolazione eccitatoria ed inibitoria.
• Scegliendo χE = 1/8 e χI = 7/8, si osserva che la distribuzione stazio-
naria Φ0(φ) per la differenza di fase φ sviluppa dei picchi aggiuntivi in
φ = ±2pi/3, oltre che in φ = 0.
Conseguentemente l’insieme degli oscillatori tende a raggrupparsi in tre
regioni attorno al ciclo limite.
• Viceversa, quando l’input stocastico e` dato prevalentemente dalla popo-
lazione eccitatoria (χE = 7/8 e χI = 1/8), troviamo un picco piu` acuto
in φ = 0 ed un piccolo picco in φ = pi.
Tuttavia quest’ultimo non contribuisce in maniera significativa alla di-
namica, dunque gli oscillatori sono fortemente sincronizzati.
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6 Rete eccitatoria con depressione sinaptica
Un altro modello di popolazione che esibisce oscillazioni di tipo ciclo limite e`
la rete eccitatoria con depressione sinaptica, la quale consiste nella riduzione
della forza di trasmissione di una sinapsi.
In questa sezione mostreremo come l’analisi della sincronizzazione indotta
da rumore di una popolazione di oscillatori basata su un’approssimazione
di Langevin dell’equazione master possa essere estesa in modo da tenere in
conto gli effetti della depressione sinaptica.
6.1 Rete deterministica
Le equazioni di campo medio per una rete omogenea con depressione sinap-
tica sono della forma [5]{
dx
dt
= −x+ F (qx+ h)
dq
dt
= k+(1− q)− k−xq.
(68)
La variabile di depressione q(t) puo` essere interpretata come una misu-
ra delle risorse presinaptiche disponibili che sono esaurite ad una velocita`
k−x(t), proporzionale all’attivita` media della popolazione x(t), e recuperate
alla velocita` k+.
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Fig.20 Soluzioni x(t) (blu) e q(t) (viola) del modello con depressione sinaptica.
Parametri: k+ = 0.02, k− = 0.1, h = −0.15, F = 1/(1 + e−γu), γ = 20.
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Fig.21 Piano delle fasi (x− q).
Intersecando le nullocline, si calcola che un punto fisso (x∗, q∗) del sistema e`
q∗ =
k+
k+ + k−x∗
, x∗ = F
(
k+x
∗
k+ + k−x∗
+ h
)
.
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Fig.22 Nullocline del sistema con depressione sinaptica.
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Fig.23 Orbite del sistema con depressione sinaptica: in blu con condizioni iniziali (0.45,0.35), in
magenta con (0, 0.8), in arancione con (1.3,0.1), in verde con (1.3,1).
Linearizzando attorno al punto di equilibrio e calcolando gli autovalori dello
Jacobiano, si puo` osservare che si presenta una biforcazione di Hopf (ri-
spetto al parametro k−) in corrispondenza dei punti H = (0.7320, 0.2735) e
H = (0.1448, 0.4226).
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Fig.24 Biforcazioni di Hopf rispetto al parametro k−.
6.2 Rete stocastica e sincronizzazione indotta da rumore
Costruiremo ora una versione stocastica del suddetto modello, assumendo che
l’attivita` della popolazione si evolva secondo un’equazione master ”nascita-
morte” con tassi di transizione che dipendono dalla variabile di depressione
q [5].
Sia il modello deterministico che quello stocastico sono semplificati assumen-
do la depressione sinaptica una variabile scalare.
Per collegare q a quanto accade nelle sinapsi individuali, indicizziamo i neuro-
ni individuali all’interno di una rete eccitatoria con a = 1, . . . , N e assumiamo
che i neuroni siano globalmente accoppiati. Ipotizziamo che il firing rate ra
dell’a−esimo neurone si evolva secondo
dra
dt
= −ra + F
(
N−1
N∑
b=1
qabrb + h
)
,
dqab
dt
= k+(1− qab)− k−qabrb.
Sommando la seconda equazione rispetto a b e dividendo per N, otteniamo
la seguente equazione per qa = N
−1∑N
b=1 qab :
dqa
dt
= k+(1− qa)− k−qax,
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assunto che valga l’approssimazione di campo medio
1
N
N∑
b=1
qabrb =
[
1
N
N∑
b=1
rb
][
1
N
N∑
b=1
qab
]
= xqa.
Mediando la prima equazione rispetto ad a ed imponendo di nuovo l’appros-
simazione di campo medio, vediamo che
dx
dt
= −x+N−1
N∑
a=1
F (qax+ h).
Notando infine che qa(t) → q(t) per t sufficientemente grande, si ottengono
le equazioni (68).
Sia ora N(t) il numero di neuroni eccitatori attivi al tempo t, con P (n, t) =
Prob[N(t) = n] che risolve l’equazione master (18) con M = 1 :
dP (n, t)
dt
= T−(n+ 1)P (n+ 1, t) + T+(n− 1, t)P (n− 1, t)
− [T−(n) + T+(n, t)]P (n, t),
(69)
con P (−1, t) = 0. I tassi di transizione sono scelti in modo da essere della
forma del modello di Wilson-Cowan:
T− = αn, T+(n, t) = NF (q(t)n/N + I), (70)
dove I e` un input esterno e q(t) soddisfa
dq
dt
= k+(1− q(t))− k−X(t)q(t), X(t) = N(t)
N
. (71)
L’equazione master (69) e` non autonoma a causa della dipendenza di T+ da
q(t), con quest’ultimo accoppiato con il processo di Markov associato tramite
il tasso k−X(t). Quindi l’equazione (71) e` definita a salti, nei quali q si evolve
deterministicamente.
Possiamo derivare euristicamente un’approssimazione di Langevin espanden-
do l’equazione (71): ponendo x = n/N e trattando x come una variabile
continua, possiamo operare un’espansione di Taylor fino al secondo ordine in
1/N, cos`ı da ottenere un’equazione di Fokker-Planck:
∂P (x, t)
∂t
= − ∂
∂x
[A(x, q)P (x, t)] +
2
2
∂2
∂x2
[B(x, q)P (x, t)] (72)
con  = N−1/2,
A(x, q) = F (qx+ I)− αx e B(x, q) = F (qx+ I) + αx.
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La soluzione della Fokker-Planck (72) da` la densita` di probabilita` di un
processo stocastico corrispondente X(t) che si evolve secondo l’equazione di
Langevin
dX = A(X,Q)dt+ b(X,Q)dW1(t), (73)
dove b(x, q)2 = B(x, q), W1(t) e` un processo di Wiener indipendente e, dalla
(71),
dQ = [k+(1−Q)− k−XQ]dt.
Seguendo un approccio simile a quello della rete E-I, si potrebbe includere
una fonte di rumore estrinseco con la decomposizione
I = h+
σ√
F0
ξˆ(t), (74)
dove h e` un input costante e ξˆ(t) e` un termine di rumore bianco di forza σ.
Sostituendo questa espressione di I nella (73) e assumendo σ sufficientemente
piccolo, con un’espansione di Taylor al primo ordine in σ si ottiene
dX = A(X,Q)dt+ b(X,Q)dW1(t) + σa(X,Q)dW (t), (75)
con W secondo processo di Wiener indipendente e
a(x, q) = F ′(qx+ h)/
√
F0.
Supponiamo ora di avere un insieme di reti eccitatorie con depressione si-
naptica, indicizzate con µ = 1, . . . ,N , ognuna delle quali supporti un ciclo
limite (x∗(θ), q∗(θ)) nel limite deterministico. Mediante una riduzione di fase
stocastica si giunge al seguente sistema di equazioni di Langevin in forma di
Stratonovich:
dΘ(µ) =
[
ω − 
2
2
Ω(Θ(µ)
]
dt+ β(Θ(µ))dW
(µ)
1 (t)
+ σα(Θ(µ))dW (t).
(76)
Qui
Ω(θ) = Zx(θ)b(θ)∂b(θ), β(θ) = Zx(θ)b(θ),
α(θ) = Xx(θ)α(θ),
(77)
con
a(θ) = a(x∗(θ), q∗(θ)), b(θ) = b(x∗(θ), q∗(θ)),
∂b(θ) =
∂b(x, q)
∂x
∣∣∣∣
x=x∗(θ),q=q∗(θ)
.
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Dunque le equazioni (76) e (77) corrispondono alle equazioni (53) e (54)
per M = 1 e Z1(θ) = Zx(θ). Comunque le funzioni Ω(θ), α(θ), β(θ) dipendo-
no implicitamente dalla dinamica della variabile di depressione.
Tramite la procedura di averaging vista nei capitoli precedenti, si ottiene la
distribuzione stazionaria Φ0(φ) per la differenza di fase φ data dall’equazione
(65) con
g(ψ) =
1
2pi
∫ pi
−pi
α(θ′)α(θ′ + ψ)dθ′,
h(ψ) =
1
2pi
∫ pi
−pi
β(θ′)β(θ′ + ψ)dθ′
e α e β come in (77).
Analizzando il grafico di Φ0(φ) per una rete eccitatoria con depressione sinap-
tica, si nota che, come previsto, anche in questo caso gli effetti sincronizzanti
della fonte di rumore estrinseco sono contrastati dagli input intrinseci scor-
relati.
In conclusione, quanto emerso dalla trattazione e dagli esempi presi in con-
siderazione mostra che una prima importante conseguenza della presenza di
fonti di rumore intrinseco ed estrinseco e` che quello intrinseco rende piu` am-
pia la distribuzione delle differenze di fase.
Un altro risultato significativo sta nel fatto che la riduzione dell’equazio-
ne master genera nell’equazione di Langevin associata termini moltiplicati-
vi, e non additivi, di rumore intrinseco ed estrinseco. Cio` puo` condurre al
raggruppamento dei cicli limite, come dimostrato nel caso della rete E-I.
6.3 Gli effetti del rumore sulla rivalita` binoculare
Analizzeremo ora gli effetti del rumore estrinseco sulle onde della percezione
visiva in un modello neurale competitivo per la rivalita` binoculare. Il mo-
dello consiste di due campi neurali unidimensionali eccitatori, le cui variabili
di attivita` rappresentano le risposte agli stimoli all’occhio sinistro e destro
rispettivamente. Le due reti si inibiscono mutuamente e si assume che esibi-
scano depressione sinaptica.
La rivalita` binoculare e` un fenomeno percettivo-visivo che sopraggiunge
quando vengono presentate contemporaneamente agli occhi di un soggetto
immagini diverse tra loro, ad esempio tramite uno stereoscopio (che garanti-
sce la visione separata dei due occhi). L’esito e` che solo una delle immagini in
conflitto e` percepita dall’osservatore (cioe` e` dominante) in un dato intervallo
di tempo, mentre l’altra risulta invisibile (e` repressa). Le immagini scam-
biano continuamente i loro ruoli, passando da dominanti a represse, per cui
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l’osservatore vede solo una di esse in un istante fissato [9].
Esperimenti psicofisici hanno dimostrato che l’alternanza tra la percezione
visiva dominante e quella repressa si propaga come un fronte d’onda viag-
giante per ogni occhio.
Un’importante caratteristica della rivalita` binoculare e` che essa ha una com-
ponente stocastica significativa: l’analisi statistica dei dati mostra una picco-
la correlazione tra un tempo di dominanza ed il successivo. Questo suggerisce
che il passaggio dalla dominanza di un occhio alla successiva possa essere am-
piamente guidato da un processo stocastico.
Investigheremo di seguito gli effetti del rumore sulla propagazione delle onde
della rivalita` binoculare considerando una versione stocastica del modello per
il campo neurale [10].
Un modo per misurare la velocita` delle onde percettive negli esperimenti
psicofisici sulla rivalita` binoculare e` considerare come immagini rivali una
griglia radiale a basso contrasto per un occhio ed una griglia a spirale ad alto
contrasto per l’altro. Ogni immagine e` ristretta ad una regione anulare del
campo visivo centrata nel punto di fissazione dell’osservatore, di modo da
restringere la propagazione dell’onda ad una dimensione attorno all’anello.
I passaggi nella dominanza percettiva possono essere innescati usando un
rapido incremento nel contrasto degli stimoli entro una piccola regione della
griglia a basso contrasto repressa. Cio` induce un’onda percettiva viaggiante
mediante la quale l’osservatore percepisce la dominanza locale dell’immagine
a basso contrasto che si propaga attorno all’anello.
Fig.25: Illustrazione di un’onda binoculare in un’immagine anulare.
L’osservatore preme un tasto quando l’onda percettiva raggiunge un’area
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target ad una distanza fissata dalla zona d’innesco e questo determina la
velocita` dell’onda.
6.3.1 Modello per le oscillazioni
Le onde della rivalita` binoculare consistono di due componenti basilari: l’al-
ternanza tra gli stati rivali destro/sinistro e la propagazione dello stato at-
traverso una regione della corteccia.
Focalizziamoci sul meccanismo di alternanza trascurando gli effetti spaziali.
Supponiamo che una grata orientata orizzontalmente sia presentata all’oc-
chio sinistro ed una orientata verticalmente al destro. Cio` innesca la rivalita`:
durante la dominanza dello stimolo all’occhio sinistro, si assume che un grup-
po di neuroni del sinistro che rispondono alle orientazioni orizzontali spari
persistentemente, mentre i neuroni dell’occhio destro sono inibiti. In que-
sto modo, un processo di adattamento lento causa un’alternanza, cosicche´
l’occhio destro reprime i neuroni del sinistro, generando un ciclo ripetitivo
di dominanza percettiva tra gli stimoli all’occhio destro e al sinistro. Per
concretezza, assumeremo nel seguito che l’adattamento lento derivi dalla de-
pressione sinaptica.
Siano u(t) e v(t) le attivita` delle popolazioni dell’occhio sinistro e destro
al tempo t. Le equazioni per una rete competitiva con depressione sinaptica
sono le seguenti:
τ
du(t)
dt
= −u(t) + Iu(t) + w¯equ(t)f(u(t))− w¯iqv(t)f(v(t))
τs
dqu(t)
dt
= 1− qu(t)− βqu(t)f(u(t))
(78)
e
τ
dv(t)
dt
= −v(t) + Iv(t) + w¯eqv(t)f(v(t))− w¯iqu(t)f(u(t))
τs
dqv(t)
dt
= 1− qv(t)− βqv(t)f(v(t))
, (79)
dove w¯e e w¯i denotano le forze sinaptiche, Iu, Iv denotano gli stimoli agli
occhi sinistro e destro, f = (1 + e−η(u−κ))−1 e` una funzione sigmoide che rap-
presenta il firing rate medio di una popolazione locale, qu e qv sono variabili
di depressione sinaptica che rappresentano la frazione di risorse sinaptiche
basali disponibili al neurone per sparare. Queste risorse si esauriscono con
firing continui ad una velocita` proporzionale a βqf e vengono recuperate
esponenzialmente con costanti di tempo τs >> τ.
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6.3.2 Equilibri del sistema
Studiamo l’esistenza e la stabilita` di punti di equilibrio del sistema (78)-(79)
assumendo che f sia un funzione di Heaviside.
f(u) = H(u− κ) =
{
0, se u < κ,
1, se u > κ.
Denotando un punto fisso omogeneo con (U∗, V ∗, Q∗u, Q
∗
v) si che che, per
Iu = Iv = I costante,
U∗ = Q∗uw¯eH(U
∗ − κ)−Q∗vw¯iH(V ∗ − κ) + I
V ∗ = Q∗vw¯eH(V
∗ − κ)−Q∗uw¯iH(U∗ − κ) + I
Q∗u =
1
1 + βH(U∗ − κ)
Q∗v =
1
1 + βH(V ∗ − κ) .
Ci sono quattro possibili punti fissi e sono tutti stabili.
In primo luogo, si ha l’ off state U∗ = V ∗ = I quando I < κ, cioe` quan-
do l’input non e` abbastanza forte da attivare una delle due popolazioni.
Poi c’e` l’ on-state o fusion state nel quale entrambe le popolazioni sono
attive
(U∗, V ∗) =
(
w¯e − w¯i
1 + β
+ I,
w¯e − w¯i
1 + β
+ I
)
(Q∗u, Q
∗
V ) =
(
1
1 + β
,
1
1 + β
)
.
Esso si verifica quando I > κ− (w¯e − w¯i)/(1 + β) : questo caso e` piu` proba-
bile per depressione molto forte (β grande), in quanto l’inibizione e` piccola,
o quando le connessioni locali sono forti e dominate dall’eccitazione.
Infine ci sono due stati winner-take-all (WTA), in cui una popolazione do-
mina sull’altra: lo stato di dominanza dell’occhio sinistro e`
(U∗, V ∗) =
(
w¯e
1 + β
+ I, I − w¯i
1 + β
)
(Q∗u, Q
∗
v) =
(
1
1 + β
, 1
)
.
Invece lo stato di dominanza dell’occhio destro e`
(U∗, V ∗) =
(
I − w¯i
1 + β
,
w¯e
1 + β
+ I
)
(Q∗u, Q
∗
v) =
(
1,
1
1 + β
)
.
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Gli stati WTA sussistono se
κ− w¯e
1 + β
< I < κ+
w¯i
1 + β
.
Cio` accade in presenza di depressione debole (β piccolo) e forte inibizione.
Si puo` ulteriormente mostrare che le equazioni (78)-(79) supportano cicli
limite omogenei nei quali c’e` un’alternanza periodica tra la dominanza del-
l’occhio sinistro e quella dell’occhio destro. Poiche´ tutti i punti fissi sono
stabili, segue che tali oscillazioni non possono derivare da una biforcazione di
Hopf standard. Infatti esistono regimi bistabili nei quali uno stato di rivalita`
coesiste con un fusion state.
6.3.3 Modello esteso spazialmente
Al fine di prendere in considerazione la propagazione dell’attivita` vista nelle
onde della rivalita` binoculare, e` necessario introdurre un modello esteso spa-
zialmente. Supponiamo che le popolazioni neuronali rispondenti agli stimoli
dall’occhio sinistro, ad esempio, siano distribuite su un reticolo unidimensio-
nale e siano indicizzate con un intero n; un secondo reticolo unidimensionale
risponde agli stimoli dall’occhio destro. Le equazioni che si ottengono sono
τ
dum(t)
dt
= −um(t) + Iu +
∑
n
[we]mnqu,n(t)f(un(t))− [wi]mnqv,n(t)f(vn(t))
τs
dqu,m(t)
dt
= 1− qu,m(t)− βqu,m(t)f(um(t))
(80)
e
τ
dvm(t)
dt
= −vm(t) + Iv +
∑
n
[we]mnqv,n(t)f(vn(t))− [wi]mnqu,n(t)f(un(t))
τs
dqv,m(t)
dt
= 1− qv,m(t)− βqv,m(t)f(vm(t)),
(81)
dove [we]mn e` la forza dell’eccitazione dalla n−sima alla m−sima popolazione
con la stessa preferenza e [wi]mn e` la forza dell’inibizione tra popolazioni con
preferenze opposte. Tipicamente si assume che le forze decrescano con la
distanza |m− n| secondo una distribuzione esponenziale o gaussiana.
6.3.4 Onde della rivalita` in un modello neurale continuo deterministico
Sebbene il reticolo discreto presentato nel paragrafo precedente sia adatto
alle simulazioni numeriche, e` difficile derivare risultati analitici. Dunque nel-
la trattazione seguente, passeremo ad un modello neurale che possa essere
costruito prendendo un opportuno limite continuo delle equazioni (80) e (81).
78
Introduciamo uno spaziamento nel reticolo a e scriviamo [we]mn = awe(na,ma), un(t) =
u(na, t), etc. Sostituendo nelle equazioni (80), (81) e prendendo il limi-
te a → 0 di modo che na → x e ma → t, la sommatoria discreta viene
rimpiazzata da un integrale che da` il seguente modello:
τ
du(x, t)
dt
= −u(x, t) + Iu +
∫ ∞
−∞
we(x− x′)qu(x′, t)f(u(x′, t))dx′
−
∫ ∞
−∞
wi(x− x′)qv(x′, t)f(v(x′, t))dx′
(82)
τs
dqu(x, t)
dt
= 1− qu(x, t)− βqu(x, t)f(u(x, t))
e
τ
dv(x, t)
dt
= −v(x, t) + Iv +
∫ ∞
−∞
we(x− x′)qv(x′, t)f(v(x′, t))dx′
−
∫ ∞
−∞
wi(x− x′)qu(x′, t)f(u(x′, t))dx′
(83)
τs
dqv(x, t)
dt
= 1− qv(x, t)− βqv(x, t)f(v(x, t)).
Per concretezza, prendiamo le distribuzioni we e wi Gaussiane:
we(r) =
w¯e√
2piσ2e
e
− r2
2σ2e , wi(r) =
w¯i√
2piσ2i
e
− r2
2σ2
i ,
con σe > σi.
Interpretiamo l’onda della rivalita` binoculare come un fronte viaggiante, so-
luzione delle equazioni neurali (82)-(83), in cui uno stato di alta attivita`
invade l’occhio sinistro represso, ritirandosi dall’occhio destro dominante.
Tale onda e` definita da
u(x, t) = U(x− ct) e v(x, t) = V (x− ct),
dove c e` la velocita` d’onda e x − ct = ξ. Valgono inoltre le condizioni
asintotiche
(U(ξ), V (ξ))→ XL, per ξ → −∞
(U(ξ), V (ξ))→ XR, per ξ →∞,
dove XL (XR) rappresenta uno stato omogeneo dominante dell’occhio sinistro
(destro).
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6.3.5 Modello stocastico per le onde della rivalita`
Consideriamo la seguente equazione di Langevin per le variabili di attivita`
stocastica U(x, t) e V (x, t)
dU =
[
− U +Qu
∫
we(x− y)f ◦ U(y, t)dy −Qv
∫
wi(x− y)f ◦ V (y, t)dy + Iu
]
dt
+ 1/2g(U) ◦ dWu
(84)
dV =
[
− V +Qv
∫
we(x− y)f ◦ V (y, t)dy −Qu
∫
wi(x− y)f ◦ U(y, t)dy + Iv
]
dt
+ 1/2g(V ) ◦ dWv,
(85)
dove Qu e Qv sono fissati e Wu, Wv sono due processi di Wiener indipendenti
con
〈dW{u,v}(x, t)〉 = 0,
〈dWi(x, t)dWj(x′, t′))〉 = 2δi,jC([x− x′]/λ)δ(t− t′)dtdt′, i, j = u, v.
Qui λ e` la lunghezza di correlazione spaziale del rumore ed e` tale che C(x/λ)→
δ(x) nel limite λ → 0. Invece  determina la forza del rumore: il termine di
rumore moltiplicativo e` in forma di Stratonovich se estrinseco.
Analizziamo dunque gli effetti del rumore moltiplicativo: primo tra tutti,
il fatto che esso determina uno shift nella velocita` del fronte.
Per verificarlo, operiamo delle trasformazioni delle equazioni (84)-(85), ri-
scrivendole in modo che il termine di fluttuazione abbia media nulla:
dU =
[
h(U) +Qu
∫
we(x− y)f ◦ U(y, t)dy −Qv
∫
wi(x− y)f ◦ V (y, t)dy + Iu
]
dt
+ 1/2dRu(U, x, t)
(86)
dV =
[
h(V ) +Qv
∫
we(x− y)f ◦ V (y, t)dy −Qu
∫
wi(x− y)f ◦ U(y, t)dy + Iv
]
dt
+ 1/2dRv(V, x, t),
(87)
dove
h(U) = −U + C(0)g′(U)g(U)
e
dRu(U, x, t) = g(U) ◦ dWu − 1/2C(0)g(U)g′(U)dt
dRv(V, x, t) = g(V ) ◦ dWv − 1/2C(0)g(V )g′(V )dt.
I processi Ru e Rv hanno media zero, per cui non contribuiscono al drift,
ossia alla velocita` d’onda media.
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L’analisi seguente mostrera` altri due importanti effetti del rumore: lo
spostamento diffusivo dell’onda della rivalita` binoculare dalla sua posizione
di traslazione uniforme e le fluttuazioni nel profilo dell’onda attorno alla sua
posizione istantanea.
Esprimiamo ora le soluzioni delle equazioni (86) e (87) come combinazio-
ne di un profilo d’onda fisso (U0, V0), traslato di una quantita` ∆(t) dalla
posizioe ξ, e di una fluttuazione dipendente dal tempo (U1, V1):
U(x, t) = U0(ξ −∆(t)) + 1/2U1(ξ −∆(t), t),
V (x, t) = V0(ξ −∆(t)) + 1/2V1(ξ −∆(t), t).
Il profilo d’onda (U0, V0) e l’associata velocita` d’onda c si ottengono risol-
vendo le equazioni deterministiche modificate
−cdU0
d
−h(U0) = Qu
∫ ∞
−∞
we(ξ−ξ′)f ◦U0(ξ′)dξ′−Qv
∫ ∞
−∞
wi(ξ−ξ′)f ◦V0(ξ′)dξ′+Iu (88)
−cdV0
d
−h(V0) = Qv
∫ ∞
−∞
we(ξ−ξ′)f ◦V0(ξ′)dξ′−Qu
∫ ∞
−∞
wi(ξ−ξ′)f ◦U0(ξ′)dξ′+Iv. (89)
Osserviamo che sia U0 che c dipendono non banalmente dalla forza del
rumore  tramite la funzione h. Pertanto c 6= c per  > 0, dove c e` la velocita`
del fronte in assenza del rumore moltiplicativo. Segue che U(x, t) e V (x, t)
non sono equivalenti all’espansione standard in .
Le equazioni (86)-(87) sono scelte in modo che la variabile stocastica ∆(t) si
evolva come un moto browniano con coefficiente di diffusione D() = O().
Pertanto ∆(t) rappresenta gli effetti delle fluttuazioni lente, mentre (U1, V1)
di quelli delle fluttuazioni veloci.
A questo punto sostituiamo le decomposizioni di U e V nelle equazio-
ni (86) e (87), espandiamo al prim’ordine in O(1/2), usiamo le equazioni
stazionarie per U0 e V0 e dividiamo per
√
. Otteniamo quindi
dU1(ξ∆, t)− Lu(U1(ξ∆, t), V1(ξ∆, t)) = −1/2U ′0(ξ∆)d∆(t) + dRu(U0(ξ∆), ξ, t) (90)
dV1(ξ∆, t)− Lv(U1(ξ∆, t), V1(ξ∆, t)) = −1/2V ′0(ξ∆)d∆(t) + dRv(V0(ξ∆), ξ, t), (91)
dove ξ∆ = ξ −∆(t) e Lu, Lv sono operatori lineari non autoaggiunti
Lu(A1, A2) =c
dA1
dξ
+ h′(U0)A1 +Qu
∫
we(ξ − ξ′)f ′(U0(ξ′))A1(ξ′)dξ′
−Qv
∫
wi(ξ − ξ′)f ′(V0(ξ′))A2(ξ′)dξ′
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Lv(A1, A2) =c
dA2
dξ
+ h′(V0)A2 +Qv
∫
we(ξ − ξ′)f ′(V0(ξ′))A2(ξ′)dξ′
−Qu
∫
wi(ξ − ξ′)f ′(U0(ξ′))A1(ξ′)dξ′,
∀A1, A2 ∈ L2(R).
Infine, affinche´ tutti i termini delle equazioni (90), (91) siano dello stesso
ordine, richiediamo che ∆(t) = O(1/2). Si ottiene pertanto
dU1(ξ, t)− Lu(U1(ξ, t), V1(ξ, t)) = −1/2U ′0(ξ)d∆(t) + dRu(U0(ξ), ξ, t) (92)
dV1(ξ, t)− Lv(U1(ξ, t), V1(ξ, t)) = −1/2V ′0(ξ)d∆(t) + dRv(V0(ξ), ξ, t). (93)
Sia ora L l’operatore definito da
L
(
A1
A2
)
=
(
Lu(A1, A2)
Lv(A1, A2)
)
.
Si puo` mostrare che per un firing rate rappresentato da una sigmoide e per
forze Gaussiane, l’operatore L ha un kernel unidimensionale generato da
(U ′0(ξ), V
′
0(ξ))
t), per cui e` soddisfatta la condizione di solvibilita` per l’esi-
stenza di una soluzione non banale delle equazioni (92) e (93): la parte non
omogenea e` ortogonale agli elementi del kernel dell’operatore aggiunto L∗.
Anche L∗ ha un kernel unidimensionale, generato da una funzione vettoria-
le P (ξ). Dunque, prendendo il prodotto interno da entrambi i membri delle
equazioni (92) e (93) rispetto a P (ξ) si ottiene la condizione di solvibilita`
0 =
∫ ∞
−∞
P1(ξ)
[
U ′0(ξ)d∆(t) + 
1/2dRu(U0, ξ, t)
]
dξ
+
∫ ∞
−∞
P2(ξ)
[
V ′0(ξ)d∆(t) + 
1/2dRv(V0, ξ, t)
]
dξ.
Pertanto ∆(t) risolve l’equazione differenziale stocastica
d∆(t) = −1/2
∫∞
−∞(P1(ξ)dRu(U0, ξ, t) + P2(ξ)dRv(V0, ξ, t))dξ∫∞
−∞(P1(ξ)U
′
0(ξ) + P2(ξ)V
′
0(ξ))dξ
. (94)
Usando le approssimazioni dRu(U0, ξ, t) = g(U0(ξ))dWu(ξ, t) e dRv(V0, ξ, t) =
g(V0(ξ))dWv(ξ, t), si deduce che
〈∆(t)〉 = 0, 〈∆(t)2〉 = 2D()t,
dove D() e` la diffusivita` effettiva.
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Poiche´ ∆(t) = O(1/2), la decomposizione di U ci dice che U(x, t) = U0(x−
ct) + O(1/2). Quindi, mediando rispetto al rumore, si ha che 〈U(x, t)〉 =
U0(x− ct) +O(1/2). Un risultato simile vale per V.
Dunque, nel caso di rumore debole, fare una media basata su un’onda sto-
castica genera un’onda media la cui velocita` e` approssimativamente c.
Poiche´ la posizione d’onda segue un moto Browniano, il temppo impega-
to dall’onda per percorrere una distanza L > 0 ha una distribuzione data
dalla formula standard di primo passaggio per moto Browniano con drift c.
Dunque, sia TL il tempo di primo passaggio, cioe` TL = inf{t|∆(t) = L}; la
sua densita` e` una Gaussiana inversa (o distribuzione di Wald):
f(TL) = F
(
TL;
L
c
,
L2
D
)
,
con
F(T ;µ, λ) =
[
λ
2piT 3
]1/2
exp
(
− λ(T − µ)
2
2µ2T
)
.
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Conclusioni
In questo elaborato e` stato proposto un modello che descrive la dinamica
del sistema nervoso in termini dell’interazione tra popolazioni eccitatorie ed
inibitorie ed e` stata mostrata la sua applicazione allo studio della sincroniz-
zazione stocastica di popolazioni neuronali soggette a rumore intrinseco ed
estrinseco.
Originariamente, Wilson e Cowan (1973) elaborarono il modello spaziale
delle equazioni (1) per analizzare i fenomeni di isteresi neurale legati alla
visione binoculare. Da l`ı esso e` stato utilizzato come modello canonico per
l’attivita` della corteccia visiva: ad esempio, si e` sviluppata una trattazio-
ne matematica per le allucinazioni visive basata sull’uso della teoria delle
biforcazioni nell’analisi dell’insorgenza di instabilita` di Turing in Ω = R2
(Ermentrout e Cowan 1979, Bressloff et al., 2001).
Dalla sua introduzione, il sistema (1) e` stato impiegato anche per modelliz-
zare una varieta` di processi sensoriali, motori e di memoria. In particolare,
un modello basato su quello di Wilson-Cowan ha mostrato come la com-
binazione di eccitazione a corto raggio e di inibizione a lungo raggio possa
stabilizzare l’attivita` persistente dando luogo ad una protuberanza (Amari,
1977). Dunque, anche in assenza degli input, il sistema (1) puo` generare un
profilo non banale di attivita` spaziotemporale dovuto all’eccitazione ricor-
rente wEE. Questo meccanismo e` stato impiegato ampiamente come modello
per la memoria visuospaziale (Camperi e Wang, 1998), in quanto la posizio-
ne spaziale di uno stimolo transiente e` immagazzinata nella corteccia come
attivita` persistente che puo` durare diversi secondi.
Un’altra interessante applicazione e` stata presentata nel secondo capitolo di
questo stesso elaborato, nel quale abbiamo illustrato come le equazioni di
Wilson-Cowan si prestino, sotto opportune varianti introdotte a seguito di
studi sperimentali, a studiare l’attivita` del cervello in prossimita` delle crisi
epilettiche.
Nel corso del tempo, il modello e` stato ulteriormente esteso in varie direzioni,
in modo da tenere conto della diversita` delle correnti, dei processi sinaptici
e delle fluttuazioni presenti nel cervello. In particolare, recentemente si e`
sviluppato un grande interesse nel catturare proprio gli effetti delle fluttua-
zioni: un considerevole passo avanti e` stato fatto nel derivare delle equazioni
di Langevin per reti neurali soggette a rumore.
E’ dunque questo l’indirizzo seguito nella seconda parte dell’elaborato, dove
abbiamo esteso la teoria della sincronizzazione indotta da rumore ad un mo-
dello di Wilson-Cowan stocastico per le dinamiche di popolazioni neurali.
Il punto di partenza e` stata un’equazione master che rappresentasse lo sta-
to di ogni popolazione neuronale tramite il numero di neuroni attivi in un
certo tempo t e che descrivesse l’evoluzione della densita` di probabilita` del
sistema. Operando una serie di approssimazioni, si e` pervenuti ad una cor-
rispondente equazione neurale di Langevin, che evidenziasse come il sistema
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sia soggetto a fonti di rumore intrinseco ed estrinseco. Tramite il metodo
di riduzione di fase, si e` studiato quali fossero gli effetti delle due fonti di
rumore, mettendo in luce due importanti risultati. Una prima conseguenza
del rumore intrinseco e` risultato l’allargamento della distribuzione delle dif-
ferenze di fase, mentre un altro effetto considerevole riguarda il fatto che la
riduzione dell’equazione master genera termini moltiplicativi, non additivi,
nell’equazione di Langevin associata; cio` puo` portare al raggruppamento dei
cicli limite, come esemplificato nel capitolo 5 con lo studio della rete E-I.
Esiste un gran numero di possibili estensioni di questa teoria. La prima di
queste e` stata trattata a conclusione del capitolo 6 e riguarda una rete com-
petitiva fatta di due popolazioni eccitatorie con depressione sinaptica che si
inibiscono mutuamente. Una rete di questo genere e` stata utilizzata per mo-
dellizzare lo switch dovuto a rumore nel fenomeno della rivalita` binoculare.
Sperimentalmente si e` dimostrato che le statistiche dei tempi di dominanza
seguono una distribuzione gamma, il che suggerisce che la rivalita` binoculare
sia guidata da processi stocastici.
Una seconda estensione del lavoro potrebbe includere l’introduzione di ac-
coppiamenti sinaptici tra i cicli limite. Ad esempio, nel caso della rete E-I,
questi accoppiamenti potrebbero rappresentare connessioni intracorticali tra
le colonne nella corteccia visiva.
Infine, l’equazione master ha una serie di somiglianze con modelli utilizzati
in ecologia teoretica, in particolare con quelli di tipo preda-predatore. As-
sunto che i sistemi preda-predatore esibiscano cicli limite e ricevano segnali
dall’ambiente esterno, potrebbe essere interessante analizzare gli effetti del
rumore demografico sulla sincronizzazione indotta da stimoli di comunita`
ecologiche.
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