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Abstract—In this work, for the first time, a full-spectrum
periodic nonlinear Fourier transform (NFT) based communica-
tion system with the inverse transformation at the transmitter
performed by using the solution of Riemann-Hilbert problem
(RHP), is proposed and studied. The entire control over the
nonlinear spectrum rendered by our technique, where we
operate with two qualitatively different components of this
spectrum represented, correspondingly, in terms of the main
spectrum and the phases, allows us to design a time-domain
signal tailored to the characteristics of the transmission channel.
In the heart of our system is the RHP-based signal processing
utilised to generate the time-domain signal from the modulated
nonlinear spectrum. This type of NFT processing leads to a
computational complexity that scales linearly with the number
of time-domain samples, and we can process signal samples
in parallel. In this paper, we suggest the way of getting an
exactly periodic signal through the correctly formulated RHP,
and present evidence of the analogy between band-limited
(in ordinary Fourier sense) signals and finite-band (in RHP
sense) signals. Also, for the first time, we explain how to
modulate the phases of individual periodic nonlinear modes.
The performance of our transmission system is evaluated
through numerical simulations in terms of bit error rate and
Q2-factor dependencies on the transmission distance and power,
and the results demonstrate the good potential of the approach.
Index Terms—Fibre-optic communications, coherent com-
munications, nonlinear Fourier transform, inverse scattering,
Riemann-Hilbert problem.
I. INTRODUCTION
Since the advent of inverse scattering transform [1] and
NFT-based signal processing and eigenvalue communica-
tion dating back to the pioneering work of Hasegawa and
Nyu [2], the NFT has attracted a great deal of interest and
was intensively studied in the context of optical communi-
cations (see e.g. [3–6] and references therein). Due to the
trivial and uncoupled evolution of the nonlinear spectrum
(NS) components as the signal propagates through the
nonlinear fibre for the nonlinear Fourier modes attributed
to decaying profiles, the NFT can be efficiently utilised
in overcoming nonlinear signal distortions. However, there
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are many limitations in practical implementation of the
“conventional” NFT, where the signal is assumed to vanish
in time at some point [4, 7–10]. One of them is that for
the computations involved in the NFT processing to be
sufficiently accurate, the signal support should be long
enough and account for the dispersion-induced memory.
This requirement alone entails two problems: (i) growing
numerical errors associated with our dealing with long
pulses [11], and also the transmission degradation due to
the joint action of dispersive signal spreading and noise
[6, 12], and (ii) a high computational complexity due to
the necessity to process a lot of samples consecutively [9].
The fastest numerical routine proposed in [13] offers the
O(N log2 N ) complexity to produce an N -sample signal from
its continuous NS, not taking into account the possible
presence of discrete NS eigenvalues (solitary spectrum).
The performance of those computational methods also
deteriorates with the growth of signal energy, thus requiring
that some higher values of N are used to get a smaller
sample size and attain the acceptable accuracy of the
result [14, 15].
As an alternative to the “conventional” NFT paradigm
dealing with rapidly-decaying signals applied to optical
communications, we can use periodically-extended signals
— the approach well developed for linear optical channels
[16]. For instance, one can append signal with a cyclic pre-
fix, similar to the coherent optical OFDM format, and then
still use the NFT-type approach for processing [7, 17, 18].
Such an opportunity was, perhaps, first mentioned in [14]
and studied theoretically for an exemplary setup in [19],
and a simple system based on the periodic nonlinear modes
modulation has been recently demonstrated experimentally
[20]. Aside from a row of other advantages listed in the
previous works [7, 21], the periodic NFT (PNFT) not only
provides an explicit control over the signal duration, but
can also reduce noticeably the required processing window
at the receiver, as we do not have to process the dispersion-
induced memory [7, 8, 17, 21, 22]. The latter fact can make
a substantial difference for long-haul transmission, insofar
as using the PNFT we are to process only one period of the
signal [7, 22].
The main challenge for the PNFT utilisation in com-
munications has so far been to find a flexible method to
construct a periodic signal from its NS, i.e. the inverse
PNFT, and to be able to retrieve the encoded data back
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at the receiver. The conventional description of the NS for
a periodic signal includes [14]: a static part, i.e. the so-
called main spectrum, and a dynamical part, called the
auxiliary spectrum. The latter characterises the evolution of
the signal as it propagates through the fibre. However, the
difficulty here is that the evolution of the auxiliary NS part
is governed by a set of coupled nonlinear differential equa-
tions [14], such that when using them directly we effectively
loose the very advantage of the NFT-based methods. Even
though these equations can be turned into linear relations
using an algebro-geometric construction called the Abel
map [23], the conventional algebro-geometric approach to
the inverse PNFT, i.e. to the construction of a (quasi-)
periodic signal from its main and transformed auxiliary
NS, entails the evaluation of computationally-expensive
functions – the multidimensional Riemann theta-functions
[23]. While this problem can be avoided in some special
cases [8, 18], where only a few signal parameters are used
for the modulation, this general drawback hampers signal-
generation flexibility and restrains system’s throughput, as
the signal processing based on that method with multiple
data carries is unlikely to become technically feasible due
to its high complexity.
At the same time, there exists a general approach to
calculating the inverse PNFT, which is based on the for-
malism of Riemann-Hilbert problems (RHP). A RHP itself
is posed as the task of finding the solution of a special
analytic factorisation problem defined inside the nonlinear
Fourier domain [3, 21, 24]. Note, when using this approach,
the computational complexity of the numerical inverse
transformation scales linearly with the number of temporal
samples, each sample can be processed independently, and
the computations for the whole set of our signal samples
can be carried out in parallel. Although some other NFT
methods do also have this property [25], their usage has not
been that popular in communications. Importantly, within
the RHP approach we do not have to deal with the auxiliary
spectrum, which is replaced by the phases of nonlinear
modes, whose evolution turn out to be linear.
In the first proof-of-concept configuration proposed by
us in [21, 24], we did not incorporate phases and employed
only two degrees of freedom per signal, associated with the
main spectrum, that were used there for the modulation
and carrying our data. In the present work, we develop the
RHP approach further, designing the system that employs
for the modulation of all available parameters attributed
to a periodic finite-band solution to nonlinear Schrödinger
equation (NLSE). Our new signal modulation method is
capable of carrying multiple phase-shift keying (PSK) sym-
bols via modulating the spectral parameters complemen-
tary to the main spectrum – the phases (which substitute
the conventional auxiliary spectrum, as mentioned above),
while we still can control the signal characteristics by
manipulating the main spectrum values.
In our work we deal with the signal propagation down the
single-mode fibre, operating with single polarisation. The
signal evolution is described by the (normalised) NLSE:
i qz +qt t +2|q |2q = 0, (1)
which is widely considered as a principal master leading-
order model governing the path-averaged evolution of the
slow-varying optical field envelope q(t , z) in a fibre with
anomalous dispersion (z plays the role of the distance along
the fibre, while t is the retarded time variable [26, 27]).
In our approach we will be dealing with the special class
of NLSE solutions: the so-called finite-band periodic so-
lutions [23, 28]. These solutions can be deemed of as the
nonlinear analogue of a function containing a finite number
of Fourier harmonics, i.e. they comprise a finite number of
extended nonlinear modes. It also means that we have a
finite number of the NS quantities fully characterising our
signal. To model the spontaneous emission noise emerging
in the optical fibre links due to the amplification, in the
evaluation of the transmission system’s performance, Sec.
V-C, we will include the additive white Gaussian noise
term in the r.h.s. of (1). The explicit normalisation for the
communication systems employing single-mode fibres can
be found in, e.g., Ref. [4].
The rest of the paper is organised as follows. In Sec. II
we present the basic introductory information regarding
the PNFT, with some reference to general NFT theory and
specific peculiarities of the approach used in our current
work. In Sec. III we discuss the structure of the communica-
tion systems based on the NFT utilisation. A comprehensive
description of the pair of inverse and direct transforms is
presented in Secs. IV-A and IV-C, respectively. Sec. IV-B
addresses the periodicity of the signal and explains how
we can adjust the desirable period. The resulting signal pa-
rameters and their links with the NS structure are discussed
in Sec. V-A. The transmission simulation results for various
signal power and propagation distances are presented in
Sec. V-C. Sec. V-B is devoted to the limitations, arising
from the numerical accuracy. After the conclusive section,
Appendix A presents the relationship between various RHPs
involved in the RHP formalism of the inverse problem, and
two methods of getting the periodic solution are discussed
in Appendix B.
Throughout this text we use l.h.s and r.h.s acronyms to
point the left-hand-side and right-hand-side of equations.
II. PERIODIC NONLINEAR FOURIER TRANSFORM
The NLSE, belonging to the class of integrable nonlinear
equations, can be represented as the compatibility con-
dition for the so-called Lax pair, the pair of 2× 2 linear
operators [3]. The first entry of the Lax pair consists of the
Zakharov-Shabat system, the core part of the NFT decom-
position. It is written for an auxiliary function Φ(t , z,λ) as
Φt =
[ −iλ q(t , z)
−q∗(t , z) iλ
]
Φ, (2)
where the complex spectral parameter λ entering this
equation can be understood as a nonlinear analogue of
frequency. Given q(t , z) as a function of t (for a fixed z), the
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associated NS can be determined in terms of the solution
of (2) with appropriate boundary conditions. Finding the
corresponding NS via solving the Zakharov-Shabat problem
constitutes the direct part of the NFT. The second equation
from the Lax pair,
Φz =R(t , z,λ)Φ, (3)
with
R(λ, t , z)=
[
i |q |2−2iλ2 2λq + i qt
−2λq∗+ i q∗t −i |q |2−2iλ2
]
, (4)
defines the z-evolution of NS components.
The idea of NFT can be understood as the parametrisa-
tion of the solutions to the NLSE by a set of parameters,
which we call the NS. In solving an integrable equation,
the NLSE in our case, by means of the NFT, the Zakharov-
Shabat problem (2) is first solved. The solutions are used
to define the set of appropriate spectral characteristics (i.e.
the NS) associated to the given initial data q(t ,0), where,
for simplicity, we take that initial condition at z = 0. In view
of the second Lax equation, we can find the evolved NS
at some desired point z. Finally, one obtains the solution
q(t , z) of the nonlinear equation for an arbitrary z by
solving the inverse problem: given the evolved spectral
data, retrieve the “potential” q(t , z) that enters the first Lax
equation.
Depending on the boundary conditions for the NLSE,
the appropriate set of NS parameters can acquire different
forms [4], see also the discussion in our previous work
[21]. Generally, the NFT operation can be understood as
a change of variables from q(t , z) to the NS parameters.
For a vanishing signal (decaying sufficiently fast as t tends
to infinity), the “standard NS” consists of a continuous
function defined on the real line of λ-plane, plus some
discrete complex numbers associated to a set of complex-
valued eigenvalues. All these NS parameters can be found
straightforwardly by considering the Zakharov-Shabat prob-
lem (2). The evolution of these “standard” parameters is
simple and uncoupled. For the NLSE with periodic bound-
ary conditions, all the spectral information is, in principle,
contained in the monodromy matrix [7, 14], which is made
of special solutions of the same Zakharov-Shabat problem
(2), see more explanations below in Sec. IV-C. However,
the question of how we can pick out a part (or a special
form) of these data that can serve as an “appropriate NS”,
is less straightforward. First, there must be a one-to-one
unambiguous correspondence between the NS and a two-
dimensional solution of the NLSE: every cross-section of
the solution at fixed z = z0 has to be uniquely associated
to a “cross-section” of the NS at z = z0. Second, in the
sense of “change of variables”, one would like to have the
following properties: the NS parameters should evolve with
z in a simple (preferably, linear) way, and there should be
a (numerically) efficient procedure based on the chosen set
of NS parameters to solve the inverse problem. The same
requirements are actually imposed for the NFT applications
in optical communications [4].
Turning now to the problem in hand, the “conventional”
NS for the NLSE periodic in t-variable, consists of zeros
of certain functions, which are static, and called main
spectrum. These functions are expressed in terms of the
entries of the monodromy matrix. Another part of the NS,
the dynamical part, is called auxiliary spectrum and is
also determined by the monodromy matrix. However, such
an NS parametrisation suffers from the fact that, while
the main spectrum is invariant under the evolution along
z, the dynamical part – the auxiliary spectrum – evolves
with z in a complicated, nonlinear manner. This property
undermines the very reason of using the NFT in optical
communications.
In view of the arguments above, for the communication
system considered in our current work, we use a different
PNFT NS parametrisation: similarly to the conventional ap-
proach, our set of spectral parameters comprise an ordinary
main spectrum invariant under evolution along z, but the
dynamical part is represented by a set of real-valued phases
that substitute the auxiliary spectrum; the meaning of this
naming convention will become clear from the expressions
given in Sec. IV-A. In this paper, we will be modulating
special periodic solutions of NLSE, in which the number
of the main spectrum points, as same as the number of
phases, is finite; denoting this number by N +1, we have in
total 3N +3 real degrees of freedom that can be used in our
transmission system. In the context of communication, this
number relates to the amount of information that can be
carried by such a signal. We shall call such solutions “finite-
band”, although the names “finite-gap” or “finite-genus” are
also used in the literature.
To sum up, the NS for both (quasi)-periodic and van-
ishing signals can be split into the dynamical part and z-
invariant part, as our signal propagates through the fibre.
The invariant part of the NS of periodic signal is the main
spectrum, somewhat similar to the eigenvalues emerging
in the NFT of a vanishing signal. The dynamical part for a
periodic signal can be given by the phases emerging some-
what like the phases of spectral amplitudes corresponding
of the discrete and continuous spectra in vanishing case:
the dynamics of each nonlinear modes for both cases is
uncoupled and linear. In order to solve the inverse problem,
in our paper we use the RHP formalism; the details are
given in Sec. IV-A. The phases also enter naturally into RHP-
based processing method: the important advantage of this
approach is that it allows us to gain the linear evolution (in
z) of the phases.
On the other hand, within our approach here we face the
problem of providing periodicity (in t ) of the NLSE solution
obtained as a result of solving the inverse problem. Indeed,
our inverse problem results in a finite-band solution, which
is not, in general, periodic, but only quasi-periodic in t .
Then, within our approach here, the problem of ensuring
the periodicity can be reduced to that of providing the
commensurability of all partial “frequencies” attributed to
each nonlinear mode. This question is explicitly addressed
in Sec. IV-B below. Finally, the direct problem stage in
our approach consists in calculating the phases from the
monodromy matrix associated to our encoded signal; an
overview of this stage is presented in Sec. IV-C.
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Fig. 1: The schematics of the studied communication sys-
tem: on the Tx side the main processing is performed by
means of solution of the RHP (Sec. IV-A), while the Rx
processing is done by the use of direct NFT (Sec. IV-C).
Finally in this section, we note that the constituents of
NS do not necessarily have a direct physically-meaningful
counterparting quantities in the space-time domain, as
the meaning of the NS is that it is a special nonlinear
parametrisation of our solution. Such a correspondence can
be established for very simple situations (e.g. a single soli-
ton or a single extended periodic mode) which are, however,
not that interesting for the communication applications,
where we need as many available data carriers as possible.
III. A PNFT-BASED COMMUNICATION SYSTEM
Having parametrised the periodic solutions of NLSE, we
can now compose a wide class of signals by adjusting the
particular NS structure. On top of that, due to its simple
linear evolution with z, as opposed to the complicated,
nonlinear evolution of the signal in space-time domain,
the NS emerges as a convenient data-bearer in a nonlinear
optical fibre system, such that nonlinear frequency division
multiplexing concept [3] can be built up.
In a communication system, the ultimate goal is to
transfer information carried by a signal from a transmit-
ter, through a medium, to a receiver. The information is
mapped on some parameters of signal at the transmitter,
and then we need to recovered it from the received distorted
signal. Within the nonlinear frequency division multiplexing
we use the NS as the set of signal parameters that carry
the information, such that either whole NS or some of its
parts are modulated with a random stream of symbols. As
it is usually the case, there are some characteristics of the
signal which are predefined based on the requirements of
the link such as signal bandwidth, power, etc. Since the NS
uniquely determines the signal, fixing these characteristics
will lead to a loss of some degrees of freedom available for
modulation. As will be shown later, in our case most of the
communication-related characteristics of signals are related
to the main spectrum. Therefore, in this work we specif-
ically design the main spectrum of our signals to adjust
its characteristics, and modulate the remaining phases to
transfer our data. This means that for the signal containing
N + 1 nonlinear modes (an N + 1-band solution), out of
3× (N + 1) total degrees of freedom participating in the
NS, we employ 2× (N + 1) parameters to control signal’s
periodicity, duration and power, and only modulate the
remaining N +1 phases.
The communication system considered in our work,
schematically shown in Fig. 1, is not principally different
from other typical NFT-based setups. In our case, we use
the specially structured main spectrum to manipulate signal
power, bandwidth and period, as well as the periodicity
property itself. This main spectrum is known by the receiver
and is constructed through a procedure which will be ex-
plained later. Then, the random bit stream is mapped to the
MPSK symbols, the values of which are taken as the values
of the phases attributed to each nonlinear mode. Along the
main spectrum, this set of phases makes up the full NS.
A signal with the chosen modulated NS is then generated
through the inverse transformation using the RHP, and sent
to the fibre. Undergone linear and nonlinear distortion in
addition to the amplifier spontaneous emission (ASE) noise,
the signal is received at the Rx. The NS of the signal is then
calculated via the direct transformation using the Zakharov-
Shabat problem. The first (invariant) part of the NS, i.e. the
main spectrum, is already known by the receiver, but its
calculated values can be used to further equalise the signal.
The dynamical NS part contains the transmitted random
data in the form of phases. These phases are then recovered
from the monodromy matrix, and the encoded data are
eventually retrieved.
The direct and inverse transformation stages are per-
formed through using some existing numerical routines
[29–31], and the details of their functioning together with
the setting used will follow. The numerical accuracy of these
calculations play a significant role in the performance of our
system, which leads to the main limitation source of such
communication systems, so that we address the related ef-
fects separately. Finally we note that numerous equalisation
schemes can be used to further remove the residual impacts
of fibre and additive noise in the nonlinear Fourier domain
in order to improve the quality of transmissions. A few
examples including linear equalisers and machine learning
methods in application to the different NFT-based systems,
can be found in [32–37].
IV. NFT COMPUTATIONS: INVERSE AND DIRECT TRANSFORMS
FOR PERIODIC SOLUTIONS
This section lays down the procedures to calculate the NS
of a periodic signal and also to construct the time-domain
profile of a finite-band solution to the NLSE corresponding
to a given NS.
A. Inverse transform: constructing a finite-band NLSE solu-
tion via the solution of a RHP
In our communication system, we start with the inverse
transformation stage of the NFT at the transmitter side,
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Fig. 2: The schematic structure of the NS for a periodic
finite-gap signal. In order to ensure the periodicity, the
points of the main spectrum (shown as equidistant points)
are to be slightly readjusted. The global signal parame-
ters are mainly influenced by the main spectrum (∆ℜλ
influences period while ℑλ ≡ a determines power and
bandwidth). Since at the receiver we retrieve the phases
modulo pi (see Sec. IV-C), they are depicted as half-circles
associated with each point of the main spectrum.
z = 0, employing the (modulated) parameters of NS as data
carriers. The output of the inverse transform generates the
respective time-domain profile [4].There are two general
approaches to construct a solution of the NLSE starting
from its NS. The first one is based on solving the famous
Gelfand-Levitan-Marchenko equation [38], which is a linear
integral equation formulated in the time domain, with input
data constructed from the (linear) Fourier transform of
the NS. The second approach, which is the one we will
discuss here, is to solve an associated RHP formulated in the
complex plane of the spectral parameter λ [21, 28, 30, 39].
In a nutshell, a RHP consists in finding an analytic
function (which can be a vector- or matrix-valued) in
the complex plane, defined off a given curve, knowing its
behaviour at the infinity and how its value changes when
one approaches that curve from either side. In our case,
this change is expressed in terms of a multiplicative jump:
as a matrix-valued function crosses a curve, it is multiplied
by a 2×2 matrix, the so-called jump matrix.
Then, if the jump matrix depends also on t and z (as
parameters) in an explicit way, the solution of the RHP
(which depends on t and z as well), evaluated as λ→∞,
produces a solution to the nonlinear equation in question,
the NLSE in the case considered.
Let the NS consist of N +1 complex parameters {λ j }Nj=0,
the main spectrum, and N + 1 real parameters {φ j }Nj=0,
the phases, see Fig. 2. We associate to this set (i) the
(oriented) contour Γ being the union of non-intersecting
curves, Γ = ∪Nj=0Γ j , where Γ j = (λ j ,λ∗j )
)
is the particular
curve connecting λ j and its complex conjugate, and (ii)
the 2×2-valued functions depending on our phases:
J j (t , z,λ)=
[
0 i e−i (φ j+2λt+4λ
2z)
i e i (φ j+2λt+4λ
2z) 0
]
, λ ∈ Γ j ,
(5)
with j = 0, . . . ,N . Then we formulate the RHP (in fact, a
family of RHP parametrised by t and z): given {λ j }Nj=0 and
{φ j }Nj=0, find a piece-wise analytic, 2× 2-valued function
Ψ(t , z,λ) satisfying the following conditions:
Ψ+(t , z,λ)=Ψ−(t , z,λ)J j (t , z,λ), λ ∈ Γ j ,
Ψ(t , z,λ)= I+O (λ−1) , λ→∞, (6)
where I is the 2×2 identity matrix and the superscripts ±
denote the limiting values of Ψ−(t , z,λ) as λ approaches Γ j
from the different sides in accordance with the orientation
of Γ j .
Having solved the RHP (5), (6), the solution q(t , z) of the
NLSE is given by the expression
q(t , z)= 2iΨ1,21 (t , z) ,
where the superscript {1,2} stands for the corresponding
matrix entry, and the quantity Ψ1(t , z) is defined through
the limiting relation:
Ψ1(t , z)= lim
λ→∞
λ (Ψ(t , z,λ)− I) .
By construction, q(t , z) is a finite-band solution of the
NLSE: the spectrum of the differential operator involved
in (2) and considered as acting in L2(R) consists of N +1
curves connecting λ j (being the main spectrum points)
with λ∗j . The associated function Φ := Ψe−(iλt+2iλ
2z)σ3 ,
where σ3 =
(
1 0
0 −1
)
, solves the both equations, (2) and (3),
of the Lax pair; it is the so-called (planar) Baker-Akhiezer
function of the NLSE [23, 28].
A finite-band solution is, in general, quasi-periodic in
t , but not necessarily periodic [23]. In order to control
the behaviour of q(t , z) as the function of t and z, it is
convenient to use the flexibility of the RHP representation
of q(t , z): the same q(t , z) can be represented in terms of
different RHPs. Particularly, q(t , z) can be represented in
terms of the solution of a RHP, whose jump matrices (across
each Γ j ) are independent of λ, but are linearly dependent
on t and z, see [28] and [21, Appendix B, Eqs. (23)–(26)]:
q(t , z)= 2iΦˆ1,21 (t , z)e2i f0t+2i g0z , (7)
where Φˆ
1,2
1 (t , z) is the respective matrix element in the
large-λ limit expansion,
Φˆ(t , z,λ)= I+ Φˆ1(t , z)/λ+ . . . ,
as λ →∞, and Φˆ(t , z,λ) is the solution to the following
RHP:
Φˆ
+
(t , z,λ)= Φˆ−(t , z,λ)Jˆ j (t , z), λ ∈ Γ j
Φˆ(t , z,λ)= I+O(λ−1), λ→∞, (8)
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6
with the jump matrix:
Jˆ j (t , z)=
 0 i e−i (φ j+C fj t+C gj z)
i e
−i (φ j+C fj t+C
g
j z) 0
 , λ ∈ Γ j ,
(9)
where j = 0, . . . ,N . Here the “frequencies” C fj , “wave num-
bers” C gj , and the constants f0 and g0 are determined by
the points λ j only, see Appendix A.
The jumps Jˆ j (t , z) have a linear dependence on t and
z demonstrating explicitly the (quasi) periodic behaviour
of Φˆ and, thus, of q(t , z). Particularly, if the “frequencies”
{C f0 , . . . ,C
f
N
, f0} turn out to be commensurable (meaning all
be integer multiples of a common value), then q(t , z) is
periodic with respect to t .
This approach allows us to effectively separate the influ-
ence of main spectrum points λ j and phases φ j , so one can
use the phases φ j for the data modulation while leaving the
set of λ j to manipulate signal characteristics.
The numerical methods for the RHP solutions are avail-
able, see Refs. [29, 30]. The RHP, including our case here,
can be solved for each point in time t and distance z
independently (same as the Darboux transform). This leads
to a crucial advantage of the RHP-(P)NFT nonlinear signal
processing method over the methods widely used in the
conventional NFT communication framework: we can now
make up a long signal with many samples without losing
the numerical accuracy due to the high energy of such a
signal. Note that the latter is a significant challenge when
dealing with ordinary NFT signal processing [9].
B. Periodicity of the resulting finite-band signal
To make sure that at the receiver we are able to find the
NS, we need to guarantee the periodicity of the solution
while generating it at the transmitter. As we mentioned,
in order to arrive at the periodic NLSE solutions when per-
forming the inverse part of the NFT, it is sufficient to require
all frequencies {C f0 , . . . ,C
f
N
, f0} to be commensurable. These
frequencies are determined uniquely by the composition
of main spectrum points λ j through (21) and (22), see
Appendix A. In particular, we can chose such a set of λ j as
to have C fj = j −N /2−1 and f0 = 0. The condition f0 = 0
can be guaranteed by imposing, in the general case, the
constraint on C fj :
N∑
j=1
C fj
∫
Γ j
ξN dξ
w+(ξ)
=−ipi
N∑
j=0
(λ j +λ∗j ). (10)
Then, Eq. (21) complemented by (10), can be viewed as a
system of N +1 complex-valued nonlinear equations with
respect to λ j : given {C
f
j }
N
j=0, find N +1 complex parameters
λ j entering the coefficients of that system. In order to get
the set of λ j corresponding to the desired periodic solution,
we employ an iterative approach starting from {λ j } located
equidistantly, as in the case of a signal with infinitesimal
power, see Appendix B-A.
An alternative way of finding a periodic solutions relies
on computing the main spectrum attributed to some arbi-
trary periodic function qˆ(t ) having the desired parameters,
see Appendix B-B. After that, the resulting main spectrum
(if we have arrived at a finite-band case, i.e. one has a finite
number of λ j ) attributed to the chosen qˆ(t ), can be used
as the main spectrum of our new signal, where the phases
are modulated with the data to transmit. However we do
not employ this method in our current paper.
C. Direct transform and computation of phases φ j
Calculating the NS (the main spectrum points λ j and
the phases φ j ) from a signal q(t )= q(t , z = L), with L being
the transmission distance, at the receiver, constitutes the
direct part of the PNFT. Recall that in the periodic case,
all the spectral information associated with q is contained
in the 2× 2 monodromy matrix M(λ) = M(λ, z), see the
details in [7, 14]. The monodromy matrix is defined as
M(λ, z) = Φ(T, z,λ), where Φ(t , z,λ) is the solution of the
Zakharov-Shabat equation (2) satisfying the initial condition
Φ(0, z,λ)= I. Thus, we need to determine our NS, {λ j } and
{φ j }, from M(λ,L). Below we briefly describe this procedure.
(i) {λ j }Nj=0 can be found as simple zeros of the equation
involving the trace of M(λ), which is independent of z:(
M1,1+M2,2)2−4=Tr[M]2−4= 0; (11)
(ii) the determination of phases {φ j }Nj=0 involves the off-
diagonal elements of M: M1,2 and M2,1, evaluated at Γ j ,
and the points of the auxiliary spectrum [7, 14, 40], which
are either double zeros of M1,2, or simple zeros of M1,2 that
do not coincide with double zeros of the l.h.s. of Eq. (11).
Namely, introducing the function
P (λ)= log
(√
−M
1,2(λ)
M2,1(λ)
N∏
j=1
λ−µ∗j
λ−µ j
)
, (12)
where µ j are the points of auxiliary spectrum, the phases
{φ j }Nj=0 are uniquely determined from the system of N +1
linear equations (φ= [φ0, . . . ,φN ]T ):
Kφ=B. (13)
Here the entries of the (N +1)×(N +1) matrix K[m, j ]=Km j
are defined by
Km j =
∫
Γ j
xmd x
w+(x)
, j ,m = 0, · · · ,N , (14)
and the components Bm of the r.h.s. vector B are as follows
Bm =−i
N∑
j=0
∫
Γ j
P (x)xm
w+(x)
d x, m = 0, . . . ,N , (15)
where w+(ξ) designates the limiting values of the function
w(λ)=
N∏
j=0
√
(λ−λ j )(λ−λ∗j ) (16)
on a particular curve Γ j , choosing the branch with the cuts
along Γ j and fixed by the condition w(λ)∼λN +1 as λ→∞.
The algorithm (12)-(16) for determining φ j can be justified
by using a series of deformations of RHP associated with
the NLSE with periodic q ; the mathematical details, having
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7
a certain analogy with the case of the Korteweg-de Vries
equation [41], will be presented elsewhere.
Ignoring the choice of the branch of the square root in
the definition of P , Eq. (12), the phases are reconstructed by
modulo pi, such that the phase’s two values different by pi
cannot be distinguished. Consequently, in our current work
we use the halved MPSK constellations, as shown in Fig. 2,
assuming that φ j ∈ (0,pi), and leave the question of using
the full 2pi phase interval for future studies.
Finally, the linear dependence on z of the phases in
(9) allows retrieving the transmitted phase values φ j (z = 0)
from φ j (z = L) calculated, via solving the direct part of the
NLS, at the receiver side:
φ j (z = L)=φ j (z = 0)+C gj L−2g0L. (17)
Notice that in [21], only the main spectrum of the NS
was used to carry the data, and the system employed the
z-invariance of the main spectrum points. However, the
limited number of degrees of freedom and the problem
of enforcing the periodicity for our signals suggest using
phases as the data carriers while keeping the main spec-
trum fixed, in analogy with what was proposed for ordinary
solitons [5]. In this way, we choose the main spectrum
points to have the desired signal characteristics such as
power and period. Then, the MPSK symbols are mapped
to the phases entering the jump matrices, Eq. (5) or (9).
The generated signal with modulated phases is then sent
to the fibre, and the phase content of the NS, φ j (z = L),
is calculated at the receiver using the direct PNFT and
the procedure described above. Finally, the initial encoded
phase values φ j (z = 0) are retrieved using Eq. (17).
V. NUMERICAL SIMULATIONS AND RESULTS
In this section, we numerically investigate the different
aspects and quality characteristics of the communication
system based on PNFT, and analyse the properties of our
specific phase-modulated signals in the space-time domain.
We also address numerical accuracy and some limitations
in performing the PNFT computations and signal design.
A. Signal characteristics determined by the main spectrum
In the current study, we consider the specifically struc-
tured main spectrum: we position its values almost equidis-
tantly over the straight line parallel to the real λ-plane axis,
thus keeping the same the imaginary part for all points,
as sketched in Fig. 2. This choice makes our numerical
calculations simple without loss of generality, as we are only
interested in modulating the phases.
We notice that within this section we provide the sig-
nal parameters for the normalised signal q(t , z), which
is a solution to the normalised NLSE (1). In order to
get the dimensional values of respective quantities, one
should perform a backward renormalisation of the NLSE.
The normalisation is defined by a single normalisation
parameter that can be, let say, the time normalisation
scale Ts [4]. The normalisation for our system here is not
different from that for other NFT-based approaches. The
main spectrum structure chosen in our work allows us
to manipulate the signal parameters, such that we can
the desirable values of power, while phases attributed to
each nonlinear mode will bear the encoded information.
The three examples of a signal generated via the RHP
solution, where each signal has three points in its main
spectrum, {−0.37− 0.33i ,0.33i ,0.37− 0.33i }, with different
phases attributed to each nonlinear mode, are shown in
Fig. 3. When computing the signal profiles in time domain,
starting from the main spectrum of the type shown in
Fig. 2, we observed that the signal power mainly depends
on the imaginary part of the main NS points. As it is seen
from Fig. 4, the picture is nearly uniform in the abscissa
direction for four main spectra with various number of
points, N = 4, 6, 8, 10, except for the region of very small
inter-point distances ∆ℜλ. 0.5.
The signal linear bandwidth, depicted in Fig. 5, reveals
the same dependency, being predominantly dependent on
ℑλ aside, again, from the low inter-point distance region.
It is necessary to note that the linear bandwidth, as a
result of a linear Fourier transform of the signal, is not an
invariant parameter of the signal and can vary as the signal
propagates through the fibre. The numerically obtained
signal bandwidth shown in Fig. 5, depicts the dependency
of the signal bandwidth on the main spectrum at z = 0.
However, we note that some further systematic investi-
gation is necessary to accurately attribute the signal band-
width and power values to the main spectrum structure. We
noticed that at higher signal powers the signal bandwidth
appeared to also depend on the imaginary part of the
spectrum only. However, this may be the result of numerical
errors occurring due to the two following effects. First,
at higher powers, our numerical errors associated with
the RHP computation generally rise. The second possible
explanation is that at small ∆ℜλ, the signal period and,
therefore, its whole duration (including cyclic prefix) is
larger, see Fig. 6, such that for a fixed number of modes
N we get a less accurate numerical result due to larger ∆t
value. The signal period, on the other hand, seems to only
depend on the spacing between the main spectrum points
∆ℜλ, Fig. 6.
In our particular case, in order to get a specific signal pe-
riod from the NS of the form given in Fig. 2, we choose the
main spectrum points as to get the following values of the
frequencies: C fj = j−N /2−1. Finding the appropriate main
spectrum is done through a procedure explained in Ap-
pendix B. Setting the values of C fj s introduces the additional
constraint on the λ j locus by linking the corresponding
∆ℜλ and ℑλ, leaving, hence, only ℑλ for our signal power
manipulation. As it is observed from Fig. 7, by increasing
the imaginary part, we get a higher signal power. However,
to keep the signal period constant, we need to slightly
reduce the spacing between the main spectrum points,
∆ℜλ. This means that the relations derived in Appendix B
are only valid for low power signals. We also studied the
power deviation for the signals, when generating the signals
with different phases φ j , while maintaining the main NS
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Fig. 3: Three examples of the generated (according to (7)–(9)) 3-band signals with common main spectrum λ= {−0.37−
0.33i ,0.33i ,0.37−0.33i } and different phases in Eq. (9) set to (a) φ= { 3pi8 , 7pi8 , 3pi8 }, (b) φ= { 9pi8 , 7pi8 , 9pi8 }, and (c) φ= { 5pi8 , 7pi8 , 5pi8 }.
The red crosses and blue points are calculated candidates to the auxiliary and main spectral points respectively, retrieved
when solving the direct problem, see Subsec. IV-C; those close to the real axis correspond to double zeros of Eq. (11)
and thus do not represent actual spectral points. The top plots show the real and imaginary part of the signal over one
normalised period 2pi and the bottom plots show the respective NS structures.
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Fig. 4: The signal power as a function of the main NS
structure: inter-point distance ∆ℜλ and common imaginary
part ℑλ (see Fig. 2), for different number of nonlinear
modes. As mentioned, the signal power is mainly defined
by the imaginary part.
unchanged. From Fig. 8 we inferred that the signal power
changes negligibly, and its deviation is most noticeable for
the higher imaginary part of main spectrum points (i.e.
for the high signal power). To obtain Fig. 8, many random
realisations of phases with a uniform distribution are used
and the standard deviation of the obtained signal power for
each ∆ℜλ and ℑλ point is calculated. This small deviation
value makes it evident that it is the main spectrum that
mostly determines the signal power for our specific mains
spectrum structure. We note here that within the proposed
configuration, the signal period and bandwidth are linearly
related to the smallest real part of the main spectrum points
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Fig. 5: The signal bandwidth as a function of the main NS
structure: inter-point distance ∆ℜλ and common imaginary
part ℑλ (see Fig. 2), for different number of nonlinear
modes. As mentioned, the signal power is mainly defined
by the imaginary part.
(here ∆ℜλ) and its inverse, respectively. This, in fact, puts a
constraint on the time-bandwidth product of the generated
signal. In turn, the value of the time-bandwidth product
is related to the spectral efficiency of the communication
system: getting the larger number of data-carrying signal’s
degrees of freedom per a time-X-frequency unit means the
better use of available resources. To increase the spectral
efficiency for our configuration here, one needs to include
more data-carrying NS points while keeping ∆ℜλ and
N ∆ℜλ fixed.
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Fig. 6: The signal period as a function of the main NS
structure: inter-point distance ∆ℜλ and common imaginary
part ℑλ (see Fig. 2), for different number of nonlinear
modes. As mentioned, the signal power is mainly defined
by the real parts spacing.
Fig. 7: The signal power as a function of the main NS
structure inter-point distance ∆ℜλ and common imaginary
part ℑλ (see Fig. 2), for different number of nonlinear
modes, along the lines in the complex plane of λ, keeping
the signal period constant.
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Fig. 8: The relative signal power deviation (power’s standard
deviation σP ) over the power value P itself as a function of
the main NS structure inter-point distance ∆ℜλ and com-
mon imaginary part ℑλ (see Fig. 2), for different number
of nonlinear modes. The deviation is sufficiently small to
conclude that the power is mainly determined by the main
spectrum.
B. Accuracy and limitations of the numerical routines
The discussion related to the computational complexity
can be divided into two parts, referring to the direct and
inverse transformation stages, respectively. In our work, the
direct transformation comprises the calculation of mon-
odromy matrix (we did it here by using the normalised
Ablowitz-Ladik algorithm of Ref. [14]). Using the numeri-
cally obtained monodromy matrix, we then find the main
and auxiliary spectra. In addition to these calculations, we
need to find the phases carrying our transmitted data,
the procedure which entails the numerical evaluation of
integrals in Eq. (15) and the solution of the small-size linear
ordinary equation, Eq. (13). The latter calls for N +1 eval-
uations of the argument function over the whole nonlinear
spectrum N cuts, which amounts to O(N Nc ) evaluations
of the ratio in Eq. (15), where Nc is the total number of
points used to represent the otherwise continuous cuts in
the complex λ-plane.
The most demanding part of the inverse transformation
stage giving us the time-domain profile, is to solve the
RHP. The computational complexity of calculating the value
of the signal at each point in time and distance via the
numerical RHP solution is of the order O(Nc log Nc ). Here
we assume that the discretisation points are uniformly
distributed over the cuts. We note that when considering
the specific structure of the cuts, the uniform grid might
not necessarily be the best option, and some more efficient
strategies for the RHP cuts discretisation may exist. In
fact, our numerical simulations show a marginal impact
of changing Nc on the accuracy of calculations after a
certain limiting ∆ℑλ (i.e. the spectral resolution) value,
the step between the discretisation points in our cuts.
On the other hand, increasing the number of temporal
samples, i.e. diminishing the sample value ∆t , has a greater
impact on the numerical accuracy of the direct and inverse
transformations and on the overall performance of resulting
communication system. The quality of back-to-back phase
computation for our recovering the values of randomly
modulated phases φ j in Eq. (9), is shown in Fig. 9 in terms
of the Q2-factor density plot vs ∆ℑλ and ∆t . The back-to-
back procedure consists of the inverse and direct transfor-
mations and accounts for the combined errors produced
by both of them together.
The signal power is directly influenced by the imaginary
part of the main spectrum and, as discussed in Sec. V-A,
is almost independent of phases. Therefore, in the current
setting, when we keep the imaginary part of all the eigen-
values in the main spectrum the same and equal to a, see
Eq. (26) and Fig. 2, the higher-power signals are obtained
by increasing the value of a. We generally mention two
limitations for increasing the signal power up to an arbitrary
level. The first one is the numerical error ensued from the
direct transform stage (see [9, 14]), and the second comes
from the inverse transform stage by worsening the spectral
resolution, ∆ℑλ, see Fig. 9. To explain the latter, note that as
signal power gets higher by our raising the imaginary part of
the main spectrum, a fixed number of points representing
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Fig. 9: The Q2-factor (defined from EVM) of the B2B
calculation of phases φ j , embedded into the signal. The
signal is generated via the RHP solution for the 15-cuts
NS (see Fig. 2). Q2 is computed as the function of the cut
sampling step ∆ℑλ for the vertical cuts, and time sampling
step ∆t .
the cuts leads to larger ∆ℑλ, which, in turn, gives rise to less
accurate numerical results. The other constraint is related
to our approach of finding the appropriate main spectrum
that guarantees the periodicity of the signal, see Sec. B. As
the signal power increases due to our raising the a value in
Eq. (26), the search for the numerical solutions of Eq. (26)
becomes more difficult and less accurate.
As for the signal bandwidth, another numerical limitation
is due to the fact that increasing the bandwidth (while
keeping the signal duration fixed) is done by increasing the
number of cuts in the main spectrum. Therefore, finding
appropriate main spectrum entails solving a system of
nonlinear equations with more unknown values, which, in
turn, makes solving Eq. (21) numerically more difficult in
the general case.
C. Simulation results for a PNFT-based communication sys-
tem
As an example, to show the noise tolerance and also
the fibre impact on the NS of a periodic signal and, as
a consequence, on the performance of the PNFT-based
communication system with the RHP processing, in our
study here we use the signal with the main spectrum
structure as in Fig. 2.
In our system, we map the MPSK symbols (M = 8) to
the phases of a 15-band NLSE solution. The resulting time-
domain signal is sent to a fibre link containing 13 80 km
long spans, the total transmission distance being 1040 km.
The diagram showing the different blocks of our communi-
cation system is given in Fig. 1. An ideal distributed Raman
amplification (i.e. the zero gain-loss profile) is assumed
and SMF parameters of β2 =−21 ps2/km, and γ= 1.3 W−1
km−1 are used in the simulation runs. The presence of ASE
noise is taken into account by adding the noise term to the
r.h.s. of the NLSE. The noise spectral density is calculated
as NASE = αLħνs KT , with fibre loss α = 0.2 dB/km−1,
L = 80 km span length, ħνs being the photon energy, and
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Fig. 10: Example of the transmitted and received signal
carrying 15 8-PSK symbols over a link of length 1080 km.
KT ≈ 1.13. The number of time samples in a single signal
(containing 15 MPSK symbols), i.e. per one period, is 64.
Each signal is then cyclically extended in time to the value
of the dispersion-induced channel memory at 1040 km
according to the linear channel model. However, as we
have observed from our simulations, a smaller cyclic prefix
can also preclude the effect of inter-symbol interference
due to the essentially nonlinear dynamics of our signal.
Each PNFT signal, containing 15 8-PSK symbols, consists
of 64 time-domain samples at the sampling frequency of
66 GHz (i.e. the time normalisation parameter of Ts = 0.2
ns). This leads to a signal duration of ≈ 1.9 ns. Thus we have
the baudrate (for MPSK symbols) of 7.94 Gbaud or ≈ 23.7
Gb/s. This signal duration includes the cyclic prefix which
is equal to one signal period, and this gives us a useful
signal duration of ≈ 0.95 ns. Note that according to the
linear dispersive estimations the prefix duration should be
much longer. As mentioned earlier, one of the advantages of
the PNFT is the smaller processing window at the receiver.
At the receiver only one period of signal (here it means
just 64 samples) needs to be processed as opposed to the
conventional NFT where the whole extended duration (here
128 samples) should be considered. An example of a signal
carrying 15 MPSK symbols before adding a cyclic extension
and the received signal after removing the cyclic extension
is shown in Fig. 10.
The cyclic-prefix-appended signals are then cascaded to
form a batch of several consecutive signals. To calculate
each Q2-factor and BER value, 28 of such batches were used.
The BER is directly calculated by counting the mismatches
between the transmitted and received bit streams. Increas-
ing the number of samples improves the performance
for both cases of noisy and noiseless transmissions but
it has limited impact when noise is the dominant factor
in deteriorating the performance—low power region. In
the high power areas, increasing the number of samples
improves the performance of the noisy transmission but
this improvement diminishes as the number of samples
grows, similar behaviour for a PNFT communication system
based on modulating the main spectrum can be found
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Fig. 12: The received phase constellation after 1000 km
transmission of an 8PSK auxiliary spectrum modulated
signal at signal power a) P =−6 dBm, and b) P =−17 dBm.
in [42]. The resulting Q2-factor dependence versus signal
power is shown in Fig. 11. The signal power is altered
by increasing the imaginary part of the main spectrum,
and in this particular configuration a =ℑλ. In Fig. 11, the
performance of a noiseless transmission in a 1040 km fibre
is also presented. A sharp decline in the Q2-factor at high
powers due to numerical errors is evident from this figure.
This power-dependent numerical accuracy seems to be the
leading contributor to the performance degradation after
the optimum point in Fig. 11. The transmitted and received
MPSK constellations are also shown in Fig. 12 for two
different signal powers. In Fig. 12 (a) plotted at the point
of optimum signal power, an error-free communication is
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Fig. 13: The Q2-factor versus transmission distance at op-
timum signal power P =−17 dBm.
provided up to the accuracy of our simulations. We note
that the achievable Q-factor degrades with the propagation
distance, see Fig. 13.
The average signal bandwidth is 9.8 GHz and the deliv-
ered data rate is 23.7 Gb/s up to 1040 km transmission,
which shows a considerable improvement compared to
our earlier work [21]. Here we also note that the highest
data rate for the soliton-based QAM transmission system
reported was ∼ 24 Gb/s at 1000 km [37], so our proof-
of-concept system here has already reached that value,
which actually reveals the potential of the PNFT-based
approaches. However, it has to be noted that the state-
of-the-art NFT-based communication systems employing
two polarisations and the so-called b-modulation concept,
currently demonstrate much better efficiency numbers [43].
As we can observe in Fig. 12, there is a deterministic ro-
tation in the phase domain even after the back-propagation
stage performed by using Eq. (17). This phase rotation
makes the received phases distribution asymmetric and can
be remedied by means of a simple blind or, as we have
implemented in this work, a pilot-aided equaliser which
improves the performance up to 1.5 dBm. The length of the
preamble is inconsiderable compared to the signal length.
In the end, we note that the spectral efficiency of the
proposed system is still relatively small compared to other
state-of-the-art optical communication systems, basically
due to the large time-bandwidth product value per baud in
our RHP-generated time-domain signals. This issue leaves
the space for the further improvements of the concept and
study of the other main NS structures that would yield
better efficiency values.
VI. DISCUSSION AND CONCLUSION
In this work, for the first time, a complete inverse
transformation method in the PNFT transmission system,
based on the RHP solution, is used at the transmitter
to generate the time domain signals starting from the
specifically chosen NS containing our data. We developed
a systematic way of modulating the parameters (basically,
the phases) for periodic finite-band solutions to the NLSE,
addressed the issue of exact periodicity for the carrier
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wave-forms, and presented the approach for controlling the
signal characteristics. We performed the analysis for the
23.7 Gb/s communication PNFT-based system addressing
the transmission distances for up to 1000 km, proving the
viability of the proposed concept. The favourable features
of the PNFT and our RHP-based processing method, such
as the ability to control the signal parameters (first of all,
the duration), smaller processing window at the receiver,
and lower DSP complexity, in addition to the large num-
ber of degrees of freedom made available by modulating
the phases, lead to improved systems performance. The
system’s behaviour in terms of Q2-factor vs. discretisation
levels, distance and power, and BER numbers have been
analysed. We also point out several possible ways of how
to improve the performance of PNFT-based systems fur-
ther, mentioning, in particular, the more involved structure
of main spectrum, the use of 2pi range for the phase
modulation, the optimisation of sampling in both time
and nonlinear spectral domains, and the utilisation of,
e.g., pilots to get rid of deterministic offsets. Some other
advancements may also include, e.g., the incorporation of
improved Zakharov-Shabat solution methods at the receiver
[44, 45], or some improved methods for solving the RHP
numerically. Overall, based on the results obtained, we
can assert that the proposed approach, though being so
far in its rather nascent stage, allows us to gain a great
flexibility, rectifying some drawbacks of “conventional” NFT
systems and admitting further modification/improvements:
it already reveals relatively deserving performance metrics,
thus demonstrating its potential in achieving the high
efficiency in optical communication systems’ functioning.
Note added in proof. When this paper was under review,
we became aware of the other group’s work related to the
PNFT-based optical transmission [46, 47]. Even though the
other signal processing method based on algebro-geometric
approach, was used there, and the solutions/parameters
utilised for carrying the data were different, the viability
of the PNFT-based optical transmission was also demon-
strated in that work, including the experimental realisation
of the concept.
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APPENDIX A
RELATION BETWEEN RHPS (8) AND (6)
The solution Φˆ(t , z,λ) of the RHP (8), (9), where one sets
C f0 =C
g
0 = 0, can be related to the solution Ψ(t , z,λ) of the
RHP (5), (6) as follows [28]:
Φˆ(t , z,λ)=exp
(
i
[
f0t +g0z
]
σ3
)
Ψ(t , z,λ)
×exp
(
− i [( f (λ)−λ)t + (g (λ)−2λ2z]σ3) , (18)
where the functions f (λ) and g (λ) as well as f0 and g0 are
determined by
f (λ)= w(λ)
2pii
N∑
j=1
∫
Γ j
C fj dξ
w+(ξ)(ξ−λ) =λ+ f0+O(λ
−1), (19)
g (λ)= w(λ)
2pii
N∑
j=1
∫
Γ j
C gj dξ
w+(ξ)(ξ−λ) = 2λ
2+ g0+O(λ−1), (20)
as λ→∞. In turn, C fj and C
g
j , j = 1, . . . ,N , are determined
as the unique solutions of systems of linear algebraic
equations. Namely, if N ≥ 3, then C f := [C f1 , . . . ,C
f
N
]T and
Cg := [C g1 , . . . ,C
g
N
]T are the solutions of, respectively:
K1C
f =
[
0, · · · , 0︸ ︷︷ ︸
N −1
,−2pii
]T
, (21)
K1C
g =−4pii
[
0, · · · , 0︸ ︷︷ ︸
N −2
, 2,
N∑
j=0
(λ j +λ∗j )
]T
, (22)
where the N ×N matrix K1 is expressed through K (14)
with its first column and last row being taken out (for
smaller N , the r.h.s. in (21) and (22) are to be slightly
modified [28]).
APPENDIX B
A PROCEDURE TO FIND A MAIN SPECTRUM RESULTING IN A
PERIODIC FINITE-GAP SOLUTION
A. An iterative approach starting from a signal with in-
finitesimal power
Let Λ be a grid of equidistant points in the real direction
having the same imaginary parts, see Fig. 2:
Λ= (−λN /2, · · · ,−λ1, λ0 = 0, λ1 =∆λ, · · · , λN /2) . (23)
This configuration is completely described by three param-
eters: ∆ℜλ, N and ℑλ ≡ a. Let the main spectrum be Λ;
then the contour integrals in Eqs. (21) become∫
Γ j
ξk dξ
w(ξ)
= i
a∫
−a
(ℜλ j + i t )k d t
w(ℜλ j + i t )
, (24)
where
w j (λ)=
N /2∏
i=−N /2
i 6= j
√
(λ−λi )(λ−λ∗i ). (25)
We have ∫
Γ j
ξk dξ
w(ξ)
=
a∫
−a
(ℜλ j + i t )k d t
w j (ℜλ j + i t )
√
ℑλ2j − t 2
(26)
= 2
pi/2∫
0
(ℜλ j + i a sin x)k d x
w j (ℜλ j + i a sin x)
−−−→
a→0 pi
λkj
w j (λ j )
. (27)
Eventually, we arrive at the values for the “frequencies” and
“wave numbers” associated with an infinitesimal a:
C f =−2(−λN /2, · · · ,−λ1,λ0 = 0,λ1 =∆λ, · · · ,λN /2) , (28)
C gj =−
(C fj )
2
2
. (29)
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The last relation is nothing but the conventional square
dispersion law for the NLSE. From Eq. (28) one can easily
find a set of eigenvalues offering a commensurable vector
C f with the desired signal period (considering C f1 ) and
signal bandwidth (considering C f
N
). For the time duration
(period) of the signal, T , we have T = 2pi
min |C f | , while the
bandwidth is given by BW = 2piN ∆ℜλ.
For a finite, nonzero signal power, that corresponds to a
finite, nonzero value of a, the main spectrum points have
to be (numerically) readjusted: using Λ as the initial point,
an optimisation problem is to be solved, where the main
spectrum which renders the vector of C fj s closest to the
desired values is to be reached.
B. Using a multi-carrier signal as a “billet” to find the signal
with an appropriate main spectrum
As mentioned at the end of Sec. IV-B, it is the elements
of C f from Eq. (9) [assuming the carrier frequency f0 = 0]
that determine the periodicity of the signal, while signal’s
characteristics depend on the main spectrum structure.
Moreover, in Sec. V-A we explained that the signal power
is also predominantly determined by the main spectrum.
In view of that, the main spectrum of an arbitrary periodic
signal with the desired period and power can be used in
constructing another periodic finite-gap signal: for doing
this we take the main NS of the first and add up the mod-
ulated phases. Then we numerically construct the solution
of the properly-defined respective RHP to recover the space-
time profile for the signal containing our modulated data.
To illustrate the procedure depicted above, let us start
with the multi-carrier signal s0(t ):
s0(t )= A
K∑
k=1
ck cosωk t , (30)
where K is the number of carriers, A is the power control
parameter, and ωk are the “linear” frequencies. Further-
more, let all ck = const. By choosing ωk = k∆ω, we can
set the signal duration (period) to Tu by fixing ∆ω = 2piTu .
The signal bandwidth, on the other hand, is given by
BW = K ∆ωpi , the value controllable by means of the free
parameter K . The signal power than can be freely adjusted
by altering A. So we construct the variant of the signal
in Eq. (30) and numerically calculate its main spectrum.
This main spectrum appended with modulated phases for
each main spectrum point, is then used in the RHP solver
to construct a periodic signal, s1(t ), carrying our encoded
data. s1 has the same signal characteristics as those of
the “billet” one, s0. We emphasize, however, that s1(t ) and
s0(t ) are not necessarily the same or even close to each
other in their shape. In the way described above, the signal
period and power independent of the auxiliary spectrum
(see Sec. V-A), can be exactly predetermined. Moreover, at
low signal powers, the imaginary part of the main spectrum
of s1(t ) approximates the linear spectrum of s0(t ), see
Fig. 14. As power increases, this approximation becomes
less adequate, see Fig. 14. In Fig. 14, the linear spectrum of
the periodic signal, s0(t ), is depicted with a solid blue line
Fig. 14: Comparison of the linear Fourier spectrum of the
multi-carrier signal s0(t ) given by Eq. (30) and the main NS,
as signal power decreases from the top P =−4 dBm to the
bottom P =−16 dBm. We observe the clear convergence of
the main spectrum to the linear Fourier transform of the
multi-carrier signal. The x-axis represents the frequency for
the linear spectrum and a properly scaled ℜλ for the main
spectrum.
connecting its values at discrete points for different signal
powers while the imaginary part of the main spectrum of
s0(t ) is shown by the orange circles. This figure shows that
at low powers, the imaginary part of the main spectrum
resembles the amplitude of the linear spectrum of the
signal.
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