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Abstract
In this paper, the second of a series of two, we continue the study of higher index theory for expanders.
We prove that if a sequence of graphs has girth tending to infinity, then the maximal coarse Baum–Connes
assembly map is an isomorphism for the associated metric space X. As discussed in the first paper in this
series, this has applications to the Baum–Connes conjecture for ‘Gromov monster’ groups.
We also introduce a new property, ‘geometric property (T)’. For the metric space associated to a sequence
of graphs, this property is an obstruction to the maximal coarse assembly map being an isomorphism.
This enables us to distinguish between expanders with girth tending to infinity, and, for example, those
constructed from property (T) groups.
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1. Introduction
This paper is the second of a series of two in which we study higher index theory, in particular,
the coarse Baum–Connes conjecture, for spaces of graph with large girth. The reader can find
a complete introduction and definitions and conventions in the first paper in this series [17],
particularly Sections 1, 2, 3, and 4.
The main purpose of this second paper is to prove the following theorem.
Theorem 1.1. Assume that X =∐Gn is a space of graphs with large girth and bounded geom-
etry. Then the maximal coarse assembly map
μ : lim
R→∞K∗
(
PR(X)
)→ K∗(C∗max(X))
is an isomorphism.
This implies that the maximal coarse Baum–Connes assembly map is an isomorphism for a
certain class of expanders; note that we do not need to assume that this sequence of graphs arises
as a sequence of quotients of a property (τ ) group. It also has corollaries for the Baum–Connes
assembly map with coefficients for Gromov monster groups: see Section 8 in the first paper in
this series [17].
The remaining part of the paper is taken up with the introduction of a new property, which we
call geometric property (T). Just as property (T) is an obstruction to the maximal Baum–Connes
assembly map being an isomorphism1, geometric property (T) for a space of graphs is an ob-
struction to the maximal coarse assembly map being an isomorphism. For a space of graphs,
the property ‘geometric property (T)’ is strictly stronger than the property ‘being an expander’.
Moreover, a Margulis-type expander (i.e. an expander built as a sequence of quotients of a dis-
crete group Γ ) has geometric property (T) if and only if the original group Γ has property (T).
This new property suggests some interesting questions – see Section 7 below.
1.1. Outline of the piece
Section 2 lists some of the notation from the first paper in this series [17].
Section 3 outlines the proof of Theorem 1.1 and describes the main ingredient: a version of the
maximal Baum–Connes conjecture with uniform propagation control over an infinite sequence of
free groups; its proof is based on that of the Baum–Connes conjecture for a-T-menable groups,
due to Higson and Kasparov [10], and that of the second author of the coarse Baum–Connes
conjecture for metric spaces that coarsely embed in Hilbert space [19]. Section 4 replaces the
1 In the case of torsion free groups, this follows from the index theorem for covering spaces: see for example [8, p. 4].
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control that we need somewhat easier to manage. Section 5 introduces twisted versions of the
(equivariant) localization algebras and Roe algebras, and proves a version of our main statement
for these twisted algebras. Section 6 completes the proof by using the Dirac-dual-Dirac method
in infinite dimensions of Higson, Kasparov and Trout [11] and Higson and Kasparov [10] to
reduce the main statement to the twisted case.
Section 7 (which is rather less technical than the rest of the paper) introduces geometric prop-
erty (T). Spaces of graphs with this property generalize the class of Margulis-type expanders
built from property (T) groups. As the maximal coarse Baum–Connes conjecture always fails for
such expanders, our results imply that they form a completely distinct class from those expanders
with large girth. We also include some open problems for this class of expanders, which seem to
merit further study.
2. Notation
For the reader’s convenience, in this section we record the notation from [17] that we will
need, and provide references to definitions.
• H0. A fixed infinite dimensional, separable, complex Hilbert space.
• K. A copy of the C∗-algebra of compact operators on H0.
• X =∐Gn. A space of graphs [17, Definition 1.1].
• prop(T ). The propagation of an operator [17, Definition 3.2].
• C[X], respectively C∗max(X). The algebraic Roe algebra, respectively maximal Roe algebra,
of a bounded geometry metric space X [17, Definition 3.2].
• C[X]Γ , respectively C∗max(X)Γ . The equivariant algebraic Roe algebra, respectively maxi-
mal equivariant Roe algebra, of a bounded geometry metric space X equipped with a free
and proper isometric action of a discrete group Γ [17, Definition 3.6].
• PR(X). The Rips complex of a uniformly discrete metric space X at scale R [17, Defini-
tion 4.3].
• μ : limR→∞ K∗(PR(X)) → K∗(C∗max(X)). The maximal coarse assembly map associated to
a bounded geometry uniformly discrete metric space X [17, Section 4].
• μΓ : limR→∞ KΓ∗ (PR(X)) → K∗(C∗max(X)Γ ). The maximal Baum–Connes assembly map
associated to a bounded geometry uniformly discrete metric space X [17, Section 4].
•  ∈ C[X]. The Laplacian on a space of graphs X [17, Examples 5.3(i)].
3. Strategy for the proof
In this section we outline our strategy for proving Theorem 1.1 above. The essential idea is to
reduce to a version of the Baum–Connes conjecture for the sequence of universal covers (G˜n)n∈N
of the sequence (Gn) of finite graphs acted on by the sequence of covering groups (Γn)n∈N. Some
of the ideas in this section are based on the work of Oyono-Oyono and the second author [15].
Remark 3.1. The methods used to prove Theorem 1.1 above could prove a somewhat more
general result. Indeed, let Y =∐n∈N Yn be a disjoint union of finite metric spaces, metrized in a
similar way to a space of graphs. The essential ingredient is an asymptotically faithful sequence
of covers (Y˜n)n∈N of the Yn such that the covers are of uniformly bounded geometry, and admit
equivariant (for the group of deck transformations) coarse embeddings into Hilbert space with
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Yn could be a closed manifold of sectional curvature −1, such that the dimension of Y =∐Yn
is finite and so that the covering maps from Y˜n → Yn from hyperbolic space are asymptotically
faithful. As Theorem 1.1 seems to cover the most interesting case, however, and to prevent the
notation getting out of control, we focus only on spaces as in the statement of Theorem 1.1.
Throughout the rest of this section we fix a space of graphs X =∐Gn as in the statement of
Theorem 1.1, and let G˜n denote the universal cover of Gn and Γn the associated covering group
with respect to some fixed choice of basepoint.
The following definition is a maximal version of [7, Definition 4.3].
Definition 3.2. The algebraic uniform product of the algebras C[G˜n]Γn is the ∗-subalgebra of∏
n C[G˜n]Γn consisting of sequences T = (T (0), T (1), . . .) such that
(i) supn supx,y∈G˜n{‖T (n)x,y ‖K} is finite;
(ii) supn prop(T (n)) is finite.
Denote this ∗-algebra by ∏U C[G˜n]Γn . The maximal uniform product of the algebras
C∗max(G˜n)Γn , denoted
U,max∏
n
C∗(G˜n)Γn,
is the completion of
∏U
C[G˜n]Γn for the norm
‖T‖max = sup
n
{∥∥π(T)∥∥B(H) ∣∣∣ π : U∏C[G˜n]Γn → B(H) a ∗-representation}
(it is not too hard to use the fact that the spaces G˜n have uniform bounded geometry to show that
this norm is finite – the idea is the same as [4, Lemma 3.4]).
Note that the maximal norm on
∏U
C[G˜n]Γn as defined above does not seem to be the same
as the norm ‖(T (0), T (1), . . .)‖ := supn ‖T (n)‖max; the notation ‘
∏U,max
C∗(G˜n)Γn ’ rather than
‘
∏U
C∗max(G˜n)Γn ’ is used for this reason.
Note that there is a uniform assembly map
μU : lim
R→∞
∏
n
KΓn∗
(
PR(G˜n)
)→ K∗(U,max∏
n
C∗(G˜n)Γn
)
, (1)
defined using the fact that in the individual (maximal) assembly maps
μΓn : lim
R→∞K
Γn∗
(
PR(X)
)→ K∗(C∗(max)(G˜n)Γn)
one may arrange for the propagation of any μΓn(x) to be as small as one wants (of course, all of
this makes sense in more generality than our current situation). The main ingredient in the proof
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ingredients used to prove Theorems 6.1 and 7.1 from the first part of this series [17].
Theorem 3.3. The uniform assembly map as in line (1) above is an isomorphism.
The proof of this theorem is based on the Dirac-dual-Dirac method in infinite dimensions of
Higson, Kasparov and Trout [11] and Higson and Kasparov [10], and its adaptation to a coarse
geometric setting by the second author [19].
There are several necessary preliminaries; before we embark on this, however, we show how
Theorem 3.3 implies Theorem 1.1. The following lemma is the only point in the proof of Theo-
rem 1.1 that necessitates the use of the maximal Roe algebra. It is similar to [15, Corollary 2.11].
Lemma 3.4. There is a natural short exact sequence
0 → K(l2(X,H0))→ C∗max(X) → ∏U,max C∗(G˜n)Γn⊕
C∗max(G˜n)Γn
→ 0
such that the inclusion K(l2(X,H0)) → C∗max(X) induces an injection on K-theory.
Proof. Note first that the C∗-algebra
⊕
C∗max(G˜n)Γn is an ideal in
∏U,max
C∗(G˜n)Γn , whence
the right-hand side of the short exact sequence makes sense.
By abuse of notation, there is a ∗-homomorphism
φ : C∗max(X) →
∏U,max
C∗(G˜n)Γn⊕
C∗max(G˜n)Γn
defined in just the same way as the ∗-homomorphism φ in [17, Corollary 3.9]; moreover,
K(l2(X,H0)) (which identifies naturally with an ideal in C∗max(X)) is clearly in the kernel of
this map, whence φ descends to a ∗-homomorphism
φ : C
∗
max(X)
K(l2(X,H0)) →
∏U,max
C∗(G˜n)Γn⊕
C∗max(G˜n)Γn
.
It thus suffices for the first part to define an inverse to this map φ.
Say then that T = (T (0), T (1), . . .) is an element of ∏U C[G˜n]Γn such that prop(T (n))  R
for all n. Let N be large enough so that for all n  NR , the covering map πn : G˜n → Gn is a
2R-metric cover. Call a pair (x, y) ∈ X ×X (n,R)-good if nNR , x, y ∈ Gn and if there exist
x˜, y˜ ∈ G˜n such that πn(x˜) = x,πn(y˜) = y and d(x˜, y˜) R. Define an element ψ(T) ∈ C[X] by
the matrix coefficient formula
ψ(T)x,y :=
{
T
(n)
x˜,y˜
, (x, y) is (n,R)-good,
0, otherwise
(Γn-equivariance of each T (n) and the 2R-metric cover property implies that ψ(T)x,y does not
depend on the choice of x˜, y˜). Define a map
R. Willett, G. Yu / Advances in Mathematics 229 (2012) 1762–1803 1767ψ :
∏U
C[G˜n]Γn⊕
C[G˜n]Γn
→ C[X]K(l2(X,H0))∩ C[X]
using the formula above on operators of propagation at most R for each R > 0; it is not hard to
check that this is a ∗-homomorphism. Using the universal property of the norm on the left-hand
side, ψ extends to a ∗-homomorphism
ψ :
∏U,max
C∗(G˜n)Γn⊕
C∗max(G˜n)Γn
→ C
∗
max(X)
K(l2(X,H0)) ,
and it is not hard to check that it defines an inverse to φ on the algebraic level, whence also an
inverse to φ on the C∗-algebraic closure.
The K-theoretic statement follows from [15, Proposition 2.10]. 
Proof of Theorem 1.1, assuming Theorem 3.3. Consider the diagram below, a close analogue
of the diagram from [17, line (8)] (see also [17, proof of Lemma 6.5] – these in turn are based on
[7, p. 11] and [4, Section 5])
0 0
K∗(PR(XNR))⊕
⊕
nNR K∗(PR(Gn)) K∗(K)
K∗(PR(X)) K∗(C∗max(X))
φ∗∏
K
Γn∗ (PR(G˜n))⊕
K
Γn∗ (PR(G˜n))
K∗(
∏U,max C∗(G˜n)Γn⊕
C∗max(G˜n)Γn
)
0 0.
The diagram commutes, and both the left- and right-hand sides are short exact sequences, the
latter using Lemma 3.4. The bottom horizontal arrow is an isomorphism as R → ∞ by Theo-
rem 3.3, the fact that the short exact sequence
0 →
⊕
C∗max(G˜n)Γn →
U,max∏
C∗(G˜n)Γn →
∏U,max
C∗(G˜n)Γn⊕
C∗max(G˜n)Γn
→ 0
gives rise to a degenerate six-term exact sequence on the level of K-theory, and the fact that the
assembly maps
μΓn : lim KΓn∗
(
PR(G˜n)
)→ K∗(C∗max(G˜n)Γn)
R→∞
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isomorphisms. Finally, the top horizontal arrow is an isomorphism as R → ∞, as the left-hand
side degenerates to being the K-homology of a single compact space. The central arrow is thus
an isomorphism by the five lemma, and we are done. 
The next three sections are devoted to the proof of Theorem 3.3.
4. Reformulation in terms of localization algebras
The aim of this subsection is to define a localization algebra, an equivariant version of the
machinery developed by the second author in [18], and relate it to Theorem 3.3 above.
Definition 4.1. We denote by
∏U,L
C[PR(G˜n)]Γn the ∗-algebra of all bounded and uniformly
continuous (for the norm ‖ · ‖max) maps f from [0,∞) into ∏U C[PR(G˜n)]Γn such that
prop
(
f(t)
)→ 0 as t → ∞,
where of course if we write f(t) = (f (0)(t), f (1)(t), . . .), then
prop
(
f(t)
) := sup
n
prop
(
f (n)(t)
)
.
The localization algebra, denoted
∏U,L,max
C∗(PR(G˜n))Γn , is the completion of
U,L∏
C
[
PR(G˜n)
]Γn
for the norm ‖f‖max := supt∈[0,∞) ‖f(t)‖max.
Note that the localization algebra depends on both the local and large-scale structure of the
spaces PR(G˜n); cf. [17, Remark 3.3].
Now, there is an assembly map
μL : lim
R→∞
∏
K∗
(
PR(G˜n)
)→ lim
R→∞K∗
(U,L,max∏
C∗
(
PR(G˜n)
)Γn); (2)
defined by taking an operator F =∏F (n) representing a cycle on the left-hand side, building a
sequence of operators (Fm)m∈N from it with propagation tending to zero, interpolating between
them, and then taking a K-theoretic index (as in [17, Definition 4.2]) of the resulting opera-
tor.
The proof of the following proposition uses Lipschitz homotopy invariance and a Mayer–
Vietoris argument; as it is essentially the same as the argument in the non-equivariant case
from [18], the proof is omitted.
Proposition 4.2. The local assembly map as in line (2) above is an isomorphism.
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C∗(PR(G˜n))Γn is equipped with an ‘evaluation-at-zero’ ∗-homomorphism
e :
U,L,max∏
C∗
(
PR(G˜n)
)Γn → U,max∏ C∗(PR(G˜n))Γn (3)
defined in the obvious way. Moreover, these evaluation maps pass to the direct limit as R tends
to infinity, and fit into a diagram
limR→∞
∏
K
Γn∗ (PR(G˜n))
μU
μL
limR→∞ K∗(
∏U,L,max
C∗(PR(G˜n))Γn)
e∗
K∗(
∏U,max
C∗(G˜n)Γn)
∼=
limR→∞ K∗(
∏U,max
C∗(PR(G˜n))Γn),
here we have used the existence of non-canonical isomorphisms
U,max∏
C∗
(
PR(G˜n)
)Γn ∼= U,max∏ C∗(G˜n)Γn
which induce canonical isomorphisms on K-theory – the idea here is the same as that behind [17,
Lemma 3.7] – to produce the isomorphism in the bottom row; this diagram clearly commutes by
definition of all the maps involved. The following corollary, which we state as a theorem, is thus
immediate.
Theorem 4.3. The evaluation at zero map
e : lim
R→∞
U,L,max∏
C∗
(
PR(G˜n)
)Γn → lim
R→∞
U,max∏
C∗
(
PR(G˜n)
)Γn
as in line (3) induces an isomorphism on K-theory if and only if the uniform assembly map
μU : lim
R→∞
∏
n
KΓn∗
(
PR(G˜n)
)→ K∗(U,max∏
n
C∗(G˜n)Γn
)
from line (1) above is an isomorphism.
In the next two sections, we will prove that the evaluation-at-zero map e∗ is an isomorphism.
5. Isomorphism for twisted algebras
In this subsection, we define twisted versions of the uniform products from the previous sec-
tion
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
as well as twisted versions of the localization algebras
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C∗
(
PR(G˜n);A(Vn)
)Γn;
just as in the previous section, there is then a twisted version of the evaluation-at-zero map
e :
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn → U,max∏ C∗(PR(G˜n);A(Vn))Γn. (4)
Here each Vn is a real Hilbert space equipped with a proper isometric Γn action and an equivariant
coarse embedding fn : G˜n → Vn (cf. [17, Definition 3.4]); Vn is built directly from the tree G˜n
using a well-known construction of Julg and Valette [13]. A(Vn) is then the C∗-algebra of a
Hilbert space, defined by Higson, Kasparov and Trout [11], and should be thought of as providing
‘proper coefficients’ for the Roe algebras and localization algebras.
The C∗-algebras A(Vn) and twisted Roe algebras built from them are naturally graded. It will
be convenient in this section and the next for K∗(A) to denote the graded K-theory groups of a
graded C∗-algebra A; of course, if A has the trivial grading, then its graded K-theory is the same
as its usual K-theory.
The following theorem is an analogue of the fact that the Baum–Connes conjecture with
proper coefficients always holds (see [6, Chapter 13] and [3] for the latter).
Theorem 5.1. The map induced on K-theory by the direct limit as R → ∞ of the twisted
evaluation-at-zero maps from line (4) above,
e∗ : lim
R→∞K∗
(U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn)→ lim
R→∞K∗
(U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn),
is an isomorphism.
The proof uses a Mayer–Vietoris argument similar to that used by the second author in [19,
Section 6], but made equivariant and kept uniform over all n.
We now begin with the preliminaries. We start in a fairly general setting, partly as the objects
are of interest in their right, and partly to keep the notation under control. The following definition
introduces the C∗-algebra of a Hilbert space.
Definition 5.2. Let V be a real (countably infinite dimensional) Hilbert space. Denote by Va,Vb
etc. the finite dimensional affine subspaces of V . Let V 0a be the linear subspace of V consisting
of differences of elements of Va . Let CliffC(V 0a ) be the complexified Clifford algebra of V 0a
and C(Va) the graded C∗-algebra of continuous functions vanishing at infinity from Va into
CliffC(V 0a ). Let S be the C∗-algebra C0(R), graded by taking the even and odd parts to consist
of even and odd functions respectively, and define A(Va) := S ⊗ˆC(Va) (throughout, ‘⊗ˆ’ denotes
the graded spatial tensor product of graded C∗-algebras, or the completed graded tensor product
of graded Hilbert spaces as appropriate).
If Va ⊆ Vb , denote by V 0ba the orthogonal complement of V 0a in V 0b . One then has a decompo-
sition Vb = V 0ba +Va and corresponding (unique) decomposition of any vb ∈ Vb as vb = vba +va .
Any function h ∈ C(Va) can thus be extended to a multiplier h˜ of C(Vb) by the formula
h˜(vba + va) = h(va) ∈ CliffC
(
V 0a
)⊆ CliffC(V 0).b
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where vba is considered as an element of CliffC(V 0ba) via the inclusion V
0
ba ⊆ CliffC(V 0b ). Let
X be the unbounded multiplier of S given by the function t → t . Define a ∗-homomorphism
βba : A(Va) → A(Vb) via the formula
βba(g ⊗ˆ h) = g(X ⊗ˆ 1 + 1 ⊗ˆCba)(1 ⊗ˆ h˜),
where g ∈ S , h ∈ C(Va) and the term on the right involving g is defined using the functional
calculus for unbounded multipliers.
These maps make the collection (A(Va)) as Va ranges over finite dimensional affine subspaces
of V into a directed system. Define the C∗-algebra of V to be
A(V) = lim−→ A(Va).
Now, for any finite dimensional Va ⊆ V , C0(Va × R+) is included in A(Va) as its center. It
follows that the center Z(A(V)) is C0(V × R+), where V × R+ is equipped with the weakest
topology such that the projection to V is weakly continuous, and so that the functions
(w, t) → t2 + ‖v −w‖2
as v ranges over V are continuous. This makes V × R+ into a locally compact Hausdorff space
in which the ‘balls’
Br(v) :=
{
(w, t) ∈ V × R+
∣∣ t2 + ‖v −w‖2 < r} (5)
are open and the ‘closed balls’
Br(v) :=
{
(w, t) ∈ V × R+
∣∣ t2 + ‖v −w‖2  r}
are compact; both of these statements follow from the fact that the function (w, t) →
e−(t2+‖v−w‖2) is a C0-function on V × R+ for the topology above – indeed it is the image of
the function e−t2 ∈ S ∼= A({v}) under the ∗-homomorphism A({v}) → A(V) defined by the
construction of the latter algebra as a direct limit. For the remainder of this section and the next
V × R+ is always considered with this topology.
Definition 5.3. The support of an element a ∈ A(V) is the complement of all points (v, t) ∈
V × R+ such that there exists g ∈ C0(V × R+) with g(v, t) = 0 and g · a = 0.
If O is an open subset of V ×R+, define A(O) to be the closure in A(V) of the ∗-subalgebra
of A(V) consisting of all elements with support in O . A(O) is then a closed ideal in A(V).
Now, assume that V is a real Hilbert space equipped with an affine isometric action of a count-
able discrete group Γ . This action gives rise to an action of Γ on A(V) by ∗-automorphisms, and
a compatible action on C0(V ×R+) by homeomorphisms (of course this latter is just given by the
formula g · (v, t) = (g · v, t), with the obvious notation). Let Y be a uniformly discrete bounded
geometry metric space equipped with an isometric action of Γ and an equivariant coarse embed-
ding f : Y → V . For each R > 0, f may be extended to a continuous map f : PR(Y ) → V by
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sonable sense (we will eventually only be interested in trees, which certainly have this property),
this extension f is still an equivariant coarse embedding.
Definition 5.4. Let x be a point in PR(Y ) for some R > 0. For each k ∈ N define
Wk(x) := f (x)+ span
{
f (y)− f (x) ∣∣ y ∈ PR(Y ) and dPR(Y )(x, y) k2},
a finite dimensional affine subspace of V (this uses that f is a coarse embedding, and bounded
geometry of Y ).
Denote by βk(x) : A(Wk(x)) → A(V) the ∗-homomorphism coming from the definition of
A(V ) as a directed system as in Definition 5.2 above, and write β(x) for
β0(x) : S ∼= A
(
W0(x)
)→ A(V).
The following definition gives the twisted Roe algebras that form the basis for the argument
in this section.
Definition 5.5. Let f,Y,Γ,V be as above. For each R > 0, choose a countable dense Γ -
equivariant subset of PR(Y ), say Z = ZR , just as we did when defining C[X]Γ in [17, Defi-
nition 3.6]. Assume moreover that ZR ⊆ ZR′ whenever R R′. Define C[PR(Y );A(V)]Γ to be
the collection of Z × Z indexed matrices (Tx,y) such that each Tx,y is an element of A(V) ⊗ˆ K
and such that:
1. for all (x, y) ∈ Z ×Z and all g ∈ Γn, Tgx,gy = g · Tx,y ;
2. for any bounded subset B ⊆ X, the set{
(x, y) ∈ (B ×B)∩ (Z ×Z) ∣∣ Tx,y = 0}
is finite;
3. there exists L> 0 so that for each x ∈ Z the cardinalities of the sets
{z ∈ Z | Tx,z = 0} and {z ∈ Z | Tz,x = 0}
are both at most L;
4. there exists M  0 so that ‖Tx,y‖M for all x, y ∈ Z;
5. there exists r1 > 0 so that Tx,y = 0 whenever d(x, y) > r1;
6. there exists r2 > 0 so that for all x, y ∈ Z ×Z, supp(Tx,y) ⊆ Br2(f (x));
7. there exist k,K > 0 such that for each x, y ∈ Z there exists T ′x,y ∈ A(Wk(x)) ⊗ˆ K such that
Tx,y = (βk(x) ⊗ˆ 1)(T ′x,y) and moreover so that T ′x,y is a finite linear combination of at most
K elementary tensors from
A(Wk(x)) ⊗ˆ K ∼= S ⊗ˆC0(Wk(x),CliffC(Wk(x)0)) ⊗ˆ K;
8. there exists c > 0 such that if T ′x,y is as above, and w ∈ Wk(x)×R+ is of norm one then the
derivative of T ′(x, y) in the direction of w, ∇wT ′x,y , exists in A(Wk(x)) ⊗ˆ K and is of norm
at most c.
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operations on A(V) ⊗ˆ K.
Definition 5.6. The support of an element T ∈ C[PR(Y );A(V)]Γ is the set
supp(T ) := {(x, y, v, t) ∈ Z ×Z × V × R+ ∣∣ (v, t) ∈ supp(Tx,y)}.
If O is a Γ -invariant open subset of V × R+, C[PR(Y );A(V)]ΓO is defined to be the ∗-ideal of
C[PR(Y );A(V)]Γ consisting of elements with support in Z ×Z ×O .
We now specialize back to the situation of interest: a sequence of trees (G˜n)n∈N equipped with
free, proper, isometric and cocompact actions of (necessarily free) groups Γn. The following
construction, due to Julg and Valette [13], is fundamental; it could equivalently be performed
using negative type functions, but we prefer this more direct approach.
Let T be the vertex set of a tree, and E its oriented edge set. For an edge e ∈ E, denote by −e
the same edge, but with the opposite orientation. Define Ω(T ) to be the quotient of the real
Hilbert space of square summable functions on E by the closed subspace spanned by elements
of the form δe + δ−e (one thinks of Ω(T ) as l2-sections of the ‘tangent bundle’ of T ). Thus in
Ω(T ), δ−e = −δe. Fix a basepoint b ∈ T , and for any x ∈ T , let geod(x) ⊆ E be the collection
of edges on the (unique) edge geodesic from b to x (oriented to point from b to x). Define now
a map f : T → Ω(T ) by
f : x →
∑
e∈geod(x)
δe,
and note the equality ∥∥f (x)− f (y)∥∥2
Ω(T )
= dT (x, y)
for all x, y ∈ T (a corollary of the fact that the triangle (b, x, y) in the tree T looks like a tripod);
in particular, f is a coarse embedding. Moreover, if a group Γ acts properly on T by isometries,
then the formula
αg : δe → δg·e + f (g · b)
defines a proper affine isometric action on Ω(T ), for which the embedding f : T → Ω(T ) is
equivariant (this again used the ‘tripod’ quality of triangles in a tree).
Applying this to the trees G˜n and groups Γn gives a sequence of real Hilbert spaces
Vn equipped with proper affine isometric actions of Γn and equivariant coarse embeddings
fn : G˜n → Vn such that ∥∥fn(x)− fn(y)∥∥2Vn = dG˜n(x, y) (6)
and so that the affine subspace generated by fn(G˜n) is dense in Vn (and actually a linear sub-
space, as fn(b) = 0). For any R > 0, we extend fn to PR(G˜n) by stipulating that fn preserve
convex combinations; the resulting maps fn : PR(G˜n) → Vn remain equivariant, and while they
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respect to uniform constants across the entire sequence (G˜n)n∈N (this uses bounded geometry of
the original sequence (Gn)).
Definition 5.7. Define
∏U
C[PR(G˜n);A(Vn)]Γn to be the set of sequences T = (T (0), T (1), . . .)
such that each T (n) is an element of C[PR(G˜n);A(Vn)]Γn and so that conditions 3–7 in Defini-
tion 5.5 are satisfied by each T (n) with respect to the same constants. This set is given a ∗-algebra
structure using pointwise operations.
The twisted maximal Roe algebra, denoted
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn,
is defined to be the completion of
∏U
C[PR(G˜n);A(Vn)]Γn for the norm
‖T‖max = sup
{∥∥π(T )∥∥B(H) ∣∣∣ π : U∏C[PR(G˜n);A(Vn)]Γn → B(H) a ∗-representation}
in the usual way; it is not hard to use uniform bounded geometry of the trees G˜n to check that
the norm is finite.
Let moreover
∏U,L
C[PR(G˜n);A(Vn)]Γn denote the ∗-algebra of all bounded, uniformly
continuous (for the norm ‖ · ‖max defined above) maps
f : [0,∞) →
U∏
C
[
PR(G˜n);A(Vn)
]Γn
such that there are uniform constants with respect to which the sequences of operators f(t) satisfy
conditions 3–7 in Definition 5.5 for all t , and so that if
f(t) = (f (0)(t), f (1)(t), . . .) ∈ U∏C[PR(G˜n);A(Vn)]Γn
then supn prop(f (n)(t)) → 0 as t → ∞. Define
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
to be the completion of
∏U,L
C[PR(G˜n);A(Vn)]Γn for the norm ‖f‖max := supt ‖f(t)‖max.
The proof of Theorem 5.1 proceeds by a Mayer–Vietoris argument, which is used to reduce the
problem to a study of particularly simple pieces. The following definition restricts the algebras
from Definition 5.7 down to a subset.
Definition 5.8. Let O = (On)n∈N be a sequence of sets such that each On is a Γ -invariant open
sets of Vn × R+. We define
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C
[
PR(G˜n);A(Vn)
]Γn
O
to be the collection of sequences (T (0), T (1), . . .) in
∏U
C[PR(G˜n);A(Vn)]Γn such that each
T (n) is in C[PR(G˜n);A(Vn)]ΓnOn as in Definition 5.3. The C∗-algebra
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
O
is then defined to be the closure of
∏U
C[PR(G˜n);A(Vn)]ΓnO in
∏U,max
C∗(PR(G˜n);A(Vn))Γn .
Similarly,
U,L∏
C
[
PR(G˜n);A(Vn)
]Γn
O
is defined to be the collection of f ∈∏U,L C[PR(G˜n);A(Vn)]Γn such that f (n)(t) ∈ C[PR(G˜n);
A(Vn)]ΓnOn for all t, n, and
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
O
is its closure in
∏U,L,max
C∗(PR(G˜n);A(Vn))Γn .
The pieces we actually use are as in the following definition.
Definition 5.9. Fix R > 0. Let r > 0 and k ∈ N. An open subset On ⊆ Vn × R+ is called (r, k)-
basic if there exists j ∈ N such that On can be written as a disjoint union of orbits
On =
j∐
i=1
Γn ·Un,i
where for each i there exists xn,i ∈ PR(G˜n) such that Un,i ⊆ Br(fn(xn,i)), and so that Un,i is the
pullback to Vn × R+ of an open ball in Wk(xn,i)× R+ under the natural map
Vn × R+ → Wk(xn,i)× R+
coming from the definition of Vn × R+ as a projective limit (in particular, Un,i is open).
A collection O = (On)n∈N, where each On is an open subset of Vn × R+ is called basic if
there exist r, k such that each On is (r, k)-basic.
Lemma 5.10. Let O be a basic collection. Then the restricted evaluation-at-zero map
e∗ : lim
R→∞K∗
(U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
O
)
→ lim
R→∞K∗
(U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
O
)
is an isomorphism.
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we will give a complete proof. The proof is in any case in some respects simpler than [19,
Lemma 6.4], due to the fact that ‘equivariance forces uniformity’. The proof requires some pre-
liminaries.
Fix for the moment a basic collection O = (On), and write
On =
kn∐
i=1
Γn ·Un,i
where each Un,i is an open set as in Definition 5.9 contained in some Br(f (xi,n)) ⊆ Vn × R+.
Fix for the moment R > 0 and let
Y = ({Yn,i}kni=1)n∈N (7)
be such that:
• each Yn,i is a closed subset of PR(G˜n);
• there exists s such that diameter(Yn,i) s for all n, i;
• xn,i is an element of Yn,i for each n, i.
Note that we do not assume that the collection of subsets Yn,1, . . . , Yn,kn of PR(G˜n) is disjoint.
For such a collection Y define A(Y) to be the ∗-algebra of sequences T = (T (0), T (1), . . .)
such that for each n
T (n) = (T (n,1), . . . , T (n,kn)) ∈ kn⊕
i=1
C∗(Yn,i) ⊗ˆ A(Un,i)
and so that conditions 3–7 from Definition 5.5 are satisfied by all of the operators T (n,i) uni-
formly. Note that conditions 4 and 5 are redundant, however, by uniform boundedness of the
sets Yn,i . Let A∗(Y ) be the completion of A(Y) for the norm
‖T‖ := sup
n,i
∥∥T (n,i)∥∥
C∗(Yn,i )⊗ˆA(On,i ).
Similarly, define AL(Y ) to be the ∗-algebra of bounded, uniformly continuous (with respect
to the norm above) maps f : [0,∞) → A(Y) such that if we write
f(t) = ((f (n,i)(t))k
i=1
)
n∈N
then
p(t) := sup
n,i
(
prop
(
f (n,i)(t)
))
exists and tends to zero as t tends to infinity. Define A∗ (Y ) to be the completion of AL(Y ) forL
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e : A∗L(Y ) → A∗(Y ). (8)
The next three definitions are essentially from [18].
Definition 5.11. Let Y = {Yn,i} and Y ′ = {Y ′n,i} be two collections of subsets as in line (7) above.
A collection of maps g = {gn,i : Yn,i → Y ′n,i} is said to be a Lipschitz map from Y to Y ′ if there
exists some c  0 such that each gn,i is c-Lipschitz. Composition of Lipschitz maps is defined
component-wise in the obvious way.
Definition 5.12. Let g = {gn,i : Yn,i → Y ′n,i} be a Lipschitz map from Y to Y ′ as in the previous
definition. Let Zn,i ⊆ Yn,i be the countable dense subset used to define C∗(Yn,i) and similarly for
Z′n,i ⊆ Y ′n,i . Note in particular that for each n, i, C∗(Yn,i) is represented on Hn,i := l2(Zn,i ,H0)
for some fixed separable infinite dimensional Hilbert space H0, and similarly for H′n,i .
Let now (m)m∈N be any sequence of positive real numbers that converges to zero. For each
n, i and positive integer m, there exists an isometry
Vn,i,m : Hn,i → H′n,i
such that if supp(Vn,i,m) is the complement of the set of all (y, y′) ∈ Yn,i × Y ′n,i such that there
exist h ∈ C(Yn,i) and h′ ∈ C(Y ′n,i) with h(y) = 0 = h′(y′) and hVn,i,mh′ = 0, then
supp(Vn,i,m) ⊆
{(
y, y′
) ∈ Yn,i × Y ′n,i ∣∣ d(g(y), y′)< m}.
This construction uses a standard partition of unity argument (see for example [12, Section 4,
Lemma 2]).
Define now
Vm =
⊕
n∈N
kn⊕
i=1
Vn,i,m :
⊕
n,i
Hn,i →
⊕
n,i
Hn,i .
For t ∈ [0,1], let
R(t) =
(
cos(π2 t) sin(
π
2 t)− sin(π2 t) cos(π2 t)
)
and define a t-parametrized family of isometries
Vg(t) :
(⊕
n,i
Hn,i
)
⊕
(⊕
n,i
Hn,i
)
→
(⊕
n,i
H′n,i
)
⊕
(⊕
n,i
H′n,i
)
via the formula
Vg(t) = R(t −m+ 1)
(
Vm 0
0 V
)
R(t −m+ 1)∗m+1
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for g.
Let now A∗L,0(Y ) be the kernel of the evaluation ∗-homomorphism e in line (8) above, and
A∗L,0(Y )+ its unitization. Define finally a ∗-homomorphism
Ad(Vg) : A∗L,0(Y )+ → M2
(
A∗L,0
(
Y ′
)+)
by the formula
Ad(Vg) : a + λI → Vg(t)
(
a(t) 0
0 0
)
Vg(t)
∗ + λI.
It is not hard to check that the map on K-theory induced by Ad(Vg) does not depend on any
of the choices involved in its construction (essentially the same argument as in [12, Section 4,
Lemma 3] applies). We denote it by
g∗ = Ad(Vg)∗ : K∗
(
A∗L,0(Y )
)→ K∗(A∗L,0(Y )).
Note that this association is ‘functorial’ in the sense that if g,g′ are two Lipschitz maps as above,
then
g∗ ◦ g′∗ = Ad(Vg)∗ ◦ Ad(Vg′)∗ = Ad(VgVg′)∗ = Ad(Vg◦g′)∗ =
(
g ◦ g′)∗.
Definition 5.13. Say that {g0n,i} are {g1n,i} are two Lipschitz maps from Y to Y ′. They are said to
be strongly Lipschitz homotopic if there exists a collection of maps {Fn,i : Yn,i × [0,1] → Y ′n,i}
such that
• Fn,i(·, j) = gjn,i for all n, i and j = 0,1;• there exists c > 0 such that each Fn,i is c-Lipschitz when restricted to slices of the form
Yn,i × {t} ⊆ Yn,i × [0,1];
• the collection of restrictions
{Fn,i |{x}×[0,1] | n ∈ N, i = 1, . . . , kn, x ∈ Yn,i}
is equicontinuous.
Two collections Y , Y ′ are said to be strong Lipschitz homotopy equivalent if there exist Lips-
chitz maps g : Y → Y ′ and g′ : Y ′ → Y such that the Lipschitz maps g′ ◦g and g ◦g′ are strongly
Lipschitz homotopic to the identity maps on Y and Y ′ respectively.
The next two lemmas are similar to [19, Lemmas 6.5 and 6.6].
Lemma 5.14. Let Y be as in line (7) above, and A∗L,0(Y ) be the kernel of the evaluation-at-zero
map as in line (8) above. If Y and Y ′ are strong Lipschitz homotopy equivalent, then the K-theory
groups K∗(A∗ (Y )) and K∗(A∗ (Y ′)) are isomorphic.L,0 L,0
R. Willett, G. Yu / Advances in Mathematics 229 (2012) 1762–1803 1779Proof. Using Definition 5.12, it certainly suffices to show that if g = {gn,i : Yn,i → Yn,i} is a
Lipschitz map that is strongly Lipschitz homotopic to the identity, then the map induced on K-
theory g∗ : K∗(A∗L,0(Y )) → K∗(A∗L,0(Y )) is the identity (functoriality and symmetry complete
the argument). Let then F = {Fn,i : Yn,i × [0,1] → Yn,i} be such that Fn,i(y,0) = gn,i(y) and
Fn,i(y,1) = y for all n, i and y ∈ Yn,i .
For any k, l ∈ N, define
sk,l =
{
k
l+1 , k  l + 1,
1, k > l + 1,
and note there exists a sequence (l)l∈N of positive numbers that tends to zero, and so that for all
n, i and all y ∈ Yn,i ,
dYn,i
(
Fn,i(sk+1,l , y),Fn,i(sk,l , y)
)
< l (9)
and
dYn,i
(
Fn,i(sk,l+1, y),Fn,i(sk,l , y)
)
< l. (10)
Let now Hn,i be the Hilbert space used to define C∗(Yn,i) in the usual way and for each k, l, n, i
let
Vn,i,k,l : Hn,i → Hn,i
be any isometry such that
supp(Vn,i,k,l) ⊆
{
(x, y) ∈ Yn,i × Yn,i
∣∣ d(F(sk,l , x), y)< l}
for all k, l and so that Vn,i,k,l = I for k  l + 1. Define further
Vk,l =
⊕
n,i
Vn,i,k,l :
⊕
n,i
Hn,i →
⊕
n,i
Hn,i
and finally a family of isometries
Vk(t) :
(⊕
n,i
Hn,i
)
⊕
(⊕
n,i
Hn,i
)
→
(⊕
n,i
Hn,i
)
⊕
(⊕
n,i
Hn,i
)
(where t is now taken in [0,∞)) by the formula
Vk(t) = R(t − l + 1)
(
Vk,l−1 0
0 Vk,l
)
R(t − l + 1)∗,
for l − 1 t < l, where R(t) is as in Definition 5.12. Note that each Vk is a covering isometry
for g as in that definition, and in particular defines a ∗-homomorphism
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(
A∗L,0(Y )+
)
as described there (this uses the property in line (10)) above.
We look first at the case of K1. Note that A∗L,0(Y ) is stable, whence any element of
K1(A
∗
L,0(Y )) can be represented by a single unitary u ∈ A∗L,0(Y )+. Note that we may use Hilbert
spaces
H∞n,i :=
∞⊕
k=0
Hn,i
in place of the Hn,i to define a new C∗-algebra A∗L,0(Y )∞, which is abstractly isomorphic to
A∗L,0(Y ), and into which the latter algebra embeds naturally as a corner; this embedding induces
an isomorphism on K-theory. From now on we work inside A∗L,0(Y )∞, in particular considering
u as an element of A∗L,0(Y )+∞ via this corner embedding.
Form
a :=
⊕
k0
Ad(Vk)(u)
(
u∗ 0
0 I
)
;
that a is a unitary element in M2(A∗L,0(Y )∞) follows from the fact that for any fixed l,
(
Ad(Vk)(u)
)
(l) =
(
u(l) 0
0 0
)
for all k suitably large. Using property (9) above, a is equivalent in K-theory to
b :=
⊕
k1
Ad(Vk)(u)
(
u∗ 0
0 I
)
which is in turn clearly equivalent to
c := I ⊕
⊕
k1
Ad(Vk)(u)
(
u∗ 0
0 I
)
.
Hence in K1(A∗L,0(Y )∞) we have the identities
0 = [a] − [c] = [ac∗]= [Ad(V0)(u)(u∗ 00 I
)⊕
k1
I
]
= g∗[u] − [u],
using the fact that V0(t) is a covering isometry for g. Hence g∗[u] = [u] in K1(A∗L,0(Y )∞),
whence also in K1(A∗L,0(Y )).
Going back to the case of K0, we may apply essentially the same argument to show that
(1 ⊗ g)∗ : K1
(
C0(R)⊗A∗ (Y )
)→ K1(C0(R)⊗A∗ (Y ′))L,0 L,0
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are done. 
Lemma 5.15. Let Y = {Yn,i} be a collection as in line (7) above, where each Yn,i is a single
simplex. Then the evaluation-at-zero map as in line (8) above induces an isomorphism on K-
theory.
Proof. Considering the short exact sequence
0 → A∗L,0(Y ) → A∗L(Y ) e−→ A∗(Y ) → 0,
it is enough to show that K∗(A∗L,0(Y )) = 0. Let Y0 = (({xn,i})kni=1)n∈N be the collection where
each element is the singleton {xn,i}; as the collections Y and Y0 are clearly strong Lipschitz
homotopy equivalent, it suffices by Lemma 5.14 to prove that K∗(A∗L,0(Y0)) = 0. This we will
do using an Eilenberg swindle. We will consider only K1(A∗L,0(Y0)); the case of K0 can be
handled similarly using a suspension argument.
Now, just as in the proof of Lemma 5.14, stability of A∗L,0(Y0) implies that any element of
K1(A
∗
L,0(Y0)) can be represented by a single unitary, say u, in the unitization A
∗
L,0(Y0)
+
. For
each s ∈ [0,∞), consider
us(t) :=
{
I, 0 t  s,
u(t − s), s  t
(note that as u ∈ A∗L,0(Y )+, the two halves match up continuously at t = s). For each n, i, let
Hn,i denote the Hilbert space used in the definition of C∗({xn,i}) (thus Hn,i is an infinite di-
mensional separable Hilbert space, with the unit action of C({xn,i}) ∼= C). Just as in the proof of
Lemma 5.14, use new Hilbert spaces
H∞n,i :=
∞⊕
k=0
Hn,i
to define a new C∗-algebra A∗L,0(Y0)∞, which is abstractly isomorphic to A∗L,0(Y0), and into
which the latter algebra embeds naturally as a corner; this embedding induces an isomorphism
on K-theory.
Define now
u∞ =
∞⊕
k=0
uk ∈ A∗L,0(Y0)+∞
(we use here that Y0 is a union of single points to note that the propagation of each u∞ is
controlled – in fact, zero). On the level of K-theory, however,
[u] + [u∞] =
[
u⊕
∞⊕
uk
]
= [u∞]k=1
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in K1(A∗L,0(Y0)). 
Lemma 5.16. Let
O =
( kn∐
i=1
Γn ·Un,i
)
n∈N
be our original basic collection. For each R > 0, n ∈ N and i = 1, . . . , kn, let Rn,i be the simplex
in PR(G˜n) with vertices {x ∈ G˜n | d(x, xn,i) R/2}, and YR be the collection {Rn,i} (which of
course satisfies the conditions after line (7)). Then
lim
R→∞
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
O
∼= lim
R→∞A
∗(YR )
and
lim
R→∞
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
O
∼= lim
R→∞A
∗
L
(
YR
);
moreover, these isomorphisms commute with the natural evaluation at zero maps.
Proof. Fix for the moment R > 0, and for each S > 0, let YS be the collection of sets as in
line (7) above defined by YSn,i = {x ∈ PR(G˜n) | d(x, xn,i)  S}. Define now A(YS)Γ to be the
∗-algebra of all sequences (T (0), T (1), . . .) such that each T (n) is of the form
T (n) = (g · T (n,1), . . . , g · T (n,kn))
g∈Γn ∈
∏
g∈Γn
kn⊕
i=1
C∗
(
g · YSn,i
) ⊗ˆ A(g ·Un,i),
where the T (n,i) are just as in the definition of A(YS). Clearly, A(YS) is ∗-isomorphic to A(YS)Γ ,
and moreover it is not hard to check that there is an algebraic ∗-isomorphism
U∏
C
[
PR(G˜n);A(Vn)
]Γn
O
∼= lim
S→∞A
(
YS
)Γ
,
whence
U∏
C
[
PR(G˜n);A(Vn)
]Γn
O
∼= lim
S→∞A
(
YS
)
.
However, the unitization of the algebra on the right is inverse-closed inside the unitization of
limS→∞ A∗(Y S), whence its universal closure simply is the C∗-algebra limS→∞ A∗(Y S). The
same is thus true for
∏U
C[PR(G˜n);A(Vn)]Γn of course, i.e. the above map extends to a ∗-
isomorphism
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C∗
(
PR(G˜n);A(Vn)
)Γn
O
∼= lim
S→∞A
∗(YS)
of C∗-algebras. The first displayed line in the lemma follows directly from this, and the second
is similar. 
Finally, we are ready to give the proof of Lemma 5.10.
Proof of Lemma 5.10. From Lemma 5.16 it is enough to prove that the evaluation-at-zero maps
induce isomorphisms
e∗ : K∗
(
A∗L
(
YR
))→ K∗(A∗(YR ))
for all R. This is immediate from Lemma 5.15, however. 
Now, for any r > 0 and n ∈ N, define
(G˜n)r =
⋃
x∈G˜n
Br
(
fn(x)
) (11)
to be the ‘generalized r-neighborhood’ of G˜n in Vn × R+. The following lemma splits up each
(G˜n)r into basic pieces.
Lemma 5.17. For each r > 0 there exist kr > 0 and Nr ∈ N such that for each n one can write
(G˜n)r =
Nr⋃
j=1
O
j
r ,
where each Ojr is an (r, kr )-basic set as in Definition 5.9.
Proof. Note that each Γn acts on (G˜n)r cocompactly; using the fact that pullbacks of balls as in
the definition of a basic set form a basis for the topology on Vn × R+, it is not hard to see from
here that for each n there exists some Nn so that (G˜n)r is covered by a union of Nn (r, kn)-basic
sets for some kn > 0. However, for all nM for some M suitably large, the covering faithful-
ness property of the sequence (G˜n)n∈N together with the uniformity of the coarse embeddings
fn : G˜n → Vn guarantees that for any x ∈ G˜n, Γn · Br(fn(x)) is a disjoint union of the different
sets g · Br(fn(x)) as g ranges over Γn; and on the other hand, uniform bounded geometry and
a greedy algorithm imply that for all n, if Dn ⊆ G˜n is a fundamental domain for the Γn action,
then the covering {B(x, r) | x ∈ Dn} splits into a uniformly (in n) bounded number of families,
such that no two balls from any family intersect. From these two facts, it follows that there exists
NM such that for each nM , G˜n can be written as a union of at most NM (r,0)-basic sets, each
of which is of the form
O =
j∐
Γn ·Br
(
fn(xi)
)
i=1
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kM−1}. 
The next lemma relates algebraic operations on the algebras
∏U,max
C∗(PR(G˜n);A(Vn))ΓnO
to set-theoretic operations on the collections O . It is a close analogue of [19, Lemma 6.3].
Lemma 5.18. Fix r > 0, k ∈ N and N ∈ N. For each j = 1, . . . ,N , let (Ojn)n∈N be a basic
collection with respect to the parameters r, k; write
O
j
n =
∐
i
Γ ·Ujn,i ,
where the Ujn,i are as in the definition of an (r, k)-basic set; in particular, each Ujn,i may be
considered as a subset of Wk(xjn,i)× R+ for some xjn,i ∈ PR(G˜n).
For each s > 0 and n, i, j , let sUjn,i denote the interior s-neighbourhood of Ujn,i , i.e.
sU
j
n,i :=
{
x ∈ Wk
(
x
j
n,i
)× R+ ∣∣ d(x, (Wk(xjn,i)× R+)\Ujn,i)> s},
an open (possibly empty) subset of Wk(xjn,i)×R+, which we will also think of as an open subset
of Vn × R+ via pullback.
Define a new (basic) collection sOj to have nth component
sO
j
n :=
∐
i
Γ · sUjn,i .
Let sO = (sOn)n∈N be the collection (not necessarily a basic collection) given by
sOn =
N−1⋃
j=1
sO
j
n .
Then
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO∪sON
=
(
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO
)
+
(
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sON
)
and
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO∩sON
=
(
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO
)
∩
(
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sON
)
and similarly in the case of the localization algebras.
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the localization algebras is similar, so we will only actually prove the case in the first line of the
conclusion above. Further, the inclusion
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO∪sON
⊇
(
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO
)
+
(
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sON
)
is clear, so it suffices to prove the converse inclusion, and moreover it suffices to prove this on
the algebraic level, i.e. to show that
lim
s→0
U∏
C
[
PR(G˜n);A(Vn)
]Γn
sO∪sON
⊆
(
lim
s→0
U∏
C
[
PR(G˜n);A(Vn)
]Γn
sO
)
+
(
lim
s→0
U∏
C
[
PR(G˜n);A(Vn)
]Γn
sON
)
;
this is what we will actually prove.
Let then T = (T (0), T (1), . . .) be an element of ∏U C[PR(G˜n);A(Vn)]Γn
sO∪sON for some
fixed s. For each n, i, j , let cjn,i be such that
1. cjn,i is a smooth map from Wk(x
j
n,i)× R+ to [0,1];
2. cjn,i is identically one on s2 U
j
n,i ;
3. supp(cjn,i) ⊆ s3 U
j
n,i .
Note in particular that conditions 1 and 3 imply that each cjn,i can be considered as an element of
the center of A(Wk(xjn,i)). Define
g
j
n,i = βk
(
x
j
n,i
)(
c
j
n,i
) ∈ A(Vn × R+),
and for each x ∈ PR(G˜n), define
gn,x =
N−1∑
j=1
∑
g∈Γn
g ·
( ∑
d(x,x
j
n,i )prop(T (n))
g
j
n,i
)
and
gNn,x =
∑
g∈Γn
g ·
( ∑
d(x,x
j
n,i )prop(T (n))
gNn,i
)
(these make sense, are uniformly bounded, and have uniformly bounded derivatives using uni-
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functions djn,i that satisfy the same conditions as the c
j
n,i but with s/2 and s/3 in conditions 2
and 3 replaced by s/3 and s/4 respectively.
Define finally sequences of operators A = (A(0),A(1), . . .) and B = (B(0),B(1), . . .) by
A(n)x,y =
gx
hx + hNx
T (n)x,y and B(n)x,y =
gNx
hx + hNx
T (n)x,y ,
and note that T = A + B. It is not difficult to use the comments above to check that
A ∈
U∏
C
[
PR(G˜n);A(Vn)
]Γn
(s/3)O
and B ∈
U∏
C
[
PR(G˜n);A(Vn)
]Γn
(s/3)ON
so we are done. 
There is a well-known Mayer–Vietoris sequence in K-theory associated to a pushout square:
cf. for example [12, Section 3]. Applying this to the previous lemma gives the following Mayer–
Vietoris sequence.
Corollary 5.19. With the set up as in the previous lemma, denote by
A = lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO∪sON ,
B = lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO
,
C = lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sON
,
D = lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
sO∩sON .
Then there exists a (six-term cyclic) Mayer–Vietoris sequence
· · · → Ki(D) → Ki(B)⊕Ki(C) → Ki(A) → Ki−1(D) → ·· ·
and similarly for the localization algebras.
One can now use a Mayer–Vietoris argument as in [19, Theorem 6.8] to complete the proof
of Theorem 5.1.
Proof of Theorem 5.1. For each n ∈ N and r > 0, let (G˜n)r be as in line (11) above. As one has
that
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn = lim U,max∏ C∗(PR(G˜n);A(Vn))Γn˜
r→∞ (Gn)r
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U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn = lim
r→∞
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
(G˜n)r
,
it suffices to prove that the restricted evaluation map
e∗ : K∗
(U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
(G˜n)r
)
→ K∗
(U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
(G˜n)r
)
is an isomorphism for all r > 0, and indeed that the restricted evaluation map
e∗ : K∗
(
lim
s→0
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
(G˜n)r−s
)
→ K∗
(
lim
s→0
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
(G˜n)r−s
)
.
This, however, follows from Lemma 5.10, Lemma 5.17, Corollary 5.19 and induction, so we are
done. 
6. The Dirac-dual-Dirac method in infinite dimensions
In this subsection we construct a commutative diagram
limR K∗(
∏U,L,max
C∗(PR(G˜n))Γn)
e∗
β∗
limR K∗(
∏U,max
C∗(PR(G˜n))Γn)
β∗
limR K∗(
∏U,L,max
C∗(PR(G˜n);A(Vn))Γn)
e∗
α∗
limR K∗(
∏U,max
C∗(PR(G˜n);A(Vn))Γn)
α∗
limR K∗(
∏U,L,max
C∗(PR(G˜n);K(L2n))Γn)
γ−1∗
e∗
limR K∗(
∏U,max
C∗(PR(G˜n);K(L2n))Γn)
γ−1∗
limR K∗(
∏U,L,max
C∗(PR(G˜n))Γn)
e∗
limR K∗(
∏U,max
C∗(PR(G˜n))Γn)
(12)
where the maps labeled α∗ and β∗ are analogues of the Dirac and Bott (or dual Dirac elements)
used by Higson and Kasparov in [10]. The maps labeled γ−1∗ are such that γ∗ is the composition
of α∗ and β∗, and should be thought of as being the identity on K-theory (although their domains
and ranges are in fact slightly different).
The main theorem of this section, implicit in the preceding discussion is as follows.
Theorem 6.1. The vertical compositions in diagram (12) above are isomorphisms (even before
taking the limits as R → ∞).
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rem 4.3, and a diagram chase.
The proof of Theorem 6.1 is based on [19, Section 7], using properness of the Γn-actions
to ensure that everything works equivariantly, and the uniformity of the coarse embeddings
fn : G˜n → Vn to ensure that the Dirac and Bott morphisms considered there only alter the prop-
agations of operators by a uniform amount over the entire sequence (G˜n)n∈N.
The maps in diagram (12) above will all be constructed as asymptotic morphisms [6].
The reader is referred to the memoir [6,11,19,10,9] for background, and the sources of most
of the ideas behind the current section.
For simplicity, and as the result will not depend on R, we fix R > 0, and a corresponding
dense subset Z of each PR(G˜n) used to define the Roe algebras, and localization throughout this
section.
6.1. The Dirac map α
We begin with the definition of α. Working in generality for the moment, let V be a sepa-
rable infinite dimensional Hilbert space. Let V ⊆ V denote a finite dimensional affine subspace
of V and V 0 the corresponding finite dimensional linear subspace of differences of elements
from V . Let L2(V ) := L2(V ,CliffC(V 0)) denote the graded Hilbert space of L2-maps from V
to the complex Clifford algebra of V 0, CliffC(V 0) (here we use the inner product on V to de-
fine a ‘Lebesgue measure’ on V and an inner product on CliffC(V 0) in order to make sense of
this).
Say Va ⊆ Vb are finite dimensional affine subspaces of V . Define
V 0ba = V 0b  V 0a
to be the orthogonal complement of Va in Vb , which is a linear subspace of V . Define ξ0 ∈
L2(V 0ba) by
ξ0(w) = π−dim(Vba)/4 exp
(
−1
2
‖w‖2
)
, (13)
and an isometric inclusion
vba : L2(Va) → L2
(
V 0ba
) ⊗ˆ L2(Va) ∼= L2(Vb)
by
vba : ξ → ξ0 ⊗ˆ ξ ; (14)
it is not difficult to check that these isometries are compatible in the sense that vcb ◦ vba = vca
whenever the composition makes sense, whence they turn the collection{L2(V ) ∣∣ V ⊆ V a finite dimensional affine subspace}
into a directed system. Define
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where the limit is taken over the directed system of all affine subspaces of V as above.
Let S(V ) ⊆ L2(V ) be the (dense) subspace of Schwartz class functions from V to CliffC(V 0).
Choose an orthonormal basis {v1, . . . , vn} for V 0; using a fixed choice of basepoint v ∈ V , these
define coordinates xi on V by the ‘duality relationships’
xi : v + vj → δij ,
where δij is the Kronecker delta. Define the Dirac operator, an unbounded differential operator
on L2(V ) with domain S(V ), by the formula
DV =
n∑
i=1
∂
∂xi
vi,
where vi is thought of as acting by Clifford multiplication; DV does not depend on the choice
of orthonormal basis or on the basepoint v. Define moreover the Clifford operator, also an un-
bounded operator on L2(V ) with domain S(V ), by the formula
(CV,vξ)(w) = (w − v) · ξ(w),
where v ∈ V is again a fixed basepoint, and where the multiplication is to be thought of as
Clifford multiplication by the vector w − v ∈ V 0; note, of course that CV,v does depend on the
choice of basepoint.
We now specialize back to the case of interest. Fix n ∈ N and denote by L2n the Hilbert space
L2(Vn) constructed in line (15) above. Note that Γn has a unitary action on L2n coming from
the affine isometric action of Γn on Vn. Fix now x ∈ PR(G˜n), let Wk(x) be as in Definition 5.4
above, and denote by
vk : L2
(
Wk(x)
)→ L2(Wk+1(x))
the isometric inclusion from line (14) above. Note that these inclusions preserve the Schwartz
subspaces S(Wk(x)), and define a Schwartz subspace of L2n by taking the algebraic direct limit
S(x) = lim
k→∞ S
(
Wk(x)
); (16)
this vector space depends on the choice of x, but will always be a dense subspace of L2n. Denote
by K(L2n) the graded C∗-algebra of compact operators on L2n, and define new C∗-algebras
U,max∏
C∗
(
PR(G˜n);K
(L2n))Γn and U,L,max∏ C∗(PR(G˜n);K(L2n))Γn
precisely analogously to the C∗-algebras
U,max∏
C∗
(
PR(G˜n)
)Γn and U,L,max∏ C∗(PR(G˜n))Γn
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matrix entries; of course, the only real differences are the non-triviality of the grading (this is not
so important), and the non-triviality of the Γn action on the former algebras of compact operators.
For each k ∈ N such that k  1, define
Vk(x) := Wk+1(x)0 Wk(x)0
to be the orthogonal complement of Wk(x) in Wk+1(x) and define V0(x) = W1(x). We may then
consider the Dirac operators, denoted
Dk := DVk(x),
and Clifford operators, denoted
Ck,x :=
{
CV0(x),f (x), k = 0,
CVk(x),0, k  1,
associated to each Vk(x) in the manner above. Define for each m ∈ N and each t  1 an operator
Bm,t (x) by
Bm,t (x) =
m−1∑
k=0
(
1 + kt−1)Dk + ∞∑
k=m
(
1 + kt−1)(Dk +Ck,x);
note that as the function ξ0 ∈ L2(Vk(x)) from line (13) above is in the kernel of Dk + Ck,x for
all k, the operator Bm,t (x) is well defined on the Schwartz space S(x) as in line (16) above; we
take this for its domain. Note that the collection of operators {Bm,t (x)}x∈PR(G˜n) is ‘equivariant’
in the sense that any g ∈ Γn maps the domain S(x) of Bm,t (x) to the domain S(gx) of Bm,t (gx),
and conjugates the former operator to the latter operator.
Now, for each x ∈ PR(G˜n) and each k ∈ N, the algebra C(Wk(x)) from Definition 5.2 is
represented on L2n via its natural representation on L2(Wk(x)) and the isometric inclusion of this
Hilbert space into L2n. If h is an element of C(Wk(x)) and V ⊇ Wk(x) is a finite dimensional
affine subspace of Vn, define an operator h˜ acting on L2(V ) by
(h˜ · ξ)(w + v) = h(w) · ξ(w + v),
where ξ is an element of L2(V ), and w + v is an element of V written in such a way that
w ∈ Wk(x) and v is in the orthogonal complement of Wk(x)0 in V 0 (of course, a unique de-
composition of this form exists for any element of V ). Define moreover for each h ∈ C(Wk(x)),
g ∈ S and t ∈ [1,∞) elements ht and gt via the formulas
gt (s) = g
(
t−1s
)
and ht (v) = h
(
f (x)+ t−1(v − f (x)))
respectively. Define for each m ∈ N and t ∈ [1,∞) a map θmt (x) from the collection of finite
linear combinations of elementary tensors in
A(Wm(x)) ⊗ˆ K(H0) ∼= S ⊗ˆ C(Wm(x)) ⊗ˆ K(H0)
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θmt (x) : (g ⊗ˆ h) ⊗ˆ k → gt
(
Bm,t (x)|Wm(x)
)
h˜t ⊗ˆ k (17)
on elementary tensors of g ∈ S , h ∈ C(Wm(x)), and k ∈ K(H0), and extending by linearity.
Define moreover for each t ∈ [1,∞) a map
αt :
U∏
C
[
PR(G˜n);A(Vn)
]Γn → U,max∏ C∗(PR(G˜n);K(L2n))Γn
by the formula (
αt (T)
)(n)
x,y
:= θmt (x)
(
T ′x,y
)
for each n ∈ N and x, y ∈ ZR ⊆ PR(G˜n), where m and T ′x,y ∈ A(Wm(x)) ⊗ˆ K(H0) are such that
βm(x)
(
T ′x,y
)= T (n)x,y
as in part 7 of Definition 5.5 (we will show in the proof of Lemma 6.2 below that the choice of
m does not matter). Application of αt as above pointwise, i.e. using the formula
(αt f)(s) := αt
(
f(s)
)
for s ∈ [0,∞) similarly defines maps
αt :
U,L∏
C
[
PR(G˜n);A(Vn)
]Γn → U,L,max∏ C∗(PR(G˜n);K(L2n))Γn.
The proof of the following lemma is analogous to that of [19, Lemma 7.2].
Lemma 6.2. The maps αt above extend to asymptotic morphisms on the C∗-algebraic comple-
tions
αt :
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn → U,max∏ C∗(PR(G˜n);K(L2n))Γn
and
αt :
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn → U,L,max∏ C∗(PR(G˜n);K(L2n))Γn.
Proof. We will only consider the case of
αt :
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn → U,max∏ C∗(PR(G˜n);K(L2n))Γn;
the case of the localization algebras is similar. Note that it follows from the remarks we have al-
ready made on equivariance and the local compactness of the operators g(Bm,t (x)|Wm(x)) (which
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of αt really is in
∏U,max
C∗(PR(G˜n);K(L2n))Γn .
Fix m ∈ N and R > 0, and K,r, c > 0. Let  > 0. Let x be any element of any PR(G˜n).
Denote by
A(Wm(x)) ⊗ˆ K(H0)K,r,c
the subset of A(Wm(x)) ⊗ˆ K(H0) consisting of all elements of the form
K∑
i=1
gi ⊗ˆ hi ⊗ˆ ki
where gi ∈ S , hi ∈ C(Wm(x)), ki ∈ K(H0) and such that
• each gi is supported in [−r, r];
• each gi and hi are continuously differentiable and satisfy ‖g′i‖  c, ‖∇whi‖  c for all
w ∈ Wk(x) such that ‖w − f (x)‖ 1
(in other words, the set of elements satisfying most of the conditions on matrix entries from
Definition 5.5 uniformly). It follows from [19, Lemma 7.5] (which in turn uses [11, Lemma 2.9])
and the uniformly bounded geometry of the sequence (G˜n)n∈N that there exists t0 > 0 so that for
all t > t0 and all a, b ∈ A(Wm(x)) ⊗ˆ K(H0)K,r,c ,∥∥θmt (x)(ab)− θmt (x)(a)θmt (x)(b)∥∥,∥∥θmt (x)(a∗)− θmt (x)(a)∗∥∥< .
Now, consider A(Wm(x)) ⊗ˆ K(H0) and A(Wm(y)) ⊗ˆ K(H0) as subalgebras of A(Vn) ⊗ˆ
K(H0), and use this to make sense of their intersection. From the above, it follows that to show
that
αt :
U∏
C
[
PR(G˜n);A(Vn)
]Γn → U,max∏ C∗(PR(G˜n);K(L2n))Γn
is an asymptotic morphism, equivalently, defines a ∗-homomorphism into the asymptotic algebra
A
(U,max∏
C∗
(
PR(G˜n);K
(L2n))Γn)
:= Cb([1,∞),
∏U,max
C∗(PR(G˜n);K(L2n))Γn)
C0([1,∞),∏U,max C∗(PR(G˜n);K(L2n))Γn) (18)
(see [6, Definition 1.1]), it suffices to show that for any r1 > 0 and m,K, r, c > 0 as above and
 > 0 there exists t0 > 0 such that if x, y ∈ PR(G˜n) satisfy d(x, y) r1 then for any
a ∈ A(Wm(x)) ⊗ˆ K(H0)K,r,c ∩ A(Wm(y)) ⊗ˆ K(H0)K,r,c
and all t > t0,
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(this uses the uniform bounded geometry property of (Gn)n∈N again, and from here the fact that
there are only uniformly finitely many non-zero entries in any row or column of the sort of finite
propagation matrices that we are dealing with). This, however, follows from [19, Lemmas 7.3
and 7.4, and proof of Lemma 7.2].
Finally, we must show that αt extends from a ∗-homomorphism
αt :
U∏
C
[
PR(G˜n);A(Vn)
]Γn →A(U,max∏ C∗(PR(G˜n);K(L2n))Γn)
to the C∗-algebraic closure
∏U,max
C∗(PR(G˜n);A(Vn))Γn of the left-hand side; this is immedi-
ate from the universal property of the maximal norm, however, so we are done. 
We denote by
α∗ : K∗
(U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn)→ K∗(U,max∏ C∗(PR(G˜n);K(L2n))Γn)
and
α∗ : K∗
(U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn)→ K∗(U,L,max∏ C∗(PR(G˜n);K(L2n))Γn)
the maps induced by these asymptotic morphisms on K-theory.
6.2. The Bott map β
For each t ∈ [1,∞), define a map
βt : S ˆ
U∏
C[G˜n]Γn →
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
by the formula (
βt (g ⊗ˆ T)
)(n)
x,y
= β(x)(gt ) ⊗ˆ T (n)x,y ,
where
β(x) : S ∼= A({f (x)})→ A(Vn)
is the ∗-homomorphism from Definition 5.4 above. Applying the above maps pointwise similarly
defines a family of maps
βt : S ˆ
U,L∏
C[G˜n]Γn →
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn.
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Lemma 6.3. The maps βt defined above extend to asymptotic morphisms
βt : S ⊗ˆ
U,max∏
C∗(G˜n)Γn →
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn
and
βt : S ⊗ˆ
U,L,max∏
C∗(G˜n)Γn →
U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn.
Proof. Again, we only consider the case of
βt : S ⊗ˆ
U,max∏
C∗(G˜n)Γn →
U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn;
the case of localization algebras is similar. Note first that each of the individual β(n)t s has image
in the Γn-invariant part of
C∗max
(
G˜n;A(Vn)
)⊆ U,max∏ C∗(PR(G˜n);A(Vn))Γn,
whence the image of each βt is indeed in
∏U,max
C∗(PR(G˜n);A(Vn))Γn .
The fact that βt defines a ∗-homomorphism into the asymptotic algebra
A
(U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn) := Cb([1,∞),∏U,max C∗(PR(G˜n);A(Vn))Γn)
C0([1,∞),∏U,max C∗(PR(G˜n);A(Vn))Γn)
(cf. line (18) above) follows from the argument of [9, Lemma 3.2] combined with that of
[19, Lemma 7.3] to show that for all R, r, c,  > 0 there exists t0 such that for all n and all
x, y ∈ PR(G˜n) such that d(x, y)  r , all t > t0 and all g ∈ S such that supp(g) ⊆ [−r, r] and
‖g′(s)‖ c then
∥∥β(x)(gt )− β(y)(gt )∥∥< .
The fact that βt extends to a ∗-homomorphism
βt : S ⊗ˆ
U,max∏
C∗(G˜n)Γn →A
(U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn)
now follows from the universal property of the norm on
∏U,max
C∗(G˜n)Γn , the universal property
of the maximal tensor product, and nuclearity of S so that the maximal tensor product agrees with
the spatial tensor product. 
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β∗ : K∗
(U,max∏
C∗(G˜n)Γn
)
→ K∗
(U,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn)
and
β∗ : K∗
(U,L,max∏
C∗(G˜n)Γn
)
→ K∗
(U,L,max∏
C∗
(
PR(G˜n);A(Vn)
)Γn)
the corresponding homomorphisms induced on K-theory.
6.3. The Gamma map γ
We now define the last of our asymptotic morphisms γ . It is a very close analogue of the usual
‘γ -element’ appearing in KK- or E-theoretic proofs of the Baum–Connes conjecture for groups
admitting a proper affine isometric action on a Hilbert space.
Here for each t ∈ [1,∞) we define
γt : S ˆ
U∏
C
[
PR(G˜n)
]Γn → U,max∏ C∗(PR(G˜n);K(L2n))Γn
by the formula
(
γt (g ˆ T)
)(n)
x,y
= T (n)x,y ⊗ˆ gt2
(
B0,t (x)
)
.
Define
γt :
U,L∏
C
[
PR(G˜n)
]Γn → U,L,max∏ C∗(PR(G˜n);K(L2n))Γn
by applying the above map pointwise.
We will also need the following variations on γt . For each n ∈ N write the Γn action on Vn as
σ (n)(g) : v → π(n)(g)v + b(n)(g),
where π(n) is the linear part of the action (and thus defines a group homomorphism from Γn into
the linear isometries on Vn), and b(n) : Γn → Vn is a proper cocycle for this action. Throughout
this section, we will abuse notation and also write σ (n) for the induced action on L2n. For each
s ∈ [0,1], define
σ (n)s (g) : v → π(n)(g)v + sb(n)(g),
so {σ (n)s }s∈[0,1] defines a sort of ‘homotopy’ between the original action and its linear part. Define
now
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C∗
(
PR(G˜n);K
(L2n))Γns
analogously to
∏U,max
C∗(PR(G˜n);K(L2n))Γn , but where the σ (n)s actions on each copy of
K(L2n) are used to define the fixed points (thus
U,max∏
C∗
(
PR(G˜n);K
(L2n))Γn = U,max∏ C∗(PR(G˜n);K(L2n))Γn1
in this new notation). Similarly, we may take ∏U,max C∗(PR(G˜n);K(L2n))Γntr to be defined with
respect to the trivial action on K(L2n), and use analogous notation on the uncompleted versions
of our algebras. Note that cocompactness of each Γn action on G˜n implies that on the algebraic
level there is a natural isomorphism
U∏
C
[
PR(G˜n);K
(L2n)]Γn ∼= U∏C[PR(G˜n)]Γn ˆ K(L2n). (19)
Define
U,L,max∏
C∗
(
PR(G˜n);K
(L2n))Γns and U,L,max∏ C∗(PR(G˜n);K(L2n))Γntr
similarly. Define finally
γ st : S ˆ
U∏
C[G˜n]Γn →
U,max∏
C∗
(
PR(G˜n);K
(L2n))Γns
by the formula
(
γt (g ˆ T)
)(n)
x,y
= T (n)x,y ⊗ˆ gt2
(
B0,t (sx)
) (20)
and similarly for the localization algebras.
Lemma 6.4. For each s ∈ [0,1] the maps defined above extend to asymptotic morphisms
γ st : S ⊗ˆ
U,max∏
C∗(G˜n)Γn →
U,max∏
C∗
(
PR(G˜n);K
(L2n))Γns
and
γ st : S ⊗ˆ
U,L,max∏
C∗(G˜n)Γn →
U,L,max∏
C∗
(
PR(G˜n);K
(L2n))Γns .
Proof. The proof is essentially the same as that showing βt gives rise to an asymptotic morphism
in Lemma 6.3 above. 
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γ s∗ : K∗
(U,max∏
C∗(G˜n)Γn
)
→ K∗
(U,max∏
C∗
(
PR(G˜n);K
(L2n))Γns )
and
γ s∗ : K∗
(U,L,max∏
C∗(G˜n)Γn
)
→ K∗
(U,L,max∏
C∗
(
PR(G˜n);K
(L2n))Γns )
respectively.
Lemma 6.5. The asymptotic morphism γ 1t in Lemma 6.4 above induces an isomorphism on K-
theory.
Proof. The following argument is adapted from the proof of the Baum–Connes conjecture for
a-T-menable groups. We will, as usual, only prove the lemma for the map
γ 1∗ : K∗
(U,max∏
C∗(G˜n)Γn
)
→ K∗
(U,max∏
C∗
(
PR(G˜n);K
(L2n))Γn1 );
the case of the localization algebras is similar.
For each n, let Zn ⊆ PR(G˜n) denote the Γn-invariant dense subset used to define our various
Roe algebras. Let Dn ⊆ Zn be a fixed, bounded, fundamental domain for the Γn action, so each
z ∈ Zn can be written uniquely as z = gd for some d ∈ Dn, g ∈ Γn.
Consider now the Hilbert space
l2
(
Zn,H0 ⊗ L2n
)∼= l2(Zn)⊗ H0 ⊗ L2n
used to define the ∗-algebras C[PR(G˜n);K(L2n)]Γns and C[PR(G˜n);K(L2n)]Γntr . For each s ∈[0,1], define a unitary isomorphism
Us,n : l2(Zn)⊗ H0 ⊗ L2n → l2(Zn)⊗ H0 ⊗ L2n
by the formula
Us,n : δgd ⊗ v ⊗ ξ → δgd ⊗ v ⊗ σs(g)−1ξ.
It is then not hard to check that
Us,n
(
C
[
PR(G˜n);K
(L2n)]Γns )U∗s,n = C[PR(G˜n);K(L2n)]Γntr
for each s ∈ [0,1], n ∈ N. Moreover, the explicit formula for each Us,n shows that these unitaries
do not alter propagation, whence they fit together to define a ∗-isomorphism
U∏
C
[
PR(G˜n);K
(L2n)]Γn → U∏C[PR(G˜n);K(L2n)]Γns tr
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isomorphism
φs :
U,max∏
C∗
(
PR(G˜n);K
(L2n))Γns ∼=−→ U,max∏ C∗(PR(G˜n);K(L2n))Γntr
for each s ∈ [0,1].
Consider now the diagram
∏U,max
C∗(PR(G˜n))Γn
γ st
ψst
∏U,max
C∗(PR(G˜n);K(L2n))Γns
φs∏U,max
C∗(PR(G˜n);K(L2n))Γntr ,
where ψst is simply defined as the composition of γ st and the ∗-homomorphism φs . Recall that we
are aiming to prove that γ 1∗ is an isomorphism on K-theory. Using uniformity of the equivariant
embeddings fn : PR(G˜n) → Vn and uniformly finitely propagation of elements of the product
U∏
C
[
PR(G˜n)
]Γn,
one checks that the family {ψst }s∈[0,1] is a homotopy of asymptotic morphisms, whence it suffices
to prove that
ψ1∗ : K∗
(U,max∏
C∗
(
PR(G˜n)
)Γn)→ K∗(U,max∏ C∗(PR(G˜n);K(L2n))Γntr )
is an isomorphism.
For each n, let p(n) be the projection onto the kernel of B0,t (0), an element of K(L2n). Then
γ 0t is homotopic to the map defined by(
γP,t (g ˆ T)
)(n)
x,y
= T (n)x,y ⊗ˆ g(0)p(n)
via the homotopy
(
γ 0t (u)g ⊗ˆ T
)(n)
x,y
:=
{
T
(n)
x,y ⊗ˆ gt (u−1B0,t (0)), u ∈ (0,1],
T
(n)
x,y ⊗ˆ g(0)p(n), u = 0.
It follows from this, invariance of p(n) under the ‘linear part action’ π(n), and the formula
for U0,n, that ψ0t is homotopic to the map
U,max∏
C∗
(
PR(G˜n)
)Γn → U,max∏ C∗(PR(G˜n);K(L2n))Γntr
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g ˆ (T (n)) → (T (n) ⊗ˆ g(0)p(n))
(where we use line (19) to make sense of this); the lemma follows. 
At this point, we have that the diagram in line (12) above exists; it is moreover immediate
from the definitions that it is commutative. The proof of Theorem 6.1, and therefore also of
Theorem 1.1 will thus be completed by the next lemma.
Lemma 6.6. On the level of both the uniform products of Roe algebras, and of the uniform
products of localization algebras, the composition of Dirac and Bott morphisms is the Gamma
morphism; in symbols α∗ ◦ β∗ = γ∗.
Proof. Using [16, Lemma A.2], the product α∗ ◦β∗ is the map induced on K-theory by the ‘naive
composition’ of asymptotic morphisms αt ◦ βt . This, however, is asymptotically equivalent to γt
by the argument of [11, Proposition 4.2] (cf. also [19, proof of Proposition 7.7]). 
7. Geometric property (T)
In this section we introduce geometric property (T), and show that the maximal coarse assem-
bly map fails to be surjective for any space of graphs X =∐Gn with geometric property (T).
Thus geometric property (T) forms a strong opposite to having girth tending to infinity. There
is a good analogy here with Kazhdan’s property (T) for a group Γ , which is an obstruction to
surjectivity of the maximal Baum–Connes assembly map for Γ ; we also show that the space of
graphs constructed from a sequence of finite quotients of a group Γ had geometric property (T)
if and only if Γ itself has property (T). The definition of geometric property (T) was suggested
by work of Oyono-Oyono and the second author [15].
Definition 7.1. Let X =∐Gn be a space of graphs, and recall that
 :=
∏
n
(n ⊗ q) ∈ C[X]
is defined to be the direct product of the graph Laplacians on each Gn tensored by some rank
one projection q ∈ K. X is said to have geometric property (T) if the spectrum of  in C∗max(X)
is contained in {0} ∪ [c,2] for some c > 0.
Of course, if we assume that the spectrum of  as an element of C∗(X) is contained in
{0} unionsq [c,2] for some c > 0, we are asserting precisely that X is an expander. Thus ‘being an
expander’ is weaker than ‘having geometric property (T)’.
One could also define geometric property (T) for general (possibly disconnected) graphs, and
probably even for general metric spaces; it seems likely, moreover, that any reasonable definition
would be a coarse invariant (although we have not checked this). Geometric property (T) may
have fairly different properties outside of the current context: for example, a connected graph
with property A has geometric property (T) if and only if it is not amenable in the sense of Block
and Weinberger [2]; moreover, an infinite finitely generated group has geometric property (T) if
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an example, we prove this last assertion.
Lemma 7.2. Let Γ be a finitely generated, infinite group. Then Γ has geometric property (T) if
and only if Γ is not amenable.
Proof. Fix a finite generating set S of Γ and let
Γ := I − 1|S|
∑
s∈S
[s] ∈ C[Γ ]
be the graph Laplacian on Γ coming from the associated Cayley graph structure. Fix a rank one
projection q ∈ K and let
 = Γ ⊗ q ∈ C
[|Γ |].
Note first that if Γ has geometric property (T), then the spectrum of  in C∗max(|Γ |) is con-
tained in {0} unionsq [c,2] for some c > 0. Zero cannot be an isolated point of the spectrum of the
image of  under the natural map
C∗max
(|Γ |)→ C∗(|Γ |),
as otherwise it would be an eigenvalue for the action of Γ on l2(Γ ), and this is impossible
for infinite Γ . Hence the spectrum of  ∈ C∗(|Γ |), which is the same as that of Γ ∈ C∗r (Γ ),
is contained in [c,2] for some c > 0. This implies that Γ is not amenable by a theorem of
Kesten [14].
Conversely, say Γ does not have geometric property (T). Then the spectrum of  (a closed
subset of [0,2]) is not contained in any set of the form {0}unionsq[c,2], so must in particular contain 0.
Considering the unital (with unit 1 ⊗ q) C∗-subalgebra of C∗max(|Γ |) generated by , it follows
that there exists a state φ on C∗max(|Γ |) such that φ(1 ⊗ q) = 1 and φ() = 0. This is only
possible if φ([s] ⊗ q) = 1 for all s ∈ S, whence all the elements [s] ⊗ q are in the multiplicative
domain of φ. Hence all the elements [g] ⊗ q , g ∈ Γ , are also in the multiplicative domain of φ,
and φ([g] ⊗ q) = 1 for all g ∈ Γ . Finally, we have that for any f ∈ l∞(Γ )⊗ q ⊆ C∗max(X)
φ
(([g] ⊗ q)f ([g−1]⊗ q))= φ([g] ⊗ q)φ(f )φ([g−1]⊗ q)= φ(f );
this says that the restriction of φ to l∞(Γ ) ⊗ q ∼= l∞(Γ ) is an invariant mean, so Γ is
amenable. 
The following lemma gives some space-of-graphs examples, which are our main interest here.
Lemma 7.3. Say Γ is a finitely generated infinite group and (Γn)n∈N an infinite nested sequence
of finite index normal subgroups such that ⋂Γn = {e}. Then X =∐Γ/Γn has geometric prop-
erty (T) if and only if Γ has property (T).
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C[Γ ] → C[X], g → vg ⊗ q, (21)
where vg is the unitary element coming from the right action of Γ on each Γ/Γn. Note that if
S ⊆ Γ is the symmetric generating set with respect to which the graph structures on each Γ/Γn
are defined, then
Γ := I − 1|S|
∑
s∈S
[s] ∈ C[Γ ]
maps to  ∈ C[X] under the ∗-homomorphism above.
Now, it follows from [15, Proposition 2.8] and the fact that l∞(X) has a Γ -invariant state that
the map in line (21) above extends to an injective ∗-homomorphism
C∗max(Γ ) → C∗max(X).
Hence the spectrum of Γ in C∗max(X) is the same as its spectrum in C∗max(Γ ); the latter is well
known to be contained in some {0} ∪ [c,2] if and only if Γ has property (T), however. 
Thus geometric property (T) for spaces of graphs naturally extends the notion of ‘Margulis-
type expander from a property (T) group’. We currently do not know any other examples, but
suspect such exist (see Problem 7.6 at the end of this section).
Theorem 7.4. Say X =∐Gn has geometric property (T). Then the maximal coarse assembly
map
μ : lim
R→∞K∗
(
PR(X)
)→ K∗(C∗max(X))
is not surjective.
Proof. Let p = limt→∞ e−t be the spectral projection associated to 0 ∈ spectrum() in
C∗max(X); the limit exists by geometric property (T). The result of [17, Corollary 3.9] is that
there is a ∗-homomorphism
φ : C∗max(X) →
∏
n C
∗(G˜n)Γn⊕
n C
∗(G˜n)Γn
which is such that φ(p) = 0 by the proof of [17, Lemma 5.6]. Essentially the same proof as in [17,
Lemma 6.5] using the Atiyah Γ -index theorem [17, Theorem 6.4] shows that [p] ∈ K0(C∗(X))
is not in the image of the maximal coarse assembly map. 
We explicitly note the following corollaries, the last two of which are purely geometric. We
do not, however, know of any way to prove them that does not use operator K-theory.
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(i) Bounded geometry expanders with girth tending to infinity do not have geometric prop-
erty (T).
(ii) No bounded geometry expander with girth tending to infinity is coarsely equivalent to a
Margulis-type expander constructed from a property (T) group.
(iii) No Margulis-type expander constructed from a property (T) group can be coarsely embed-
ded in a group using the techniques of Gromov [5] and Arzhantseva and Delzant [1] (at
least not without somehow dropping the girth assumption in their work).
We conclude this section with some problems that seem interesting.
Problem 7.6. Find purely geometric conditions that guarantee geometric property (T). Develop
geometric property (T), or possibly some variant, for spaces other than unions of finite graphs.
A good geometric criterion for geometric property (T) (possibly modeled after work of ˙Zuk
on spectral criteria for property (T) itself [20]) may also provide an approach to the following
problem. Note in this regard that ‘random graphs’ seem to have ‘small girth’ (see for example
the remark on [1, p. 22] in this regard).
Problem 7.7. Is geometric property (T) ‘generic’ among all spaces of graphs X =∐Gn?
Finally, part (iii) of Corollary 7.5 makes the following question very natural.
Problem 7.8. Can an expander with geometric property (T) be coarsely embedded in a countable
discrete group?
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