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Abstract--Menu-driven software is used to augment the teaching and study of linear algebra. The software 
allows the exploration of possibilities that laborious calculations would otherwise xclude. Examples are 
provided to show how the software helps to understand and apply the theory. 
INTRODUCTION 
My interest in using the computer in the introductory linear algebra course goes back to the late 
1960s. During the intervening years, my views on the role that the computer should play have 
gradually changed. I originally used the computer as a computational tool and in applications. In
those early days, my students came with no programming background and I was able to introduce 
them to BASIC quickly and get them to write elementary programs involving matrices. The 
approach enabled the student to appreciate he relevance of the computer while it also drove home 
the concepts of matrix algebra. Interestingly enough, I have since met a number of colleagues who 
first became involved with programming through introducing it in a class, against his matrix 
background. I usually gave the students a number of straightforward programs, addition of 
matrices, scalar multiple of a matrix, multiplication of matrices, explaining the programming 
concepts involved. Assignments involved programs to compute the trace of a matrix, transpose of 
a matrix, and powers of a matrix. They were asked to write a program to multiply a row of a matrix 
by a scalar, to add a multiple of one row to another and to interchange two rows. These 
assignments led into longer programs for Gaussian elimination and for computing inverses and 
determinants, which were given to the students. Students were required to understand the programs 
and to carry out various modifications such as printing out the result of each elementary matrix 
transformation. Several of the computational programs were used in applications. For example, 
the program for computing the powers of a matrix was used in a model to analyze the connectivity 
of a digraph. The program for determining the inverse of a matrix was used in the Leontief 
Input/Output model. 
In the late 1970s, microcomputers became available. The students came to my classes with 
programming experience. My integration of the computer in the linear algebra class gradually 
changed in nature. I have developed my own menu-driven collection of linear algebra programs. 
I no longer ask the students to write programs in the linear algebra class; they now obtain 
programming experience elsewhere. The focus now is on learning to use sophisticated menu-driven 
software. The students also learn how to use such software in applications. Furthermore, the 
software can be used to further the understanding of theoretical concepts. I use a single monitor 
in class to illustrate concepts uch as the behavior of systems of linear equations. The many "What 
ifs" can be demonstrated. Assignments can be discussed quickly and effectively. Students use the 
software in assignments to explore possibilities that can arise, exploration that cannot ake place 
when all computation has to be done by hand, but which becomes accessible and most enjoyable 
with all the computational power of a microcomputer at one's fingertips. 
In this paper I shall describe the software and give examples of how it is used to further 
understanding of theory, in computation and in applications. 
THE SOFTWARE [1] 
The software package developed consists of twenty-two programs that cover computation and 
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applications. Programs are on one diskette; matrices may be saved on a second ata diskette and 
recalled. The programs, any one of which may be called from a menu, are as follows. 
(1) Instructions--a summary of the prompts and options used in the programs. 
(2) Matrix Multiplication--computes the product of two matrices. 
(3) Powers of a Matrix--all the powers leading up to a given power may be viewed or just the 
desired power. 
(4) Elementary Matrix Transformation--the us r can perform any desired sequence of elemen- 
tary matrix transformations on a matrix. The computer can be used to perform the 
arithmetic leading to an echelon form or reduced echelon form. The student can thus focus 
on understanding the concepts involved. 
(5) Reduced Echelon Form by Gauss-Jordan Elimination--computes the reduced echelon form 
by Gauss-Jordan elimination. 
(6) Echelon Form and Reduced Echelon Form using Gaussian Elimination--computes he
reduced echelon form using Gaussian elimination. 
(7) Determinant--computes the determinant using elementary matrix transformations. 
(8) Inverse of a Matrix--computes the inverse of a matrix using elementary matrix trans- 
formations. 
(9) Gauss Seidel/Jacobi Iterative Methods for Solving Linear Systems--the user has the option 
of terminating the program when consecutive results are "close" or after a number of 
iterations. 
(10) Norm and Normalized Vector--computes the norm and normalized vector for any vector 
in R". 
(11) Inner Product, Angle and Projections--computes theinner product of any two vectors in 
the same space, the angle between them and the scalar and vector projections. 
(12) Gram-Schmidt Orthogonalization Process--produces a et of orthonormal vectors for any 
number of vectors in R". 
(13) Eigenvalues and Eigenvectors---computes the dominant eigenvalue and eigenvector f a 
square matrix, if they exist. If the matrix is symmetric, the program continues to compute 
further eigenvalues and eigenvectors u ing deflation. 
(14) Simplex Method---computes the final simplex tableaux from the initial tableaux for any 
standard linear programming problem. 
(15) Markov Chain---computes the states from any given state, in a Markov Chain. User is asked 
for the initial state and the matrix of transition probabilities. 
(16) Digraph--the user is required to input the adjacency matrix of the digraph. The computer 
draws the digraph, gives the number of arcs in the shortest path between any two vertices 
and also the number of such paths. 
(17) Currents in an Electrical Network--the user is given a standard small circuit and asked to 
supply the voltages and resistances. Currents are determined through the various circuits 
using Kirchhoff's laws and Gauss-Jordan elimination. 
(18) Travel through Space-time--simulates a voyage to a distant star or planet. The user gives 
the distance to the star and the velocity of the space ship. The program gives time lapses 
on Earth and on the space ship as computed according to special relativity. The mathematics 
involves a modified inner product. 
(19) Matrix Mapping of a Unit Square--sketches and gives the image of a unit square under 
a linear mapping defined by a 2 x 2 matrix. 
(20) Rotations and Dilations--sketches and computes images under any sequence of rotations 
and dilations in a plane. 
(21) Coordinate Rotation and Translation--sketches a coordinate translation and rotation of 
axes and computes the transformation. 
(22) Sketching an Ellipse----draws an ellipse having a given center and major and minor axes. 
Computes the equation of the ellipse. 
INTRODUCING THE SOFTWARE IN CLASS 
Let us now look at the when and how to introduce the software. Like most linear algebra courses, 
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the course starts off with a discussion of systems of linear equations. Systems in two variables are 
introduced, followed by larger systems. Matrices are then introduced to handle larger systems. An 
assignment is given on solving systems using Gauss-Jordan elimination. The software is introduced 
in the following class; systems are solved using matrices on the computer. 
A single class is devoted to introducing the software. I use an Apple with a 25 in. monitor with 
a class of about 25 students. 
A master diskette containing the programs i placed in the drive and the computer switched on. 
There are two pages of menu; the class is shown how to move from one page to the other. The 
next step is to select a program. The Instructions program is selected; a concise screenful of 
instructions. The students are then shown how to return to the menu. 
Next the Gauss-Jordan elimination program is selected. On selecting this program, a number 
of options appear. These are briefly discussed at this time; they will be discussed in more depth 
later. An augmented matrix is entered; its reduced echelon form computed. The method of 
rerunning the program or going back to the menu is illustrated. A student is then selected from 
the class and she is guided through the same steps again, reinforcing the procedure. 
The first software assignment is now given. It is as follows. 
(1) Activate the linear algebra diskette, display the two pages of menu and load the 
Gauss-Jordan Elimination program. 
Solve a system of linear equations. 
Solve three further systems by rerunning the program. 
Return to the menu. 
(2) 
(3) 
(4) 
On completing this assignment, he students will be comfortable with moving around the 
software. At this early stage they will also have gained an appreciation of the role of the computer 
in solving linear systems. The computer has been introduced naturally and efficiently. 
A word of advice to the instructor at this time. Plan the classes where the computer is to be used 
carefully. There is a danger of turning one's back on the class, fiddling on the keyboard and coming 
between the class and the monitor, especially when some unexpected problem arises! The instructor 
has lost the class if this happens. The computer explanations should be slow and clear with verbal 
repetitions of the steps with the screen visible to the class at all times. We are accustomed to the 
art of using the blackboard; we now have to be conscious of using a new medium. The use of this 
medium has to be coordinated with the blackboard and its method of use, of course, differs from 
the board. Make sure that students have time to appreciate each screen display before moving on 
to the next display. It is so easy to rush things. 
ELEMENTARY MATRIX TRANSFORMATION PROGRAMS 
There are five programs that are used at various stages of the course that involve elementary 
matrix transformations. The first program, labelled "Elementary Matrix Transformations" in the 
menu, enables the user to enter any matrix and perform any sequence of transformations. The user 
selects the transformations while the computer performs the arithmetic. This program is used in 
conjunction with a Gauss-Jordan elimination program and a Gaussian elimination program. On 
selecting these two programs, the user has the following options: 
1. ALL STEPS 
2. SCROLLING SCREEN 
3. ENTER FROM KEYBOARD/DISKETTE 
4. COUNT OF OPERATIONS 
5. PIVOTING 
6. OWN NUMBER OF SIGNIFICANT FIGURES 
7. HARD COPY 
Selecting the all steps option will display the result of each elementary matrix transformation 
leading up to the reduced echelon form. The difficulty of displaying matrices of various sizes on 
the screen has been overcome by including a scrolling screen option. In the normal mode, the 
computer will display up to 9 x 4 matrices with ten locations allowed for each matrix element. 
Matrices with more rows or columns and elements occupying more characters have untidy displays. 
46 G. WILLIAMS 
For displaying such matrices, one can select the scrolling screen mode that displays 8 x 3 
submatrices. One can scroll in four directions to see various parts of the matrices--this  similar 
to VISICALC. Matrices can be saved on a separate data diskette and can, when needed, be loaded 
using the third option above. The fourth option can be used to count the various arithmetic 
operations at each stage. One can, for example, compare Gaussian and Gauss-Jordan elimination 
for various systems. The fifth option can be selected for pivoting and there are options for working 
to a given number of significant figures and for getting a hard copy. 
There are two further programs, with similar options, that involve elementary matrix operations, 
namely a determinant and matrix inverse program. 
The use of these programs in conjunction with performing operations by hand enable the 
students to thoroughly master the techniques involved. They can run through many examples to 
get the feel of the behavior of various systems and to appreciate the effects of changing coefficients 
in various systems. Programs can be rerun and options are available to change individual elements 
within matrices. This aspect of being able to focus on the overall behavior without being distracted 
by arithmetic is one of the big advantages of using the computer. The "own number of significant 
figures" option is of interest in numerically oriented linear algebra classes or numerical methods 
classes. Students can examine the effect of solving various ill-conditioned systems to various 
significant figures. 
The students discover the errors that are introduced when working with computers. Consider 
the following matrix 
5 . 
8 
Observe that this matrix is singular. (Row 2 minus row 1 is the same as row 3 minus row 2.) 
Interestingly enough, students will find that the echelon form of this matrix using pivoting is 
1 , 
0 
incorrect, while it is 
1 , 
0 
correct without pivoting! Errors are introduced uring pivoting when one interchanges rows 1 and 
3 and then divides by 7. 
One can use the Gauss-Jordan program to determine a basis for a subspace of Rn spanned by 
given vectors v~ . . . . .  vm. The vectors are written as row vectors of a matrix. Its reduced echelon 
form is computed using this program. The nonzero row vectors of the reduced echelon form a basis 
for the subspace. Linear dependence and independence an be investigated using similar techniques, 
as can rank of a matrix. 
Further, the Gauss-Jordan program can be used to find bases for the kernel and range of a linear 
mapping defined by a given matrix A. Solving Ax = 0 leads to the kernel while the nonzero row 
vectors of the reduced echelon form of A' give a basis for the range. The students can soon get 
a feel for the rank nullity theorem. 
APPL ICATIONS 
Linear algebra is widely used in many fields. The opportunity arises in the linear algebra course 
to teach the student how to apply mathematics--an art that does not come naturally to many 
students. I myself introduce applications ranging from seriation in archaeology to an analysis of 
the behavior of time in special relativity. The current recommendation f an MAA panel on teacher 
training is for a linear algebra course that includes a study of "applications of linear algebra in 
such areas as social science, business and physical and biological sciences". They suggest hat 
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applications be drawn from such subjects as "economics, game theory, genetics, linear pro- 
gramming and population growth". 
The computer is, of course, often used in practice when linear algebra is applied. The use of 
microcomputers in applications in the course widens the scope of the applications in depth, breadth 
and realism. 
ELECTRICAL NETWORK ANALYSIS [2] 
Systems of linear equations are involved in determining currents through various circuits in a 
network. This application is given immediately after solving systems of linear equations using 
Gauss-Jordan elimination. Consider the following electrical network. The circuit consists of two 
batteries having voltages V~ and 112, and five resistances Rt , . . . ,  R5. On being given the voltages 
and resistances, two physical laws called Kirchoff's laws can be used to determine the currents/1, 
12 and 13. On applying Kirchoff's laws to the network, the student can get three independent linear 
equations; their solution gives the currents. This analysis is thus an example of an application of 
systems of linear equations having a unique solution. 
I 
-- i I 
A,'V~. 
I ½ 
R, 
In practice, such analyses are carried out on the computer. The program in the software package 
graphs the above network. The user enters the voltages V~ and II2 and the resistances R~ . . . . .  Rs. 
For example, suppose the user entered V~ = 8, 112 = 16, R~ = 2, R2 = 4, R3 = 1, R4 = 2, R5 = 0. The 
output would be as follows. 
I1 +12-13  = 0 
411 + I3 = 8 
412 + I3 = 16 
AUGMENTED MATRIX 
1 1 -1  0 
4 0 1 8 
0 4 1 16 
REDUCED ECHELON FORM 
1 0 0 1 
0 1 0 3 
0 0 1 4 
CURRENTS 
I1=1,  •2=3, •3=4. 
The currents are I~ --- 1 A, 12 = 3 A, I3 = 4 A. 
Using this software, the student can feed in many values for the voltages and resistances to 
appreciate the effect of changing parameters in the model. The student gets practice at using the 
program for circuits that are topologically the same as the above circuit--they may need to be 
rearranged slightly to look like the above circuit. The program also handles circuits which have 
a mathematical solution but are not practical physically, giving this information. For example, 
111-- 1, I"2 = 20, Ri = 1, R2 = 2, R3 = 3, R4 = 4, R5 = 5 gives Ii = -0.704225352, 12---2.21126761, 
13 -- 1.50704225. The negative value for I~ implies a current in the wrong direction through the top 
cell. 
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The computer software makes this example realistic; the student gets the feel of how the 
mathematics is directly related to the physical situation. 
In class, this application is followed by one involving traffic flow through a downtown section 
of Jacksonville, Fla. This is an example of an application of a system of linear equation having 
many solutions. I am currently working on a computer program for effectively simulating such a 
situation. Such a program would enable the user to observe the effect of limiting traffic flow through 
certain parts of the network or the effect of overburdening other parts. 
EIGENVALUES AND EIGENVECTORS 
This program computes the dominant eigenvalue and corresponding eigenvector f a matrix, if 
they exist, using the power method. If the matrix is symmetric the program continues to compute 
further eigenvalues and eigenvectors u ing deflation. The method can be terminated after a number 
of iterations or after the componentwise relative rror of the eigenvector and the relative rror of 
the eigenvalue are within a desired tolerance. The method terminates after 100 iterations if the 
tolerance has not been achieved by that time. The check for convergence h re, as in all the iterative 
methods, has been delayed until the 16th iteration to give the user the opportunity to see steps in 
divergence. The results of each iteration may be viewed if the user so desires. 
As an example of interesting investigation, in particular output interpretation, that occurred in 
one of my classes, consider the matrix 
6 . 
5 
This matrix was constructed by students using the similarity transformation 
( i  0 ! ) ( i  0 i ) ( i  0 i)  - 1 1 1  40 11 
and was thus known to have eigenvalues l, 4, 6 with corresponding eigenvectors (1,0, 1), (0, l, 1), 
and (1, l, 1) [as column vectors]. The students performed this transformation using the matrix 
inverse program and product program twice, storing and retrieving intermediate r sults. However, 
on using the vector (1, 2, 3) as initial estimate (a most popular initial estimate amongst he 
students!) and selecting 20 iterations, the program indicated that the method id not converge. How 
was one to interpret this message? The method should, of course, have converged to the dominant 
eigenvalue 6 and a corresponding eigenvector. 
Since the test for convergence took place at the 16th iteration, we investigated the result of the 
15th iteration with the initial estimate (1, 2, 3). It gave 4.00000004 as the dominant eigenvalue and 
(2.94530762 x 10 -8, 0.999999996, 0.999999996) as a corresponding eigenvector. Obviously, the 
method had started converging to the second eigenvalue 4.Then it had started moving away from 
this eigenvalue, presumably heading towards the dominant eigenvalue 6, and had been caught by 
the convergence t st. Of course the next question was why the initial convergence to the second 
eigenvalue 4? The students found that the representation f (1, 2, 3) in terms of the eigenvectors 
was as follows 
(1, 2,3) = 1(1, 0, l) + 2(0, 1, 1) + 0(1, 1, 1). 
The initial estimate (l, 2, 3) had zero component in the direction of the dominant eigenvector 
(1, l, 1). (1, 2, 3) was a poor initial estimate! The method started converging to (0, 1, l) initially, 
the dominant eigenvector in the subspace spanned by (l, 0, 1) and (0, 1, 1) in which (l, 2, 3) lay. 
Round-off errors gradually caused change of direction, however, with convergence to (1, 1, 1). This 
was picked up by the software; hence, the "method oes not converge" message. As a check, it 
was found that the initial estimate ( -4 ,  7, 1) did converge to 5.9989972 and (0.999248744, 1  1) in 
20 iterations. 
It was pointed out by students that (1, 2, 3) had zero component in the direction (1, l, l), 
however, (1, 2, 3) was not orthogonal to (1, l, 1). How could this be so? This observation led to 
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a discussion of the concept of dual basis and the real meaning of component in the statement of 
the Power Method. 
In this one example, the students had grown to really understand the implementation f the 
Power Method. They had also experienced the importance and skill required in careful inter- 
pretation of computer output. The computer had also motivated the discussion of dual basis. 
POPULATION MOVEMENT MODEL [2] 
A population movement model involving stochastic matrices is discussed on two separate 
occasions in the course. The first time is after the introduction of matrix multiplication and powers 
of matrices, with the following model. 
The numbers of people in units of one thousand living in cities and suburbs in the U.S. during 
1971 were 57,633 and 71,549 respectively. Represent this information by the matrix 
X0 = (57633 71549). Annual probabilities for moving are represented by a stochastic matrix 
City Suburb 
p= City (0.96 0.04"~ . 
Suburb \0.01 0.99J 
The predicted population distributions n years later are given by 
Xn=Xo Pn. 
The software package includes a program that can be used to compute Xn from any initial X0 and 
any stochastic matrix P, for any n. The program includes the option of computing Xn directly or 
giving each X i leading up to Xn. 
The students have experience at using the computer in conjunction with a mathematical model, 
to make predictions. Limitations and possible improvements onthis model are discussed. Various 
values of n can be used and the students can appreciate how some stochastic matrices lead to 
sequences {X~} that converge while other stochastic matrices lead to sequences that do not 
converge. 
The population movement model is picked up again after discussing eigenvalues and eigen- 
vectors. It is an example of a regular Markov chain. The sequence {X~} where X~ = XoP ~ will 
approach a left eigenvector f P having eigenvalue 1. The eigenvector program can be used to 
compute this eigenvector fpt. The limit vector can thus be arrived at directly using the computer. 
The relationship between left and right eigenvectors is brought out. 
GRAPH THEORY 
Digraphs are introduced early in the course to illustrate the role of matrices and their powers 
in analyzing networks. The graph theory software sketches the graph that corresponds to an 
adjacency matrix. The user can enter any two vertices and the computer will give the shortest 
distance, if it exists, between the vertices. 
We return to graphy theory later in the course after discussing the power method for computing 
the dominant eigenvalue of a matrix. 
The power method for computing the dominant eigenvalue l ads into an interesting application 
of eigenvalues and eigenvectors in analyzing networks [2, 3]. Consider a network of n cities linked 
by two-way roads. The cities can be represented asvertices of a digraph and the roads are edges. 
Geographers are interested in the accessibility of each city. The Gould index is used as a measure 
of accessibility. This index is obtained from an eigenvalue corresponding to the dominant 
eigenvalue of the n x n adjacency matrix of the digraph that describes the network. Since the 
network consists of two way roads the adjacency matrix will be symmetric and will thus have n 
linearly independent eigenvectors. If the digraph is connected a Perron-Frobenius theorem implies 
that a dominant eigenvalue exists, that the power method can be used to find the eigenvalue and 
that the eigenspace orresponding to the dominant eigenvalue is one dimensional. The components 
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of this eigenvector lead to the relative accessibilities of the cities. For example, consider the simple 
network: 
I : 2~ 3 
4 
The adjacency matrix is: 
ii l0 0 it011 i  
The computer is used to find that the dominant eigenvalue is 2.17 and that a corresponding 
eigenvector is (0.44, 1, 0.84, 0.84). The geographer normalizes this vector by dividing by the sum 
of its components to get (0.14, 0.32, 0.27, 0.27). The Gould indices of the vertices 1, 2, 3 and 4 
are 0.14, 0.32, 0.27 and 0.27 respectively. Observe that the accessibilities of cities 3 and 4 are the 
same, as is to be expected. 
There is an interesting analysis of river trade routes in central Russia in the twelfth century 
carried out by Pitts using these techniques [4]. Pitts reviews the claims by geographers that Moscow 
eventually assumed the dominant position in Central Russia because of its strategic location on 
medieval trade routes. He computed the Gould accessibility indexes of 39 cities finding that 
Moscow ranked sixth, not first. The conclusion arrived at in the analysis was that sociological and 
political factors other than trade must have been important in Moscow's rise. 
The dominant eigenvalue of the adjacency matrix that describes a transportation network is also 
used by geographers as a measure of the overall connectedness of a network. Networks are 
compared using this index. 
A comparison of the internal airline networks of eight countries can be introduced in a linear 
algebra class [5]. As is to be expected, the U.S.A. is high, however Sweden turns out to be 
suprisingly low. 
The computer is used to determine the dominant eigenvalue and corresponding eigenvector in
these applications. The students are then focusing on the applications, getting to understand the 
interplay between mathematics and the real world. 
Exercises are given that involve removing and adding certain links in networks to determine the 
effect on the connectivity. It is also interesting to ask students to estimate the dominant eigenveetor 
of an adjacency matrix by estimating the relative accessibilities of the vertices of the corresponding 
diagraph and then checking it out on the computer. 
GEOMETRY AND SPACE-TIME [2] 
After discussing general vector spaces and inner product spaces, examples are given of 
non-euclidean geometries, leading into a discussion of Minkowski space and the geometry of 
special relativity. The inner product controls the geometry of a space in that 
U t) 
IIv PI = ,~,v ) ,  cos0  = - -  
II u If it v It 
and 
d(u, v)  = II u - v II- 
Thus modifying the inner product modifies concepts of magnitude, angles and distances. Consider 
R 2 with the inner product 
((Xj, X2), (Yh Y:) )  = Xlyl + 4x2y2. 
In this space the magnitude of the vector (0, 1) is 2, the vectors ( -4 ,  1) and (1, 1) are orthogonal 
and the distance between the points (1, 0) and (0, 1) is x/~. Students are asked to sketch the unit 
circle in this space. 
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Minkowski had to drop the positive definite axiom of the inner product o get a geometry 
suitable for describing the behavior of space-time. The pseudo inner product of special relativity 
is 
((xl, x2, x3, x4), (Yl, Y2, Ya, Y4)) = - xl  Yl - x2y2 - x3Y3 + x4Y4, 
where x~, x2, x3 are spacial coordinates and x4 represents ime. 
A space-time diagram is drawn to depict he voyage of a space ship to a distant galaxy and back 
to Earth 
Q 
Path of 
Earth 
XI 
galaxy 
For convenience the coordinate system is chosen so that the galaxy lies in the direction xl from 
Earth. Earth advances in time, x4 only, while the space ship advances in time and also moves in 
direction of increasing xt to the galaxy and then in the direction of decreasing xl back to Earth. 
The interpretation f special relativity is that the length of PQ will represent the duration of the 
voyage from Earth's point of view while the sum of lengths of PR and RQ will be the duration 
of the voyage for the space ship. By using Minkowski geometry the student can compare durations 
of voyages to various galaxies at various velocities. 
The software contains agraphics program that simulates this voyage. The user enters the distance 
to the galaxy and the constant velocity of the space ship. The program sketches the Earth's position 
and the space ship position every 5 years and also gives the time lapses since the commencement 
of the voyage at those times. The program includes the option of playing star wars music at the 
start, half way point, and end of the voyage! The example that is introduced in class is a voyage 
to Alpha Centauri which is 4 light-years from Earth. The duration of the voyage from Earth's point 
of view is 10 years while the duration for the space ship is 6 years, when the speed of the ship is 
0.8 the speed of light. 
This application i  special relativity is a beautiful one in that it is so readily understandable y 
the students and illustrates so well how existing axioms can be modified to obtain the mathematics 
needed to describe a real situation. Mathematicians have molded and developed mathematics to 
suit their needs. Mathematics i  not as rigid and absolute as it is sometimes made out to be; it is 
a field that is continually being developed and applied in the spirit presented in this example. The 
geometry isa very interesting one for the students to work with. For example, the distance between 
the points (0, 0) and (1, 1) in Minkowski space is zero! The line between these points describes the 
path of a photon. The computer simulation makes the mathematical model believable and of course 
the applications more interesting. 
FINAL DISCUSSION 
In the suggested linear algebra course I have discussed ways of using menu driven software and 
integrating applications. One may, of course, point out that time could be a factor. Where does 
one get time to do all this? I have found that certain parts of my course move quicker on integrating 
the computer. Concepts of linear combinations, linear dependence and basis, which for some 
reason always eem to cause problems, can be more readily understood when the vectors are written 
as row vectors of a matrix and conclusions drawn from its reduced echelon form, found using the 
computer. Many students will spend time investigating situations on the computer which they 
would not spend with pencil and paper. The introduction of applications, of course, is time 
consuming. To accommodate applications I have cut out certain proofs of theorems. I do not, for 
example, prove any theorems on the properties of determinants. I do not prove that row rank is 
the same as column rank. I do not derive Cramer's Rule. I feel students do not, however, get 
short-changed onlearning the art of proofs. I do select proofs and exercises involving proofs very 
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carefully. For example, proofs of theorems involving bases, leading up to a well defined concept 
of dimension, are discussed. The Kernel and range of a linear mapping are proved to be subspaces 
and the rank nullity theorem is proved. Attempts hould, of course, be made to convey the elegance 
of a mathematical proof to the class. Care should be taken in introducing both the microcomputer 
and applications into the class that this vital aspect of mathematics should not be lost. However, 
I feel that students come out of the type of course that I have discussed here with a broad working 
knowledge of linear algebra. They have created important mathematical concepts, have designed 
realistic mathematical models and implemented those models on the computer. Their mathematical 
maturity should hopefully have been advanced! The students have had experience at selecting 
various options in software to examine mathematical behavior. Changes in parameters have had 
to be made, related to conclusions of results derived on the computer. This ability to focus on 
numerical results, effortlessly change the values of certain parameters to observe the effect on the 
results, and then draw conclusions gives the course an extra dimension. They have been exposed 
to a spectrum of mathematics ranging from developing axioms, to building structures on these 
axioms, to developing mathematical models from these structures, to implementing these models 
on the computer, to drawing conclusions about the world that we live in from the computer output. 
Furthermore, they have then seen how the cycle is completed, the result of the computer output 
can be used to suggest relevant modifications in the underlying mathematics. They have only 
learned a certain amount of linear algebra but the learning process has been patterned upon the 
historical interplay between mathematics and the real world. 
REFERENCES 
1. G. Williams and D. Williams, Linear Algebra Computer Companion. Allyn & Bacon, New York (1984). A software 
package consisting of two diskettes, manual and workbook. 
2. G. Williams, Linear Algebra with Applications. Allyn & Bacon, New York (1984). 
3. P. D. Staffin Jr, Linear algebra in geography: eigenvectors f networks. Math. Mag. 53(5), 269-276 (1980). 
4. F. R. Pitts, A graph theoretical pproach to historical geography. Profess. Geogr. 17, 15-20 (1965). 
5. R. J. Wilson and L. W. Beineke (Eds) Applications of Graph Theory, Chap. 10. Academic Press, New York (1979). 
