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1概要
近年，EUの Human Brain Projectやアメリカの BRAIN Initiativeなど，世界的に大
規模な全脳スケールの脳研究プロジェクトが進められている．これにより，全脳規模かつ
単一神経細胞レベルの実験的データ基盤が整いつつあり，今後，これらの情報を統合的に
理解するために，シミュレーションによる再構築や計算機実験が大きな役割を果たすこと
が期待されている．しかし，実際に全脳スケールでのシミュレーションを行うためには，
実験データの整備だけでなく，スーパーコンピュータのような大規模計算資源と，そのよ
うな大規模並列環境で高速に動作するシミュレーション環境の構築が不可欠となる．そこ
で，本研究では，脳の情報処理機構について，単一神経細胞レベルからボトムアップに再
構築した全脳スケールモデルを対象に，高効率・高並列なシミュレーションが可能なプ
ラットフォームの構築を行った．
シミュレーションを行う対象としては，単一神経細胞レベルのデータが整備されている
生物として，カイコガ (Bombyx mori)及びショウジョウバエ (Drosophila melanogaster)
を用い，これらに由来するデータベース上の情報を基づき，詳細な細胞形態を再現したマ
ルチコンパートメント Hodgkin-Huxley型モデルとして大規模神経回路を再構築した．こ
の再構築された大規模神経回路モデルを用い，汎用的な神経細胞・回路シミュレータであ
る NEURONをベースに，CPU命令レベルの演算性能の高速化・高効率化による単体性
能の向上，OpenMP/MPIハイブリッド並列化による並列性能の向上，細胞分割による演
算時間の短縮，細胞形態縮約による演算時間の短縮といった高速化手法の実装を行った．
これにより，最終的に，京コンピュータの 663,552 CPUコアを用い，約 10,000神経細胞
の系において，リアルタイムスケールの計算速度でのシミュレーションを実現することに
成功した．これは，詳細な細胞形態を有した神経回路シミュレーションとしては，世界最
大級の規模となるものである．
また，同時に，次世代のスーパーコンピュタ環境を見据え，GPGPUや，Xeon Phiや
PEZY-SCといったメニーコアアーキテクチャについても，本シミュレーション基盤を適
用をし，いずれの環境でも高い性能を得ることができた．
本研究により，昆虫の脳情報処理機構解明に向けた全脳シミュレーションの計算機科学
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的基盤が大きく整備された．また，本研究は実験データの入手性から昆虫脳を対象として
いるが，シミュレーション基盤としては，ゼブラフィッシュやヒトなどのより高次な生物
についても適用可能であり，将来ヒト全脳シミュレーションに向けた共通のシミュレー
ション基盤を提供するものである．
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第 1章
背景
1.1 大規模神経回路シミュレーションの意義
近年，EU の進める Blue Brain Project[83]/Human Brain Project[21] やアメリカの
主導する BRAIN Initiative[3]など，様々な国や研究機関によって全脳規模の脳・神経機
能を解明するためのプロジェクトが進んでおり，これらの大規模プロジェクトにより，大
量の実験的情報基盤が取得可能になることが予想されている．このような大量の実験的情
報を統合的に理解するためには，ボトムアップ的に構築されたシミュレーション及びその
シミュレーションを用いた計算機実験が大きな役割を果たすことが期待されている．しか
し，大規模なシミュレーションを行うためには，大量の計算資源が必要となる．この問題
を解決するためには，スーパーコンピュータを用いる事が必要不可欠であるが，現在の
スーパーコンピュータは，スーパーコンピュータ性能の世界ランキングである TOP500
(Fig. 1.1) に示されるように，依然，ムーアの法則に示されるような指数関数的性能向上
を示しているが，性能の基本的な指標の一つである，CPUのクロック周波数については，
2 - 4 GHz程度で頭打ちになっている 1.2．そのため，スーパーコンピュタの性能を押し
上げている要因は，命令レベル，CPUコアレベル，ノードレベルの複数の階層における
並列度の向上に由来していることがわかる．例を挙げると，京コンピュータであれば，約
70万 CPUコア，更に新しいアーキテクチャである Sunway TaihuLightでは約 1000万
CPUコアと，大量のコアを用いることで，劇的な性能向上を可能としている．
しかし，この複数の階層における並列性から，十分な性能を引き出すことは容易ではな
い．この困難さは，一般にアムダールの法則 [5]の拡張として表現される．アムダールの
法則は，プログラムの中の一部（構成比率が p < 1）を S 倍高速化した際に，全体の性能
向上度（SpeedUp）を表したもので，以下のように定式化される．
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SpeedUp =
1
(1− p) + pS
(1.1)
この時明らかなのは，部分的な高速化度 S がたとえ無限大であっても，全体としての性
能向上は 11−p にしかならないと言う事である (Fig. 1.3)．
並列計算において，並列度の向上というのは S の上昇に相当するが，プログラムには，
逐次的に処理しなければならない部分や通信に関わる部分など，並列度の向上によっても
速度が向上しない部分（1 − p）というのが存在してしまう．そのため，大規模並列計算
においては，この 1 − p の部分をいかに減らすかという事が大きな課題となり，例えば
10,000 並列時に 9,000 倍の性能向上を得るためには，p > 0.999989でなくてはならない．
京コンピュータは 663,552 CPUコアを有しているため，pを極めて 1に近づける必要が
ある事がわかる．
このような研究の例としては，著名な神経回路シミュレータである [34]を用いて，京コ
ンピュータ上で，17億神経細胞スケールのシミュレーションを行った例 [39]などがある
が，これらの研究は，細胞の形態を簡略化したシングルコンパートメントモデルが主であ
り，実際の神経細胞形態を再現できるようなモデルを採用した場合に，計算量がどの程度
か，また並列化効率を上げるためにどのような手法が必要なのかについては，まだ未解明
である．
そこで，本研究では詳細な神経細胞形態を再現可能なマルチコンパートメント
Hodgkin-Huxley型モデルを用い，モデルの計算的側面から解析を行うとともに，様々な
高速化・並列化手法を用いて，104 神経細胞のスケールでリアルタイム相当の速度でシ
ミュレーション可能な計算環境の構築を行った．
1.2 昆虫脳モデル
本研究では，高速化・高並列化のターゲットとして，カイコガ (Bombyx mori)や，ショ
ウジョウバエ (Drosophila melanogaster) といった昆虫の脳モデルを利用することとし
た．昆虫脳は，神経細胞数 105～106 個と，ヒトの 1000 億個に比べると非常に少なく，
ある程度網羅的に調べることが可能であり，特にこれらの昆虫については，BoND[] や，
FlyCircuit[]といったデータベースに，単一神経細胞レベルの情報が集積されており，全
脳スケールのモデルを構築するための非常に良いテストケースとなりうる．
また，昆虫は，神経細胞数が少ないにも関わらず，自然の中で不確定な環境に適応しよ
うとする高次な知能の特徴を多くを有している．一例を挙げると，カイコガにおいて，雄
カイコガが，メスに向かっていくフェロモン源探索行動がある [68]．においは空気中には
連続的にでなく，乱流などの流体力学的効果が原因で，におい断片の連なりとして存在し
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ている．その様な環境の中でフェロモン情報を手掛かりに，左右にジグザグ様にターンを
繰り返しながらメスの元に向かうにおい源探索行動は，不確定環境のなかで情報を更新し
ながらにおいの源に向かう高度な適応行動であると言える．このような匂い源探索行動
は，工学的にも非常に高度であり，カイコガがどのように匂い源にたどり着くかというメ
カニズムについて，神経回路の情報処理の観点から明らかにすることは，工学的にも大き
な意義があると考えられる．
1.3 神経細胞形態を用いる意義
神経細胞は，様々な形態を有しており，その形態と機能には大きな関連があると考え
られている．特に昆虫においては，idenfied neuron[19] と呼ばれる，特有の形態を持つ
巨大な神経細胞が存在しており，学習や情報伝達において，大きな役割を果たしている
[37, 9]．このような働きを再現するためには，マルチコンパートメント Hodgkin-Huxley
型モデルのような，細胞内の電位伝搬を記述することの可能なモデルを用いることが必要
不可欠となる．
また，それに加え，現在脳内を観測するための大きな手段である様々なイメージング技
術では，電気生理学的手法に比べ時間的解像度は低いものの，空間的に広い領域の情報を
同時に得ることが可能であり，このような実験結果とシミュレーションを対応させるため
には，空間的な広がりを持ったシミュレーションを行うことが重要となる．
1.4 リアルタイムシミュレーション
本研究において，シミュレーション速度の向上を目指す上で，リアルタイムシミュレー
ションをひとつのランドマークとした．これは，1秒間のシミュレーションを現実の 1秒
間相当で終えることを意味する．このような目標設定を行った理由としては主に 2 つ挙
げることができる．ひとつ目は，脳は，外部からの情報を元に運動パターンを生成する情
報処理機であり，このシミュレーションによる動作を検証するためには，実際に複雑な外
部環境に晒す必要があるということである．そのため最終的には，シミュレーションをロ
ボットに接続し，リアルタイムに演算を行ったうえで，実環境下で動作させることを想定
している．ふたつ目は，シミュレーションを行う際のパラメータ推定について，神経細胞
の持つパラメータ空間は非常に広大であるため，データ同化手法を用いて電気生理学的実
験と共同させるような系を構築する必要があるということである．このような将来目標に
適合させるためには，リアルタイムまたはそれ以上の速度でシミュレーションが動作する
ことが非常に重要となる．
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1.5 神経回路モデル構築
本研究では 3 種類の神経回路ベンチマーク用モデルの構築を行うため，既存の様々な
ソフトウェアやフレームワークを使用または参考にした．まず第一にはデータベースで
ある．神経細胞・回路シミュレーションに関係したデータベースには，神経細胞の形態情
報を収集しているものと，シミュレーションモデル等の収集を目的としているものがあ
る．前者には FlyCircuit[16] (http://www.flycircuit.tw/)，NeuroMorph[7] (http:
//neuromorpho.org)，そして我々が開発を進めている無脊椎動物脳プラットフォー
ム (https://invbrain.neuroinf.jp) 及び比較神経科学プラットフォーム (https:
//cns.neuroinf.jp) などがあり，後者には，ModelDB[87]や，それをベースにクラウ
ド環境でシミュレーションを実行可能な Simulation Platform[132] が存在しており，実
際のモデル構築の活用が可能である．
共焦点レーザー顕微鏡などで撮像された三次元画像から，マルチコンパートメントモデ
ルを構築するためには，まず，画像の中の神経細の領域かそれ以外の領域かを識別するセ
グメンテーションと呼ばれる工程と，識別された領域について，擬一次的なグラフ構造と
して抽出を行うトレーシングと呼ばれる工程が必要となる．この目的のために，複数のソ
フトウェアが制作されており，本研究では，SIGEN[129]と KNEWRiTE[60]を使用した
が，Pengらによって開発が進められている Vaa3D[109]上では，様々なアルゴリズムの
実装の共通基盤として用いられており，今後も注目が必要である．
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Fig.1.1 TOP500 (Jun. 2017)
Fig.1.2 CPUDBによる CPUクロック性能
24 第 1章 背景
Fig.1.3 アムダールの法則
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第 2章
大規模神経回路シミュレーション高
速化の先行研究
大規模神経回路や神経細胞のパラーメータ推定には多大な計算時間を必要とするため，
これまでに様々な手法による高速化が提案されてきた．大規模化では，計算量や計算手法
の複雑さの観点から，Integrate-and-Fire modelや，Izhikevich modelのような大幅に簡
略化された神経細胞モデルを用いる事が多い．このようなモデルについて現在一般的な
のは，MPI (Message Passing Interface) を用いて，PCクラスタやスーパーコンピュー
タ上で並列化を行うものであり，Diesmann らが開発を進めている NEST simulator
(http://www.nest-simulator.org/) での実装 [77]がある．彼らのケースでは，メモリ
容量がシミュレーション大規模化の阻害要因となっており，神経細胞やシナプスのデータ
構造を工夫することで，京コンピュータ上で，109 神経細胞スケールのシミュレーション
に成功している．また，GPUの高速化と，CUDAや OpenCLといった GPGPU向けプ
ログラムパラダイムの一般化により，複数のシミュレータがGPGPUでの神経細胞シミュ
レーションを行っている [130, 31, 133]．特に，Nowotny らが開発を行っている GeNN
(https://genn-team.github.io/genn/)[133]では，細胞モデルの定義を抽象化するこ
とで，様々な神経細胞モデルについての CUDA実装を生成することが可能となっている
が，その分実行効率は落ちることとなり，トレードオフの存在を見ることができる．ま
た，GeNNは，Green Brain Project (http://greenbrain.group.shef.ac.uk/) とし
て NVIDIA Tegraのような GPGPUの動作するモバイル CPUを利用してドローン上で
のリアルタイム神経回路シミュレーションを目指しており，この点からも興味深い．さ
らに近年では次世代アーキテクチャを見据えたメニーコア CPUでの実装も提案されてお
り，小脳のリアルタイムシミュレーション等の事例がある [131]．この研究で使用されてい
る PEZY-SCは，Green500 (https://www.top500.org/green500/) と呼ばれる HPL
実行時の消費電力効率のランキングにおいて，高い成績を残しており，今後の消費電力が
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課題となるスーパーコンピュータ環境に向けた一つの指針を示していると言える．これら
の他にも，FPGA による実装 [107] や ASIC による専用チップ化 [33, 88] が行われてい
る．特に Fuberらの SpiNNakerでは，計算部分については汎用の ARM CPUコアを使
用しているが，シナプス伝達部について専用のルーティング構造を有しており，ハード
ウェア化における汎用と専用の切り分け方の一例を見ることができる．
同様に，マルチコンパートメントモデルについてもMPIや GPGPUでの実装が提案さ
れている．特に Hinesらによって開発が進められている NEURONシミュレータのMPI
並列実装については，多くの研究が存在しており，基本的にはスパイク伝達手法の効率
化が重要となっている [91, 53, 82]．また彼らは 1細胞の分割計算についても行っており
[52]，同時に複数細胞の分割を行う事例は公開されていないものの，本研究においては大
いに参考とした．また GPGPUの事例としては，GPUを用いて 1細胞を高速に計算する
ための事例があり [11]，細胞のコンパートメントという階層について，どのように取り組
むかが重要と言える．
本研究ではこれらの実装を踏まえ，更なる大規模化に向けたマルチパラダイムでの並列
化について研究を行った．
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本研究の目的・構成
本研究の最終的な目的は，昆虫全脳スケール (104 - 105) の神経回路モデルにおいて，
リアルタイムと同等の速度でのシミュレーションを実現可能な大規模並列計算プラット
フォームを構築することである．
この目的を達成するためのベンチマークモデルとして，以下の 4種類の神経回路モデル
を作成し，シミュレーションの高速化・高並列化のターゲットとした．
• カイコガ均一神経細胞モデル
• カイコガ LAL-VPC領域 86細胞モデル
• オスショウジョウバエ大規模モデル
• メスショウジョウバエ大規模モデル
また，シミュレーションの高速化・高並列化を行うためには，既存のプログラムの性能
測定が重要となる．そこで，本研究では，マルチコンパートメント Hodgkin-Huxley型モ
デルを対象に，浮動小数点演算数や要求メモリバンド幅について，詳細な検討を行った．
そして，これらの情報を元に，京コンピュータや，その後継機である FX100，GPGPU，
メニーコアアーキテクチャである Intel Xeon Phi及び PEZY-SCといった様々なアーキ
テクチャに対し，プラットフォームの適用を行い，優れたパフォーマンスを得ることを目
指した．
さらに，京コンピュータにおいては，大規模シミュレーションを実現するため，
OpenMP/MPI によるハイブリッド並列化や，神経細胞形態の複数ノードでの分割計
算や，細胞形態の縮約による計算時間の短縮を行い，最終的に，104 スケールの神経回路
モデルにおいて，リアルタイムスケールでのシミュレーションを達成した．
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本研究におけるソフトウェア構成
本研究において開発・使用したソフトウェアの構成を Fig. 4.1に示す．なお，各ソフト
ウェアの詳細については，7章及び 8章にて述べる．
モデル構築の元となる神経細胞形態データベースとしては，BoND[71] (カイコガ) 及び
FlyCircuit[16] (ショウジョウバエ)を使用した．BoNDには，共焦点レーザー走査型顕微
鏡により取得された三次元画像が登録されているため，KNEWRiTE 及び SIGEN を用
いて細胞形態抽出を行い，細胞形態ファイル (SWC)を生成した．FlyCircuitでは，すで
に細胞形態抽出済みのデータが登録されていたため，これをそのまま用いた．
形態抽出を行ったカイコガ神経細胞については，NeuroRegister (7.6)によりカイコガ
標準脳座標系 [60] へマッピングを行った．また，LAL-VPC Mapping (7.7) を用い，カ
イコガ LAL-VPC5 領域モデル [63] に基づいて神経細胞の各コンパートメントが，どの
領域に属しているかの判定を行い，入力領域，出力領域を定義した．この情報は，SB
Simulationにおいて，カイコガ LAL-VPC領域 86細胞モデルのシミュレーションを行う
際に，Peter’s ruleに基づいて，シナプスの生成を行うのに使用され，実際にシミュレー
ションを行うこととなる．
また，ランダムなシナプス作成を行うカイコガ均一神経細胞モデル及び，ショウジョウ
バエ大規模モデルについては，NRC (7.2) という，神経回路定義ファイルを用いて構築を
行った．ここでは，細胞数や，細胞リストを元に nrc-gen (7.3)により，NRCファイルの
生成を行う．この時，必要に応じて，細胞の分割や，reduct-neuron (7.5)による細胞形態
の縮約を行った．生成された NRCファイルは，NEURON K+用の nrc-loader (7.4) に
より読み込まれ，シミュレーションを行う．
なおいずれの場合も，シミュレーション結果については，swc2vtk (7.10)により細胞形
態及び電位の情報について，VTKファイルに変換を行い，最終的に Paraviewを用いて，
3次元可視化を行った．
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Fig.4.1 本研究におけるソフトウェア構成
第 II部
手法・計算機・ソフトウェア
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神経細胞・シナプスモデル
神経細胞・回路を表現する数理モデルには，様々なものがあり，対象とする現象により
多くの選択肢が存在している．一般に神経細胞の形態とその機能には多くの関係があると
言われているが，特に昆虫においては，哺乳類などに比べ神経細胞の数が少なく，それは
逆に一つ一つの神経細胞の果たす役割が，より複雑で高度であるからだと考えられる．
その根拠の一つとして，昆虫において一つ一つの神経細胞の役割が大きい idenfied
neuron[19]とよばれる個々に識別可能であり，多くの場合巨大で特有の形態をもつ神経が
多く存在している事が挙げられる．これはカイコガにおいては，におい源探索行動と同期
してステアリング信号を出すといわれる G1-G2下降性神経が存在している [69, 126]．
このような状況から，本研究では，細胞での樹状突起中の局所的な相互作用や，細胞内
の電位伝播による信号の遅れといったより詳細な情報処理に伴う物理現象を記述できるマ
ルチコンパートメント Hodgkin-Huxley型モデルを採用する事とした．
またさらに加え，形態的効果を含んだシミュレーションでは，神経細胞を一つの点とし
て表現するようなモデルに比べ計算量が莫大になるため，この様な計算量にどう取り組む
べきかを示す事で，計算科学的側面においても意義があると考えた．
5.1 マルチコンパートメント Hodgkin-Huxley型モデル
マルチコンパートメント Hodgkin-Huxley 型モデルは，電位の伝搬をコンパートメ
ントモデルを使用したケーブル方程式で，各コンパートメントの能動的な電位変化を
Hodgkin-Huxley型方程式で記述したものである．
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5.1.1 ケーブル方程式
ケーブル方程式は神経細胞の形態を電気的な等価回路として表現したものであり，ある
時刻 tにおける各点での電位を V とした時に，古典的には以下の熱拡散方程式様の 2階
の偏微分方程式で表される [110]．
1
rl
∂2V
∂x2
= cm
∂V
∂t
+
V
rm
(5.1)
この式について，一般解を得る事はできないが，離散化し，コンパートメントの連なり
として表現することで，複雑な細胞形状に対しても電位の変化を数値的に求める事が可能
となる．
また，細胞形態に分岐がある場合は，Fig. 5.3[50]のように，接続行列として表現する
ことが可能であり，数値計算を行う場合は，ガウス消去法や，CG法などを用いて解くこ
ととなる．
5.1.2 Hodgkin-Huxley型方程式
Hodgkin-Huxley方程式は，1952年の Hodgkin及び Huxleyの一連の論文 [54]でヤリ
イカの巨大軸索の電気的特性のモデル化として提案されたものであり，以下の 4 つの微
分方程式により表される（この時，Cm は膜容量，gNa と gK はイオンごとの最大コンダ
クタンス，ENa と EK はイオンごとの平衡電位，gL はリークチャネルのコンダクタンス，
EL はリークチャネルの平衡電位，αと β は電位 V の関数である）．
Cm
dV
dt
= I − gNam3h(V − ENa)− gKn4(V − EK)− gL(V − EL) (5.2)
dm
dt
=
minf(V )−m
τm(V )
(5.3)
dh
dt
=
hinf(V )− h
τh(V )
(5.4)
dn
dt
=
ninf(V )− n
τn(V )
(5.5)
5.1.3 マルチコンパートメント Hodgkin-Huxley型モデル
上述のケーブル方程式について空間的な離散化を行い，コンパートメント化したものに
ついて，各コンパートメント内の電位変化を Hodgkin-Huxley 型方程式で記述すること
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で，マルチコンパートメント Hodgkin-Huxley 型モデルを定義することができる．この
時，m,h, nのダイナミクスについては，Hodgkin-Huxley方程式と同様である．
1
Ra
∂2V
∂x2
= Cm
∂V
∂t
+ IHH (5.6)
IHH = gNam
3h(V − ENa) + gKn4(V − EK) + gL(V − EL) (5.7)
5.2 シナプスモデル
シナプスモデルについては，シナプス情報を送る側であるプレシナプス部位と，シナプ
ス情報を受け取る側であるポストシナプス部位に分けて考えることができる．
プレシナプス部位については，そのシナプスを含むコンパートメントにおいて，電位が
ある閾値を超えた際にシナプスでの開口放出が起きると定義できる．この閾値は，固定の
モデルと可変のモデルがあるが，本研究においては可塑性を考慮せず，主に固定閾値のモ
デルを用いることとした．
また，ポストシナプス部位については，マルチコンパートメント Hodgkin-Huxley型モ
デルにおいて，他のイオンチャネルと同様に，並列に挿入される電位と可変抵抗として表
現することができる (式 5.2)．
Isyn = gsyn(V − Vsyn) (5.8)
この時，gsyn の時間的変化については，以下のような複数のモデルが提案されている．
• アルファシナプス
gsyn = w1 × t exp
(
− t
τ
)
(5.9)
(5.10)
• 指数減衰型シナプス
gsyn = w2 × exp
(
− t
τ
)
(5.11)
(5.12)
• 二重指数減衰型シナプス
gsyn = w3 ×
{
exp
(
− t
τ2
)
− exp
(
− t
τ1
)}
(5.13)
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本研究においては，主に Exponential Synapseを使用する事とした．
なお，それぞれの gsyn モデルにおける時間的変化のグラフを Fig. 5.4に示す．
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Fig.5.1 細胞形態を再現したマルチコンパートメント Hodgkin-Huxley型モデル
Fig.5.2 マルチコンパートメントモデル
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Fig.5.3 分枝がある場合のケーブル方程式 [50]
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Fig.5.4 各シナプスコンダクタンスモデルにおけるコンダクタンス時間的変化
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計算環境
6.1 京コンピュータ
6.1.1 概要
京コンピュータは，独立行政法人理化学研究所 計算科学研究機構（AICS）に設置され，
2012年より運用されているスーパーコンピュータである．
約 1京 FLOPS（1016 FLOPS）の計算性能をもち，2011年 6月及び 2011年 11月の
TOP500[124]では，世界 1位の性能を記録したほか，2016年 6月においても Graph500
において 1位になるなど，依然高い性能を誇っている．
6.1.2 CPUアーキテクチャ
以下に，京コンピュータで用いられている CPUである SPARC64VIIIfx[118]の概要を
示す．着目すべき要素は，クロックが 2 GHzとそこまで高くない代わりに，SIMD (Single
Instruction Multiple Data) により最大で 8 浮動小数点演算を同時に行うことで性能を
上げていることである．このため，京コンピュータの性能を十分に発揮させるためには，
SIMDに最適化された計算方式を用いる事が非常に重要となる．
キャッシュについては，各 CPU コアごとに割り当てられている 1 次キャッシュが 2
wayと若干少ないのに対し，CPUコア間で共有されている 2次キャッシュの分量が多い．
そのため，各コアを独立ではなく，お互いに協調して動作させることで，キャッシュの
ヒット率を上げることができると考えられる．
• 1チップ（1ノード） = 8 CPUコア
• クロック : 2GHz
• SIMD : 2 × FMA (Fused Multiply-Add) / core
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• コアあたり演算性能: 16 GFLOPS/core = 4 Floating-point Operation × 2 SIMD
Unit × 2 GHz
• ノードあたり演算性能: 128 GFLOPS/node = 16 GFLOPS/core × 8 core
• 1次キャッシュ : 32 KB 2way （CPUコアごと）
• 2次キャッシュ : 6 MB, 12 way （CPUコア間共通）
• SMP (Symmetric Multiprocessing) 方式
• メモリバンド幅: 64 GB/s (実効 46.6 GB/sec STREAM Triad)
• メモリ容量 : 16 GB/node
6.1.3 ネットワーク構造
京コンピュータは TOFU[2]と呼ばれるネットワークによって接続されており，ハード
ウェア的には 6次元のトーラス構造を持っており，ソフトウェア（MPI）からは任意のサ
イズで，3次元トーラスとして，切り出すことができるものである．
6.2 FX100
6.2.1 概要
京コンピュータをベースに，一般販売用に開発されたものであり，本研究では名古屋大
学で運用されているものを利用した．アーキテクチャが近いため，京コンピュータと同
様のチューニング手法が適用可能であるが，32 CPUコアは，16 + 16の NUMA構造と
なっており，スレッド並列化において注意が必要となる．
6.2.2 CPU，メモリアーキテクチャ
• 1チップ（1ノード） = 32 CPUコア
• クロック : 2GHz
• SIMD : 2 × 256bit, FMA / core (8 double FMA)
• ノードあたり演算性能: 1.126 TFLOPS/node
• メモリバンド幅: Read: 240 GB/s + Write: 240 GB/s
• STREAMベンチマーク: Triad 305 GB/s
• メモリ容量: 32 GB/node
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6.2.3 ネットワーク構造
• ネットワーク構造: 6次元メッシュ/トーラス
• インターコネクト: Tofuインターコネクト 2
• インターコネクトバンド幅: 12.5 GB/s × 2
6.3 Suiren (PEZY-SC)
6.3.1 概要
Suirenは，PEZY Computingと ExaScalerによって開発された，PEZY-SCというメ
ニーコアプロセッサを採用したスーパーコンピュータである．液浸冷却システムを採用
しており，消費電力性能比に優れているという特徴があり，2014年 11月の Green500で
は，2位を獲得した []．
MIMD型のためコアごとの処理の自由度が高いが，分岐予測がない，In-Order実行し
かないなど，性能を出すためには細かいチューニングが不可欠となっている．
6.3.2 CPUアーキテクチャ
• 1チップ = 1024 CPUコア
• クロック : 733 GHz
• In-order 2way SuperScaler
• ノードあたり演算性能: 1.5 TFLOPS/node (倍精度)
6.4 Xeon Phi
Intel のメニーコアプロセッサである Xeon Phi (KNL) を採用した研究室内マシンで
ある．
• CPU: Intel Xeon Phi(TM) CPU 7250 @ 1.40GHz
• MCDRAM: 16 GB = 2 GB x 8
• Main Memory: 96 GB, 2400 MHz
• Himeno Benchmark: 31 GFLOPS @ 68 core, XL
• STREAM: 40 GB/sec
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6.5 louse (Intel Core i7計測用マシン)
一般的な Intel Core i7プロセッサのマシンとして，ベンチマークの基準や，一般環境で
の検証等に使用した．また，GPGPUにおける高速化についても本マシン上の NVIDIA
GTX960を中心に検証を行った．
• CPU: Intel Core i7-6700K 4.0 GHz
• Memory: DDR4 3000 MHz x 2 (Dual Channel)
• Bandwidth: 48 GB/s
• Himeno Benchmark: 13 GFLOPS @ 8 core , XL
• STREAMベンチマーク: 26 GB/s (Triad)
• GPU: NVIDIA GTX960
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開発を行ったソフトウェア
7.1 NEURON K+
7.1.1 概要
ソースコード: https://github.com/sc4brain/neuron_kplus (未公開)
NEURON K+ は，Yale 大学の Hines らによって開発されている神経回路・細胞シ
ミュレーションソフトウェアである NEURON[] をベースに，京コンピュータのような
大規模並列環境に適合させるために，著者らによって開発されているソフトウェアであ
る．本論文における試行の多くは，NEURONの拡張機能として実装されており，既存の
NEURON用プログラムを活用することが可能である．
7.1.2 環境ごとのビルド手順
PC環境でのビルド手順
Listing 7.1 Build NEURON K+ for PC
1 $ cd nrn -7.3
2 $ ../ config/do_config_pc_gcc.sh
3 $ make
4 $ make install
5 $ ../ exec/x86_64/bin/nrniv
6 $ cd ../ specials
7 $ ../ exec/x86_64/bin/nrnivmodl ../mod
8 $ ./ x86_64/special
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京でのビルド手順
クロスコンパイルを行うため，ローカルで動作させる必要のあるMODファイルの変換
用バイナリと，京で動作させる用のバイナリの作成の 2段階に分けてビルドを行う必要が
ある．
Listing 7.2 Build NEURON K+ for K
1 $ cd nrn -7.3
2 $ ../ config/do_config_k1.sh
3 $ make
4 $ make install
5 $ ../ config/do_config_k2.sh
6 $ make clean
7 $ make
8 $ make install
9 $ cd ../ exec
10 $ cp ./ x86_64/bin/* ./ sparc64/bin/
11 $ cd ./ specials
12 $ ./ make_special_sparc64.sh
また，NEURON K+ には，計算時間・演算量を測定するために，プロファイラ用の
コードが挿入されている．これらを有効化するためには，do config k2.shの代わりに，
do config k2 fapp.shを用いる．
Listing 7.3 Build NEURON K+ for K with Profiler
1 $ cd nrn -7.3
2 $ ../ config/do_config_k1.sh
3 $ make
4 $ make install
5 $ ../ config/do_config_k2_fapp.sh
6 $ make clean
7 $ make
8 $ make install
9 $ cd ../ exec
10 $ cp ./ x86_64/bin/* ./ sparc64/bin/
11 $ cd ./ specials
12 $ ./ make_special_sparc64.sh
なお，この時使用している補助スクリプト（do config k1.sh，do config k2.shは，
以下の通りである．
Listing 7.4 do config k1.sh
1 #!/bin/bash
2
3 ./ configure --prefix=$(cd ../; pwd)/exec/ \
4 --without -iv --without -x --with -nmodl -only \
7.1 NEURON K+ 47
5 linux_nrnmech=no \
6 CC=gcc CXX=g++
Listing 7.5 do config k2.sh
1 FLAGS="-Kfast ,openmp ,ocl ,optmsg =2"\
2 " -Nrt_tune ,src ,sta"\
3 " -DKPLUS -DKPLUS_FADVANCE"\
4 " -DKPLUS_USE_FADVANCE_OMP"\
5 " -DARCH_K -DKPLUS_SOLVE -DKPLUS_TREESET -DKPLUS_CAP_JACOB -DKPLUS_EION"
\
6
7 ./ configure --prefix=$(cd ../; pwd)/exec/ \
8 --without -x --without -nmodl \
9 --without -nrnoc -x11 --without -x \
10 --host=sparc64 -unknown -linux -gnu --build=x86_64 -unknown -linux -gnu \
11 --enable -shared=no --enable -static=yes \
12 --with -paranrn --with -mpi --with -multisend \
13 linux_nrnmech=no use_pthread=no \
14 CC=mpifccpx CXX=mpiFCCpx MPICC=mpifccpx MPICXX=mpiFCCpx \
15 CFLAGS="${FLAGS}" \
16 CXXFLAGS="${FLAGS}" \
7.1.3 NEURON K+専用ビルドオプション
NEURON K+ では，NEURON にはない複数の機能を，コンパイル時のオプション
(CFLAGS, CXXFLAGS)に指定することで，利用可能である．以下に主要なオプションにつ
いて記述する．
• KPLUS K: メモリアロケーション量などを京コンピュータに適した値に設定する他，
京コンピュータ向けのビルドであることを明示的に伝える．
• KPLUS FADVANCE: fadvance()関数内部での高速化機能を有効化する．
• KPLUS SOLVE: solve()関数内部での高速化機能を有効化する．
• KPLUS TREESET: treeset()関数内部での高速化機能を有効化する．
• KPLUS CAP JACOB: cap(), jacob()関数内部での高速化機能を有効化する．
• KPLUS EION: eion()関数内部での高速化機能を有効化する．
• KPLUS FADVANCE OMP: fadvance() 関数内部での OpenMP 利用を有効化する．
KPLUS FADVANCEとの併用が必須．
• KPLUS MOD OMP: MODファイル内部での OpenMP利用を有効化する．
• KPLUS USE FIPP RANGE: 京コンピュータの簡易プロファイラ (fipp) 用プロファイ
ルレンジ設定．実計算部分のほぼすべてをカバー．
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• KPLUS USE FAPP RANGE: 京コンピュータの詳細プロファイラ (fapp) 用プロファイ
ルレンジ設定．レベル 4まで設定しており，その場合は単一関数レベルの解像度と
なる．
• KPLUS GATHER SCATTER: HOC より呼び出し可能な MPI Gather, MPI Scatter
関数の追加 (nrn-7.2のみ，後藤昂彦氏により開発)
• KPLUS SPAWN: MPI Comm spawnにより呼びだされた際に，親ノードと通信するた
めの，関数・変数のセットアップ (nrn-7.2のみ, 福田哲也氏により開発)
7.1.4 仮想化環境
NEURONのビルドには必要な機能ごとに煩雑な手順が必要であり，また，NEURON
自体の依存関係が膨大であるため，環境によりビルドが失敗することがある．そこで，ク
ラウド環境を含め，様々な環境で NEURON を容易に利用可能にするため，Docker イ
メージを作成した．
Docker[]インストール済みの環境であれば，以下のコマンドで，OpenMPI環境でコン
パイルされた NEURON K+を利用することができる．
$ docker run -it dmiyamoto/neuron
参考のため，以下に Dockerfileを掲載する．
Listing 7.6 Dockerfile for NEURON K+
1 FROM ubuntu :16.04
2
3 MAINTAINER Daisuke Miyamoto <miyamoto@brain.imi.i.u-tokyo.ac.jp>
4
5 ARG NRN_VERSION="7.4"
6 ARG NRN_ARCH="x86_64"
7 ARG NRN_CONFIGURE_OPT="--without -iv --with -nrnpython =/usr/bin/python --
with -paranrn --enable -static=yes"
8 ARG NRN_CFLAGS="-O3"
9 ARG NRN_CXXFLAGS="-O3"
10
11
12 RUN mkdir /work
13 WORKDIR /work
14
15 RUN apt -get update \
16 && apt -get install -y \
17 locales \
18 wget \
19 gcc \
20 g++ \
21 build -essential \
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22 libncurses -dev \
23 python \
24 python -pip \
25 libpython -dev \
26 cython \
27 openmpi -bin \
28 openmpi -common \
29 libopenmpi -dev \
30 && localedef -i en_US -c -f UTF -8 -A /usr/share/locale/locale.alias
en_US.UTF -8 \
31 && pip install --upgrade pip \
32 && wget http://www.neuron.yale.edu/ftp/neuron/versions/v${
NRN_VERSION }/nrn -${NRN_VERSION }.tar.gz \
33 && tar xvzf nrn -${NRN_VERSION }.tar.gz \
34 && rm nrn -${NRN_VERSION }.tar.gz \
35 && cd nrn -${NRN_VERSION} \
36 && ./ configure --prefix=‘pwd ‘ ${NRN_CONFIGURE_OPT} CFLAGS=${
NRN_CFLAGS} CXXFLAGS=${NRN_CXXFLAGS} \
37 && make \
38 && make install \
39 && rm -rf /var/lib/apt/lists/* \
40 && apt -get autoclean
41
42 RUN cd /work/nrn -7.4/ src/nrnpython \
43 && python setup.py install
44
45 RUN useradd -m neuron
46 USER neuron
47
48 ENV LANG en_US.utf8
49 ENV PATH $PATH:/work/nrn -7.4/ x86_64/bin
7.2 NRC (NeuRal Circuit) Format
7.2.1 概要
NEURONは，データとプロセスが一体となっている言語のため，大規模なシミュレー
ションを行うためには，データ部分の分離が必要不可欠である．
近年では，NeuroML[35]のような XMLをベースとした形式が用いられる事も増えて
きており，NEURON にも ython ベースの，読み込み関数が提供されている．しかし，
NeuroMLはそのままでは，並列環境で細胞の CPUコアへの割り当てを指定することが
できない点や，CPUコアごとにファイルを分割する仕様がないためステージングで大量
のデータ転送が発生してしまう，といった問題が存在する．
そこで，本研究では，新たにNRC (NeuRal Circuit) Formatという神経回路記述フォー
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マットを定義した．NRC Formatは，大規模シミュレーションを想定し，細胞形態やシ
ナプス情報などを記述するためのフォーマットであり，単一ファイルとしても利用できる
他，京コンピュータの様なディスク分散環境向けに，各ノード用のファイルに分割して用
いることも可能である．
7.2.2 フォーマット定義
NRC Formatの各項目は以下の通りとなる．なお，コンパートメント位置について-2
を指定した場合は細胞内のランダム位置となる．
• #: #以降はコメントとなる
• CELL: 細胞定義．引数は順に，ノード ID，細胞 ID，細胞形態ファイル名，NetCon
のコンパートメント位置，3 次元空間上の位置 (シミュレーションには無関係) を
指定する．
• STIM: 刺激定義．引数は順に，細胞 ID，コンパートメント位置，刺激数，刺激間
隔，刺激開始時刻を指定する．
• PRESYN: プレシナプス定義．引数は順に，シナプス ID，細胞 ID，コンパートメン
ト位置を指定する．同一シナプス IDを持つ POSTSYNと接続される．
• POSTSYN: ポストシナプス定義．引数は順に，シナプス ID，細胞 ID，コンパート
メント位置，シナプス強度を指定する．同一シナプス IDを持つ PRESYNと接続さ
れる．
• BARRIER: 全てのノードで同期を行う．並列実行の際は POSTSYNを作成する前に同
期を行う必要がある．
NRCファイルを作成する際には，以下の点に注意が必要となる．
• 細胞 IDとシナプス IDは，内部では共通であり，重複はエラーとなる．
• 分割ファイルモードで利用する場合は，STIM，PRESYN，STIMは，指定した細胞 ID
が存在しているのと同じファイルに記述する必要がある．
• シナプス定義は，全てのファイルにおいて，PRESYN，BARRIER，POSTSYNの順に
記述する必要がある．並列出ない場合は BARRIERは不要である．
7.2.3 NRC Format例
以下に，8個細胞を定義し 8ノード上に置く場合に，それぞれ順に 0番細胞が 1番細胞
に，1 番細胞が 2 番細胞に，とリング状にシナプスを作成する NRC ファイルについて，
7.2 NRC (NeuRal Circuit) Format 51
単一ファイルの場合と，ノードごとの分割ファイルとした場合の 0番 4番ノード向けファ
イルについて掲載する．
Listing 7.7 ring.nrc
1 CELL 0 0 test0.swc -2 0 0 0
2 CELL 0 1 test1.swc -2 0 0 0
3 CELL 0 2 test2.swc -2 0 0 0
4 CELL 0 3 test3.swc -2 0 0 0
5 CELL 0 4 test4.swc -2 0 0 0
6 CELL 0 5 test5.swc -2 0 0 0
7 CELL 0 6 test6.swc -2 0 0 0
8 CELL 0 7 test7.swc -2 0 0 0
9 STIM 0 -2 100 100 2.000000
10 PRESYN 8 0 -2
11 PRESYN 9 1 -2
12 PRESYN 10 2 -2
13 PRESYN 11 3 -2
14 PRESYN 12 4 -2
15 PRESYN 13 5 -2
16 PRESYN 14 6 -2
17 PRESYN 15 7 -2
18 BARRIER
19 POSTSYN 15 0 -2 0.050000
20 POSTSYN 8 1 -2 0.050000
21 POSTSYN 9 2 -2 0.050000
22 POSTSYN 10 3 -2 0.050000
23 POSTSYN 11 4 -2 0.050000
24 POSTSYN 12 5 -2 0.050000
25 POSTSYN 13 6 -2 0.050000
26 POSTSYN 14 7 -2 0.050000
Listing 7.8 ring0.nrc
1 CELL 0 0 5HT1A -M -100028. swc -2 0 0 0
2 STIM 0 -2 100 100 2.000000
3 PRESYN 8 0 -2
4 BARRIER
5 POSTSYN 15 0 -2 0.050000
Listing 7.9 ring4.nrc
1 CELL 4 4 5-HT1B -M -000001. swc -2 0 0 0
2 PRESYN 12 4 -2
3 BARRIER
4 POSTSYN 11 4 -2 0.050000
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7.3 NRC Generator
ソースコード: https://github.com/DaisukeMiyamoto/nrc-gen/ (未公開)
7.3.1 概要
任意の細胞数，細胞形態ファイル (SWC) ，シナプス数，ノード数について，NRCファ
イルを生成するための Pythonモジュールを作成した．
7.3.2 使用方法
以下に，Source Code 7.2.3, 7.2.3 の例を出力するようなサンプルを示す．この時，
swc list.txtは，定義する細胞数と同じ行数のテキストファイルであり，使用する細胞
形態ファイル (SWC) 名を順に記述する．
Listing 7.10 Example: nrc-gen.py
1 nrcg = nrcgen.NrcGenerator (8)
2 nrcg.add_stim (1)
3 nrcg.add_ring_synapse (1)
4 nrcg.append_swc_file_list(’./ swc_list.txt’)
5 nrcg.write(’./ring8 ’, 8)
Listing 7.11 Example: swc list.txt
1 5HT1A -M -100028. swc
2 5HT1A -M -100029. swc
3 5HT1A -M -700001. swc
4 5-HT1B -M -000000. swc
5 5-HT1B -M -000001. swc
6 5-HT1B -M -000002. swc
7 5-HT1B -M -000003. swc
8 5-HT1B -M -000004. swc
7.4 nrc-loader
NEURON/NEURON K+において，NRCフォーマットを取り扱うためのモジュール
である nrc-loaderを作成した．
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7.5 細胞形態縮約ツール: reduct neuron
7.5.1 概要
ソースコード: https://github.com/DaisukeMiyamoto/reduct_neuron
細胞の大域的な形態を維持しながら，コンパートメント数を縮約するためのツールであ
る，reduct neuronを開発した．
7.5.2 縮約手法
本ツールでは，
• 手法 1 枝刈り: 末端枝の削除
• 手法 2 短絡: 分枝のない中間点の短絡
という 2種類のコンパートメント数縮約手法を繰り返して適用することで，大域的な形
状を維持したまま，コンパートメント数を減らす実装になっている．
7.5.3 使用方法
Listing 7.12 reduct neuron
1 from swc import Swc
2
3 filename = ’hogehoge.swc’
4
5 swc = Swc(filename=filename , set_fingerprint =1)
6 print "%s : cmp=%d length =%.1f [um] vol =%.1f [um^3]" % (swc.get_filename
(), swc.get_n_cmp (), swc.get_total_length (), swc.get_total_volume ())
7
8
9 filename1 = filename.replace(’.’, ’ -1.’, 1)
10 swc.reduct1 ()
11 swc.write(filename1)
12 print "%s : cmp=%d length =%.1f [um] vol =%.1f [um^3]" % (swc.get_filename
(), swc.get_n_cmp (), swc.get_total_length (), swc.get_total_volume ())
13
14 filename2 = filename1.replace(’.’, ’ -2.’, 1)
15 swc.reduct2 ()
16 swc.write(filename2)
17 print "%s : cmp=%d length =%.1f [um] vol =%.1f [um^3]" % (swc.get_filename
(), swc.get_n_cmp (), swc.get_total_length (), swc.get_total_volume ())
18
19 filename3 = filename2.replace(’.’, ’ -1.’, 1)
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20 swc.reduct1 ()
21 swc.write(filename3)
22 print "%s : cmp=%d length =%.1f [um] vol =%.1f [um^3]" % (swc.get_filename
(), swc.get_n_cmp (), swc.get_total_length (), swc.get_total_volume ())
23
24 filename4 = filename3.replace(’.’, ’ -2.’, 1)
25 swc.reduct2 ()
26 swc.write(filename4)
27 print "%s : cmp=%d length =%.1f [um] vol =%.1f [um^3]" % (swc.get_filename
(), swc.get_n_cmp (), swc.get_total_length (), swc.get_total_volume ())
7.6 SWCファイルマッピングツール: NeuroRegister
7.6.1 概要
ソースコード: https://github.com/sc4brain/neuroregister
細胞の LSM画像を標準脳座標系 []にマッピングする際の変換情報を用いて，細胞形態
ファイル (SWC) も同様の標準脳座標系にマッピングするための Fiji/ImageJ[]プラグイ
ンである．
開発には，細胞の LSM画像を標準脳座標系 []にマッピングするためのプラグインであ
る，VIB[]プラグインセットの，Name Landmarks and Registerをベースとしており，
Affine変換や Thin-Plate Splineなどの複数のレジストレーション手法を用いて細胞形態
ファイル (SWC)　を標準脳座標系にマッピングすることが可能となっている．
レジストレーション対象となるカイコガ標準脳については，池野らの作成したものを用
いた [60]．
7.7 LAL-VPC領域マッピングツール: LAL-VPC Mapping
7.7.1 概要
ソースコード: https://github.com/sc4brain/LAL-VPCmapping (未公開)
カイコガ LAL-VPC5領域モデルをベースに，ある細胞形態ファイル（SWC）の各コン
パートメントが，どの領域に属しているかを判定し，SWCファイル内の，ラベルカラム
に書き込むツールの開発を行った．
立命館大学西川研究室 (当時)の加藤のプログラムをベースに，判定アルゴリズムの修
正や他のソフトウェアとの連携，バグ修正等を行った．
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7.7.2 使用方法
$ python ./coloring swc.py [INPUT SWC FILENAME] [OUTPUT SWC FILENAME]
なお，領域塗り分け画像 LAL12345.tifを使用する．
7.7.3 領域ラベル一覧
• 0: not match any region
• 1: left side region1
• 2: left side region2
• 3: left side region3
• 4: left side region4
• 5: left side region5
• 6: right side region1
• 7: right side region2
• 8: right side region3
• 9: right side region4
• 10: right side region5
7.8 カイコガ標準脳シミュレーション環境: SB Simulation
7.8.1 概要
ソースコード: https://github.com/sc4brain/standardBrainSimulation (未公
開)
LAL-VPC 領域マッピング情報を元に，東京大学神崎・高橋研究室 (当時) の森友亮
のプログラム [] をベースに，同所属の福田哲也とともに開発を行った．なお，実行には
NEURON K+が必要となる．
7.8.2 使用方法
本プログラムは，シナプス生成と，実際のシミュレーションの二段階で実行を行う．
シナプス生成
$ nrnivmodl ./use mod
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$ python getSynList LALVPC.py
シミュレーション
$ nrniv networkSimulation.hoc
7.8.3 可視化
本プログラムには，シナプス接続や，シミュレーション結果を可視化するためのスクリ
プトが含まれている．3次元可視化には，swc2vtk (7.10参照) を使用している．
• utils/draw synconnection.py: synlist 内のシナプス強度をヒートマップ表示
する．
• utils/synapse2vtk.py: 任意の synlist内のシナプスファイルの標準脳上の位置
について表示する
• utils/visualize simulation.py: シミュレーション結果の表示
7.9 asm-neuron
7.9.1 概要
ソースコード: https://github.com/DaisukeMiyamoto/asm-neuron
ARM環境において，NEON命令のような SIMD演算の効果を測定するため，アセン
ブラによる Izhikevichモデル及び hodgkin-Huxleyモデルの実装を行った．
7.9.2 使用方法
x86環境
$ cd src $ make $ ./iz.out $ ./hh.out
ARMv8 (aarch64)
$ cd src $ make arm $ ./iz arm.out $ ./hh arm.out
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7.10 細胞形態・シミュレーション結果可視化ツール:
swc2vtk
7.10.1 概要
ソースコード: https://github.com/DaisukeMiyamoto/swc2vtk
ドキュメント: http://daisukemiyamoto.github.io/swc2vtk/
大規模な科学的可視化には，Paraview[] と呼ばれるソフトウェアが一般的に用いられ
る．このソフトウェアは，VTK形式の入力ファイルであれば，汎用的に扱うことが可能
なため，細胞形態ファイル (SWC) やシミュレーション結果について，VTK形式に変換
するためのツールの開発を行った．
7.10.2 インストール
本ソフトウェアは，PyPi (https://pypi.python.org/) により公開済みである．そ
のため，インストールには pipコマンドを利用可能である．
$ pip install swc2vtk
7.10.3 使用方法
単一ニューロンの VTK化
Listing 7.13 swc2vtk Example1
1 import swc2vtk
2 vtkgen = swc2vtk.VtkGenerator ()
3 vtkgen.add_swc(’simple.swc’)
4 vtkgen.write_vtk(’simple.vtk’)
複数ニューロンの VTK化
Listing 7.14 swc2vtk Example2
1 import swc2vtk
2 vtkgen = swc2vtk.VtkGenerator ()
3 vtkgen.add_swc(’simple.swc’)
4 vtkgen.add_swc(’simple1.swc’)
5 vtkgen.add_swc(’simple2.swc’)
6 vtkgen.write_vtk(’simple.vtk’)
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シミュレーション結果の可視化
Listing 7.15 swc2vtk Example3
1 import swc2vtk
2 vtkgen = swc2vtk.VtkGenerator ()
3 vtkgen.add_swc(’simple.swc’)
4 vtkgen.add_datafile(’result.dat’)
5 vtkgen.write_vtk(’simple.vtk’)
Listing 7.16 swc2vtk Example3 result.dat
1 -65.0
2 -65.0
3 -65.0
4 -65.0
また，このような電位情報を出力するための，NEURON K+での HOCコードの例は
以下のようになる．
Listing 7.17 swc2vtk Example3 HOC
1 proc saveData () { local i localobj outfile strdef filename
2 filename = $s1
3
4 printf("filename: %s\n", filename)
5 outfile = new File()
6 outfile.wopen(filename)
7 for(i=0; i<SectionNum; i=i+1){
8 access Dend[i]
9 outfile.printf("%f\n", v)
10 }
11 outfile.printf("\n")
12 outfile.close()
13 }
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Fig.7.1 swc2vtkによる可視化例（draw mode=0）
Fig.7.2 swc2vtkによる可視化例（draw mode=1）
Fig.7.3 swc2vtkによる可視化例（draw mode=2）
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Fig.7.4 swc2vtkによる可視化例（draw mode=3）
Fig.7.5 swc2vtkによる可視化例（draw mode=3 with Gourand Shading）
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Fig.7.6 swc2vtkによるカイコガ神経細胞可視化例
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8.1 ファイルフォーマット
8.1.1 SWC形式
シミュレーションに用いる細胞形態の記述フォーマットとして，SWC形式を使用した．
SWCは，提案者である，E.W. Stockley，H.V.Wheal，H.M. Coleの頭文字から名付
けられ，細胞形態を円柱状のコンパートメントの連なりとして表現することができる．
以下に，SWC形式の例を示す．
Listing 8.1 Example: sample.swc
1 #ORIGINAL_SOURCE IOSSIM
2 #CREATURE
3 #REGION
4 #FIELD/LAYER
5 #TYPE
6 #CONTRIBUTOR
7 #REFERENCE
8 #RAW
9 #EXTRAS
10 #SOMA_AREA
11 #SHINKAGE_CORRECTION 1.000000 1.000000 1.000000
12 #VERSION_NUMBER
13 #VERSION_DATE 2018 -03 -31
14 #SCALE 1.0 1.0 1.0
15
16 1 0 100.0 100.0 100.0 1.0 -1
17 2 0 200.0 100.0 100.0 1.0 1
18 3 0 300.0 150.0 100.0 1.0 2
19 4 0 300.0 50.0 100.0 1.0 2
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この時，最初の#から始まる部位はヘッダーである．この中では#SCALEが特に重要であ
り，SWCファイルで記述されている数字が，X方向，Y方向，Z方向それぞれに対して
何μ向に相当するかが記述されている．この例では，X，Y，Z共に 1.0なので，この後に
記述されている数字は，そのままμのとして読むことができる．次にヘッダーが終わった
あとのデータ列については，順に ID， タイプ， X 座標， Y 座標， Z 座標， 直径，親
ID となっている．この SWCファイルの XY空間状の形状は，Fig. 8.1となる．
Fig.8.1 SWC形式の例
8.1.2 VTK形式
可視化用の汎用ファイルフォーマットとして，VTKを使用した．VTKには，複数のデー
タセット形式があるが，今回は非構造データを記述するのに向いた，UNSTRUCTURED
GRIDタイプを主に使用した．
以下に例を示す．
Listing 8.2 Example: sample.vtk
1 # vtk DataFile Version 3.0
2 SWC2VTK
3 ASCII
4 DATASET UNSTRUCTURED_GRID
5 POINTS 56 float
6 1.000000 0.000000 0.000000
7 1.000000 0.000000 0.000000
8 1.000000 0.000000 0.000000
9 1.000000 0.000000 0.000000
10 1.000000 0.000000 0.000000
11 ~~
12
13 CELLS 5 95
14 18 0 8 1 9 2 10 3 11 4 12 5 13 6 14 7 15 0 8
15 18 8 16 9 17 10 18 11 19 12 20 13 21 14 22 15 23 8 16
16 18 16 24 17 25 18 26 19 27 20 28 21 29 22 30 23 31 16 24
17 18 24 32 25 33 26 34 27 35 28 36 29 37 30 38 31 39 24 32
18 18 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 40 41
19
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20 CELL_TYPES 5
21 6
22 6
23 6
24 6
25 6
26
27 CELL_DATA 5
28 SCALARS data float 1
29 LOOKUP_TABLE default
30 0.0
31 0.0
32 0.0
33 0.0
34 0.0
8.2 神経細胞形態データベース
8.2.1 Bombyx Neuron Database
Bombyx Neuron Database (BoND) [71] は，東京大学先端科学技術研究センター
神崎・高橋研究室内で運用されている，カイコガの形態情報や各種実験結果を登録す
るためのデータベースである．当システムは，コンテンツマネジメントシステムであ
る，XOOPS (https://www.xoops.org/) 上のモジュールである，Cosmo DB (http:
//cosmodb.osdn.jp/)を用いて開発されている．
登録されているデータには，共焦点レーザー走査型顕微鏡等によって得られた三次元画
像や，細胞内記録，各種イメージングの結果などがあり，2017 年現在で，約 1600 件の
データが登録されている．
8.2.2 無脊椎動物脳プラットフォーム / 比較神経科学プラットフォーム
BoNDは，研究室内でのみ利用可能となっているが，そのデータの一部は，無脊椎動物
脳プラットフォーム (IVBPF: https://invbrain.neuroinf.jp) として，公開されて
いる．
また，IVBPFは，現在，脊椎動物も含めた比較神経科学的観点からデータの収集をす
すめている，比較神経科学データベース (CNSPF, https://cns.neuroinf.jp) に移行
を行っている．
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8.2.3 FlyCircuit
台湾のNCHC (National Center for High-performance Computing)及びNTHU (Na-
tional Tsing Hua University) によって運営されている，ショウジョウバエの単一神経
細胞レベルのデータベースである．2017年 10月現在は，Version 1.1となっており，メ
スショウジョウバエについては 18,161 ニューロン，オスショウジョウバエについては，
5,422ニューロンが登録されている．本研究では，Version 1.0時点で登録されていた，メ
スショウジョウバエ 12,528 ニューロン，オスショウジョウバエ 3699ニューロンを用い
てモデル構築を行っている．
なお，FlyCircuitからの細胞形態ファイル (SWC) 取得については，並木重宏 博士に
ご協力を頂いた．
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Fig.8.2 Bombyx Neuron Database
Fig.8.3 無脊椎動物脳プラットフォーム (https://invbrain.neuroinf.jp)
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Fig.8.4 比較神経科学プラットフォーム (https://cns.neuroinf.jp)
Fig.8.5 FlyCircuit (https://http://www.flycircuit.tw/)
8.3 神経細胞形態抽出 69
8.3 神経細胞形態抽出
神経細胞形態データベースには各神経細胞を共焦点レーザー走査型顕微鏡等により撮像
した三次元画像が登録されているが，実際にシミュレーションを行うためにはこの三次元
画像を元にマルチコンパートメント Hodgkin-Huxley型モデルを構築する必要がある．そ
のためには，以下の様な作業が必要となる．
• 神経細胞の領域かそれ以外の領域かを識別するセグメンテーション
• 抽出された領域を元に，擬一次元的な近似を行いグラフとして再構築するトレーシ
ング
本研究では，これらの作業を行うために，KNEWRiTEと SIGENという二種類のソフ
トウェアを使用した．
8.3.1 KNEWRiTE
KNEWRiTEは，東京大学神崎・高橋研究室 (当時) の佐藤陽平により開発された細胞
形態抽出のためのソフトウェアである [135] (Fig. 8.6) ．
本ソフトウェアは，Rayburst法 [113]と呼ばれる自動化手法と GUIによるインタラク
ティブな抽出結果の確認や修正，部分的に抽出したもの同士の接続を組み合わせたセミ
オートによる抽出を可能としている．これにより，全てマニュアルで抽出した場合に比
べ，約 1/5 の時間で終える事ができるようになっただけでなく，抽出結果を元にシミュ
レーションを行った際の，抽出者によるばらつきも低減することに成功している [60]．
8.3.2 SIGEN
兵庫県立大学 池野英利教授らにより開発されている，SIGEN[129]を，細胞の形態抽出
のために使用した．
8.4 シミュレーション高速化・並列化
8.4.1 MPI
MPI (Message Passing Interface) は，並列で計算を行うための通信 (メッセージング)
手法に関する標準化規格である．神経回路シミュレーションにおいては，各細胞の並列性
を元に別々のノードに配置するので，シナプス情報の伝達については，MPIのようなメッ
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セージングを用いて実装することが一般的である [45]．
なお，本研究においては，原則的にMPI2.0の仕様に基づいて開発を行った．
8.4.2 OpenMP
OpenMPは，主にメモリを共有した計算環境において，スレッド単位の並列計算を容
易に行うためのディレクティブベース並列計算環境である．プラットフォーム固有のス
レッド APIを用いずに暗黙にスレッドが生成されるため移植性は高くなるが，スレッド
生成のオーバヘッドがかかる位置については，注意する必要がある．また，特に NUMA
型のプロセッサでは，事前にアロケーションしたメモリ領域へのアクセスが速い CPUコ
アで計算が行われるとは限らないため，メモリの割当については，’first touch’ などの手
法を用いて適切な場所になるよう配慮する必要がある．
本研究においては，ノード間はMPIにより通信を行い，ノード内においては OpenMP
によるスレッド並列化を行う，ハイブリッド化と呼ばれる手法を用いて開発を行った．
8.4.3 OpenCL/PezyCL
OpenCL (Open Computing Language) は，GPUや FPGAなどのヘテロジニアス環
境での高度計算を行うための標準化規格である．CUDAなどベンダー固有の環境に比べ
ると性能を出しにくいという欠点はあるが，複数のプラットフォームで共通のコードを利
用することが可能なため，移植性は高くなる．
本研究においては，NVIDIAの nvccを用いて GPU向けの開発を行ったほか，PEZY-
COMPUTING社の OpenCL互換環境である PezyCLを用いて，PEZY-SC向けの開発
を行った．
8.5 汎用ベンチマーク
計算機の実効性能を測定するため，汎用的なベンチマークを活用した．
8.5.1 STREAM
8.5.2 NAS Parallel Benchmark
NAS Parallel Benchmark[]は，NASAが開発している，並列計算ベンチマークスイー
トである．主に CFD などの流体シミュレーションを想定し，様々な計算カーネル（シ
ミュレーションのコアとなる部分）や疑似アプリケーションでテストすることが可能と
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なっている．
8.6 可視化
8.6.1 Paraview
Paraview[8] (http://www.paraview.org/) は，ロスアラモス国立研究所，Kitware
株式会社らによって開発が行われているオープンソース・マルチプラットフォームのの並
列分散データ分析・可視化アプリケーションである．
本研究では，swc2vtkにより，SWCを VTK形式に変換し，最終的には Paraviewを
用いて可視化を行った．全脳規模の可視化では，2億ポリゴン以上と非常に巨大となるが，
Paraviewは並列環境での可視化機能を有しており，高速に処理を行うことができた．
ただし，シミュレーションの可視化のような連番 VTKを用いる場合では，複数モデル
の同時読み込みを行う方法がなかったため，プラグインスクリプトを作成し，レンダリン
グを行った．
以下に使用したデータ読み込みスクリプトの例を示す．
Listing 8.3 Paraview: loaditems.py
1 from paraview.simple import *
2
3 paraview.simple._DisableFirstRenderCameraReset ()
4
5 filelist_small = [
6 ’0004 _regist ’,
7 ’0005 _regist ’,
8 ’0008 _regist ’
9 ]
10
11 readers = []
12 displays = []
13 renderview = GetActiveViewOrCreate(’RenderView ’)
14
15 for filename in filelist:
16 reader = LegacyVTKReader(FileNames =[ filepos + filename + ’.vtk’])
17 display = Show(reader , renderview)
18 # ColorBy(display , None)
19 RenameSource(filename , reader)
20
21 renderview.ResetCamera ()
22 Render ()
23 ColorBy(display , (’CELLS’, ’type’))
24 display.RescaleTransferFunctionToDataRange(True , False)
25
26 readers.append(reader)
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27 displays.append(display)
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Fig.8.6 KNEWRiTEによる細胞形態抽出
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本研究では，BoND (8.2.1) や FlyCircuit (8.2.3) といった単一神経細胞スケールの実
験結果データベースに登録されているデータに基づいて，神経回路シミュレーションモデ
ルの構築を行った．本章では，そのモデルの構築手法について述べる．
9.1 本研究で構築した神経回路モデル
神経回路シミュレーションでは，細胞形態の複雑さやネットワーク構造などについて，
対象ごとに非常に多様である．そこで，様々なモデルについて，シミュレーションの高速
化・高並列化結果を検証するため，計算量や並列化の難易度の観点から，複数の神経回路
モデルを構築した．なお，全てのモデルにおいて，神経細胞内のモデルとしては，マルチ
コンパートメント Hodgkin-Huxley型モデル (5.1) を用い，シナプスとしては可塑性を考
慮しない固定閾値の指数減衰型シナプス (5.2) を用いた (5章参照) ．
Table9.1に，今回構築したモデルの一覧を示す．
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9.2 カイコガ均一神経細胞モデル
9.2.1 概要
カイコガ均一神経細胞モデルは，細胞数について，自由にスケーリングしてベンチマー
クを行うために作成したモデルである．
ここでは，カイコガの bilateral神経細胞であるBN1056について，KNEWRiTE (8.3.1)
により神経細胞形態抽出を行ったものを任意の個数並べ，それらを一定のルールに基づい
てシナプス接続することでモデル構築を行った．また，実際の神経細胞では，マルチコン
パートメント Hodgkin-Huxley 方程式における各種定数は様々な値をとるが，今回のベ
ンチマークでは，これらの値が直接的に計算性能に影響を与える可能性は低いと考え，原
則として，NEURONのデフォルト値（[54]がベース) を用いることとした．実際の値に
ついては，Table 9.2に示す．
なお，モデル生成には，nrc-gen (7.3) を利用した．
Table9.2 Parameters for the benchmark simulation
Variable Name Value Stored in
∆t dt 0.025 [msec] global
T tstop 500.0 [msec] global
celsius 6.3 [degC] global
Cm cm 1.0 [µF/cm
2] each compartment
gNa gnabar 120.0 [mS/cm
2] each compartment
gK gkbar 36.0 [mS/cm
2] each compartment
gL gl 0.3 [mS/cm
2] each compartment
ENa ena 50.0 [mV] each compartment
EK ek -77.0 [mV] each compartment
EL el -54.3 [mV] each compartment
9.2.2 神経回路ネットワーク作成手法
シナプス接続のルールは，全体のネットワークパターンを規定し，MPI通信に大きく
影響するため，非常に重要となる．そこで，リングネットワーク，ランダムネットワーク，
Watts and Strogatzネットワーク [127]の 3種類を用意することとした．以下に，各ネッ
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トワークの概要と擬似コードを示す．
尚，各種定数と関数については，
• NCELL : 細胞数
• NSYNAPSE : 細胞 1個あたりのシナプス数
• RND : 1以上かつ細胞数より少ない整数乱数
• makeSynapse(X, Y ) : シナプス前末端を細胞 X，シナプス後末端を細胞 Y に作
成し，接続する．
とし，いずれの場合も，細胞内のシナプス位置はランダムとした．
リングネットワーク
隣り合った細胞にシナプスを作成する．
Listing 9.1 リングネットワークの作成
1 for(int i=0; i<NCELL; i++){
2 for(int j=0; j<NSYNAPSE; j++){
3 makeSynapse(i, i+1 mod NCELL);
4 }
5 }
ランダムネットワーク
シナプス前末端の位置はリングネットワークと同様だが，シナプス後末端の位置がラン
ダムなネットワーク．
Listing 9.2 ランダムネットワークの作成
1 for(int i=0; i<NCELL; i++){
2 for(int j=0; j<NSYNAPSE; j++){
3 makeSynapse(i, (i+RND) mod NCELL );
4 }
5 }
Watts and Strogatzネットワーク
実際の神経回路ネットワークは，リングでも完全なランダムでもないと考えられる．そ
こで，その 2つの中間的なネットワークとして，Watts and Strogatzネットワーク [127]
についても考慮する．リングネットワークを作成した後に，確率 p < 1で後末端をランダ
ムに繋ぎ変えるものである．ここでは，P = NSYNAPSE ∗ pとした．
Listing 9.3 Watts and Strogatzネットワークの作成
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1 for(int i=0; i<NCELL; i++){
2 for(int j=0; j<P; j++){
3 makeSynapse(i, (i+RND) mod NCELL );
4 }
5 for(int j=P; j<NSYNAPSE; j++){
6 makeSynapse(i, i+1 mod NCELL );
7 }
8 }
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Fig.9.1 カイコガ均一神経細胞モデルにおける基準細胞 (BN1056)
Fig.9.2 カイコガ均一神経細胞モデルにおける 3種類のネットワークパターン
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9.3 カイコガ LAL-VPC領域 86細胞神経回路モデル
9.3.1 概要
均一モデルに比べ，より生物学的に詳細なモデルとして，LAL-VPC領域 86細胞神経
回路モデルの構築を行った．本モデルでは，カイコガ脳 LAL-VPC 領域について，岩野
正晃らの分類した 5つの領域，lower LAL (lLAL) ，upper LAL (uLAL) ，outer VPC
(oVPC) ，inner VPC (iVPC) ，anterior inner VPC (aVPC) 及びそれぞれの領域への
神経細胞の投射情報 (Fig.9.3, 9.4) [63] に基づき，池野，並木，加沢らが BoND データ
ベース (8.2.1)より，対応する神経細胞を選び出した情報 (9.5) を元に，再構築を行って
いる．
なお，本モデルの構築は，東京大学神崎・高橋研究室 (当時)の福田哲也と共同で行った．
9.3.2 LAL-VPC5領域モデルによる神経細胞の入出力領域の同定
特定の神経細胞において，シナプスの作成位置を決定するためには，まず入出力領域
の同定が必要となる．そこで，BoND データベースより取り出した神経細胞について，
KNEWRiTE (8.3.1) 及び SIGEN (8.3.2) による細胞形態抽出を行い，NeuroRegister
(7.6) による標準脳マッピングを行った．この時，マッピング情報については，池野らの
作成したものを利用した．
このマッピング済み神経細胞と，並木により作成された標準脳上の LAL-VPC5領域の
3次元塗り分け結果 (Fig.9.6) を比較するソフトウェアである LAL-VPC Mapping (7.7)
を作成し，神経細胞の各コンパートメントがどの領域に属しているか，判別を行った．こ
の結果を，Fig.9.7, 9.8に示す．
9.3.3 入出力領域に基づいた Peter’s ruleによるシナプス作成
これまでの情報により，各神経細胞の入出力領域について判定ができたため，これを元
に，同一の領域に入力部と出力部を持つ全ての神経細胞対について，Peter’s ruleに基づ
いてシナプスの作成を行った．これには，SB Simulation (7.8) ソフトウェアを用いた．
この時作成したシナプス位置の可視化結果について，Fig. 9.9, 9.10に示す．また，各
神経細胞対の合計シナプス強度について，Fig. 9.11に示す．
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9.3.4 LAL-VPC領域 86細胞モデルの可視化
以上により作成を行った，LAL-VPC領域 86細胞モデルについて，swc2vtk (7.10) を
用いて，可視化を行った結果を，Fig. 9.13, 9.14に示す．
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Fig.9.3 岩野らによる LAL-VPC領域 Bilateralニューロンの分類 [63]
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Fig.9.4 岩野らによる LAL-VPC領域 Unilateralニューロンの分類 [63]
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Fig.9.5 池野，並木，加沢らによる BoNDデータベース 8.2.1上のニューロンと，岩
野らによる 5領域投射モデル [63]の対応
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Fig.9.6 並木による LAL-VPC5領域の塗り分け
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Fig.9.7 LAL-VPC5領域モデルによる神経細胞の領域分け結果 1
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Fig.9.8 LAL-VPC5領域モデルによる神経細胞の領域分け結果 2
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Fig.9.9 Peter’s ruleによるシナプス作成例 1
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Fig.9.10 Peter’s ruleによるシナプス作成例 2
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Fig.9.11 Peter’s ruleによるシナプス作成結果
Fig.9.12 Peter’s ruleによるシナプス作成 +ランダムシナプス（p = 0.1, N = 10）作成結果
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Fig.9.13 LAL-VPC標準脳モデルの可視化（細胞ごとの色分け）
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Fig.9.14 LAL-VPC標準脳モデルの可視化（コンパートメント太さによる色分け）
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9.4 ショウジョウバエ大規模モデルの構築
9.4.1 概要
大規模かつ多様な神経細胞形態を含むモデルとして，FlyCircuit データベースのデー
タを元にショウジョウバエ神経細胞の大規模神経回路モデルの構築を行った．シミュレー
ション速度・並列性能のベンチマークとしてのみ利用するため，初期刺激細胞，シナプス
を生成する細胞対，シナプス位置等については，ランダムに作成を行う事とした．
9.4.2 nrc-genによる NRCファイル生成
大規模並列環境においてスケーリングを行うためには，ノード数に合わせた細胞配置を
事前に決めておく必要がある．ここでは，nrc-gen (7.3) を用いて，細胞数と同じ数のノー
ド数を利用するものを基準に，12，
1
4，
1
8 のノード数を利用する NRCファイルセットを生
成した．
この時使用した，スクリプトについて，以下に掲載する．
Listing 9.4 nrc-gen for flycircuit
1 import nrcgen
2
3 # M
4
5 nrcg = nrcgen.NrcGenerator (3649)
6 nrcg.add_stim (500)
7 nrcg.add_ring_synapse (50)
8 nrcg.append_swc_file_list(’./ flycircuit_M_swc_list.txt’)
9 nrcg.write(’./ flycircuit_M_3649 ’, 3649)
10 nrcg.write(’./ flycircuit_M_1825 ’, 1825)
11 nrcg.write(’./ flycircuit_M_913 ’, 913)
12 nrcg.write(’./ flycircuit_M_457 ’, 457)
13 nrcg.write(’./ flycircuit_M_229 ’, 229)
14
15 nrcg = nrcgen.NrcGenerator (3649)
16 nrcg.add_stim (500)
17 nrcg.add_ring_synapse (50)
18 nrcg.default_swc_filename = ’fru -M -200331. swc’
19 nrcg.write(’./ flycircuit_M_3649_homo ’, 3649)
20 nrcg.write(’./ flycircuit_M_1825_homo ’, 1825)
21 nrcg.write(’./ flycircuit_M_913_homo ’, 913)
22 nrcg.write(’./ flycircuit_M_457_homo ’, 457)
23 nrcg.write(’./ flycircuit_M_229_homo ’, 229)
24
25 # F
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26
27 nrcg = nrcgen.NrcGenerator (12393)
28 nrcg.add_stim (1000)
29 nrcg.add_ring_synapse (50)
30 nrcg.append_swc_file_list(’./ flycircuit_F_swc_list.txt’)
31 nrcg.write(’./ flycircuit_F_12393 ’, 12393)
32 nrcg.write(’./ flycircuit_F_6197 ’, 6197)
33 nrcg.write(’./ flycircuit_F_3099 ’, 3099)
34 nrcg.write(’./ flycircuit_F_1550 ’, 1550)
35 nrcg.write(’./ flycircuit_F_775 ’, 775)
36
37 nrcg = nrcgen.NrcGenerator (12393)
38 nrcg.add_stim (1000)
39 nrcg.add_ring_synapse (50)
40 nrcg.default_swc_filename = ’VGlut -F -300375. swc’
41 nrcg.write(’./ flycircuit_F_12393_homo ’, 12393)
42 nrcg.write(’./ flycircuit_F_6197_homo ’, 6197)
43 nrcg.write(’./ flycircuit_F_3099_homo ’, 3099)
44 nrcg.write(’./ flycircuit_F_1550_homo ’, 1550)
45 nrcg.write(’./ flycircuit_F_775_homo ’, 775)
Listing 9.5 visualization for flycircuit
1 # -*- coding: utf -8 -*-
2
3 import os
4 import sys
5 import utils
6 import swc2vtk
7
8
9 output_base_dir = ’/home/nebula/work/vtk/flycircuit ’
10 output_dir = os.path.join(output_base_dir , ’20170830 ’)
11 swcfilename_base = os.path.join(’/home/nebula/IdeaProjects/flycircuit/
swc/M’, ’%s’)
12
13 cellname_list = utils.cellname_list_from_file(’../ M_swc_list.txt’)
14
15 if not os.path.isdir(output_dir ):
16 os.mkdir(output_dir)
17
18 vtkgen = swc2vtk.VtkGenerator ()
19 for filename in cellname_list:
20 vtkgen.add_swc(swcfilename_base % (filename + ’.swc’))
21
22 vtkgen.write_vtk(os.path.join(output_dir , ’M_all.vtk’), coloring=True ,
normalize_diam=False , radius_data=True)
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9.4.3 ショウジョウバエ大規模モデルの可視化
以上により作成を行った，ショウジョウバエ大規模モデルについて，swc2vtk (7.10) を
用いて，可視化を行った結果を，Fig. 9.15, 9.16に示す．
また，各細胞種ごとに色分けした結果について，Fig. 9.17，9.18に示す．
9.4 ショウジョウバエ大規模モデルの構築 97
Fig.9.15 オスショウジョウバエ大規模神経回路モデル
Fig.9.16 メスショウジョウバエ大規模神経回路モデル
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Fig.9.17 オスショウジョウバエ大規模神経回路モデル（細胞種類ごと色分け）
Fig.9.18 メスショウジョウバエ大規模神経回路モデル（細胞種類ごと色分け）
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第 10章
神経細胞・回路シミュレーションの
高速化・高並列化手法
10.1 NEURON標準の高速化手法の評価
NEURONには，計算を高速化するための複数の仕組みが標準で備わっている．一つは
電位配列の括りだしによる高速化である．これは，各コンパートメントの V の変数につ
いて，別の配列として保持することで，メモリへのアクセスが連続になるようにし，プ
リフェッチを有効活用する事ができる．この機能を有効にするためには，CVode classの
cach efficient() というメソッドを計算開始前に呼ぶ必要がある．
もう一つは，Hodgkin-Huxley 方程式の計算における look-up table (LUT) の活用で
ある．Hodgkin-Huxley方程式の中でもm,h, nの更新に用いられる rate方程式は非常に
計算コストが大きいが，V の値ごとに値を事前に計算しておくことで，計算を短縮する
ことが可能である．また，事前に計算した値のみでは，精度が充分でないため，実際に使
用する際には線形補間を適用している．この機能は，NMODL 内で，テーブル化する変
数について，TABLE minf, mtau, hinf, htau, ninf, ntau DEPEND celsius FROM
-100 TO 100 WITH 200などと記述することによって有効にすることが可能である．
10.2 NEURONの単体性能解析
高速化を行うための準備段階として，NEURON K+の主要関数における浮動小数点演
算数と要求メモリアクセス量について，検討を行った．この時，演算数については，ソー
スコードを元にした計数と，京コンピュータのプロファイラをベースに実行時測定を行っ
たもののふた通り行った．メモリアクセス量については，ソースコードを元にした計数で
行った．
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なお，計数・測定を行った関数について，以下に挙げる．これらの関数の NEURON内
部での構成は Fig. 10.1となっている．
• bksub(): ケーブル方程式におけるガウス消去法部
• triang(): ケーブル方程式におけるガウス消去法部
• current(): Hodgkin-Huxley方程式において，コンパートメントを流れる電流を
計算する部位
• state(): Hodgkin-Huxley方程式において，チャネルのダイナミクスを計算する
部位
10.2.1 ソースコードベースでの演算数・メモリ使用量算出
この時，exp() 関数については，計算手法が複数あり，一意に定まらないが，京コン
ピュータでのプロファイラによる結果を援用し，1 exp()関数につき，25 浮動小数点演
算として，カウントした．
10.2.2 京コンピュータ上のプロファイラによる演算数算出
京コンピュータ上の基本プロファイラ (fipp) により NEURON全体のコールグラフを
作成し，計算時間のおおまかな分布について，取得した．また，精密プロファイラ (fapp)
により，各計算部位演算数を取得した．
10.3 Hodgkin-Huxley方程式計算部の単体性能の高速化
NEURONでは，コンパートメント内のモデルについて，NMOD[]という，特殊な形式
で記述し，実行時に本体とリンクさせ，実行する形式となっている．そのため，Hodgkin-
Huxley型方程式の主要な計算部分については，基本的にこの NMODファイルから生成
された C言語ファイルに含まれているため，この生成された C言語ファイルをチューニ
ングすることで，計算性能の高速化を行った (Fig. 10.2)．
10.3.1 SIMD演算の適用
Hodgkin-Huxley 方程式は，NEURON 内では，MOD 形式で次のように記述されて
いる．
Listing 10.1 hh.mod
1 TITLE hh.mod squid sodium , potassium , and leak channels
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Fig.10.1 NEURONの計算構成
Fig.10.2 Hodgkin-Huxley方程式計算部の高速化
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2
3
4 UNITS {
5 (mA) = (milliamp)
6 (mV) = (millivolt)
7 (S) = (siemens)
8 }
9
10 ? interface
11 NEURON {
12 SUFFIX hh
13 USEION na READ ena WRITE ina
14 USEION k READ ek WRITE ik
15 NONSPECIFIC_CURRENT il
16 RANGE gnabar , gkbar , gl, el, gna , gk
17 GLOBAL minf , hinf , ninf , mtau , htau , ntau
18 THREADSAFE : assigned GLOBALs will be per thread
19 }
20
21 PARAMETER {
22 gnabar = .12 (S/cm2) <0,1e9>
23 gkbar = .036 (S/cm2) <0,1e9 >
24 gl = .0003 (S/cm2) <0,1e9>
25 el = -54.3 (mV)
26 }
27
28 STATE {
29 m h n
30 }
31
32 ASSIGNED {
33 v (mV)
34 celsius (degC)
35 ena (mV)
36 ek (mV)
37
38 gna (S/cm2)
39 gk (S/cm2)
40 ina (mA/cm2)
41 ik (mA/cm2)
42 il (mA/cm2)
43 minf hinf ninf
44 mtau (ms) htau (ms) ntau (ms)
45 }
46
47 ? currents
48 BREAKPOINT {
49 SOLVE states METHOD cnexp
50 gna = gnabar*m*m*m*h
51 ina = gna*(v - ena)
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52 gk = gkbar*n*n*n*n
53 ik = gk*(v - ek)
54 il = gl*(v - el)
55 }
56
57
58 INITIAL {
59 rates(v)
60 m = minf
61 h = hinf
62 n = ninf
63 }
64
65 ? states
66 DERIVATIVE states {
67 rates(v)
68 m’ = (minf -m)/mtau
69 h’ = (hinf -h)/htau
70 n’ = (ninf -n)/ntau
71 }
72
73 :LOCAL q10
74
75
76 ? rates
77 PROCEDURE rates(v(mV)) {
78 :Computes rate and other constants at current v.
79 :Call once from HOC to initialize inf at resting v.
80
81 LOCAL alpha , beta , sum , q10
82 TABLE minf , mtau , hinf , htau , ninf , ntau DEPEND celsius FROM
-100 TO 100 WITH 200
83
84 UNITSOFF
85 q10 = 3^(( celsius - 6.3)/10)
86 :"m" sodium activation system
87 alpha = .1 * vtrap(-(v+40) ,10)
88 beta = 4 * exp(-(v+65)/18)
89 sum = alpha + beta
90 mtau = 1/(q10*sum)
91 minf = alpha/sum
92 :"h" sodium inactivation system
93 alpha = .07 * exp(-(v+65)/20)
94 beta = 1 / (exp(-(v+35)/10) + 1)
95 sum = alpha + beta
96 htau = 1/(q10*sum)
97 hinf = alpha/sum
98 :"n" potassium activation system
99 alpha = .01* vtrap(-(v+55) ,10)
100 beta = .125* exp(-(v+65)/80)
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101 sum = alpha + beta
102 ntau = 1/(q10*sum)
103 ninf = alpha/sum
104 }
105
106 FUNCTION vtrap(x,y) { :Traps for 0 in denominator of rate eqns.
107 if (fabs(x/y) < 1e-6) {
108 vtrap = y*(1 - x/y/2)
109 }else{
110 vtrap = x/(exp(x/y) - 1)
111 }
112 }
113
114 UNITSON
詳細に実効プロファイルをチェックしたところ，この内特に計算に時間がかかっている
のは，66行目 - 71行目の
Listing 10.2 hh.modの主要計算部
1 DERIVATIVE states {
2 rates(v)
3 m’ = (minf -m)/mtau
4 h’ = (hinf -h)/htau
5 n’ = (ninf -n)/ntau
6 }
に相当する計算であった．
この微分方程式の計算法は，49行目の
1 SOLVE states METHOD cnexp
によって指定されており，cnexpでは，Exponential Time Differencing (ETD) Crank-
Nicolson法 []が使用される．これにより，MODコンパイラによって C言語に変換され
た後では以下の様なコードとなる．
Listing 10.3 hh.cの主要計算部
1 static int states (double* _p , Datum* _ppvar , Datum* _thread , _NrnThread
* _nt) { {
2 rates ( _threadargscomma_ v ) ;
3 m = m + (1. - exp(dt*(( ( ( - 1.0 ) ) ) / mtau )))*(- ( ( ( minf ) )
/ mtau ) / ( ( ( ( - 1.0) ) ) / mtau ) - m) ;
4 h = h + (1. - exp(dt*(( ( ( - 1.0 ) ) ) / htau )))*(- ( ( ( hinf ) )
/ htau ) / ( ( ( ( - 1.0) ) ) / htau ) - h) ;
5 n = n + (1. - exp(dt*(( ( ( - 1.0 ) ) ) / ntau )))*(- ( ( ( ninf ) )
/ ntau ) / ( ( ( ( - 1.0) ) ) / ntau ) - n) ;
6 }
7 return 0;
8 }
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この時，m, h, nは，
Listing 10.4 hh.cにおける各種変数の定義
1 #define gnabar _p[0]
2 #define gkbar _p[1]
3 #define gl _p[2]
4 #define el _p[3]
5 #define gna _p[4]
6 #define gk _p[5]
7 #define il _p[6]
8 #define m _p[7]
9 #define h _p[8]
10 #define n _p[9]
11 #define Dm _p[10]
12 #define Dh _p[11]
13 #define Dn _p[12]
14 #define ena _p[13]
15 #define ek _p[14]
16 #define ina _p[15]
17 #define ik _p[16]
18 #define v _p[17]
19 #define _g _p[18]
の様に定義されており， p が全てのコンパートメントについて移動しながら states()
関数を実行するようなループ構造となっている．また，minf, mtau, hinf, htau,
ntau, ninf といった変数は，事前に作られたマスターテーブルを元に，線形補間公式
（mInf = mInfN + θ(mInf(N+1) −minfN)）で計算されている．これらの部分をわかりやす
くするため，以下のように擬似的に示す．
Listing 10.5 Hodgkin-Huxley方程式計算部擬似コード（最適化前）
1 static int nrn_state () {
2
3 for(int i = 0; i < _cntml; i++){
4 minf = minf_master[N] + theta * (minf_master[N+1] - minf_master[
N]);
5 mtau = mtau_master[N] + theta * (mtau_master[N+1] - mtau_master[
N]);
6 hinf = hinf_master[N] + theta * (hinf_master[N+1] - hinf_master[
N]);
7 htau = htau_master[N] + theta * (htau_master[N+1] - htau_master[
N]);
8 ninf = ninf_master[N] + theta * (ninf_master[N+1] - ninf_master[
N]);
9 ntau = ntau_master[N] + theta * (ntau_master[N+1] - ntau_master[
N]);
10
11 array[i][7] = array[i][7]
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12 + (1.0 - exp( - dt / mtau) )) * (minf - array[i][7]);
// m
13 array[i][8] = array[i][8]
14 + (1.0 - exp( - dt / htau) )) * (hinf - array[i][8]);
// h
15 array[i][9] = array[i][9]
16 + (1.0 - exp( - dt / ntau) )) * (ninf - array[i][9]);
// n
17 }
18 }
この様に書き下すと明らかなように，このコードは，ループの中の計算が多くコンパイ
ラが SIMD化出来る箇所を認識しにくい，array配列へのアクセスが非連続的でメモリ
フェッチに時間がかかる，といった問題が存在していることが予想できる．
そこで，minf, mtau, hinf, htau, ntau, ninf は，事前に計算し，テーブルに格
納しておくことで，exp()の含まれる部分をくくりだし，また，m, h, nについても，他
の部分からは参照されていないため，専用の配列に移し替える．
Listing 10.6 Hodgkin-Huxley方程式計算部擬似コード（くくりだしによる最適化）
1 static int nrn_state () {
2
3 for(int i = 0; i < _cntml; i++){
4 minf_table[i] = minf_master[x]
5 + theta * (minf_master[x+1] - minf_master[x]);
6 mtau_table[i] = mtau_master[x]
7 + theta * (mtau_master[x+1] - mtau_master[x]);
8 hinf_table[i] = hinf_master[x]
9 + theta * (hinf_master[x+1] - hinf_master[x]);
10 htau_table[i] = htau_master[x]
11 + theta * (htau_master[x+1] - htau_master[x]);
12 ninf_table[i] = ninf_master[x]
13 + theta * (ninf_master[x+1] - ninf_master[x]);
14 ntau_table[i] = ntau_master[x]
15 + theta * (ntau_master[x+1] - ntau_master[x]);
16 }
17
18 for(int i = 0; i < _cntml; i++){
19 m[i] = m[i] + (1.0 - exp( - dt / mtau_table[i]) )) * (minf_table
[i] - m[i]);
20 h[i] = h[i] + (1.0 - exp( - dt / htau_table[i]) )) * (hinf_table
[i] - h[i]);
21 n[i] = n[i] + (1.0 - exp( - dt / ntau_table[i]) )) * (ninf_table
[i] - n[i]);
22 }
23 }
これにより，m, h, nの計算がシーケンシャルかつ依存性の少ないものとなり，SIMD
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化が促進される．
10.3.2 配列構造の最適化
計算を高速化させる上で，データを局在化させ，一度にアクセスするメモリの領域を出
来る限り狭くする事は，重要なポイントの一つである．
ここでは，minf, mtau, hinf, htau, ntau, ninf のマスターテーブルへのアクセ
スが，単一コンパートメントでは常に同一の領域 x, x+1であることに着目し，マスター
テーブルの構造を変えることで，さらなる高速化を目指した．
マスターテーブルは，nrn init()でコード 10.7のように作成されている．なお
Listing 10.7 マスターテーブルの作成部の擬似コード（最適化前）
1 for (int i=0; i < 201; i++) {
2 float x = min_x + dx * i;
3 minf_master[i] = calc_minf(i);
4 mtau_master[i] = calc_mtau(i);
5 hinf_master[i] = calc_hinf(i);
6 htau_master[i] = calc_htau(i);
7 ninf_master[i] = calc_ninf(i);
8 ntau_master[i] = calc_ntau(i);
9 }
ここで，マスターテーブルの順序を入れ替えて，以下のようにした．
Listing 10.8 マスターテーブルの作成部の擬似コード（順序入れ替えによる最適化）
1 for (int i=0; i < 201; i++) {
2 float x = min_x + dx * i;
3 _t_master[i][0] = calc_minf(i);
4 _t_master[i][1] = calc_mtau(i);
5 _t_master[i][2] = calc_hinf(i);
6 _t_master[i][3] = calc_htau(i);
7 _t_master[i][4] = calc_ninf(i);
8 _t_master[i][5] = calc_ntau(i);
9 }
これに加え，m, h, n，及び minf, mtau, hinf, htau, ntau, ninfも単一の配列
にし，ソースコード 10.6を書き換えると，以下の用になる．
Listing 10.9 Hodgkin-Huxley方程式計算部擬似コード（配列順序の変更による最適化）
1 static int nrn_state () {
2
3 for(int i = 0; i < _cntml; i++){
4 inftau_table[i][0] = minf_master[x]
5 + theta * (minf_master[x+1] - minf_master[x]);
6 inftau_table[i][1] = mtau_master[x]
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7 + theta * (mtau_master[x+1] - mtau_master[x]);
8 inftau_table[i][2] = hinf_master[x]
9 + theta * (hinf_master[x+1] - hinf_master[x]);
10 inftau_table[i][3] = htau_master[x]
11 + theta * (htau_master[x+1] - htau_master[x]);
12 inftau_table[i][4] = ninf_master[x]
13 + theta * (ninf_master[x+1] - ninf_master[x]);
14 inftau_table[i][5] = ntau_master[x]
15 + theta * (ntau_master[x+1] - ntau_master[x]);
16 }
17
18 for(int i = 0; i < _cntml; i++){
19 mhn_table[i][0] = mhn_table[i][0] + (1.0 - exp( - dt /
inftau_table[i][1]) )) * (inftau_table[i][0] - mhn_table[i
][0]);
20 mhn_table[i][1] = mhn_table[i][1] + (1.0 - exp( - dt /
inftau_table[i][3]) )) * (inftau_table[i][2] - mhn_table[i
][1]);
21 mhn_table[i][2] = mhn_table[i][2] + (1.0 - exp( - dt /
inftau_table[i][5]) )) * (inftau_table[i][4] - mhn_table[i
][2]);
22 }
23 }
10.3.3 m, h, n計算以外の領域の高速化
これまで述べてきたように，hh.cの遅さは基本的に，データ構造がコンパートメント単
位でまとめられており，メモリアクセスが非連続的になってしまっていることに起因して
いるものが多い．そこで，nrn cur(), nrn jacob()といった hh.c内の他の関数にも，
その関数で必要となる変数についてのみくくりだしたテーブルを用意し，同様の高速化を
適用した．この時の，nrn cur(), nrn jacob() 及び nrn state の実コードについて，
コード 10.10, 10.11, 10.12に示す．
Listing 10.10 nrn cur()
1
2 static void nrn_cur(_NrnThread* _nt , _Memb_list* _ml , int _type)
3 {
4 Datum* _thread;
5 Node *_nd; int* _ni;
6 int _iml , _cntml;
7
8 if(! use_cachevec ){
9 printf("ERROR : CACHEVEC not enable .\n");
10 return;
11 }
12
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13 _ni = _ml ->_nodeindices;
14 _cntml = _ml ->_nodecount;
15 _thread = _ml ->_thread;
16
17 {
18
19 // initialize
20 if(init_nrn_cur_check[_nt ->_id] != 1){
21
22 for (_iml = 0; _iml < _cntml; _iml ++) {
23 double *_p = _ml ->_data[_iml];
24 Datum *_ppvar = _ml ->_pdata[_iml];
25 int index = _iml+_nt ->_id*BUFFER_SIZE;
26 _gnabar_table[index] = gnabar;
27 _gkbar_table[index] = gkbar;
28 _gl_table[index] = gl;
29 _ena_table[index] = ena;
30 _ek_table[index] = ek;
31 _el_table[index] = el;
32
33 _ion_dinadv_table[index] = _ion_dinadv;
34 _ion_dikdv_table[index] = _ion_dikdv;
35 _ion_ina_table[index] = _ion_ina;
36 _ion_ik_table[index] = _ion_ik;
37 }
38 init_nrn_cur_check[_nt ->_id] = 1;
39 }
40
41
42 for (_iml = 0; _iml < _cntml; _iml ++) {
43 double _gna , _ina , _gk , _ik , _il;
44 double _v = _nt ->_actual_v[_ni[_iml ]];
45 int index = _iml+_nt ->_id*BUFFER_SIZE;
46
47 _gna = _gnabar_table[index] * _mhn_table[index ][0] * _mhn_table[
index ][0] * _mhn_table[index ][0] * _mhn_table[index ][1];
48 _ina = _gna * ( _v - _ena_table[_iml] ) ;
49
50 _gk = _gkbar_table[index] * _mhn_table[index ][2] * _mhn_table[
index ][2] * _mhn_table[index ][2] * _mhn_table[index ][2];
51 _ik = _gk * ( _v - _ek_table[_iml] );
52
53 _il = _gl_table[_iml] * ( _v - _el_table[_iml] );
54
55 _rhs_table[_iml] = _ina + _ik + _il;
56 _g_table[index] = _gna + _gk + _gl_table[_iml];
57
58 _ion_dinadv_table[index] += _gna;
59 _ion_dikdv_table[index] += _gk;
60
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61
62 _ion_ina_table[index] += _ina;
63 _ion_ik_table[index] += _ik;
64
65 }
66
67 for (_iml = 0; _iml < _cntml; _iml ++) {
68 _nt ->_actual_rhs[_ni[_iml]] -= _rhs_table[_iml];
69 }
70 }
71 }
Listing 10.11 nrn jacob()
1
2 static void nrn_jacob(_NrnThread* _nt , _Memb_list* _ml , int _type)
3 {
4 double* _p; Datum* _ppvar; Datum* _thread;
5 Node *_nd; int* _ni; int _iml , _cntml;
6
7 _ni = _ml ->_nodeindices;
8 _cntml = _ml ->_nodecount;
9 _thread = _ml ->_thread;
10
11 for (_iml = 0; _iml < _cntml; ++_iml) {
12 _p = _ml ->_data[_iml];
13 VEC_D(_ni[_iml]) += _g_table[_iml+_nt ->_id*BUFFER_SIZE ];
14 }
15 }
Listing 10.12 nrn state()
1 static void nrn_state(_NrnThread* _nt , _Memb_list* _ml , int _type) {
2 int _i_table[BUFFER_SIZE ];
3 double _xi_table[BUFFER_SIZE], _theta_table[BUFFER_SIZE ];
4 double _inftau_table[BUFFER_SIZE *6];
5
6
7 int* _ni;
8 int _cntml;
9 Datum* _thread;
10 const double mfac_rates = _mfac_rates;
11 const double tmin_rates = _tmin_rates;
12
13 Node *_nd;
14 double _dt = dt;
15
16 _ni = _ml ->_nodeindices;
17 _cntml = _ml ->_nodecount;
18 _thread = _ml ->_thread;
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19
20 if(! use_cachevec ){
21 printf("ERROR : CACHEVEC not enable .\n");
22 return;
23 }
24 if(_cntml > BUFFER_SIZE ){
25 printf("ERROR : BUFFER OVER.\n");
26 return;
27 }
28
29 #undef exp
30 {
31 for (int _iml = 0; _iml < _cntml; _iml ++) {
32 double* _p;
33 Datum* _ppvar;
34 double _xi;
35 double _v;
36
37 _p = _ml ->_data[_iml];
38 _ppvar = _ml ->_pdata[_iml];
39 _v = _nt ->_actual_v[_ni[_iml ]];
40 _xi = mfac_rates * (_v - tmin_rates );
41 _i_table[_iml] = (int) _xi;
42 _theta_table[_iml] = _xi - (double)_i_table[_iml];
43 }
44
45 for (int _iml = 0; _iml < _cntml; _iml ++) {
46 int index = _i_table[_iml ]*6;
47 _inftau_table[_iml *6+0] = _t_master[index +0] + _theta_table[_iml
]*( _t_master[index +6] - _t_master[index +0]);
48 _inftau_table[_iml *6+1] = _t_master[index +1] + _theta_table[_iml
]*( _t_master[index +7] - _t_master[index +1]);
49 _inftau_table[_iml *6+2] = _t_master[index +2] + _theta_table[_iml
]*( _t_master[index +8] - _t_master[index +2]);
50 _inftau_table[_iml *6+3] = _t_master[index +3] + _theta_table[_iml
]*( _t_master[index +9] - _t_master[index +3]);
51 _inftau_table[_iml *6+4] = _t_master[index +4] + _theta_table[_iml
]*( _t_master[index +10] - _t_master[index +4]);
52 _inftau_table[_iml *6+5] = _t_master[index +5] + _theta_table[_iml
]*( _t_master[index +11] - _t_master[index +5]);
53 }
54
55 for (int _iml = 0; _iml < _cntml; _iml ++) {
56 _mhn_table[_iml+_nt ->_id*BUFFER_SIZE ][0] += (1.0 - exp(- _dt /
_inftau_table[_iml *6+1]) ) * ( _inftau_table[_iml *6+0] -
_mhn_table[_iml+_nt ->_id*BUFFER_SIZE ][0]);
57 _mhn_table[_iml+_nt ->_id*BUFFER_SIZE ][1] += (1.0 - exp(- _dt /
_inftau_table[_iml *6+3]) ) * ( _inftau_table[_iml *6+2] -
_mhn_table[_iml+_nt ->_id*BUFFER_SIZE ][1]);
58 _mhn_table[_iml+_nt ->_id*BUFFER_SIZE ][2] += (1.0 - exp(- _dt /
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_inftau_table[_iml *6+5]) ) * ( _inftau_table[_iml *6+4] -
_mhn_table[_iml+_nt ->_id*BUFFER_SIZE ][2]);
59 }
60 }
61 #define exp hoc_Exp
62
63 }
10.4 OpenCL/PezyCLの適用
GPU や PEZY-SC といったヘテロジーニアス環境で高速計算を行うため，Hodgkin-
Huxley方程式計算部位の OpenCL/PezyCL化を行った．これらのデバイスは，CPUと
メモリを共有していないため，計算に必要なデータについては，明示的にデバイスに送信
する必要がある．OpenCL/PezyCLでは，clCreateBuffer()といった関数をもちいて，
転送用バッファの読み書き属性やサイズを定義することができる．
以下に，NEURONのMOD内部にて，OpenCL/PezyCL向けにメモリ転送を行う部
分のコードについて載せる．
Listing 10.13 Hodgkin-Huxley MOD with OpenCL
1 #ifdef KPLUS_USE_OPENCL
2 #include "opencl_utils.cpp"
3
4 typedef double FLOAT;
5 typedef struct __hh_mem_dev
6 {
7 unsigned long num;
8 cl_mem _n;
9 cl_mem _m;
10 cl_mem _h;
11 cl_mem _v;
12 cl_mem _g_tmp;
13 cl_mem _i;
14 cl_mem table;
15 } HH_Mem_Dev;
16
17 CLInfo _cli;
18 CLInfo *cli;
19 HH_Mem_Dev _hh_mem_dev;
20 HH_Mem_Dev *hh_mem_dev;
21
22 cl_kernel hh_kernel;
23 double time_calc =0.0, time_copy =0.0;
24
25
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26 void init_hh_mem_dev (CLInfo *cli , const unsigned int ndata , HH_Mem_Dev
*hh_mem_dev)
27 {
28 FLOAT *n_table = &( _n_table[BUFFER_SIZE * 0]);
29 FLOAT *m_table = &( _m_table[BUFFER_SIZE * 0]);
30 FLOAT *h_table = &( _h_table[BUFFER_SIZE * 0]);
31
32 size_t memsize = ndata * sizeof(FLOAT );
33 size_t table_memsize = TABLE_SIZE * 6 * sizeof(FLOAT );
34
35 hh_mem_dev ->num = ndata;
36 hh_mem_dev ->_n = clCreateBuffer(cli ->context , CL_MEM_READ_WRITE ,
memsize , NULL , NULL);
37 hh_mem_dev ->_m = clCreateBuffer(cli ->context , CL_MEM_READ_WRITE ,
memsize , NULL , NULL);
38 hh_mem_dev ->_h = clCreateBuffer(cli ->context , CL_MEM_READ_WRITE ,
memsize , NULL , NULL);
39 hh_mem_dev ->_v = clCreateBuffer(cli ->context , CL_MEM_READ_WRITE ,
memsize , NULL , NULL);
40 hh_mem_dev ->_g_tmp = clCreateBuffer(cli ->context , CL_MEM_WRITE_ONLY ,
memsize , NULL , NULL);
41 hh_mem_dev ->_i = clCreateBuffer(cli ->context , CL_MEM_WRITE_ONLY ,
memsize , NULL , NULL);
42 hh_mem_dev ->table = clCreateBuffer(cli ->context , CL_MEM_READ_WRITE ,
table_memsize , NULL , NULL);
43
44 clEnqueueWriteBuffer(cli ->queue , hh_mem_dev ->_n, CL_TRUE , 0, memsize ,
n_table , 0, NULL , NULL);
45 clEnqueueWriteBuffer(cli ->queue , hh_mem_dev ->_m, CL_TRUE , 0, memsize ,
m_table , 0, NULL , NULL);
46 clEnqueueWriteBuffer(cli ->queue , hh_mem_dev ->_h, CL_TRUE , 0, memsize ,
h_table , 0, NULL , NULL);
47 clEnqueueWriteBuffer(cli ->queue , hh_mem_dev ->table , CL_TRUE , 0,
table_memsize , hh_table , 0, NULL , NULL);
48
49 clFinish(cli ->queue);
50 }
51
52
53 void set_kernel_hh(CLInfo *cli , const char *kernelname , HH_Mem_Dev *
hh_mem_dev , cl_kernel *kernel)
54 {
55 *kernel = clCreateKernel(cli ->program , kernelname , NULL);
56
57 clSetKernelArg (*kernel , 0, sizeof(unsigned long), &(hh_mem_dev ->num ));
58 clSetKernelArg (*kernel , 1, sizeof(cl_mem), &(hh_mem_dev ->_n));
59 clSetKernelArg (*kernel , 2, sizeof(cl_mem), &(hh_mem_dev ->_m));
60 clSetKernelArg (*kernel , 3, sizeof(cl_mem), &(hh_mem_dev ->_h));
61 clSetKernelArg (*kernel , 4, sizeof(cl_mem), &(hh_mem_dev ->_v));
62 clSetKernelArg (*kernel , 5, sizeof(cl_mem), &(hh_mem_dev ->_g_tmp ));
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63 clSetKernelArg (*kernel , 6, sizeof(cl_mem), &(hh_mem_dev ->_i));
64 clSetKernelArg (*kernel , 7, sizeof(cl_mem), &(hh_mem_dev ->table ));
65 // clSetKernelArg (*kernel , 1, sizeof(unsigned long), &i);
66 }
67
68 void calc_opencl_step (CLInfo *cli , cl_kernel *kernel , HH_Mem_Dev *
hh_mem_dev)
69 {
70 FLOAT *v_table = &( _v_table[BUFFER_SIZE * 0]);
71 FLOAT *g_table = &( _g_table[BUFFER_SIZE * 0]);
72 FLOAT *il_table = &( _il_table[BUFFER_SIZE * 0]);
73
74 size_t global_item_size = hh_mem_dev ->num;
75 cl_event ev_calc , ev_copy;
76 cl_int ret;
77
78 clEnqueueWriteBuffer(cli ->queue , hh_mem_dev ->_v , CL_TRUE , 0,
hh_mem_dev ->num * sizeof(FLOAT), v_table , 0, NULL , NULL);
79 ret = clFinish(cli ->queue );
80 ret = clEnqueueNDRangeKernel (cli ->queue , *kernel , 1, NULL , &
global_item_size , NULL , 0, NULL , &ev_calc );
81 if (ret != CL_SUCCESS)
82 {
83 printf ("Error : Enqueue kernel failed\n");
84 exit (-1);
85 }
86 ret = clFinish(cli ->queue );
87 clEnqueueReadBuffer (cli ->queue , hh_mem_dev ->_i, CL_TRUE , 0,
hh_mem_dev ->num * sizeof(FLOAT), il_table , 0, NULL , NULL);
88 clEnqueueReadBuffer (cli ->queue , hh_mem_dev ->_g_tmp , CL_TRUE , 0,
hh_mem_dev ->num * sizeof(FLOAT), g_table , 0, NULL , NULL);
89 ret = clFinish(cli ->queue );
90 if (ret != CL_SUCCESS)
91 {
92 printf ("Error : Enqueue kernel failed\n");
93 exit (-1);
94 }
95 // printf ("v=%f, g=%f, i=%f\n", v_table [0], g_table [0], il_table [0]);
96
97 // time_calc += get_opencl_time(ev_calc );
98 // time_copy += get_opencl_time(ev_copy );
99 }
100
101 static void myopencl_init (const unsigned int ndata)
102 {
103
104 cli = &_cli;
105 hh_mem_dev = &_hh_mem_dev;
106
107 init_cl (cli);
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108 if (cli ->state != 1)
109 {
110 printf ("No CL Device found.\n");
111 exit (-1);
112 }
113 print_cl_info (cli);
114
115 #ifdef USE_PZCL
116 make_cl_program_with_binary (cli , "./ kernel.sc32/kernel.pz");
117 #else
118 make_cl_program_with_source (cli , "./cl/hh.cl");
119 #endif
120
121 init_hh_mem_dev (cli , ndata , hh_mem_dev );
122 set_kernel_hh (cli , "HH", hh_mem_dev , &hh_kernel );
123 }
124
125 #endif /* KPLUS_USE_OPENCL */
10.5 OpenMPによるハイブリッド並列化
NEURON には，POSIX Thread によるスレッド並列の機構が備わっているが，京コ
ンピュータ上では，OpenMPによるスレッド並列化しかサポートされていない．また，ス
レッド並列の手法についても，NEURONが採用している細胞単位での並列化やり方以外
にもコンパートメント単位で行うもの，その両方を兼ねるもの等が考えられた．そこで新
たに OpenMPベースのハイブリッド並列化機構を実装することとした．
NEURONのシミュレーションにおける 1 stepの計算は，src/nrnoc/fadvance.cの
nrn fixed step thread()関数が基盤となっている．そこでまずは，nrn fixed step thread()
関数の概要を，擬似コードで示す（ここではかなり簡略化している）．この時，外側のルー
プは元々の実装ではスレッドごとのループだが，ここでは，細胞ごとのループと読み替え
ている．
Listing 10.14 nrn fixed step thread()関数の擬似コード
1 nrn_fixed_step_group_thread ()
2 {
3 deliver_net_event (); // Spike情 報 等 の 通 信
4
5 for(int i; i<NCELL; i++){ // 全 て の 細 胞 に つ い て の ルー プ
6 setup_tree_matrix (); // 木 構 造 の チェッ ク
7 nrn_solve (); // Cable方 程 式 の 計 算
8 nonvint (); // 下 記
9 }
10 }
11
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12 nonvint ()
13 {
14 for(int i; i<NCOMP; i++){ // 全 て の コ ン パー ト メ ン ト に つ い て ルー プ
15 calc_mechanism (); // MOD ファ イ ル で 記 述 さ れ た メ カ ニ ズ ム を 呼 び
出 す．
16 }
17 }
手法 1 : 細胞単位のスレッド並列化
通信以外の部分は，細胞ごとに全て独立に処理を行うことができる．そこで，第一の方
法としては，全ての細胞について回っているループに対して OpenMPを適用することが
考えられる．
これは，擬似コードで表すと以下のようになる．
Listing 10.15 nrn fixed step thread()関数の擬似コード（手法 1）
1 nrn_fixed_step_group_thread ()
2 {
3 deliver_net_event (); // Spike情 報 等 の 通 信
4
5 #pragma omp parallel for
6 for(int i; i<NCELL; i++){ // 全 て の 細 胞 に つ い て の ルー プ
7 setup_tree_matrix (); // 木 構 造 の チェッ ク
8 nrn_solve (); // Cable方 程 式 の 計 算
9 nonvint (); // 下 記
10 }
11 }
12
13 nonvint ()
14 {
15 for(int i; i<NCOMP; i++){ // 全 て の コ ン パー ト メ ン ト に つ い て ルー プ
16 calc_mechanism (); // MOD ファ イ ル で 記 述 さ れ た メ カ ニ ズ ム を 呼 び
出 す．
17 }
18 }
手法 2
CPU コア間でのキャッシュのヒット率を向上させるためには，OpenMP を適用する
ループはできるだけ，計算そのものの近くのほうが良いと考えられる．また，擬似コード
の関数のうち，nonvint()の計算量が多いことは事前にわかっている．
そこで，次のようなスレッド並列化も考えられる．
Listing 10.16 nrn fixed step thread()関数の擬似コード（手法 2）
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1 nrn_fixed_step_group_thread ()
2 {
3 deliver_net_event (); // Spike情 報 等 の 通 信
4
5 for(int i; i<NCELL; i++){ // 全 て の 細 胞 に つ い て の ルー プ
6 setup_tree_matrix (); // 木 構 造 の チェッ ク
7 nrn_solve (); // Cable方 程 式 の 計 算
8 nonvint (); // 下 記
9 }
10 }
11
12 nonvint ()
13 {
14 #pragma omp parallel for
15 for(int i; i<NCOMP; i++){ // 全 て の コ ン パー ト メ ン ト に つ い て ルー プ
16 calc_mechanism (); // MOD ファ イ ル で 記 述 さ れ た メ カ ニ ズ ム を 呼 び
出 す．
17 }
18 }
手法 3
第 3の手法としては，手法 1と 2の両方を組み合わせる事が考えられる．擬似コードで
示すと以下のようになる．
Listing 10.17 nrn fixed step thread()関数の擬似コード（手法 3）
1 nrn_fixed_step_group_thread ()
2 {
3 deliver_net_event (); // Spike情 報 等 の 通 信
4
5 #pragma omp parallel for
6 for(int i; i<NCELL; i++){ // 全 て の 細 胞 に つ い て の ルー プ
7 setup_tree_matrix (); // 木 構 造 の チェッ ク
8 nrn_solve (); // Cable方 程 式 の 計 算
9 }
10
11 for(int i; i<NCELL; i++){ // 全 て の 細 胞 に つ い て の ルー プ
12 nonvint (); // 下 記
13 }
14 }
15
16 nonvint ()
17 {
18 #pragma omp parallel for
19 for(int i; i<NCOMP; i++){ // 全 て の コ ン パー ト メ ン ト に つ い て ルー プ
20 calc_mechanism (); // MOD ファ イ ル で 記 述 さ れ た メ カ ニ ズ ム を 呼 び
出 す．
21 }
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22 }
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Fig.10.3 OpenCL/PezyCL利用時の概念図
Fig.10.4 OpenMPによるハイブリッド並列
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10.6 細胞分割による計算時間の短縮
計算速度の向上とは別の観点からの計算時間短縮の手法として，1細胞を複数の領域に
分割し，複数のノード上で計算を行う手法 (Fig. 10.5) の開発を行った．NEURONには，
1細胞を複数の領域に分割して計算を行う事のできるmultisplitという関数の実装 [48]が
あったため，これを nrc-gen (7.3) に組み込み，複数細胞の同時計算にも対応できるよう
に拡張を行った．
なお，細胞分割では，計算結果に対する影響はほぼないと考えられる．
以下に multisplit()の使用例について示す．
Listing 10.18 multisplitによる細胞分割計算
1 {load_file("nrngui.hoc")}
2 {load_file("netparmpi.hoc")}
3 {load_file("binfo.hoc")}
4
5 {load_file("myloadbal.hoc")}
6 {load_file("loadSwc.hoc")}
7 {load_file("mcomplex.hoc")}
8
9 func multisplit () {\
10 local c, cm, maxfactor\
11 localobj b, ms , vs, bi, cb, nc, _pc , nil
12
13 b = new MyLoadBalance ()
14 _pc = new ParallelContext ()
15 maxfactor = 0.3
16
17 read_mcomplex(b)
18 if (_pc.nhost > 1) {
19 ms = new Vector (100)
20 if (_pc.id == 0) {
21 c = b.cell_complexity ()
22 cm = c * maxfactor / _pc.nhost
23 // print "c = ", c, " maxfactor = ", maxfactor , " cm = ",
cm
24 b.multisplit (0, cm , ms)
25 // bprint(ms)
26 }
27 _pc.broadcast(ms, 0)
28 vs = new VectorStream(ms)
29 bi = new BalanceInfo ()
30 bi.msgid = 1e6
31 bi.nhost = _pc.nhost
32 bi.ihost = _pc.id
33 bi.bilist.append(new CellBalanceInfo(vs))
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34 bi.mymetis2(_pc.nhost)
35
36 //if (_pc.id == 0) { bi.stat() }
37
38 cb = bi.bilist.object (0)
39 nc = new NetCon (&v(.5), nil)
40 cb.multisplit(nc, 100, _pc , _pc.id)
41 }
42 // printf ("%d cpu complexity %g\n", _pc.id , b.cpu_complexity ())
43 cplx = b.cpu_complexity ()
44
45 return(cplx)
46 }
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Fig.10.5 細胞分割概念図
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10.7 細胞形態縮約による計算時間の短縮
10.7.1 枝刈り・短絡手法
計算速度の向上とは別の観点からの計算時間短縮の手法として細胞形態縮約手法を開発
した．ここでは，枝刈りと短絡という二種類の手法を，繰り返し細胞形態ファイル (SWC)
に適用することで，大まかな細胞形態を維持しながら，コンパートメント数を減らした細
胞形態ファイル (SWC) を得ることができる (Fig. 10.6, 10.7)．
• 手法 1 枝刈り: 末端枝の削除
• 手法 2 短絡: 分枝のない中間点の短絡
本手法を実装したツールとして，reduct neuron(7.5)を開発した．
なお，この手法では，計算時間の低減が期待できるものの，縮約した分，シミュレーショ
ン結果に影響をあたえるため，どの程度の差が生まれるか，測定・検証する必要がある．
10.7.2 電気生理学的特性を考慮した枝刈り・短絡手法
細胞形態縮約を行った際の，シミュレーションへの影響を低減するため，電気生理学的
特性を考慮した枝刈り・短絡手法の開発を行った．ここでは，手法 1,2をそれぞれ以下の
ように修正した．
• 手法 1’ 枝刈り: 末端枝の削除と，削除した枝の体積を親枝に半径増加として繰り
込み
• 手法 2’ 短絡: 分枝のない中間点を短絡し，新しいコンパートメントの長さについて
は元の２つの枝の合計と同じ値に伸長する
10.7.3 細胞形態縮約のシミュレーションに与える影響の評価
カイコガ 86細胞モデルのような入出力領域が定義されている細胞について，縮約のシ
ミュレーション結果に与える影響について評価する手法を構築した．ここではまず，入力
領域と出力領域の中からランダムに刺激点と測定点を選択し (Fig. 10.8)，刺激点に sin
波を際の，測定点でのスパイク数について計測し，縮約前後で比較を行った．
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Fig.10.6 コンパートメント数縮約手法 1: 末端枝の枝刈り
Fig.10.7 コンパートメント数縮約手法 2: 分枝のない中間点の短絡
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10.7.4 神経回路の縮約手法
本縮約手法を，神経回路について適用するために，許容される最大縮約レベルを Rとし
た際に，以下の手順で操作を行った．
1. 神経回路の中で最もコンパートメント数の大きい物を選択
2. 選択された細胞について，既に最大縮約レベルに達していたら，処理を終了する
3. 選択された細胞を 1段階縮約し，1に戻る
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Fig.10.8 縮約手法のシミュレーションへの影響評価
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第 11章
マルチコンパートメント
Hodgkin-Huxley型モデルの計算特性
と高速化
マルチコンパートメント Hodgkin-Huxleyモデルは，計算量が大きく，CPU内での命
令レベル並列化を活用することで大幅な高速化を行うことが可能である．本章では，カイ
コガ均一神経細胞モデル (Table 9.1) を使用し，MCHHモデルの演算数やメモリアクセ
ス量といった計算プロファイルを明らかにし，その情報を元に複数の CPU/GPU環境に
向けて高速化を行った．
11.1 マルチコンパートメント Hodgkin-Huxley型モデルの数
値計算手法の比較
複数の計算機間で演算性能の比較を行ったり，高速化を行うためには，対象となる計
算手法の必要とする演算量やメモリアクセス量といった計算特性の情報が必要不可欠で
ある．
神経細胞モデルの数値計算手法としては，一般的な計算手法である Euler 法や 4th
order Runge-Kutta 法などの他に，急激な変化にたいして安定と言われる Exponential
Euler法が用いられることがある [115, 12]．この計算法は NEURONでは，MCHHに対
するデフォルトの計算法として用いられる．
そこで，これらの手法について，NEURONソースコード上の演算数及び配列変数への
アクセス量を計数した．その結果が，Fig. 11.1である．
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Table11.1 Number of floating-point operations of the Hodgkin-Huxley part of
the benchmark simulation
Conditions Floating-point OPs Memory Traffic Arithmetic intensity
Hodgkin-Huxley eq. Euler, without LUT 50 + 6× exp = 240 120 byte 2.00
Hodgkin-Huxley eq. Euler, with LUT 37 144 byte 0.25
Hodgkin-Huxley eq. EI, without LUT 44 + 9× exp = 314 120 byte 2.61
Hodgkin-Huxley eq. EI, with LUT 30 + 3× exp = 130 144 byte 0.90
Hodgkin-Huxley eq. RK4, without LUT 219 + 24× exp = 915 120 byte 7.63
Hodgkin-Huxley eq. RK4, with LUT 103 144 byte 0.71
Cable eq. 16 88 byte 0.18
11.2 NEURONにおけるマルチコンパートメント
Hodgkin-Huxley方程式の計算構造と計算時間
NEURONにおける計算構造を明らかにするため，京コンピュータ上のプロファイラに
より，コールグラフの作成を行った．主要部分について，以下に示す．
Listing 11.1 Call Graph (チューニング前)
1 0% <13> nrn_fixed_step_thread [1 / 5781]
2 0% <14> nrn_fixed_step_lastpart [0 / 4310]
3 0% <15> nonvint [0 / 4305]
4 74% <16> nrn_state [75 / 4299]
5 0% <14> setup_tree_matrix [0 / 906]
6 3% <15> nrn_rhs [178 / 676]
7 8% <16> nrn_cur [246]
8 2% <15> nrn_lhs [119]
9 1% <15> nrn_cap_jacob [34]
10 1% <15> nrn_jacob [77]
11 1% <14> triang [82]
12 6% <14> bksub [368]
13 1% <14> nrn_capacity_current [32]
14 1% <14> update [81]
これより，計算構造としては，
• ケーブル方程式を連立一次方程式として解く，triang(), bksub()
• Hodgkin-Huxley方程式の第一式である V についての式を計算する nrn cur()
• Hodgkin-Huxley方程式の m,h, n についての式を計算する nrn state()
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といった部分が，大部分を占めていることがわかった．また，このうち，nrn cur() 及
び nrn state()は，NMODL内部の関数である．
これらのうちでも特に nrn state()の占める割合が大きく，特に，この中の exp() 関
数が大きな時間を占めていることがわかった．
及びソースコード上のタイマーにより，計算時間について測定を行った．
11.3 NEURON built-in 高速化手法の検証
11.4 単体性能の高速化
10 章にて述べた手法に基づき，カイコガ均一神経細胞モデル (9.2) による小スケール
神経回路シミュレーションでの単体ノードでの高速化を行った．この時，関数レベルでの
性能向上について，Fig. 11.1に示す．
また，複数の計算機について，Hodgkin-Huxley モデルを計算している部位である
state()関数について，Roofline解析を行った (Fig. 11.3， 11.4， 11.5) ．いずれの計
算機においても，単体性能高速化を行うことで，STREAMベンチマークにより測定した
実効メモリ速度をもとに算出した理論限界性能に近似した性能を得ることができた．
また，各計算機での最終的な単体性能について，Fig. 11.2に示す．実行時間全体をみ
ても，全ての環境において大きな（2 - 5倍）性能向上を確認することができた．
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Fig.11.1 京コンピュータにおける演算時間評価
Fig.11.2 単体性能比較
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Fig.11.3 京コンピュータでの Roofline解析
Fig.11.4 FX100での Roofline解析
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Fig.11.5 Intel i7-6700Kでの Roofline解析
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均一な神経細胞による大規模シミュ
レーション
スーパーコンピュータ環境における神経回路シミュレーションの並列化については，細
胞ごとの並列性を利用し，別々の細胞をノードに割り振り，シナプス伝達においてのみ，
MPIを用いて通信を行う事が一般的である．しかし，神経細胞数を固定したうえで，更な
る大規模化を行うためには，1細胞を複数のノードに分割して計算することが必要不可欠
となる．また，リアルタイムでの計算を行うための手法として，1細胞あたりのコンパー
トメント数を縮約する手法を開発し，その効果について測定を行った．
12.1 細胞分割
12.1.1 単一細胞の分割結果
カイコガ LAL-VPC領域の神経細胞である Fig. 12.1に対し，NEURONによる細胞の
分割手法である multisplit法 [52]を用いて京コンピュータ上で細胞分割計算のスケー
リングを行った．
この時，結果は Fig. 12.2のようになり，実行速度では 64分割時が最速となった．
12.1.2 大規模シミュレーションの細胞分割による計算時間短縮
単一細胞での結果を元に，京コンピュータ上で，カイコガ均一神経細胞モデル (Table
9.1)を用いて大規模スケーリングを行った．この時，NEURONでは，multisplit法の複
数細胞への実装が提供されていなかったため，事前に分割済の細胞を用意し，NRC上の
命令として，mutlsplitの部分使用による細胞接続を用いることで，実現した．
結果を Fig. 12.3に示す．この時，細胞分割を行わない場合では，CPUコア数に対し
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て，同数または実行効率を上げるために数倍程度の細胞数を用いる必要があったが，細胞
分割手法を導入することで，CPUコア数に対して， 164 個の細胞で計算を行うことが可能
となった．その結果，663,552 CPUコア使用時に，10,368細胞について，リアルタイムシ
ミュレーションに対して約 2倍遅い程度の時間でシミュレーションを行うことができた．
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Fig.12.1 BN1056
Fig.12.2 単一細胞の分割結果
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Fig.12.3 細胞分割による計算時間短縮
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12.2 細胞形態縮約
12.2.1 縮約時の形態変化
リアルタイムでのシミュレーションを可能とするため，13.2で述べた手法を用いて，細
胞のコンパートメント数縮約を行った．
Fig. 12.1について，手法 1,手法 2を繰り返し適用したところ，コンパートメント数は
以下のようになった．
• 元形態: 3,890 コンパートメント
• 手法 1: 2,856 コンパートメント
• 手法 1+2: 859 コンパートメント
• 手法 1+2+1: 369 コンパートメント
• 手法 1+2+1+2: 186 コンパートメント
この時の形態変化を Fig. 12.2.2に示す．
12.2.2 大規模シミュレーションの細胞形態縮約によるリアルタイムシ
ミュレーションの実現
カイコガ均一神経細胞モデルを用いてストロングスケーリングを行った．結果を Fig.
12.7 に示す．この時，手法 1+2+1 を適用した 369 コンパートメントでの条件下におい
て，10,368細胞（382万コンパートメント）について京コンピュータの 82,944 CPUコア
を利用することで，リアルタイムシミュレーションを実現することができた．
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Fig.12.4 細胞縮約による形態変化
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Fig.12.5 細胞分割による形態変化（元形態と手法 1+2の比較）
Fig.12.6 細胞分割による形態変化（元形態と手法 1+2の比較，詳細）
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Fig.12.7 細胞形態縮約による計算時間短縮
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第 13章
不均一な神経細胞による大規模シ
ミュレーション
不均一な細胞形態によって構成された神経回路の大規模シミュレーションを行うため，
FlyCircuit[16]のデータベースに登録されているオス及びメスのショウジョウバエ大規模
神経回路モデルについて，京コンピュータを用いて並列シミュレーションを行った．
13.1 ショウジョウバエ大規模モデルの解析
ショウジョウバエ大規模モデルの構成を把握するため，各神経細胞のコンパートメント
数について，最大値，最小値，平均値を求めた．また，ヒストグラムを作成し，Fig. 13.1,
13.2に示した．
• オスモデル (3,649 細胞)
– 最大値: 3,911 コンパートメント
– 最小値: 14 コンパートメント
– 平均値: 513.8 コンパートメント
• メスモデル (12,393 細胞)
– 最大値: 4,789 コンパートメント
– 最小値: 16 コンパートメント
– 平均値: 355.1 コンパートメント
その結果，いくつかの SWCファイルについて，以下の示す不具合があったため，処理
からは除外して扱うこととした．
• Cha-F-300116.swc: 空のデータが登録されている
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• Gad1-F-200095.swc: 空のデータが登録されている
• Trh-M-400002.swc: SWCの根を表す-1が複数存在している
13.2 ショウジョウバエ神経回路モデルの縮約
ショウジョウバエ大規模モデルを京コンピュータ上で並列計算を行ったところ，高並列
時に性能が大幅に悪化することが測定された．これは，シナプス伝達の通信の際に同期を
取るために，最も大きな細胞モデルの計算時間が律速となっているためと考えられる．
そこで，の手法を用いて，最大のコンパートメント数を持つものから順に縮約処理を行
うことで，殆どの細胞において神経細胞の概形を保ったまま，大きな細胞においてのみ，
コンパートメント数を縮約することができた．
この時のオス，メスそれぞれの神経回路における各縮約回数は以下の通りである．
• オスモデル (3,649 細胞)
– 0回: 2,973 細胞
– 1回: 273 細胞
– 2回: 322 細胞
– 3回: 81 細胞
– 処理後最大値: 791 コンパートメント
– 処理後平均値: 377.4 コンパートメント
• メスモデル (12,393 細胞)
– 0回: 11,581 細胞
– 1回: 350 細胞
– 2回: 388 細胞
– 3回: 74 細胞
– 処理後最大値: 911 コンパートメント
– 処理後平均値: 303.1 コンパートメント
また，その際のヒストグラムは，Fig 13.3, Fig 13.4のようになり，コンパートメント
数の大きい物が減っている事がわかる．
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Fig.13.1 オスショウジョウバエ大規模モデルのコンパートメント数ヒストグラム
Fig.13.2 メスショウジョウバエ大規模モデルのコンパートメント数ヒストグラム
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Fig.13.3 オスショウジョウバエ大規模モデルのコンパートメント数ヒストグラム（縮約処理後）
Fig.13.4 メスショウジョウバエ大規模モデルのコンパートメント数ヒストグラム（縮約処理後）
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13.3 ショウジョウバエ神経回路モデルによるストロングス
ケーリング
ショウジョウバエ神経回路モデルについて，以下の 4種類のパターンについてストロン
グスケーリングを行った (Fig. 13.8, Fig. 13.9)．
• ショウジョウバエ大規模モデル (Varietyケース)
• ショウジョウバエ大規模モデルの神経細胞を，大規模モデルの平均コンパートメン
ト数の神経細胞に置き換えたモデル (Averageケース)
• ショウジョウバエ大規模モデルの神経細胞を，大規模モデルの最大コンパートメン
ト数の神経細胞に置き換えたモデル (Maxケース)
• ショウジョウバエ大規模モデルの神経細胞を，前述の手法で縮約を行ったモデル
(Reductionケース)
この時，ノード数の増大に伴い，ショウジョウバエ大規模モデル (Variety) は，Max
ケースでのベンチマーク結果に近づくこととなった．また，縮約手法を用いることで，特
に大規模並列時において，Averageに近い演算速度を実現することができた．
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Fig.13.5 オスショウジョウバエ大規模モデルのストロングスケーリング
Fig.13.6 メスショウジョウバエ大規模モデルのストロングスケーリング
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Fig.13.7 オスショウジョウバエ大規模モデルでの Raster Plot
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Fig.13.8 オスショウジョウバエ大規模モデルのストロングスケーリング（スレッドに
よる細胞分割）
Fig.13.9 メスショウジョウバエ大規模モデルのストロングスケーリング（スレッドに
よる細胞分割）
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第 14章
考察
14.1 マルチコンパートメント Hodgkin-Huxleyモデルの高
速化
本研究では，NEURONシミュレータでのマルチコンパートメント Hodgkin-Huxleyモ
デル計算におけるデータ構造や計算順序などについて検証，再構成を行い，最終的に，京
コンピュータ上の SPARC64 VIIIfxにおいて，元のシミュレーションに対し，6.4倍高速
化することができた．これは，メモリバンド幅律速と考えた場合のほぼ限界に近い値であ
る．このような高速なシミュレーションは，全脳スケールの大規模シミュレーションや，
進化計算を用いた神経細胞・回路パラメータ推定について，大幅な高速化を可能とし，こ
れらの活用を大幅に進めるものである．
また，原理的にほぼ同じ計算であっても，NEURONの built-in高速化手法も使用しな
かった場合（これは，マルチコンパートメント Hodgkin-Huxleyモデルの非常に素朴な実
装となる）と，今回提案した高速化手法すべてを適用した場合とでは，LUT使用による計
算誤差はあるものの，同じマシンであっても最大で 200倍近くの計算速度の差がある事が
わかった．これは，数式だけでなく，ソースコード上の実装の重要性を示すものである．
14.2 大規模計算機上での複数階層での並列化
本研究では，マルチコンパートメントHodgkin-Huxleyモデルを高速化するため，SIMD
効率の上昇，OpenMPの導入と細胞分割計算，細胞形態縮約によるロードバランスの向
上といった手法を適用してきた．これは，現在のスーパーコンピュータにおける，命令レ
ベル並列性，CPUコアレベル並列性，ノードレベル並列性に対応しており，このような
マルチパラダイムの並列手法の活用は，現代のみならず次世代のスーパーコンピュータに
おける計算性能の向上において，非常に重要になっていくと考えられる．
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14.3 データベースに基づいたシミュレーション
本研究では，CNS-PFや FlyCircuitといったデータベース情報に基づいて，神経回路
モデルの構築を行った．これらのデータベースは非常に有用だが，当然まだ課題も存在し
ている．例えば，本研究の中で，これらのデータベースに入っている情報のうち，いくつ
か不具合があるものを発見したが，もしこれらの情報が修正されたとしても，どの程度自
分のモデルを修正しなければいけないかが自明でないという問題がある．また情報が更新
されていった場合に，どの状態のモデルに基づいてシミュレーションを行ったか検証が難
しくなってしまう．このような問題の解決策として考えられるのが，OpenSourceBrain
(http://www.opensourcebrain.org/) のような，バージョン管理システムとの統合で
ある．このデータベースは，github をバックエンドとして利用しており，様々な人が自
分のブランチを作成し，またそれが元のデータベースに差分としてアップデートされてい
く．このような仕組みを導入していくことで，よりデータベースの利用価値が上がってい
くと考えられる．
また，これを更に発展させ，NeuroScienceGatewayや，Simulation Platform[132]の
ようなクラウドコンピュータ環境で，すべてのシミュレーションを実行できる仕組みと連
携することで，本研究のような高速化されたシミュレーションを，誰でもすぐに使える環
境を作り出すことが可能になると考えられる．
14.4 次世代スーパーコンピュータに向けて
本研究ではマルチパラダイム並列手法として，命令レベル，CPUコアレベル，ノード
レベルの階層について，高速化手法を提案し，大規模並列化を実現した．スーパーコン
ピュータにおける階層的並列性はしばらく続くと考えられ，大規模神経回路シミュレー
ションを行う上では，今後も対応を行っていく必要がある．その場合に課題となりうるの
は，この階層の単位がマシンごとに固定されてしまっているという事である．例えば，京
コンピュータでは，1チップ辺りのスレッド数は 8であり，今回はこの数で，細胞分割計
算を行ったが，本来はこの値は細胞形態の複雑さに応じて，大きくも小さくもなりうる．
そこで，ある程度の範囲で，この階層性のスケールを変更できるような仕組みがあれば，
よりこのようなシミュレーションが行い易くなるのではないかと考えられる．
ただしその場合は，明示的に指定できる場合と比べ，実行効率は落ちる可能性が高く，
トレードオフをいかに設定するかが非常に難しくなると考えられる．
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佐藤陽平 氏, 佐藤秀仁 氏, 森友亮 氏, 李夏栄 氏, 後藤昂彦 氏, 朴希原 氏, 福田哲也 氏,
山崎寛明 氏, 米山兼治 氏, 韮沢拓也 氏，荒瀬晃介 氏, 角田颯飛 氏, 井上裕太 氏とは研究
室の同チームのメンバーとして，ともに多くの議論をさせていただきました．昆虫全脳シ
ミュレーションという目標に向けて協力しあえた事を誇りに思います．特に後藤昂彦 氏,
福田哲也 氏, 井上裕太 氏には，私が取り組んでいたテーマの一部を引き継いでいただき，
自分では達し得ないような素晴らしい成果を残していただきました．とても感謝しており
ます．
並木重宏 博士, Stephan Haupt 周一 博士, 藤原輝史 博士, 田渕理史 博士には多くの実
験的結果やそれを元にした素晴らしい知見をご教授いただきました．本研究は実験的成果
を基盤として初めて成立するものであり，特にデータベースの構築のような地道かつ重要
な作業がなければ，モデルの構築には何倍もの年月を要したものと思います．また，実際
に大規模シミュレーションとして成立させるために，多くの取捨選択を行ったことについ
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てはお叱りを受ける点が多々あるかと思いますが，どうか今後の課題としてご容赦いただ
けましたら幸いです．
兵庫県立大学 池野英利 教授には，他大学にも関わらず，入学当初から神経細胞の情報
の取り扱いについて多くのご指導をいただきました．また，落ち着いた議論の進め方や，
研究を進める上での考え方について，様々な事を学ばせていただきました．
理化学研究所神経情報基盤センター 奥村嘉宏 主任, 山口陽子 センター長，臼井支朗 前
センター長には，神経情報基盤センターと協力して進めているデータベース構築のみなら
ず，ハッカソンや国際ワークショップなど様々な場で大変お世話になりました．特に奥村
主任にはウェブ技術やネットワーク管理について様々な事を教えていただき，また悩んだ
時にはいつでも気軽に相談にのっていただき，本当に感謝しております．
理化学研究所情報基盤センター 五十嵐潤 博士には，ISLiMプロジェクトの時期から現
在に至るまで，大規模脳・神経系シミュレーションの第一人者として，多くのご指導をい
ただきました．対象とする神経回路モデルは異なるものの，抱えている課題としては共通
する事も多く，特に ISLiMプロジェクト時期の AICSでのディスカッションでは，まだ
この分野を学び始めたばかりの自分に，基本となる考え方をご教授くださり，本当にあり
がとうございました．
電気通信大学 山崎匡 准教授には，大規模脳・神経系シミュレーションの第一人者とし
て，多くのアドバイスをいただき，また，脳・神経系シミュレーションがどうあらねばな
らないかということについて，様々なことを学ばせていただきました．また，大きなビ
ジョンとそれを裏打ちするプログラミング力，文章記述力等から研究者のあるべき姿に触
れさせていただき，強い刺激となりました．
実践女子大学 於保祐子 教授には，NIJC主催のハッカソンなどを通じて大変お世話に
なりました．また脳に関する生物学的な知見だけでなく，論文の書き方についても多くの
事を学ばせていただきました．
理化学研究所生命システム研究センター 大野洋介 博士，理化学研究所情報基盤セン
ター 舛本現 博士，理化学研究所生命システム研究センター 泰地 真弘人 プロジェクト
リーダーには，ISLiMプロジェクト高度化チームとして，京コンピュータの特性に関する
非常に深い理解から来る多くのアドバイスをいただきました．それだけでなく，プログラ
ムを高速化するという事について，多くの知見をいただきました．
理化学研究所情報基盤センター 姫野龍太郎 センター長には，ISLiMプロジェクトから
始まり，多くのプロジェクトやバイオスーパーコンピューティング研究会などで大変お世
話になりました．本研究はそれらのプロジェクトと深く関わっており，今回まとめること
ができましたのも，継続的なご支援があってこそだと強く感じております．
理化学研究所情報基盤センター 戎崎俊一 主任研究員には，高校時代のまだ右も左もわ
からない時期に，シミュレーションや可視化の面白さやを教えていただきました．また，
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改めてアクセラレーション研究会などでお世話になり，PEZY-SCのような非常に興味深
いアーキテクチャに触れる機会を頂いただけでなく，常に攻めの姿勢から多くの事を学ば
せていただきました．
長崎大学 濱田剛 准教授には，FPGAや GPGPUといった特殊な計算資源による高度
計算の面白さを教えていただきました．また，DEGIMAでの HPL測定について，微力
ながらお手伝いさせていただいた経験は，大規模計算機の運用について多くの事を考える
素晴らしい機会となりました．
高橋宏知 講師, 安藤規泰 特任講師, 櫻井健志 特任講師, 光野秀文 助教, 峯岸諒 博士，三
觜裕之 氏, 渡辺慶 氏, 狩野竜示 氏, 徳江和典 氏，矢田祐一郎 博士, 塩田裕介 氏, 照月大
悟 氏, 秋山義太郎 氏, 石津光太郎 氏, 和家尚希 氏, 村山裕哉 氏には，同じ研究室の指導
者，同期，後輩として，多くのご指導を賜りました．個性豊かな方が多く，自分の想像も
していなかったような考え方に触れることが多く，非常に刺激を受けました．
木村立代 さん，岩月知香 さんには研究室を支える立場として，普段は優しく，時に厳
しく多くのご支援をいただきました．切羽詰っている時には，多くのご心配をお掛けした
ことと思います．
最後になりますが，妻である宮本由佳と両親には非常に心配をかけました．いつもあま
り詳しく説明せず，また自分で勝手に決めてしまう性格のため，戸惑いもあったかと思い
ますが，常に支えてくださり，ありがとうございました．
本研究を進めるにあたっては，この他にも大変多くの方々のご支援をいただきました．
全ての方のお名前を挙げることはできませんでしたが，本当に感謝しております．ありが
とうございました．
データ利用
本研究を行うにあたっては，以下のデータベースを利用させていただきました．
• 東京大学先端科学技術研究センター神崎・高橋研究室: Bombyx Neuron Database
[71]
• the NCHC (National Center for High-performance Computing) and NTHU
(National Tsing Hua University): FlyCircuit [16]
計算機利用
本研究を行うにあたっては，以下の計算環境を利用させていただきました．
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• 理化学研究所計算科学研究機構 京コンピュータ (hp120263, hp140151, hp150074,
hp160269)
• 東京大学 FX10 Oakleaf-FX (hp150074)
• 九州大学 FX10 (hp140151)
• 名古屋大学 FX100 (hp160269)
• 高エネルギー加速器研究機構石川研究室 Suiren
研究助成
本研究を行うにあたっては，以下のプロジェクトより助成をいただきました．
• 日本学術振興会 特別研究員 (DC2, 2016年度 - 2017年度)
• ISLiM 次世代生命体統合シミュレーションソフトウェア (2008年度 - 2012年度)
• HPCI一般利用 (2012年度 - 2016年度: hp120263, hp140151, hp150074)
• ポスト「京」萌芽的課題 4 思考を実現する神経回路機構の解明と人工知能への応用
(2016年度 - 2017年度)
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