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in den historischen Wissenschaften
von Johannes Gordesch
1 ModeUtechniken in den historischen Wissenschaften
Das Studium vereinfachter, aber streng gefaßter Strukturen spielt in den
zeitgenössischen Formen von Sozial- und Geisteswissenschaften eine hervor¬
ragende Rolle. In den historischen Disziplinen wurde mit dem Aufkommen
der Strukturgeschichte im Gegensatz zur vormals vorherrschenden Ereignis-
geschichte der Boden bereitet für ein Denken in Modellen, in "simpüfied ske-
letal Systems" (BEACH 1957). Theorien lassen sich dann von Modellen be¬
stenfalls durch einen größeren Anwendungsbereich oder eine differenziertere
Ausarbeitung unterscheiden.
Damit begibt sich die Wissenschaft in deutlichen Gegensatz zum Vorrang
einer allumfassenden, überdauernden Theorie, die sich oftmals zu einer
Heilslehre entwickelt. Dieses Vorgehen konnte nicht ohne Widerspruch blei¬
ben. Bisweilen suchte und sucht man polemisch eine Verbindung zu natio¬
nalen oder poütischen Denkstilen: Den Deutschen oder den Russen (princi-
pialnost') wird eher der Hang zur großen Theorie zugeschrieben, den prag¬
matischen Angelsachsen oder den Vertretern einer oberflächlichen, allerlei
wirtschaftlichen oder pohtischen Interessen unterworfenen Konsumhaltung
die Betonung unverbindlicher, kurzfristig genutzter Modelle. Anderen ist wie¬
derum der große Geist abhanden gekommen (man setze eine an der Kunst
der Griechen und Römer orientierte Archäologie gegen eine heutige Archäo-
metrie!). Wie die Argumente auch immer lauten, Zeitgeist und praktische
Bewährung haben ihr Urteil gesprochen.
Besonders schön läßt sich der Modellbegriff an der modernen Archäolo
gie demonstrieren. Modell (im Maßstab 1:1) ist zunächst Schauplatz der
experimentellen Archäologie, wo die materielle Kultur (Herstellung von
Gerätschaften, Bau von Wohnstätten, Gewinnung von Erzen, Bewältigung des
Nahrungsmittelproblems) im Mittelpunkt der Betrachtung stehen. Modell ist
hingegen weitaus häufiger Denkmodell. Im einfachsten Fall besteht so ein
Modell nur aus zwei (Streudiagramm, Scatter Plot) oder drei Variablen
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(Trend Surface Analysis, wo zwei Variablen wie üblich im Diagramm, die
dritte als Kote oder Niveaulinie wie bei Landkarten auftreten). Diese Bezie¬
hungen werden durch eine Regressionsgleichung algebraisch beschrieben
(z.B. die klassische lineare Regression mit ein oder zwei unabhängigen Va¬
riablen; vgl. HODDER und ORTON 1976). Das andere Extrem stellen die
großen ökonometrischen Modelle mit mehreren tausend Variablen dar. Die
Modelle der historischen Sozialforschung können für mathematische Modelle
in den Geschichtswissenschaften als typisch angesehen werden: Sie gehen so
gut wie nie über zwanzig oder dreißig Variablen hinaus.
2 Statistisches Modelheren
Erstaunlicherweise tritt an die Seite der diffizilen realwissenschaftlichen
Arbeit häufig eine völlig unreflektierte statistische Methodik: Bald suchen
Realwissenschaftler durch die Kenntnis möglichst vieler statistischer Tests
ihre Hypothesenprüfung zu unterstützen (der klassische Fall) oder (die
neuere Mode) durch den Einsatz immer weiterer statistischer Programm¬
pakete zu imponieren. Damit gehen aber die Vorzüge der statistischen
Methodik, nämlich der Gewinn an Sicherheit und Präzision, verloren. Schon
bei den einfachsten statistischen Tests steht ja ein mathematisches Modell
dahinter, z. B. bei der Varianzanalyse die Beschreibung realwissenschaftlicher
Sachverhalte durch Mittelwerte (die eine starke Informationsreduktion
bewirken) und deren Veränderlichkeit (gemessen durch die Varianz). Das ist
mehr als bloß die stochastische Voraussetzung der Normalverteilung (einer
Verteilung, die durch die ersten zwei Momente bestimmt ist); auch unabhän¬
gig von einer statistischen Betrachtung wird ein bestimmter funktionaler Zu¬
sammenhang angenommen, der dem Sachverhalt entsprechen kann oder
nicht.
Nun hat sich die statistische Mode geändert (wenn man will, es hat sich
ein Paradigmenwechsel vollzogen): Die Korrelationsrechnung (Besteht ein
signifikanter Zusammenhang?) wurde durch die Regressionsrechnung (Wie
berechne ich eine Größe aus anderen?) abgelöst, desgleichen ein Wechsel von
bivariaten Fragestellungen zu multivariaten vollzogen. Der klassische Einsatz
statistischer Tests erfolgte im Sinne der Korrelationsrechnung zur Prüfung
von Zusammenhängen und ist somit ebenfalls im Rückgang. Beim Regres¬
sionsmodell ist natürlich die Frage nach der Stichprobenabhängigkeit der
Koeffizienten ebenso sinnvoll (Wie ändern sich die Koeffizienten in den Glei¬
chungen bei einer Wiederholung der Untersuchung?). Die Modelle sind zu-
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meist lineare Modelle, da sie statistisch wie numerisch wesentlich leichter zu
handhaben sind als nichtlineare. Die leistungsfähigen und preisgünstigen
Computer mit der benutzerfreundlichen Software ermöglichen einem großen
Benutzerkreis, hochgezüchtete statistische Modelle einzusetzen. Der Fort¬
schritt gegenüber der blinden Testfreudigkeit ist trotzdem gering, weil für ge¬
wöhnlich die Adäquatheit der jeweiügen statistischen ModeUe nicht überprüft
wird. Die Ursachen hegen zum TeU in schüchter Unwissenheit, zum TeU
darin, daß die Tests innerhalb der heutigen komplexen ModeUe oftmals nicht
bekannt oder von geringer Entscheidungsfähigkeit sind.
Es ist unbedingt vonnöten, bereits bei der ErsteUung des realwissen-
schaftüchen ModeUs formalwissenschaftüche VorsteUungen einzuarbeiten,
wie dies seit langem in den physikalischen Wissenschaften Standard ist.
"FormalwissenschaftHch" bedeutet in erster Linie "mathematisch", wie in der
Physik auch, in zweiter Linie "statistisch", wenn die Anpassung an die Daten
vollzogen wird. Die Physiker nehmen den statistischen TeU recht leicht, kön¬
nen vieUeicht dies bei ihren Daten auch tun, legen aber größtes Augenmerk
auf die Formuüerung mathematischer ModeUe und deren (noch theoretische,
das heißt vor der Anpassung an die Daten erfolgende) Interpretation. In den
Sozialwissenschaften hat eine verstärkte Hinwendung zu (statistischen)
Modelüerungstechniken mit Lazarsfeld, Blalock, Boudon, Coleman vor meh¬
reren Jahrzehnten eingesetzt, oftmals unter dem Titel "kausale ModeUe". Die
spezieUen statistischen ModeUe mögen heute als veraltet gelten, das Prinzi-
pieüe ist gebüeben. Die historischen Wissenschaften sind in ihrer breiten
Masse leider nur selten diesem Weg gefolgt, wenngleich es namentUch im
angelsächsischen Kulturbereich herausragende Beispiele gibt.
Wenigstens soUte jedoch eine wohlüberlegte Vorentscheidung nach fol¬
genden Gesichtspunkten geschehen: Kausaütät, Finahtät, Werturteüe; Stich¬
probe und Grundgesamtheit; Automat (Systeme mit Eingabe, Ausgabe und
beschreibenden Zuständen), Boolesche Funktionen (qualitative ModeUe, z.B.
EntscheidungstabeUen) und andere mathematische ModeUe; Linearität,
Nichtlinearität, Zeitabhängigkeit (Prozesse).
3 ModeUbegriff
Ein ModeU umfaßt - wie etwa von TINBERGEN und BOS (1962) für die
Wirtschaftswissenschaften konzipiert - folgende Teüe:
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(1) Eine Liste von Variablen (das heißt von Faktoren, die das Ge¬
schehen beschreiben können).
(2) Eine Aufgliederung der Variablen in zunächst zwei Gruppen,
nämUch in bekannte und in erst zu berechnende Größen, oder in exo¬
gene und endogene Variablen.
(3) Eine Liste von Relationen oder spezieUer von Gleichungen, wel¬
che die Beziehungen zwischen den einzelnen Variablen festlegen. Die
Relationen oder Gleichungen werden je nach ihrer Funktion
(Definitionen, Beziehungen in besonderen Subsystemen und derglei¬
chen) untergliedert.
(4) Bestimmende Konstanten ("Parameter"), welche das zunächst
noch recht aUgemeine ModeU dem realen Einzelfall anpassen.
4 Meßproblematik
Von größter Bedeutung ist es, daß in keiner Wissenschaft Messen ohne
Bezug auf einen spezieUen Kontext (ModeU, Operationalisierung) und ohne
normative Festlegungen (wie das Anforderungsniveau) erfolgen kann. In den
historischen Wissenschaften vereinen sich naturwissenschafthche Methoden
(beispielsweise in der Archäometrie) mit geisteswissenschaftlichen. Daher sei
im folgenden eine Synthese zwischen sozialwissenschaftlicher und naturwis¬
senschaftlicher Meßtheorie versucht und darin die wesentlichen Meßproble¬
me aufgezeigt. Zur IUustration denke man etwa an so gegensätzüche Beispiele
wie die Vermessung von Grundrissen oder die Entwicklung von Getreide¬
preisen.
Messen heißt, den unbekannten Wert einer exogenen Variablen des
ModeUs auf empirische Weise zu ermitteln. Dies geschieht stets durch einen
Vergleich mit der Einheit der betreffenden Größenart, die aUeine innerhalb
des Kontexts eines ModeUs und durch eine operationale Definition bestimmt
ist.
Die Operationahsierung der Begriffe und Hypothesen entspricht dabei
dem Meßprinzip in der naturwissenschaftüchen Metrologie. Die Meß¬
methode gibt Auskunft darüber, wie der Vergleich mit der Einheit durchge¬
führt wird. Im aUgemeinen wird es sich im sozial- und geisteswissenschafth-
chen Bereich um die Differenzenmethode (wieviel mehr als der Ausgangs¬
wert?) handeln, so daß der Begriff "Meßmethode" aus der Metrologie uner-
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giebig wird. Man kann daher in den historischen Wissenschaften die Begriffe
des Meßprinzips und des Meßverfahrens (Meßprinzip plus Meßmethode)
zusammenfallen lassen.
Die Schwierigkeiten Uegen einmal in einer geeigneten Operationahsie¬
rung, zum anderen jedoch in der oft nicht einmal als Problem erkannten
"KaUbrierung" oder des "Einmessens", sowie der Eichung. Die KaUbrierung
wird in Psychologie und Soziologie für gewöhnUch "Skaüerung" genannt. Ska-
Herung setzt ein bestimmtes, auszuwählendes Skaüerungsverfahren voraus,
das nicht ohne weitreichende Annahmen über die zugrundehegende Wirk¬
lichkeit auskommen kann. Eichung ist eine normative FeststeUung, daß das
Meßmittel den vorgeschriebenen Anforderungen entspricht (z.B. Validität
und Reüabiütät). Die Eichung muß von FaU zu FaU und bei Vorüegen beson¬
derer Umstände wiederholt werden.
Ein besonderes Problem steUt die Robustheit der ModeUe dar, das heißt,
wie weit sich ein ModeU bei geringfügigen Änderungen in den Daten selbst
ändert.
Der durch die Messung in das ModeU gebrachten Unsicherheit wird inner¬
halb des ModeUes durch die statistischen Verfahren zu begegnen gesucht. Die
Ansätze reichen dabei von der klassischen Fehler- und Ausgleichsrechnung
(Gauß, Laplace, Legendre) bis zu den heute übhchen Schätzverfahren der
mathematischen Statistik. Die Grundfragen sind dieselben gebheben: über¬
schüssige Beobachtungen (mehr Beobachtungen als zu schätzende Parame¬
ter), regelmäßige (systematische) und zufälüge "Fehler" (Abweichungen vom
ModeUwert), Begriff der Meßgenauigkeit (Streuungsmaße), Fehlerfortpflan¬
zung (Bestimmung des Fehlers einer Funktion, wenn die Fehler der einzelnen
Variablen bekannt sind).
In der sozialwissenschafthchen Meßtheorie und in der Praxis der Auswahl
statistischer Verfahren spielt seit langem das Skalenniveau (metrische, ordi¬
nale, quaütative Skalen) eine bedeutsame RoUe, während in den Naturwis¬
senschaften die metrischen Skalen vorherrschen und eine Anwendung schwä¬
cherer Meßniveaus kaum interessant erscheint. Jedes statistische ModeU muß
jedoch mehr (z. B. LISREL) oder weniger (normalverteUte Meßdaten, kein
besonderes MeßmodeU) das Meßproblem berücksichtigen.
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5 Kausale ModeUe
Kausales Denken gUt oft als die wissenschaftliche Denkform schlechtweg.
Legt man den Werkzeugcharakter des Denkens zugrunde, so muß sich Kau-
saütät als Denkform im Erkenntnisprozeß bewähren, was gerade im ge-
schichtswissenschaftüchen Bereich nicht immer der FaU zu sein scheint.
Kausaütät ist einmal Ziel-Mittel-Denken (technischer Kausaütätsbegriff),
dann aber auch ein Interpretationsbegriff wie ZufaU und Notwendigkeit
(historischer Kausaütätsbegriff).
Kausaütät steUt eine lineare Ordnung von Ereignissen (eine "Kette") dar.
Dies ist der formal faßbare Aspekt; in der Ordnung üegt noch eine Art von
"Notwendigkeit". Bereits aUgemeiner ist der Begriff der partieUen Ordnung
von Ereignissen (partiaUy ordered sets, "posets"). Einzelne partieU geordnete
Ereignismengen büden einen Verband (z. B. Mengenverband). Andere
Ereignisverbindungen steUen kybernetische Systeme dar (Regelkreise, Auto¬
maten). Der einfachen Ereignisordnung der Kausaütät entspricht ein funktio¬
naler Zusammenhang ("Causal Chains", WOLD 1954) der Art
y = Ax,
x = (xi - xn) Ursachen> y = (yt ••• ym). Wirkungen,
A eine untere Dreiecksmatrix.
Weitergehende Formalisierungen wurden von verschiedenen Seiten vor¬
geschlagen (MALINVAUD 1964; GORDESCH 1972).
Nun ist jede Denkform nur in einem bestimmten Erfahrungsbereich gül¬
tig, eine Übertragung auf einen umfassenderen Bereich nicht mehr zulässig.
Klassische Beispiele sind der Begriff der Bewegung in der griechischen Phüo-
sophie: Jede Bewegung setzt eine andere Bewegung voraus, bis schüeßüch der
"unbewegte Beweger" einen ersten Anfang setzt. Das ist aber ein Wider¬
spruch, oder heißt nur, daß das Bewegungsprinzip ledigüch in einem einge¬
schränkten Bereich gültig ist. Ebenso wird aUgemein Kausaütät nur in einem
bestimmten Erkenntnisbereich sinnvoU verwendet. Akausahtät bedeutet dann
aUerdings nicht Ursachenlosigkeit, sondern nur die Nichtanwendbarkeit der
Denkkategorie Kausaütät.
So ist der Funke des Feuersteins die physikaüsche Ursache der Entzün¬
dung des Pulvers in einer Muskete. Es ist aber nicht mehr oder zumindest
nicht ohne eingehende Prüfung aussagbar, ob die Entwicklung der Astrono-
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mie, Kartographie und dergleichen im 16. Jahrhundert Schiffahrt und See¬
handel gefördert hat, oder Schiffahrt und Seehandel die Wissenschaft. (Die
umgekehrte Erklärungsrichtung müßte ausdrückUch falsifiziert werden). Kau¬
saütät ist somit keine globale Eigenschaft einer Ereignismenge, sondern eine
lokale, das heißt, eine Beziehung, die genügend genau bestimmten Einzeler¬
eignissen zukommen kann. Solche in einer Kausaütätsbeziehung stehenden
Ereignisse können dann zu größeren Systemen wie Regelkreisen (Rückkopp¬
lung!), Automaten und dergleichen zusammengefügt werden. Diese überge¬
ordneten Systeme sind realwissenschaftüch (also historisch) genau so wirklich
oder unwirküch (reine Denkformen) wie die Kausaütät, jedoch für einen
größeren Bereich von Erscheinungen anwendbar. Fehlt diese Präzisierung, so
werden die gemachten Behauptungen weder wahr noch falsch; sie steUen kei¬
ne Aussagen (im Sinne der Logik) dar, sondern bestenfalls Aussageformen,
die noch die Mögüchkeit besitzen, zu Aussagen zu werden.
Wie bei der Prognose sucht man dem Problem der nicht immer mit
Sicherheit feststeübaren Kausalbeziehung in altbewährter Weise durch eine
Stochastisierung Herr zu werden. Man spricht dann nicht mehr davon, daß "A
die Ursache der Wirkung B" sei, sondern nur noch davon, daß "mit der Wahr¬
scheinüchkeit p A als die Ursache von B" angesehen werden könne (vgl. dazu
SUPPES 1970). Dieser Ansatz läßt sich nochmals veraUgemeinern, indem
man den Wahrscheinüchkeitsbegriff durch den inhaltüch unbestimmteren,
jedoch weiterreichenden Begriff der Fuzzyness ersetzt (Die Fuzzy Set-Theorie
ersetzt im großen und ganzen den additiven Mengenverband in der Definition
der Wahrscheinüchkeit durch einen subadditiven: Die Wahrscheinüchkeit der
Oderverbindung zweier sich ausschüeßender Ereignisse ist nicht mehr gleich
der Summe der Einzelwahrscheinüchkeiten, sondern kleiner oder gleich die¬
ser Summe).
Das Denken in ModeUen kommt einerseits dem kausalen Denken entge¬
gen, da es sich auf einen recht kleinen Erfahrungsbereich beschränken läßt,
was aber das Denken in größeren Systemen natürüch nicht ausschließt. Die
mathematische Formuüerung von Kausaütät führt jedoch zu größten Schwie¬
rigkeiten, da eigentlich immer nur eine funktionale Beziehung zwischen Ursa¬
chen und Wirkungen sowie eine Ordnungsbeziehung (die Ursache kommt vor
der Wirkung) erfaßt werden. Was aber diese sonderbare "Notwendigkeit" des
Vorher-Nachher ausmacht, entgleitet weitgehend. So verfaüen eigentüch aUe,
noch so kunstvoU ausgebUdeten kausalen ModeUe dem klassischen Fehlschluß
des "post hoc, ergo propter hoc".
145
Diesem DUemma entkommt man bei der ModellbUdung nur, indem man
entweder auf das kausale Denken verzichtet und beispielsweise in vernetzten
Systemen denkt, oder indem man von außerhalb des ModeUes weiß, welche
Beziehung eine kausale und welche eine rein funktionale ist. Woher aber die¬
ses Wissen außerhalb des schon genügend Schwierigkeiten bereitenden Mo¬
deUes kommt, bleibt offen.
Abschüeßend sei noch auf die Problematik des Kausaütätsbegriffes bei
nichtünearen ModeUen hingewiesen, wo das "schwache Kausalitätsprinzip"
(gleiche Ursachen, gleiche Wirkungen) durch das "starke Kausaütätsprinzip"
(ähnliche Ursachen, ähnüche Wirkungen) ersetzt werden muß, wenn es über¬
haupt noch anwendbar sein soll (vgl. die Abschnitte 12 und 13).
5.1 Stufen des ModeUbaus
Der Aufbau eines kausalen ModeUs erfolgt in folgenden Schritten:
(1) Phänomenologische (Verbale) Analyse
(2) AufsteUen der Zusammenhangsmatrix bzw. des Zusammenhangsgraphen
(3) Bewertung des Graphen (z. B. durch Korrelationskoeffizienten oder Ko¬
varianzen)
(4) AufsteUen des linearen Gleichungssystems
(5) Eümination überflüssiger Variablen und Relationen
(6) Prüfung des linearen Gleichungssystemes auf Identifziertheit und Überbe¬
stimmtheit
(7) Treffen der für die Identifikation nötigen Annahmen
(8) Bestimmung der Parameter des Modells, zumeist durch statistische
Schätzverfahren oder auch nur einfache Ausgleichung
(9) Überprüfung der Güte des Modells durch Rückeinsetzen und statistische
Tests
(10) Modifikation des Modells (z. B. Ausscheiden von Variablen mit zu klei¬
nen Koeffizienten)
(11) Wiederholung ab Schritt (6), bis eine genügend gute Anpassung erreicht
ist
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(12) Gegebenenfalls Normierung der Koeffizienten des linearen Gleichungs¬
systems
6 Normative Aspekte
Unser tägüches Leben ist voU von Wertungen aUer Art, aber auch tief und
bisweUen unkontrolüert dringen Wertungen in die Wissenschaft ein. Man
könnte F. C. SchiUer zitieren: "ExpeUas hominem, logica, tamenusque recur-
ret!" Es ist jedoch schwierig und bisher nicht zufriedensteUend gelöst, Wert-
urteüe (SteUungnahmen zu einem Sachverhalt im Gegensatz zur Information
über einen Sachverhalt) in formale ModeUe einzubauen.
Einfacher wird es, wenn Wertungen Gegenstand der Forschung sind.
Normen z. B. kann man im Sinne einer deontischen Logik (vgl. VON
WRIGHT 1968 und WEINBERGER 1970) als konditionale Imperative auf¬
fassen, also als Regeln der Art "TaUs die Bedingung A erfüUt ist, dann soll die
Handlung B ausgeführt werden"", oder in Zeichen,
A->!B.
Der Pfeü "-+" versinnbUdücht dabei den konditionalen Imperativ, der als
Vordergüed eine Aussage (Bedingung A), als Folgegüed einen SoUenssatz
(!B) aufweist.
Zur Beschreibung der Normen einer Kultur oder Subkultur z. B. kann
man aUe in Frage kommenden kategorialen Imperative auflisten. Soweit A
oder B Relations- oder Gleichungssysteme darsteUen, werden die Parameter
theoretisch vorgegeben (die Normen lassen sich eindeutig bestimmen) oder
statistisch geschätzt (die Normen lassen sich nur mit einer gewissen Un¬
sicherheit ermitteln). Die Normen bUden dann einen gesonderten TeU des
ModeUs und werden von den einfachen Aussagen deutlich getrennt.
7 Sinnyerstehen und Modellmethode
Der ModeUansatz ist ideologisch weitaus neutraler als man gemeinhin an¬
nimmt. Selbst wenn man sich auf den extremen Standpunkt einer verste¬
henden Geisteswissenschaft steUt, läßt sich die ModeUtechnik gebrauchen.
Verstehen ist nach der Lexikondefinition "... das Erfassen von Bedeutun¬
gen und Sinngehalten, wobei der ihnen selbst eigene Sinn-und Bedeutungs¬
raum (Horizont), dem sie entstammen, mit in den Bück gerückt wird...". Es
wird als Gegensatz zum Erklären gesehen, wobei "... das zu Erklärende nur
147
als "FaU" begriffen und aUein seine Einfügbarkeit in einen Gesamtzusam¬
menhang hin ..." betrachtet wird (beide Zitate nach dem Kleinen Philosophi¬
schen Wörterbuch).
"Sinn" kann man in diesem Zusammenhang - in etwa BRUGGER 1976
folgend - auffassen als teleologischen Sinn (finale Betrachtung), Gestaltsinn
(funktionale Betrachtung, Einordenbarkeit in ein übergeordnetes Ganzes),
metaphysischen Sinn (Bedeutung größerer Ganzheiten, insbesondere des
Seins, für das Leben der in dem jeweiligen Ganzen stehenden Menschen).
Verstehen in der Bedeutung des Erfassens des metaphysischen Sinns fällt
wohl aus der heute übüchen Wissenschaft heraus und muß hier außer Be¬
tracht bleiben. Mit dem Erklären nach dem teleologischen Sinn und dem Ge¬
staltsinn scheint es mir aber so zu sein wie mit der Kausalität. Sinn ist hier
ebenso Interpretationsbegriff wie Kausalität. Auch hier lassen sich gewisse
formale Kriterien finden. Kausale ModeUe berücksichtigen nur die zeitüche
Ordnung, nicht die Notwendigkeit usf. der Kausalbeziehung. Finaütät weist
genauso eine zeitliche Ordnung der Ereignisse auf, umfaßt aber mehr als bloß
diese Ordnung (was gerade Kausalität und Finaütät unterscheidet). Da der
gleiche formale Aspekt in den statistischen Modellen erfaßt wird, lassen sich
alle gängigen kausalen ModeUe genauso gut als finale ModeUe verwenden.
Die Probleme bleiben haargenau dieselben, vor aUem, daß der Wissen¬
schaftler außerhalb des statistischen Modells feststellen muß, ob eine Bezie¬
hung eine kausale bzw. finale ist oder nicht. Wiederum lassen sich Schlüsse
über einen engen Bereich hinaus nicht ziehen und führen rasch zu logisch wi¬
dersprüchlichen Aussagen, mit denen sich dann eine dem metaphysischen
Sinn gewidmete Philosophie abquält.
8 Statistisches Schließen
Wissenschaft strebt nach möglichst weitreichenden oder aUgemein gülti¬
gen Aussagen. In der heutigen Statistik wird diese Aufgabe als Schluß
("Statistical inference") von einer tatsächlich gezogenen Stichprobe auf eine
zumeist hypothetische Gesamtheit ("one-sample problem") oder eine weitere,
noch zu ziehende Stichprobe ("two-sample problem") gesehen. Die Fragen
sind keineswegs geklärt und recht heikel; hier soU nur versucht werden, durch
einen Bück zurück auf die Entstehung der Wahrscheinüchkeitsrechnung und
Statistik die Kernfragen zu verdeutlichen und die zwei für Historiker wichtig¬
sten Ansätze zu skizzieren.
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Die Wahrscheinlichkeitsrechnung hat ihren Ursprung in der Glücksspiel¬
theorie, der Versicherungsmathematik des Quattrocento und - etwas später -
in den Naturwissenschaften, vor aUem in der Meßtheorie ("Fehlerrechnung";
vgl. HARTWIG 1968). Dem schüeßt sich die amtüche Statistik (Wirtschafts¬
und Sozialstatistik) an. Bis in unser Jahrhundert hinein waren Mathematik
und Naturwissenschaft in weiten Bereichen eine Einheit; Mathematik war ge¬
nauso eine Methode, zu Erkenntnissen zu gelangen, wie Beobachtung und
Experiment. Würfeln war ein physikaüscher Vorgang, und Wahrscheinüchkeit
die Eigenschaft eines physikalischen Systems. Wahrscheinüchkeitsrechnung
("Statistik" bedeutete lange Zeit ausschüeßüch "amtüche Statistik") war ge¬
nauso mathematisches Modelüeren wie das AufsteUen der Grundgleichungen
der Newtonschen Mechanik. Das Glanzstück der Wahrscheinüchkeitsrech¬
nung war während der ersten Hälfte des 19. Jahrhunderts die Fehlerrechnung.
Dabei herrschte die VorsteUung, daß es einen wahren Wert gäbe, aber auf
Grund der UnvoUkommenheiten bei der Messung es zu Abweichungen käme,
weswegen die Ergebnisse in einem gewissen Widerspruch zu einander stün¬
den (die Erdbeschleunigung z. B. könne nicht mehrere Werte zugleich anneh¬
men) und die daher "ausgegüchen" werden müßten. Man unterschied zu¬
nächst zwischen "groben" und "unvermeidbaren" ("kleinen") Fehlern, dann
noch zwischen systematischen ("regelmäßigen", d. h. immer wieder auftreten¬
den Fehlern) und zufälügen Fehlern, die Gegenstand der Ausgleichsrechnung
waren. Die Rechtfertigung für die "Ausgleichung der Fehler" Ueferten Meß-
modeUe, die sich im Ansatz bereits 1757 bei Thomas Simpson finden und bald
darauf die Spitzen der Mathematik beschäftigten (Lagrange, Daniel
BernoulÜ, Legendre und vor aUem Gauß, aber auch zahlreiche heute mehr
oder minder vergessene Mathematiker und Naturwissenschaftler). Dabei
wurde ansteUe des nicht erreichbaren "wahren" Wertes ein "bester" Wert
errechnet. Als "bester Wert" wurden der "plausibelste", das ist der
wahrscheinüchste, bzw. der "am wenigsten schädüche", das ist der eine
(zumeist quadratische) Fehlerfunktion minimierende Wert angesehen. Damit
waren die auch heute noch gültigen Ansätze der Maximum Likelihood-
Schätzung und der Entscheidungstheorie gefunden. Etwa zur gleichen Zeit
wie Simpson hatte Bayes einen vöUig anderen Weg zum Meßproblem und
zum statistischen Schüeßen beschritten, womit der letzte bedeutende Ansatz
gefunden war (Bayes-Statistik). Ein gesondertes Inferenzproblem tauchte
hierbei gar nicht auf, zielte ja die ganze Fehlerrechnung auf den "wahren
Wert" und war obendrein TeU von Physik, Astronomie oder Geodäsie (es
handelt sich aUenfaüs um einen SonderfaU des Induktionsproblems).
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Das zwanzigste Jahrhundert brachte ein immer stärkeres Auseinander¬
klaffen von Mathematik und reaütätsbezogener Wahrscheinüchkeitsrechnung
und, wie man jetzt auch für die mathematisierte Disziplin sagte, Statistik. 1933
veröffentüchte Kolmogorov sein Axiomensystem der Wahrscheinüchkeits¬
rechnung, welches das für die Mathematiker so wichtige Lesbegueintegral zu
verwenden gestattete und die Wahrscheinüchkeitsrechnung zu einer TeU-
disziplin der Analysis machte. Zwei der damals bedeutendsten Theoretiker
der Wahrscheinüchkeitsrechnung, Hans Reichenbach und von Mieses, emi¬
grierten mit dem Hochkommen des Nationalsozialismus und wandten sich in
ihrer neuen Heimat vöUig anderen Themen zu. Von der Statistik her gesehen,
wurde Ende der Zwanziger- und Anfang der Dreißigerjahre ein Abschluß ge¬
setzt: RA. Fisher und Neyman und Pearson (letztere beide gingen von der
statistischen QualitätskontroUe aus) fixierten den heute klassischen Ansatz
statistischen Schätzens und Schüeßens, so wie man ihn im Elementarunter¬
richt lernt mit den Begriffen Fehler 1. und 2. Art, KonfidenzintervaU, Hypo¬
these und Alternativhypothese usf.
Man hatte bald die Frage nach dem "wahren Wert" als Scheinfrage faUen
lassen, entweder weü man darin einen Zirkel sah, oder weü man den Schritt
in die Metaphysik ablehnte. Es büeb aber die Kernfrage, nämüch die der Po¬
pulation. Bei der Fehlerrechnung konstruiert man gemäß dem ModeU eine
unendliche Population aus den als beüebig oft und ohne Änderung der Vo¬
raussetzungen wiederholbar vorausgesetzten Messungen. Die Messungen bü-
den eine ZufaUsfolge, die in bestimmtem Sinne als konvergent angenommen
wird. Nichtsdestotrotz wirken die Postulate haarsträubend: unbeschränkt oft
wiederholbare Messungen (d. h. unendüch viele), dazu noch bei gleichblei¬
benden äußeren Bedingungen, und beüebig genaue Messungen (was schon
physikalisch unmögüch ist, da längstens die Wärmebewegung der Moleküle
die Zeigerablesungen unmögüch machen, im Mikrokosmos keinesfalls Stetig¬
keit herrscht, und die Lichtgeschwindigkeit als höchste Signalgeschwindigkeit
nicht überschritten werden kann). Nicht umsonst witzelt man im Engüschen
über die unendüchen ZufaUsfolgen: "In the long run we are aU dead."
Weniger schwerwiegend sind die Voraussetzungen in der klassischen
Stichprobentheorie, wie sie in der Umfrageforschung zugrunde gelegt wird:
Aus endüchen Populationen werden endliche Stichproben gezogen, so daß
wenigstens die beüebig feine Meßbarkeit nicht angenommen werden muß.
Die unbeschränkte Wiederholbarkeit unter sich nicht ändernden Bedingun¬
gen muß jedoch ebenfaUs postuliert werden. Noch bei GEBELEIN 1943
findet sich eine solche Theorie statistischen Schüeßens. Später, unter dem
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Einfluß einer übermächtigen Mathematik, werden zwar noch endüche
Stichproben behandelt, indessen erscheinen unendüche Folgen als etwas
Selbstverständüches und werden wegen der Reichhaltigkeit und Eleganz der
Theorie vorgezogen. Gleichwohl tritt ein neues Problem hinzu: Bei der
Fehlerrechnung war die Konstruktion der Population klar vorgegeben, bei
dem übüchen Ansatz der Stichprobenerhebung ist sie es nicht:
Betrachten wir als Beispiel die Frage: "Hat der Zentraüsmus des römi¬
schen Reiches normierend auf das Lateinische eingewirkt?". Offenkundig ist
"Latein" kein fest umrissener Begriff, und die Sprache wandelt sich im Laufe
der Zeit, je nach der Region (Rom - Latium - Itaüen - außeritaüsche Provin¬
zen), den Sprechern (oder Schreibern) und den äußeren Umständen. Leider
aber ändert sich die Sprache auch mit den QueUen: Inschriften, römische Li¬
teratur, Eigennamen, Lehnwörter, Angaben der römischen Grammatiker und
Lexikographen. Zum TeU sind in den QueUen Fehler enthalten (wie manche
etymologische Herleitungen), die ausgeschieden werden müssen. Manche
QueUen sind für statistische Verfahren weniger geeignet wie Inschriften, die
wenig Sprachmaterial bieten und deren Auswahl in unkontroUierter Weise zu¬
stande gekommen ist, wenngleich ihre Zahl oft nicht gering ist (für das Faüs-
kische z. B. stehen rund 150 Inschriften zur Verfügung; vgl. STOLZ 1966).
Angaben der römischen Grammatiker muß man als Untersuchungsergebnis
hinnehmen, ohne das Material dazu zu erhalten. Recht gut eignet sich die
klassische römische Literatur, die man als maschinenlesbares Corpus zusam¬
menstehen und am Rechner nach diffizilen Kriterien untersuchen kann. Doch
trotz der günstigen Datenlage tauchen ohne Ende Schwierigkeiten auf: Kann
man die Sprache von Plautus, Tacitus und Augustinus (vieUeicht ein extremes
Beispiel) zu einem "Lateinischen" zusammenfassen? Oder die FüUe der Pro¬
bleme, die sich aus der Abkehr von einer normativen Linguistik ergeben - was
"Sprache" ist, beginnt zu zerfließen. Die verschiedenen Definitionen oder
Operationaüsierungen dessen, was "Latein" ist, fuhren statistisch gesehen zu
verschiedenen Populationen und verschiedenen Stichproben, wodurch gleich¬
bleibende Ergebnisse nicht garantiert werden können. Dazu kommen DetaU-
probleme wie die der Orthographie, UnvoUständigkeit und dergleichen mehr.
Wie aus dem DUemma herausfinden? Der einfachste Ausweg besteht
darin, auf den Schluß auf die Gesamtheit überhaupt zu verzichten und sich
auf die beschreibende Statistik zu beschränken. Nicht von ungefähr haben die
"Analyse des donn6es" (Benzecri und andere in der frankophonen Welt) und
die "Data Analysis" als moderne Formen der beschreibenden Statistik den
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"Probabiüsten" einiges Terrain abgewonnen. Anderseits ist die BegriffsbUdung
oft nur aus dem probabiüstischen Kontext verständlich, und die Beschränkung
auf das untersuchte Material mag im FaUe einer aus den "Fehlern" kon¬
struierten Population einer Gesamterhebung der zu untersuchenden Einzel-
fäUe angebracht sein, läuft aber sonst den wissenschaftlichen Intentionen zu¬
wider und ist aUenfalls in einer explorativen Phase ("exploratory techniques")
zu vertreten.
Ein TeU der Statistiker wird auf verschiedene Varianten der angeführten
Ansätze verweisen oder weitere Methoden anführen, die im deutschen
Sprachraum so wenig bekannt sind, daß ich die engüschen Bezeichnungen
belasse (BARNET 1973): fiducial inference (R. A. Fisher), likelihood infe¬
rence, structural inference (D. A. Fräser), information-theoretical approach.
Der Grundgedanke des struktureUen Ansatzes von Fräser besteht in einer
Trennung von MeßmodeU und beschreibendem ModeU, wie es etwa bei
LISREL geschieht. Das MeßmodeU kann dabei bedeutend einfacher gehalten
werden, und bekannte MeßmodeUe können als modularer Baustein immer
wieder verwendet werden. Da aUerdings die beiden ModeUteUe nicht vonein¬
ander unabhängig sind, treten trotz aUedem Schwierigkeiten auf ("Fehler¬
fortpflanzung").
Eine weitere Mögüchkeit besteht in einer Änderung des Wahrscheinüch-
keitsbegriffes. Dem Fehler- wie dem UmfragemodeU entspricht die sogenann¬
te Häufigkeitsinterpretation der Wahrscheinüchkeit (Wahrscheinüchkeit als
Grenzwert einer Folge von relativen Häufigkeiten). Mehr Messungen ergeben
einen genaueren Wert, ebenso unter gleichbleibenden Bedingungen wieder¬
holte Umfragen (Mittelwerte von Mittelwerten geben bessere Ergebnisse;
"biasfreie Schätzungen"). Die Schwierigkeiten mit diesem Begriff sind seit
langem bekannt, und verschiedene Lösungsversuche wurden vorgeschlagen
(STEGMÜLLER 1973). Zumeist läuft das auf den Begriff der "subjektiven
Wahrscheinüchkeit" hinaus, in der Keynesschen Definition "the degree of
rational beüef' (KEYNES 1962). Praktisch bleibt aber die Bestimmung dieser
subjektiven Wahrscheinüchkeiten vage.
Unvermeidbar ist eine bis zu einem gewissen Grad willkürUche, wenn¬
gleich wohlüberlegte und genaue Festlegung (Operationahsierung) der Be¬
griffe mit aU ihren bekannten Schwierigkeiten, auch im FaUe einer beschrei¬
benden Statistik. Für eine Anwendung statistischer Methoden ist eine präzise
Operationahsierung (und damit Konstruktion der Population) unabdingbar,
will man nicht jeden Gewinn an Exaktheit und Sicherheit in sein GegenteU
verkehren. Gerade die ModeUmethode impüziert eine solche Konstruktion.
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Da die Voraussetzungen nicht logisch bewiesen oder empirisch verifiziert
werden können, bleibt wie sonstwo in der Wissenschaft nur ein pragmatisches
Kriterium übrig, nämhch das der Bewährung, wozu mindestens Verträgüch-
keit mit der empirisch gefaßten Wirklichkeit gehört. Die Fehler- und Aus¬
gleichsrechnung hat sich in weiten Bereichen der Naturwissenschaft und
Technik bewährt und ist der Ausgangspunkt für zahlreiche statistische Ver¬
fahren auch in den Sozial- und Wirtschaftswissenschaften geworden. In der
Mathematik hat Felix Klein (KLEIN 1928), einer der bedeutendsten Mathe¬
matiker, die Analysis (und damit die Wahrscheinüchkeitsrechnung) nicht um¬
sonst immer "Approximationsmathematik" genannt, und in phUosophischer
Überhöhung hat der zu Umecht heute kaum bekannte Hans Vaihinger seine
Phüosophie der Fiktion entwickelt (VAIHINGER 1911 ), die auch den Kern
der Statistik trifft.
9 Systemtheorie
Das Wort "System" leitet sich vom griechischen "xö cn3oT7jJLa" her, was so¬
viel wie "das ZusammengesteUte, das Geordnete" bedeutet. Es weist damit
schon auf den Kern des Systembegriffs und verwandter Begriffe hin, nämhch
die Ganzheit, Strukturiertheit und Abgegrenztheit (Konturiertheit). Von der
biologischen Seite - die Biologen zählen zu den nachdrücklichsten Vertretern
der Systemtheorie - kommt noch der Aspekt der Wechselwirkung mit der
Umgebung hinzu. Für den Historiker kann ein System die Gesamtheit aUer
dem Oberbegriff Kultur unterzuordnende Phänomene umfassen, es kann sich
um einen TeUbereich wie Wirtschaft oder Recht handeln oder wie in der
Archäologie um sämtüche an einer Siedlungsstätte anzutreffende Phänomene.
Die klassischen mathematischen Methoden der Systemtheorie sind aUer¬
dings an der Physik orientiert und gründen zumeist auf Differentialglei¬
chungssystemen. Historisches Material erfüUt die Voraussetzungen dafür
nicht oder kaum. Systemtheorie dient dann ausschüeßhch, um gewisse quali¬
tative Beziehungen modellhaft nachzuvollziehen ("Systemdenken"). So könn¬
ten geringfügige genetische Änderungen von Gräsern prähistorische Men¬
schen veranlaßt haben, mehr Gräser dieser Art einzusammeln und sie
schüeßüch anzubauen. Dies führte im Laufe der Zeit zur Züchtung von Ge¬
treidesorten mit noch höheren Erträgen, zu Bevölkerungswachstum, abermals
intensivierter Landwirtschaft usw. Bei der AufsteUung und Ausarbeitung sol¬
cher Gedanken wirken Konzepte aus der Systemtheorie als Leitlinie (wie im
Beispiel oben Rückkopplung, Wechselwirkung von System und Umwelt und
dergleichen mehr).
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Es existieren aber auch mathematische ModeUe, die das Systemdenken
nicht nur ganz aUgemein und vage, sondern recht präzise anzuwenden gestat¬
ten und doch nicht die Datenlage für kontinuierüche Systeme voraussetzen.
Dazu zählen zunächst die Theorie der formalen Sprachen, Automatentheorie,
Boolesche Funktionen, dann Differenzengleichungssysteme, die bereits
sprunghafte Änderungen innerhalb eines gleichmäßig ablaufenden Prozesses
zu modelüeren gestatten.
Ein anderer Weg, um die fehlenden oder unzureichenden Daten für eine
Systembetrachtung zu ersetzen, ist die Computersimulation. Sie ermögücht
die Untersuchung des Verhaltens von Kultursystemen unter dem Einfluß
zeitbedingter wie auch zeitunabhängiger Faktoren. Typische FragesteUungen
für eine Simulation sind: Verbreitung von Handelsgütern, Sprachen und der¬
gleichen (DiffusionsmodeUe); Auswirkungen von Veränderungen in der Um¬
welt auf Bevölkerungszahl, Nahrungsbeschaffung, Siedlungsmuster; die Ent¬
wicklung von Siedlungssystemen bei unterschiedüchem Bevölkerungswachs¬
tum und unter sich ändernden wirtschafthchen, technologischen und ökologi¬
schen Bedingungen. Treffend läßt sich die Simulation als "computergestütztes
Gedankenexperiment" charakterisieren. Die prinzipieUen Vorzüge und Män¬
gel der Methode sind dann vom Gedankenexperiment abzulesen, nur daß
eine Leistungssteigerung durch den Rechner eintritt.
10 Automatentheorie
10.1 Automatentheorie als historische Metatheorie
Die Automatentheorie ist eine Metatheorie von Input-Output-Systemen
mit Rückkopplung. Eine Metatheorie hat als Ziel eine VeraUgemeinerung der
Begriffe und Aussagen spezieüer Theorien. Sie vereinigt mehrere bislang ge¬
trennte Theorien und sucht dadurch ein effizienteres Werkzeug für den For¬
scher zu üefern. Das grundlegende Denkschema entspricht dabei vollkommen
dem wissenschaftlichen AUtagsdenken: Etwas wirkt ein ("Eingabe"), es ent¬
stehen Ergebnisse ("Ausgabe"), und dieses Wirken ist durch aUgemeine Be¬
dingungen ("Zustände") bestimmt. Diese Bedingungen werden durch die Ein¬
wirkungen verändert und das Ergebnis beeinflußt die ursprüngüchen Einwir¬
kungen (Rückkopplung).
In der Geschichtswissenschaft läßt sich häufig "Staat" als System auffassen.
Die Zustände beschreiben dann das Staatswesen (z. B. Staatsgebiet, Bevölke¬
rung, Wirtschaftslage, oder auch nur gute bzw. schlechte Lage). Einwirkungen
(Einflüsse) können innere (politische Umschichtungen, Wahlen, ...) wie auch
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äußere (Poütik anderer Staaten) sein. Auswirkungen sind beispielsweise das
innen- wie außenpoütische Geschehen, das naturgemäß die Zustände des
Staates (z. B. sein politisches System) wie auch die Einwirkungen (Außenpo-
litik und dergleichen) beeinflussen.
Daß das Grundschema der Automatentheorie reahtätsgerecht ist, ist
unzweifelhaft. Manche historische DarsteUungen (vgl. PING 1976) lesen sich
wie Übungsbücher zum automatentheoretischen ModeUbau. Es fragt sich al¬
lein, ob die Einzelheiten der Theorie über das Grundlegende hinaus sich als
nützüch erweisen oder nur eine scheinbare Wissenschaftlichkeit bringen. Die
Antwort ist nicht ganz einfach. Sicherhch wird die übliche verbale Geschichts¬
schreibung nicht überflüssig. Wenn jedoch eine große Zahl von Einzelfakten
berücksichtigt werden muß, entgleitet leicht die Übersicht. Simulations-
modeUe erfordern das genaue Einhalten eines festen Schemas: In beiden
FäUen lohnt die Formaüsierung auch von quaütativen Sachverhalten. Unum¬
gänglich wird die Formaüsierung bei umfassenderen quantitativen Modellen,
aUerdings beschränkt die historische Datenlage solche Modelle wohl auf
einen recht kleinen Zeitraum jüngerer Geschichte. Wieweit spezielle Be-
griffsbUdungen wie Minimalautomat, Äquivalenz von Automaten und ähn¬
hches sich als fruchtbar erweisen, hängt nicht zuletzt daran, ob die Historiker
bereit sind, solche BegriffsbUdungen in ihr Denken aufzunehmen.
10.2 Formale Definitionen
Morphismen (AbbUdungen von Strukturen) beziehen zwei Systeme auf¬
einander (z.B. zwei Staaten):
A System; X, Y, Z Mengen; S, \L AbbUdungen;
* bezeichnet die entsprechenden Größen im Büdbereich.
Halbautomaten sind Tripel (X,Z;S) mit nichtleerem X, Z, und der AbbU-
dung
S:XxZ->Z
(Entsprechend der Eingabe und dem zuvor herrschenden Zustand folgt
der neue Zustand des Systems).
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Automaten sind Quintupel (X,Y,Z,S,[l) über einem nichtleeren Eingangs¬




(Je nach der Eingabe und dem Zustand erfolgen die Zustandsänderung
und die Ausgabe).
Praktisch werden Automaten häufig durch zeitabhängige Differenzen¬
oder Differentialgleichungen dargesteUt:
y(t) = f[x(t),z(t)],
z(t + l) = g[x(t),z(t)].
Der Arbeitsökonomie und der Durchschaubarkeit der ModeUe wegen
sucht man nicht wesenthch verschiedene ("äquivalente") Zustände auszuschei¬
den:
Äquivalente' Zustände z = z* sind solche, für die gut:
&(z,V..xn) = &*(z*,Xl,...xn)
für aUe Folgen (xlV..xn) e F^
(Äquivalente Zustände führen bei gleicher Eingabe zur gleichen Aus¬
gabe).
Äquivalente Automaten A(X,Y,Z,S,tL), A*(X*,Y*,Z*,S*,tL*) sind charak¬
terisiert durch die Bedingungen:
Für aUe z gibt es ein z*, so daß z = z*,
und für alle z* gibt es ein z, so daß z = z*
(Zu jedem Zustand eines Automaten findet man einen äquivalenten Zu¬
stand im jeweüs anderen Automaten).
Ein Minimalautomat ist ein Automat ohne äquivalente Zustände:
z = z* -? z = z*.
10.3 Stochastische Automaten
Im allgemeinen ist das Material, auf Grund dessen der Automat bestimmt
werden soll, unvollständig. Das heißt, die Abbildungen eines Automaten lie-
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fern bei einer Eingabe die Resultate nur mehr mit einer gewissen Wahr¬
scheinüchkeit. Dies berücksichtigt der Begriff des stochastischen Automaten.
A = (X,Y,Z;p) heißt stochastischer Automat, wenn gut:





p(.,. | x,z) ist ein bedingtes Wahrscheinhchkeitsmaß auf Y X Z.
Dazu kommen entsprechende rekursive Definitionen der Fortsetzung von
p auf die freien Monoide von X und Y, um eine SequentieUe und synchrone
Arbeitsweise zu beschreiben.
Diese Art von Automaten führt zwangsläufig auf Probleme der
Parameterschätzung, da die den Halbautomaten oder Automaten kennzeich¬
nenden Größen im aUgemeinen aus Beobachtungen, die Reaüsierungen eines
stochastischen Prozesses darsteUen, bestimmt werden. Zahlreiche statistische
Methoden sind zweckdienüch: Anpassung von WahrscheinüchkeitsverteUun-
gen, Analyse latenter Strukturen im Sinne von Lazarsfeld, das Rasch-Modell,
Beschreibung stochastischer Automaten durch Regressionsgleichungen mit
stochastischen Koeffizienten. Automatentheoretische Sätze lassen sich dabei
unter anderem ähnlich wie die Faktorenanalyse zur Reduktion auf eine gerin¬
gere Zahl von Variablen verwenden. Aussagen über Gleichheit, Äquivalenz
usf. von Automaten führen zur Prüfung von für gewöhnlich multivariaten sta¬
tistischen Hypothesen.
10.4 RegressionsmodeU mit ZufaUskoeffizienten
Die Anpassung von Verteüungen ist oftmals mit vielen Problemen behaf¬
tet. Es erscheint daher empfehlenswert, einen sequentieUen stochastischen
Automaten über RegressionsmodeUe mit ZufaUskoeffizienten zu definieren:
y.-^zjßk + v*),
l<t<r, l<k<K, v& ZufaUsvariable.
Im einfachsten FaU ergibt sich das klassische Regressionsmodell
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yt
= *tß + ut,
Eu = 0, Eutu = Diagonalmatrix,
E Erwartungswert bezüglich t, k Lag.
Der aügemeine FaU ist heikler; Schätzverfahren sind z. B. bekannt für:
Evtk = 0, Ev^2 = <xk (unbekannt),
Ev,v. = 0 für t # s und k £ j,
tk sj
*"
E Erwartungswert bezügUch t bzw. t und s.
Es läßt sich eine Vielzahl von Schätzverfahren auf das ModeU anwenden. Als
Beispiel diene die Methode des Maximum Likelihood:
Maximiere die Likelihoodfunktion
L--y2^1n(_^Ztk2ak)
v^ verteilt nach N(0,ak).
Unter anderem wurden verschiedene Varianten der Methode der Klein¬
sten Fehlerquadrate, das Verfahren nach Theü - Mennes (iteratives Verfah¬
ren mit einem Wechsel zwischen den v und der Diagonale der Kovarianz¬
matrix der Residuen), Minimum Norm Quadratic Unbiased Estimation
(MINQUE) vorgeschlagen (SWAMY 1970, FROEHLICH 1973). Viele Fra¬
gen sind noch offen geblieben, wie der Übersichtsartikel CHOW 1987 zeigt,
wo sich weitere Literaturhinweise finden.
Zur Durchführung der Parameterschätzungen stehen ökonometrische
Softwarepakete zur Verfügung, u. a. TSP oder RATS, sofern man nicht eine
eigene Programmierung (etwa in GAUSS) vorzieht.
11 Entscheidungstabellen
EntscheidungstabeUen sind endüche Input-Output-Systeme und im Ge¬
gensatz zu Automaten ohne Zustände und ohne Rückkopplung. Da sie end-
üch sind, können sie in TabeUenform dargesteUt werden. Sie sind gut
geeignet, Wenn-Dann-Beziehungen wie Verhaltensregeln oder Gesetzmäßig¬
keiten darzusteUen.
Nehmen wir als Beispiel die Regeln für die Staatskunst, wie sie der Erste
Minister Guan Xing des Herzogtums Xi im 7. Jahrhundert formuüert hat.
Dort finden sich Regeln wie:
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Nur wenn Kleidung und Ernährung angemessen sind, können die Men¬
schen Stolz und Scham empfinden.
Not liefert eine Entschuldigung für Verrat.
Da?*u läßt sich leicht eine TabeUe aufstellen;
Guan Xings Regeln der Staatskunst
r









1 Kleidung angemessen 1 J J N N 1
I Ernährung angemessen 1 J N J N 1




Mathematisch gesehen ist eine EntscheidungstabeUe (decision table) im
;ülgc*Ktn>ten Sinne eine tabeUarische DarsteUung einer Abbüdung $ einer
endlichen Menge B (card B = N) von endüchen geordneten Mengen fester
K^dlimikahl n in eine endliche Menge H (card H = M) von endüchen geord¬
neten Mengen der gleichen oder einer anderen Kardinalzahl m. Die
Htecnenle der geordneten Mengen gehören wiederum festen endhchen
Mengen X und Y an, die eine algebraische Struktur tragen können.
B Ä K*}~*\^(\Z-•*> ~}.xksX,cardB = N,
H s töi1 - Jjfr tf - O- •»}. >/ c Y, card H - M,
x*SX yü 6 Y, card X und cardYendüch.
Für ^wArikh sdu^üokt man die Mengensysteme wie auch die AbbUdung
ti&xk eäsu Der dinibetete Fall ist die klassische EntscheidungstabeUe mit den
X Y GÄisfeldbr dar Charakteristik 2,
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Die AbbUdung ist eine AbbUdung "auf* und nicht "in" ("Boolesche Funk¬
tionen"). Die Urbildmenge B wird als Menge der Bedingungen (conditions),
die BUdmenge H als Menge der Handlungen (actions) gedeutet. Dann sind
die zwei standardmäßigen Darstellungen die obenstehende TabeUe und ihre
Spiegelung (Vertauschung von Zeilen und Spalten). Durch Wiederholung der
Elemente von H wird eine Gleichmächtigkeit von B und H erzielt (card B =
card H ).
Zwei solche Abbildungen $, ß lassen sich zu einer dritten (I") zusammen¬
setzen (Verknüpfung zweier Abbildungen):
r = q ¦ $.
Die DarsteUung dieser Verknüpfungen kann wiederum in TabeUenform
erfolgen; man spricht dann von Gitternetzen (oder nur von Gittern oder
Netzen, grid charts). Eine graphische DarsteUung sprengt aUerdings rasch die
normalen Papierformate und wird recht unübersichtüch.
Die Abbildungen und ihre Verknüpfungen lassen sich auch in Form von
Graphen darstellen, bei gößeren Systemen wird aber auch diese Form bald
unbrauchbar.
Es üegt daher nahe, für größere und komplexere Probleme Computer ein¬
zusetzen. Es existiert dafür eine ausgefeilte und bequem zu benutzende Soft¬
ware, und für besondere FäUe läßt sich leicht in einer höheren Program¬
miersprache wie C oder Pascal ein effizientes Programm schreiben. Auch
Kalkulationsprogramme (wie Boeing Calc oder die Version 3.x von Lotus
1-2-3 mit ihren dreidimensionalen Tabellen, PlanPerfect und andere Pakete,
die eine Verbindung von TabeUen zulassen) sind recht nützüch.
12 Dynamische Modelle
Daß Geschichte mit zeitlichem Wandel zusammenhängt, ist trivial. Den¬
noch ist die statistische Untersuchung historischer Prozesse bei weitem nicht
ihrer Bedeutung nach entwickelt. Am ehesten finden sich Verfahren zur Be¬
schreibung stetiger Entwicklungsprozesse wie z.B. die Zeitreihenanalyse. Das
bewußte statistische ModeUieren findet sich allerdings aüenfaUs bis zu dem
Punkt, daß die zum Funktionieren des statistischen Verfahrens notwendigen
Voraussetzungen berücksichtigt werden. InhaltUche Überlegungen müßten
weitaus stärker bei der Aufstellung mathematischer ModeUe einbezogen
werden.
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Eine deterministische Prozeßbeschreibung erfolgt am einfachsten durch
ein Gleichungssystem. Die Erklärung von Prozessen erfolgt zumeist besser,
wenn die Änderung explizit in das ModeU einbezogen und erst nachträghch
eine Lösung des Systems von Funktionalgleichungen gesucht wird. Da die
Physik das große Vorbild für eine Mathematisierung darsteUt, werden häufig
Differentialgleichungen zur Beschreibung von Prozessen verwendet. In den
Humanwissenschaften faUen die Daten jedoch zumeist in festen Zeitabstän¬
den an, weswegen Differenzengleichungen explizit und nicht nur im Zuge des
numerischen Verfahrens zur Approximation verwendet werden.
Man kann in Analogie zu den Differentialgleichungen von den (endlichen)
Änderungen ausgehen und z.B. schreiben:
Aw = f(t)At,
w Feldgröße, t Zeit,
A Änderungsoperator (Differenzenoperator),
f(t) zeitabhängiger Faktor, der die mit der zeitüchen Änderung At
sich ergebenden Änderung Aw der Feldgröße bestimmt.
Eine andere Denk- und Schreibweise ersetzt Aw usf. durch die Differenz
w(t) - w(t-l) und nimmt die Zeiteinheiten konstant (meist gleich eins) an:
w(t)-w(t-l)-f(t) = 0,
oder bei Verwendung von Indizes statt der Funktionsschreibweise,
wt-wtl-ft = 0.
Man betrachtet die entsprechenden Größen zu emem bestimmten Zeit¬
punkt, eine Zeiteinheit davor, eine zweite Zeiteinheit davor usw. Dieser An¬
satz wird im aUgemeinen vorgezogen, sofern man nicht bewußt die Anlehnung
an Differentialgleichungen sucht.
Dieser Ansatz ist einfach und einleuchtend, führt aber nichtsdestotrotz zu
erhebüchen mathematischen Problemen, da ledighch für lineare Differenzen¬
gleichungen mit konstanten Koeffizienten aügemeine Lösungsverfahren be¬
kannt sind und in den übrigen FäUen gesonderte Untersuchungen erforderhch
sind.
Schon folgendes ModeU führt auf eine nichtlineare Differenzengleichung
(die Werte der Feldgröße zu verschiedenen Zeitpunkten treten nicht nur in
der nuüten oder ersten Potenz auf):
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Die Feldgröße wächst kontinuierüch mit der Zeit, doch nähert sie sich
einem Grenzwert, so verlangsamt sich das Wachstum und verschwindet
schheßhch bei Erreichen des Grenzwertes.
b.(wt - wH) - a.wt.(b-wt) = 0,
b Grenzwert, a Maßstabskonstante.
Erst recht aufwendig werden LagmodeUe. Entsprechend der Lagdifferen¬
tialgleichung (wo die Modellvorstellungen noch am deutüchsten zu sehen
sind)
dw(t)/dt = (a/b).w(t-tI).[b-w(t-t2)]
läßt sich eine Differenzengleichung aufstehen:
[w(t) - w(t-l)] - (a/b).w(t-t,).[b - w(t-t2)] = 0,
t unter günstigen Umständen bis zum Wachstum verstreichende Zeit,
t. Zeit, die zur Anpassung der Änderungsraten bei sich ändernden
Bedingungen (Gewichtung!) verstreicht,
a, b wie oben.
Bei vielen Anwendungen werden mehrere Variablen und somit
Gleichungssysteme betrachtet, was die Modelle natürlich nicht einfacher
macht.
In diesen Modellen treten Parameter auf, die erst aus empirischem Mate¬
rial bestimmt werden müssen. Die klassische Ökonometrie hat dieses
Problem bearbeitet, zuerst die linearen ModeUe, in letzter Zeit besonders
auch die nichtlinearen. WiU man die Funktionalgleichungen lösen, um zu
einem geschlossenen Ausdruck zu gelangen, so trifft man auf stochastische
Funktionalgleichungen, und die Lösungen sind ebenso wie die Parameter
ZufaUsgrößen. Die Standardaufgabe, die VerteUungen der Lösungen aus den
Verteüungen der Variablen zu bestimmen, ist recht kompliziert und oftmals
gar nicht oder nur über Näherungen gelöst.
Bei nichtlinearen Differenzengleichungen und Differentialgleichungen tritt
ein vöUig neues Problem auf. Der lineare Zusammenhang heißt im Kern: Es
geht immer so weiter wie bisher. Lmeare Funktionalgleichungen haben zwar
zumeist nichtlineare Lösungen, aber wenigstens ist die Änderung gleichmäßig,
ohne plötzhche Sprünge. Und genau diese Garantie der Gleichmäßigkeit geht
bei nichtünearen Funktionalgleichungen verloren. Sie spielen aber in den
heutigen Natur- und Geisteswissenschaften eine herausragende RoUe, weswe¬
gen ihnen ein eigener Abschnitt gewidmet sei.
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13 Katastrophentheorie
Seit Menschengedenken finden sich Berichte über plötzhche, zumeist als
zerstörerisch angesehene Veränderungen im Leben der Menschen. Aus vor¬
geschichtlicher Zeit sind Mythen und Sagen überUefert, das Alte Reich der
Mayas wurde in der Mitte des 10. nachchristlichen Jahrhunderts aufgegeben,
in der Antike finden sich Abhandlungen wie Piatos Dialoge (vor allem Kritias
mit der Atlantissage), um das Jahr Tausend sorgte ein angeblich bevorste¬
hender Weltuntergang für Aufregung, und in der neuesten Zeit schreiben
Autoren wie Däniken und Tons Brunes über (diesmal eher segensreiche) ver¬
gangene plötzhche Ereignisse, oder unsere Jugend ist voü Angst vor dem
atomaren Weltuntergang. Demgegenüber weist die Wissenschaft erstaunliche
Zurückhaltung auf. "Natura non facit saltus" galt auch bis vor kurzem in Phy¬
sik oder Biologie, die Nationalökonomie bevorzugte Gleichgewichtsmodelle
nach dem VorbUde Walras' oder aUenfaUs Wachstumsmodelle nach Tin¬
bergen und Nachfolger. In der Geschichtsforschung, zumal in der Urge-
schichtsforschung, konnte man den Untergang ganzer Völker und Kulturen
(Mykene, Mohendscho Daro, Mayas) in verhältnismäßig kurzer Zeit nicht
übersehen. Waren bei den Urvätern der modernen Vorgeschichtsforschung
im 18. und 19. Jahrhundert noch Katastrophen, die mit dem Untergang aller
Lebewesen einhergingen, in Mode, so folgte bald ein strenger Aktualismus,
der auch vergangene Veränderungen der Erdoberfläche und des Lebens auf
ihr aus heute genauso ablaufenden natürlichen Prozessen zu erklären suchte,
Und möglichst nicht aus einer gleichmäßigen Entwicklung herausfaUen wollte
(vergleiche z. B. das Vorgehen der "prozessualen Archäologie", BINFORD
1963). Wie wir im weiteren sehen werden (mathematische Katastrophentheo¬
rie), schließen sich die beiden Ansätze nicht nur nicht aus, sondern büden so¬
gar eine Einheit.
Gehen wir zunächst aus von der archäologischen Methode der magneti¬
schen Sondierung, wo bestimmte Objekte wie z. B. Herde und Brennöfen,
gewisse Elemente von Siedlungsanlagen wie Gräben oder Gegenstände aus
Eisen lokale Störungen des Magnetfeldes hervorrufen. Ein einfacheres Diffe¬
rentialgleichungssystem, das den magnetischen Feldgleichungen ähnhch ist,
wurde von RÖSSLER (1976) studiert und sei zur Demonstration der metho¬
dischen Probleme hier skizziert.
Das Differentialgleichungssystem sei in folgender Form gegeben:
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dx/dt = - (y + z),
dy/dt = x + ay,
dz/dt = b + z(x - c),
x, y, z Komponenten der magnetischen Feldstärke,
a, b, c Konstanten.
In diesem System sind die beiden ersten Gleichungen linear, in der dritten
Gleichung ist ein Glied zweiter Ordnung enthalten. Wählen wir a und b fest
und varüeren wir c (Bifurkationsparameter, die für die sprunghaften Ände¬
rungen verantwortliche Systemgröße). In emem gewissen Bereich des Para¬
meters c können kleine Änderungen ein völüg verschiedenes Verhalten der
Lösungen hervorrufen. Angenommen, c sei eine Materialkonstante, die z. B.
für das umgebende Erdreich und den Kessel aus Eisen verschieden ist. Bei
einer stetigen Lösungskurve müssen die Materialkonstanten stark voneinan¬
der abweichen, um eine größere Änderung in der magnetischen Feldstärke zu
erzielen, und die Methode versagt bei Substanzen mit etwa gleichen Mate¬
rialkonstanten. Demgegenüber würde aber gerade in diesem FaU eine insta-
büe Lösung des Gleichungssystems ein brauchbares Verfahren garantieren
und trotz der kleinen Unterschiede in den Materialkonstanten ein deuthch
verschiedenes BUd der magnetischen Feldlinien ergeben.
An dem Beispiel wird Verschiedenes deutüch. Zunächst fäUt die Kom¬
plexität der Eigenschaften der Lösungen bei schon ganz einfachen Systemen
auf (Einfach heißt dabei einfacher funktionaler Zusammenhang und wenige
Variable, kaum je mehr als drei oder vier). Dann wie natürlich beide, konti-
nuierüche wie sprunghafte, Veränderungen auftreten. Es mutet eher wie eine
unerklärliche Blindheit an, daß seit Newton in der Physik fast ausschließlich
stetige Lösungen und Gleichgewichtszustände gesucht wurden und es eine Sa¬
che der letzten Jahrzehnte ist, gerade unstetige Lösungen und Zustände fern
vom Gleichgewicht zu untersuchen. Letztlich, woher kommt die Kenntnis der
Parameter? In der Tat gibt es so gut wie keine passende statistische Theorie.
Wohl existieren zahlreiche Verfahren zur Parameterschätzung in nicht¬
linearen ModeUen (ein moderner Forschungsschwerpunkt der Ökonometrie),
aUein die StichprobenverteUungen der geschätzten Parameter sind unbekannt
oder wenigstens aus den vorhandenen Daten schlecht oder gar nicht zu be¬
stimmen. Aber hat eine Statistik, die auf. einer behebigen Wiederholbarkeit
("in the long run") beruht, überhaupt einen Sinn bei einmaügen und plötzüch
auftretenden Ereignissen? Zumindest muß wohl eine Uminterpretation des
Wahrscheinlichkeitsbegriffs stattfinden (vgl. Abschnitt 8).
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Die Katastrophentheorie im engeren Sinne wurde von Rene Thom (vgl.
THOM 1972; eine gute Einführung bei ARNOLD 1986) entwickelt. Sie ist
eine Art quaütativer Theorie spezieUer Differentialgleichungssysteme (soge¬
nannter Gradientensysteme):
dx(t)/dt - - grad V(x(t);u(t);t),
t Zeit, x Zustandsvariablen, u Eingabevariablen,
V Potentialfunktion,
1% « grad V - aV/aXi,
rot grad V « dljdx} -3f/3Xi.
Dieser Ansatz entspringt dem klassischen Grundkonzept dynamischer Sy¬
steme (Zustände, Input, Veränderung der Zustände als Output) und ist ma¬
thematisch halbwegs einfach zu handhaben (Vektordifferentialgleichung er¬
ster Ordnung und Existenz einer Potentialfunktion). Damit eine Potential-
fimktion existiert, muß
rot grad V = 0
sein (das Feld muß wirbelfrei sein, wie die Physiker sagen), eine recht spe-
zieUe Annahme. Es überrascht, daß überhaupt noch ein praktisch genügend
flexibles ModeU herauskommt (z.B. Fokker-Planck-Gleichung für diffusions¬
artige Prozesse). Die Katastrophentheorie stützt sich im weiteren auf die
Untersuchung der Potentialfunktion, die nicht nur mathematisch vorhanden,
sondern auch realwissenschaftlich deutbar sein muß: Die Potentialfunktion
verbindet zeitüche Änderungen der Zustandsgrößen mit Änderungen der In-
putgrößen bezügUch der Zustandsgrößen. Gesucht werden nun die statio¬
nären Lösungen
grad V = 0
(Maxima, Minima, Sattelpunkte). Minima führen auf stabUe Zustände.
Wenn zusätzüch die Hessesche Determinante (Determinante aus den zweiten
Ableitungen der Potenti-dfunktion) verschwindet, ist das System nicht stabU:
Bei kleinen Änderungen der Potentialfunktion ändern sich die Lösungen
(Trajektorien) beträchtüch. Thom hat die "Katastrophen" für Systeme mit
weniger als fünf Zustandsvariablen und bis auf Diffeomorphismen klassifiziert
(die sieben elementaren Katastrophen).
Diese ModeUe wurden vorwiegend in den Naturwissenschaften entwickelt
(Physik, physikaüsche Chemie, Biologie), und es überrascht, daß sie eine sol¬
che Verbreitung gefunden haben. Das mag sich zum TeU aus dem Prestige
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der Naturwissenschaften erklären, vorwiegend dürften es die bisweUen nur
dem Namen (Katastrophentheorie, Chaostheorie) nach vermuteten Ansätze
zur Bewältigung gewaltsamer, oftmals zerstörerischer Prozesse sein. Manch¬
mal fäUt es in den Geisteswissenschaften schon schwer, unter den engen Vor¬
aussetzungen überhaupt sinnvoUe ModeUe zu entwickeln: Potentialfunktion
(Existenz einer Art Generalfunktion, die aUes erklärt); Beschränkung auf so
wenige Variable; Meßniveau und hohe Meßgenauigkeit. Am leichtesten geht
das, wo überhaupt naturwissenschaftliche Methoden (z.B. magnetische Son¬
dierung bei Ausgrabungen) eingesetzt werden oder wenigstens ModeUe nach
naturwissenschaftlichen VorbUdern (Diffusion, Distribution) geschaffen wur¬
den.
Der Hauptnutzen scheint jedoch gar nicht aus dem konkreten Einsatz die¬
ser ModeUe zu erwachsen, sondern aus aUgemeinen Folgerungen. Ilya Prigo-
gine (PRIGOGINE - STENGERS 1986) betont das Näherrücken von Gei¬
steswissenschaften (er meint zumeist Geschichte) und Naturwissenschaften,
diesmal sogar umgekehrt, die Physik entdeckt die Irreversibiütät der Zeit, wie
sie die Historiker seit eh und je kennen. Am bedeutsamsten scheint mir je¬
doch bisher zu sein, daß in den Geisteswissenschaften instabüe, vom Gleich¬
gewicht entfernte Prozesse modellhaft, aber mit aUer Exaktheit der Mathema¬
tik studiert und diskutiert werden können. Die Einsichten in solche Prozesse
mögen intuitiv gefunden worden sein, sie werden jetzt rational faßbar und da¬
mit auch eher lehr- und lernbar. Für den Statistiker steUen diese ModeUe eine
ungeheure Herausforderung dar, sich aufzumachen von der überflüssigen
Vervielfachung statistischer Tests und Schätzverfahren zur Eroberung wahren
Neulands.
14 Datenverarbeitungsaspekte
Kleine ModeUe kann man mit Papier und Bleistift und allenfalls mit einem
Taschenrechner (die besseren verfügen bereits über Statistik- und Numerik¬
funktionen, bisweUen finden sich sogar Matrizenrechnung und algebraische
Umformungen) angehen. Für gewöhnlich ist jedoch der Einsatz eines größe¬
ren Rechners notwendig. Die Vielzahl der Benutzer verwendet für anspruchs-
voUere ModeUe speziaüsierte Programmpakete, die einzelne Verfahren oder
Verfahrensklassen beinhalten wie z. B. PHASER (KO^AK 1989) für nichtü-
neare ModeUe. Im IdealfaU erhält man zugleich eine Kl-Unterstützung mitge-
üefert wie etwa bei GLIMPSE, einer Fortentwicklung des Statistikpakets
GLIM (Generalized Linear Models, veraügemeinerte lineare ModeUe). Die¬
ses Vorgehen ist zunächst sehr bequem und bringt rasch Erfolge, weist aUer-
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dings mehrere NachteUe auf. Bleibt man nicht bei einer Modellklasse, so muß
man andauernd die Pakete wechseln, was kostspiehg ist und das Erlernen
immer neuer Systeme bedeutet. Es stehen auch nur bestimmte Verfahren zur
Verfügung, und häufig besteht keine KontroUe darüber, welche algorithmi¬
schen DetaUs programmiert wurden oder wie die Rechnung abläuft.
Wer sich mehr mit der statistischen Modelüerung beschäftigt, muß daher
mindestens zur Ergänzung flexiblere Werkzeuge wählen. In Frage kommt
zunächst die Programmierung in einer höheren Programmiersprache (heute
am ehesten in C oder Pascal, aUenfaUs in Fortran) und die Verwendung ferti¬
ger Routinen (vor aUem aus der Numerik). Als besonders bequem hat sich
die Benutzung von statistischen oder numerischen Programmierumgebungen
erwiesen. Unter UNIX ist dies S, gegebenenfalls unterstützt durch eine
Sammlung von Numerikroutinen, unter MS-DOS oder IBM DOS hat GAUSS
große Verbreitung gefunden. Im allgemeinen empfiehlt sich, eine Datenre¬
duktion mit Hilfe eines der gängigen Pakete wie SPSS oder SAS vorzu¬
schalten.
So kann man erfolgreich arbeiten, allein die ganze Zukunft ist das nicht,
da letzthch recht altmodische Programmierkonzepte wie Datenfluß und logi¬
sche Verzweigungen dahinterstehen. Das wohl zur Zeit aussichtsreichste
Konzept ist das der "objektorientierten Programmierung" (OOPS, Object
Oriented Programming System), wo die Programme "Botschaften" ("Messa¬
ges") zwischen aktiven "Objekten" senden. Damit ist ein Zurückhalten von In¬
formation (Encapsulation, "AbfüUen in Kapseln") verbunden, das heißt, nicht
jeder Benutzer verfügt über die gleiche Information bezüglich des Gesamtsy¬
stems. Das mag zunächst unverständüch oder trivial erscheinen; in Wirküch-
keit ist die objektorientierte Programmierung sehr effizient und dem mensch-
üchen Denken gut nachgebUdet.
In der Archäologie könnten Objekte im Sinne von OOPS beispielsweise
Objekte im Sinne der Archäologie sein, also Bauten, Kunstwerke, Strukturen
(wieder im Sinne der Archäologie verstanden). Botschaften wären Beziehun¬
gen zwischen diesen Objekten, z.B. eine Zusammenfügung von Strukturen wie
Abzugsrinnen, Brunnenschächten, Gräben, Mauern und ErdwäUen, Herden,
Brennöfen und dergleichen zu Gebäuden oder Siedlungen. Dabei wird die¬
selbe Botschaft "Gebäude" natürhch je nach dem einzelnen Objekt verschie¬
den interpretiert. Objekte im Sinne von OOPS wären aber auch Einzelperso¬
nen, die miteinander in Beziehung treten und historisch relevante Handlun¬
gen setzen. (Die Theorie des Symbolischen Interaktionismus steUt ein sozio-
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logisches Gegenstück zu OOPS dar.) Damit diese Objekte und Botschaften
für mathematisches oder statistisches Modelüeren verwendbar sind, müssen
sie mathematisch oder statistisch relevante Information enthalten, von denen
der Historiker vieUeicht gar nicht zu erfahren braucht (Encapsulation).
Beziehungen können wie Werkzeuge nicht nur als Botschaften, sondern auch
als Objekte auftreten. Mathematische und statistische Verfahren wären dann
solche Objekte.
OOPS ist weder alltägliche Wirküchkeit noch Utopie. Seit längerer Zeit
gibt es das Konzept, das auch praktisch als LeitbUd bei der Programmierung
fungiert, aber auch eine Reihe von Programmpaketen und Programmierspra¬
chen dazu. Der für den Historiker interessanteste Vertreter ist meines
Erachtens SMALLTALK (bzw. SMALLTALK V), das sogar eine graphische
DarsteUung der Objekte beinhaltet. Hier werden aber auch die Probleme von
OOPS deuthch: SMALLTALK und seine Varianten sind schwierig zu erler¬
nen und langsam bei der Programmausführung. Es wartet hier noch sehr viel
Arbeit, wie ich meine, aber auch eine ungeheure Chance.
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