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particles
Guolong Li
Abstract
We consider two different models for colloidal particles. In the first model, we consider their
free motions to be diffusions while in the second model we take them to be integrated Ornstein-
Uhlenbeck processes. In both models, we derived collision estimates for pairs of particles. In
particular, we found that these estimates would be different to the Brownian case even when the
free motions of the particles are Brownian at macroscopic scales. As a consequence, the coagulation
kernels and diffusivities in the coagulation-diffusion equations would also be affected accordingly.
We then proved that there exists a unique solution to the coagulation-diffusion equations in these
cases under physically reasonable assumptions.
1 Introduction
In this paper, we investigate the dynamics for large clouds of colloidal particles whose free
motions are Brownian at macroscopic scales, but are not Brownian on the scale of the particles
themselves. The parameters of our processes will be chosen so that each particle follows a free path
for a time of order one between collisions. The macroscopic free path may therefore be considered
as Brownian. However the actual collisions, being determined by microscopic dynamics, will be
strongly affected by the departure of the free motion from the Brownian case.
We make two new contributions. The first is to prove collision estimates for pairs of particles.
Having in mind eventually a system of N particles, where N is large, we choose the scale of the
particle radius so that any given pair meets in order one time with probability of order 1/N . The
mass and radius of each particle will also affect the characteristics of its free motion, in a way we
shall take as given, based on some physical arguments.
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We prove collision estimates in two cases. In the first case, the particle, in addition to its
basic molecular diffusivity, is considered as suspended in an incompressible fluid, through which it
acquires a drift, which we shall take to be periodic. In the second case, following the derivation of
physical Brownian motion from particle dynamics, we suppose that the free motion is an integrated
Ornstein–Uhlenbeck process. In both cases, it is well understood that, under appropriate scalings,
the macroscopic motions are Brownian, with diffusivities depending on the sizes of the particles.
Our analysis shows how the small-scale motions, in both cases, lead to strong departures from
the Brownian case for the collision probabilities. More precisely, consider two particles in Rd with
d ≥ 3, having radius r, evolving under dynamics which is approximately Brownian with constant
diffusivity a, but where a departure from Brownian behaviour is visible on a length scale of order
λ. We investigate the collision event in the limit r, λ → 0. It is intuitive to expect that for two
particles starting from x1, x2 colliding at X at time T ,
P(T ∈ dt,X ∈ dx) ∼ p(t, x1, x)p(t, x2, x)k(r, λ)dtdx, (1)
where p is the transition density of a standard Brownian motions and k(r, λ) for small r, λ is to be
determined.
In [20], Norris has considered the case where the dynamics of the particles are exactly Brownian
and showed that k(r, 0) = cdar
d−2 for some constant cd. Therefore, in the case where λ  r, we
would expect that k(r, λ) ≈ cdard−2. However, when λ  r, we will give two cases where we can
show that the non-Brownian microscopic dynamics leads to different rates for coagulation.
We will first look at the case of diffusion at rate a enhanced by a λ-periodic drift bλ(x). In [9],
Fannjiang and Papanicolaou showed that when bλ(x) = b(x/λ)λ for some 1-periodic (i.e. b(x+ x
′) =
b(x) for any integer point x′) divergence-free zero-mean b then the underlying motion converges
weakly to a Brownian motion with diffusivity a¯, which in general does not equal to a. We will see
in Corollary 2.2 that when a¯ and a are both scalars
lim
r→0
lim
λ→0
k(r, λ)r2−d = cda
while
lim
λ→0
lim
r→0
k(r, λ)r2−d = cda¯.
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Then we will look at the case where the motions of the particles are modelled by integrated
Ornstein-Uhlenbeck processes, and make appropriate scaling so that their motions converge to
Brownian motions. We will see in Theorem 2.3 that when r  λ, k(r, λ) ∼ f(λ)rd−1 for some
function f . So, we will have that k(r, λ)  k(r, 0) in this case. Intuitively this is because, in the
Ornstein-Uhlenbeck case, when two particles come close to each other, they are likely to get far
away again with almost constant speed so that their trajectories are almost straight lines, while in
the Brownian case, the particles are likely to move back and forth more before they go away from
each other and this results more chance for them to collide.
Our second contribution is to the theory of coagulation-diffusion equations. This was motivated
by the mass-dependent diffusivities and collision probabilities emerging in the first part of the paper,
to which prior work on coagulation-diffusion equations did not apply. We show in Sections 5 and 6
an existence and uniqueness result which does apply for the diffusivities and collision probabilities
associated with the Ornstein–Uhlenbeck case.
Consider a large cloud of colloidal particles of N particles in which when two particles collide,
they coagulate and continue the random motion as a larger particle. As the N becomes large,
the distribution of the particles is expected to converge to the solution of the coagulation-diffusion
equations
µ˙(x, dy) =
1
2
a(y)∆xµt(x, dy) +K
+(µt)(x, dy)−K−(µt)(x, dy), (2)
where
K+(µ)(x,A) =
1
2
∫ ∞
0
∫ ∞
0
1y+y′∈AK(y, y′)µ(x, dy)µ(x, dy′),
K−(µ)(x,A) =
∫
y∈A
∫ ∞
0
K(y, y′)µ(x, dy)µ(x, dy′).
Here, y represents the mass of the particles and we assume their macroscopic free motion are
approximately Brownian motions with diffusivity a(y). Further, µt is a kernel on Rd × (0,∞) with
d ≥ 3. In this context, for a measurable set A ⊆ (0,∞), µt(x,A) represents the density of particles
of masses within the set A at position x at time t. So, 12a(y)∆xµt(x, dy) represents the rate of
change of µ due to diffusions. Moreover, the coagulation kernel K : (0,∞) × (0,∞) → (0,∞) is
a measurable function. Intuitively, we can think K(y, y′) as the rate at which a particle of mass
y and a particle of mass y′ coagulate and form a particle of mass y + y′ when the two particles
are at same position. Thus, K+ represents the rate at which new particles are created due to
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coagulations and K− represents the rate at which particles are lost due to coagulations. We denote
K = K+ −K− to represent rate of change of the particles due to coagulations. The convergence
of the N -particles system remains an open problem in general. See [11], [31] and [19] for related
work. We now explain the connection in a heuristic level. (1) can be generalised in the case when
two particles are different. For two particles of masses y1 and y2 starting at x1 and x2 respectively,
colliding at X at time T , we have
P(T ∈ dt,X ∈ dx) ∼ p1(t, x1, X)p2(t, x2, X)K(y1, y2)dtdx,
where p1 and p2 are the transition densities of the particles. We now give an interpretation of
this. For a small region dx, but still large relative to the sizes of the particles, we take time
interval dt sufficiently small so that when the particles have been in dx during dt, they are almost
certain to be in dx during the entire dt. Then the probability that the particles collide in dx
during dt is the probability they are both in dx during dt multiplied by Kdt/dx. Or, we can
say that when the two particles are in dx during dt, they have probability Kdt/dx to collide.
Now, for large N , suppose we can scale the particles’ masses to be fN (y) for some function fN
such that K(y1, y2) = NK(f
N (y1), f
N (y2)). We also approximate the number of particles of mass
fN (y) in dx at time t to be Nµt(x, y)dx, which is still large. Then for a particle of mass f
N (y1)
in dx during dt, the total probability it collides there with a particle of mass fN (y2) will be
Nµt(x, y2)K(f
N (y1), f
N (y2))dt = µt(x, y2)K(y1, y2)dt. Therefore, the expected total number of
coagulations between particles of masses y1 and y2 there will be Nµt(x, y1)µt(x, y2)K(y1, y2)dxdt.
As N →∞, by law of large numbers, we can approximate the number of these coagulations to be
Nµt(x, y1)µt(x, y2)K(y1, y2)dxdt + o(Ndxdt) and this means that the coagulations contribute to
a loss of µt(x, y1)µt(x, y2)K(y1, y2)dxdt + o(dxdt) to µ(x, y1)dx and µ(x, y2)dx and a gain of the
same amount to µ(x, y1 + y2)dx during dt. Integrating over y1 and y2 explains the form K
+ and
K− in the coagulation-diffusion equations. Note that, although we can think N as the number of
particles, we do not really need to require N to be integer in our analysis. Also, K(y1, y2) doesn’t
need to represent exactly the coagulation rate between particles of sizes y1 and y2, we only need
K(fN (y1), f
N (y2)) to represent the coagulation rate between particles of sizes f
N (y1) and f
N (y2)
in the limit as N → ∞. However, this argument is only heuristic. We know for fixed dx, dt and
y1, y2 the number of coagulations between particles of masses y1 and y2 in dxdt can be approximated
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by Nµt(x, y1)µt(x, y2)K(y1, y2)dxdt + o(Ndxdt), but the o(Ndxdt) term depends on y1, y2 and µ.
In particular, if we fix a large N and look at the distribution of sufficiently large particles, then
we might have a rather large error when using law of large numbers because there are not many
large particles. Moreover, although there are not many large particles, we might not ignore their
influence on the system of particles because they might coagulate fast and grow quickly. For this
reason, it is difficult to show rigorously that the distribution of particles actually converges to the
coagulation-diffusion equations in general.
Note that (2) only makes sense if µt(x, y) is twice differentiable in x. However, the equation
can be reformulated to make sense without prior assumptions on µt. We follow Norris [21]. Define
pt,x
′,x(y) = (2pia(y)t)−d/2e
−|x′−x|2
2a(y)t and
Ptµ(x, dy) =
∫
Rd
µ(x′, dy)pt,x
′,x(y)dx′.
If we have a Brownian particle with diffusivity a(y) starting at x′, then pt,x′,x(y) is the probability
density that the particle is at x at time t. Norris then reformulated the Smoluchowski coagulation
equation to be
µt +
∫ t
0
Pt−sK−(µs)ds = Ptµ0 +
∫ t
0
Pt−sK+(µs)ds. (3)
This equation and some variants of it have been considered in several prior works. Many of
them considered function solutions in the discrete case, i.e. µt(x, y) =
∑∞
m=1 f
m
t (x)δm(dy), see
[6, 14, 28, 30, 29]. We will restrict our review on the existence to works addressing the continuous
case. In [1], Amann proved local existence and uniqueness in a general setting, assuming uniform
bounds on diffusivities and coagulation rates and uniform positivity of the diffusivities. Later, in
[2], Amann and Walker proved global existence for small initial data under similar hypotheses.
In [15], Laurenc¸ot and Mischler showed the global existence when a, 1a and K are all bounded on
compacts and the coagulation kernel satisfies the Galkin-Tupchiev monotonicity condition
K(y1, y2) ≤ K(y1 + y2, y1)
along with the growth bound
lim
y′→∞
sup
y≤R
K(y, y′)
y′
= 0.
If we assume further that masses of all particles are uniformly positive, then Mischler and Rodriguez
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Richard showed in [17] that the monotonicity condition can be weakened by
K(y1, y2) ≤ K(y1 + y2, y1) +K(y1 + y2, y2)
in the context of coagulation-diffusion in a bounded domain in R3.
In [5], Ball and Carr noted that in the spatially homogeneous setting, the questions of uniqueness
and mass conservation for coagulation equations are related to the existence of moment bounds
for solutions. In [10] and [26], Rezakhanlou and Hammond obtained suitable moment bounds for
solutions under assumptions including that the diffusivity a is positive, uniformly bounded and
non-increasing, and that the coagulation kernel K satisfies
sup
y,y′
K(y, y′)
yy′
<∞
and
lim
y+y′→∞
K(y, y′)
(y + y′)(a(y) + a(y′))
→ 0.
In [27], Rezakhanlou has shown that the non-increasing condition on the diffusivities can be relaxed
to some extent. In [21], Norris assumed that K(y, y′) ≤ w(y)w(y′) for some sublinear function w
and gave a proof for the existence and uniqueness in the case requiring a−
d
2w to be sublinear.
If we assume the microscopic free motions of the particles are Ornstein-Uhlenbeck processes in
R3 satisfying the Einstein-Stokes relation. Then we can show that under certain scaling limit, an
appropriate choice for K would be
K(y1, y2) = (y
1
3
1 + y
1
3
2 )
2
√
1
y1
+
1
y2
,
and the diffusivity a(y) = y−
1
3 . If we use the result from [7] instead of Einstein-Stokes relation,
we will get the same coagulation kernel but a(y) = y−
2
3 . If we fix y′, we see that K(y) ∼ y2/3 for
large y. Therefore, in either of the cases, a−
d
2w cannot be sublinear and K(y,y
′)
(y+y′)(a(y)+a(y′)) does not
converge to 0. So, we can not directly apply the results in [10, 21, 26, 27] to obtain the existence and
uniqueness of the solution. In this thesis, we will give criteria for the existence and uniqueness of
solution to the Smoluchowski coagulation equations which work in these two cases. Further, as an
extension, we consider the corresponding Smoluchowski coagulation equations when the particles
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are subject to a position and mass dependent drift in addition to their basic diffusivityies. We
will also give natural criteria for the existence and uniqueness of the solution to the Smoluchowski
coagulation equations in this case.
2 Main results
2.1 Collision estimates
Consider two particles in Rd of radii r1N−1/(d−2) and r2N−1/(d−2) starting at x1 and x2. The
reason for the scaling term N−1/(d−2) is that if we consider a system of N particles, this scaling
turns out to make the number of collisions happening per unit time to be of order N and thus the
rate at which a particle collides is of order 1. To see this, we consider for simplicity the case where
the two particles are independent Brownian. For i = 1, 2, let Xi be the position of particle i, then
the probability that the two particles will ever collide is |x1−x2|
2−d
|r1+r2|2−d by applying optional stopping
theorem on the martingale |X1t −X2t |2−d stopped at collision time T. Moreover, it is reasonable to
believe that the distributions of T conditionally on T < ∞ will be roughly the same for different
large N .
Now, we let Xi satisfy
dXit =
√
ai(Xit)dB
i
t + bi(X
i
t)dt,
with ai being bounded Ho¨lder continuous scalar functions, bi being bounded measurable functions
and Bi being independent standard Brownian motions. Let pi(s, x; t, y) = pi(t − s, x, y) be the
transition density of particle i. Now, set T to be the first time when the two particles collide
and X(T ) be the centre of mass of the two particles at time T . In [20], Norris has proved that if
bi = 0 and ai are constants, then for any uniformly continuous bounded function g supported on
[0, R)× Rd with R > 0 we have
NE[g(T,X(T ))1T<R]→ K
∫ R
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds,
as N →∞, where K = cd(a1 + a2)(r1 + r2)d−2 and
1
cd
=
∫ ∞
0
1
(2pit)
d
2
e−
1
2tdt.
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This theorem essentially means that the probability that the two particles collide at dz during time
ds is approximately Kp1(0,x1;s,z)p2(0,x2;s,z)dzdsN . In the Introduction, we have explained that if we
can scale the particle sizes such that K(y1, y2) = NK(f
N (y1), f
N (y2)), then we can hope that the
evolution of the system of particles converges to the coagulation-diffusion equations. If we let yi be
the mass of a particle of radius ri and f
N (yi) be the mass of a particle of radius riN
−1/(d−2), then
in this context, we have
K(fN (y1), f
N (y2)) =
K
N
=
K(y1, y2)
N
which confirms our choice of scaling the radius with N−1/(d−2). We will generalize this result into
the following theorem.
Theorem 2.1. For all d ≥ 3 and R ∈ [1,∞) there is a constant C depending only on d and R
with the following property. Let N ∈ (0,∞), xi ∈ Rd and yi, ri ∈ [R−1, R], i = 1, 2, be given. For
i = 1, 2, let ai : Rd → [R−1, R] be Ho¨lder continuous functions and bi : Rd → Rd be measurable with
|bi(x)| ≤ R for all x ∈ Rd. Set a(x) = a1(x) + a2(x), r = r1 + r2 and K(x) = cda(x)rd−2 with
1
cd
=
∫ ∞
0
1
(2pit)
d
2
e−
1
2tdt.
For i = 1, 2, let Xi be a diffusion in R satisfying
dXit =
√
ai(Xit)dB
i
t + bi(X
i
t)dt,
Xi0 = xi,
with B1, B2 independent standard Brownian motions and x1 6= x2. Set rN = rN−1/(d−2) and let
T = inf{t ≥ 0 : |X1t −X2t | ≤ rN}, X(T ) = (y1X1T + y2X2T )/(y1 + y2).
For i = 1, 2, for s, t ∈ R and x, z ∈ Rd, let pi(s, x; t, z) be the transition density of Xi. Let
1 ≥  ≥ 2rN be given and let g be a bounded measurable function on [0,∞) × Rd, supported on
[0, R)× Rd. Write ‖g‖ for the uniform norm and set
φg() = sup
|s−t|≤2,|x−z|≤
|g(s, z)− g(t, x)|.
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Then
∣∣∣∣NE(g(T,X(T ))1T<R)− ∫ R
0
∫
Rd
K(z)p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds
∣∣∣∣
≤ C[2−d‖g‖/N + 2 + φg()](|x1 − x2|)2−d.
In particular, when g is uniformly continuous, by choosing  = max(2rN−1/(d−2), N−
1
2(d−2) ), say,
we obtain
∣∣∣∣(rN )2−dE(g(T,X(T ))1T<R)− ∫ R
0
∫
Rd
cda(z)p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds
∣∣∣∣→ 0.
So, now the probability that the two particles collide at dz during time ds is approximately
K(z)p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds. A key difficulty in proving this theorem with respect to
the works of Norris is that we can not express p explicitly. We will need to make estimations and
bounds on p and avoid the need of its explicit form to solve this difficulty.
As an application, we will investigate how Brownian particles coagulate under a periodic drift.
We let the motion of the particles satisfy
dXλi (t) =
√
aidBi(t) + b
λ
i (X
λ
i (t))dt,
where bλi (x) =
bi(x/λ)
λ for some periodic divergence-free zero-mean b. In [9], [12] and [18], they have
shown that the underlying motion converges weakly to a Brownian motion with diffusivity a¯i as
λ→ 0 for some a¯i. We will assume that ai and bi are chosen such that both ai and a¯i are scalars.
A concrete example would be when d = 4, for j = 1, 2, 3, 4, denote bji (x) the jth component of
bi(x) in Cartesian coordinates and let b
1
i (x) = sin(x1) cos(x2), b
2
i (x) = − sin(x2) cos(x1), b3i (x) =
sin(x3) cos(x4) and b
4
i (x) = − sin(x4) cos(x3). It has been shown that when ai is small, a¯i will be
approximately c
√
ai for some constant c.
Corollary 2.2. We will use same notation as in Theorem 2.1. Let a¯ = a¯1 + a¯2, then for any
bounded continuous measurable function g on [0,∞)× Rd, supported on [0, R)× Rd, we have
lim
N→∞
lim
λ→0
∣∣∣∣NE(g(T,XλT )1T<R)− ∫ R
0
∫
Rd
K¯p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds
∣∣∣∣→ 0
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and
lim
λ→0
lim
N→∞
∣∣∣∣NE(g(T,XλT )1T<R)− ∫ R
0
∫
Rd
Kp1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds
∣∣∣∣→ 0,
where K = cdar
d−2 and K¯ = cda¯rd−2 and p1 and p2 are the transition densities of Brownian
motions with diffusivities a¯1 and a¯2 respectively.
The intuition behind this corollary is that when the particles’ sizes are small but fixed and
if we let λ → 0, then we know that the motions of the two particles will converge to Brownian
motions with diffusivities a¯1 and a¯2 respectively. Thus, we should expect that the distribution of
the collision time and position of the two particles also converges to that of two Brownian particles
with diffusivities a¯1 and a¯2 and thus the coagulation kernel will be K¯. On the other hand, when λ
is fixed, and let N →∞, Theorem (2.1) says that the coagulation kernel depends only on the local
diffusivities and equals to K.
Next, we will show analogous results for Ornstein-Uhlenbeck particles.
Theorem 2.3. For d ≥ 3 and i = 1, 2, let xi ∈ Rd and yi, τi, bi > 0 be given. Assume x1 6=
x2. Further, for natural number N , let V
N
i , X
N
i be Ornstein-Uhlenbeck velocity-position processes
satisfying
dV Ni (t) = NbidB
i
t −NτiV Ni dt,
dXNi (t) = V
N
i (t)dt,
V Ni (0) = 0,
XNi (0) = xi,
with B1, B2 independent standard Brownian motions. Let rN denote the sum of the radii of the
two particles. Set
T = inf{t ≥ 0 : |XN1 (t)−XN2 (t)| ≤ rN}, X(T ) = (y1XN1 (T ) + y2XN1 (T ))/(y1 + y2).
Suppose rN < N
−α for some α > 12 . Let g be a uniformly continuous and bounded function on
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[0,∞)× Rd, supported on [t0, t1]× Rd with 0 < t0 < t1. Then as N →∞∣∣∣∣∣∣N− 12 (rN )1−dE[g(T,X(T ))]− cd
√
b21
τ1
+
b22
τ2
∫ t1
t0
∫
Rd
q1(0, x1; t, z)q2(0, x2; t, z)g(t, z)dtdz
∣∣∣∣∣∣→ 0,
where qi is the transition density for the d-dimensional Brownian motion with diffusivity ai = (
bi
τi
)2
and cd is
1√
2
times the product of the volume of a unit ball in Rd−1 and the expected norm of a
standard normal vector in Rd. More explicitly, we have
cd =
pi
d−1
2
Γ(d2)
,
where Γ denotes the gamma function.
Theorem 2.4. Under the same setting as Theorem 2.3, but suppose now that rN > N
−α for
some α < 12 and rN → 0 as N → ∞. Let g be a uniformly continuous and bounded function on
[0,∞)× Rd, supported on [t0, t1]× Rd with 0 < t0 < t1. Then as N →∞∣∣∣∣(rN )2−dE[g(T,X(T ))]− cd[(b1τ1 )2 + (b2τ2 )2]
∫ t1
t0
∫
Rd
q1(0, x1; t, z)q2(0, x2; t, z)g(t, z)dtdz
∣∣∣∣→ 0,
where qi is the transition density for the d-dimensional Brownian motion with diffusivity ai = (
bi
τi
)2
and
1
cd
=
∫ ∞
0
1
(2pit)
d
2
e−
1
2tdt.
We know that the underlying motion of XNi converges weakly to Brownian motion with diffusiv-
ity ai and N here represents how close the motions are from Brownian motions. So, as expected, we
see that when rN converges to zero relatively slowly compared to the convergence of the particles’
free motions to Brownian motions, the coagulation kernel is the same as if the particles’ motions are
Brownian with diffusivities ai. On the other hand, if rN converges to zero relatively fast compared
to the convergence of the particles’ free motions to Brownian motions, then the coagulation kernel
is very different. In particular, the probability density that two particles collide at dz during time
dt in this case is proportional to N1/2rd−1N while in the Brownian case it is proportional to r
d−2
N .
We can think N1/2 as the scale of average speed of the particles and thus when rN converges to
zero relatively fast, the probability the two particles collide will depend both on their sizes and
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their average speed. Also note that, because we assumed rN < rN
−α for some α > 12 , we know
that for large N and small rN , the probability density that two particles collide will be smaller
than the density in the Brownian case. This confirms the intuition we have discussed about in the
Introduction.
2.2 Existence and uniqueness for coagulation-diffusion equations
As we can see, the form of K is different under different microscopic dynamics of the particles
and this will also change the properties of Smoluchowski coagulation equations. Now, we assume
d = 3 and the particles have same density, i.e. their mass y ∼ r3. Then in the Brownian case,
Einstein-Stokes relation suggests that a(y) ∼ 1
y1/3
. So, we have K(y1 + y2) = cd(a1 + a2)(r1 +
r2)
d−2 ∼ (y1/31 + y1/32 )( 1y1/31 +
1
y
1/3
2
). In [21], Norris proved that (3) has a unique solution when
K(y, y′) ≤ w(y)w(y′) for some sublinear function w such that a− d2w is also sublinear. So, in the
Brownian case, this result applies when we pick w(y) = c(y1/3 + y−1/3) for some constant c. If we
assume the particles are making diffusions under periodic drift, then Corollary 2.2 suggests that
under certain scaling limit, we should take K(y1 + y2) = cd(a¯1 + a¯2)(r1 + r2)
d−2. In the example
discussed earlier, we would have K(y1 + y2) ∼ (y1/31 + y1/32 )( 1y1/61 +
1
y
1/6
2
) and the result still applies
if we pick w(y) = c(y1/3 + y−1/6).
However, in the Ornstein-Uhlenbeck case, Theorem 2.3 suggests that K ∼
√
b21
τ1
+
b22
τ2
(y
1/3
1 +
y
1/3
2 )
2 and the effective diffusivities of the two particles are
b21
τ21
and
b22
τ22
respectively. For i = 1, 2, in
[7], it is assumed that the drag force on a particle is caused by the particle being hit by random
particles of much smaller sizes and higher speed and it has been shown that under certain scaling
limit it is appropriate to choose τi = y
−1/3
i and bi = y
−2/3
i . On the other hand, according to
Einstein relation, where it is assumed that the drag force is caused by friction, the appropriate
choice would be τi = y
−2/3
i and bi = y
−5/6
i . In both cases, we have
K ∼ (y1/31 + y1/32 )2
√
1
y1
+
1
y2
,
and the effective diffusivity of a particle with mass y would be y−2/3 according to [7] and y−1/3
according to Einstein’s relation. In both cases, we cannot directly apply prior results to obtain
existence and uniqueness of the solution. Therefore, we will investigate alternative approaches to
the well-posedness of (3).
12
We assume the following conditions throughout this thesis
(i) K(y, z) ≤ w(y)w(z) with w : (0,∞)→ (0,∞) a non-decreasing sublinear function.
(ii) For some δ > 0, µ01y<δ = 0.
(iii) The diffusivity a is strictly positive and measurable.
Write M[0, T ] for the set of measurable kernels
µ : [0, T ]× Rd × B(0,∞)→ [0,∞].
So, for time t and position x, µt(x, .) is a measure on B(0,∞). We will also use the notation
〈f, µt〉(x) =
∫∞
0 f(y)µt(x, dy) for f : (0,∞)→ (0,∞). We call a process µt ∈M[0, T ] a solution of
(3) if it satisfies (3) for t ≤ T and
sup
t≤T
‖〈y, µt〉‖1 <∞.
This notion of solutions will also be used throughout this thesis for other pdes. It has been shown
that
‖〈y, µt〉‖1 ≤ ‖〈y, µ0〉‖1,
provided both sides are finite, see [15].
Theorem 2.5. Assume conditions (i), (ii) and (iii) hold. Let (µ1t )t≤T and (µ2t )t≤T be solutions of
(3) such that for i = 1, 2, supt≤T ‖〈w2, µit〉‖∞ <∞. Then µ1 = µ2.
In [10], Hammond and Rezakhanlou proved that when the mass y takes integer values, there is
at most one solution µ such that supt≤T ‖〈w2, µt〉‖∞ < ∞. Our result works in the case when y
can take values in positive real numbers, and we will see that the method we used gives a natural
iteration scheme which can prove the existence result under certain conditions. Moreover this
theorem works for a wide range of situations. There is no explicit requirement for the diffusivities
and the condition supt≤T ‖〈w2, µt〉‖∞ <∞ looks reasonable.
Theorem 2.6. Write p(y) = pt,x
′,x(y). We assume that the function w can be chosen so that for
some constant C
y
y + y′
w2(y + y′)p(y + y′)− w2(y)p(y) ≤ C[w(y)w(y′)p(y) + w(y)w(y′)p(y′)]. (4)
If in addition, the initial kernel µ0 satisfies supt>0 ‖〈w2, Pt(µ0)〉‖∞ <∞ and ‖〈y, µ0〉‖1 <∞, then
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there exists T > 0 such that there exists a unique solution µ to our PDEs up to time T . Moreover
µ satisfies supt≤T ‖〈w2, µt〉‖∞ <∞.
Note that (4) is satisfied if w(y) = c1y
u and a(y) = c2y
−v with 0 < u ≤ 1 and c1, c2, v > 0. To
see this, we note that p(y)p(y+y′) ≥ ( yy+y′ )vd/2. By dividing both side of (4) by p(y + y′), it suffices to
show that
y
y + y′
(y + y′)2u − (y)2u( y
y + y′
)vd/2 ≤ C[(yy′)u( y
y + y′
)vd/2 + (yy′)u(
y′
y + y′
)vd/2],
for some C. As this inequality is homogeneous, we can assume y′ = 1. Then, multiplying both
sides by (y+1)
vd/2
y , it suffices to show that
(y + 1)2u+vd/2−1 − y2u+vd/2−1 ≤ C(yu+vd/2−1 + yu−1)
for some C. When y ≤ 1, this is true because the left hand side of the above inequality is at
most 22u+vd/2−1 while yu−1 ≥ 1. When y ≥ 1, this is also true because (y+1)2u+vd/2−1−y2u+vd/2−1
yu+vd/2−1 is
continuous on y ≥ 1 and
lim sup
y→∞
(y + 1)2u+vd/2−1 − y2u+vd/2−1
yu+vd/2−1
<∞.
Corollary 2.7. When K(y1, y2) = (y
1/3
1 + y
1/3
2 )
2
√
1
y1
+ 1y2 , and when a(y) = y
− 1
3 or a(y) = y−2/3,
there exists T > 0 such that there exists a unique solution to our PDEs up to time T .
Proof. Note that
K(y1, y2) ≤ 2(y2/31 + y2/32 )(y−1/21 + y−1/22 )
Since µ01y<δ = 0, we only need to care about the case when y1, y2 ≥ δ. So, we can pick w(y) =
4δ−7/6y2/3.
Now, we will give two cases where we can show the global existence of the solutions.
Theorem 2.8. If all conditions in Theorem 2.6 are satisfied, then there exists a unique global
solution to our PDEs in the following two cases:
(a)K(y, y′) ≤ w(y)v(y′) + w(y′)v(y) for some v such that wvp is sublinear.
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(b) supt>0(1 + t)
1+‖〈w2, Pt(µ0)〉‖∞ < c, for some  > 0 and sufficiently small c > 0 depending
on  and C.
Taking v(y) = y−
1
2 and w(y) = 4
√
2y2/3, the condition (a) is satisfied for our case where
K(y1, y2) = (y
1/3
1 + y
1/3
2 )
2
√
1
y1
+
1
y2
and the diffusivity a(y) = y−
1
3 . Condition (b) is satisfied if, for example,
∫
Rd
∫ ∞
0
µ0(x, dy)w
2(y)(1 + a(y)−
d
2 )dx < h,
for sufficiently small h. We can now conclude the following result.
Corollary 2.9. Assume K(y1, y2) = (y
1/3
1 + y
1/3
2 )
2
√
1
y1
+ 1y2 . If a(y) = y
− 1
3 , then there exists a
unique global solution. If a = y−
2
3 and (b) is satisfied, then there also exists a unique global solution.
So far, we have investigated the Smoluchowski equations modeling coagulating particles whose
free motions are (approximately) Brownian. A natural question to ask is what if the particles’ free
motions are Brownian with a space and mass dependent drift. In (3), Pt was defined to be
Ptµ(x, dy) =
∫
Rd
µ(x′, dy)pt,x
′,x(y)dx′,
with pt,x
′,x(y) is the transition density of a Brownian particle with diffusivity a(y). We now consider
the case where p is instead the transition density of a Brownian particle with a space and mass
dependent drift. More precisely, consider a particle whose free motion satisfies X0 = x
′ and
dXt =
√
a(y)dBt + bt(x, y)dt,
with b bounded and measurable in x, then we let pt,x
′,x(y) denote the probability density function
of Xt evaluated at x. The following theorem gives sufficient conditions for the well-posedness of
(3) in this case.
Theorem 2.10. Theorem 2.5, Theorem 2.6 and Theorem 2.8 still hold in the case described above.
However, Theorem 2.6 and Theorem 2.8 might not be very useful in the case when a drift term
is involved, because the conditions required are usually not satisfied or hard to verify. Therefore,
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we formulate some easy to check conditions for the well-posedness of (3).
Suppose we have a function B : (0,∞)→ [0,∞) such that for all x ∈ Rd, y ∈ (0,∞), t ≥ 0 and
i = 1, 2, ..., d, |bit(x, y)| ≤ B(y). For x, x′ ∈ Rd, consider the process X0 = x′ and
dXt =
√
a(y)dBt +B(Xt, y)dt,
where B(Xt, y) is the d-dimensional vector with B
i(Xt, y) = B(y)sgn(x
i − Xit). Let qt,x
′,x(y) be
the probability density function of Xt evaluated at x. Define now
Qtµ(x, dy) =
∫
Rd
µ(x′, dy)qt,x
′,x(y)dx′.
Usually, it is hard to compute P , but Q can be evaluated explicitly. The following theorem allows
us to check well-posedness of (3) using properties on q.
Theorem 2.11. Write q(y) = qt,x
′,x(y). We assume that the function w can be chosen so that for
some constant C
y
y + y′
w2(y + y′)q(y + y′)− w2(y)q(y) ≤ C[w(y)w(y′)q(y) + w(y)w(y′)q(y′)]. (5)
If in addition, the initial kernel µ0 satisfies supt≥0 ‖〈w2, Qt(µ0)〉‖∞ <∞ and ‖〈y, µ0〉‖1 <∞, then
there exists T > 0 such that there exists a unique solution to our PDEs up to time T satisfying
sup
t≤T
‖〈w2, µt〉‖∞ <∞.
Moreover, if K(y, y′) ≤ w(y)v(y′) + w(y′)v(y) for some v such that wvq is sublinear, then there
exists a unique global solution for our PDEs satisfying
sup
t≥0
‖〈w2, µt〉‖∞ <∞.
We see that this theorem is similar with Theorem 2.6 and 2.8, we just replace p by q. We then
investigate the properties of q.
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Lemma 2.12. If B/
√
a is non-increasing and a is non-increasing. Then for y > y′ > 0, we have
q(y)/q(y′) ≤ [a(y)/a(y′)]− d2 .
If a,B are both non-increasing and B√
a
is non-decreasing, we have for y > y′ > 0,
q(y)/q(y′) ≤ ( B(y)/a(y)
B(y′)/a(y′)
)d.
This lemma can be viewed as an analogy of the following statement in the non-drift case:
For y > y′ > 0, if a is non-increasing, then p(y)/p(y′) ≤ [a(y)/a(y′)]−d/2. This was the only
property of p we have used to show Corollary 2.7 and Corollary 2.9. Therefore, we can use the
same argument to obtain the following result.
Corollary 2.13. Assume B/
√
a is non-increasing and a is non-increasing. If w(y) = c1y
u and
a(y) = c2y
−v with 0 < u ≤ 1 and c1, c2, v > 0, then (5) is satisfied. If wva−d/2 is sublinear, then
wvq is also sublinear.
Assume now instead a,B are both non-increasing and B√
a
is non-decreasing. If w(y) = c1y
u
and B(y)a(y) = c2y
−v with 0 < u ≤ 1 and c1, c2, v > 0, then (5) is satisfied. If wvBda−d is sublinear,
then wvq is also sublinear.
3 Estimate for diffusion particles
In [20], Norris proved Theorem 2.1 in the case Xi are Brownian motions. Intuitively, the coag-
ulation kernel K(z) can be viewed as a quantity measuring the probability of collision happening
provided the two particles are close to z at time s. Also it is unlikely for two particles to collide
at z and at time t unless they are both close to z at a time s slightly before t. Now, if the two
particles are near z at time s, then we can approximate their behaviour during (s, t) as Brownian
motions with diffusivities ai(x). In this section, we will use this idea to prove Theorem 2.1.
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3.1 A formal proof of Theorem 2.1
We will now give a formal proof showing
∣∣∣∣NE(g(T,X(T ))1T<R)− ∫ R
0
∫
Rd
K(z)p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds
∣∣∣∣→ 0.
We define for each s ∈ (0,∞) and z ∈ Rd the process
Mt = 1t<sp1(t,X
1
t∧T ; s, z)p2(t,X
2
t∧T ; s, z), t ≥ 0.
Recall x1 6= x2 and thus T > 0 almost surely. Moreover, M is continuous almost surely, (Mt)t<s is
a martingale, Mt = 0 for all t ≥ s and we can show that Mt is uniformly bounded up to T . Hence,
by optional stopping and bounded convergence theorem,
M0 = E[MT ].
On multiplying by g(s, z)K(z) and integrating over (0, R)× Rd we obtain
∫ R
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)K(z)dzds
= E[
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)g(s, z)K(z)dzds]. (6)
The main part of the proof will be on estimating the right hand side of the above equation.
When rN is small, the probability T < R will also be small. Therefore, we can in fact ignore
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)g(s, z)K(z) unless it is large. We note that |X1T − X2T | is small, and
thus p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z) can be large when z is close to X
1
T and X
2
T and s is slightly larger
than T . Actually, we can ignore the contribution when s is not sufficiently close to T or z is not
sufficiently close to X(T ). By uniform continuity of g, we can simply estimate the expectation in
equation (6) by
E[g(T,X(T ))
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds]
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and it remains for us to estimate
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds
when T < R. Again, we only need to care about the contribution when s is close to T . We know
that in a small time interval, the contribution of the drift to the motion of Xi is relatively small in
comparison to the contribution of the diffusion. Let p′i be the transition densities of the motion
dX ′it =
√
ai(X ′it )dB
i
t.
We can actually approximate pi by p
′
i. We now condition on T < s and set X
′i
T = X
i
T . We have by
Dubins Schwarz theorem,
X ′1s −X ′2s = WA(s),
where W is a Brownian motion with diffusivity 1 and W0 = X
1
T − X2T and Ai(s) =
∫ s
T a1(X
′1
r ) +
a2(X
′2
r )dr. Let q denote the transition density of W and V (h) the volume of a ball of radius h in
Rd, we could have
∫ ∞
T
∫
Rd
p′1(T,X
1
T ; s, z)p
′
2(T,X
2
T ; s, z)K(z)dzds
= cdr
d−2
∫ ∞
T
∫
Rd
p′1(T,X
1
T ; s, z)p
′
2(T,X
2
T ; s, z)(a1(z) + a2(z))dzds
= cdr
d−2
∫ ∞
T
∫
Rd
lim
h→0
E[
1|X′1s −z|<h
V (h)
p′2(T,X
2
T ; s, z)((a1(z) + a2(z))]dzds
= cdr
d−2
∫ ∞
T
lim
h→0
E[
1|Ws|<h
V (h)
(a1(X
′1
s ) + a2(X
′2
s ))]ds
= cdr
d−2
∫ ∞
T
lim
h→0
E[
1|WA(s)|<h
V (h)
]dA(s)
= cdr
d−2
∫ ∞
T
lim
h→0
E[
1|Ws|<h
V (h)
]ds
= cdr
d−2
∫ ∞
T
q(T,X1T −X2T ; s, 0)ds.
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Since q is the transition density of a standard Brownian motion and |X1T −X2T | = rN−1/(d−2), we
have ∫ ∞
T
q(T,X1T −X2T ; s, 0)ds =
∫ ∞
0
1
(2pit)
d
2
e
−r2N−2/(d−2)
2t dt.
We now make the substitution u = t
r2N−2/(d−2) and recall that
1
cd
=
∫ ∞
0
1
(2pit)
d
2
e−
1
2tdt
to obtain
∫ ∞
0
1
(2pit)
d
2
e
−r2N−2/(d−2)
2t dt
= (r2N−2/(d−2))
2−d
2
∫ ∞
0
1
(2piu)
d
2
e−
1
2udu
=
1
cd
Nr2−d.
Hence, we have ∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds = N.
So far, we took integral from T to∞, but as we have discussed earlier, we can ignore the contribution
when s is not close to T anyway. Therefore, the above calculation concludes that when T < R,
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds = N + o(N)
as desired.
3.2 Estimates on transition densities
To make the proof rigorous, we will first review a number of estimates we can get regarding to
the transition densities pi, which will be useful for us to prove Theorem 2.1. To start with, we want
to have some idea about the behaviour of pi and we will use the main result in [3]. They showed
the following theorem.
Theorem 3.1. Using same notation as in Theorem 2.1, there exists a constant C depending only
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on d and R such that for all x, y ∈ Rd,
C−1t−d/2 exp{−C|y − x|2/t}e−Ct ≤ pi(0, x; t, y) ≤ Ct−d/2 exp{−|y − x|2/Ct}eCt.
Moreover, pi(0, x; t, y) is locally Ho¨lder continuous in t > 0 and y.
Next, we note that it is intuitive to believe that
∫ t1
t0
∫
Rd p1(0, x1; s, z)p2(0, x2; s, z)dzds measures
the expected amount of time when the two particles are “close”, and more precisely, we would
expect ∫ t1
t0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)dzds = lim
h→0
V (h)−1E
[ ∫ t1
t0
1|X1s−X2s |<hds
]
,
where V (h) denotes the volume of the d-dimensional sphere with radius h. Actually, using the
above theorem, we can prove the following more general result.
Corollary 3.2. Let X = X1−X2, for 0 ≤ t0 < t1 and x1 6= x2, we have for all bounded uniformly
continuous function f ,
∫ t1
t0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)f(z)dzds = lim
h→0
V (h)−1E
[ ∫ t1
t0
1|Xs|<hf(X
2
s )ds
]
.
Proof. Let Sn = [max{ 1n , t0}, t1]× {x ∈ Rd : |x| ≤ n}. Note that
V (h)−1E[
∫ t1
t0
1|Xs|<hf(X
2
s )ds]
= V (h)−1
∫ t1
t0
∫
Rd
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dydzds. (7)
By continuity of p, we know that
lim
h→0
V (h)−1
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dy = p1(0, x1; s, z)p2(0, x2; s, z)f(z).
So, if we let h → 0 in (7) and justify changing the order of limit and integral on the right hand
side, we would get the desired result. Now, using the Ho¨lder continuity result in Theorem 3.1 and
uniform continuity of f ,
V (h)−1
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dy
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actually converges uniformly to p1(0, x1; s, z)p2(0, x2; s, z)f(z) in Sn. Therefore, we know that
lim
h→0
V (h)−1
∫
Sn
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dydzds
=
∫
Sn
lim
h→0
V (h)−1
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dydzds
=
∫
Sn
p1(0, x1; s, z)p2(0, x2; s, z)f(z)dzds
Now, we use the Theorem 3.1 to deduce that
V (h)−1
∫
(Sn)c
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dzdsdy
≤ V (h)−1e2Ct1
∫
(Sn)c
∫
|y−z|≤h
C2s−dexp{−|x1 − y|
2 − |x2 − z|2
Cs
}dzdsdy.
We would like to show that the right hand side in the above inequality converges to zero uniformly
in h as n → ∞. Now, if we let h < |x1−x2|2 and assume |y − z| ≤ h then we have, by triangle
inequality, that
|x1 − y|+ |x2 − z|+ |y − z| ≥ |x1 − x2|,
and thus
|x1 − y|+ |x2 − z| ≥ |x1 − x2|
2
.
Therefore, we also have
|x1 − y|2 + |x2 − z|2 ≥ |x1 − x2|
2
8
.
We can further deduce that
V (h)−1e2Ct1
∫
(Sn)c
∫
|y−z|≤h
C2s−dexp{−|x1 − y|
2 − |x2 − z|2
Cs
}dzdsdy
≤ C2e2Ct1
∫
(Sn)c
s−d min{e−|x1−x2|
2
8Cs , e−
|x1−y|2
Cs }dsdy.
Note that for sufficiently large m > 0, we have that for all |y| > m and 0 < s ≤ t1
s−de−
|x1−y|2
Cs ≤ t−d1 e−
|x1−y|2
Ct1 .
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Then we obtain
∫
|y|>m
∫ t1
0
s−d min{e−|x1−x2|
2
8Cs , e−
|x1−y|2
Cs }dsdy
≤ t1
∫
|y|>m
t−d1 e
− |x1−y|2
Ct1 dy <∞,
and
∫
|y|≤m
∫ t1
0
s−d min{e−|x1−x2|
2
8Cs , e−
|x1−y|2
Cs }dsdy
≤ V (m)
∫ t1
0
s−de−
|x1−x2|2
8Cs ds <∞.
Summing up, we have
∫
Rd
∫ t1
0
s−d min{e−|x1−x2|
2
8Cs , e−
|x1−y|2
Cs }dsdy <∞.
Thus,
C2e2Ct1
∫
(Sn)c
s−d min{e−|x1−x2|
2
8Cs , e−
|x1−y|2
Cs }dsdy → 0
and the convergence is uniform in h. Now, we use Ho¨lder continuity to obtain
lim
h→0
V (h)−1E(
∫ t1
t0
1|Xs|<hf(X
2
s )ds)
= lim
h→0
V (h)−1
∫ Rd ∫
|y−z|≤h
∫ t1
t0
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dsdydz
= lim
h→0
lim
n→∞V (h)
−1
∫
(Sn)
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dzdsdy
= lim
n→∞ limh→0
V (h)−1
∫
(Sn)
∫
|y−z|≤h
p1(0, x1; s, y)p2(0, x2; s, z)f(z)dzdsdy
= lim
n→∞
∫
(Sn)
p1(0, x1; s, y)p2(0, x2; s, y)f(y)dyds
=
∫ t1
t0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)f(z)dzds.
We could swap the order of limits in the third line to the fourth line because we have uniform
convergence of the integral.
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As mentioned earlier, it is intuitive to believe that during a small amount of time, the drift term
in the free motion won’t affect the transition density much. To formalize this idea, we will need
some estimates on the transition density of a Brownian motion with drift. The following theorem
provides us a tight bound for it.
Theorem 3.3. Consider
dXt = btdt+ dBt,
X0 = x,
where Bt is a standard Brownian motion in Rd and bt is an Ft adapted process and |bit| < C for
all t and i = 1, 2, . . . , d. Then for all t > 0 and all y ∈ Rd, the random variable Xt has a density
function ρ such that
1
(2pit)
d
2
d∏
i=1
(
∫ ∞
|xi−yi|/√t
ze−(z+C
√
t)2/2dz) ≤ ρ(t, y),
and
1
(2pit)
d
2
d∏
i=1
(
∫ ∞
|xi−yi|/√t
ze−(z−C
√
t)2/2dz) ≥ ρ(t, y),
and the two bounds are attained when bit = Csgn(X
i
t−yi) and when bit = Csgn(yi−Xit) respectively.
Moreover, ρ can be chosen to be locally Ho¨lder continuous.
Proof. In [25], they have shown that the above inequalities are true in the case when bt is a function
of Xt. Their method also works if bt is any Ft adapted process. They have shown that the two
bounds are attained when when bit = Csgn(X
i
t − yi) and when bit = Csgn(yi − Xit) respectively.
Now, denote p+y (0, x; t, z) for the transition density when b
i
t = Csgn(y
i −Xit) and p−y (0, x; t, z) for
the transition density when bit = Csgn(X
i
t − yi). Consider the measure Q under which the process
dXt = Csgn(y
i −Xit)dt+ dBt
in the usual measure is a standard Brownian motion. Then the process
dXt = btdt+ dBt
in the usual measure will be a Brownian motion with drift bt−Csgn(yi−Xit) under Q. Therefore,
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by Cameron-Martin formula, we can let ρ be such that
ρ(t, y)
p+y (0, x; t, y)
= Ex,y
{ d∏
i=1
exp[
∫ t
0
(bis − Csgn(yi −W is))dBis −
1
2
∫ t
0
(bis − Csgn(yi −W is))2ds]
}
,
where W is the motion satisfying
dW is = Csgn(y
i −W is)ds+ dBis
and Ex,y denotes the expectation conditioning on W0 = x and Wt = y. The conditional expectation
Ex,y can be shown to be well defined using Gaussian heat kernel estimation. In [16], they have
shown that for s < t, we can represent Bs by
Bis = B
′i
s +
∫ s
0
∂
∂W i
log[p+y (s,Ws; t, y)]ds,
for some unconditional Brownian motion B′. Also note that p+y (s,Ws; t, y) is non-increasing in
|W is − yi|. So, ∂∂W is log[p
+
y (s,Ws; t, y)] has same sign as y
i −W is . Also, bis ≤ C, so
[bis − Csgn(yi −W is)]
∂
∂W is
log[p+y (s,Ws; t, y)] ≤ 0.
Now, we can plug these in and obtain
ρ(t, y)
p+y (0, x; t, y)
= Ex,y
{ d∏
i=1
exp
{∫ t
0
(bis − Csgn(yi −W is))dB′is −
1
2
∫ t
0
(bis − Csgn(yi −W is))2ds
+
∫ t
0
(bis − Csgn(yi −W is))
∂
∂W i
log[p+y (s,Ws; t, y)]ds
}}
≤ Ex,y
{ d∏
i=1
exp[
∫ t
0
(bis − Csgn(yi −W is))dB′is −
1
2
∫ t
0
(bis − Csgn(yi −W is))2ds]
}
= 1.
This proves the upper bound for the density and the lower bound can be obtained similarly.
Now, we will use these bounds to prove the local Ho¨lder continuity of the transition density.
Intuitively, when t is small, C
√
t is also small and the two bounds in the theorem are close to each
other. This means that the drift has little influence on the transition kernel when t is small. So,
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if we condition on the distribution of the Xs for s slightly smaller than t, then because we know
that the transition kernel of a Brownian motion without drift is locally Ho¨lder continuous and
the drift term’s influence on the transition kernel is small, we expect that the probability density
function of Xt is also locally Ho¨lder continuous. Then we use tower law to express the expectation
of the probability density function of Xt without conditioning on Xs and that should also be locally
Ho¨lder continuous.
Now, we formalize this idea. Let s > 0 be fixed, and let Yt = Xt+s and Gt = Ft+s, then Y is a
Gt adapted process satisfying the conditions in the theorem. So, the random variable Yt conditional
on Xs = u has a density function, ρ¯s,u(t, y), satisfying
ρ¯s,u(t, y) ≤ 1
(2pit)
d
2
d∏
i=1
(
∫ ∞
|ui−yi|/√t
we−(w−C
√
t)2/2dw)
and
ρ¯s,u(t, y) ≥ 1
(2pit)
d
2
d∏
i=1
(
∫ ∞
|ui−yi|/√t
we−(w+C
√
t)2/2dw),
where u denotes the position Xs. Now, let |y− z| <  for some sufficiently small positive , we have
for s < t,
ρ(t, y) =
∫
Rd
ρ(s, u)ρ¯s,u(t− s, y)du,
and
ρ(t, y)− ρ(t, z) =
∫
Rd
ρ(s, u)[ρ¯s,u(t− s, y)− ρ¯s,u(t− s, z)]du.
If we let s = t− , then we have
ρ¯s,u(t− s, y) ≤ 1
(2pi)
d
2
d∏
i=1
(
∫ ∞
|ui−yi|/√
we−(w−C
√
)2/2dw)
=
1
(2pi)
d
2
d∏
i=1
(
∫ ∞
|ui−yi|/√−C√
(w + C
√
)e−w
2/2dw)
Because
e−
(|ui−yi|/√−C√)2
2 =
∫ ∞
|ui−yi|/√−C√
we−w
2/2dw,
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we have
1
(2pi)
d
2
d∏
i=1
(
∫ ∞
|ui−yi|/√−C√
(w + C
√
)e−w
2/2dw)
=
1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 (
∫∞
|ui−yi|/√−C√(w + C
√
)e−w2/2dw∫∞
|ui−yi|/√−C√we
−w2/2dw
)].
Now, consider the function
f(x) =
∫∞
x (w + C
√
)e−w2/2dw∫∞
x we
−w2/2dw
,
we have
f(x)
dx
=
xe−x2/2
∫∞
x (w + C
√
)e−w2/2dw − (x+ C√)e−x2/2 ∫∞x we−w2/2dw
(
∫∞
x we
−w2/2dw)2
=
e−x2/2
∫∞
x [x(w + C
√
)− (x+ C√)w]e−w2/2dw
(
∫∞
x we
−w2/2dw)2
=
e−x2/2
∫∞
x [xC
√
− wC√]e−w2/2dw
(
∫∞
x we
−w2/2dw)2
≤ 0.
So, f is a non-increasing function and thus
1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 (
∫∞
|ui−yi|/√−C√(w + C
√
)e−w2/2dw∫∞
|ui−yi|/√−C√we
−w2/2dw
)]
≤ 1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 (
∫∞
−C√(w + C
√
)e−w2/2dw∫∞
−C√we
−w2/2dw
)]
=
1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 (1 +
C
√

∫∞
−C√ e
−w2/2dw∫∞
−C√we
−w2/2dw
)]
≤ 1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 (1 +
C
√

∫∞
−C e
−w2/2dw∫∞
−C we
−w2/2dw
)]
≤ 1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 (1 + c
√
)].
for some constant c which does not depend on u. Now we will denote c as a constant depending
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only on C and d and its value might change from line to line. This concludes that
ρ¯s,u(t− s, y) ≤ 1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 (1 + c
√
)]. (8)
Similarly, we have
ρ¯s,u(t− s, z) ≥ 1
(2pi)
d
2
d∏
i=1
(
∫ ∞
|ui−yi|/√
we−(w+C
√
)2/2dw)
=
1
(2pi)
d
2
d∏
i=1
(
∫ ∞
|ui−yi|/√+C√
(w − C√)e−w2/2dw)
=
1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√+C√)2
2 (
∫∞
|ui−yi|/√+C√(w − C
√
)e−w2/2dw∫∞
|ui−yi|/√+C√we
−w2/2dw
)]
≥ 1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√+C√)2
2 (
∫∞
0 (w − C
√
)e−w2/2dw∫∞
0 we
−w2/2dw
)]
=
1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√+C√)2
2 (1− C
√

∫∞
0 e
−w2/2dw∫∞
0 we
−w2/2dw
)]
≥ 1
(2pi)
d
2
d∏
i=1
[e−
(|ui−yi|/√+C√)2
2 (1− c√)].
So, if |u− y| ≤ 1/4, then we have
ρ¯s,u(t− s, y)
ρ¯s,u(t− s, z) ≤
1 + c
√

1− c√
d∏
i=1
[e−
(|ui−yi|/√−C√)2
2 e
(|ui−zi|/√+C√)2
2 ]
≤ 1 + c
√

1− c√
d∏
i=1
ec
1
4
≤ 1 + c 14 .
If |u− y| ≥ 1/4, then we simply have
ρ¯s,u(t− s, y) ≤ c− d2 e−
c√
 ≤ ,
say. So, for general u ∈ Rd, we would have
ρ¯s,u(t− s, y)− ρ¯s,u(t− s, z) ≤ c1/4ρ¯s,u(t− s, z) + .
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Thus, we have
ρ(t, y)− ρ(t, z) =
∫
Rd
ρ(s, u)[ρ¯s,u(t− s, y)− ρ¯s,u(t− s, z)]du
≤
∫
Rd
ρ(s, u)[c1/4ρ¯s,u(t− s, z) + ]du
= c1/4ρ(t, z) + .
Similarly, we have
ρ(t, z)− ρ(t, y) ≤ c1/4ρ(t, z) + ,
which gives the local Ho¨lder continuity of ρ in y.
Now, we will use the same idea to obtain the local Ho¨lder continuity of ρ in t. Let 0 < t2−t1 ≤ 
and let t1 − s =
√
. Then we have
ρ¯s,u(t1 − s, y) ≤ 1
(2pi
√
)
d
2
d∏
i=1
[e−
(|ui−yi|−
1
4−C
1
4 )2
2 (1 + c
1
4 )]
and
ρ¯s,u(t2 − s, y) ≥ 1
[2pi(
√
+ )]
d
2
d∏
i=1
[e−
[|ui−yi|(+√)−
1
2 +C(
√
+)
1
2 ]2
2 (1− c1/4)].
When |u− y| ≤  18 , we have
[|ui − yi|(+√)− 12 + C(√+ ) 12 ]2
= |ui − yi|(+√)−1 + 2C|ui − yi|+ C2(√+ )
≤ |ui − yi|− 12 + c 18
≤ (|ui − yi|− 14 − C 14 )2 + c 18 .
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Therefore, we can deduce
1
[2pi(
√
+ )]
d
2
d∏
i=1
[e−
[|ui−yi|(+√)−
1
2 +C(
√
+)
1
2 ]2
2 (1− c 14 )]
≥ 1
(2pi
√
)
d
2 (1 +
√
)
d
2
d∏
i=1
[e−
(|ui−yi|−
1
4−C1/4)2+c
1
8
2 (1− c 14 )]
≥ (1−  18 ) 1
(2pi
√
)
d
2
d∏
i=1
[e−
(|ui−yi|−
1
4−C
1
4 )2
2 ].
This gives us
ρ¯s,u(t1 − s, y)
ρ¯s,u(t2 − s, y) ≤ 1 + c
1
8 .
Again, when |u− y| ≥  18 , we have
ρ¯s,u(t1 − s, y) ≤ c− d4 e−c
− 14 ≤ .
So, for general u ∈ Rd, we would have
ρ¯s,u(t1 − s, y)− ρ¯s,u(t2 − s, y) ≤ c1/8ρ¯s,u(t2 − s, y) + .
Thus, we have
ρ(t1, y)− ρ(t2, y) =
∫
Rd
ρ(s, u)[ρ¯s,u(t1 − s, y)− ρ¯t2,u(t2 − s, y)]du
≤
∫
Rd
ρ(s, u)[c1/8ρ¯s,u(t2 − s, y) + ]du
= c1/8ρ(t2, y) + .
Similarly, we would have
ρ(t2, y)− ρ(t1, y) ≤ c1/8ρ(t2, y) + 
and this proves that the transition density is locally Ho¨lder continuous in t.
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3.3 Proof of Theorem 2.1
Now, we can start proving Theorem 2.1. As mentioned earlier, in [20], Norris has already proved
the result in the case when particles’ free motions are pure Brownian. Our proof of Theorem 2.1
will be based on his approach and we will use Corollary 3.2 to deal with the diffusivity term that
depends on the position of the particles and use Theorem 3.3 to deal with the drift term.
Proof. From now on, we shall write C as a constant depending only on d and R, and the value of
C might change from line to line. We set X(t) = X1(t) −X2(t). As ai are scalars, we would like
to use Dubins-Schwarz theorem to relate X to a Brownian motion with drift. Let
A(t) =
∫ t
0
[a1(X
1(s)) + a2(X
2(s))]ds.
So, A(t) is the quadratic variation process of X(t). Set τt be the stopping time such that A(τt) = t,
then we have
dt = dA(τt) = [a1(X
1(τt)) + a2(X
2(τt))]dτt.
Let Y (t) = X(τt) and
Bt =
∫ τt
0
√
a1(X1(s))dB
1
s −
∫ τt
0
√
a2(X2(s))dB
2
s .
Then we have, by Dubins-Schwarz theorem, that B is a Brownian motion and
dBt =
√
a1(X1(s))dB
1
τt −
√
a2(X2(s))dB
2
τt .
Note that A(t) is continuous and strictly increasing and goes from 0 to infinity, we have τA(t) = t
and Y (A(t)) = X(τA(t)) = X(t). Moreover, let
b(t) =
b1(X
1
τt)− b2(X2τt)
a1(X1τt) + a2(X
1
τt)
,
31
we have
dY (t) = dX1(τt)− dX2(τt)
=
√
a1(X1(τt))dB
1(τt) + b1(X
1
τt)d(τt)−
√
a2(X2(τt))dB
2(τt)− b2(X2τt)d(τt)
= dBt + [b1(X
1
τt)− b2(X2τt)][a1(X1τt) + a2(X1τt)]−1dt
= dBt + b(t)dt.
Because |bi|’s are bounded above by R and ai’s are bounded below by R−1, we have |b| is bounded
above by R2. The above equality relates Xt to a Brownian motion with bounded drift, which we
can then deal with using Theorem 3.3.
Now, we look back at the derivation of (6). To make the argument rigorous, it remains to show
that Mt is uniformly bounded up to T . Using Theorem 3.1, we have when s, T > t > 0,
p1(t,X
1
t ; s, z)p2(t,X
2
t ; s, z) ≤ C(s− t)−deC(s−t) exp(−
|X1t − z|2 + |X2t − z|2
C(s− t) )
≤ C(s− t)−deCs exp(−|X
1
t −X2t |2
4C(s− t) )
≤ C(s− t)−deCs exp(− r
2
N
4C(s− t)),
which is indeed bounded in t. We will now estimate the right hand side of equation (6). We will
show that the contribution when s is ”far” from T or when z is ”far” from X(T ) to the integral
inside the expectation is small so that we can approximate it by
g(T,X(T ))
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds.
Then, by using Corollary 3.2 we can relate the above integral with the expectation of a functional
of X. Let ρ(s, .) be the probability density of Y (s). We can then use the relation Y (A(t)) = X(t)
to write it as a functional of Y and use the same idea as in Corollary 3.2 again to approximate
it as an integral involving ρ instead of pi. Finally, when s is ”close” to T , we will use Theorem
3.3 to approximate ρ as the transition density of a standard Brownian motion which we can then
evaluate.
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We first claim that
∫ R
2
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds ≤ C2−d. (9)
Because we assumed ai to be Ho¨lder continuous, and thus also uniformly continuous, we can use
Corollary 3.2 to obtain
∫ R
2
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
= lim
h→0
V (h)−1E[
∫ R
2
1|Xs|<ha(X
2
s )ds].
By uniform continuity of ai, we can also deduce
lim
h→0
V (h)−1E[
∫ R
2
1|Xs|<ha(X
2
s )ds]
= lim
h→0
V (h)−1E[
∫ R
2
1|Xs|<h(a1(X
2
s ) + a2(X
2
s ))ds]
= lim
h→0
V (h)−1E[
∫ R
2
1|Xs|<h(a1(X
1
s ) + a2(X
2
s ))ds].
Now, recall that Y (A(t)) = X(t) and
dA(τt) = [a1(X
1(τt)) + a2(X
2(τt))]dτt,
2R−1 ≤ [a1(X1(τt)) + a2(X2(τt))] ≤ 2R,
we have
lim
h→0
V (h)−1E[
∫ R
2
1|Xs|<h(a1(X
1
s ) + a2(X
2
s ))ds]
= lim
h→0
V (h)−1E[
∫ R
2
1|YA(s)|<h(a1(X
1
s ) + a2(X
2
s ))ds]
= lim
h→0
V (h)−1E(
∫ R
2
1|YA(s)|<hdA(s))
≤ lim
h→0
V (h)−1E(
∫ 2R2
2R−12
1|Ys|<hds).
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Because limh→0 V (h)−1E(1|Ys|<h) converges uniformly in s ∈ [2R−12, 2R2] to ρ(s, 0), we have
lim
h→0
V (h)−1E(
∫ 2R2
2R−12
1|Ys|<hds)
= E(
∫ 2R2
2R−12
lim
h→0
V (h)−11|Ys|<hds)
=
∫ 2R2
2R−12
ρ(s, 0)ds.
Now, using the result from Theorem 3.3, we have for 2R−12 < s < 2R2,
ρ(s, 0) ≤ 1
(2pis)
d
2
d∏
i=1
(
∫ ∞
|x1−x2|/√s
ze−(z−C
√
s)2/2dz)
≤ Cs− d2
d∏
i=1
(
∫ ∞
0
ze−(z−CR)
2/2dz)
≤ Cs− d2 .
So, we have ∫ 2R2
2R−12
ρ(s, 0)ds ≤ C
∫ 2R2
2R−12
s−
d
2 ≤ C2−d,
as required.
Now, we claim that when |x1 − x| ≤ 2 and |x2 − x| ≤ 2 , then∫ R
0
∫
|z−x|>
p1(0, x1; s, z)p2(0, x2; s, z)dzds ≤ C2−d. (10)
For this, we can just apply Theorem 3.1 to obtain
∫ R
0
∫
|z−x|>
p1(0, x1; s, z)p2(0, x2; s, z)dzds
≤
∫ R
0
∫
|z−x|>
C2s−d exp{−|x1 − z|
2 + |x2 − z|2
Cs
}e2Csdzds
≤
∫ R
0
∫
|z−x|>
C2e2CRs−d exp{−|x1 − z|
2 + |x2 − z|2
Cs
}dzds
≤ C
∫
|z−x|>
∫ R
0
s−d exp{−|x1 − z|
2 + |x2 − z|2
Cs
}dsdz.
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Substitute u = s|x1−z|2+|x2−z|2 , we have
C
∫
|z−x|>
∫ R
0
s−d exp{−|x1 − z|
2 + |x2 − z|2
Cs
}dsdz
≤ C
∫
|z−x|>
(|x1 − z|2 + |x2 − z|2)−d+1
∫ R
|x1−z|2+|x2−z|2
0
u−d exp{− 1
Cu
}dudz
≤ C
∫
|z−x|>
(|x1 − z|2 + |x2 − z|2)−d+1
∫ ∞
0
u−d exp{− 1
Cu
}dudz
≤ C
∫
|z−x|>
((|z − x| − 
2
)2)−d+1dz
≤ C
∫ ∞

rd−1((r − 
2
)2)−d+1dr
≤ C
∫ ∞

rd−1((r)2)−d+1dr
≤ C2−d,
as required.
Combining (9) and (10) we can estimate the integral on the right hand side of (6) by
∣∣ ∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)g(s, z)K(z)dzds
− g(T,X(T ))
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds
∣∣
≤ C2−d + φg()
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds, (11)
provided T < R. So, we will now aim to estimate the value of
∫ R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)K(z)dzds.
By the same argument as earlier, we have
∫ 2
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
= lim
h→0
V (h)−1E(
∫ 2
0
1|YA(s)|<hdA(s))
≥
∫ R−12
0
ρ(s, 0)ds,
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and ∫ 2
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds ≤
∫ 2R2
0
ρ(s, 0)ds.
Next, we will use Theorem 3.3 to approximate ρ(t, 0) for small t. Let q be the transition density
of a standard Brownian motion in Rd, and suppose 2|x1 − x2| < , then for t ≤ R2 we can use
similar derivation as in (8) to obtain
ρ(t, 0) ≥ 1
(2pit)
d
2
d∏
i=1
[e−
(|xi1−xi2|/
√
t+C
√
t)2
2 (1− C√t)]
≥ 1
(2pit)
d
2
d∏
i=1
e−
(|xi1−xi2|/
√
t)2
2 e−
2C(|xi1−xi2|)+C2t
2 (1− C)
≥ 1
(2pit)
d
2
d∏
i=1
[e−
(|xi1−xi2|/
√
t)2
2 ](1− C)
≥ q(0, x1 − x2; t, 0)(1− C),
and
ρ(t, 0) ≤ 1
(2pit)
d
2
d∏
i=1
[e−
(|xi1−xi2|/
√
t−C√t)2
2 (1 + C
√
t)]
≤ 1
(2pit)
d
2
d∏
i=1
e−
(|xi1−xi2|/
√
t)2
2 e
2C(|xi1−xi2|)−C2t
2 (1 + C)
≤ 1
(2pit)
d
2
d∏
i=1
[e−
(|xi1−xi2|/
√
t)2
2 ](1 + C)
≤ q(0, x1 − x2; t, 0)(1 + C).
Note that ∫ ∞
0
q(0, x1 − x2; s, 0)ds =
∫ ∞
0
1
(2pit)
d
2
e−
|x1−x2|2
2t dt.
We now make the substitution u = t|x1−x2|2 and recall that
1
cd
=
∫ ∞
0
1
(2pit)
d
2
e−
1
2tdt
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to obtain
∫ ∞
0
1
(2pit)
d
2
e−
|x1−x2|2
2t dt
= |x1 − x2|2−d
∫ ∞
0
1
(2piu)
d
2
e−
1
2udu
=
1
cd
|x1 − x2|2−d.
We also know that
∫ ∞
R−12
q(0, x1 − x2; s, 0)ds ≤
∫ ∞
R−12
1
(2pis)
d
2
ds ≤ C2−d,
and thus we have for 2 ≤ t ≤ R,
|x1 − x2|2−d − cd
∫ t
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
≤ |x1 − x2|2−d − cd
∫ 2
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
≤ |x1 − x2|2−d − cd
∫ R−12
0
ρ(s, 0)ds
≤ |x1 − x2|2−d − (1− C)cd
∫ R−12
0
q(0, x1 − x2; s, 0)ds
≤ |x1 − x2|2−d − (1− C)cd[
∫ ∞
0
q(0, x1 − x2; s, 0)ds−
∫ ∞
R−12
q(0, x1 − x2; s, 0)ds]
≤ |x1 − x2|2−d − (1− C)cd[ |x1 − x2|
2−d
cd
− C2−d]
≤ C2−d + C|x1 − x2|2−d.
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By a similar method we can obtain for 2 ≤ t ≤ R,
cd
∫ t
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds− |x1 − x2|2−d
≤ cd
∫ 2
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds− |x1 − x2|2−d
+ cd
∫ R
2
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
≤ cd
∫ 2R2
0
ρ(s, 0)ds− |x1 − x2|2−d + C2−d
≤ cd(1 + C)
∫ 2R2
0
q(0, x1 − x2; s, 0)ds− |x1 − x2|2−d + C2−d
≤ cd(1 + C)
∫ ∞
0
q(0, x1 − x2; s, 0)ds− |x1 − x2|2−d + C2−d
≤ cd(1 + C) |x1 − x2|
2−d
cd
− |x1 − x2|2−d + C2−d
≤ C|x1 − x2|2−d + C2−d.
From these combined with (9) and (10) , we will have that if |x1 − x| ≤ 2 and |x2 − x| ≤ 2 ,
then for 2 ≤ t ≤ R,
∣∣∣∣g(0, x)|x1 − x2|2−d − cd ∫ t
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)g(s, z)dzds
∣∣∣∣
≤ |g(0, x)|(∣∣|x1 − x2|2−d − cd ∫ t
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
∣∣)
+
∣∣cd ∫ t
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)|g(s, z)− g(0, x)|dzds
∣∣
≤ ‖g‖(C2−d + C|x1 − x2|2−d) +
∣∣cd ∫ 2
0
∫
|z−x|≤
p1(0, x1; s, z)p2(0, x2; s, z)a(z)|g(s, z)− g(0, x)|dzds
∣∣
+
∣∣cd ∫ 2
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)|g(s, z)− g(0, x)|dzds
∣∣
+
∣∣cd ∫ t
0
∫
|z−x|≥
p1(0, x1; s, z)p2(0, x2; s, z)a(z)|g(s, z)− g(0, x)|dzds
∣∣
≤ ‖g‖(C2−d + C|x1 − x2|2−d) + φg()cd
∫ t
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
≤ ‖g‖(C2−d + C|x1 − x2|2−d) + φg()|x1 − x2|2−d.
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Recall K(z) = cda(z)r
d−2 and on the event {T < R} we have X1T −X2T = rN−
1
d−2 . Therefore,
|Ng(T,X(T ))−
∫ R
T
∫
Rd
K(z)p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)g(s, z)dzds| (12)
= rd−2
∣∣g(T,X(T ))|X1T −X2T |2−d − cd ∫ R
T
∫
Rd
a(z)p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)g(s, z)dzds
∣∣
= rd−2
∣∣g(T,X(T ))|X1T −X2T |2−d − cd ∫ (R−T )
0
∫
Rd
a(z)p1(0, X
1
T ; s, z)p2(0, X
2
T ; s, z)g(s, z)dzds
∣∣
≤ C[2−d‖g‖+N(φg() + )].
Recall (6), we have
|NE(g(T,X(T ))1T<R)−
∫ R
0
∫
Rd
K(z)p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds| (13)
≤ C[2−d‖g‖+N(+ φg())]P(T ≤ R).
Now, we will give a bound on P(T ≤ R). We have
∫ 2R
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds
= E[
∫ 2R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)a(z)dzds]
≥ E[1T<R
∫ T+R
T
∫
Rd
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)a(z)dzds].
Using the result from Theorem 3.1 we would have
∫ T+R
T
p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)a(z)dzds
≥ 1
C
∫
Rd
∫ R
0
s−d exp{−C |X
1
T − z|2 + |X2T − z|2
s
}dsdz
≥ (rN
−1/(d−2))2−d
C
≥ N
C
.
Therefore, we have
NP(T ≤ R) ≤ C
∫ 2R
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds.
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Now, using Theorem 3.1 and similar argument as earlier, we obtain
∫ 2R
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)a(z)dzds. ≤ C
∫ 4R2
0
ρ(s, 0)ds ≤ C
∫ 4R2
0
s−
d
2 e−
|x1−x2|2
Cs ds.
By substituting u = Cs|x1−x2|2 , we have
C
∫ 4R2
0
s−
d
2 e−
|x1−x2|2
Cs ds
≤ C|x1 − x2|2−d
∫ 4R2
0
u−
d
2 e
−1
u du
≤ C|x1 − x2|2−d.
So, we conclude that
P(T ≤ R) ≤ C
N
(|x1 − x2|)2−d.
Plugging this into (13), we obtain
|NE(g(T,X(T ))1T<R)−
∫ R
0
∫
Rd
K(z)p1(T,X
1
T ; s, z)p2(T,X
2
T ; s, z)g(s, z)dzds|
≤ C[2−d‖g‖/N + + φg()](|x1 − x2|)2−d,
as desired.
3.4 Application
As an application, we now prove Corollary 2.2.
Proof. We first look at the limit
lim
λ→0
lim
N→∞
NE(g(T,XλT )1T<R).
For fixed λ, Theorem 2.1 provides us the limit of NE(g(T,XλT )1T<R as N →∞. Then we can use
homogenization results for Brownian motions under periodic drift to find the limit as λ→ 0.
For i = 1, 2, let pλi be the transition density of X
λ
i . It is known that
pλi (0, x1; s, z)→ pi(0, x1; s, z)
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pointwise as λ→ 0, see [13] for example. On the other hand, Theorem 2.1 tells us that
lim
N→∞
|NE(g(T,XλT )1T<R)−
∫ R
0
∫
Rd
Kpλ1(0, x1; s, z)p
λ
2(0, x2; s, z)g(s, z)dzds| → 0.
Now, we want to prove that
∫ R
0
∫
Rd
pλ1(0, x1; s, z)p
λ
2(0, x2; s, z)g(s, z)dzds→
∫ R
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds,
as λ→ 0. We know that
pλ1(0, x1; s, z)p
λ
2(0, x2; s, z)g(s, z)→ p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)
pointwise as λ→ 0. The results in [18] suggests that, for t ≤ R,
pλi (0, x; t, y) ≤ Ct−d/2 exp{−|y − x|2/Ct},
for some constant C independent of λ. So, we have
pλ1(0, x1; s, z)p
λ
2(0, x2; s, z)g(s, z) ≤ Ct−d exp{−(|z − x1|2 + |z − x2|2)/Ct}
≤ Ct−d exp{−(|z − x1 + x2
2
|2 + |x1 − x2|
2
2
)/Ct}.
Therefore,
∫
Rd
Cs−d exp{(−|z − x1|2 − |z − x2|2)/Cs}dz
≤
∫
Rd
Cs−d exp{−(|z − x1 + x2
2
|2 + |x1 − x2|
2
2
)/Cs}dz
≤ e− |x1−x2|
2
Cs
∫
Rd
Cs−d exp{−(|z − x1 + x2
2
|2)/Cs}dz
≤ Cs−d/2e− |x1−x2|
2
Cs .
Now, because lims→0Cs−d/2e−
|x1−x2|2
Cs = 0 and Cs−d/2e−
|x1−x2|2
Cs is continuous in s ≥ 0, we know
that
sup
0≤s≤R
∫
Rd
Cs−d exp{(−|z − x1|2 − |z − x2|2)/Cs}dz <∞,
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and thus ∫ R
0
∫
Rd
Cs−d exp{(−|z − x1|2 − |z − x2|2)/Cs}dzds <∞.
Then, by dominated convergence theorem, we obtain
∫ R
0
∫
Rd
pλ1(0, x1; s, z)p
λ
2(0, x2; s, z)g(s, z)dzds→
∫ R
0
∫
Rd
p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds.
Therefore, we can conclude
lim
λ→0
lim
N→∞
|NE(g(T,XλT )1T<R)−
∫ R
0
∫
Rd
Kp1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds| → 0,
as desired.
Now, we consider the limit
lim
N→∞
lim
λ→0
NE(g(T,XλT )1T<R).
It is known [23] that the processes Xλi converge weakly to X
i with Xi Brownian motions with
diffusivities a¯i. We can view g1T<R as a functional on the processes X
1 and X2. Moreover, g is
continuous at (X1, X2) unless one of the following events happens:
(i) T = R
(ii) X1 or X2 is not continuous
(iii)T < R and there exists  > 0 such that infT≤t≤T+ |X1t −X2t | = rN−1/(d−2).
Because all these events happen with probability 0, we know that g(T,X(T )) is a bounded and
almost everywhere continuous functional on X1 and X2. Therefore, by weak convergence we have
lim
λ→0
E(g(T,XλT )) = E(g(T¯ ,XT¯ )),
where T¯ is the collision time of two Brownian particles with diffusivities a¯1 and a¯2 respectively and
XT¯ is their centre of mass at time T¯ . Using Theorem 2.1 again we have
lim
N→∞
lim
λ→0
|NE(g(T,XλT )1T<R)−
∫ R
0
∫
Rd
K¯p1(0, x1; s, z)p2(0, x2; s, z)g(s, z)dzds| → 0,
as required.
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4 Estimates for Ornstein-Uhlenbeck particles
We consider in this section two particles starting from x1 and x2. For i = 1, 2 let V
N
i and X
N
i
be their velocities and positions respectively and we assume they are modelled by the Ornstein-
Uhlenbeck processes satisfying
dV Ni (t) = NbidB
i
t −NτiV Ni dt,
dXNi (t) = V
N
i (t)dt.
As N tends to infinity, the position XNi converges weakly to a Brownian motion and the rate of
the convergence is fixed. So, if we let the radii of the particles decrease slowly enough with N , the
collision will happen in similar way as in the Brownian case. However, if we consider the case when
the radii of the particles decrease sufficiently fast, then when the two particles come close, they are
likely to move away from each other with almost constant velocities. We will exploit this to find
the collision estimates. In the Brownian case, when two particles come close to each other, they
are likely to stay around for a bit longer and will thus have more chance to collide. As a result, the
scale of the collision rate will be smaller in the Ornstein-Uhlenbeck case. The aim of this section is
to investigate the collision distribution for the Ornstein-Uhlenbeck particles and compare the result
with the Brownian case.
4.1 Proof of Theorem 2.3
Our strategy for proving Theorem 2.3 is to first consider the case where the particles just
continue their free motions after they collide and allow them to recollide later. We will divide the
time interval [t0, t1] into little time intervals, so that in each little interval the velocities of the
particles are unlikely to change much. Then, we can make good predictions about whether and
where the particles are going to collide in a time interval based on their positions and velocities at
the start of the interval. Also, we know the distribution of positions and velocities of the particles
at any time, so we can estimate the distribution of the time and place where the particles collide.
Then, we will show that allowing the particles to recollide won’t change our estimation by much
because the particles are very unlikely to collide more than once anyway. This is because after the
particles collide, they are likely to continue their free motions with almost constant velocities for
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a small amount of time and this time turns out to be enough for them to get far away from each
other so that they are unlikely to collide again. Now, we will start our proof.
Proof. We shall write C as a constant, and CN as a sequence of constants such that CN → 0 as
N → ∞. We allow the values of C and CN to change from line to line. We know that when
t1 ≥ t ≥ t0, (V Ni , XNi ) are bivariate normally distributed with
V ar(V Ni ) =
Nb2i
2τi
(1− e−2Nτit),
V ar(XNi ) =
b2i
τ2i
(t− 2− 2e
−Nτit
Nτi
+
1− e−2Nτit
2Nτi
)
Cov(XNi , V
N
i ) =
b2i
2τ2i
(1− 2e−Nτit + e−2Nτit).
As an approximation, we have
|V ar(V Ni )−
Nb2i
2τi
| ≤ C
N
,
|V ar(XNi )−
b2i t
τ2i
| ≤ C
N
,
|Cov(XNi , V Ni )−
b2i
2τ2i
| ≤ C
N
.
Now, we choose a constant  > 0 depending on α, which is sufficiently small for all needs in the
remaining of the proof. Let k = 12 − , β = 12 − 2 and m = 12 + . Then we can choose a constant
λ such that
2(k − 1) > λ > 2
9
(m− 2α− 4).
Let hN =
(t1−t0)
bNβ/rN c and t
N
i = ihN − hN . We subdivide (t0, t1] into SN1 , SN2 , ..., SNbNβ/rN c where
SNi = (t
N
i , t
N
i+1]. Let A
N
i be the event that |XN1 (t)−XN2 (t)| ≤ rN for some t ∈ SNi but |XN1 (tNi )−
XN2 (t
N
i )| > rN . So, ANi can be understood as the event the particles collide during SNi . We let BNi
be the following event
BNi ={|V N1 (tNi )− V N2 (tNi )| > Nk} ∩ {max{|V N1 (tNi )|, |V N2 (tNi )|} < Nm}
∩ {|XN1 (tNi )−XN2 (tNi )| > rN}
∩ {∃0 ≤ t ≤ hN : |XN1 (tNi )−XN2 (tNi ) + t(V N1 (tNi )− V N2 (tNi ))| ≤ rN}.
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So, BNi is the event that at the start of S
N
i , the particles’ speeds are not too fast, their relative speed
is not too slow and they would collide if their relative velocity doesn’t change during SNi . The event
BNi can be determined by V
N
i (t
N
i ) and X
N
i (t
N
i ) and we want to use B
N
i to approximate A
N
i and
estimate the probability of BNi happening. Informally, for technical reasons, as the typical speeds of
the particles are of order
√
N , we want to ignore the probability that either {|V N1 (tNi )−V N2 (tNi )| >
Nk} or max{|V N1 (tNi )|, |V N2 (tNi )|} < Nm} happens. Moreover, SNi is a small time interval during
which the velocities of the particles are unlikely to change much, and thus we want to approximate
ANi by
{|XN1 (tNi )−XN2 (tNi )| > rN} ∩ {∃0 ≤ t ≤ hN : |XN1 (tNi )−XN2 (tNi ) + t(V N1 (tNi )− V N2 (tNi ))| ≤ rN}.
We will start by estimating the probability that BNi happens. For v ∈ Rd, let
DN (v) = {x ∈ Rd : |x| ≥ rN} ∩ {∃0 ≤ t ≤ hN : |x+ tv| ≤ rN}.
Note that
V ol(DN (v)) = |v|(rN )d−1V ol(Sd−1)hN , (14)
where Sd−1 is the d− 1 dimensional sphere with radius 1. Also, we have
sup
|v|<Nm
( sup
x∈DNv
|x|) ≤ CNm−β.
Now, let V¯ Ni = N
− 1
2V Ni , and let p
N
i be the transition density of (V¯
N
i , X
N
i ). Then we have (V¯
N
i , X
N
i )
is bivariate normally distributed with
|V ar(V¯ Ni )−
b2i
2τi
| ≤ C
N
,
|V ar(XNi )−
b2i t
τ2i
| ≤ C
N
,
|Cov(XNi , V¯ Ni )| ≤
C√
N
.
So, we know the limiting distribution of (V¯ Ni , X
N
i ). Let H
N = {v, u ∈ Rd : Nk− 12 < |v−u|; |v|, |u| <
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Nm−
1
2 }, we have
P(BNi ) =
∫
HN
∫
Rd
∫
y−z∈DN (N 12 (u−v))
pN1 (0, 0, x1; t
N
i , u, y)p
N
2 (0, 0, x2; t
N
i , v, z)dydzdvdu. (15)
Let fi denote the probability density function of a normal random variable in Rd with mean zero
and variance
b2i
2τi
and let f be the probability density function of a normal random variable with
mean zero and variance
b21
2τ1
+
b22
2τ2
. Then we have
(1 + CCN )q2(0, x2; t
N
i (1 + C
N ), z)f2(
v
1 + CN
)
≥ pN2 (0, 0, x2; tNi , v, z)
≥ (1− CCN )q2(0, x2; tNi (1− CN ), z)f2(
v
1− CN ).
Now, assume without loss of generality that x1 = 0, then for {u, v} ∈ HN and y−z ∈ DN (N 12 (u−v))
we have
(1 + CCN )q1(0, 0; t
N
i (1 + C
N ), z
(|z| − CN )+
|z| )f1(
u
1 + CN
)
≥ pN1 (0, 0, 0; tNi , u, y)
≥ (1− CCN )q1(0, 0; tNi (1− CN ), z
(|z|+ CN )
|z| )f1(
u
1− CN ).
Combining these inequalities with (14) and (15), we have
P(BNi ) =
∫
HN
∫
Rd
∫
y−z∈DN (N 12 (u−v))
pN1 (0, 0, x1; t
N
i , u, y)p
N
2 (0, 0, x2; t
N
i , v, z)dydzdvdu
≤
∫
HN
∫
Rd
V ol(DN (N
1
2 (u− v)))(1 + CCN )q1(0, 0; tNi (1 + CN ), z
(|z| − CN )+
|z| )f1(
u
1 + CN
)
· (1 + CCN )q2(0, x2; tNi (1 + CN ), z)f2(
v
1 + CN
)dzdvdu
≤
∫
HN
∫
Rd
|N 12 (u− v)|(rN )d−1V ol(Sd−1)hN (1 + CN )q1(0, 0; tNi (1 + CN ), z
(|z| − CN )+
|z| )f1(
u
1 + CN
)
· (1 + CCN )q2(0, x2; tNi (1 + CN ), z)f2(
v
1 + CN
)dzdvdu
≤ N 12 (rN )d−1V ol(Sd−1)hN (1 + CCN )
∫
HN
|u− v|f1( u
1 + CN
)f2(
v
1 + CN
)dudv
·
∫
Rd
q1(0, 0; t
N
i (1 + C
N ), z
(|z| − CN )+
|z| )q2(0, x2; t
N
i (1 + C
N ), z)dz.
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Recall that hN =
t1−t0
bNβ/rN c , we have
(rN )
−dN−
1
2
+βP(BNi ) (16)
≤ V ol(Sd−1)(t1 − t0)
∫
HN
|u− v|f1( u
1 + CN
)f2(
v
1 + CN
)dvdu
·
∫
Rd
(1 + CCN )q2(0, x2; t
N
i (1 + C
N ), z)q1(0, 0; t
N
i (1 + C
N ), z
(|z| − CN )+
|z| )dz.
Now, note that for N sufficiently large, we have
1(u,v)∈HN |u− v|f1(
u
1 + CN
)f2(
v
1 + CN
) ≤ |u− v|f1(u
2
)f2(
v
2
),
which is integrable over Rd × Rd and also
1(u,v)∈HN |u− v|f1(
u
1 + CN
)f2(
v
1 + CN
)→ |u− v|f1(u)f2(v)
pointwise. Thus, by dominated convergence theorem, we have
∫
HN
|u− v|f1( u
1 + CN
)f2(
v
1 + CN
)dvdu (17)
≤
∫
Rd
∫
Rd
|u− v|f1(u)f2(v)dvdu+ CN
≤
∫
Rd
|v|f(v)dv + CN .
Because f is the probability density function of a normal random variable in Rd with variance
b21
2τ1
+
b21
2τ2
,
∫
Rd |v|f(v)dv equals to
√
b21
2τ1
+
b21
2τ2
multiplied by the expected norm of an Rd standard
normal random vector. On the other hand, for t0 ≤ t ≤ t1, we have
(1 + CCN )q2(0, x2; t(1 + C
N ), z)q1(0, 0; t(1 + C
N ), z
(|z| − CN )+
|z| )→ q2(0, x2; t, z)q1(0, 0; t, z)
uniformly over t and z. Moreover, there exists a constant c such that whenever |z| > c, we have
(1 + CCN )q2(0, x2; t(1 + C
N ), z)q1(0, 0; t(1 + C
N ), z
(|z| − CN )+
|z| )
≤ (1 + CCN )q2(0, x2; t1, z/2)q1(0, 0; t1, z/2),
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which is integrable over Rd. Again by dominated convergence theorem, we have
∫
|z|>c
(1 + CCN )q2(0, x2; t
N
i (1 + C
N ), z)q1(0, 0; t
N
i (1 + C
N ), z
(|z| − CN )+
|z| )dz (18)
≤
∫
|z|>c
q2(0, x2; t
N
i , z)q1(0, 0; t
N
i , z)dz + C
N .
By uniform convergence, we have
∫
|z|≤c
(1 + CCN )q2(0, x2; t
N
i (1 + C
N ), z)q1(0, 0; t
N
i (1 + C
N ), z
(|z| − CN )+
|z| )dz (19)
≤
∫
|z|≤c
q2(0, x2; t
N
i , z)q1(0, 0; t
N
i , z)dz + C
N .
So, with (16), (17),(18) and (19) we can deduce.
(rN )
−dN−
1
2
+βP(BNi )
≤ V ol(Sd−1)(t1 − t0)(
∫
Rd
|v|f(v)dvdu+ CN )(
∫
Rd
q2(0, x2; t
N
i , z)q1(0, 0; t
N
i , z)dz + C
N )
≤ cd(t1 − t0)
√
b21
τ1
+
b22
τ2
∫
Rd
q2(0, x2; t
N
i , z)q1(0, 0; t
N
i , z)dz + C
N .
Now, for general x1, we would have
(rN )
−dN−
1
2
+βP(BNi ) ≤ cd(t1 − t0)
√
b21
τ1
+
b22
τ2
∫
Rd
q2(0, x2; t
N
i , z)q1(0, x1; t
N
i , z)dz + C
N . (20)
Similarly we can show that
(rN )
−dN−
1
2
+βP(BNi ) ≥ cd(t1 − t0)
√
b21
τ1
+
b22
τ2
∫
Rd
q2(0, x2; t
N
i , z)q1(0, x1; t
N
i , z)dz − CN .
This gives us an estimation on P(BNi ). Next, we would like to show that the event BNi is almost
the same as ANi . More precisely, we want to show that the probability one of A
N
i and B
N
i happens
but the other does not happen is bounded by CN (rN )
dN−β+
1
2 . First, we show that the velocities
of particles during SNi are unlikely to change much. Note that, for 0 < s < hN and j = 1, 2 we
have,
V Nj (t
N
i + s) = V
N
j (t
N
i )e
−Nτjs +
∫ tNi +s
tNi
e−Nτj(t
N
i +s−s′)NbjdB
j
s′ .
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Let
Us =
∫ tNi +s
tNi
e−Nτj(t
N
i +s−s′)NbjdB
j
s′ = e
−Nτjs
∫ s
0
eNτjs
′
NbjdB
j
tNi +s
′ ,
and M(s) =
∫ s
0 [e
Nτjs
′
Nbj ]
2ds′, we have, by Dubins-Schwarz theorem,
Us = e
−NτjsWM(s),
for some Brownian motionW . By standard Doob’s martingale inequality applied on the exponential
of Brownian motion we obtain
P( sup
0<s<hN
|WM(s)| ≥ NhkN ) ≤ 2e−
N2h2kN
2M(hN ) .
Recall hN ≤ CrNNβ with rN < rN−α for some α > 12 and β = 12 − 2 for sufficiently small . In
particular, hN ≤ CNN and
M(hN ) =
∫ hN
0
[eNτjs
′
Nbj ]
2ds′ ≤ ChNN2b2j ≤ ChNN2.
Recall k = 12 − , we have
N2h2kN
2M(hN )
≥ h
−2
N
C and thus
2e
− N
2h2kN
2M(hN ) ≤ CN (rN )dN−β+ 12 .
Therefore, we conclude
P( sup
0<s<hN
|V Nj (tNi + s)− V Nj (tNi )e−Nτjs| ≥ NhkN ) ≤ CN (rN )dN−β+
1
2 . (21)
As a result,
P( sup
0<s<hN
|XNj (tNi + s)−XNj (tNi )− V Nj (tNi )
∫ s
0
e−Nτjs
′
ds′| ≥ Nh1+kN ) ≤ CN (rN )dN−β+
1
2 .
This gives us an approximation of the particles’ trajectories during SNi . So, we can further condition
on the event
sup
0<s<hN
|XNj (tNi + s)−XNj (tNi )− V Nj (tNi )
∫ s
0
e−Nτjs
′
ds′| < Nh1+kN
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for j = 1, 2. Note that
Nh1+kN
rN
→ 0 and e−NτjhN → 1 as N → ∞. So, conditioning on the above
event, we can estimate XNj (t
N
i + s) by X
N
j (t
N
i ) + V
N
j (t
N
i )
∫ s
0 e
−Nτjs′ds′ and the error will be small
compared to rN . We can now consider the following events
FNi ={|XN1 (tNi )−XN2 (tNi )| > rN}
∩ {∃0 ≤ t ≤ hN : |XN1 (tNi )−XN2 (tNi ) + V N1 (tNi )
∫ t
0
e−Nτ1s
′
ds′ − V N2 (tNi )
∫ t
0
e−Nτ2s
′
ds′)|
≤ rN − 2Nh1+kN }
and
GNi ={|XN1 (tNi )−XN2 (tNi )| > rN}
∩ {∃0 ≤ t ≤ hN : |XN1 (tNi )−XN2 (tNi ) + V N1 (tNi )
∫ t
0
e−Nτ1s
′
ds′ − V N2 (tNi )
∫ t
0
e−Nτ2s
′
ds′)|
≤ rN + 2Nh1+kN }.
Then under the conditions we had, we obtain FNi ⊆ ANi ⊆ GNi . Moreover, using the same
approximation method we used before, we have that the probability that BNi happens but F
N
i
does not is bounded above by CN (rN )
dN−β+
1
2 and also the probability that GNi happens but B
N
i
does not is bounded by CN (rN )
dN−β+
1
2 . Thus, we have the probability one of ANi and B
N
i happens
but the other does not happen is bounded by CN (rN )
dN−β+
1
2 .
Now, we let T ′ = min{tNi : BNi happens}, then we claim that the probability that BNi happens
but T ′ 6= tNi is bounded by CN (rN )dN−β+
1
2 . Let PNij be the probability that B
N
i and B
N
j both
happen and we want to show that
∑
j<i
PNij ≤ CN (rN )dN−β+
1
2 .
For j = i− 1, we can use similar argument as above to say that the probability that BNj happens
and (V N1 (t
N
i )− V N2 (tNi )) · (XN1 (tNi )−XN2 (tNi )) ≤ 0 is bounded above by CN (rN )dN−β+
1
2 . So, the
probability that both BNj and B
N
i happens is bounded by C
N (rN )
dN−β+
1
2 . Now, we will show
that for all j < i− 1 and tNi − tNj ≤ Nλ, PNij ≤ CN (rN )d+1N−2β+
1
2 . We condition on BNj happens
and FtNj . It suffices to show that the probability B
N
i happens is bounded by C
NhN . Our strategy
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is to show that if BNj happened, then during S
N
i , the particles are probably moving away from each
other, and thus they are unlikely to collide. Note that λ < −1. Let s = tNi − tNj , XN = XN1 −XN2
and V N = V N1 − V N2 . Then XN (tNi ) is normally distributed with mean
XN (tNj ) + V
N
1 (t
N
j )
∫ s
0
e−Nτ1s
′
ds′ − V N2 (tNj )
∫ s
0
e−Nτ2s
′
ds′
and 1CN
2s3 ≤ V ar(XN (tNi )) ≤ CN2s3 and V N (tNi ) is normally distributed with mean
V N1 (t
N
j )e
−Nτ1s − V N2 (tNj )e−Nτ2s
and 1CN
2s ≤ V ar(V N (tNi )) ≤ CN2s. Also, their correlation is between 1C and 1− 1C . Because BNj
happened, we know that
|V N1 (tNj )− V 2N (tNj )| > Nk.
and
∃0 ≤ t ≤ hN : |XN (tNj ) + t(V N1 (tNj )− V N2 (tNj ))| ≤ rN .
Note that rN ≤ CN−hNNk, we have for sufficiently large N ,
|XN (tNj ) + s(V N1 (tNj )− V N2 (tNj ))| ≥
1
3
sNk.
Also, we know that
max{|V N1 (tNj )|, |V 2N (tNj )|} ≤ Nm.
For s′ ≤ s, we have for i′ = 1, 2,
1− CNλ+1 < e−Nτi′s < 1.
Recall that k = 12 − , m = 12 +  for sufficiently small  and λ < 2(k− 1) = −1− 2. Therefore, we
have
|s(V N1 (tNj )− V N2 (tNj ))−
(
V N1 (t
N
j )
∫ s
0
e−Nτ1s
′
ds′ − V N2 (tNj )
∫ s
0
e−Nτ2s
′
ds′
)| ≤ CNsNk.
So, if everything goes according to expectations, at time tNi , the two particles will be of distance
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at least 13sN
k away from each other and they will move further away from each ohter. So, in order
to make BNi happen, either X
N (tNi ) needs to deviate sufficiently from its mean or V
N (tNi ) needs
to deviate sufficiently from its mean. More precisely, we need one of the following two events to
happen
|XN (tNi )−XN (tNj )− V N1 (tNj )
∫ s
0
e−Nτ1s
′
ds′ + V N2 (t
N
j )
∫ s
0
e−Nτ2s
′
ds′| > 1
4
sNk, (22)
or
|V N (tNi )− V N1 (tNj )e−Nτ1s + V N2 (tNj )e−Nτ2s| >
1
2
Nk. (23)
First, we condition on the velocity V N (tNi ) such that (23) is false. In order to make B
N
i happen,
XN (tNi ) needs to lie in D
N (V N (tNi )). Then the conditional probability density function of X
N (tNi )
inside DN (V N (tNi )) is bounded above by N
−2m. Then, by same calculation as earlier, we obtain
that the probability BNi happens is bounded above by C
NhN . Now, we condition on that (23)
is true. Because the standard deviation of V N (tNi ) is at most CN
√
s, which is smaller than
CN
λ
2
+1−kNk, and λ2 + 1 − k < 0, the probability (23) happens is at most CNN−m−ds3d and the
conditional probability density function of XN (tNi ) is at most
C
(N2s3)
d
2
. So, by same calculation as
earlier again, we can deduce that the probability BNi happens is bounded above by C
NhN . This
concludes that PNij ≤ CN (rN )d+1N−2β+
1
2 .
Now, suppose Nλ ≤ tNi − tNj ≤ N−1. We again condition on BNj happens and FtNj . Then, we
know that conditional on any V N (tNi ), X
N (tNi ) will be normally distributed with V ar(X
N (tNi )) ≥
N2+3λ
C . Therefore, we have that conditional onB
N
j happening, B
N
i happens with at mostN
m−β(rN )dN−
d
2
(2+3λ)
probability and
PNij ≤ C(rN )dN−β+
1
2Nm−β(rN )dN−
d
2
(2+3λ)
≤ C[(rN )d+1N−2β+ 12 ][(rN )d−1Nm− d2 (2+3λ)]
≤ C[(rN )d+1N−2β+ 12 ][Nm−α(d−1)− d2 (2+3λ)].
Also
m− α(d− 1)− d
2
(2 + 3λ) ≤ m− 2α− 3− 9λ
2
.
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Recall
λ >
2
9
(m− 2α− 4),
we have
m− 2α− 3− 9λ
2
≤ 1
and PNij ≤ CN (rN )d+1N−2β+
3
2 . Finally, for tNi − tNj > N−1 and condition on BNj happens
and FtNj , we know that conditional on any V
N (tNi ), X
N (tNi ) will be normally distributed with
V ar(XN (tNi )) ≥
(tNi −tNj )
C . Therefore, we have
PNij ≤ C(rN )dN−β+
1
2Nm−β(rN )d(tNi − tNj )−
d
2 ,
and thus
∑
j:tNi −tNj >N−1
PNij ≤ C(rN )dN−β+
1
2Nm−β(rN )d
∫ ∞
N−1
s−
d
2 ds
≤ C(rN )dN−β+ 12Nm(rN )dN d2−1
≤ CN (rN )dN−β+ 12 ,
where for the last inequality we use the fact that rN < N
−α and m− 1 < 0. We also have
∑
j:tNi −tNj ≤N−1
PNij ≤ CNN−1+βr−1N (rN )d+1N−2β+
3
2 ≤ CN (rN )dN−β+ 12 .
So, we can conclude that the probability thatBNi happens but T
′ 6= tNi is bounded by CN (rN )dN−β+
1
2 .
So far, we analyzed the collision events during the time interval [t0, t1], and the only place we
used the lower bound t0 is to make sure that for t > t0, (V
N
i , X
N
i ) are bivariate normally distributed
with
|V ar(V Ni )−
Nb2i
2τi
| ≤ C
N
,
|V ar(XNi )−
b2i t
τ2i
| ≤ C
N
,
|Cov(XNi , V Ni )−
b2i
2τ2i
| ≤ C
N
.
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So, our analysis would still work if we replace t0 by N
−(1−). By same method as earlier, we could
show that the probability that collision happens before N−(1−) is at most CN (rN )d−1N−β+
1
2 . Also,
we could show that the probability T < N−(1−) and BNi happens is bounded by C
N (rN )
dN−β+
1
2 .
Thus, we can conclude that the probability T < t0 and B
N
i happens is bounded by C
N (rN )
dN−β+
1
2 .
Therefore, we obtain
P(T ∈ [t0, t1] or T ′ ∈ [t0, t1] and |T − T ′| > hN ) ≤ CN (rN )dN−β+ 12 .
By similar argument as before, we have
P(T ∈ [t0, t1] or T ′ ∈ [t0, t1] and |X(T )−XN1 (T ′)| > 3NmhN ) ≤ CN (rN )dN−β+
1
2 .
So, because g is bounded and uniformly continuous, we would have
|(rN )1−dN− 12 (E(g(T,X(T ))− g(T ′, XN1 (T ′)))| → 0.
We also have
|(rN )1−dN− 12E[g(T ′, XN1 (T ′))−
∑
i
1BNi
g(tNi , X
N
1 (t
N
i ))]| → 0.
By similar analyse as in deriving (20), we would get
|E[1BNi g(t
N
i , X
N
1 (t
N
i ))]
− cd(rN )dN−β+
1
2
√
b21
τ1
+
b22
τ2
rd−1(t1 − t0)
∫
Rd
q1(0, x1; t
N
i , z)q2(0, x1; t
N
i , z)g(t
N
i , z)dz|
≤ CN (rdN )N−β+
1
2 .
Now, by continuity of
∫
Rd q1(0, x1; t
N
i , z)q2(0, x1; t
N
i , z)g(t
N
i , z)dz, we get
|(rN )1−dN− 12E(g(T,X(T )))− cd
√
b21
τ1
+
b22
τ2
∫ t1
t0
∫
Rd
q1(0, x1; t, z)q2(0, x2; t, z)g(t, z)dtdz| → 0,
as desired.
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4.2 Proof of 2.4
Now, we look at what happens if the radii of the particles converge to zero slowly. More
precisely, we will prove Theorem 2.4. The idea is to approximate the free motions of the particles
by Brownian motions and show that the deviations of the motions from Brownian are small enough
for us to estimate the collision distributions. We start our proof with the following lemma, which
allows us to bound the speed of the particles.
Lemma 4.1. For all m > 12 , k > 0 and t1 > 0 we have that there exists a constant C such that,
for j = 1, 2,
P(sup
t<t1
|V Nj (t)| > Nm) < CN−k,
for all N .
Proof. Again, we let C be a constant whose value can change from line to line. We fix β > 12
and let hN =
t1
bNβc . Let t
N
i = ihN − hN and we subdivide (0, t1] into SN1 , SN2 , ..., SNbNβc where
SNi = (t
N
i , t
N
i+1]. Choose any m > m
′ > 12 and k
′ > k + β > 0. For j = 1, 2, because V Nj (t) is
Gaussian distributed with mean zero and
V ar(V Nj (t)) ≤
Nb2j
2τj
for all t, we have
P(|V Nj (tNi )| > Nm
′
) < CN−k
′
for any 0 < i ≤ bNβc. Thus, the probability that there is any tNi < t1 with |V Nj (tNi )| > Nm
′
is bounded above by CN−k′+β for sufficiently large N . Also, using the same method as in the
derivation of (21), we can show that conditioning on the event |V Nj (tNi )| < Nm
′
,
P( sup
0<s<hN
|V Nj (tNi + s)− V Nj (tNi )e−Nτis| ≥ Nm −Nm
′
) ≤ CN−k′ ,
and thus
P( sup
0<s<hN
|V Nj (tNi + s)| ≥ Nm) ≤ CN−k
′
.
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Summing over 0 < i ≤ bNβc, we can conclude that
P(sup
t<t1
|V Nj (t)| > Nm) < CN−k,
as desired.
Now, we can start proving Theorem 2.4.
Proof. Again, let C be a constant whose value can change from line to line and for i = 1, 2, let
WNi = X
N
i +
1
Nτi
V Ni , then W
N
i is a d-dimensional Brownian motion with diffusivity (
bi
τi
)2. Let
< 12 < m < 1− α and define the stopping time T ′ by
T ′ = inf{t ≥ 0 : |V Ni (t)| > Nm} ∧ T.
Then, by the above lemma, we have P(T 6= T ′ and T ′ < t1) < CN−2αd. We can now repeat the
argument used in proving (6) to show that
∫ t1
t0
∫
Rd
q1(0, x1; t, z)q2(0, x2; t, z)g(t, z)dtdz
=
∫ t1
t0
∫
Rd
q1(T
′,WN1 (T
′); t, z)q2(T ′,WN2 (T
′); t, z)g(t, z)dtdz.
Let  ≥ 2rN and note that if T < T ′, then
rN − CNm−1 ≤ ‖WN1 (T ′)−WN2 (T ′)| ≤ rN + CNm−1.
By the same method as in deriving (12), we would have that on the event {T = T ′} ,
||WN1 (T ′)−WN2 (T ′)|2−dg(T,X(T ))
− cd[(b1
τ1
)2 + (
b2
τ2
)2]
∫ ∞
0
∫
Rd
q1(T
′,WN1 (T
′); s, z)q2(T ′,WN2 (T
′); s, z)g(s.z)dzds|
≤ C[2−d‖g‖+ (rN )2−d(φg() + 2)].
56
Note that Nm−1 < CrN , thus
|(rN )2−dg(T,X(T ))− cd[(b1
τ1
)2 + (
b2
τ2
)2]
∫ ∞
0
∫
Rd
q1(T
′,WN1 (T
′); s, z)q2(T ′,WN2 (T
′); s, z)g(s.z)dzds|
≤ C[(2−d + (rN )1−dNm−1)‖g‖+ (rN )2−d(φg() + 2)].
When T 6= T ′, we simply have
|(rN )2−dg(T,X(T ))− cd[(b1
τ1
)2 + (
b2
τ2
)2]
∫ ∞
0
∫
Rd
q1(T
′,WN1 (T
′); s, z)q2(T ′,WN2 (T
′); s, z)g(s.z)dzds|
≤ C(rN )2−d.
Also, using the same method as at the end of the proof of Theorem 2.1, we could get P(T ′ < t1) ≤
C(rN )
d−2. Thus,
∣∣(rN )2−dE[g(T,X(T ))]− cd[(b1
τ1
)2 + (
b2
τ2
)2]
∫ t1
t0
∫
Rd
q1(0, x1; t, z)q2(0, x2; t, z)g(t, z)dtdz
∣∣
≤ C[(2−d + (rN )1−dNm−1)‖g‖+ (rN )2−d(φg() + 2)](rN )d−2 + CP(T 6= T ′ and T ′ < t1)(rN )2−d.
By letting → 0 as N →∞, we have that the right hand side of the above inequality converges to
zero as desired.
5 Uniqueness proof
5.1 Idea of the proof
As explained in the introduction, we are interested in the well-posedness of Smoluchowski
coagulation-diffusion equations. In the past, the most common way for obtaining well-posedness
result for unbounded K and 1/a was to approximate the PDEs by those with bounded K and 1/a.
However, the allowed growths for K and 1/a were not enough for us obtain the well-posedness
results for the Ornstein-Uhlenbeck cases. Our approach, however, attempts to linearize the PDEs
and exploit their properties to obtain results that work for the Ornstein-Uhlenbeck cases. We first
explain a heuristic argument for Theorem 2.5. Suppose we have two solutions, µ1 and µ2, and let
µ = µ2 − µ1. By Hahn decomposition theorem, for each t and x, we can decompose Rd into a
positive set P (t, x) and a negative set N(t, x) such that for all A ⊆ P (t, x), µ(A) ≥ 0 and for all
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A ⊆ N(t, x), µ(A) ≤ 0, and this decomposition is essentially unique. Define
|µt|(x,A) =
∫
A
µt(x, dy)1y∈P −
∫
A
µt(x, dy)1y∈N
and consider ‖〈w, |µt|〉‖1. Suppose at time s and position x, there are more particles of mass y in
µ2 than in µ1. We look at what further difference would this cause. Since those extra particles
can coagulate with particles of mass y′, this will decrease |µ| at position x and mass y, and in the
worst case increase |µ| for mass y′ and y + y′. So, the total rate of increase of 〈w, |µt|〉 at time s
and position x due to those extra particles will be at most
|µ(x, dy)|
∫ ∞
0
K(y, y′)(µ1s(x, dy
′) + µ2s(x, dy
′))[w(y + y′) + w(y′)− w(y)]
≤ |µ(x, dy)|
∫ ∞
0
K(y, y′)(µ1s(x, dy
′) + µ2s(x, dy
′))(2w(y′))
≤ |µ(x, dy)|w(y)
∫ ∞
0
(µ1s(x, dy
′) + µ2s(x, dy
′))(2w(y′)2)
≤ 2|µ(x, dy)|w(y)‖〈w2, µ1s + µ2s〉‖∞
Furthermore, Brownian motions of the particles won’t increase ‖〈w, |µt|〉‖1. So, we can integrate
the above inequality over s, x and y and obtain
‖〈w, |µt|〉‖1 ≤ 2 sup
s≤t
(‖〈w2, µ1s + µ2s〉‖∞)
∫ t
0
‖〈w, |µs|〉‖1ds.
Then we can use Gronwall’s inequality to show that µ1t = µ
2
t provided sups≤t(‖〈w2, µ1s + µ2s〉‖∞) <
∞. So, this argument indicates that ‖〈w, |µt|〉‖1 is the right norm to look at.
5.2 Space homogeneous case
In [22], Norris has discussed about the well-posedness of Smoluchowski’s coagulation equations
in the space homogeneous case. More precisely, the space homogeneous analogue of equation (2) is
µ˙(dy) = K+(µt)(dy)−K−(µt)(dy),
where
K+(µ)(A) =
1
2
∫ ∞
0
∫ ∞
0
1y+y′∈AK(y, y′)µ(dy)µ(dy′),
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K−(µ)(A) =
∫
y∈A
∫ ∞
0
K(y, y′)µ(dy)µ(dy′).
We will now make an informal discussion about this problem. For the uniqueness part, the argument
in 5.1 still works if we just ignore the dependence of µ on x and the contribution of the Brownian
motions. The corresponding result is when we let µ1 and µ2 be solutions, we will have µ
1
t = µ
2
t
provided sups≤t(〈w2, µ1s + µ2s〉) <∞.
Therefore, if we can show that whenever µ is a solution, sups≤t(〈w2, µs〉) < ∞, then we know
that there can be at most one solution. Now, we look at the evolution of 〈w2, µs〉. When a particle
of mass y collides with a particle of mass y′, it brings a change of w2(y + y′) − w2(y) − w2(y′) to
〈w2, µs〉. When w is sublinear, we have
w2(y + y′)− w2(y)− w2(y′) ≤ 2w(y)w(y′).
Integrating over all possible collisions and over time, we have
〈w2, µt〉 ≤
∫ t
0
∫ ∞
0
∫ ∞
0
w(y)w(y′)K(y, y′)µs(y)µs(y′)dydy′ds+ 〈w2, µ0〉
≤
∫ t
0
∫ ∞
0
∫ ∞
0
w2(y)w2(y′)µs(y)µs(y′)dydy′ds+ 〈w2, µ0〉
≤
∫ t
0
〈w2, µs〉2ds+ 〈w2, µ0〉
≤ 11
〈w2,µ0〉 − t
.
So, we conclude that there can be at most one local solution in the time interval [0, 1〈w2,µ0〉 ]. Note
that, in the case when w(y) = y and K(y, y′) = yy′, all the above inequalities become equalities,
and we know thus 〈w2, µt〉 will blow up after 1〈w2,µ0〉 .
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Now, if we assume K(y, y′) ≤ w(y)v(y′) + w(y′)v(y) with w(y)v(y) < y, then we have
〈w2, µt〉 ≤
∫ t
0
∫ ∞
0
∫ ∞
0
w(y)w(y′)K(y, y′)µs(y)µs(y′)dydy′ds+ 〈w2, µ0〉
≤
∫ t
0
∫ ∞
0
∫ ∞
0
w2(y)w(y′)v(y′)µs(y)µs(y′)dydy′ds
+
∫ t
0
∫ ∞
0
∫ ∞
0
w2(y′)w(y)v(y)µs(y)µs(y′)dydy′ds+ 〈w2, µ0〉
≤ 2
∫ t
0
〈w2, µs〉〈wv, µs〉ds+ 〈w2, µ0〉
≤ 2
∫ t
0
〈w2, µs〉〈y, µs〉ds+ 〈w2, µ0〉.
Recall that we defined solutions to satisfy
sup
s<T
〈y, µs〉 <∞,
we can thus use Gronwall’s inequality to show 〈w2, µt〉 < ∞ provided 〈w2, µ0〉 < ∞. Since this
works for all T , we conclude that there can be at most one global solution.
5.3 Proof of Theorem 2.5
Now, we will prove Theorem 2.5 rigorously. In order to make sense of (3), we need to first show
that both K+ and K− are kernels. Let ν(x, .) denote the product measure of µ(x, .) and µ(x, .).
Then as K : (0,∞) × (0,∞) → (0,∞) is a measurable function, Kν(x, .) is also a measure. As
f : (y, y′) → y + y′ is a measurable function from (0,∞) × (0,∞) to (0,∞), K+(µ)(x, .) is the
image measure of Kν(x, .) induced by f . Also, g : (y, y′) → y′ is a measurable function, and thus
K−(µ)(x, .) is the image measure of Kν(x, .) induced by g.
Now, we assume that µ1 and µ2 are solutions and for i = 1, 2, supt≤T ‖〈w2, µit〉‖∞ < ∞. We
formulate a differential equation describing the behaviour of individual particles in the solutions.
For kernels ν and µ and any measurable set A, let
Kν+(µ)(x,A) =
∫ ∞
0
∫ ∞
0
1y+y′∈A
y′
y + y′
K(y, y′)ν(x, dy)µ(x, dy′),
Kν−(µ)(x,A) =
∫
A
µ(x, dy′)
∫ ∞
0
K(y, y′)ν(x, dy),
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and Kν(µ) = Kν+(µ) −Kν−(µ). By similar analysis as in Section 2.2, we have that Kν±(µ) are
also kernels. Denote Ki± = Kµi± and Ki = Kµi . Consider the linear evolution equation
qit +
∫ t
0
Pt−sKi−s (q
i
s)ds = Ptq0 +
∫ t
0
Pt−sKi+s (q
i
s)ds. (24)
Let M′ be the set of q which can be written as q+ − q− with q+, q− ∈ M. We say q ∈ M′ is a
solution to (24) up to time T if q satisfies (24) for t ≤ T and
sup
t≤T
‖〈y, |qt|〉‖1 <∞.
Also, let S be the set of ν : Rd × B(0,∞)→ [−∞,∞] such that ‖〈y, |ν|〉‖1 <∞.
Proposition 5.1. If we start at q0 = µ0, then q
i
t = µ
i
t is a solution of (24).
Proof. Note that
Ki−s (µ
i
s) = K
−
s (µ
i
s),
and
Ki+s (µ
i
s)(x,A) =
∫ ∞
0
∫ ∞
0
1y+y′∈A
y′
y + y′
K(y, y′)µi(x, dy)µi(x, dy′)
=
1
2
[
∫ ∞
0
∫ ∞
0
1y+y′∈A
y′
y + y′
K(y, y′)µi(x, dy)µi(x, dy′)
+
∫ ∞
0
∫ ∞
0
1y+y′∈A
y
y + y′
K(y, y′)µi(x, dy)µi(x, dy′)]
= K+s (µ
i
s)(x,A).
Plugging these into (3), we have
µit +
∫ t
0
Pt−sKi−s (µ
i
s)ds = Ptµ0 +
∫ t
0
Pt−sKi+s (µ
i
s)ds,
and thus µit is a solution of (24).
We now look at the heuristic meaning of the above equation. Suppose a particle with initial dis-
tribution yq0 and makes Brownian motion and coagulates with other particles distributed according
to µi, then at time t, its distribution is yqit.
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Proposition 5.2. Assume ‖〈y, |q0|〉‖1 < ∞, then equation (24) has at a unique solution in M′.
Moreover, if q0 is non-negative, then qt is also non-negative.
Proof. Let cis(x, y) =
∫∞
0 K(y, y
′)µis(x, dy′) and (24) becomes
qit +
∫ t
0
Pt−scsqisds = Ptq0 +
∫ t
0
Pt−sKi+s (q
i
s)ds.
Suppose q0 ≥ 0 and consider first the equation
λit +
∫ t
0
Pt−scsλisds = Ptq0. (25)
Let Bx,x
′,a,t be the conditional Brownian motion with diffusivity a being at x at time 0 and at x′
at t. Then by Feynman-Kac formula, we have
λit(x, dy) =
∫
Rd
q0(z, dy)E[exp(−
∫ t
0
cis(B
z,x,a(y),t
s , y)ds)]p
t,z,x(y)dz
is a solution of this equation and in particular, λit is non-negative. Then, we want to show that
this is the unique solution of (25). By linearity, it suffices to show that zero solution is the unique
solution of
λit +
∫ t
0
Pt−scsλisds = 0.
For z > 0, we have
‖〈1y≤z, |λit|〉‖1 ≤ ‖〈1y≤z,
∫ t
0
Pt−scs|λis|ds〉‖1
≤ ‖〈1,1y≤z
∫ t
0
cs|λis|ds〉‖1.
Recall that supt≤T ‖〈w2, µit〉‖∞ < ∞, we have cs1y≤z is bounded. Thus, we can apply Gronwall’s
inequality to show ‖〈1y≤z, |λit|〉‖1 = 0 and as this works for all z > 0, we have λit = 0.
Now, we want to show that
qit +
∫ t
0
Pt−scsqisds = Ptq0 +
∫ t
0
Pt−sKi+s (q
i
s)ds
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has a unique solution. Again, we assume without loss of generality that q0 = 0. Let λ
i be the
unique solution of (25). Note that, 1y<2δK
i+
s (q
i
s) = 0, we have 1y<2δq
i
s = 1y<2δλ
i
s = 0. Then,
we have 12δ≤y<3δKi+s (qis) = 0 and thus 12δ≤y<3δqis = 0, and we can keep going. This proves the
uniqueness of qit.
Now, as we showed equation (25) has a unique solution, similarly, we can show that conditional
on λs,
λit +
∫ t
s
Pt−t′ct′λit′dt
′ = Pt−sλs (26)
has a unique solution too. Thus for t ≥ s, we define fs,t : S → S such that if (λt′)s≤t′≤t solves (26)
then fs,t(λs) = λt. Now, we will show a version of variation of constant formula,
qit = λ
i
t +
∫ t
0
fs,t(K
i+
s (q
i
s))ds. (27)
Suppose qit is a solution of (27), we want to show that then q
i
t is indeed a solution of (24). By
subtracting (25) from (24), it suffices to show
qit − λit +
∫ t
0
Pt−sKi−s (q
i
s − λis)ds =
∫ t
0
Pt−sKi+s (q
i
s)ds.
Plugging (27) into the left hand side of this equation, we have
qit − λit +
∫ t
0
Pt−sKi−s (q
i
s − λis)ds
=
∫ t
0
fs,t(K
i+
s (q
i
s))ds+
∫ t
0
Pt−sKi−s (
∫ s
0
fs′,s(K
i+
s′ (q
i
s′))ds
′)ds
=
∫ t
0
fs,t(K
i+
s (q
i
s))ds+
∫ t
0
∫ t
s
Pt−s′Ki−s′ (fs,s′(K
i+
s (q
i
s))ds
′)ds
=
∫ t
0
[fs,t(K
i+
s (q
i
s)) +
∫ t
s
Pt−s′Ki−s′ (fs,s′(K
i+
s (q
i
s))ds
′)]ds
=
∫ t
0
Pt−sKi+s (q
i
s)ds,
where we used (26) for the last step. This shows that any solution of (27) is also a solution of (24).
Now, we construct a solution to (27). For natural number n, We note that 1(n)δ≤y<(n+1)δKi+s (qis)
depends only on 1δ≤y<(n)δ(qis). So, we can inductively give a solution of (27) by letting
1y<2δq
i
s = 1y<2δλ
i
s
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and for n > 1
1nδ≤y<(n+1)δqis = 1nδ≤y<(n+1)δ[λ
i
s +
∫ t
0
fs,t(K
i+
s (1y<nδq
i
s))ds].
Moreover, if q0 is non-negative, then λ
i is non-negative too, and using the above construction, we
can see by induction that qt is non-negative too.
Proposition 5.3. For a solution qi of (24), we have, for s ≤ t,
‖〈w, |qit|〉‖1 ≤ ‖〈w, |qis|〉‖1
Proof. Assume first q0 ≥ 0, then for any z > 0, we have
sup
s≤t
‖〈1y<zw,Ki−s (qis)〉‖1 ≤ sup
s≤t
[‖〈1y<zw2, qis〉‖1‖〈w, µis〉‖∞] <∞.
So, we have
‖〈1y≤zw, qit〉‖1 = ‖〈1y≤zw, qi0〉‖1 +
∫ t
0
‖〈1y≤zw,Ki+s (qis)−Ki−s (qis)〉‖1ds,
where
〈1y≤zw,Ki+s (qis)−Ki−s (qis)〉
≤
∫ z
0
w(y)
∫ y
0
y′
y
K(y′, y − y′)qis(dy′)µis(d(y − y′))− w(y)qis(dy)
∫ ∞
0
K(y, y′)µis(dy
′)
≤
∫ z
0
∫ ∞
0
K(y, y′)µis(dy
′)qis(dy)[w(y + y
′)
y
y + y′
− w(y)]
≤ 0.
Therefore,
‖〈1y≤zw, qit〉‖1 ≤ ‖〈1y≤zw, qi0〉‖1,
for all z ≥ 1. Let z →∞, we conclude that
‖〈w, qit〉‖1 ≤ ‖〈w, qi0〉‖1
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when qi0 ≥ 0. By linearity, we can extend this to
‖〈w, |qit|〉‖1 ≤ ‖〈w, |qi0|〉‖1,
without the condition qi0 ≥ 0. Similarly, we also have
‖〈w, |qit|〉‖1 ≤ ‖〈w, |qis|〉‖1,
whenever s ≤ t.
Now, for t ≥ s let Φis,t : S → S be the map such that if (qit′)s≤t′≤t solves
qit′ +
∫ t′
s
Pt′−t′′Ki−t′′ (q
i
t′′)dt
′′ = Pt′−sqis +
∫ t′
s
Pt′−t′′Ki+t′′ (q
i
t′′)dt
′′,
then Φis,t(q
i
s) = q
i
t. We want to verify that we can apply the variation of constant formula in the
following way.
Proposition 5.4.
µ2t − µ1t =
∫ t
0
Φ1s,t[(K
2
s −K1s )(µ2s)]ds.
Proof. We will start with showing that there exists ν ∈M′ such that
νt − µ1t =
∫ t
0
Φ1s,t[(K
2
s −K1s )(νs)]ds.
For any z > 0, we have from earlier result that
‖〈1y≤zw, |Φ1s,t[(K2s −K1s )(νs)]|〉‖1 ≤ ‖〈1y≤zw, |(K2s −K1s )(νs)|〉‖1.
For i = 1, 2, we have
‖〈1y≤zw, |Kis(νs)|〉‖1 ≤ ‖
∫ z
0
∫ ∞
0
K(y, y′)µis(dy
′)(|νs(dy)w(y)|+ |νs(dy)w(y + y′)|)‖1
≤ ‖
∫ z
0
∫ ∞
0
w(y′)w(y)µis(dy
′)(|νs(dy)w(y)|+ |νs(dy)w(y + y′)|)‖1
≤ 2‖〈w, µis〉‖∞w(2z)‖〈1y≤zw, |(νs)|〉‖1.
65
So, we conclude that
‖〈1y≤zw, |Φ1s,t[(K2s −K1s )(νs)]|〉‖1 ≤ C‖〈1y≤zw, |(νs)|〉‖1
for some constant C. As this works for all z > 0, we can use iteration scheme to show the existence
and uniqueness of ν. Therefore, we conclude ν = µ2.
Now, we have enough tools to prove Theorem 2.5.
Proof. We have
‖〈w, |µ2t − µ1t |〉‖1 = ‖〈w, |
∫ t
0
Φ1s,t[(K
2
s −K1s )(µ2s)]ds|〉‖1
≤ ‖〈w,
∫ t
0
|Φ1s,t[(K2s −K1s )(µ2s)]|ds〉‖1
≤ ‖〈w,
∫ t
0
|(K2s −K1s )(µ2s)|ds〉‖1.
Now, we also have
‖〈w, |(K2s −K1s )(µ2s)|ds〉‖1
≤ ‖
∫ ∞
0
∫ ∞
0
|(µ2s − µ1s)(dy)|µ2s(dy′)K(y, y′)(w(y′) +
y′
y + y′
w(y + y′))‖1
≤ 2‖
∫ ∞
0
∫ ∞
0
|(µ2s − µ1s)(dy)|µ2s(dy′)K(y, y′)w(y′)‖1
≤ 2‖
∫ ∞
0
∫ ∞
0
|(µ2s − µ1s)(dy)|µ2s(dy′)w(y)w(y′)2‖1
≤ 2‖〈w, |µ2s − µ1s|〉‖1‖〈w2, µ2s〉‖∞.
Because we assumed ‖〈w2, µ2s〉‖∞ < C for some constant C, we have
‖〈w, |µ2t − µ1t |〉‖1 ≤ 2C
∫ t
0
‖〈w, |µ2s − µ1s|〉‖1ds.
Also by definition of solutions, we know that ‖〈w, |µ2t − µ1t |〉‖1 < ∞. So, we can apply Gronwall’s
inequality to obtain µ1t = µ
2
t almost surely. This concludes the proof of Theorem 2.5.
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5.4 Uniqueness part of Theorem 2.6
Now, we will show the uniqueness part of Theorem 2.6.
Proof. By Theorem 2.5, it suffices to show that for some T > 0, if µ is a solution to (3), then
supt≤T ‖〈w2, µt〉‖∞ < ∞. For this, we will use a similar approach as in Section 5 of [21]. For any
z > 0, apply Ps to equation (3), multiply by 1y≤zw2 and integrate over (0,∞) to obtain, for all
s, t ≥ 0,
〈1y≤zw2, Psµt〉 ≤ 〈1y≤zw2, Ps+tµ0〉+
∫ t
0
〈1y≤zw2, Ps+t−rK(µr)〉dr.
Summing up the inequalities
y
y + y′
w2(y + y′)p(y + y′)− w2(y)p(y) ≤ C[w(y)w(y′)p(y) + w(y)w(y′)p(y′)]
and
y′
y + y′
w2(y + y′)p(y + y′)− w2(y′)p(y′) ≤ C[w(y)w(y′)p(y) + w(y)w(y′)p(y′)],
we know that
w2(y + y′)p(y + y′)− w2(y)p(y)− w2(y′)p(y′) ≤ 2C[w(y)w(y′)p(y) + w(y)w(y′)p(y′)].
We obtain
〈1y≤zw2, Ps+t−rK(µr)〉
≤ 2C
∫
Rd
∫ z
0
∫ z
0
w(y)w(y′)ps+t−r,x,x
′
(y′)K(y, y′)µr(x′, dy)µr(x′, dy′)dx′
≤ 2C
∫
Rd
∫ z
0
∫ z
0
w(y)2w(y′)2ps+t−r,x,x
′
(y′)µr(x′, dy)µr(x′, dy′)dx′
≤ 2C‖〈1y≤zw2, µr〉‖∞〈1y≤zw2, Ps+t−rµr〉(x).
Now, set h(t) = sups≥0 ‖〈1y≤zw2, Psµt〉‖∞. We then obtain
h(t) ≤ sup
s≥0
‖〈1y≤zw2, Ps+tµ0〉‖∞ + 2C
∫ t
0
h(s)2ds,
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and this implies
h(t) ≤ [sup
s≥0
‖〈1y≤zw2, Ps+tµ0〉‖∞ − 2Ct]−1.
As this is true for all z, we can set T = 12C sups≥0 ‖〈w2, Ps+tµ0〉‖∞ and conclude supt≤T ‖〈w2, µt〉‖∞ <
∞ as desired.
5.5 Uniqueness part of Theorem 2.8
Now, we will use the same strategy to prove the uniqueness part of Theorem 2.8.
Proof. In case (a), similar to earlier, we would have
〈1y≤zw2, Ps+t−rK(µr)〉
≤ 2C
∫
Rd
∫ z
0
∫ z
0
w(y)w(y′)ps+t−r,x,x
′
(y′)K(y, y′)µr(x′, dy)µr(x′, dy′)dx′
≤ 2C
∫
Rd
∫ z
0
∫ z
0
(w(y)2w(y′)v(y′) + w(y)v(v)w2(y′))ps+t−r,x,x
′
(y′)µr(x′, dy)µr(x′, dy′)dx′
≤ C[‖〈1y≤zw2, µr〉‖∞〈1y≤zwv, Ps+t−rµr〉(x) + ‖〈1y≤zwv, µr〉‖∞〈1y≤zw2, Ps+t−rµr〉(x)].
Note that,
〈wv, Psµt〉 ≤ 〈wv, Ps+tµ0〉+
∫ t
0
〈wv, Ps+t−rK(µr)〉dr,
and since wvp is sublinear, we will have
〈wv, Ps+t−rK(µr)〉 ≤ 0,
and thus
〈wv, Psµt〉 ≤ 〈wv, Ps+tµ0〉 < c,
for some constant c. So, we obtain
h(t) ≤ sup
s≥0
‖〈1y≤zw2, Ps+tµ0〉‖∞ + 2cC
∫ t
0
h(s)ds,
and we can apply Gronwall to conclude that supt≤T ‖〈w2, µt〉‖∞ <∞ for any T > 0.
For case (b), we set h(t) = sups≥0(1+s+t)1+‖〈1y≤zw2, Psµt〉‖∞. Then, by similar computations
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as earlier, we will have
〈1y≤zw2, Psµt〉 ≤ 〈1y≤zw2, Ps+tµ0〉+
∫ t
0
〈1y≤zw2, Ps+t−rK(µr)〉dr
≤ 〈1y≤zw2, Ps+tµ0〉+ 2C
∫ t
0
‖〈1y≤zw2, µr〉‖∞〈1y≤zw2, Ps+t−rµr〉.
So, we obtain
h(t) ≤ c+ C
∫ t
0
h(s)2
(1 + s)1+
ds.
If, for example, c is small enough such that
4c2C
∫ ∞
0
1
(1 + s)1+
ds < c,
then we have h(t) < 2c for all t and thus we have uniqueness of the global solution.
6 Existence
In this section we will prove Theorem 2.6 and Theorem 2.8. We consider the following linear
PDE
qt = Ptq0 +
∫ t
0
Pt−sKνs (qs)ds (28)
for t ≤ T with ν0 = µ0 = q0 and νs non-negative satisfying sups≤T ‖〈w2, νs〉‖∞ ≤ c. Proposition
5.2 tells us the existence, uniqueness and non-negativity of q.
Now, let G be the set of τ ∈ M such that sups≤T ‖〈y, τs〉‖1 < ∞ and H be the set of τ ∈ G
such that sups≤T ‖〈w2, τs〉‖∞ <∞. We can then define function f : H → G so that for any ν ∈ H,
f(ν) = q, where q is the solution of (28). We aim to construct solutions using iteration scheme
with f . We will now give a bound on ‖〈w2, qt〉‖∞.
Proposition 6.1. Assume
y
y + y′
w2(y + y′)p(y + y′)− w2(y)p(y) ≤ C[w(y)w(y′)p(y) + w(y)w(y′)p(y′)].
then we can find c > 0 and T > 0 so that
sup
t≤T
sup
s≥0
‖〈w2, Psf(ν)t〉‖∞ ≤ c
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if
sup
t≤T
sup
s≥0
‖〈w2, Psνt〉‖∞ ≤ c.
Proof. Again, we can copy the argument in [21]. For any z > 0, Let
h(t) = sup
s≥0
‖〈1y<zw2, Psqt〉‖∞.
Then we have
〈1y<zw2, Psqt〉 ≤ 〈1y<zw2, Ps+t(q0)〉+
∫ t
0
〈w2, Ps+t−rKνr (qr)〉dr
and
〈1y<zw2, Ps+t−rKνr (qr)〉
≤
∫
Rd
∫ ∞
0
∫ z
0
K(y, y′)qr(dy)νr(dy′)(
yw2(y + y′)
y + y′
ps+t−r,x
′,x(y + y′)− ps+t−r,x′,x(y)w2(y))dx
≤ C
∫
Rd
∫ ∞
0
∫ z
0
K(y, y′)qr(dy)νr(dy′)(w(y)w(y′)ps+t−r,x
′,x(y) + w(y)w(y′)ps+t−r,x
′,x(y′))
≤ w(y)w(y′)qr(dy)νr(dy′)(w(y)w(y′)ps+t−r,x′,x(y) + w(y)w(y′)ps+t−r,x′,x(y′))
≤ C[〈w2, Ps+t−rνr〉‖〈1y<zw2, qr〉‖∞ + 〈1y<zw2, Ps+t−rqr〉‖〈w2, νr〉‖∞].
So we have
h(t) ≤ ‖〈w2, q0〉‖∞ + 2
∫ t
0
cCh(s)ds,
for all t ≤ T . Then we can use Gronwall’s inequality to obtain
h(t) ≤ ‖〈w2, q0〉‖∞e2cCt.
So, we can pick c large and T small such that
c ≥ ‖〈w2, q0〉‖∞e2cCT .
As this works for all z > 0, we conclude that if we have
‖〈w2, Psµt〉‖∞ ≤ c
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for all s and t ≤ T , then we also have
‖〈w2, Psf(µ)t〉‖∞ ≤ c
for all s and t ≤ T .
Now, we will modify our argument for proving Theorem 2.5 to prove Theorem 2.6.
Proof. Suppose
‖〈w2, Psµit〉‖∞ ≤ c
for all s ≥ 0 and t ≤ T .
Let qi = f(µi) and let Φis,t be the map mapping q
i
s to q
i
t as defined earlier. Also let K
i = Kµ
i
.
Then by variation of constants formula, we have
q2t − q1t =
∫ t
0
Φ1s,t(K
2
s −K1s )(q2s)ds.
Further, we would have
‖〈w, |(K2s −K1s )(q2s)|ds〉‖1
≤
∫
R
∫ ∞
0
∫ ∞
0
|(µ2s − µ1s)(dy)|q2s(dy′)K(y, y′)(w(y′) +
y′
y + y′
w(y + y′))
≤ 2
∫
R
∫ ∞
0
∫ ∞
0
|(µ2s − µ1s)(dy)|q2s(dy′)K(y, y′)w(y′)
≤ 2
∫
R
∫ ∞
0
∫ ∞
0
|(µ2s − µ1s)(dy)|q2s(dy′)w(y)w(y′)2
≤ 2‖〈w, |µ2s − µ1s|〉‖1‖〈w2, q2s〉‖∞
≤ 2c‖〈w, |µ2s − µ1s|〉‖1.
Therefore, we obtain
‖〈w, |q2t − q1t |〉‖1 ≤ 2c
∫ t
0
‖〈w, |µ2s − µ1s|〉‖1ds.
So, for T sufficiently small, we would have f is a contraction with respect to the metric dT (µ
1, µ2) =
sups≤T ‖〈w, |µ1−µ2|s〉‖1 in the space of kernels µ with supt≤T,s≥0 ‖〈w2, Psµt〉‖∞ ≤ c. By contraction
mapping theorem, f must have a fixed point and that fixed point is the solution we want. This
ends the proof of Theorem 2.6.
71
Now, we can modify the argument to prove Theorem 2.8
Proof. First, we assume (a) in Theorem 2.8, then we have
〈wv, Psqt〉 ≤
∫
Rd
∫ R
0
∫ R
0
〈wv, Ps+t(q0)〉+
∫ t
0
〈wv, Ps+t−rKνr (qr)〉dr.
Note that, when wvp is sublinear, 〈wv, Ps+t−rKνr (qr)〉 is non-positive. So, we have
〈wv, Psqt〉 ≤
∫
Rd
∫ R
0
∫ R
0
〈wv, Ps+t(q0)〉 ≤ sup
t>0
‖〈w2, Pt(q0)〉‖∞ ≤ c,
for some constant c. Moreover, the inequality
〈w2, Ps+t−rKνr (qr)〉
≤ C[〈w2, Ps+t−rνr〉‖〈w2, µr〉‖∞ + 〈w2, Ps+t−rqr〉‖〈w2, νr〉‖∞]
becomes now
〈w2, Ps+t−rKνr (qr)〉
≤ C[〈wv, Ps+t−rνr〉‖〈w2, qr〉‖∞ + 〈wv, Ps+t−rqr〉‖〈w2, νr〉‖∞
+ 〈w2, Ps+t−rνr〉‖〈wv, qr〉‖∞ + 〈w2, Ps+t−rqr〉‖〈wv, νr〉‖∞].
Now, for constants a, b > 0, if we have
‖〈w2, Psνt〉‖∞ ≤ aebt
for all s and t then we also have
h(t) ≤ c+ 2Cc
∫ t
0
(hs + ae
bs)ds ≤ c+ 2aCc
b
ebt + 2Cc
∫ t
0
hsds.
By Grownwall’s inequality, we have
h(t) ≤ [c+ 2aCc
b
ebt]e2cCt.
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So, for any T > 0, we can choose b to be sufficiently large such that if
‖〈w2, Psνt〉‖∞ ≤ aebt
for all t ≤ T , then
h(t) ≤ aebt
for all t ≤ T . Then we use the same argument as earlier to show that there is some T ′ such that f
is a contraction with respect to dT ′ whenever sups>0 ‖〈w2, Psµt〉‖∞ ≤ aebt for all 0 ≤ t ≤ T ′. So,
we have existence of the solution up to time T ′ and then by the same argument, we can extend the
solution to 2T ′ and so on up to time T . As this works for any T , we have a global solution.
Now, we assume instead (b) in Theorem 2.8. Recall
〈w2, Psqt〉 ≤ 〈w2, Ps+t(q0)〉+
∫ t
0
〈w2, Ps+t−rKνr (qr)〉dr,
and
〈w2, Ps+t−rKνr (qr)〉 ≤ C[〈w2, Ps+t−rνr〉‖〈w2, qr〉‖∞ + 〈w2, Ps+t−rqr〉‖〈w2, νr〉‖∞].
Suppose sups≥0(1 + s+ t)1+‖〈1y≤zw2, Psνt〉‖∞ < 2c and set
h(t) = sup
s≥0
(1 + s+ t)1+‖〈1y≤zw2, Psqt〉‖∞,
we obtain
h(t) ≤ c+ C
∫ t
0
4ch(r)
(1 + r)1+
dr.
So, if c is small enough such that 8c2Ch
∫∞
0
1
(1+r)1
dr < c, then we have h(t) < 2c for all t ≥ 0. By
similar argument as earlier, we obtain global existence of the solution.
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7 Well-posedness of the Smoluchowski coagulation equations with
a drift term
7.1 Comparison with the case without the drift term
In the previous two sections, we have seen how to establish well-posedness of Smoluchowski
coagulation equations
µt +
∫ t
0
Pt−sK−(µs)ds = Ptµ0 +
∫ t
0
Pt−sK+(µs)ds,
where
Ptµ(x, dy) =
∫
Rd
µ(x′, dy)pt,x
′,x(y)dx′.
Here, pt,x
′,x(y) was defined to be the transition density of a Brownian particle with diffusivity a(y).
A natural question to ask would be what if p is instead the transition density of a Brownian particle
with a space dependent drift. More precisely, consider a particle whose free motion satisfies X0 = x
′
and
dXt =
√
a(y)dBt + b(x, y)dt,
with b bounded and measurable in x, then we let pt,x
′,x(y) denote the probability density function
of Xt evaluated at x. In this section, we will investigate the well-posedness of (3) in this case.
The key difference between the case without drift and the case with drift is that in the case
without drift we know p explicitly. We note that in the proof of Theorem 2.5, Theorem 2.6 and
Theorem 2.8, we did not use the explicit form of p, which means that the proofs also work in
the case there is a drift. While Theorem 2.5 is still a useful result about the uniqueness of the
Smoluchowski PDEs, Theorem 2.6 and Theorem 2.8 can hardly be used because the conditions in
these two theorems are usually not satisfied or hard to verify. For the case without drift, we have
seen that there is a strong link between the well-posedness of the PDEs and the a priori estimates
of the norm ‖〈w2, µ〉‖∞, and this link still exists for the case with a drift term. This link will be
the key starting point of this section.
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7.2 Proof of Theorem 2.11
The uniqueness part of the Theorem follows directly from Theorem 2.10. For the existence
part, we will try to modify the strategies we used in the last section. We will continue to use the
same notations as in the last section. We first show an analogy of Proposition 6.1.
Proposition 7.1. Assume
y
y + y′
w2(y + y′)q(y + y′)− w2(y)q(y) ≤ C[w(y)w(y′)q(y) + w(y)w(y′)q(y′)],
then we can find c > 0 and T > 0 so that
sup
t≤T
sup
s≥0
‖〈w2, Qsf(ν)t〉‖∞ ≤ c
whenever
sup
t≤T
sup
s≥0
‖〈w2, Qsνt〉‖∞ ≤ c.
Proof. In the Brownian case, we had
Psqt = Ps+t(q0) +
∫ t
0
Ps+t−rKνr (qr)dr.
As an analogy, we will show
Qsqt ≤ Qs+t(q0) +
∫ t
0
Qs+t−rKνr (qr)dr.
We will look at the evolution of Qsqt keeping s+ t fixed. Consider Qs−hqt+h−Qsqt for sufficiently
small h > 0. We know that
qt+h = Phqt +
∫ h
0
Ph−rKνt+r(qt+r)dr
and thus
Qs−hqt+h = Qs−hPhqt +
∫ h
0
Qs−hPh−rKνt+r(qt+r)dr.
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By optimality result in Theorem 3.3, we know that Qs−hPhqt ≤ Qsqt and therefore,
Qs−hqt+h −Qsqt ≤
∫ h
0
Qs−hPh−rKνt+r(qt+r)dr.
Now, we want to approximate Qs−hPh−rKνt+r(qt+r) with Qs−rKνt+r(qt+r). When we showed Ho¨lder
continuity of ρ in Theorem 3.3, we actually showed that for t1 > 0, we can find some constant C > 0,
such that for all t1 < t2 ≤ t1 + h,
|ρ(t2, y)− ρ(t1, y)| ≤ Ch1/8ρ(t2, y) + h.
This essentially implies that
|Qs−hPh−rKνr(qr)−Qs−rKνt+r(qt+r)| ≤ Ch1/8Kνt+r(qt+r) + h‖Kνt+r(qt+r)‖1.
Because we have assumed
sup
t≤T
sup
s≥0
‖〈w2, Qsνt〉‖∞ ≤ c,
we know that Kνt+r(qt+r) and ‖Kνt+r(qt+r)‖1 are both bounded. Therefore, we have
Qs−hqt+h −Qsqt ≤
∫ h
0
Qs−rKνt+r(qt+r)dr + Ch
9/8.
Now, let h = t/n for some sufficiently large integer n and for 0 ≤ m < n, we have
Qs+mhqt−mh −Qs+(m+1)hqt−(m+1)h ≤
∫ h
0
Qs+(m+1)h−rKνt+r(qt−(m+1)h+r)dr + Ch
9/8.
Summing over all m and let h→ 0, we conclude
Qsqt ≤ Qs+t(q0) +
∫ t
0
Qs+t−rKνr (qr)dr.
To complete the rest of the proof, we literally only need to change P into Q in the proof of
Proposition 6.1. For any z > 0, Let
h(t) = sup
s≥0
‖〈1y<zw2, Qsqt〉‖∞.
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Then we have
〈1y<zw2, Qsqt〉 ≤ 〈1y<zw2, Qs+t(q0)〉+
∫ t
0
〈w2, Qs+t−rKνr (qr)〉dr
and
〈1y<zw2, Qs+t−rKνr (qr)〉
≤
∫
Rd
∫ ∞
0
∫ z
0
K(y, y′)qr(dy)νr(dy′)(
yw2(y + y′)
y + y′
qs+t−r,x
′,x(y + y′)− qs+t−r,x′,x(y)w2(y))dx
≤ C
∫
Rd
∫ ∞
0
∫ z
0
K(y, y′)qr(dy)νr(dy′)(w(y)w(y′)qs+t−r,x
′,x(y) + w(y)w(y′)qs+t−r,x
′,x(y′))
≤ w(y)w(y′)qr(dy)νr(dy′)(w(y)w(y′)qs+t−r,x′,x(y) + w(y)w(y′)qs+t−r,x′,x(y′))
≤ C[〈w2, Qs+t−rνr〉‖〈1y<zw2, qr〉‖∞ + 〈1y<zw2, Qs+t−rqr〉‖〈w2, νr〉‖∞].
So, we have
h(t) ≤ ‖〈w2, q0〉‖∞ + 2
∫ t
0
cCh(s)ds,
for all t ≤ T . Then we can use Gronwall’s inequality to obtain
h(t) ≤ ‖〈w2, q0〉‖∞e2cCt.
So, we can pick c large and T small such that
c ≥ ‖〈w2, q0〉‖∞e2cCT .
As this works for all z > 0, we conclude that if we have
‖〈w2, Qsµt〉‖∞ ≤ c
for all s and t ≤ T , then we also have
‖〈w2, Qsf(µ)t〉‖∞ ≤ c
for all s and t ≤ T .
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The rest of the proof of Theorem 2.11 will be similar as in the Brownian case too. Suppose
‖〈w2, Qsµit〉‖∞ ≤ c
for all s ≥ 0 and t ≤ T .
For i = 1, 2, let qi = f(µi) and let Φis,t be the map mapping q
i
s to q
i
t as defined earlier. Also let
Ki = Kµ
i
. Then by variation of constants formula we have
q2t − q1t =
∫ t
0
Φ1s,t(K
2
s −K1s )(q2s)ds.
Further we would have
‖〈w, |(K2s −K1s )(q2s)|ds〉‖1
≤ 2‖〈w, |µ2s − µ1s|〉‖1‖〈w2, q2s〉‖∞
≤ 2c‖〈w, |µ2s − µ1s|〉‖1.
Therefore, we have
‖〈w, |q2t − q1t |〉‖1 ≤ 2c
∫ t
0
‖〈w, |µ2s − µ1s|〉‖1ds.
So, for T sufficiently small, we would have f is a contraction with respect to the metric dT (µ
1, µ2) =
sups≤T ‖〈w, |µ1 − µ2|s〉‖1 in the space of kernels µ with supt≤T,s≥0 ‖〈w2, Qsµt〉‖∞ ≤ c. By contrac-
tion mapping theorem, f must have a fixed point and that fixed point is the solution we want. In
the case when K(y, y′) ≤ w(y)v(y′) +w(y′)v(y) for some v such that wvq is sublinear, the proof is
again similar as in the Brownian case.
7.3 Proof of lemma 2.12
In this part, we will look at some properties of q. We know q explicitly from Theorem 3.3:
qt,x,x
′
(y) =
1
(2pia(y)t)d/2
d∏
i=1
∫ ∞
|xi−x′i|/
√
a(y)t
ze−(z−B(y)
√
t/a(y))2/2dz,
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and we can rewrite it as
qt,x,x
′
(y) =
1
(2pia(y)t)d/2
d∏
i=1
∫ ∞
|xi−x′i|/
√
a(y)t−B(y)
√
t/a(y)
(
z +B(y)
√
t/a(y)
)
e−z
2/2dz.
If B/
√
a is non-increasing and a is non-increasing, then the integrand will also be non-increasing.
So, we conclude that for y > y′ > 0,
q(y)/q(y′) ≤ [a(y)/a(y′)]− d2 .
When a is non increasing, B is non-increasing and B/
√
a is non-decreasing, we have for y > y′, if
|xi − x′i|/
√
a(y)t−B(y)
√
t/a(y) > 0,
then
|xi − x′i|/
√
a(y′)t−B(y′)
√
t/a(y′) =
|xi − x′i|/√t−B(y′)√t√
a(y′)
≤ |x
i − x′i|/√t−B(y)√t√
a(y)
= |xi − x′i|/
√
a(y)t−B(y)
√
t/a(y).
Note that
z+B(y)
√
t/a(y)
z+B(y′)
√
t/a(y′)
is non-increasing in z ≥ 0, we have
∫∞
|xi−x′i|/
√
a(y)t−B(y)
√
t/a(y)
(z +B(y)
√
t/a(y))e−z2/2dz∫∞
|xi−x′i|/
√
a(y′)t−B(y′)
√
t/a(y′)(z +B(y
′)
√
t/a(y′))e−z2/2dz
≤
∫∞
|xi−x′i|/
√
a(y)t−B(y)
√
t/a(y)
(z +B(y)
√
t/a(y))e−z2/2dz∫∞
|xi−x′i|/
√
a(y)t−B(y′)
√
t/a(y)
(z +B(y′)
√
t/a(y′))e−z2/2dz
≤
∫∞
0 (z +B(y)
√
t/a(y))e−z2/2dz∫∞
0 (z +B(y
′)
√
t/a(y′))e−z2/2dz
≤ B(y)
√
1/a(y)
B(y′)
√
1/a(y′)
.
If
|xi − x′i|/
√
a(y)t−B(y)
√
t/a(y) ≤ 0,
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we would have ∫∞
|xi−x′i|/
√
a(y)t−B(y)
√
t/a(y)
(z +B(y)
√
t/a(y))e−z2/2dz∫∞
|xi−x′i|/
√
a(y′)t−B(y′)
√
t/a(y′)(z +B(y
′)
√
t/a(y′))e−z2/2dz
≤
∫∞
|xi−x′i|/
√
a(y)t−B(y)
√
t/a(y)
(z +B(y)
√
t/a(y))e−z2/2dz∫∞
|xi−x′i|/
√
a(y)t−B(y′)
√
t/a(y′)(z +B(y
′)
√
t/a(y′))e−z2/2dz
≤
∫∞
−B(y)
√
t/a(y)
(z +B(y)
√
t/a(y))e−z2/2dz∫∞
−B(y′)
√
t/a(y′)(z +B(y
′)
√
t/a(y′))e−z2/2dz
.
Substitute u = B(y′)
√
t/a(y′) and let f(u) =
∫∞
−u(z + u)e
−z2/2dz, we have d(f/u)du < 0, so we can
again conclude
∫∞
|xi−x′i|/
√
a(y)t−B(y)
√
t/a(y)
(z +B(y)
√
t/a(y))e−z2/2dz∫∞
|xi−x′i|/
√
a(y′)t−B(y′)
√
t/a(y′)(z +B(y
′)
√
t/a(y′))e−z2/2dz
≤ B(y)
√
1/a(y)
B(y′)
√
1/a(y′)
.
. So, we have qt,x,x
′
x′ (y)/q
t,x,x′
x′ (y
′) ≤ ( B(y)/a(y)B(y′)/a(y′))d as required.
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