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We study the holographic dark energy (HDE) model by using the future gravitational wave (GW)
standard siren data observed from the Einstein Telescope (ET) in this work. We simulate 1000 GW
standard siren data based on a 10-year observation of the ET to make this analysis. We find that
all the cosmological parameters in the HDE model can be tremendously improved by including the
GW standard siren data in the cosmological fit. The GW data combined with the current cosmic
microwave background anisotropies, baryon acoustic oscillations, and type Ia supernovae data will
measure the cosmological parameters Ωm, H0, and c in the HDE model to be at the accuracies of
1.28%, 0.59%, and 3.69%, respectively. A comparison with the cosmological constant model and
the constant-w dark energy model shows that, compared to the standard model, the parameter
degeneracies will be broken more thoroughly in a dynamical dark energy model. We find that the
GW data alone can provide a fairly good measurement for H0, but for other cosmological parameters
the GW data alone can only provide rather weak measurements. However, due to the fact that the
parameter degeneracies can be broken by the GW data, the standard sirens can play an essential
role in improving the parameter estimation.
I. INTRODUCTION
The discovery of the accelerated expansion of the uni-
verse [1, 2] is a milestone in the study of modern cosmol-
ogy. Dark energy, a dominant component in the universe
with a negative pressure, has been proposed to explain
the cosmic acceleration [3–5]. But the nature of dark
energy up to now still remains mysterious.
In order to study the nature of dark energy, various
theoretical and phenomenological models of dark energy
and modified gravity have been proposed. Among these
models, the model with a cosmological constant Λ and
cold dark matter (CDM), also known as the ΛCDM
model, is believed to be the preferred one, because it
has only six parameters and can explain various observa-
tions quite well [6]. However, although the ΛCDM model
is good at fitting the current observational data, it has
been always suffering from the severe theoretical puzzles,
such as the fine-tuning and coincidence problems [7, 8],
and thus searching for clues beyond the ΛCDM model
in observation and constructing corresponding cosmolog-
ical models in theory are an important mission in modern
cosmology.
The simplest extension to the ΛCDM cosmology is the
model with a dark energy having a constant equation-of-
state (EoS) parameter w, usually known as the wCDM
model. The apparent shortcoming of this model is that
it lacks theoretical roots and such a dark energy is too ad
hoc in theory. But, it is still an intriguing phenomeno-
logical model in the study of dark energy, since it has
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only one more parameter than the ΛCDM model. There-
fore, it is important to search for more realistic dark en-
ergy models with more solid theoretical roots. Actually,
an interesting example of this kind is provided by the
models of holographic dark energy, in which the holo-
graphic principle of quantum gravity is combined with
the effective quantum field theory [9, 10]. What is im-
portant is that the scenario of holographic dark energy
not only can partly resolve the fine-tuning and coinci-
dence problems [10], but also can fit the current observa-
tional data well [11–34]. Currently, the original model of
holographic dark energy (HDE) [10] is still a competitive
model among the many dark energy models in the aspect
of fitting the observations [26]. Similar to the wCDM
model, the HDE model also has only one more param-
eter than the ΛCDM model. It should also be pointed
out that the other two well-known models of this kind,
i.e., the new agegraphic dark energy (NADE) model [35–
45] and the holographic Ricci dark energy (RDE) model
[46–52], have been convincingly excluded by the current
observations [26].
Currently, the most powerful cosmological probes are
provided by the cosmic microwave background (CMB)
anisotropies measurements, the baryon acoustic oscilla-
tions (BAO) measurements, and the type Ia supernovae
(SN) observations. Some important cosmological param-
eters have been precisely measured by the combination
of CMB, BAO, and SN. But, there are still annoying
problems in the field of cosmological parameter estima-
tion. For example, several important other parameters
beyond the standard ΛCDM model, such as the EoS of
dark energy, the neutrino mass, and the tensor-to-scalar
ratio, still cannot be accurately measured [6]. In addi-
tion, there are still inconsistencies between some obser-
vations, and there are degeneracies between some param-
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2eters [6]. Therefore, we actually need other new cosmo-
logical probes other than these traditional optical cos-
mological probes. In fact, in the future the gravitational
wave standard sirens would play an essential role in the
cosmological parameter measurement [53].
The sources of gravitational waves (GWs) can be used
as standard sirens in cosmology, which was first proposed
by Schutz [54] and subsequently discussed by Holz and
Hughes [55]. Actually, the first detection of GWs gener-
ated by the binary neutron star (BNS) in August 17, 2017
(known as GW170817) [56] has initiated the new area of
multi-messenger astronomy [57]. With the help of the
multi-messenger observation of this event, the Hubble
constant has been independently determined [58]. The
main advantage of this standard siren method is that it
avoids using the cosmic distance ladder. The error of
this measurement result of the Hubble constant is still
large, around 15%, because only one data point is used.
In the future, more low-redshift standard siren data will
be accumulated, and thus the error will be decreased to
15%/
√
N , with N being the number of low-redshift stan-
dard siren data. Thus, 50 data will lead to a 2% mea-
surement of the Hubble constant [59]. Actually, in the
near future, the KAGRA and LIGO-India will join the
existing GW detector network, and then the error of the
H0 measurement will become smaller, around 13%/
√
N
[59]. The third-generation ground-based GW detectors
in plan, such as the Cosmic Explorer (CE) and the Ein-
stein Telescope (ET), will have much better detection
ability compared to the current advanced LIGO detec-
tors, and so it is expected that the standard sirens would
be developed into a powerful cosmological probe.
It is therefore of great interest to know what role the
standard sirens would play in the cosmological parame-
ter estimation. Recently, Zhang et al. [60] made such an
analysis by taking the ET as an example. The ET [61]
is a third-generation ground-based GW detection facility
in plan, which has 10 km-long arms and three detectors.
Compared to the advanced LIGO, the ET has a much
wider detection frequency range and a much better de-
tection sensitivity. Thus, much more BNS events in much
deeper redshifts can be observed by the ET. By a con-
servative estimation, in a 10-year run of the ET, about
1000 useful standard sirens can be observed [60].
It is found in Ref. [60] that the standard sirens are
fairly good at measuring the Hubble constant, but for
the measurements of other cosmological parameters they
are actually not so good. It is shown in Ref. [60] that
the measurement of H0 by GW alone is at a 0.3% preci-
sion for the ΛCDM model, and a 0.5% precision for the
wCDM model. The most important finding in Ref. [60]
is that the GW standard sirens can be used to break
the parameter degeneracies formed by other observations.
This is because the standard sirens can measure the abso-
lute luminosity distance. In the wCDM model, the con-
tours in the Ωm–H0 plane from the GW alone and the
CMB+BAO+SN are roughly orthogonal, and thus the
degeneracy between the two parameters are thoroughly
broken. Furthermore, it is also found that the GW stan-
dard sirens cannot provide a good enough measurement
for the EoS of dark energy w in the wCDM model, with
the precision of the w measurement only being about
12%. As a contrast, an about 4% measurement for w can
be given by the current CMB+BAO+SN observation.
However, since the GW standard sirens can break the
degeneracy, the combination of CMB+BAO+SN+GW fi-
nally can give a 2% w measurement in the wCDM model.
Actually, Wang et al. [62] further showed that the future
GW standard sirens observed by the ET can also im-
prove the constraints on the neutrino mass by about 10%.
For other relevant investigations, see, e.g., Refs. [63–81].
Therefore, it is expected that in the future the GW obser-
vation combined with other future optical surveys would
be capable of more precisely measuring cosmological pa-
rameters and elucidating the nature of dark energy.
In Ref. [60], only the ΛCDM model and the wCDM
model were considered, and thus we actually need to
check for other dynamical dark energy models. It is nec-
essary to check if the standard sirens can play an impor-
tant role in breaking parameter degeneracies for other
dark energy models. In the present work, we will study
the models of holographic dark energy with the GW stan-
dard sirens from the ET. The aim of this work is to check
if the GW standard sirens can also greatly improve the
constraints on the HDE model by breaking the parameter
degeneracies formed by other observations.
II. A BRIEF DESCRIPTION OF THE MODELS
OF HOLOGRAPHIC DARK ENERGY
The theoretical problem of dark energy is essentially
an ultraviolet (UV) problem in the quantum field theory,
which is also highly related to theory of gravity, thus the
essence of dark energy is a problem of quantum grav-
ity. In the traditional evaluation of the vacuum energy
density within the framework of quantum field theory,
its value is determined by the sum of the zero-point en-
ergy of each mode of all the quantum fields, and thus we
have ρvac ' k4max/(16pi2), with kmax being the imposed
momentum UV cutoff. If the UV cutoff is taken to be
the Planck scale (about 1019 GeV), where the quantum
field theory in a classical spacetime metric is expected
to break down, the vacuum energy density would exceed
the critical density of the universe by some 120 orders of
magnitude [7].
Actually, it has been conjectured that the cosmological
constant problem would be thoroughly solved when a full
theory of quantum gravity is established. In the present
day that the full theory of quantum gravity is still absent,
we actually also wish to understand the cosmological con-
stant problem from a point of view of quantum gravity.
A typical example of this attempt is the HDE model [10]
that considers the gravitational effects and holographic
principle in the effective quantum field theory. It is there-
fore expected that the studies on holographic dark energy
3might provide significant clues for the bottom-up explo-
ration of a full theory of quantum gravity.
When the gravity is considered in a quantum field sys-
tem, the number of degrees of freedom in a given spatial
region should be limited owing to the fact that too many
degrees of freedom would lead to the formation of a black
hole ruining the effectiveness of the quantum field theory
[9]. Thus, an energy bound is put on the vacuum energy
density, L3ρvac ≤ LM2pl, where Mpl is the reduced Planck
mass, which implies that the total energy in a given spa-
tial region with the size L should not exceed the mass
of a black hole with the same size [9]. Obviously, the
infrared (IR) cutoff size of this effective quantum field
theory is taken to be the largest length size compatible
with is bound. Therefore, a dark energy model based on
the effective quantum field theory with a UV/IR duality
naturally occurs with the help of the holographic prin-
ciple. The UV/IR correspondence lead to the fact that
the UV problem of dark energy is converted into an IR
problem. A given IR scale L saturating that bound will
give a dark energy density [10],
ρde = 3c
2M2plL
−2, (1)
where c is a dimensionless phenomenological parameter
characterizing all of the uncertainties of the theory. It is
indicated in this theory that the UV cutoff of the theory
is not fixed but runs with the evolution of the IR cutoff,
i.e., kmax ∝ L−1/2. Different choices of the IR cutoff L
will lead to different holographic dark energy models.
In this paper, we mainly consider the HDE model [10].
But, as a contrast, we also consider the RDE model [46].
Although the RDE model has been unfavored by the cur-
rent observations [26], we still consider it in this work
since we mainly study what role the GW standard sirens
would play in the future parameter estimation and we do
not mind if the model is favored by the observations.
A. The HDE model
The HDE model [10] is defined by choosing the event
horizon size of the universe as the IR cutoff. Thus, the
dark energy density in the HDE model is given by
ρde = 3c
2M2plR
−2
eh , (2)
where Reh is the event horizon size defined as
Reh(t) = a(t)
∫ ∞
t
dt′
a(t′)
. (3)
The evolution of the dark energy density in the HDE
model is governed by the following differential equations:
1
E(z)
dE(z)
dz
= −Ωde(z)
1 + z
(
1
2
+
√
Ωde(z)
c
− 3
2Ωde(z)
)
,
dΩde(z)
dz
= −2Ωde(z)(1− Ωde(z))
1 + z
(
1
2
+
√
Ωde(z)
c
)
,
(4)
where E(z) ≡ H(z)/H0 is the dimensionless Hubble pa-
rameter. Solving the differential equations will give the
evolutions of both Ωde(z) and E(z), and then all the cos-
mological quantities related to the background evolution
will be directly derived. The dimensionless parameter c
in this model is rather important, since it plays an essen-
tial role in determining the properties of dark energy in
the HDE model [82].
B. The RDE model
The RDE model [46] is defined by choosing the average
radius of the Ricci scalar curvature as the IR cutoff length
scale in the theory. The dark energy density in the RDE
model can be expressed as
ρde = 3γM
2
pl(H˙ + 2H
2), (5)
where γ is a positive constant that is a redefinition in
terms of c.
The evolution of the Hubble parameter in this model
is determined by the following differential equation:
E2 = Ωme
−3x + γ
(
1
2
dE2
dx
+ 2E2
)
, (6)
where x = ln a. The solution to this differential equation
is given by
E(z) =
(
2Ωm
2− γ (1 + z)
3 +
(
1− 2Ωm
2− γ
)
(1 + z)(4−
2
γ )
)1/2
.
(7)
The same to the HDE model, the parameter γ plays an
important role in determining the properties of dark en-
ergy in the RDE model [47].
III. METHOD AND DATA
We will simulate the GW standard siren data from the
ET and use them to constrain the HDE model and the
RDE model. We will investigate whether the standard
sirens can tightly constrain the models and whether they
can be used to break the parameter degeneracies formed
by other observations.
We first use the current observational data to constrain
the models. In this step, we choose the current main-
stream mature cosmological probes, i.e., CMB, BAO,
and SN. For CMB data, we use the distance priors of
the Planck 2018 data [83, 84]. For BAO data, we use the
measurements from 6dFGS (zeff = 0.106) [85], SDSS-
MGS (zeff = 0.15) [86], and BOSS DR12 (zeff = 0.38,
0.51, and 0.61) [87]. For SN data, we use the latest Pan-
theon compilation [88]. We use the data combination of
CMB+BAO+SN to constrain the HDE and RDE mod-
els by employing the MCMC package CosmoMC [89], and
then we take the best-fitted models as the fiducial models
to generate the simulated GW standard siren data from
4the ET. Actually, in this work, we also analyze the cases
of the ΛCDM model and the wCDM model, since these
two models are taken as reference models in the analysis
of the HDE and RDE models.
To simulate the GW standard siren data, we use the
simulation method described in Refs. [60, 62, 64, 66]. So,
in this paper we only give a brief description. We sim-
ulate 1000 GW standard siren data from the ET, since
a conservative estimation tells us that in a 10-year run
about 1000 GW standard sirens can be observed by the
ET. The most standard siren events are provided by the
merger of BNS, and only a small part of them is from the
merger of a black hole (BH) and a neutron star (NS). As
the same to Refs. [60, 62, 66], here we also take the ratio
between the event numbers of BHNS (the binary system
of a BH and a NS) and BNS to be 0.03, according to the
prediction of the advanced LIGO-Virgo network. For the
mass distributions of NS and BH in the simulation, we
randomly sample the mass of NS in the interval [1, 2] M
and the mass of BH in the interval [3, 10] M, where M
is the solar mass, as the same as in Refs. [60, 62, 66].
The redshift distribution of the wave sources are taken
to be the form [64, 66]
P (z) ∝ 4pid
2
C(z)R(z)
H(z)(1 + z)
, (8)
where dC(z) is the comoving distance at the redshift z
and R(z) denotes the time evolution of the burst rate
that takes the form [66, 90, 91]
R(z) =

1 + 2z, z ≤ 1,
3
4 (5− z), 1 < z < 5,
0, z ≥ 5.
(9)
The comoving distance dC(z) can be calculated by
dC(z) =
1
H0
∫ z
0
dz′
E(z′)
, (10)
where E(z) = H(z)/H0 is given by a cosmological model.
Therefore, we can generate a catalog of the GW sources
according to the redshift distribution of the GW sources.
Since the GW amplitude depends on the luminosity
distance dL, the information of dL and σdL can be ob-
tained from the amplitude of waveform. The strain in
the GW interferometers can be written as
h(t) = F+(θ, φ, ψ)h+(t) + F×(θ, φ, ψ)h×(t), (11)
where the antenna mode functions of the ET (i.e. F+
and F×) are [64]
F
(1)
+ (θ, φ, ψ) =
√
3
2
[
1
2
(1 + cos2(θ)) cos(2φ) cos(2ψ)
− cos(θ) sin(2φ) sin(2ψ)],
F
(1)
× (θ, φ, ψ) =
√
3
2
[
1
2
(1 + cos2(θ)) cos(2φ) sin(2ψ)
+ cos(θ) sin(2φ) cos(2ψ)]. (12)
Here (θ,φ) are the angles describing the location of the
source relative to the detector, and ψ is the polariza-
tion angle. The three interferometers have 60◦ with each
other, so the antenna pattern founctions for the other
two interferometers can be easily derived from the above
equations.
The Fourier transform H(f) of the time domain wave-
form h(t) is given by
H(f) = Af−7/6 exp[i(2pift0 − pi/4 + 2ψ(f/2)− ϕ(2.0))],
(13)
where A is the Fourier amplitude that is given by
A = 1
dL
√
F 2+(1 + cos
2(ι))2 + 4F 2× cos2(ι)
×
√
5pi/96pi−7/6M5/6c , (14)
where dL = (1 + z)dC is the luminosity distance to the
source, Mc = Mη3/5 is the “chirp mass”, M = m1 +m2
is the total mass of coalescing binary with component
masses m1 and m2, and the η = m1m2/M
2 is the sym-
metric mass ratio. Note here that all the masses refer to
the observed mass, and the relationship between the ob-
served mass and the intrinsic mass is Mobs = (1+z)Mint.
ι is the angle of inclination of the binary’s orbital angu-
lar momentum with the line of sight. Since the short
gamma ray bursts (SGRBs) followed by the mergers are
expected to be strongly beamed, the binaries should be
orientated nearly face on (i.e., ι ' 0) as implied by the
coincidence observations of SGRBs. The maximal in-
clination is about ι = 20◦. In the simulation, actually
averaging the Fisher matrix over the inclination ι and
the polarization ψ with the constraint ι < 90◦ is roughly
the same as taking ι = 0 [65]. So, we take ι = 0 in the
simulation of the GW sources. It is however should be
pointed out that in the estimation of the practical un-
certainty of the measurement of dL, the impacts of the
uncertainty of inclination should be taken into account.
In fact, the consideration of the maximal effect of the
inclination (between ι = 0 and ι = 90◦) on the signal-to-
noise (SNR) leads to a factor of 2. Definitions of other
parameters and their values can be found in Ref. [66].
The combined signal-to-noise ratio (SNR) for the net-
work of three independent interferometers can be calcu-
lated by
ρ =
√√√√ 3∑
i=1
(ρ(i))2, (15)
where ρ(i) =
√〈H(i),H(i)〉, with the inner product de-
fined as
〈a, b〉 = 4
∫ fupper
flower
a˜(f)b˜∗(f) + a˜∗(f)b˜(f)
2
df
Sh(f)
, (16)
where a tilde above a function denotes the Fourier trans-
form of the function and Sh(f) is the one-side noise power
5spectral density. In this work, Sh(f) of the ET is taken
to be the same as in Ref. [64]. For the case of the ET, a
detection of the GWs is confirmed by using the criteria
that the combined SNR is greater than 8 [61].
The instrumental error on the measurement of dL can
be estimated by using the Fisher information matrix,
σinstdL '
√〈
∂H
∂dL
,
∂H
∂dL
〉−1
. (17)
It can be easily found that σinstdL ' dL/ρ due to H ∝ d−1L .
The consideration of the effect from the inclination angle
ι leads to a factor 2 in front of the error, and thus the
error is written as
σinstdL '
2dL
ρ
. (18)
In addition, the error from weak lensing is given by σlensdL
= 0.05zdL [66]. Therefore, the total error of the mea-
surement of dL can be expressed as
σdL =
√
(σinstdL )
2 + (σlensdL )
2
=
√(
2dL
ρ
)2
+ (0.05zdL)2. (19)
We use the method described above to generate the
catalogue of the GW standard sirens with their z, dL,
and σdL . We simulate 1000 GW standard siren data
that are expected to be detected by the ET in its 10-
year observation.
For N simulated data points of GW standard sirens,
the χ2 function can be written as
χ2GW =
N∑
i=1
[
d¯iL − dL(z¯i; ~Ω)
σ¯idL
]2
, (20)
where z¯i, d¯
i
L, and σ¯
i
dL
are the ith redshift, luminosity
distance, and error of luminosity distance, and ~Ω denotes
the set of cosmological parameters.
In this work, we will use the data combination of
CMB+BAO+SN and the GW data alone to constrain the
cosmological models, respectively. From this test, we can
observe if the parameter degeneracies formed by the cur-
rent observation CMB+BAO+SN can be broken by the
GW observation. Then, we will further use the data com-
bination CMB+BAO+SN+GW to constrain the models,
from which we can learn how the GW standard sirens can
help improve the constraints on the cosmological param-
eters.
Actually, we will investigate four cosmological models,
i.e., ΛCDM, wCDM, HDE, and RDE, in this work. The
ΛCDM model is regarded as a standard model of cosmol-
ogy, and thus it is taken as a reference. The remaining
three models, wCDM, HDE, and RDE, all have one more
parameter than ΛCDM. The wCDM model is actually
the simplest extension to the ΛCDM model. The RDE
model is another typical model of the holographic kind
scenario. Therefore, in order to comprehensively investi-
gate the HDE model, we wish to make a comparison of
it with the other three models.
IV. RESULTS AND DISCUSSION
In this section, we report the constraint results and
make some relevant discussions. The constraint results
are shown in Figs. 1–4, and summarized in Tables I–IV.
In Figs. 1–4, the constraint results of the ΛCDM, wCDM,
HDE, and RDE models are shown, respectively. The pos-
terior distribution contours (68.3% and 95.4% confidence
level) and curves from GW alone, CMB+BAO+SN, and
CMB+BAO+SN+GW are colored by grey, red, and blue,
respectively, in these figures. In Tables I and II, the
fit values of the cosmological parameters for the mod-
els are given. In Tables III and IV, the constraint errors
and accuracies of the cosmological parameters are given.
Here, the error σ is taken to be the root-mean-square
of σ+ and σ−, and ε(ξ) for a parameter ξ is defined as
ε(ξ) = σ(ξ)/ξ. In these tables, for convenience, we use
the abbreviation “CBS” to denote the data combination
CMB+BAO+SN.
It should be mentioned that the ΛCDM model and the
wCDM model have been investigated using the GW stan-
dard sirens in Ref. [60]. In the present paper, since we
wish to make an uniform comparison for these models, we
redo the analysis for them. We note that there are some
little differences between this work and Ref. [60]. First,
the actual observational data are somewhat different (for
CMB, BAO, and SN). Second, in the simulation of the
future GW data we omit a step in this work, namely, the
Gaussian random distribution for the simulated data, in
order to make the central values of the CMB+BAO+SN
data and the GW alone data roughly identical in the pa-
rameter plane, which is convenient for the comparison
for the constraints from different data. The results of
them are similar although slight differences exists, and
the conclusion is not changed.
From these figures and tables, we can easily find that
the GW standard sirens can constrain H0 rather tightly
(the RDE model is an exception, and we will discuss
it in the following), but for the other parameters their
constraints are weak. Actually, we directly observe from
these figures that the GW standard sirens can play an
essential role in breaking the parameter degeneracies in
all the cases.
The constraints on the ΛCDM model are shown in
Fig. 1. We find that the GW data alone can pro-
vide a 0.46% measurement for H0, better than the cur-
rent CBS constraint with a 0.64% accuracy. The com-
bined CBS+GW data provide a 0.35% measurement for
H0. We also find that the GW data alone cannot very
tightly constrain Ωm, with the constraint accuracy only
at 3.50%, worse than the current CBS constraint with
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FIG. 1: Observational constraints (68.3% and 95.4% confidence level) on the ΛCDM model by using the GW, CMB+BAO+SN,
and CMB+BAO+SN+GW data. Here, H0 is in units of km s
−1 Mpc−1.
TABLE I: Fitting results (68.3% confidence level) for the ΛCDM model and the wCDM model using GW, CBS, and CBS+GW.
Here, CBS stands for CMB+BAO+SN; H0 is in units of km s
−1 Mpc−1.
Model ΛCDM wCDM
Data GW CBS CBS+GW GW CBS CBS+GW
Ωm 0.314± 0.011 0.3136± 0.0059 0.3136± 0.0034 0.312+0.030−0.025 0.3116± 0.0077 0.3116± 0.004
H0 67.63± 0.31 67.63± 0.43 67.63± 0.24 67.96± 0.54 67.92± 0.82 67.91± 0.40
w − − − −1.03+0.14−0.11 −1.014± 0.034 −1.014± 0.024
TABLE II: Fitting results (68.3% confidence level) for the HDE model and the RDE model using GW, CBS, and CBS+GW.
Here, CBS stands for CMB+BAO+SN; H0 is in units of km s
−1 Mpc−1.
Model HDE RDE
Data GW CBS CBS+GW GW CBS CBS+GW
Ωm 0.294
+0.033
−0.028 0.304± 0.0074 0.304± 0.0039 0.311+0.015−0.013 0.3125± 0.0075 0.3125± 0.0049
H0 67.14± 0.59 67.26± 0.81 67.27± 0.40 70.9+1.1−1.2 70.95± 0.74 70.9± 0.49
c 0.94+0.15−0.27 0.841
+0.041
−0.047 0.839± 0.031 − − −
γ − − − 0.289+0.029−0.034 0.2852± 0.0051 0.2854± 0.0049
TABLE III: Constraint errors and accuracies for cosmological parameters of the ΛCDM model and the wCDM model using
GW, CBS, and CBS+GW. Here, CBS stands for CMB+BAO+SN; H0 is in units of km s
−1 Mpc−1.
Model ΛCDM wCDM
Data GW CBS CBS+GW GW CBS CBS+GW
σ(Ωm) 0.0110 0.0059 0.0034 0.0276 0.0077 0.0040
σ(H0) 0.31 0.43 0.24 0.54 0.82 0.40
σ(w) − − − 0.126 0.034 0.024
ε(Ωm) 0.0350 0.0188 0.0108 0.0414 0.0185 0.0134
ε(H0) 0.0046 0.0064 0.0035 0.0079 0.0120 0.0059
ε(w) − − − 0.1223 0.0335 0.0237
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FIG. 2: Observational constraints (68.3% and 95.4% confidence level) on the wCDM model by using the GW, CMB+BAO+SN,
and CMB+BAO+SN+GW data. Here, H0 is in units of km s
−1 Mpc−1.
TABLE IV: Constraint errors and accuracies for cosmological parameters of the HDE model and the RDE model using GW,
CBS, and CBS+GW. Here, CBS stands for CMB+BAO+SN; H0 is in units of km s
−1 Mpc−1.
Model HDE RDE
Data GW CBS CBS+GW GW CBS CBS+GW
σ(Ωm) 0.0306 0.0074 0.0039 0.0140 0.0075 0.0049
σ(H0) 0.59 0.81 0.40 1.15 0.74 0.49
σ(c) 0.218 0.044 0.031 − − −
σ(γ) − − − 0.0316 0.0051 0.0049
ε(Ωm) 0.1041 0.0243 0.0128 0.0450 0.0240 0.0157
ε(H0) 0.0088 0.0120 0.0059 0.0162 0.0104 0.0069
ε(c) 0.2319 0.0523 0.0369 − − −
ε(γ) − − − 0.1093 0.0179 0.0172
the accuracy 1.88%. However, due to the fact that the
degeneracy is broken by the GW standard sirens, the
constraint on Ωm is improved to be at the 1.08% level by
the combined CBS+GW data.
The constraints on the wCDM model are shown in
Fig. 2, from which we can clearly see that the contours
from the CBS data and the GW alone data are roughly
orthogonal in all the parameter planes (i.e., the w–Ωm,
H0–Ωm, and H0–w planes), so that the degeneracies are
thoroughly broken in this case. For this model, the GW
data alone provides a 0.79% measurement for H0, much
better than the current CBS constraint with a 1.20% ac-
curacy, and the combined CBS+GW data can measure
H0 to be at the 0.59% level. We can see that the GW
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FIG. 3: Observational constraints (68.3% and 95.4% confidence level) on the HDE model by using the GW, CMB+BAO+SN,
and CMB+BAO+SN+GW data. Here, H0 is in units of km s
−1 Mpc−1.
data alone can only provide a weak constraint on w, with
the accuracy only at 12.23%, much worse than the cur-
rent CBS constraint at the 3.35% level, but the combined
CBS+GW data can improve the result to be at the 2.37%
level thanks to the contribution from the GW standard
sirens.
Now, let us see the constraint results of the HDE
model, shown in Fig. 3. From this figure, we find that
the situation of this model is very similar to that of the
wCDM model. It is clearly seen that the contours from
the CBS data and the GW alone data are roughly orthog-
onal in all the parameter planes (i.e., the c–Ωm, H0–Ωm,
and H0–c planes), so in this case the degeneracies are also
thoroughly broken. For the HDE model, we can see that
the GW data alone can provide a 0.88% measurement
for H0, also much better than the current CBS constraint
with a 1.20% accuracy, and the combined CBS+GW data
can measure H0 to be at the 0.59% level. For the mea-
surement of c, we find that the constraint ability of the
GW alone data is rather weak, which can only provide a
23.19% measurement, much worse than the current CBS
constraint with the accuracy of 5.23%, and the combined
CBS+GW data can improve the result to be at the 3.69%
level owing to the degeneracy being broken.
Finally, let us discuss the case of the RDE model, with
the constraint results shown in Fig. 4. We find that this
case is somewhat different from the above three cases.
From Fig. 4, we can see that in this case the parameter
degeneracies formed by the current CBS data are also
broken by the future GW standard siren data, but ow-
ing to the fact that the constraints from the GW data
alone are too weak, the combined CBS+GW data do
not improve the constraints as much as the above three
cases. We find that for this case the GW data alone can
only provide a 1.62% measurement for H0, slightly worse
than the current CBS constraint with a 1.04% accuracy.
The combined CBS+GW data provide a 0.69% measure-
ment for H0. For the measurement of γ, we find that the
GW alone data can only provide a 10.93% measurement,
much worse than the current CBS constraint with the ac-
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FIG. 4: Observational constraints (68.3% and 95.4% confidence level) on the RDE model by using the GW, CMB+BAO+SN,
and CMB+BAO+SN+GW data. Here, H0 is in units of km s
−1 Mpc−1.
curacy of 1.79%, and the combined CBS+GW data can
only slightly improve the result to be at the 1.72% level.
Actually, it should be emphasized that the RDE model
has been convincingly ruled out by the current obser-
vations, because its χ2 and information criterion values
in the cosmological fit are extremely high compared to
other models (in particular, the ΛCDM model) [26]. The
differences of this model from the other models in this
study might originate from this fact.
In this study, we show that the future GW standard
sirens observed by the ET can greatly help improve the
constraints on the HDE model. With the help of the
GW standard siren data, the cosmological parameters
Ωm, H0, and c in the HDE model would be measured at
the accuracies of 1.28%, 0.59%, and 3.69%, respectively.
The comparison with the ΛCDM and wCDM models
shows that the parameter degeneracies will be broken
more thoroughly in a dynamical dark energy model (than
the standard model). The GW data alone can provide
a very good measurement for H0, but can only provide
rather weak constraints on other parameters. However,
despite that, the GW standard siren observation would
help improve the cosmological parameter estimation to a
great extent in a joint constraint. The investigation on
the RDE model shows that even though this model has
been ruled out by the current observations, the param-
eter estimation for it can also be improved by including
the GW standard siren data.
V. CONCLUSION
The prospect for constraining the HDE model with
GW standard sirens observed from the ET is studied in
this work. We find that all the cosmological parame-
ters in the HDE model can be tremendously improved
by including the GW data in the cosmological fit. The
GW data combined with the current CMB, BAO, and
SN data will measure the parameters Ωm, H0, and c in
the HDE model to be at the accuracies of 1.28%, 0.59%,
10
and 3.69%, respectively.
Through a comparison with the ΛCDM and wCDM
models, we show that, compared to the standard model,
the parameter degeneracies will be broken more thor-
oughly in a dynamical dark energy model. Solely using
the GW data can provide a fairly good measurement for
H0, but for other parameters the GW data alone can
only provide rather weak measurements. Although the
constraint ability of the GW data for other parameters
is weak, due to the fact that the parameter degeneracies
can be broken by the GW data, the standard sirens can
play an essential role in improving the parameter estima-
tion. It is also shown that, even though the RDE model
has been ruled out by the current observations, the GW
standard siren data will also help improve the parameter
estimation for it.
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