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TWO-SCALE METHOD FOR THE MONGE-AMPE`RE
EQUATION: CONVERGENCE TO THE VISCOSITY SOLUTION
R. H. NOCHETTO1, D. NTOGKAS2, AND W. ZHANG3
Abstract. We propose a two-scale finite element method for the Monge-
Ampe`re equation with Dirichlet boundary condition in dimension d ≥ 2 and
prove that it converges to the viscosity solution uniformly. The method is in-
spired by a finite difference method of Froese and Oberman, but is defined on
unstructured grids and relies on two separate scales: the first one is the mesh
size h and the second one is a larger scale that controls appropriate directions
and substitutes the need of a wide stencil. The main tools for the analysis are
a discrete comparison principle and discrete barrier functions that control the
behavior of the discrete solution, which is continuous piecewise linear, both
close to the boundary and in the interior of the domain.
Key words. Monge-Ampe`re equation, viscosity solution, two-scale method,
monotone scheme, convergence, regularization.
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1. Introduction
We consider the Monge-Ampe`re equation with Dirichlet boundary condition:
(1.1)
{
detD2u = f in Ω ⊂ Rd,
u = g on ∂Ω,
where f ≥ 0 is uniformly continuous, Ω is a uniformly convex domain (not neces-
sarily W 2∞) and g is a continuous function. We seek a convex solution u of (1.1),
which is critical for (1.1) to be elliptic and have a unique viscosity solution [26].
The Monge-Ampe`re equation has a wide spectrum of applications in optimal
mass transport problems, geometry, nonlinear elasticity and meteorology. These
applications lead to an increasing interest in the investigation of efficient numerical
methods. There exist several methods for the Monge-Ampe`re equation. These
include the early work by Oliker and Prussner [35] for the space dimension d = 2,
the vanishing moment methods by Feng and Neilan [21, 22], the penalty method
of Brenner, Gudi, Neilan [10], least squares and augmented Lagrangian methods
by Dean and Glowinski [14, 15, 25], the finite difference method proposed recently
by Benamou, Collino and Mirebeau [5, 29], and a new semi-Lagrangian method by
Feng and Jensen [20]. Our work is mostly motivated by the wide-stencil scheme
proposed by Froese and Oberman, who proved convergence of the scheme [24].
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Awanou [2] proved a linear rate of convergence for classical solutions for the wide-
stencil method, when applied to a perturbed Monge-Ampe`re equation with an extra
lower order term δu; the parameter δ > 0 is independent of the mesh and appears
in reciprocal form in the rate. In contrast, our analysis hinges on the discrete
comparison principle and two discrete barrier functions, which are instrumental in
proving convergence to the viscosity solution of (1.1). Moreover, our methodology
further leads to pointwise error estimates, which we derive in [30].
1.1. Our contribution. Our method hinges on the following formula for the de-
terminant of the semi-positive Hessian D2w of a smooth function w as in [24]:
(1.2) detD2w(x) = min
(v1,...,vd)∈S⊥
d∏
j=1
vTj D
2w(x) vj ,
where S⊥ is the set of all d−orthonormal bases in Rd. The minimum is achieved
for the eigenvectors of D2w and is equal to
∏d
j=1 λj , where λj , j = 1, . . . , d are the
corresponding eigenvalues. To discretize (1.2) we introduce two scales h and δ. We
discretize the domain Ω by a shape regular and quasi-uniform mesh Th with spacing
h, and construct a space Vh of continuous piecewise linear functions associated with
the mesh Th. The second scale δ is the length of directions we use to approximate
second directional derivatives by central second order differences
∇2δw(x; v) :=
w(x+ δv)− 2w(x) + w(x− δv)
δ2
and |v| = 1,
for any w ∈ C0(Ω); this formula will be appropriately modified close to ∂Ω. We
denote by uε our discrete solution, where ε = (h, δ) represents the two scales, and
define the discrete Monge-Ampe`re operator to be
Tε[uε](xi) := min
(v1,...,vd)∈S⊥
d∏
j=1
∇2δuε(xi; vj),
where xi is a generic node of Th. This leads to a clear separation of scales, which is
a key theoretical advantage over the original wide stencil method of [24]. This also
yields continuous dependence of uε on data, which we further exploit in [30]. In fact,
such continuous dependence result, along with the discrete comparison principle and
the use of some discrete barrier functions give rise to rates of convergence in L∞(Ω)
for viscosity solutions of (1.1) under some additional regularity requirements [30].
To make the two-scale method practical, we resort to fast search techniques within
[38, 39] to locate points xi ± δvj , which may not be nodes of Th in general.
The main tool in the current work is the discrete comparison principle that
enables us to control the behavior of uε and prove its uniform convergence to the
unique viscosity solution u of (1.1) as δ → 0 and hδ−1 → 0. It is important to
realize, as already observed in [20], that such a convergence is not an immediate
consequence of the theory developed by Barles and Souganidis [4]. This theory
assumes that the discrete operator is consistent up to the boundary and that the
boundary conditions are treated in the viscosity sense; our operator Tε is only
consistent at distance δ from the boundary and our notion of Dirichlet condition is
classical. Moreover, the theory of [4] also hinges on a comparison principle for the
underlying equation, which in the case of the Monge-Ampe`re equation (1.1) requires
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that the subsolution and supersolution constructed through the limit supremum and
limit infimum of uε be convex.
We present two proofs of uniform convergence. The first one, discussed in Sec-
tions 5.2 and 5.3, relies on regularization of data f, g and Ω and the discrete com-
parison principle. This approach sets the stage for proving rates of convergence
for the 2-scale method, which we derive in [30]. Regularization is a natural device
used already for Monge-Ampe`re by De Philippis and Figalli [16] as a PDE tool
and Awanou for numerical purposes [3]. The second approach is along the lines of
Barles and Souganidis [4], uses techniques similar to those developed by Feng and
Jensen [20], and circumvents the two main issues mentioned above. Controlling
the behavior of uε in a δ-neighborhood of the boundary ∂Ω is critical to both ap-
proaches. This is achieved via a discrete barrier function discussed in Section 5.1;
similar constructions are discussed in [20, 31, 32].
To showcase the performance of our 2-scale method, we present computational
experiments for a classical and a degenerate viscosity solution solved with a semi-
smooth Newton method. We obtain linear rates for both cases. We also present an
example with unbounded f , which does not fall within our theory, and still observe
convergence although with a reduced rate.
It is worth comparing the two-scale method with the Oliker-Prussner method
[35, 32]. The former is easier to implement because it does not require the ex-
plicit computation of subdifferentials, and is formulated on shape regular meshes
Th instead of cartesian meshes. Although the coarse and fine scales δ and h must
only satisfy hδ−1 → 0 for convergence, rates of convergence require knowledge of
regularity of the exact solution u of (1.1) to choose δ = δ(h) [30] in contrast to [32].
1.2. Outline. In Section 2 we introduce our method and the main tool of our
analysis, the discrete comparison principle. In Section 3 we prove the existence and
uniqueness of our discrete solution. In Section 4 we prove the consistency of the
discrete operator and in Section 5 we prove the uniform convergence of the discrete
solution to the viscosity solution of (1.1). Lastly, in Section 6 we document the
performance of our method with numerical experiments.
2. Two-Scale Method
2.1. Ideal Two-Scale Method. Let Th be a shape-regular and quasi-uniform
triangulation with mesh size h. We denote by Ωh the union of elements of Th and
we call it the computational domain. Let Nh denote the nodes of Th, N bh := {xi ∈
Nh : xi ∈ ∂Ωh} be the boundary nodes and N 0h := Nh \ N bh be the interior nodes.
We require that N bh ⊂ ∂Ω, which in view of the convexity of Ω implies that Ωh is
also convex and Ωh ⊂ Ω. We denote by Vh the space of continuous piecewise linear
functions over Th. We recall the notation S⊥ for the collection of all d-tuples of
orthonormal bases and v := (v1, . . . , vd) ∈ S⊥ for a generic element, whence each
component vi belongs to the unit sphere S of Rd. For xi ∈ N 0h , we use the formula
of centered second differences
(2.1) ∇2δw(xi; vj) :=
w(xi + ρδvj)− 2w(xi) + w(xi − ρδvj)
ρ2δ2
,
where 0 < ρ ≤ 1 is the biggest number such that both xi ± ρδvj ∈ Ωh for all
vj ∈ S; we stress that ρ need not be computed exactly. This is well defined for any
w ∈ C0(Ω), in particular for w ∈ Vh.
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We seek uε ∈ Vh such that uε(xi) = g(xi) for xi ∈ N bh and for xi ∈ N 0h
(2.2) Tε[uε](xi) := min
v∈S⊥
 d∏
j=1
∇2,+δ uε(xi; vj)−
d∑
j=1
∇2,−δ uε(xi; vj)
 = f(xi),
where from now on we use the notation
∇2,+δ uε(xi; vj) = max (∇2δuε(xi; vj), 0), ∇2,−δ uε(xi; vj) = −min (∇2δuε(xi; vj), 0).
A similar definition was first proposed by Froese and Oberman in [24, 23] for a
finite difference method. The key idea behind (2.2) is to enforce a suitable notion
of discrete convexity. To build intuition we explore this concept next.
Definition 2.1 (discrete convexity). We say that wh ∈ Vh is discretely convex if
∇2δwh(xi; vj) ≥ 0 ∀xi ∈ N 0h , ∀vj ∈ S.
It is important to realize that this definition does not imply convexity in the
usual sense, which is rather tricky to achieve with piecewise polynomials [1, 32, 37].
On the other hand, if w ∈ C0(Ωh) is convex, then its Lagrange interpolant Ihw
satisfies Ihw ≥ w, whence Ihw is discretely convex but not necessarily convex.
Lemma 2.2 (discrete convexity). If wh ∈ Vh satisfies
Tε[wh](xi) ≥ 0 ∀xi ∈ N 0h ,
then wh is discretely convex and as a consequence
(2.3) Tε[wh](xi) = min
v∈S⊥
d∏
j=1
∇2δwh(xi; vj),
namely
∇2,+δ wh(xi; vj) = ∇2δwh(xi; vj), ∇2,−δ wh(xi; vj) = 0 ∀xi ∈ N 0h , ∀vj ∈ S.
Conversely, if wh is discretely convex, then Tε[wh](xi) ≥ 0 for all xi ∈ N 0h .
Proof. We distinguish two cases depending on whether Tε[wh](xi) > 0 or not. Let
v = (vj)
d
j=1 ∈ S⊥ be a d-tuple that realizes the mininum in the definition of
Tε[wh](xi) and note that
d∏
j=1
∇2,+δ wh(xi; vj) ≥ 0,
d∑
j=1
∇2,−δ wh(xi; vj) ≥ 0.
Case 1: Tε[wh](xi) > 0. If the difference of these two quantities is positive, then
so must be the first one. This implies that each factor ∇2,+δ wh(xi; vj) > 0, whence
the second term must vanish. This readily yields (2.3).
Case 2: Tε[wh](xi) = 0. If instead the difference of the two quantities above
vanishes, then there are two possible situations. If the first quantity is strictly
positive, then the argument in Case 1 implies that the second quantity vanishes,
which is a contradiction. Therefore, the alternative option is that both quantities
vanish, whence
∇2,−δ wh(xi; vj) = 0 ∀j ⇒ ∇2δwh(xi; vj) ≥ 0 ∀j.
This again implies that wh is discretely convex along with (2.3). Since the converse
is trivial the proof is complete. 
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2.2. Practical Two-Scale Method. The ideal two-scale method of Section 2.1
leads to the notion of discrete convexity and Lemma 2.2 but cannot be implemented,
because the minimum in (2.2) entails infinitely many options for v ∈ S⊥. To render
the two-scale method practical, we introduce a finite discretization Sθ ⊂ S of the
unit sphere governed by the parameter θ: given v ∈ S, there exists vθ ∈ Sθ such that
|v − vθ| ≤ θ.
Likewise, we approximate the set S⊥ of d-orthonormal bases by the finite set
S⊥θ ⊂ S⊥: for any vθ = (vθj )dj=1 ∈ S⊥θ , vθj ∈ Sθ and there exists v = (vj)dj=1 ∈ S⊥
such that |vj − vθj | ≤ θ for all 1 ≤ j ≤ d and conversely.
If ε := (h, δ, θ), the practical two-scale method now reads: seek uε ∈ Vh such
that uε(xi) = g(xi) for xi ∈ N bh and for xi ∈ N 0h
(2.4) Tε[uε](xi) := min
v∈S⊥θ
 d∏
j=1
∇2,+δ uε(xi; vj)−
d∑
j=1
∇2,−δ uε(xi; vj)
 = f(xi).
We observe that if we relax Definition 2.1 (discrete convexity) to be
∇2δwh(xi; vj) ≥ 0 ∀xi ∈ N 0h , ∀vj ∈ Sθ,
then Lemma 2.2 (discrete convexity) is still valid and we can take
(2.5) Tε[wh](xi) = min
v∈S⊥θ
d∏
j=1
∇2δwh(xi; vj),
provided Tε[wh](xi) ≥ 0, as is the case of uε in (2.4).
We now show that (2.4) is monotone and prove a comparison principle for f ≥ 0.
Lemma 2.3 (monotonicity). Let uh, wh ∈ Vh be discretely convex. If uh − wh
attains a maximum at an interior node z ∈ N 0h , then
Tε[wh](z) ≥ Tε[uh](z).
Proof. If uh − wh attains a maximum at z ∈ N 0h , then
uh(z)− wh(z) ≥ uh(xi)− wh(xi) ∀xi ∈ Nh.
For suitably chosen 0 < ρ ≤ 1, the points z ± δρvj ∈ Ωh satisfy
uh(z)− wh(z) ≥ uh(z ± δρvj)− wh(z ± δρvj) ∀vj ∈ Sθ,
because this relation holds at the vertices of the simplices where z± δρvj belong to
and both uh and wh are piecewise linear. Hence, (2.1) implies
∇2δuh(z; vj) ≤ ∇2δwh(z; vj) ∀vj ∈ Sθ.
Since discrete convexity of uh and wh implies (2.5), the proof is complete. 
Lemma 2.4 (discrete comparison principle). Let uh, wh ∈ Vh with uh ≤ wh on
the boundary ∂Ωh be such that
Tε[uh](xi) ≥ Tε[wh](xi) ≥ 0 ∀xi ∈ N 0h .
Then, uh ≤ wh in Ωh.
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Proof. Since uh, wh ∈ Vh, it suffices to prove uh(xi) ≤ wh(xi) for all xi ∈ N 0h . In
view of Lemma 2.2 (discrete convexity) and (2.5), we realize that both uh and wh
are discretely convex and we can rewrite the operator inequality as follows:
min
v∈S⊥θ
d∏
j=1
∇2δuh(xi; vj) ≥ min
v∈S⊥θ
d∏
j=1
∇2δwh(xi; vj) ≥ 0 ∀xi ∈ N 0h .
The proof splits into two steps according to whether this inequality is strict or not.
Step 1. We first consider the strict inequality
min
v∈S⊥θ
d∏
j=1
∇2δuh(xi; vj) > min
v∈S⊥θ
d∏
j=1
∇2δwh(xi; vj) ∀xi ∈ N 0h .
We assume by contradiction that there exists an interior node xk ∈ N 0h such that
uh(xk)− wh(xk) > 0
and
uh(xk)− wh(xk) ≥ uh(xi)− wh(xi) ∀xi ∈ Nh.
Reasoning as in Lemma 2.3 we obtain ∇2δuh(xk; vj) ≤ ∇2δwh(xk; vj) for all vj ∈ Sθ.
On the other hand, the original strict inequality at xi = xk yields
min
v∈S⊥θ
d∏
j=1
∇2δwh(xk; vj) <
d∏
j=1
∇2δuh(xk; vj)
for all possible directions v = (vj)
d
j=1 ∈ S⊥θ . Choosing v to be a d-tuple that
realizes the minimum of the left-hand side leads to a contradiction.
Step 2. We now deal with the non-strict inequality. We introduce the quadratic
strictly convex function q(x) = 12
(|x|2 − R2), which satisfies q ≤ 0 on Ω for R > 0
sufficiently large and in particular q ≤ 0 on ∂Ωh. Its Lagrange interpolant qh = Ihq
is discretely convex and
∇2δqh(xi; vj) ≥ ∇2δq(xi; vj) = ∂2vjvjq(xi) = 1 ∀xi ∈ N 0h , ∀vj ∈ Sθ.
For arbitrary α > 0, the function uh + αqh satisfies uh + αqh ≤ uh ≤ wh on ∂Ωh
and
∇2δ(uh + αqh)(xi; vj) ≥ ∇2δuh(xi; vj) + α > ∇2δwh(xi; vj) ∀xi ∈ N 0h , ∀vj ∈ Sθ,
whence Tε[uh + αqh](xk) > Tε[wh](xk). Applying Step 1 we deduce
uh + αqh ≤ wh ∀α > 0.
Taking the limit as α→ 0 gives the asserted inequality. 
3. Existence and Uniqueness
We now prove existence and uniqueness of a discrete solution uε ∈ Vh of (2.4).
Lemma 3.1 (existence, uniqueness and stability). There exists a unique uε ∈ Vh
that solves the discrete Monge-Ampe`re equation (2.4). The solution uε is stable
in the sense that ‖uε‖L∞(Ω) does not depend on the parameters  = (h, δ, θ) of the
method.
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Proof. Since uniqueness is a trivial consequence of Lemma 2.4 (discrete comparison
principle), we just have to prove existence. To this end, we construct a monotone
sequence of discrete convex functions
{
ukh
}∞
k=0
, starting with the initial iterate
u0h ∈ Vh that satisfies u0h = Ihg on ∂Ωh and
Tε[u
0
h](xi) ≥ f(xi) ∀xi ∈ N 0h .
Step 1 : Existence of u0h. We repeat the calculations of Step 2 in Lemma 2.4
(discrete comparison principle) for
q(x) =
1
2
‖f‖1/dL∞(Ω)|x|2
to obtain that for qh = Ihq and for all xi ∈ N 0h
Tε[qh](xi) ≥ ‖f‖L∞(Ω) ≥ f(xi).
We utilize the stability of Ihq in L∞(Ωh) to deduce
‖qh‖L∞(Ωh) ≤ CR ‖f‖L∞(Ω),
where CR is a geometric constant that depends on the domain Ω.
We next observe that the set of convex functions w satisfying a continuous Dirich-
let boundary condition on a uniformly convex domain is non-empty. The solution
w ∈ C0(Ω) of the homogeneous Dirichlet problem (1.1) is one such function [26,
Theorem 1.5.2]. Let w be convex and solve (1.1) with f = 0 and Dirichlet condition
w = g − q, whence wh := Ihw satisfies
Tε[wh](xi) ≥ 0 ∀xi ∈ N 0h .
and wh = Ihg − qh on N bh. We define the initial iterate to be
u0h := wh + qh
and note that u0h is discretely convex and satisfies the Dirichlet condition u
0
h = Ihg
on ∂Ωh. Since all the terms in Tε[u
0
h](xi) are non-negative, we also deduce
Tε[u
0
h](xi) = min
v∈S⊥θ
d∏
j=1
(
∇2δwh(xi; vj) +∇2δqh(xi; vj)
)
≥ f(xi) ∀xi ∈ N 0h .
Step 2 : Perron Construction. We proceed by induction. Suppose that we have
already a discretely convex function ukh ∈ Vh that satisfies ukh = Ihg on ∂Ωh and
(3.1) Tε[u
k
h](xi) ≥ f(xi) ∀xi ∈ N 0h .
We now construct uk+1h ∈ Vh such that uk+1h ≥ ukh in Ωh, uk+1h = Ihg on ∂Ωh
and satisfies (3.1). We consider all interior nodes in order and construct auxiliary
functions uk,i−1h ∈ Vh using the first i − 1 nodes and starting from uk,0h := ukh as
follows. At xi ∈ N 0h we check whether or not T ε[uk,i−1h ](xi) > f(xi). If so, we
increase the value of uk,i−1h (xi) and denote the resulting function by u
k,i
h , until
Tε[u
k,i
h ](xi) = f(xi).
This is possible because the centered second differences (2.2) are strictly decreasing
with increasing central value for all directions. Expression (2.2) also shows that this
process potentially increases the centered second differences at other nodes xj 6= xi,
whence
Tε[u
k,i
h ](xj) ≥ Tε[uk,i−1h ](xj) ≥ f(xj) ∀xj 6= xi.
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We repeat this process with the remaining nodes xj for i < j ≤ N , and set uk+1h :=
uk,Nh to be the last intermediate function. By construction, we clearly obtain
Tε[u
k+1
h ](xi) ≥ f(xi), uk+1h (xi) ≥ ukh(xi) ∀xi ∈ N 0h .
Our construction preserves the boundary values uk+1h = Ihg on ∂Ωh and enforces
the relation uk+1h ≥ ukh in Ωh because both uk+1h , ukh are piecewise linear functions.
Step 3 : Bounds. If bh := maxxi∈N bh g(xi), then we see that bh ∈ Vh and
Tε[bh](xi) = 0 ≤ f(xi) ≤ Tε[ukh](xi) ∀xi ∈ N 0h , ∀k ≥ 0.
We apply Lemma 2.4 (discrete comparison principle) to infer that ukh ≤ bh for
all k ≥ 0. On the other hand, since ‖u0h‖L∞(Ωh) is bounded uniformly in h and
u0h ≤ ukh, we deduce the uniform bound
‖ukh‖L∞(Ω) ≤ Λ
with Λ > 0 independent of the discretization parameters h, δ and θ.
Step 4 : Convergence. The sequence {ukh(xi)}∞k=1 is monotone and bounded
above for all xi ∈ N 0h , and hence converges. The limit
uε(xi) = lim
k→∞
ukh(xi) ∀xi ∈ N 0h
defines uε ∈ Vh and satisfies uε = Ihg on ∂Ωh. It also satisfies the desired equality
Tε[uε](xi) = f(xi) ∀xi ∈ N 0h ,
since Tε[uε](xi) = limk→∞ Tε[ukh](xi) ≥ f(xi) and if the last inequality were strict,
then Step 2 could be applied to improve uε. This shows existence of a discrete
solution uε of (2.2) as well as the uniform bound ‖uε‖L∞(Ω) ≤ Λ. 
4. Consistency
We now quantify the operator consistency error in terms of Ho¨lder regularity of
D2u. We start with the definitions of δ-interior region
(4.1) Ωh,δ = {T ∈ Th : dist(x, ∂Ωh) ≥ δ ∀x ∈ T} ,
and δ-boundary region
ωh,δ = Ωh \ Ωh,δ.
Moreover, given a node xi ∈ N 0h we denote by
(4.2) Bi := ∪{T : T ∈ Th, dist (xi, T ) ≤ δˆ}
where δˆ := ρδ with 0 < ρ ≤ 1 is the biggest number so that xi ± δˆvj ∈ Ωh for all
vj ∈ Sθ.
Lemma 4.1 (consistency of ∇2δIhu). Let u ∈ W 2∞(Bi), Ihu be its Lagrange in-
terpolant in Ωh, and Bi be defined in (4.2). The following two estimates are then
valid:
(i) For all xi ∈ N 0h and all vj ∈ Sθ, we have∣∣∇2δIhu(xi; vj)∣∣ ≤ C|u|W 2∞(Bi).
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(ii) If in addition u ∈ C2+k,α(Bi) for k = 0, 1 and α ∈ (0, 1], then for all xi ∈
N 0h ∩ Ωh,δ and all vj ∈ Sθ, we have∣∣∣∣∣∇2δIhu(xi; vj)− ∂2u∂v2j (xi)
∣∣∣∣∣ ≤ C
(
|u|C2+k,α(Bi)δk+α + |u|W 2∞(Bi)
h2
δ2
)
.
In both cases C stands for a constant independent of the two scales h and δ, the
parameter θ and u.
Proof. We split the proof into three steps.
Step 1. Let xi ∈ N 0h and vj ∈ Sθ. Since
u(xi + δˆvj)− u(xi) = δˆ
∫ 1
0
∇u(xi + tδˆvj) · vj dt,
definition (2.1) yields
∇2δu(xi; vj) = δˆ−1
∫ 1
0
(
∇u(xi + tδˆvj)−∇u(xi − tδˆvj)
)
· vj dt
Adding and subtracting ∇u(xi) · vj inside the integral, we similarly arrive at
∇2δu(xi; vj) =
∫ 1
0
∫ 1
0
t
(
D2u(xi + stδˆvj) +D
2u(xi − stδˆvj)
)
: vj ⊗ vj ds dt,
which implies ∣∣∇2δu(xi; vj)∣∣ ≤ |u|W 2∞(Bi).
Step 2. Let xi ∈ Ωh,δ and assume that u ∈ C2,α(Bi). We prove the estimate∣∣∣∣∣∇2δu(xi; vj)− ∂2u∂v2j (xi)
∣∣∣∣∣ ≤ C|u|C2,α(Bi) δα.
Write ∇2δu(xi; vj) = I1 + I2, where
I1 = 2
∫ 1
0
∫ 1
0
tD2u(xi) : vj ⊗ vj ds dt = ∂
2u
∂v2j
(xi)
and
I2 =
∫ 1
0
∫ 1
0
t
(
D2u(xi + st δvj)− 2D2u(xi) +D2u(xi − st δvj)
)
: vj ⊗ vj ds dt.
The fact that u ∈ C2,α(Bi) gives
|D2u(xi ± stδvj)−D2u(xi)| ≤ C|u|C2,α(Bi)δα,
whence
I2 ≤ C|u|C2,α(Bi)δα.
Combining I1 and I2, we deduce the asserted estimate for u ∈ C2,α(Bi) and k = 0.
For u ∈ C3,α(Bi), we exploit the symmetry of I2 to express the integrand in terms
of differences of D3u at points xi ± stz δvj for 0 < z < 1 and thus deduce
I2 ≤ C|u|C3,α(Bi)δ1+α.
This implies the estimate for k = 1∣∣∣∣∣∇2δu(xi; vj)− ∂2u∂v2j (xi)
∣∣∣∣∣ ≤ C|u|C3,α(Bi)δ1+α.
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Step 3. We now study the effect of interpolation, for which it is known that [9]
‖u− Ihu‖∞ ≤ C |u|W 2∞(Bi)h2.
Therefore, applying definition (2.1), we deduce for xi ∈ Ωh,δ
|∇2δ(u− Ihu)(xi; vj)| ≤ C|u|W 2∞(Bi)
h2
δ2
.
This completes the proof of (ii) for k = 0, 1. Otherwise, δ must be replaced by
δˆ = ρδ ≥ Ch with C > 0 depending only on shape regularity. Therefore, we see
that h2δˆ−2 ≤ C, which combined with Step 1 yields the estimate in (i). 
We now extend the consistency analysis to the practical two-scale operator T.
Lemma 4.2 (consistency of Tε[Ihu]). Let xi ∈ N 0h ∩ Ωh,δ and Bi be defined as in
(4.2). If u ∈ C2+k,α(Bi) is convex with 0 < α ≤ 1 and k = 0, 1, and Ihu is its
piecewise linear interpolant, then
(4.3)
∣∣detD2u(xi)− Tε[Ihu](xi)∣∣ ≤ C1(d,Ω, u)δk+α + C2(d,Ω, u)(h2
δ2
+ θ2
)
,
where
C1(d,Ω, u) = C|u|C2+k,α(Bi)|u|d−1W 2∞(Bi), C2(d,Ω, u) = C|u|
d
W 2∞(Bi)
.
If xi ∈ N 0h and u ∈ W 2∞(Bi), then (4.3) remains valid with α = k = 0 and
C2+k,α(Bi) replaced by W
2
∞(Bi).
Proof. We recall that Ihu is discretely convex, namely ∇2δIhu(xi, vj) ≥ 0 for all
xi ∈ N 0h and vj ∈ Sθ, because u is convex. Therefore, in view of Lemma 2.2
(discrete convexity), the definition of Tε[Ihu] reduces to
Tε[Ihu](xi) = min
v∈S⊥θ
d∏
j=1
∇2δIhu(xi; vj).
Step 1. Let v = (vj)
d
j=1 ∈ S⊥θ be the d-tuple that realizes the above minimum.
Applying (1.2) to the determinant of the Hessian of u, we see that
detD2u(xi)− Tε[Ihu](xi) ≤
d∏
j=1
∂2u
∂v2j
(xi)−
d∏
j=1
∇2δIhu(xi; vj).
We now invoke Lemma 4.1 (ii) (consistency of ∇2δIhu) to write∣∣∣∣∣∂2u∂v2j (xi)−∇2δIhu(xi; vj)
∣∣∣∣∣ ≤ C|u|C2+k,α(Bi)δk+α + C|u|W 2∞(Bi)h2δ2 ,
where k = 0, 1. Given the multiplicative structure above, utilizing Lemma 4.1 (i)
we deduce
detD2u(xi)− Tε[Ihu](xi) ≤ C1(d,Ω, u)δk+α + C2(d,Ω, u)h
2
δ2
,
where C1 and C2 are defined above.
Step 2. We now choose v = (vj)
d
j=1 ∈ S⊥ to be the d-tuple that realizes the
minimum in (1.2) for detD2u(xi). We can then write
Tε[Ihu](xi)− detD2u(xi) ≤ I1 + I2
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where
I1 =
d∏
j=1
∇2δIhu(xi; vˆj)−
d∏
j=1
∂2u
∂vˆ2j
(xi), I2 =
d∏
j=1
∂2u
∂vˆ2j
(xi)−
d∏
j=1
∂2u
∂v2j
(xi),
and vˆ = (vˆj)
d
j=1 ∈ S⊥θ is an approximation of v satisfying |vj − vˆj | ≤ θ for all
1 ≤ j ≤ d. The first term I1 obeys a similar estimate to Step 1. For the second
term I2 we notice that vˆj = vj + wj with |wj | ≤ θ, whence
∂2u
∂vˆ2j
(xi) = vˆ
T
j D
2u(xi)vˆj =
∂2u
∂v2j
(xi) + 2w
T
j D
2u(xi)vj + w
T
j D
2u(xi)wj .
Using that vˆj = vj + wj , we observe that
1 = |vˆj |2 = |vj |2 + 2vj · wj + |wj |2 ⇒ |vj · wj | = 1
2
|wj |2 ≤ 1
2
θ2.
Since D2u(xi)vj = λjvj , we thus obtain∣∣∣∣∣∂2u∂vˆ2j (xi)− ∂
2u
∂v2j
(xi)
∣∣∣∣∣ ≤ C θ2 |u|W 2∞(Bi)
as well as
I2 ≤ C θ2 |u|dW 2∞(Bi).
This proves (4.3).
The remaining statement for u ∈W 2∞(Bi) is a simple consequence of Lemma 4.1
(i) and the above 2-step argument. 
Remark 4.3 (regularity). We give sufficient conditions for the regularity of u in
Lemma 4.2: if 0 < f0 ≤ f(x) ≤ f1 for all x ∈ Ω and f ∈ Cα(Ω), g ∈ C3(Ω),
and ∂Ω ∈ C3, then u ∈ C2,α(Ω) [36, Theorem 1.1]. In such a case, there exist
0 < λ ≤ Λ <∞ depending on f, g and Ω such that [17, Theorem 2.10]
λI ≤ D2u(x) ≤ ΛI ∀x ∈ Ω.
Since
∣∣∣∂2u∂v2j (xi)∣∣∣ ≤ Λ, the constants C1 and C2 in Lemma 4.2 could also be written
C1(d,Ω, u) = CΛ
d−1|u|C2+k,α(Bi), C2(d,Ω, u) = CΛd−1|u|W 2∞(Bi).
5. Convergence
Lemma 4.2 (consistency of Tε[Ihu]) shows interior consistency at distance δ to
∂Ωh for u ∈ C2(Ω); hence the Barles-Souganidis theory [4] does not apply directly,
as stated in [20]. We compensate with the fact that Ihu − uε vanishes on ∂Ωh
and cannot grow faster than Cδ at distance δ to ∂Ωh. We make this statement
rigorous via a barrier argument similar to those in [20, 31, 32]. To handle the
behavior of u− uε inside Ωh we utilize Lemma 2.4 (discrete comparison principle)
and Lemma 4.2 (consistency of Tε[Ihu]). In both cases we need the solution to be
C2(Ω), which may in general be false for the viscosity solution and thus requires
a regularization argument involving data (f, g,Ω). We discuss these topics in this
section and give a variation of the Barles-Souganidis approach as well.
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5.1. Barrier Functions. We now introduce two discrete barrier functions, one to
deal with the boundary behavior and the other one to handle the interior behavior.
Lemma 5.1 (discrete boundary barrier). Let Ω be uniformly convex and E > 0
be arbitrary. For each node z ∈ N 0h with dist(z, ∂Ωh) ≤ δ, there exists a function
ph ∈ Vh such that Tε[ph](xi) ≥ E for all xi ∈ N 0h , ph ≤ 0 on ∂Ωh and
|ph(z)| ≤ CE1/dδ
with C depending on Ω.
Proof. Take z1 ∈ ∂Ωh such that |z − z1| = dist(z, ∂Ωh) ≤ δ. Upon extending
the segment joining z and z1, we find z2 ∈ ∂Ω that satisfies the upper bound
|z2−z1| ≤ C1h because Ω is uniformly convex and thus Lipschitz but not necessarily
W 2∞. This implies that for z0 ∈ ∂Ω such that |z − z0| = dist(z, ∂Ω), we have
|z − z0| ≤ |z − z2| ≤ δ +C1h ≤ C2δ. We now make a change of coordinates so that
z0 becomes the origin and z = (0, . . . , 0, |z − z0|). Since Ω is uniformly convex, it
lies inside the ball
x21 + x
2
2 + . . .+ x
2
d−1 + (xd −R)2 ≤ R2,
where the radius R depends on ∂Ω which is not necessarily W 2∞. Under this coor-
dinate system, let p(x) be the quadratic polynomial
p(x) =
E1/d
2
(
x21 + x
2
2 + . . .+ x
2
d−1 + (xd −R)2 −R2
)
and ph = Ihp be its piecewise linear Lagrange interpolant in Ωh. We note that
p ≤ 0 on Ω yields ph ≤ 0 on ∂Ωh. Since p is convex and Ihp ≥ p, we infer that
Tε[ph](xi) ≥ Tε[p](xi) = E ∀ xi ∈ N 0h ,
where the last equality is a consequence of p being quadratic and
∇2δp(xi; vj) = ∂2vjvjp(xi) = E1/d ∀ vj ∈ Sθ.
Moreover, since |z − z0| ≤ C2δ, we deduce |ph(z)| ≤ CΩE1/dδ, as asserted. 
The following barrier function qh and corresponding statement have already been
used in the proof of Lemma 2.4 (discrete comparison principle).
Lemma 5.2 (discrete interior barrier). Let Ω be contained in the ball B(x0, R)
of center x0 and radius R. If q(x) :=
1
2
(|x − x0|2 − R2), then its interpolant
qh := Ihq ∈ Vh satisfies
Tε[qh](xi) ≥ 1 ∀xi ∈ N 0h , qh(xi) ≤ 0 ∀xi ∈ N bh.
5.2. Approximation by Smooth Problems. For data f, g uniformly continuous
in Ω, f ≥ 0, and Ω uniformly convex, the regularity u ∈ C2(Ω) which would yield
small interior consistency error is not guaranteed. We thus embark on a regulariza-
tion procedure similar to that used by DePhilippis-Figalli [16] and Awanou [3]. We
start with a result about continuous dependence on data for viscosity solutions.
Lemma 5.3 (continuous dependence on data). Given f1, f2 ∈ C(Ω), f1, f2 ≥
0, and g1, g2 ∈ C(∂Ω), let u1, u2 ∈ C(Ω) be the corresponding convex viscosity
solutions of (1.1). Then there exists a constant C depending on Ω such that
‖u1 − u2‖L∞(Ω) ≤ C‖f1 − f2‖1/dL∞(Ω) + ‖g1 − g2‖L∞(∂Ω).
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Proof. Let q ≤ 0 be the barrier function of Lemma 5.2 (discrete interior barrier)
and F := ‖f1−f2‖1/dL∞(Ω), G := ‖g1−g2‖L∞(∂Ω). We consider the auxiliary function
u−1 := u2 + Fq −G,
which is a convex viscosity subsolution of (1.1) with data (f1, g1). To prove this, let
φ ∈ C2(Ω) and x0 ∈ Ω be a point where u−1 − φ attains a maximum. This implies
that u2 −
(
φ − Fq + G) attains also a maximum at x0. Since u2 is a viscosity
subsolution of (1.1), and D2q(x0) = I is the identity matrix, we deduce
det
(
D2φ(x0)− FI
) ≥ f2(x0) ≥ 0.
Formula (1.2) for two symmetric positive semi-definite matrices A,B easily implies
det(A+B) ≥ det(A) + det(B).
Using this expression for A = D2φ(x0)− FI and B = FI we obtain
det(D2φ(x0)) ≥ f2(x0) + F d = f2(x0) + ‖f1 − f2‖L∞(Ω) ≥ f1(x0).
In addition, since q ≤ 0 in Ω, the function u−1 satisfies on ∂Ω
u−1 ≤ u2 −G = g2 − ‖g1 − g2‖L∞(∂Ω) ≤ g1.
These two properties of u−1 imply that u
−
1 is a viscosity subsolution of (1.1) with
data (f1, g1). Since u
−
1 is also convex, the comparison principle for (1.1) gives
u−1 ≤ u1 ⇒ u2 − u1 ≤ −Fq +G.
We similarly prove the reverse inequality, thus obtaining the desired estimate. 
We stress the monotonicity estimate
f1 ≥ f2 ≥ 0, g1 ≤ g2 ⇒ u1 ≤ u2,
which is a consequence of u1 being a convex subsolution of (1.1) with data (f2, g2).
Using the above result, we now show that we can approximate a viscosity solution
u of (1.1) by regular (classical) solutions un.
Lemma 5.4 (approximation of viscosity solutions by smooth solutions). Let Ω be
uniformly convex, f, g be uniformly continuous in Ω, f ≥ 0, and u be the viscosity
solution of (1.1) with data (f, g,Ω). Then, there exist a decreasing sequence of
uniformly convex and smooth domains Ωn converging to Ω in the sense that the
Hausdorff distance distH(Ωn,Ω) → 0, a decreasing sequence of smooth functions
fn > 0 such that fn → f uniformly in Ω, a sequence of smooth functions gn such
that gn → g uniformly in Ω, and a sequence of smooth classical solutions un of
(1.1) with data (fn, gn,Ωn) such that un → u uniformly in Ω as n→∞.
Proof. We prove the result in four steps.
Step 1: Domain Approximation. According to [8] there is a sequence of smooth
and uniformly convex domains Ω˜n ⊂ Ω that increase to Ω in the sense that the
Hausdorff distance distH(Ω˜n,Ω) → 0. Since Ω is convex, it is star-shaped with
respect to any of its points. Let’s assume that the origin is contained in Ω and
dilate the domains Ω˜n so that the ensuing domains Ωn satisfy:
Ω ⊂ Ωn ⊂ Ωm m ≤ n; distH(Ωn,Ω)→ 0 n→∞.
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The domains Ωn inherit the regularity of Ω˜n as well as their uniform convexity.
Given δn → 0 as n → ∞, to be chosen later in Step 4, we relabel Ωn to be an
approximate smooth domain so that distH(Ωn,Ω) ≤ δn.
Step 2: Data Regularization. Let Ω˜ be an auxiliary domain such that Ωn ⊂ Ω˜
for all n. We now construct a sequence (fn, gn) of smooth functions defined in Ω˜
that converge uniformly in Ω to (f, g). We first extend (f, g) to Ω˜ and let σ(t) be
the modulus of continuity in Ω˜ for both (f, g) [18, Theorem 2.1.8.]:
|f(x)− f(y)|, |g(x)− g(y)| ≤ σ(|x− y|) ∀x, y ∈ Ω˜.
Let ρ < distH(Ωn, Ω˜) and let φρ ≥ 0 be a standard smooth mollifier function with
support in B(0, ρ). We have for fρ = f ∗ φρ that
|fρ(x)− f(x)| =
∣∣∣∣∫
Ω˜
(f(x− y)− f(x)) φρ(y) dy
∣∣∣∣ ≤ σ(ρ) ∀x ∈ Ωn
because φρ integrates to one. This implies that
f˜ρ(x) := fρ(x) + 2σ(ρ) ≥ f(x)− σ(ρ) + 2σ(ρ) = f(x) + σ(ρ) > 0 ∀x ∈ Ωn.
We now take ρ1 ≤ ρ2 and observe that for all x ∈ Ωn
f˜ρ1(x)− f˜ρ2(x) =
(
fρ1(x) + 2σ(ρ1)
)− (fρ2(x) + 2σ(ρ2))
≤ f(x) + σ(ρ1) + 2σ(ρ1)− f(x) + σ(ρ2)− 2σ(ρ2) = 3σ(ρ1)− σ(ρ2) ≤ 0,
if σ(ρ1) ≤ σ(ρ2)3 . We thus choose ρn such that σn = σ(ρn) = 4−n and define
fn := f˜ρn , which is a strictly positive and decreasing sequence of functions satisfying
the error estimate
(5.1) σn ≤ fn(x)− f(x) ≤ 3σn ∀x ∈ Ωn.
Similarly, we regularize g by convolution gρ = g ∗φρ and define gn := gρn to obtain
(5.2) ‖g − gn‖L∞(Ωn) ≤ σn.
Step 3: Boundary Behavior. Let un be the smooth classical solution of (1.1)
with data (fn, gn,Ωn), which satisfies un ∈ C2,α(Ωn) with norms depending on n
but uniform α; this is possible because (fn, gn,Ωn) are smooth, Ωn is uniformly
convex, and fn > 0 [11] [36, Theorem 1.1].
We now compare g and un at z ∈ ∂Ω without invoking any regularity of un but
rather using a barrier argument. We start with g: if y ∈ ∂Ωn is the closest point
to z, then |z − y| ≤ δn and
|g(z)− g(y)| ≤ σ(|z − y|) ≤ σ(δn).
On the other hand, we know that
|g(y)− gn(y)| ≤ σ(ρn).
Let p be the quadratic barrier function introduced in the proof of Lemma 5.1, but
now associated with Ωn and y ∈ ∂Ωn. We consider the (lower) barrier function
b−n (x) := p(x) + gn(y) +∇gn(y)(x− y),
which satisfies
detD2b−n = detD
2p ≥ fn in Ωn
for E > ‖f‖L∞(Ω˜) because b−n is a linear correction of p. We assert that b−n ≤ gn on
∂Ωn provided E also satisfies E ≥ C‖gn‖W 2∞(Ωn) where C depends on the uniform
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convexity of Ω. If this is true, then applying the comparison principle [26, Theorem
1.4.6] to the smooth functions b−n and un with data (fn, gn,Ωn) yields
b−n (x) ≤ un(x) ∀x ∈ Ωn.
Taking x = z and making use of the definition of b−n results in
−CE1/d|z − y|+ gn(y) +∇gn(y)(z − y) ≤ un(z),
whence
un(z)− gn(y) ≥ −Cn|y − z| ≥ −Cnδn.
Similarly, upon letting b+n (x) := −p(x) +gn(y) +∇gn(y)(x−y) be an upper barrier
function, the preceding argument also shows
un(z)− gn(y) ≤ Cn|y − z| ≤ Cnδn,
whence the triangle inequality implies that for all z ∈ ∂Ω
(5.3) |g(z)− un(z)| ≤ σ(δn) + σ(ρn) + Cnδn,
where the constant Cn depends on gn but is independent of un. It remains to show
b−n (x) ≤ gn(x) ∀x ∈ ∂Ωn.
We first observe that b−n (y) = gn(y) and the tangental gradients ∇∂Ωb−n (y) =
∇∂Ωgn(y) by construction, but gn grows quadratically away from y on ∂Ωn whereas
p is just negative on ∂Ωn. To quantify the last statement, we let y = 0 for simplicity
and resort to the uniform convexity of Ω (and thus to that of every Ωn) to deduce
the existence of two balls BR and Br tangent to Ωn at 0 ∈ ∂Ωn and so that
Ωn ⊂ Br ⊂ BR;
hence r < R. Note that 0 ∈ ∂Br, ∂BR and the centers of these balls are (0, . . . , 0, r)
and (0, . . . , 0, R), respectively. We denote x′ = (xi)d−1i=1 and note that x = (x
′, xd) ∈
∂Br satisfy |x′|2 + (xd − r)2 = r2, whence
xd
(
1− xd
2r
)
=
1
2r
|x′|2 ⇒ 1
2r
|x′|2 ≤ xd ≤ 1
r
|x′|2,
provided xd ≤ r. This in turn implies for 1 < ξ < Rr fixed
p(x) ≤ p
(
x′,
1
2r
|x′|2
)
=
E1/d
2
(
1− R
r
+
1
4r2
|x′|2
)
|x′|2 ≤ E
1/d
2
(1− ξ)|x′|2 < 0,
provided |x′|2 ≤ C1 := 4r2
(
R
r −ξ
)
and R is used in the definition of p. Since |x′|2 ≤
r2 and x2d ≤ |x
′|4
r2 ≤ |x′|2, we have that |x|2 = |x′|2 + x2d ≤ 2|x′|2 and we deduce
|x′|2 ≤ C1 ⇒ p(x) ≤ −E1/d (ξ − 1)
4
|x|2 = −E1/dC2|x|2.
On the other hand, for x ∈ ∂Br with |x′| > C1 we infer that the distance from x
to ∂BR is strictly positive whence
p(x) ≤ −C3|x|2.
Since both constants C2, C3 depend only on r,R, we see that p grows quadratically
on ∂Br with a constant independent of n, and thus on Ωn ⊂ Br. To compare b−n
with gn, we recall that gn is a smooth function for Taylor formula to give∣∣∣gn(x)− gn(0)−∇gn(0)x∣∣∣ ≤ 1
2
|gn|W 2∞(Ωn)|x|2 ∀x ∈ Ωn.
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We finally choose the factor E in b−n proportional to |gn|W 2∞(Ωn) and realize that
b−n (x) ≤ gn(x) for all x ∈ ∂Ωn as asserted.
Step 4: Uniform Convergence. We view both u and un as viscosity solutions of
(1.1), the former with data (f, g,Ω) and the latter with data (fn, un,Ω). Applying
Lemma 5.3 (continuous dependence on data), along with (5.1) and (5.3), we obtain
‖un − u‖L∞(Ω) ≤ C‖fn − f‖1/dL∞(Ω) + ‖un − g‖L∞(∂Ω)
≤ Cσ(ρn)1/d + σ(ρn) + σ(δn) + Cnδn.
Given an arbitrary number β we first choose ρn so that Cσ(ρn)
1/d + σn(ρn) ≤ β2 .
This choice determines the regularity of gn, namely its W
2
∞ and C
2,α norms in Ω˜.
Since Cn is proportional to |gn|W 2∞(Ωn), we finally select δn so that σ(δn)+Cnδn ≤ β2 .
This shows the desired uniform convergence of un to u in Ω. 
5.3. Uniform Convergence: Regularization Approach. In this section we
combine Lemma 2.4 (discrete comparison principle), Lemma 4.2 (consistency of
Tε[Ihu]), Lemma 5.1 (discrete boundary barrier), Lemma 5.2 (discrete interior bar-
rier), and Lemma 5.4 (approximation of viscosity solutions by smooth solutions) to
prove uniform convergence of uε to u in Ω.
Since uε is defined in the computational domain Ωh, and Ωh ⊂ Ω, we extend uε
to Ω as follows. Given x ∈ Ω \ Ωh let z ∈ ∂Ωh be the closest point to x, which is
unique because Ωh is convex, and let
(5.4) uε(x) := uε(z) = Ihg(z) ∀x ∈ Ω \ Ωh.
Theorem 5.5 (uniform convergence). Let Ω be uniformly convex, f, g ∈ C(Ω) and
f ≥ 0 in Ω. The discrete solution uε of (2.2) and (5.4) converges uniformly to the
unique viscosity solution u ∈ C(Ω) of (1.1) as ε = (h, δ, θ)→ 0 and hδ → 0.
Proof. We first split
‖u− uε‖L∞(Ω) ≤ ‖u− uε‖L∞(Ωh) + ‖u− uε‖L∞(Ω\Ωh)
and then employ the triangle inequality to write
‖u− uε‖L∞(Ωh) ≤ ‖u− un‖L∞(Ωh) + ‖un − Ihun‖L∞(Ωh) + ‖Ihun − uε‖L∞(Ωh).
Next, we recall that Lemma 5.4 yields ‖u − un‖L∞(Ωh) ≤ ‖u − un‖L∞(Ω) → 0 as
n→∞. In addition, polynomial interpolation theory gives
‖un − Ihun‖L∞(Ωh) ≤ C|un|W 2∞(Ω)h2 → 0,
as h→ 0 for n fixed. On the other hand, (5.4) yields
|u(x)− uε(x)| = |u(x)− uε(z)| ≤ |u(x)− u(z)|+ |u(z)− uε(z)| ∀x ∈ Ω \ Ωh
where z ∈ ∂Ωh. If τ is the modulus of continuity of u ∈ C(Ω), we have
‖u− uε‖L∞(Ω\Ωh) ≤ τ
(
distH(Ω,Ωh)
)
+ ‖u− uε‖L∞(Ωh)
Since distH(Ω,Ωh) → 0, as h → 0, the proof reduces to showing that ‖Ihun −
uε‖L∞(Ωh) can be made arbitrarily small. We do this in three steps.
Step 1: Boundary Estimate. Let ph be the function of Lemma 5.1 (discrete
boundary barrier) with constant En,1 := C|un|dW 2∞(Ω) + 3σn, where C|un|
d
W 2∞(Ω)
is
the consistency error (4.3) from Lemma 4.2 (consistency of Tε[Ihu]) with un in
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place of u and 3σn is a bound (5.1) for ‖f − fn‖L∞(Ω). Since both uε and ph are
discretely convex, we have
Tε[uε + ph](xi) ≥ Tε[uε](xi) + Tε[ph](xi) ≥ f(xi) + En,1 ≥ Tε[Ihun](xi)
for all xi ∈ N 0h . Moreover, since (5.3) holds for all z ∈ ∂Ω and N bh ⊂ ∂Ω, linear
interpolation implies that Ihun ≥ Ihg − ξn = uε − ξn on ∂Ωh for all h, where
ξn := σ(ρn) +σ(δn) +Cnδn and δn ≥ distH(Ωn,Ω), whence uε+ph− ξn ≤ Ihun on
∂Ωh. Consequently, for all z ∈ N 0h such that dist(z, ∂Ω) ≤ 2δ, Lemma 2.4 (discrete
comparison principle) yields
uε(z)− CE1/dn,1 δ − ξn ≤ Ihun(z).
A similar argument with uε − ph + ξn gives rise to the reverse estimate.
Step 2: Interior Estimate. We resort to the function qh of Lemma 5.2 (discrete
interior barrier) to construct a discrete lower barrier b−ε as follows: let
En,2 := C|un|C2+α(Ω)|un|d−1W 2∞(Ω)δ
α + C|un|dW 2∞(Ω)
(h2
δ2
+ θ2
)
+ 3σn
and
b−ε := uε + E
1/d
n,2 qh − CE1/dn,1 δ − ξn.
Since qh ≤ 0, Step 1 guarantees that b−ε ≤ Ihun on ∂Ωh,δ, where Ωh,δ is defined in
(4.1). Applying Lemma 4.2 (consistency of Tε[Ihu]) for un instead of u implies
Tε[b
−
ε ](xi) ≥ Tε[uε](xi) + En,2 = f(xi) + En,2 ≥ Tε[Ihun](xi) ∀xi ∈ N 0h ∩ Ωh,δ
where we have used that both uε and qh are discretely convex as well as (5.1).
Lemma 2.4 (discrete comparison principle) yields
b−ε = uε + E
1/d
n,2 qh − CE1/dn,1 δ − ξn ≤ Ihun in Ωh,δ.
A similar argument with b+ε := uε − E1/dn,2 qh + CE1/dn,1 δ + ξn results in b+ε ≥ Ihun.
Combining these estimates with those of Step 1, we end up with
(5.5) ‖uε − Ihun‖L∞(Ωh) ≤ CE1/dn,1 δ + CE1/dn,2 + ξn.
Step 3: Uniform convergence in Ω. We finally proceed as in step 4 of the proof
of Lemma 5.4 (approximation of viscosity solutions by smooth solutions). Given
an arbitrary number β > 0, we choose ρn so that σ(ρn) ≤ β3 . This dictates the
regularity of gn hidden in the constant Cn of ξn, as well as that of un, and allows
us to select δn so that σ(δn) + Cnδn ≤ β3 ; hence ξn ≤ 2β3 . We next take δ, hδ and
θ small enough, depending on un, so that the first two terms of (5.5) are ≤ β3 and
thus ‖uε − Ihun‖L∞(Ωh) ≤ β. This completes the proof. 
5.4. Uniform Convergence: Barles-Souganidis Approach. In this section
we adapt the approach of [4] to our setting. Since (5.4) extends the definition of
discrete solution uε to Ω, we let the limit supremum and limit infimum of uε be
u∗(x) = lim sup
ε,hδ→0,z→x
uε(z), u∗(x) = lim inf
ε,hδ→0,z→x
uε(z),
and observe that u∗ is upper semi-continuous and u∗ is lower semi-continuous.
We show that they attain the Dirichlet boundary condition pointwise. Moreover,
they are viscosity subsolution and supersolution of (1.1), respectively. An essential
difficulty associated with (1.1), already mentioned in [20], is that viscosity sub and
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supersolutions of (1.1) must be convex for the comparison principle to be applicable.
Since uε is only discretely convex, it is not obvious that u
∗ and u∗ are convex.
To circumvent this issue we proceed as in [20]: we let ∂2,+vjvju := max
(
∂2vjvju, 0
)
,
∂2,−vjvju := −min
(
∂2vjvju, 0
)
, introduce the continuous version of our ideal discrete
operator in (2.2)
T [u] := min
v=(vj)dj=1∈S⊥
 d∏
j=1
∂2,+vjvju−
d∑
j=1
∂2,−vjvju
 ,
and show that u is a convex viscosity solution of (1.1) if and only if u is a viscosity
solution of the Dirichlet problem
(5.6) T [u] = f in Ω, u = g on ∂Ω,
for which we do not require convexity because it is built-in the operator.
Lemma 5.6 (equivalence of viscosity solutions). If f ∈ C(Ω) satisfies f ≥ 0, and
u ∈ C(Ω), then u is a viscosity solution of (5.6) if and only if u is a convex viscosity
solution of (1.1).
Proof. Since u is uniformly continuous in Ω the notion of Dirichlet condition is
classical in both cases. We thus verify the equation in the viscosity sense.
Step 1: Necessity. We rely on the notion of convexity of a function v ∈ C(Ω)
in the viscosity sense: for test function φ ∈ C2(Ω) that touches v from above at a
point x ∈ Ω the smallest eigenvalue λ1[D2φ](x) of D2φ at x satisfies
λ1[D
2φ](x) ≥ 0.
It is proven in [34] that a continuous function v is convex if and only if it is convex
in the viscosity sense. We show that a viscosity solution u of (5.6) is convex in the
viscosity sense and use this equivalence to deduce convexity of u.
We observe that u being a viscosity solution of (5.6) implies that for φ ∈ C2(Ω)
touching u from above at x ∈ Ω, we have
T [φ](x) ≥ f(x) ≥ 0
We argue as in Lemma 2.2: if there is a direction vj ∈ S for which ∂
2φ
∂v2j
(x) < 0, then
T [φ](x) < 0 which contradicts the preceding statement. Therefore
∂2φ
∂v2j
(x) ≥ 0 ∀ vj ∈ S ⇒ λ1[D2φ](x) ≥ 0.
This proves that u is convex as well as
detD2φ(x) = T [φ](x) = min
v=(vj)dj=1∈S⊥
d∏
j=1
∂2vjvjφ(x) ≥ f(x)
according to (1.2). This implies that u is a convex subsolution of (1.1).
To prove that u is also a supersolution of (1.1), we recall that the definition
of viscosity solutions for (1.1) uses convex test functions φ ∈ C2(Ω) [26]; hence
detD2φ = T [φ]. Consequently, if u− φ attains a minimum at x ∈ Ω, then
detD2φ(x) = T [φ](x) ≤ f(x)
whence u is a supersolution of (1.1).
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Step 2: Sufficiency. Let’s assume now that u is a convex viscosity solution of
(1.1), and φ ∈ C2(Ω) is a test function that touches u at x0 ∈ Ω. Inspired by [26,
Remark 1.3.3], we decompose φ = q + r into a quadratic q and a remainder r
q(x) = φ(x0)+Dφ(x0)(x−x0)+ 1
2
(x−x0)TD2φ(x0)(x−x0), r(x) = o(|x−x0|2);
hence D2φ(x0) = D
2q(x0). If q
±(x) := q(x)±σ|x−x0|2, we then observe that q+ ≥
φ and q− ≤ φ in a suitable neighborhood of x0 provided σ > 0. We take advantage
of q± being quadratic to realize that q± is convex if and only if D2q±(x0) ≥ 0.
If u− φ attains a local max at x0, so does u− q+ and D2φ(x0) ≥ 0 because u is
convex. Therefore, the quadratic q+ is convex and must satisfy
detD2q+(x0) = det(D
2q(x0) + 2σI) ≥ f(x0),
because u is a viscosity solution of (1.1). Take the limit σ ↓ 0 to find out that
T [φ](x0) = detD
2φ(x0) ≥ f(x0) whence u is a viscosity subsolution of (5.6).
On the other hand, if u− φ attains a local min at x0, so does u− q−. We have
now two possible cases. If all the eigenvalues of D2φ(x0) are strictly positive, then
q− is a convex quadratic for σ sufficiently small. This in turn implies
detD2q−(x0) = det(D2q(x0)− 2σI) ≤ f(x0),
as u is a viscosity solution of (1.1); hence T [φ](x0) = detD
2φ(x0) ≤ f(x0) upon
letting σ ↓ 0. If any eigenvalue of D2φ(x0) is non-positive, then T [φ](x0) ≤ 0 by
definition and T [φ](x0) ≤ f(x0) because f ≥ 0. We thus deduce that u is a viscosity
supersolution of (5.6), whence a viscosity solution of (5.6), as asserted. 
We are now ready to prove the convergence of our discrete solution uε to the
viscosity solution u of (1.1).
Theorem 5.7 (uniform convergence). Let Ω be uniformly convex, f ∈ C(Ω) ∩
L∞(Ω) satisfy f ≥ 0, and g ∈ C(∂Ω). The discrete solution uε of (2.2) converges
uniformly to the unique viscosity solution u ∈ C(Ω) of (1.1) as ε = (h, δ, θ) → 0
and hδ → 0.
Proof. In view of Lemma 5.6 (equivalence of viscosity solutions), we prove that uε
converges to the viscosity solution of (5.6). To this end, we have to deal with a
test function φ ∈ C2(Ω) and its Lagrange interpolant φh = Ihφ. Without loss of
generality we may assume φ ∈ C2,α(Ω). We split the proof into five steps.
Step 1: Consistency. We have the following alternative to (4.3)∣∣T [φ](x0)− Tε[φh](xi)∣∣ ≤ C1(φ)(δα + |x0 − xi|α)+ C2(φ)(h2
δ2
+ θ2
)
,
where the constants C1, C2 are defined in Lemma 4.2 (consistency of Tε[Ihu](xi))
and depend on |φ|C2,α(Bi) and |φ|W 2∞(Bi) with Bi defined in (4.2), and x0 ∈ Ω, xi ∈
N 0h ∩Ωh,δ. The proof of this inequality proceeds along the lines of those of Lemmas
4.1 and 4.2, except that now we need to deal with the functions s 7→ max(s, 0) and
s 7→ min(s, 0) in the definitions of both T and Tε because φ may not be convex.
We exploit that these functions are Lipschitz with constant 1 to write∣∣∇2,+δ φh(xi; vj)− ∂2,+vjvjφ(x0)∣∣ . |φ|C2,α(Bi)(δα + |x0 − xi|α)+ |u|W 2∞(Bi)h2δ2 ,
together with a similar bound for the operators ∇2,−δ and ∂2,−vjvj .
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Step 2: Subsolutions. We show that u∗ is a viscosity subsolution of (5.6); likewise
u∗ is a viscosity supersolution. This hinges on monotonicity and consistency [4].
We must show that if u∗ − φ attains a local maximum at x0 ∈ Ω, we have
T [φ](x0) ≥ f(x0);
note that u∗ − φ is upper semi-continuous and the local maximum is well defined.
Without loss of generality, we may assume that u∗ − φ attains a strict global max-
imum at x0 ∈ Ω [28, Remark in p.31], and x0 ∈ Ωh for h sufficiently small. Let uε
and zh be a sequence of functions and nodes such that
lim
ε,hδ→0,zh→x0
uε(zh) = u
∗(x0).
Let xh ∈ Nh be a sequence of nodes so that uε− φh attains a maximum at xh. We
claim that xh → x0 as h→ 0. If not, then there exists a subsequence xh → y0 such
that y0 6= x0. Since (uε − φh)(xh) ≥ (uε − φh)(zh), passing to the limit we obtain
(u∗ − φ)(y0) ≥ lim sup
ε,hδ→0
(uε − φh)(xh) ≥ lim
ε,hδ→0,zh→x0
(uε − φh)(zh) = (u∗ − φ)(x0).
This contradicts the fact that u∗ − φ attains a strict maximum at x0. Exploiting
the fact that uε − φh attains a maximum at xh, Lemma 2.3 (monotonicity) yields
Tε[φh](xh) ≥ Tε[uε](xh) = f(xh).
Since f ∈ C(Ω), to prove T [φ](x0) ≥ f(x0) we only need to show that as ε, hδ → 0
Tε[φh](xh)→ T [φ](x0).
This is a consequence of Step 1 and the fact that xh ∈ Ωh,δ for δ sufficiently small,
because x0 ∈ Ω, xh → x0 and the sequence of Ωh ↑ Ω is non-decreasing.
Step 3: Boundary Behavior. We now prove that u∗ = u∗ = g on ∂Ω via a barrier
argument similar to those in [20, 31, 32]; we proceed as in [20]. This is essential to
apply the comparison principle for operator T to relate u∗, u∗ and u in Step 4.
Let pk be the quadratic function in the proof of Lemma 5.1 (discrete boundary
barrier) associated with an arbitrary boundary point x ∈ ∂Ω (the origin in the
construction of pk) and with constant E = k. We recall that pk(x) = 0 and
pk(z) ≤ 0 for all z ∈ ∂Ω can be made arbitrarily large for k → ∞ by virtue of
the uniform convexity of Ω. A simple consequence is that the sequence of points
xk ∈ ∂Ω where g + pk (resp. g − pk) attains a maximum (resp. a minimum) over
∂Ω converges to x.
We now observe that taking wh ≡ 0 in Lemma 2.3 (monotonicity) implies the fol-
lowing maximum principle: if a discretely convex function uh satisfies Tε[uh](xi) > 0
for all xi ∈ N 0h , then uh attains a maximum over Ωh on N bh ⊂ ∂Ω. Apply this to
Tε[uε + Ihpk] > 0 to deduce that uε + Ihpk attains its maximum on N bh. In view
of (5.4), we may assume z ∈ Ωh in u∗(x) = lim supε,hδ→0,z→x uε(z). Consequently,
u∗(x) ≤ lim sup
ε,hδ→0,z→x
(
uε(z) + Ihpk(z)
)− lim inf
ε,hδ→0,z→x
Ihpk(z)
≤ lim sup
ε,hδ→0
max
z∈N bh
(
g + pk
)
(z)− pk(x) ≤ g(xk) + pk(xk) ≤ g(xk),
because maxN bh g + pk ≤ max∂Ω g + pk, whence taking k →∞ yields u∗(x) ≤ g(x).
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On the other hand, since Tε[Ihpk](xi) > Tε[uε](xi) for all xi ∈ N 0h and k big
enough, Lemma 2.3 implies that uε − Ihpk attains a minimum on N bh. Therefore,
arguing as before
u∗(x) ≥ lim inf
ε,hδ→0
min
z∈N bh
(
g − pk
)
(z) + pk(x) ≥ g(xk)− pk(xk) ≥ g(xk),
whence u∗(x) ≥ g(x). This in turn gives u∗ ≤ g ≤ u∗ ≤ u∗ on ∂Ω as asserted.
Step 4: Comparison. To prove that u∗ = u∗ in Ω we use the following comparison
principle for (5.6): if v− is a subsolution and is upper semi-continuous in Ω, v+
is a supersolution and is lower semi-continuous in Ω, and v− ≤ v+ on ∂Ω, then
v− ≤ v+ on Ω. This result falls under the umbrella of [13, Theorem 3.3]. It hinges
on an argument mentioned in [13, Section 5.C] that is briefly described for a more
general form of the Monge-Ampe`re operator in [28, V.3]. Both operators in (1.1)
and (5.6) satisfy the requirements posed in [28]. We apply this comparison principle
to v− = u∗ and v+ = u∗, which satisfy the assumptions in view of Steps 2 and 3,
to obtain u∗ ≤ u∗ in Ω. Since u∗ ≥ u∗ by definition, this results in u∗ = u∗ in Ω.
Step 5: Uniform Convergence. Step 4 implies the pointwise limit
u(x) = lim
ε→0,z→x
uε(z) ∀x ∈ Ω.
To see that this gives rise to uniform convergence we argue by contradiction. We
assume that for every ε there exist a point xε ∈ Ω such that |u(xε)−uε(xε)| ≥ σ, for
some σ > 0. Since Ω is compact, there exists a subsequence (not relabeled) xε →
x0 ∈ Ω. Computing the limit ε → 0 in the last inequality yields the contradiction
|u(x0)− u(x0)| ≥ σ. This concludes the proof. 
6. Numerical Experiments
We present three examples in the square domain Ω = Ωh = [0, 1]
2. The fact that
Ω is not uniformly convex does not affect the existence of our discrete solution uε, as
the Dirichlet datum g is the trace of a convex function; however this is beyond the
assumptions of the convergence theory. We implement the 2-scale method within
the MATLAB software FELICITY [39, 38]. We first consider two examples with
smooth Hessian and with discontinuous Hessian, and observe linear experimental
rates of convergence with respect to h; we further investigate rates theoretically
in [30]. The third example entails an unbounded right hand side f and is not
guaranteed to converge by theory. We still observe convergence experimentally.
6.1. Semi-Smooth Newton Method. We solve the nonlinear algebraic equation
(2.2) via a damped semi-smooth Newton iteration. Let z := (zh(xi))
N
i=1 ∈ RN stand
for the vector of nodal values of a generic zh ∈ Vh; thus N is the cardinality of
Nh. If un = (unε (xi))Ni=1, DTε[un] is the Jacobian matrix of the nonlinear map
Tε : RN → RN at un, and f = (f(xi))Ni=1, then a Newton increment is given by
DTε[un] wn = f −Tε[un]
and the n-th Newton step by un+1 = un + τwn, where the damping parameter
τ ∈ (0, 1], which might depend on n, satisfies
‖f − Tε[unε + τwn]‖L2(Ω) < ‖f − Tε[unε ]‖L2(Ω).
We now explain the construction of DTε[un]. Evaluating ∇2δzh(xi; vj), in view
of (2.1), requires knowing zh at x
±
i = xi ± ρδvj , which are not necessarily nodes of
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Nh. Since x±i belong to two simplices of Th, and zh ∈ Vh, the values zh(x±i ) can be
determined in terms of the barycentric coordinates of x±i . Therefore, if we define
∇2δz(i; vj) := ∇2δzh(xi; vj), then we realize that this operator involves 2(d+ 1) + 1
components of z and is thus sparse. We likewise define ∇2,+δ and ∇2,−δ to be the
component-wise versions of ∇2,+δ and ∇2,−δ . The operator Tε reads
(6.1) Tε[z](i) := min
v=(vj)dj=1∈S⊥θ
 d∏
j=1
∇2,+δ z(i; vj)−
d∑
j=1
∇2,−δ z(i; vj)
 = f(xi),
according to (2.4).
Let now vi = (vij)
d
j=1 ∈ S⊥θ be a set of directions that realize the minimum of
Tε[un](i) and denote V := (v
i)Ni=1 ∈ Rd×d×N , the collection of the minimizing
d-tuples vi for all i = 1, . . . N . Combining the above notations, we denote the
matrix that contains the j-th minimizing directions for each node by Vj ∈ Rd×N .
This allows us to display our Jacobian in a vectorized form, using the notation
∇2δun(Vj) := (∇2δun(i; vij))Ni=1, since (6.1) gives for z = un:
Tε[un] =
d⊙
j=1
∇2,+δ un(Vj)−
d∑
j=1
∇2,−δ un(Vj),
where  stands for the component-wise multiplication of vectors. Using Dan-
skin’s Theorem [7] and the product rule, we can then obtain DTε[un]wn. For
that, we need to differentiate ∇2,+δ un(Vj). We observe that for each component,
∇2,+δ un(i; vij) = max{∇2δun(i; vij), 0} is not differentiable at ∇2δun(i; vij) = 0. As a
result, we use the so-called slant derivative in the direction wn [12, 27], in order to
compute:
D[∇2,+δ un(Vj)]wn = H+[∇2δun(Vj)]∇2δwn(Vj),
each component of which is equal to
(D[∇2,+δ un(Vj)]wn)i =
{
∇2δwn(i; vij) if ∇2δun(i; vij) > 0
0 if ∇2δun(i; vij) ≤ 0.
Here H+ is the operator that assigns 1 to a strictly positive component and zero
otherwise. Similarly, D[∇2,−δ un(Vj)]wn = H−[∇2δun(Vj)]  ∇2δwn(Vj) where
H− assigns −1 to a non-positive component and 0 otherwise. We are now ready to
employ Danskin’s Theorem [7] and the product rule to obtain similarly to [24]:
DTε[un]wn=
d∑
j=1
∇2δwn(Vj)
⊙(
H+[∇2δun(Vj)]
⊙
k 6=j
∇2,+δ un(Vk)−H−[∇2δun(Vj)]
)
,
The presence of both operators H+ and H− enforces discrete convexity, and their
definition at zero yields non-singular Jacobians computationally. This flexibility in
choosing H+ and H− with vanishing argument is consistent with the definition of
the slant derivative for the max and min functions [27].
We initialize the Newton iteration with u0 corresponding to the Galerkin solution
in Vh to the auxiliary problem ∆u0 = (d!f)1/d in Ω and u0 = g on ∂Ω, as proposed
in [24], but only for the coarser mesh h = 2−5. For all subsequent refinements we
interpolate the discrete solution in the previous coarse mesh and use it as initial
guess. This greatly improves the residual error and leads to minimal or no damping.
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6.2. Accuracy. We examine the performance of our two-scale method mainly with
two examples, with smooth and discontinuous Hessians; a third example entails an
unbounded f . For the first two examples we choose δ = hα and θ = hβ for
appropriate α, β > 0 which yield provable rates of convergence according to theory
[30]. We stress that smaller values of θ lead to similar convergence rates but affect
the sparsity pattern of the matrix in the semi-smooth Newton iteration because
the number of search directions within Sθ increase. We thus choose θ consistent
with theory [30]. The computation of ρ in (2.1) is exact, because Ωh is a square,
although need not be in general. We stop the Newton iterations when
‖f − Tε[un+1ε ]‖L2(Ω) < 10−8‖f − Tε[u0ε]‖L2(Ω).
Smooth Hessian: We choose the solution u and forcing f to be
u(x) = e|x|
2/2, f(x) = (1 + |x|2)e|x|2 ∀x ∈ Ω.
We choose δ, θ ≈ h1/2 on the basis of [30, Theorem 5.3], and report the results in
Table 1(a) and Figure 1(a). We observe linear experimental convergence rates with
respect to h, thus better than predicted in [30]. The number P = 4(D − 1) stands
for the number of points xi ± δvj used in the evaluation of the operator Tε at each
interior node xi ∈ N 0h and for D directions vj in a quarter circle dictated by θ.
10 -3 10 -2 10 -1
h
10 -4
10 -3
10 -2
10 -1
Er
ro
r i
n 
th
e 
Su
p 
No
rm
Rate of Convergence for Smooth Example
h
least squares of error
error
10 -3 10 -2 10 -1
h
10 -4
10 -3
10 -2
10 -1
Er
ro
r i
n 
th
e 
Su
p 
No
rm
Rate of Convergence for C1,1 example
h
least squares of error
error
Figure 1. Experimental rates of convergence: the order is about 1
in terms of h for both the smooth Hessian with δ, θ ≈ h1/2 (left) and
discontinuous Hessian δ ≈ h4/5, θ ≈ h2/5 (right).
Discontinuous Hessian: We choose the solution u and forcing function f to be
u(x) =
1
2
(max(|x− x0| − 0.2, 0))2 , f(x) = max
(
1− 0.2|x− x0| , 0
)
∀x ∈ Ω,
where x0 = (0.5, 0.5). Since f = 0 in the ball centered at x0 of radius 0.2, this
example is degenerate elliptic. We choose δ = O(h4/5) and θ = O(h2/5) on the
basis of [30, Theorem 5.6], and observe experimentally again a linear decay rate in
h, which is better than predicted. This time [30] suggests a larger θ, but we choose
a smaller θ without compromising the sparsity pattern of the Newton matrix. As
illustrated on Table 1, despite its degeneracy and lack of global regularity, this
example does not exhibit any problematic behavior compared to the smooth case.
We next explore the behavior of the operator Tε in terms of the sign of the
truncation error Eε[uε] := f − Tε[uε]. In Figure 2 (left) we split the interior nodes
24 R. H. NOCHETTO1, D. NTOGKAS2, AND W. ZHANG3
Degrees of freedom P : number of points L∞−error Newton steps
N= 1089, h = 2−5 16 5.4 10−3 8
N=4225, h = 2−6 24 2.8 10−3 7
N=16641, h = 2−7 36 1.5 10−3 7
N= 66049, h = 2−8 52 7.8 10−4 8
Degrees of freedom P : number of points L∞−error Newton steps
N= 1089, h = 2−5 20 4.0 10−3 10
N=4225, h = 2−6 28 1.9 10−3 9
N=16641, h = 2−7 36 9.0 10−4 9
N= 66049, h = 2−8 48 5.7 10−4 9
Table 1. Smooth Hessian with δ, θ ≈ h1/2 (top), Discontinuous Hes-
sian with δ ≈ h4/5, θ ≈ h2/5 (bottom). The convergence rate is about
linear in h for both cases (see Figure 1), whereas the number of Newton
steps seem insensitive to the dimension N of the nonlinear system.
N 0h into three sets, using the threshold eps ≈ 10−16 close to the machine precision
of MATLAB: blue nodes xi (34% of N 0h ) correspond to Eε[uε](xi) < −eps; yellow
nodes xi (34% of N 0h ) correspond to Eε[uε](xi) > eps; and magenta nodes xi (32%
of N 0h ) correspond to |Eε[uε](xi)| ≤ eps. Moreover, Figure 2 (left) displays with
dashed lines the circle of discontinuity |x − x0| = 0.2 and the two circles that are
δ−away from it. We point out that all points between the outer and inner circle
are affected by the singularity, but they are mostly magenta nodes.
Figure 2. (left) Sign of the truncation error Eε[uε] = f − Tε[uε] at
nodes xi ∈ N 0h for the example with discontinuous Hessian and h = 2−7:
blue node xi if Eε[uε](xi) < −eps, yellow node xi if Eε[uε](xi) > eps,
and magenta node xi if |Eε[uε](xi)| ≤ eps, where eps ≈ 10−6. We
observe that the region |xi−x0| < 0.2, where f ≡ 0, is magenta. (right)
Set of directions in Sθ centered at a node xi ∈ N 0h and scaled by δ for
the same example; note that δ/h ≈ 7.
Lastly, we use the same example to provide some insight on the two-scale nature
of our method. In Figure 2 (right) we display a node xi = (0.7656, 0.5391) within
a zoomed mesh, and the thirty-six directions vj in Sθ scaled by δ which are used
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for the calculation of Tε[uε](xi) for mesh size h = 2
−7. We see that for this specific
instance, δ/h ≈ 7, and that most points xi ± δvj are not nodes. We employ a fast
search routine within FELICITY to locate such points [38, 39].
Unbounded f : We finally present computational results for an example that
does not fall within our theory because the right hand side f is not uniformly
bounded. More precisely, we consider the following f , which becomes unbounded
near the corner (1, 1) of Ω, and the corresponding exact solution u, which is twice
differentiable in Ω but possesses an unbounded gradient near (1, 1) [24]:
u(x) = −
√
2− |x|2, f(x) = 2(2− |x|2)−2 ∀x ∈ Ω.
Table 2 shows that our method converges as the meshsize h decreases, but with
a reduced rate and at the cost of an increased number of Newton iterations. We
choose δ and θ similarly to the smooth Hessian case, but without any theoretical
justification from [30]. We note that now we do not follow the approach of inter-
polating the coarse solution to the finer mesh, because u /∈ W 2∞(Ω). Instead, we
use the initial guess that corresponds to ∆u0 = (d!f)
1/d, which introduces more
damping, say τ < 1, in the Newton method.
Degrees of freedom P : number of points L∞−error Newton steps
N= 1089, h = 2−5 16 8.3 10−3 8
N=4225, h = 2−6 24 5.0 10−3 15
N=16641, h = 2−7 36 3.3 10−3 18
N= 66049, h = 2−8 52 2.0 10−3 50
Table 2. Unbounded f . We observe that the method converges, but
with a rate slower than linear and at the cost of increasing number of
Newton iterations with each refinement.
Computational Performance: The process of locating the triangle of the mesh
containing xi ± δvj and computing the barycentric coordinates is a rather small
percentage of the total computing time. For instance, for h = 2−7 and the smooth
Hessian, this represents just 3% (< 3 sec) of the total computation time (90 sec).
Because of the reduced sparsity pattern of the Newton matrices, the most time
demanding task of the method is solving the linear systems, for which we use
Matlab’s backslash operator. This takes 42.7% of the total time. This computation
is performed on an Intel 2.2 GHz i7 CPU, 16 GB RAM using Matlab R2017b.
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