Abstract. We introduce a notion of an asymptotically compact (AC) random dynamical system (RDS). We prove that for an AC RDS the Ω-limit set Ω B (ω) of any bounded set B is nonempty, compact, strictly invariant and attracts the set B. We establish that the 2D Navier Stokes Equations (NSEs) in a domain satisfying the Poincaré inequality perturbed by an additive irregular noise generate an AC RDS in the energy space H. As a consequence we deduce existence of an invariant measure for such NSEs. Our study generalizes on the one hand the earlier results by Flandoli-Crauel (1994) and Schmalfuss (1992) obtained in the case of bounded domains and regular noise, and on the other hand the results by Rosa (1998) for the deterministic NSEs.
Introduction
The study of the asymptotic behavior of dynamical systems is one of the most important problems in mathematical physics. In the theory of deterministic infinitedimensional dynamical systems, the notion of an attractor occupies a central position (see [41] ). Generalization of this theory to the stochastic case is now a welldeveloped branch in the theory of random dynamical systems. Brzeźniak, Capiński and Flandoli [8] first developed such a notion for random PDEs. Later Crauel and Flandoli [18] introduced the corresponding generalization of the attractor to stochastic PDEs. The theory of random attractors then turned out to be very useful for the study of the long-time behavior of infinite-dimensional dynamical systems. In the above-mentioned paper [18] the authors proved the existence of a global attractor for 2D stochastic Navier-Stokes equations in a bounded domain with sufficiently regular noise. However, their method does not work for either unbounded domains or for irregular noise. This is because it relies heavily on the compactness of the Sobolev embeddings (known to be no longer compact for unbounded domains). The same difficulty was encountered in the deterministic case. To overcome it Abergel [1] used weighted spaces, while Ghidaglia [27] and Rosa [37] used energy equation. But as far as we are aware no work has been done in the stochastic case. In this paper we will continue the line of research introduced by Rosa [37] and Ladyzhenskaya [33] .
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Analogously to [18] , we are working in the framework of a general Random Dynamical System (RDS) on a separable Banach space H. Motivated by [33] and [37] we introduce a concept of an asymptotically compact (AC) RDS and prove that in an AC RDS with every bounded set B ⊂ H we can associate a nonempty, closed and absorbing random set Ω B . Invariance of that set with respect to our RDS implies existence of invariant measures which in the case of stochastic NSE in 2D unbounded domains has been until now an open question. The only papers in which a similar problem was investigated (but for equations of Ginzburg-Landau type) are [22] and [38] . However, the question of the uniqueness of invariant measures remains an open question. We postpone the study of the existence of global attractors for asymptotically compact RDS until a later publication. In order to show that the RDS generated by the 2D stochastic Navier-Stokes equations in 2D domains (possibly unbounded) satisfying the so-called Poincaré inequality is asymptotically compact, we exploit the energy equality. Other examples of asymptotically compact RDS will be studied elsewhere by the second-named author. Let us repeat that our approach allows us to relax assumptions on the noise, so even if the domain is bounded, our results are new as compared with [18] or [39] .
As we have explained earlier, the main motivation for the research reported here was to study the long-time behaviour of stochastic parabolic equations (in the case of 2D Navier Stokes equations) in unbounded domains. We would like to point out another advantage of our approach. Since our results no longer depend on the compactness of the embedding V → H (we use the notations introduced in section 4), we do not require our initial value problem to be well posed in the space V and consequently, in the bounded domain case, comparing with [18] we allow our driving noise to be space-wise much rougher (thought by some to be more physical). For example, the RKHS associated to the noise can be equal to any subspace of the Sobolev space H α,2 (D, R 2 ) with any α > 0 if D is 2D torus and with α > 1/2 in a general case. However, we are unable to treat the case α = 0. The existence of solutions (but not pathwise) in certain negative order Sobolev spaces is a subject of a very interesting paper by Da Prato and Debusche [19] , where however only the case of D being a torus is studied (which is an essential assumption). This paper is organized as follows. In section 2, we recall the mathematical setting of the problem and introduce the concept of asymptotically compact RDS. In section 3, we prove that for an asymptotically compact RDS ϕ, the Ω-limit set of any bounded subset B is nonempty, compact, ϑ-forward invariant, and attracts B. Furthermore, we prove the existence of an invariant measure for an asymptotically compact Markov RDS. In section 4, using the classical Galerkin approximation method and some compactness theorems, we prove the existence of the stochastic flow (and hence of RDS) associated with 2D stochastic Navier-Stokes equations in possibly unbounded Poincaré domains (i.e. satisfying the Poincaré inequality). In section 6 we construct RDS corresponding to the stochastic NSEs we study in this paper. This result seems to be new even in the bounded domain case. In section 7 we use the energy inequalities to prove the continuity of the corresponding RDS in the weak topologies. This result is the main technical difference between our approach and the earlier approaches, and it allows us to use the weak compactness of the unit ball in the Hilbert space H as a substitute for the compactness of the embedding V → H. In section 8 we prove that the just-constructed RDS is asymptotically compact. Finally, in section 9 we prove the existence of an invariant Theorem 3.3. If B ⊂ X is a bounded deterministic set, then for all ω ∈ Ω, Ω B (ω) is strictly ϕ-forward invariant.
Proof. Let ω ∈ Ω. By Remark 2.7, if y ∈ Ω B (ω), we can find a sequence (t n ): t n → ∞ and a B-valued sequence {x n } n , such that y = lim n→∞ ϕ(t n , ϑ −t n ω)x n .
Let t > 0. By the cocycle property we have ϕ(t n + t, ϑ −t n ω) = ϕ(t, ϑ t n ϑ −t n ω)ϕ(t n , ϑ −t n ω) = ϕ(t, ω)ϕ(t n , ϑ −t n ω).
Moreover, since by our assumption ϕ(t, ω) : X → X is continuous, we infer that 
ω). This proves that ϕ(t, ω)Ω B (ω) ⊂ Ω B (ϑ t ω).
Conversely, suppose y ∈ Ω B (ϑ t ω) for some t > 0. Hence, by Remark 2.7(i), we can find a sequence (t n ) n : t n → ∞ and a B-valued sequence {x n }, such that y = lim n→∞ ϕ(t n , ϑ −t n ϑ t ω)x n .
Since t n − t → ∞, in view of the asymptotic compactness of the RDS ϕ, the set {ϕ(t n − t, ϑ −(t n −t) ω)x n : n ∈ N} is relatively compact in X. Hence there exists a subsequence (t n ) n ⊂ (t n ) n and an element z ∈ X such that ϕ(t n − t, ϑ −(t n −t) ω)x n → z.
Therefore z ∈ Ω B (ω). On the other hand y = ϕ(t, ω)z. Indeed, by the continuity of ϕ(t, ω) : X → X we have y = lim n →∞ ϕ(t n , ϑ −t n ϑ t ω)x n = ϕ(t, ω) lim n →∞ ϕ(t n − t, ϑ −t n +t ω)x n = ϕ(t, ω)z.
In particular, y ∈ ϕ(t, ω)Ω B (ω), which proves that Ω B (ϑ t ω) ⊂ ϕ(t, ω)Ω B (ω).

Theorem 3.4. If B ⊂ X is a bounded deterministic set, then for all ω ∈ Ω, Ω B (ω) is compact.
Before embarking on proving the last theorem, let us briefly discuss the existence of an invariant measure for the RDS ϕ. We have the following definition; see also [2] , Remark 1.1.8.
Definition 3.5.
The skew product of a measurable DS T with an RDS ϕ on a Polish space X over T is the map
One can show that if Θ is the skew product of T with ϕ, then a triple
is a measurable DS. Conversely, if T is a measurable DS, ϑ : R + × Ω × X → X is measurable, the function Θ defined by (3.3) and the triple T is a measurable DS, then ϕ is an RDS on X over T. Definition 3.6. Let ϕ be a given RDS over a metric DS T. A probability measure µ on (Ω × X, F ⊗ B) is called an invariant measure for ϕ iff (i) Θ t preserves µ (i.e. Θ t (µ) = µ) for each t ∈ R + ; (ii) the first marginal of µ is P, i.e. π Ω (µ) = P, where
Since by Corollary 4.4 in Crauel and Flandoli [18] , if an RDS ϕ on a Polish space X has an invariant compact random set K(ω), ω ∈ Ω, it also has an invariant probability measure, we have the following.
Corollary 3.7.
A continuous and asymptotically compact RDS ϕ on a separable Banach space has at least one invariant probability measure µ in the sense of Definition 3.6.
Next we define a Feller invariant measure for a Markov RDS ϕ. If f : X → R is a bounded and Borel measurable function, then we put
We easily see that P t f is also a bounded and Borel measurable function. Moreover, we have the following result.
Moreover, if the RDS ϕ is time continuous, then for any
Proof. For the first assertion we only need to consider the case t > 0 (where anyway the proof is straightforward). Indeed, if x n → x in X, by the continuity of ϕ(t, ·, ω) : X → X, (P t f )(x n ) → (P t f )(x) by using the Lebesgue dominated convergence theorem.
To prove the second one, we note that from the continuity of ϕ(·, x, ω) : [0, ∞) → X it follows that for each x ∈ X, (P t f )(
An RDS ϕ is called Markov iff the family (P t ) t≥0 is a semigroup on C b (X), i.e. P t+s = P t P s for all t, s ≥ 0. Definition 3.9. A Borel probability measure µ on X is called an invariant measure for a a semigroup (P t ) t≥0 of Feller operators on C b (X) iff
A Feller invariant probability measure for a Markov RDS ϕ on H is, by definition, an invariant probability measure for the semigroup (P t ) t≥0 defined by (3.4).
Crauel and Flandoli proved in [18] (see Corollary 4.6) that if a Markov RDS ϕ on a Polish space H has an invariant compact random set K(ω), ω ∈ Ω, then there exists a Feller invariant probability measure µ for ϕ. Thus we have the following result. Proof of Theorem 3.4. Suppose that {y n } n is an Ω B (ω)-valued sequence. In view of Remark 2.7(i), for any n ∈ N, we can find sequences {t n k } and {x
Next we construct a sequence {s i } i in the following way. We put s 1 = t 
Since by Remark 2.7(ii), Ω B (ω) is closed; we infer that z ∈ Ω B (ω). This concludes the proof of compactness of Ω B (ω).
Time dependent 2D stochastic Navier Stokes equations
Let us consider an incompressible viscous fluid of constant density (assumed to be equal to 1 and of constant viscosity ν > 0) enclosed in a region D ⊂ R 2 and driven by an external time-dependent force f :
We denote by u(t, x) ∈ R 2 and p(t, x) ∈ R, respectively, the velocity and the pressure of the fluid at the point x ∈ D at time t ≥ 0. We assume that the time evolution of the velocity and pressure of the fluid is governed by the initial-boundary value problem associated with Navier-Stokes equations:
We assume that D ⊂ R 2 is an arbitrary (bounded or unbounded) domain with boundary ∂D satisfying the cone property.
We will use the standard mathematical framework of the NSEs; see e.g. [40] . The basic functional space is the Lebesgue space
1/2 . We will also need the Sobolev space
is a separable Banach space with norm
is a Hilbert space with naturally defined scalar product. We will consider the weak solutions to problem (4.1), and for this we need a proper space of test functions. We take
The closure of V in L 2 (D), resp. in H 1,2 (D), will be denoted by H, resp. V. The scalar products norms in those two spaces are those inherited from L 2 (D), resp.
We call D a Poincaré domain iff there exists λ 1 > 0 such that
The inequality (4.2) is called the Poincaré inequality, and it can be shown that if D is bounded is some direction, i.e. there exists a vector b ∈ R 2 such that
If D is a Poincaré domain, then the original norm on V is equivalent to the norm · induced by the scalar product
We define next a bilinear form a :
Since obviously the form a coincides with the ((·, ·)) scalar product in V, it is Vcontinuous, i.e. it satisfies |a(u, u)| ≤ C u 2 for some C > 0 and all u ∈ V. Hence, by the Riesz Lemma, there exists a unique linear operator A : V → V , where V is the dual of V, such that a(u, v) = Au, v , for u, v ∈ V. Moreover, the form a is obviously V-coercive, i.e. it satisfies a(u, u) ≥ α u 2 for some α > 0 and all u ∈ V. Therefore, by means of the Lax-Milgram theorem (see e.g. Temam [41, Theorem II.2.1]) the operator A : V → V is an isomorphism. Since V is densely and continuously embedded into H and H can be identified with its dual H , we have the following embeddings:
Let us then recall that we say that the spaces V, H and V form a Gelfand triple. Next we define an unbounded linear operator A in H as follows:
It is now well established that under some additional assumptions related to the regularity of the domain D, the space D(A) can be characterized in terms of Sobolev spaces. For example (see [30] , where only the 3-dimensional case is studied but the result is also valid in the 3-dimensional case), if D ⊂ R 2 is a uniform C 2 -class Poincaré domain, then with P : L 2 (D) → H being the orthogonal projection, we have
It is also a classical result (see e.g. Cattabriga [14] or Temam [41] , p. 56) that A is a nonnegative self-adjoint operator in H. Moreover (see p. 57 in [41] ), V = D(A 1/2 ). Let us recall a result of Fujiwara-Morimoto [26] that the projection P extends to a bounded linear projection in the space L q (D), 1 < q < ∞. (ii) The characterization of the spaces H and V given in [40] also holds true when D is a Poincaré domain. Namely, if n denotes the external normal vector field to ∂D, then is bounded and
In particular, the original norm on V is equivalent to the norm · induced by the scalar product
Moreover, the graph norm on D(A) is equivalent to the |A · |-norm and (see p. 57 in [41] ) Next, we define the following fundamental trilinear form:
are such that the integral on the right-hand side (RHS) exists. If u, v are such that the linear map b(u, v, ·) is continuous on V, the corresponding element of V will be denoted by B (u, v) . We will also denote, with a slight abuse abuse of notation, B(u) = B (u, u) .
The following are some fundamental properties of the form b; see e.g. [40] , Lemma 1.3, p. 163, and Temam [41] . There exists a constant C > 0 such that
Also we have, from Temam [40] , Lemma III.3.3, the following inequality:
By means of the Hölder inequality we can deduce the following inequality:
Moreover, we have the following result which is fundamental for our purposes.
Lemma 4.2. The trilinear map
It follows from Lemma 4.2 that B maps L 4 (D) ∩ H (and so V) into V and (4.14)
Using the above notation it is now customary to consider the following functional analytic version of problem (4.1):
Our aim is to study the following Navier-Stokes equations in D, i.e. the above problem with the external force f (t) being random:
where we assume that x ∈ H, f ∈ V and W (t), t ∈ R, is a two-sided cylindrical Wiener process in H (with its Reproducing Kernel Hilbert Space (RKHS) to be specified later; see Remark 6.1) defined on some filtered probability space A = (Ω, F, (F t ) t∈R , P).
Remark 4.3. (i) Let us recall the celebrated Gagliardo-Nirenberg inequalities; see e.g. [25] . Assume that q, r ∈ [1, ∞] , and j, m ∈ Z satisfy 0 ≤ j < m. Then for any
, where 
. Indeed, by (4.14) we have
A precise definition of a solution to problem (4.16) will be given in section 6. Roughly speaking a solution to problem (4.16) is a process u(t), t ≥ 0, which can be represented in the form u(t) = v(t) + z α (t), where z α (t), t ∈ R, is a stationary Ornstein-Uhlenbeck process with drift −A − αI, i.e. a stationary solution of (4.18) dz
and v(t), t ≥ 0, is a solution to the following problem (with v 0 = x − z(0)):
In the remainder of this section we will study problem (4.19)- (4.20) 
Motivated by Brzeźniak, Capiński and Flandoli [8] (see also Temam [40] ), we have the following. 
Part (i) of Theorem 4.5 will be proved in section 5, while for the proof of part (ii) we refer to Brzeźniak and Li [9] . The following result strengthens Lemma 5.2 in [9] . For example, one can follow the method from [8] and prove first the local existence with more regular initial and external data. Then, one should prove the existence of a global solution for the same regularized initial and external data. Finally, one should establish certain a priori inequalities in appropriate weaker norms, and using these, demonstrate the existence a limit of these more regular solutions when the regularization is removed. Another approach, following [23] and [21] , is to prove the existence and the uniqueness of a local maximal solution in a space L 4 (0, T ; L 4 (O)) and then show that this solution is in fact more global and more regular. Neither of these approaches rely on the compactness argument but only on the Banach Fixed Point Theorem, and they work equally well in both bounded and unbounded domains. We have however chosen another, in fact more complicated, approach, because it yields estimates that are essential in proving the weak continuity of the RDS, an essential tool in our investigation; see section 7.
Theorem 4.6. Assume that, for some
T > 0 fixed, x n → x in H, z n → z in L 4 ([0, T ]; L 4 (D)) ∩ L 2 (0, T ; V ), f n → f in L 2 (0, T ; V ).
Let us denote by v(t, z)x the solution of problem (4.19)-(4.20) and by v(t, z
Let us fix T > 0. It is enough to restrict our problem to the interval [0, T ]. As already mentioned, we will only prove the first part of the theorem.
Part I. Existence of solutions. First let us observe that
Second, since V is a separable Hilbert space, V is dense in V and V is dense in H, we can find a sequence {w j } j∈N in V which is free and total in V and which is an orthonormal basis of H.
Let 
One easily shows that A m , resp. B m , is a continuous linear, resp. bilinear, map in H m . Moreover, for t ∈ [0, T ], D m (t) and E m (t) are bounded linear maps in H m , and with some universal (hence independent of m) positive constant C,
, we see that problem (5.1) takes the following form:
The preceding observations imply that the maps G(t, ·) are locally Lipschitz in the following sense. For each R > 0, there exists a positive
Therefore, by the local existence and uniqueness theorem for ordinary differential equations on Banach spaces (see Cartan [13] ), there exists a number T m ∈ (0, T ] and a function x : [0, T m ) → H m which is a unique local maximal solution of the above problem. In particular, lim sup t T m |v m (t)| = ∞ if T m < T. Hence, in order to prove that T m = T it is sufficient to establish that lim sup t T m |v m (t)| < ∞. This is a direct consequence of the a priori estimates we are going to establish in what follows. For this we need to recall Lemma III.1.2 from [40] . 
Let us observe that by (4.9)
and by (4.10)
Therefore, applying the above Lemma 5.1 with the triple V m , H m , V m and invoking
Then combining (4.11) with (4.14), and next using (4.12), (4.13) and the Young inequality, we infer that
Next applying the Gronwall Lemma and denoting
Therefore,
which, on the one hand implies that T m = T , and on the other hand implies that
In order to get another a priori estimate we integrate equation (5.4) from 0 to T and by using (5.5) we obtain
The last inequality implies that
Let us point out that claims (5.6) and (5.7) are sufficient to infer that the sequence {v m } has a convergent subsequence. However, in order to show that the limit function v is a solution to our problem, we need to show that v m converges to v in the strong and not simply the weak topology. This can be done, as in the case of the classical NSEs, in many different ways. Here we feel that the fractional derivative method (see [40] , ch. III.2) is best suited for the unbounded domain case. We begin with an observation that (5.1) together with (4.13) imply that
For example we shall prove now that sup m∈N (4.12) and assumptions on z, we have
Hence, in view of (5.6) and (5.7), sup m∈N [40] or [34] ) a Hilbert space consisting of all v ∈ L 2 (R; V) such that, withv being the Fourier transform of v,
If we putṽ m = 1 (0,T ) v m , then from (5.7) and (5.8) we infer (see [34] ) that for γ ≤ 1/2,
Because of (5.6) and (5.7), without loss of generality we may assume that there
Since for any R > 0, the set
is compact, and since by (5.10)
Since, by the compactness theorem from [40] (see Theorem III.2.2) the imbedding
) is compact, we may deduce from (5.12) that for each R > 0 we can find a subsequence of {v m } (which for the sake of simplicity of notation will be denoted as the whole sequence), such that
By considering R = 1, 2, · · · and applying the standard diagonal procedure, we can find a subsequence {v m } (which again will be denoted as the whole sequence), such that
and that v is a solution to problem (4.19)- (4.20) . To prove the latter we take a continuously differentiable function ψ : [0, T ] → R such that ψ(T ) = 0. Let φ ∈ H n for some n ∈ N. Then, by taking the H-scalar product of (5.2) with function ψ(·)φ and then integrating by parts, we get (5.14)
Our aim now is to pass to the limit in (5.14) when m → ∞. From the choice of
in view of (5.15) by means of the Cauchy-Schwartz inequality, we infer that
Therefore, the left-hand side of (5.14) converges to − T 0 (v(t), ψ (t)φ) dt. Next let us take m ≥ n so that H n ⊂ H m and P m φ = φ. In order to deal with the first term on the RHS of (5.14), we observe that
With regard to the third term on the RHS (5.14), since
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by estimates similar to those in (5.9), we have
Analogously, we have
As to the fifth term, we have
In order to be able to deal with the second, i.e. the nonlinear, term on the RHS of (5.14), we need the following version of Lemma 3.2 from ch. III of [40] , the proof of which is omitted.
Lemma 5.2. Suppose that D 1 is a bounded subset of D, and u
In the following sections we will need the following extension of the previous lemma.
Proof. From our assumptions, there exists a constant C > 0, such that
, by standard regularization methods we can find a function u satisfying the assumptions of the previous lemma and such that (
Hence, because of inequalities (4.13) and (4.12) we have, for m > M ε ,
which concludes the proof.
By applying Lemma 5.2 to the second term on the RHS of (5.14) with u(t, , v m , ψφ) , we have the following convergence:
Hence, by taking the m → ∞ limit in (5.14), we arrive at (5.16)
Since (5.16) has been proved for any φ ∈ ∞ n=1 H n and the set ∞ n=1 H n is a dense subspace of V, by using a standard continuity argument we can show that (5.16) holds for any φ ∈ V and any ψ ∈ C 
. Thus, it follows from a trace theorem (see e.g. Theorem 1.3.1 in [34] or Lemma III.1.2 in [40] ) that v ∈ C([0, T ]; H).
Next, we will show that our solution v satisfies (4.20 The regularity of w allows us to apply Lemma III.1.2 in [40] , and hence we get
(t), w(t)) + 2b(w(t), u(t), w(t)).
By using inequalities (4.12) and (4.12), and then the standard Young inequality, we get
e. on (0, T ). 
5.2. Proof of Theorem 4.6. In order to simplify the proof, we introduce the following notation:
It is easy to see that y n solves the following initial value problem:
Since y n ∈ L 2 (0, T ; V and y n ∈ L 2 (0, T ; V ), it follows from Lemma 5.1 that the function |y n | 2 is absolutely continuous and in the weak sense on (0, T ),
Moreover, by (4.9) we have Ay n (t), y n (t) = |∇y n (t)| 2 a.e. on (0, T ). Therefore, because of (4.11) from the first equation in (5.18) we get
By using the Young inequality, in view of inequalities (4.12) and (4.13), we infer that
Hence we have, weakly on (0, T ),
By integrating the above inequality from 0 to t, t ∈ [0, T ], we get that
Then by the Gronwall inequality,
On the other hand let us next observe that
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Therefore,
T 0 β n (s) ds → 0, as n → ∞. Since also |y n (0)| → 0, as n → ∞ and for some constant C < ∞ and all n ∈ N,
we infer that y n (t) → 0 in H as n → ∞, uniformly in t ∈ [0, T ]. In other words,
From inequality (5.19) we also have
Hence,
which concludes the proof. The existence and uniqueness result proved earlier works naturally when the initial time is no longer 0, but any s ∈ R. For the sake of completeness, we state the corresponding result. 
Theorem 5.5. Under the above assumptions, if
α ≥ 0, z ∈ L 4 loc ([s, ∞); L 2 (D)) ∩ L
RDS generated by the 2D stochastic Navier Stokes equations
After all the hard work in the previous section is completed, we are able to define an RDS ϕ corresponding to problem (4.16) in H. But first we need to take a "good" model for our probability space.
Wiener process.
The following is our standing assumption.
4 is a Hilbert space such that for some δ ∈ (0, 1/2), [7] ) that for real separable Hilbert and resp. Banach spaces K and X, a bounded linear operator L : K → X is called γ-radonifying iff L(γ K ) is σ-additive. Here γ K is the canonical cylindrical finitely additive set-valued function (also called a Gaussian distribution) on K. If L : K → X is γ-radonifying, then L(γ K ) has a unique extension to a σ-additive Borel probability measure ν L on X. It can be shown that ν L is a centered Gaussian measure on X whose Reproducing Kernel Hilbert Space (RKHS) 1 (also called the Cameron Martin space) is K. In particular, in spirit of the celebrated L Gross's paper [28] , the triple (K, X, ν L ) is an Abstract Wiener Space (AWS). By R(K, X) we denote the Banach space of γ-radonifying operators from K to X with norm
, L ∈ R(K, X).
It is now well established (see e.g. Neidhardt [36] ) that R(K, X) with norm (6.2) is a separable Banach space and that the set L fin (H, X) of bounded linear operators L : H → X with finite-dimensional range is a dense subspace of R(K, X). It is also well known (see e.g. Baxendale [3] ) that R(K, X) is an operator ideal, i.e. if
(b) Note that because A −s is a bounded operator in H∩L 4 for s > 0, if condition (6.1) is satisfied for some δ 1 , then it is also satisfied for any δ 2 ≥ δ 1 .
(c) It may be worth mentioning Theorem 2.3 from [12] . Let p ∈ (1, ∞) be fixed.
is γ-radonifying iff there exists a measurable function κ : 
is γ-radonifying. However, for domains of more complicated geometrical structure the situation is more refined; see e.g. [42] .
(d) We require in Assumption A.1 that δ < 1/2 because we want (see subsection 6.3) the corresponding Ornstein-Uhlenbeck process to take values in H ∩ L 4 .
Let us denote X = H ∩ L 4 and let E be the completion of A −δ (X) with respect to the image norm |x| E = |A −δ x| X , x ∈ X. It is well known that E is a separable Banach space. For ξ ∈ (0, 1/2) we set
It is easy to prove that C ξ 1/2 (R, E) endowed with a norm
is a nonseparable Banach space. However, the closure of {ω ∈ C ∞ 0 (R, E) : ω(0) = 0} in C ξ 1/2 (R, E), denoted by Ω(ξ, E), is a separable Banach space. For ξ = 0 we have a similar definition. Let us denote by C 1/2 (R, X) the space of all continuous functions ω : R → X of linear growth condition, i.e. for some
The space C 1/2 (R, E) endowed with a norm
is a separable Banach space. We denote by F the Borel σ-algebra on Ω(ξ, E). One can show by methods from [5] (but see also [29] for a similar problem in the one-dimensional case) that for ξ ∈ (0, 1/2), there exists a Borel probability measure P on Ω(ξ, E) such that the canonical process w t , t ∈ R, defined by
is a two-sided Wiener process such that the Cameron-Martin (or Reproducing Kernel Hilbert) space of the Gaussian measure L(w 1 ) on E is equal to K. For t ∈ R, let
Moreover, the family (W t ) t∈R is an H-cylindrical Wiener process on a filtered probability space (Ω(ξ, E), (F t ) t∈R , P) in the sense of e.g. [11] .
On the space C 1/2 (R, X) we consider a flow ϑ = (ϑ t ) t∈R defined by
This flow keeps the spaces C ξ 1/2 (R, E) and Ω(ξ, E) invariant, and we will often denote by ϑ t the restriction of ϑ t to one of these spaces.
It is obvious that for each t ∈ R, ϑ t preserves P. In order to define an OrnsteinUhlenbeck process we need some analytic preliminaries. These are presented in the next subsection.
Analytic preliminaries. Proposition Assume that A is a generator of an analytic semigroup {e
−tA } t≥0 on a separable Banach space X, such that for some C > 0 and γ > 0 (6.5)
If t ∈ R, thenẑ(t) is a well-defined element of X and the mapping
is continuous. Moreover, the mapẑ :
is well defined, linear and bounded. In particular, there exists a constant C 2 < ∞ such that for anỹ
Remark 6.3. Since Ω(ξ, X) is a closed subspace of C ξ 1/2 (R, X), Proposition 6.2 is also valid with the latter space replaced by the former.
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Proof. Part I. Letω ∈ C ξ 1/2 (R, X) and t ∈ R. In order to prove thatẑ(t) is a well-defined element of X, we need to show that
By the change of variables (with s = t − r), from the definition ofẑ(ω)(t) we see that 
Hence, by (6.9) and (6.11), and δ < ξ, i.e. 1+δ−ξ < 1, we infer thatẑ(t) is a welldefined element of X. Moreover, we proved inequality (6.7) with C = max{C 1 , C 2 }.
Part II. Continuity with respect to t. For any t, t 0 ∈ R we have (6.12)
It is enough to show that for fixed t 0 ∈ R and a sequence (t n ) n∈N such that t n → t 0 , (6.13)
Sinceω is a continuous X-valued function, the integrand converges to 0 for all s ∈ (0, ∞). Therefore, in view of the Lebesgue Dominated Convergence Theorem in order to show (6.13), it is enough to find an integrable function g : [0, ∞) → R + such that for all s > 0 and all n ∈ N,
Since t n → t 0 , there exists K > 0 such that 1 + 2|t n | ≤ K for all n ∈ N. Therefore, in view of (6.10), for all n ∈ N, 
The first of these two inequalities is true because δ < ξ, and the second is true because γ > 0. This concludes the proof of the second part.
Part III. The mapẑ. From Parts I and II of the proof we infer that for anỹ ω ∈ C ξ 1/2 (R, X) the functionẑ(ω) belongs to C 1/2 (R, X). Hence, the mapẑ : C ξ 1/2 (R, X) → C 1/2 (R, X) is well defined. Obviously, it is a linear map. From the observation at the end of Part I, inequality (6.7) is satisfied, and henceẑ is also a bounded map. This concludes proof of the whole proposition.
We have the following direct consequence of the previous result. 
Corollary 6.4. Under the assumptions of Proposition 6.2, for any t ∈ R and any −∞ < a < b < ∞, the maps
C ξ 1/2 (R, X) ω →ẑ(ω)(t) ∈ X, (6.14) C ξ 1/2 (R, X) ω →ẑ(ω) ∈ L 4 (a
z(ϑ s ω)(t) =ẑ(ω)(t + s), t,s ∈ R.
In particular, for any ω ∈ Ω and all t, s ∈ R,ẑ(ϑ s ω)(0) =ẑ(ω)(s).
Proof. Since (ϑ s w)(r)
Thus, τ s is a map from C 1/2 (R, X) into itself. Moreover, it is a linear and bounded map, and the family (τ s ) s∈R is a strongly continuous group of bounded linear operators on C 1/2 (R, X).
Using the notation introduced above, Theorem 6.6 can be rewritten in the following way.
Corollary 6.8. For s ∈ R one has
In other words, for all s ∈ R and ω ∈ C ξ 1/2 (R, X), τ s (ẑ(ω)) =ẑ(ϑ s (ω)). 6.3. Ornstein-Uhlenbeck process. In this and the following subsections we are concerned with the linear evolutional Stokes equations. Hence in particular, H is the Hilbert space introduced in section 4 and A is the linear operator defined therein (called the Stokes operator). The spaces X and E have been defined in subsection 6.1.
Note that in this framework, for any ν > 0 and α ≥ 0, (νA + αI) δ : E → X is a bounded linear map and so is the induced map
It can be shown, by invoking integration by parts, that if ω ∈ C ∞ 0 (R, E) is such that ω(0) = 0, then z α satisfies the following equation:
Therefore, from the definition of the space Ω(ξ, E), we have
Analogously to our definition (6.4) of the Wiener process w(t), t ∈ R, we can view the formula (6.16) as a definition of a process z α (t), t ∈ R, on the probability space (Ω(ξ, E), F, P). Equation (6.17) suggests that this process is an Ornstein-Uhlenbeck process. In fact we have the following result.
Proposition 6.10. The process z α (t), t ∈ R, is a stationary Ornstein-Uhlenbeck process. It is a solution of the equation
the latter in section 8 in the proof of Proposition 8.1. Summing up, we have the following. Proposition 6.13. The quadruples (Ω(ξ, E), F, P, ϑ) and Ω (ξ, E),F,P,θ are both metric DSs. For each ω ∈Ω(ξ, E) the limit in (6.21) exists and
6.4. RDS. Let us recall that we suppose that Assumption A.1 is satisfied and that δ has the property stated there. We also take a fixed viscosity ν > 0 and some parameter α ≥ 0 which we will vary in the following sections. We also fix ξ ∈ (δ, 1/2) and put Ω := Ω(ξ, E).
Definition 6.14. We define a map ϕ = ϕ α :
where for simplicity of notation we put z = z α .
is a well-defined element of H and hence ϕ is well defined. Furthermore, we have the main result of this section.
Theorem 6.15. (ϕ, ϑ) is an RDS.
Proof. All properties with the exception of the cocycle one of an RDS follow from Theorem 4.6. Hence we only need to show that for any x ∈ H,
From the definition of ϕ and noting that by Theorem 6.6 z(ω)(s) = z(ϑ s ω)(0), s ∈ R, we have for t, s ∈ R + ,
Therefore, in view of Theorem 6.6, in order to prove (6.23), we only need to prove, for any t, s ∈ R + ,
Let us fix s ∈ R + and define two functions v 1 and v 2 by
is a solution to problem (4.19)-(4.20) and
we have
On the other hand we have
and v 2 solves the problem 
Finally, since s is arbitrary in R + , we have proved (6.24), which concludes our result.
Since in the definition of ϕ we have used a fixed α ≥ 0, we should rather have denoted it by ϕ α . On the other hand, as α does not enter problem (4.16), and hence it is an auxiliary parameter, we should clarify the issue of whether ϕ α depends on α. We have proved earlier in Corollary 6.9 that this is the case for a linear problem (i.e. for the O-U process). Below we give an affirmative answer to the full stochastic NSEs.
Proof. Let us fix x ∈ H. We need to show that
where z α is defined by (6.16) and v α is a solution to problem (4.19)-(4.20) with
Adding the above equation to (6.18), we get
where
, t ≥ 0 and u α (0) − u β (0) = 0. Next applying Lemma 5.1 to the function u α − u β and using inequality (4.13), we get, weakly on (0, ∞),
, by applying the Gronwall Lemma we infer that |u
, t ≥ 0, which concludes the proof.
Now we are ready to present the definition and some fundamental properties of the solution to problem (4.16) with initial data u 0 ∈ H at the initial time s ∈ R. Definition 6.17. Suppose that Assumption A.1 is satisfied. If u s ∈ H, s ∈ R, f ∈ V and W t , t ∈ R is a two-sided Wiener process introduced after (6.4) such that the Cameron-Martin (or Reproducing Kernel Hilbert) Space of the Gaussian measure L(w 1 ) is equal to K. A process u(t), t ≥ 0, with trajectories in
) is a solution to problem (4.16) iff u(s) = u s and for any φ ∈ V, t > s,
The following result follows easily by applying Lemma 4.2 and Remark 4.3(ii).
Proposition 6.18. In the framework of Definition
6.17, suppose that u(t) = z α (t) + v α (t), t ≥ s, where v α is the unique solution to problem (4.19)-(4.20) with initial data u 0 − z α (s) at time s. If the process u(t), t ≥ s, has trajec- tories in C([s, ∞); H) ∩ L 2 loc ([s, ∞); V) ∩ L 4 loc ([s, ∞); L 4 (D)), then
it is a solution to problem (4.16). Vice-versa, if a process u(t), t ≥ s, with trajectories in
Our previous results yield the existence and the uniqueness of solutions to problem (4.16) as well as its continuous dependence on the data (in particular on the initial value u 0 and the force f ). Moreover, if we define, for x ∈ H, ω ∈ Ω, and t ≥ s,
then for each s ∈ R and each u 0 ∈ H, the process u(t), t ≥ s, is a solution to problem (4.16).
7. The weak continuity of the RDS generated by stochastic NSEs
In this section, v(·, v 0 ) for v 0 ∈ H denotes the unique solution to the initial value problem (4.19)- (4.20) , with a deterministic function z ∈ L
Lemma 7.1. If T > 0, then the map
is continuous in the weak topologies.
Lemma 7.2. If T > 0, then the maps
are continuous in the weak topologies. More precisely, if
Proof of Lemma 7.1. Suppose that {x n } n is an H-valued sequence that is weakly convergent to x ∈ H. Let v n = v(·, x n ) and v = v(·, x). Since the sequence {x n } n is bounded in H, by Proposition 5.4 we infer that for γ ∈ (0,
Hence without loss of generality we may assume that there exists aṽ ∈ L 2 (0, T ; V)∩ L ∞ (0, T ; H), such that, as n → ∞, (7.4) v n →ṽ weak-star in L ∞ (0, T ; H) and weakly in L 2 (0, T ; V).
Moreover, with D r = D ∩ {x ∈ R 2 : |x| < r}, we have that for any r > 0,
As before, by the compactness theorem ( [40] , Theorem III.2.2) and by using the diagonal procedure, without loss of generality we may assume that for any r > 0,
It is then standard to prove thatṽ is a solution of (4.19) withṽ(0) = x and hence by the uniqueness of the solutions infer thatṽ = v. Next, because the weak topology on a bounded subset of a separable Hilbert space is metrizable, we deduce that the whole sequence {v n } n converges to v weakly in L 2 (0, T ; V).
Proof of Lemma 7.2. Suppose that {x n } n is an H-valued sequence, weakly convergent to some x ∈ H. Let v n = v(·, x n ) and v = v(·, x). By the proof of the previous lemma, (7.5) holds true. Take φ ∈ V. Then, by (7.5), for almost every
On the other hand, in view of Proposition 5.4, v n L 2 (0,T ;V ) ≤ C for some C > 0 and all n ∈ N. Therefore by the Cauchy-Schwartz inequality, for all 0 ≤ t ≤ t + a ≤ T and n ∈ N, we have
This shows that the sequence {(v n (·), φ)} n is uniformly continuous on [0, T ]. Hence, by the Arzela-Ascoli Theorem, there exists a subsequence {v n }, such that (v n (·), φ) → (v(·), φ) uniformly on [0, T ]. Next using the standard contradiction argument, we infer that
Since V is dense in H, and sup n∈N,t∈ [0,T ] |v n (t)| < ∞, then for any φ ∈ H,
which finishes the proof of Lemma 7.2.
Asymptotic compactness of the RDS generated by stochastic NSEs
In this section we assume that the domain D is a Poincaré domain, i.e. such that the Poincaré inequality (4.2) holds true on D. Hence, in particular, the following inequalities are satisfied:
Here we consider the RDS ϕ over the metric DS Ω (ξ, E),F,P,θ ; see Proposition 6.13. The main result in this section is the following result. Remark 8.2. It was pointed out to us by David Elworthy that our results can be related to a paper by S. G. Jones [31] . We will investigate this possible relationship in a future publication.
Let us recall that the RDS ϕ is independent of the auxiliary parameter α ∈ N. For reasons that will become clear in the course of the proof, we choose α such that
6C 2 , where z α (t), t ∈ R, is the Ornstein-Uhlenbeck process from subsection 6.3, C > 0 is a certain universal constant, λ 1 is the constant from (8.1) and ν > 0 is the viscosity. Such a choice is possible because of Proposition 6.13. For simplicity of notation we will denote the spaceΩ(ξ, E) simply by Ω and the process z α (t), t ∈ R, by z(t), t ∈ R.
Proof. Suppose that B ⊂ H a bounded set, (t n ) ∞ n=1 is an increasing sequence of positive numbers such that t n → ∞ and (x n ) n is a B-valued sequence. By our assumptions we can find a closed bounded random set K(ω) in H that absorbs B. We fix ω ∈ Ω.
Step I. Reduction. Since K(ω) absorbs B, for n ∈ N sufficiently large, ϕ(t n , ϑ −t n ω)B ⊂ K(ω). Since K(ω) is closed and bounded, and hence weakly compact, without loss of generality we may assume that ϕ(t n , ϑ −t n ω)B ⊂ K(ω) for all n ∈ N and, for some y 0 ∈ K(ω), (8.2) ϕ(t n , ϑ −t n ω)x n → y 0 weakly in H.
Since z(0) ∈ H, then
In particular,
We claim that it is enough to prove that for some subsequence {n } ⊂ N (8.5)
Indeed, since H is a Hilbert space, (8.4) in conjunction with (8.5) imply that
Summing up, in order to show that {ϕ(t n , ϑ −t n ω)x n } n is relatively compact in H we need to prove that (8.5) holds true.
Step II. Construction of a negative trajectory, i.e. a sequence (y n )
Hence we can find a subsequence {n } ⊂ N and
Let us observe that the cocycle property, with t = 1, s = t n −1, and ω being replaced by ϑ −t n ω, reads as follows: 
As above, the cocycle property with t = k, s = t n (k) and ω being replaced by
Hence, from (8.7) and by applying Lemma 7.1, we get (8.9)
where w-lim denotes the limit in the weak topology on H. The same proof yields a more general property:
Before we continue our proof, let us point out that (8.9) means precisely that y 0 = u(0, −k; ω, y −k ), where u is defined by (6.26).
Step III. Some inequalities. v is a solution to problem (4.19) on the time interval
Lemma 8.3. Suppose that
Proof. By Lemma 5.1, we have
(v(t)), v(t) + B(z(t), v(t)), v(t) + B(v(t), z(t)), v(t) + g(t), v(t) + f, v(t) = − ν v(t) 2 + b(v(t), z(t), v(t)) + g(t), v(t) + f, v(t) .
From (4.13), by using the Young inequality, we have
Hence from (8.12) and (8.1), we get
Next, using the Gronwall Lemma, we arrive at (8.10). As in [37] , for any u, v ∈ V, we define a new scalar product 
Hence (8.11) follows by the variation of constants formula.
Step IV. Proof of (8.5) . From now on, until explicitly stated, we fix k ∈ N, and we will consider problem (4.16) on the time interval [−k, 0]. From (6.26) and (8.8), with t = 0 and s = −k, we have
(8.15)
Let v be the solution to (4.19) on [−k, ∞) with z = z α (·, ω) and the initial condition at time
From (8.15) and (8.11) with t = 0 and τ = −k we infer that
For, if we define the diagonal process (m j )
j=k is a subsequence of the sequence (n (k) ) and hence by
Taking the k → ∞ limit in the last inequality we infer that lim sup
which proves claim (8.5).
Step V. Proof of (8.17) . We begin with estimating the first term on the RHS of (8.16). If −t n (k) < −k, then by (6.26) and (8.10) we infer that
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First we will find a nonnegative function h ∈ L 1 (−∞, 0) such that (8.19) lim sup
This will be accomplished as soon as we show the following four results. We need to prove the following four lemmata.
Lemma 8.4. lim sup
Lemma 8.7.
Proof of Lemma 8.4. Let us recall that α ∈ N, z(t) = z α (t), t ∈ R, being the Ornstein-Uhlenbeck process from subsection 6.3, and one has E|z(0)|
Let us recall that the spaceΩ(ξ, E) was constructed in such a way that
Therefore, since the embedding X → L 4 (O) is a contraction, we have for n (k) sufficiently large,
Since the set B is bounded in H, there exists ρ 1 > 0 such that for all 
This finishes the proof of Lemma 8.5. Therefore, the proof of (8.19) is concluded, and it only remains to finish the proof of (8.17), which we are going to do right now. Let us denoteỹ k = y k − z(−k) and On the other hand, using the same methods as those in the proof of Theorem 4.5, there exists a subsequence of {v n (k) }, which, for the sake of simplicity of notation, is denoted as the old one and which satisfies (8.27) v Now we are ready to state and prove the main result of this section. where r 2 (ω) = r 1 (ω) + |z(0, ω)|. From (8.33) and our assumptions, we infer that for all ω ∈ Ω, r 2 (ω) < ∞. Defining K(ω) := {u ∈ H : |u| ≤ r 2 (ω)} concludes the proof.
Proof of Lemma
Remark 8.9. Here, we would like to point out that although we have proved the Asymptotic Compactness of the Random Dynamic System generated by the 2D stochastic NSes, we still cannot obtain the existence of the attractor for this RDS. The reason is that although from the proofs of Proposition 8.1 and Theorem 8.8 we can construct a bounded closed random set K(ω) in H (even in V ; see [9] ), which attracts all bounded deterministic sets, due to lack of the Sobolev compact embedding, we cannot directly obtain the compactness of K(ω) neither in V nor H. In this case, when K(ω) is bounded, we obtain only the dissipativity of our RDS. The dissipativity plus the asymptotic compactness properties are not enough to deduce the compactness of K(ω). Hence, we will need further properties of our RDS and leave the existence of abstractors for the RDS as an open question.
Invariant measures
In this very short section we only state a result which is a direct consequence of Corollary 4.4 in [18] and of our Theorems 3.4 and 8.8.
Let u(t, x) be the unique solution of problem (4.16). Let us recall that such a unique solution exists for each x ∈ H. We define the transition operator P t by a standard formula. For g ∈ C b (H), we put
In view of Proposition 3.8 P t , t ≥ 0, is a family of Feller operators, i.e. P t : C b (H) → C b (H) and, for any g ∈ C b (H) and x ∈ H, P t g(x) → g(x) as t 0. Moreover, as in [18] one can prove that ϕ is a Markov RDS, i.e. P t+s = P t P s for all t, s ≥ 0. Hence from Corollary 3.7 we now have the following result. Remark 9.2. It is an interesting question whether the method of [38] can be extended so that not only the estimates in the mean but also pathwise can be proved. A positive answer to this question would prove that the Random Dynamical System generated by stochastic Ginzburg-Landau equations is asymptotically compact and hence could be an indication of the existence of a global attractor.
