Asymptotic associate primes by Ghosh, Dipankar et al.
ar
X
iv
:1
70
9.
06
25
3v
3 
 [m
ath
.A
C]
  2
7 J
ul 
20
19
Asymptotic associate primes
Dipankar Ghosh
Chennai Mathematical Institute, H1, SIPCOT IT Park, Siruseri, Kelambakkam, Chennai
603103, Tamil Nadu, India
Provanjan Mallick, Tony J. Puthenpurakal∗
Department of Mathematics, Indian Institute of Technology Bombay, Powai, Mumbai
400076, India
Abstract
We investigate three cases regarding asymptotic associate primes. First, assume
(A,m) is an excellent Cohen-Macaulay (CM) non-regular local ring, and M =
SyzA1 (L) for some maximal CM A-module L which is free on the punctured spec-
trum. Let I be a normal ideal. In this case, we examine when m /∈ Ass(M/InM)
for all n≫ 0. We give sufficient evidence to show that this occurs rarely. Next,
assume that (A,m) is excellent Gorenstein non-regular isolated singularity, and
M is a CM A-module with projdimA(M) =∞ and dim(M) = dim(A)− 1. Let
I be a normal ideal with analytic spread l(I) < dim(A). In this case, we inves-
tigate when m /∈ AssTorA1 (M,A/I
n) for all n ≫ 0. We give sufficient evidence
to show that this also occurs rarely. Finally, suppose A is a local complete
intersection ring. For finitely generated A-modules M and N , we show that
if TorAi (M,N) 6= 0 for some i > dim(A), then there exists a non-empty finite
subset A of Spec(A) such that for every p ∈ A, at least one of the following
holds true: (i) p ∈ Ass
(
TorA2i(M,N)
)
for all i≫ 0; (ii) p ∈ Ass
(
TorA2i+1(M,N)
)
for all i ≫ 0. We also analyze the asymptotic behaviour of TorAi (M,A/I
n) for
i, n≫ 0 in the case when I is principal or I has a principal reduction generated
by a regular element.
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1. Introduction
In this paper, we investigate three cases regarding asymptotic associate
primes. We will introduce it one by one.
I: Let (A,m) be a Noetherian local ring of dimension d, and let M be a
finitely generated A-module. By a result of Brodmann [3], there exists n0 such
that the set of associate primes AssA(M/I
nM) = AssA(M/I
n0M) for all n >
n0. We denote this eventual constant set by Ass
∞
I (M).
A natural question is when does m ∈ Ass∞I (M), or the opposite m /∈
Ass∞I (M)? In general, this question is hopeless to resolve. So well make try to
make a few assumptions which are quite general but still amenable to answer
our question.
(I.1) We first assume that (A,m) is an excellent Cohen-Macaulay local ring
with infinite residue field. We note that this assumption is quite general.
(I.2) We also assume thatM is maximal Cohen-Macaulay (MCM). In fact in
the study of modules over Cohen-Macaulay rings the class of MCM modules is
the most natural class to investigate. To keep things interesting we also assume
M is not free. In particular we are assuming A is also not regular.
We note that in general the answer to the question on when does m ∈
Ass∞I (A) is not known. However, by results of Ratliff, McAdam, a positive
answer is known when I is normal, i.e., In is integrally closed for all n > 1. In
this case, it is known that m ∈ Ass∞I (A) if and only if l(I), the analytic spread
of I is equal to d = dimA; see [14, 4.1]. So our third assumption is
(I.3) I is a normal ideal of height > 2.
Before proceeding further, we want to remark that in analytically unramified
local rings (i.e., its completion is reduced), there exist plenty of normal ideals.
In fact, for any ideal I, it is not terribly difficult to prove that for all n ≫ 0,
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the ideal In is normal (where J denotes the integral closure of an ideal J).
Finally, we note that as we are only interested in the question on whether
m ∈ Ass∞I (M) or not, it is convenient to assume
(I.4) M is free on the punctured spectrum, i.e., MP is free for every prime
ideal P 6= m.
We note that (I.4) is automatic if A is an isolated singularity, i.e., AP is
regular for every prime P 6= m. In general (even when A is not an isolated
singularity), any sufficiently high syzygy of a finite length module (of infinite
projective dimension) will be free on the punctured spectrum.
Remark 1.1. As discussed above, our hypotheses are satisfied by a large class
of rings, modules and ideals.
Before stating our results, we need to introduce a few notation. Let GI(A) =⊕
n>0 I
n/In+1 be the associated graded ring of A with respect to I. Let
GI(A)+ =
⊕
n>1 I
n/In+1 be its irrelevant ideal. If M is an A-module, then
GI(M) =
⊕
n>0 I
nM/In+1M is the associated graded module of M with re-
spect to I (and considered as an GI(A)-module).
Our first result is
Theorem 1.2. With assumptions as in I.1, I.2, I.3 and I.4, suppose that d > 3,
and that M = SyzA1 (L) for some MCM A-module L. We have that
if m /∈ Ass∞I (M), then grade(GIn(A)+, GIn(M)) > 2 for all n≫ 0.
We note that the assumption M = SyzA1 (L) for an MCM A-module L is
automatically satisfied if A is Gorenstein.
We now describe the significance of Theorem 1.2. The third author of this
paper has worked extensively on associated graded rings and modules. He feels
that the condition grade(GIn(A)+, GIn(M)) > 2 for all n ≫ 0 is quite special.
In ‘most cases’ we will have only grade(GIn(A)+, GIn(M)) = 1 for all n ≫ 0.
So Theorem 1.2 implies that in ‘most cases’ we should have m ∈ Ass∞I (M).
By a result of Melkersson and Schenzel [15, Theorem 1], it is known that
for a finitely generated A-module E, the set AssA
(
TorA1 (E,A/I
n)
)
is constant
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for all n ≫ 0. We denote this stable value by T∞1 (I, E). We note that if L
is a (non-free) MCM A-module which is free on the punctured spectrum of A,
then TorA1 (L,A/I
n) has finite length for all n > 1. In this case, m /∈ T∞1 (I, L)
if and only if TorA1 (L,A/I
n) = 0 for all n ≫ 0. If m /∈ Ass∞I (A) (this holds
if I is normal and l(I) < d), then it is easy to see that TorA1 (L,A/I
n) = 0
for all n ≫ 0 if and only if m /∈ Ass∞I (Syz
A
1 (L)). If the latter holds, then by
Theorem 1.2, we will have grade(GIn(A)+, GIn(Syz
A
1 (L)) > 2 for all n ≫ 0.
Thus another significance of Theorem 1.2 is that it suggests that in ‘most cases’
if I is a normal ideal with height > 2 and l(I) < d, then for a non-free MCM
module L, we should have TorA1 (L,A/I
n) 6= 0 for all n≫ 0.
II: In the previous subsection, we consider T∞1 (I,M) when M is MCM and
locally free on the punctured spectrum. In this subsection, we consider the case
when M is Cohen-Macaulay of dimension d − 1. A trivial case to consider is
when projdimA(M) is finite. Then it is easy to see that if m /∈ Ass
∞
I (A), then
m /∈ T∞1 (I,M).
If projective dimension of M is infinite, then we are unable to analyze
T∞1 (I,M) for arbitrary Cohen-Macaulay rings. However, we have made progress
in this question when A is an isolated Gorenstein singularity.
In general, when a local ring (R, n) is Gorenstein, and D is a finitely gen-
erated R-module, there exists an MCM approximation of D, i.e., an exact
sequence s : 0 → Y → X → D → 0, where X is an MCM R-module and
projdimR(Y ) < ∞. It is known that if s
′ : 0 → Y ′ → X ′ → D → 0 is another
MCM approximation of D, then X and X ′ are stably isomorphic, i.e., there
exist finitely generated free R-modules F,G such that X ⊕ F ∼= X ′ ⊕ G. It is
clear that X is free if and only if projdimR(D) <∞. Thus if projdimR(D) =∞,
then SyzR1 (X) is an invariant of D.
Our second result is
Theorem 1.3 (= 4.6). Let (A,m) be an excellent Gorenstein local ring of di-
mension d > 3. Suppose A has isolated singularity. Let I be a normal ideal of
A with height(I) > 2 and l(I) < d. Let M be a Cohen-Macaulay A-module of
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dimension d − 1 and projdimA(M) = ∞. Let s : 0 → Y → X → M → 0 be an
MCM approximation of M . Set N := SyzA1 (X). Then the following statements
are equivalent:
(i) m /∈ T∞1 (I,M) (i.e., m /∈ AssA(Tor
A
1 (M,A/I
n)) for all n≫ 0).
(ii) m /∈ Ass∞I (N) (equivalently, depth(N/I
nN) > 1 for all n≫ 0).
Furthermore, if this holds true, then grade(GIn(A)+, GIn(N)) > 2 for all n≫ 0.
As per our discussion after Theorem 1.2, it follows that in ‘most cases’ we
should have m ∈ AssA(Tor
A
1 (M,A/I
n)) for all n≫ 0.
IIIα: Let (A,m) be a local complete intersection ring of codimension c. Let
M and N be finitely generated A-modules. Set
E(M,N) :=
⊕
i>0
ExtiA(M,N), and T (M,N) :=
⊕
i>0
TorAi (M,N).
It is well-known that E(M,N)⊗A Â and T (M,N)⊗A Â are modules over a ring
of cohomology operators S := Â[ξ1, . . . , ξc], where Â is the m-adic completion of
A. Moreover, E(M,N)⊗A Â is a finitely generated graded S-module. But the
S-module T (M,N)⊗A Â is very rarely finitely generated. However, by a result
of Gulliksen [10, Theorem 3.1], if TorAi (M,N) has finite length for all i ≫ 0
(say from i > i0), then the S-submodule
T>i0(M,N)⊗A Â :=
⊕
i>i0
TorÂi
(
M̂, N̂
)
is *Artinian.
By standard arguments, for each l = 0, 1, it follows that AssA(Ext
2i+l
A (M,N))
is a constant set for all i ≫ 0. However, we do not have a similar result for
Tor. By a result of Avramov and Buchweitz (Theorem 5.5), the case when
TorAi (M,N) = 0 for all i≫ 0 is well-understood. Our third result is that
Theorem 1.4 (= 5.10). Let A be a local complete intersection ring. Let M
and N be finitely generated A-modules. Assume that TorAi (M,N) 6= 0 for some
i > dim(A). Then there exists a non-empty finite subset A of Spec(A) such that
for every p ∈ A, at least one of the following statements holds true:
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(i) p ∈ AssA
(
TorA2i(M,N)
)
for all i≫ 0;
(ii) p ∈ AssA
(
TorA2i+1(M,N)
)
for all i≫ 0.
IIIβ: In [9, Corollary 4.3], the first and the third author proved that if (A,m)
is a local complete intersection ring, I is an ideal of A, and M,N are finitely
generated A-modules, then for every l = 0, 1, the set AssA(Ext
2i+l
A (M,N/I
nN))
is constant for all i, n ≫ 0. We do not have a similar result for Tor. It follows
from [9, Theorem 6.1] that complexity of N/InN is stable for all n≫ 0. Thus,
by results of Avramov and Buchweitz, the case when TorAi (M,N/I
nN) = 0 for
all i, n≫ 0 is well-understood. Our final result is
Theorem 1.5 (= 5.15). Let A be a local complete intersection ring. Let M be a
finitely generated A-module, and I be an ideal of A. Suppose either I is principal
or I has a principal reduction generated by an A-regular element. Then there
exist i0 and n0 such that either Tor
A
i (M,N/I
nN) = 0 for all i > i0 and n > n0,
or there is a non-empty finite subset A of Spec(A) such that for every p ∈ A,
at least one of the following statements holds true:
(i) p ∈ AssA
(
TorA2i(M,A/I
n)
)
for all i > i0 and n > n0;
(ii) p ∈ AssA
(
TorA2i+1(M,A/I
n)
)
for all i > i0 and n > n0.
Techniques used to prove our results: To prove Theorems 1.4 and 1.5, we
use the well-known technique of Eisenbud operators over resolutions of modules
over complete complete-intersection rings. We also use results of Gulliksen and
Avramov-Buchweitz stated above.
However, to prove Theorems 1.2 and 1.3, we use a new technique in the
study of asymptotic primes, i.e., we investigate the function
ξIM (n) := grade(GIn(A)+, GIn(M)).
Note that by a result of Elias [8, Proposition 2.2], we have that depth(GIn(A))
is constant for all n≫ 0 (and a similar argument works for modules). However,
the function ξIM (when dim(A/I) > 0) has not been investigated before, neither
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in the study of blow-up algebra’s or with the connection with associate primes.
Regarding ξIM , we prove two results: The first is
Theorem 1.6 (= 3.9). Let (A,m) be a Noetherian local ring. Let I be an ideal
of A, and M be a finitely generated A-module such that grade(I,M) = g > 0.
Then either grade(GIn(A)+, GIn(M)) = 1 for all n≫ 0, or
grade(GIn(A)+, GIn(M)) > 2 for all n≫ 0.
Our second result in this direction is
Theorem 1.7 (= 3.10). Let (A,m) be a Cohen-Macaulay local ring, and I be
an ideal of A such that height(I) > dim(A)− 2. Let M be an MCM A-module.
Then grade(GIn(A)+, GIn(M)) is constant for all n≫ 0.
Although he does not have an example, the third author feels that ξIM may
not be constant for n≫ 0 if dim(A/I) > 3.
Remark 1.8. In [12, Theorem 3.4], Huckaba and Marley proved that if A is
Cohen-Macaulay of dimension > 2, and if I is a normal ideal with grade(I) > 1,
then depth(GIn(A)) > 2 for all n≫ 0. A crucial ingredient for the proofs of our
results is to compute grade(GIn(A)+, GIn(A)) for all n ≫ 0 when I is normal.
So we prove the following result.
Theorem 1.9 (= 3.4). Let A be an excellent Cohen-Macaulay local ring. Let I
be a normal ideal of A such that grade(I) > 2. Then grade(GIn(A)+, GIn(A)) >
2 for all n≫ 0.
We now describe in brief the contents of this paper. In Section 2, we discuss
a few preliminaries on grade and local cohomology that we need. In Section 3,
we investigate the function ξIM (n) := grade(GIn(A)+, GIn(M)) and prove The-
orems 1.6, 1.7 and 1.9. In Section 4, we prove Theorems 1.2 and 1.3. Finally,
in Section 5, we prove Theorems 1.4 and 1.5.
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2. Preliminaries on grade and local cohomology
Throughout this article, all rings are assumed to be commutative Noethe-
rian rings with identity. Throughout, let (A,m) be a local ring of dimension
d with infinite residue field, and M be a finitely generated A-module. Let I
be an ideal of A (which need not be m-primary). If p ∈ M is non-zero, and
j is the largest integer such that p ∈ IjM , then p∗ denotes the image of p
in IjM/Ij+1M , and let 0∗ = 0. Set R(I) :=
⊕
n>0 I
ntn, the Rees ring, and
Rˆ(I) :=
⊕
n∈Z I
ntn is the extended Rees ring of A with respect to I, where
In = A for every n 6 0. Set R(I,M) :=
⊕
n>0 I
nMtn, the Rees module, and
Rˆ(I,M) :=
⊕
n∈Z I
nMtn is the extended Rees Module of M with respect to I.
Let GI(A) :=
⊕
n>0 I
n/In+1 be the associated graded ring of A with respect
to I, and GI(M) :=
⊕
n>0 I
nM/In+1M be the associated graded module of M
with respect to I. Throughout this article, we denote the ideal
⊕
n>1 I
ntn of
R(I) by R+, and the ideal
⊕
n>1 I
n/In+1 of GI(A) by G+.
2.1. Set LI(M) :=
⊕
n>0M/I
n+1M . The A-module LI(M) can be given an
R(I)-module structure as follows. The Rees ring R(I) is a subring of Rˆ(I),
and Rˆ(I) is a subring of S := A[t, t−1]. So S is an R(I)-module. Therefore
M [t, t−1] =
⊕
n∈ZMt
n =M ⊗A S is an R(I)-module. The exact sequence
0 −→ Rˆ(I,M) −→M [t, t−1] −→ LI(M)(−1) −→ 0 (1)
defines an R(I)-module structure on LI(M)(−1), and hence on LI(M).
The following result is well-known and easy to prove.
Lemma 2.2. Let R =
⊕
i>0 Ri be a graded ring. Let E be a graded R-module
(need not be finitely generated). Then the following statements hold true:
(i) If En = 0 for all n ≫ 0, and there is an injective graded homomorphism
E(−1) →֒ E, then E = 0.
(ii) If En = 0 for all n ≪ 0, and there is an injective graded homomorphism
E →֒ E(−1), then E = 0.
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2.3. Let R =
⊕
i>0 Ri be a graded ring. Let E be a gradedR-module. Let l be a
positive integer. The lth Veronese subring of R is defined by R<l> :=
⊕
n>0Rnl,
and the lth Veronese submodule of E is defined to be E<l> :=
⊕
n∈ZEnl. It
can be observed that E<l> is a graded R<l>-module.
Remark 2.4.
(i) LI(M)(−1) behaves well with respect to the Veronese functor. It can be
easily checked that
LI(M)(−1)<l> = LI
l
(M)(−1).
(ii) [12, Proposition 2.5] Veronese functor commutes with local cohomology:
Let J be a homogeneous ideal of R. Then, for every i > 0, we have
(
HiJ (E)
)<l> ∼= HiJ<l>(E<l>) as graded R<l>-modules.
Although, in general, LI(M) is not finitely generated as an R(I)-module,
but it has the following vanishing property.
Lemma 2.5. Suppose grade(I,M) = g > 0. Then, for every 0 6 i 6 g − 1,
HiR+(L
I(M))n = 0 for all n≫ 0.
Proof. Since grade(I,M) = g > 0, there exists anM -regular sequence x1, . . . , xg
in I. It can be observed that x1t, . . . , xgt ∈ R(I)1 becomes an M [t, t
−1]-regular
sequence. So HiR+(M [t, t
−1]) = 0 for 0 6 i 6 g − 1. Therefore, in view of the
short exact sequence (1) and using the corresponding long exact sequence in
local cohomology, we get that
HiR+(L
I(M)(−1)) ∼= Hi+1R+ (Rˆ(I,M)) for 0 6 i 6 g − 2, and (2)
Hg−1R+ (L
I(M)(−1)) ⊆ HgR+(Rˆ(I,M)). (3)
Set U :=
⊕
n<0Mt
n. Since U is R+ torsion, we have H
0
R+(U) = U and
HiR+(U) = 0 for all i > 1. Considering the short exact sequence of R(I)-
modules
0 −→ R(I,M) −→ Rˆ(I,M) −→
⊕
n<0
Mtn −→ 0,
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the corresponding long exact sequence in local cohomology yields the exact
sequence
0 −→ U −→ H1R+(R(I,M)) −→ H
1
R+(Rˆ(I,M)) −→ 0, (4)
and HiR+(R(I,M))
∼= HiR+(Rˆ(I,M)) for i > 2. (5)
It is well-known that for each i > 0, HiR+(R(I,M))n = 0 for all n≫ 0. There-
fore, in view of (4) and (5), for each i > 0, HiR+(Rˆ(I,M))n = 0 for all n ≫ 0.
Hence the lemma follows from (2) and (3).
2.6. The Ratliff-Rush closure of M with respect to I is defined to be
I˜M :=
⋃
m>1
(Im+1M :M I
m).
It is shown in [16, Proposition 2.2.(iv)] that if grade(I,M) > 0, then I˜nM =
InM for all n≫ 0. This motivates the following definition:
ρI(M) := min{n : I˜iM = IiM for all i > n}.
We call ρI(M) the Ratliff-Rush number of M with respect to I.
2.7. Let I = (x1, . . . , xm). Set S := A[X1, . . . , Xm] with degA = 0 and degXi =
1 for i = 1, . . . ,m. Then S =
⊕
n>0 Sn, where Sn is the collection of all
homogeneous polynomials of degree n. So A = S0. We denote the ideal
⊕
n>1 Sn
of S by S+. We have a surjective homogeneous homomorphism of A-algebras,
namely ϕ : S → R(I), where ϕ(Xi) = xit. We also have the natural map
ψ : R(I)→ GI(A). Note that
ϕ(S+) = R+, ψ(R+) = G+ and ψ ◦ ϕ(S+) = G+.
By graded independence theorem ([5, 13.1.6]), it does not matter which ring
we use to compute local cohomology. So now onwards, we simply use Hi(−)
instead of HiR+(−) or H
i
G+
(−).
2.8. The natural map 0→ InM/In+1M →M/In+1M →M/InM → 0 induces
the first fundamental exact sequence (as in [18, (5)]) of R(I)-modules:
0 −→ GI(M) −→ L
I(M) −→ LI(M)(−1) −→ 0. (6)
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2.9. Let x be anM -superficial element with respect to I. Set N =M/xM . For
every n > 1, we have an exact sequence of A-modules:
0 −→
(In+1M :M x)
InM
−→
M
InM
ψn
−→
M
In+1M
−→
N
In+1N
−→ 0,
where ψn(m + I
nM) = xm + In+1M for m ∈ M . These sequences induce the
second fundamental exact sequence (as in [18, 6.2]) of R(I)-modules:
0 −→ BI(x,M) −→ LI(M)(−1)
Ψxt−→ LI(M)
ρ
−→ LI(N) −→ 0, (7)
where Ψxt is multiplication by xt ∈ R(I)1, and
BI(x,M) :=
⊕
n>0
(In+1M :M x)/I
nM.
2.10. It is shown in [18, Proposition 4.7] that if grade(I,M) > 0, then
H0R+(L
I(M)) ∼=
ρI(M)−1⊕
i=0
I˜i+1M
Ii+1M
.
2.11. Let x ∈ I r I2. If x∗ is GI(M)-regular, then GI(M)/x∗GI(M) ∼=
GI(M/xM) (the proof in [17, Theorem 7] generalizes in this context).
We now show that grade(G+, GI(M)) is always bounded by grade(I,M).
Lemma 2.12. We have that grade(G+, GI(M)) 6 grade(I,M).
Proof. We prove the result by induction on g := grade(I,M). Let us first
consider the case g = 0. If possible, suppose grade(G+, GI(M)) > 1. Then
there is a GI(M)-regular element u = x + I
2 ∈ G1 for some x ∈ I. Since
grade(I,M) = 0, x cannot be M -regular, i.e., there exists a 6= 0 in M such
that xa = 0. By Krull’s Intersection Theorem, there exists c > 0 such that
a ∈ IcM r Ic+1M . Then a∗ 6= 0 in IcM/Ic+1M , but ua∗ = xa + Ic+2M = 0
yields that a∗ = 0, which is a contradiction. Therefore grade(G+, GI(M)) = 0.
We assume the result for g = l − 1, and prove it for g = l (> 1). If
possible, suppose that the result is not true for g = l, i.e, grade(I,M) = l
and grade(G+, GI(M)) > l + 1. Then there exists a GI(M)-regular sequence
u1, . . . , ul+1 ∈ G1, where ui = xi+I
2 for some xi ∈ I, 1 6 i 6 l+1. By applying
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a similar procedure as above, one obtains that x1 is M -regular. We note that
grade(I,M/x1M) = l − 1, but u2, . . . , ul+1 is regular on GI(M)/x
∗
1GI(M)
∼=
GI(M/x1M); see 2.11. This contradicts our induction hypothesis.
The result below gives a relationship between the first few local cohomologies
of LI(M) and that of GI(M).
Theorem 2.13. Suppose grade(I,M) = g > 0. Then, for s 6 g − 1, we have
Hi(LI(M)) = 0 for all 0 6 i 6 s if and only if Hi(GI(M)) = 0 for all 0 6 i 6 s.
Proof. In view of the short exact sequence (6) and the corresponding long exact
sequence in local cohomology, it follows that if Hi(LI(M)) = 0 for i = 0, . . . , s,
then Hi(GI(M)) = 0 for i = 0, . . . , s. We now prove the converse part by using
induction on s. For s = 0, let us assume that H0(GI(M)) = 0. Then (6) yields
an injective graded homomorphism H0(LI(M)) →֒ H0(LI(M))(−1). Hence, in
view of Lemma 2.2.(ii), we obtain that H0(LI(M)) = 0.
We now assume the result for s = l − 1, and prove it for s = l, where l > 1.
Let Hi(GI(M)) = 0 for 0 6 i 6 l. So grade(G+, GI(M)) > l + 1. Then there
is x ∈ I r I2 such that x∗ is GI(M)-regular. Hence it can be easily shown that
(In+1M :M x) = I
nM for all n > 0. In particular, we have BI(x,M) = 0 and x
is M -superficial. Set N := M/xM . Note that GI(M)/x
∗GI(M) ∼= GI(N) (see
2.11). So grade(G+, GI(N)) > l, and hence H
i(GI(N)) = 0 for 0 6 i 6 l − 1.
Therefore, by induction hypothesis, we have Hj(LI(N)) = 0 for 0 6 j 6 l − 1.
Since BI(x,M) = 0, the short exact sequence (7) and the corresponding long
exact sequence in local cohomology provide us the exact sequences:
0 −→ Hi(LI(M))(−1) −→ Hi(LI(M)) for 0 6 i 6 l. (8)
In view of Lemma 2.12, grade(I,M) > grade(G+, GI(M)) > l + 1. Hence, by
Lemma 2.5, for every 0 6 i 6 l, Hi(LI(M))n = 0 for all n ≫ 0. Therefore it
follows from (8) and Lemma 2.2(i) that Hi(LI(M)) = 0 for all 0 6 i 6 l.
As a consequence of Theorem 2.13, we obtain the following characterization
of grade(G+, GI(M)) in terms of local cohomology of L
I(M).
12
Corollary 2.14. Suppose grade(I,M) = g > 0. Then
grade(G+, GI(M)) = min{i : H
i(LI(M)) 6= 0, where 0 6 i 6 g}.
Proof. It is well-known that
grade(G+, GI(M)) = min{i : H
i
G+
(GI(M)) 6= 0}.
By Lemma 2.12, we have grade(G+, GI(M)) 6 g. Set
α := min{i : Hi(LI(M)) 6= 0, where 0 6 i 6 g}.
By considering (6), it can be easily observed that Hi(LI(M)) 6= 0 for some i
with 0 6 i 6 grade(G+, GI(M)) (6 g). So α 6 grade(G+, GI(M)). Hence, by
virtue of Theorem 2.13, it follows that α = grade(G+, GI(M)).
3. Asymptotic grade for associated graded modules
In the present section, we explore the asymptotic behaviour of the associated
graded modules for powers of an ideal. We particularly study its grade with
respect to the irrelevant ideals of associated graded rings.
Throughout this section, we work with the following hypothesis, but we do
not need Cohen-Macaulay assumption everywhere.
Hypothesis 3.1. Let (A,m) be a Cohen-Macaulay local ring with infinite residue
field, and M be a Cohen-Macaulay A-module. Let I be an ideal of A such that
grade(I,M) = g > 0.
3.2 (A few invariants). In our study, we use the following invariants.
(i) ξI(M) := min{g, i : H
i(LI(M))−1 6= 0, or H
i(LI(M))j 6= 0 for infinitely
many j < 0, where i varies in 0 6 i 6 g − 1}. Note that 1 6 ξI(M) 6 g.
(ii) The amplitude of M with respect to I is defined to be
ampI(M) := max{|n| : H
i(LI(M))n−1 6= 0 for some 0 6 i 6 ξI(M)− 1}.
It follows from (i) and Lemma 2.5 that ampI(M) <∞.
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(iii) Let N be a graded module (not necessarily finitely generated). Define
end(N) := sup{n ∈ Z : Nn 6= 0}.
(iv) By Lemma 2.5, for every 0 6 i 6 g − 1, HiR+(L
I(M))n = 0 for all n≫ 0.
So we set
bIi (M) := end
(
HiR+(L
I(M))
)
for every 0 6 i 6 g − 1.
We start by showing a special property of the first local cohomology of
LI(M).
Lemma 3.3. For a fixed integer c < 0, the following conditions are equivalent:
(i) H1(LI(M))c = 0.
(ii) H1(LI(M))j = 0 for all j 6 c.
Proof. We only need to prove (i)⇒ (ii). Suppose H1(LI(M))c = 0. Let x be an
M -superficial element with respect to I. Then (In+1M :M x) = I
nM for every
n≫ 0, i.e, BI(x,M) is G+ torsion. Therefore H
0(BI(x,M)) = BI(x,M), and
Hi(BI(x,M)) = 0 for all i > 1. Hence, by splitting (7) into two short exact
sequences, and considering the corresponding long exact sequences, one obtains
the following exact sequence:
0→ BI(x,M) −→H0(LI(M))(−1) −→ H0(LI(M)) −→ H0(LI(N)) (9)
−→H1(LI(M))(−1) −→ H1(LI(M)) −→ H1(LI(N)),
where N =M/xM . Therefore, for every n < 0, since H0(LI(N))n = 0, we have
the following exact sequence:
0 −→ H1(LI(M))n−1 −→ H
1(LI(M))n.
Hence, since H1(LI(M))c = 0, it follows that H
1(LI(M))j = 0 for all j 6 c.
In [12, Theorem 3.4], Huckaba and Marley proved that if A is Cohen-
Macaulay with dim(A) > 2, and I is a normal ideal with grade(I) > 1, then
depth(GIn(A)) > 2 for all n≫ 0. A similar result for grade(GIn(A)+, GIn(A))
is shown here.
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Theorem 3.4. Let I be a normal ideal of A with grade(I) > 2. Also assume
that A is excellent. Then
grade(GIn(A)+, GIn(A)) > 2 for all n≫ 0.
Proof. Set u := max{bI0(A), b
I
1(A)} + 2. Let l > u. We write H
i
R+
(LI(A)) =⊕
n∈Z V
i
n as it is a graded R(I)-module. It can be observed that V
i
nl−1 = 0 for
all n > 1 and i = 0, 1. We note that
Hi
R(Il)+
(
LI
l
(A)
)
(−1) ∼= HiR(Il)+
(
LI
l
(A)(−1)
)
∼= Hi(R+)<l>
((
LI(A)(−1)
)<l>)
[by Remark 2.4.(i)]
(10)
∼=
(
HiR+
(
LI(A)(−1)
))<l>
[by Remark 2.4.(ii)]
∼=
⊕
n∈Z
V inl−1.
Therefore, for every i ∈ {0, 1}, since V inl−1 = 0 for all n > 1, we have
Hi
R(Il)+
(LI
l
(A))n = 0, i.e., H
i
R(K)+
(
LK(A)
)
n
= 0 for all n > 0, (11)
whereK := I l. In particular, it follows thatH0
R(K)+
(LK(A)) = 0. We now show
thatH1
R(K)+
(LK(A)) = 0. Note thatK is integrally closed. Therefore, by virtue
of [11, Theorem 2.1], after a flat extension, there exists a superficial element
x ∈ K such that the ideal J := K/(x) is integrally closed in B := A/(x). In view
of a sequence like (9), by applying (11), we obtain that H0
R(K)+
(LK(B))n = 0
for all n > 1. Hence, by 2.10, we have H0
R(K)+
(LK(B)) ∼= J˜/J = 0 as J is
integrally closed; see [19, 2.3.3]. Therefore, for every n, a sequence like (9)
yields the following exact sequence:
0 −→ H1
R(K)+
(LK(A))n−1 −→ H
1
R(K)+
(LK(A))n. (12)
Since H1
R(K)+
(LK(A))n = 0 for all n > 0, it can be proved by repeatedly
applying (12) thatH1
R(K)+
(LK(A))n = 0 for all n, and henceH
1
R(K)+
(LK(A)) =
0. Thus, by virtue of Corollary 2.14, we have that grade(GIl(A)+, GIl(A)) > 2,
and this holds true for every l > u, which completes the proof of the theorem.
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Remark 3.5. We have used [11, Theorem 2.1] crucially in the proof above.
This is the only place where we need that the ring is excellent.
Since grade(In) = grade(I) for every n > 1, as an immediate consequence
of Theorem 3.4 and Lemma 2.12, one obtains the following result.
Corollary 3.6. Let I be a normal ideal of A with grade(I) = 2. Also assume
that A is excellent. Then
grade(GIn(A)+, GIn(A)) = 2 for all n≫ 0.
The following theorem gives an asymptotic lower bound of grade of associ-
ated graded modules for powers of an ideal.
Theorem 3.7. For each l > ampI(M), grade(GIl(A)+, GIl(M)) > ξI(M).
Proof. Set Ei := Hi(LI(M)(−1)), and u := ξI(M). Fix an arbitrary l >
ampI(M). Also fix i with 0 6 i 6 u − 1. Then, for n 6= 0, we have E
i
nl =
Hi(LI(M))nl−1 = 0 as |n|l > l > ampI(M). Also E
i
0 = H
i(LI(M))−1 = 0
since 0 6 i 6 ξI(M)− 1. Hence (E
i)<l> =
⊕
n∈ZE
i
nl = 0. So, by Remark 2.4
(as in (10)), it follows that
Hi
R(Il)+
(
LI
l
(M)(−1)
)
=
(
HiR+
(
LI(M)(−1)
))<l>
= 0. (13)
Therefore Hi
R(Il)+
(
LI
l
(M)
)
= 0 for all 0 6 i 6 u − 1. Hence, by virtue of
Corollary 2.14, grade(GIl(A)+, GIl(M)) > u = ξI(M) for all l > ampI(M).
The following corollary shows that how the vanishing of a single compo-
nent of certain local cohomology plays a crucial role in the study of grade of
asymptotic associated graded modules.
Corollary 3.8. The following conditions are equivalent:
(i) H1(LI(M))−1 = 0.
(ii) grade(GIl(A)+, GIl(M)) > 2 for all l > ampI(M).
(iii) grade(GIl(A)+, GIl(M)) > 2 for some l > 1.
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Proof. (i) ⇒ (ii): Let H1(LI(M))−1 = 0. So, by Lemma 3.3, H
1(LI(M))j = 0
for all j 6 −1. Therefore, since ξI(M) > 1 (always), it follows that ξI(M) >
2. Hence, in view of Theorem 3.7, grade(GIl(A)+, GIl(M)) > 2 for all l >
ampI(M).
(ii) ⇒ (iii): It holds trivially.
(iii) ⇒ (i): Suppose grade(GIl(A)+, GIl(M)) > 2 for some l > 1. Then it
follows from Corollary 2.14 that H1
R(Il)+
(
LI
l
(M)
)
= 0. Therefore, as in (13), we
obtain that HiR+
(
LI(M)(−1)
)<l>
= 0, and hence its 0th component provides
us H1(LI(M))−1 = 0.
As a consequence, we obtain the following asymptotic behaviour of associ-
ated graded modules for powers of an ideal.
Corollary 3.9. Exactly one of the following alternatives must hold true:
(i) grade(GIn(A)+, GIn(M)) = 1 for all n > ampI(M).
(ii) grade(GIn(A)+, GIn(M)) > 2 for all n > ampI(M).
Proof. Since ξI(M) > 1, by virtue of Theorem 3.7, grade(GIn(A)+, GIn(M)) >
1 for all n > ampI(M). Hence the result follows from Corollary 3.8.
Here we prove our main result of this section.
Theorem 3.10. With Hypothesis 3.1, suppose height(I) > dim(A)− 2. Then
grade(GIl(A)+, GIl(M)) = ξI(M) for every l > ampI(M).
Proof. Set u := ξI(M). By virtue of Theorem 3.7, grade(GIl(A)+, GIl(M)) > u
for every l > ampI(M). If possible, suppose that grade(GIl(A)+, GIl(M)) > u
for some l > ampI(M). Then, in view of Corollary 2.14, H
u
R(Il)+
(
LI
l
(M)
)
= 0.
Thus, as in (13), we obtain that HuR+
(
LI(M)(−1)
)<l>
= 0, and hence
Hu(LI(M))nl−1 = 0 for all n ∈ Z. (14)
We note that u < grade(GIl(A)+, GIl(M)) 6 g; see Lemma 2.12.
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The long exact sequence corresponding to (6) provides an exact sequence:
Hu−1
(
LI(M)
)
(−1)→ Hu(GI(M))→ H
u(LI(M))→ Hu
(
LI(M)
)
(−1).
(15)
Since u = ξI(M), it follows from the definition of ξI(M) that H
u−1(LI(M))n =
0 for all n ≪ 0. Therefore (14) and (15) yield that Hu(GI(M))nl−1 = 0
for all n ≪ 0. Hence, since Hu(GI(M)) is tame (due to [4, Lemma 4.3]),
there exists some c < 0 such that Hu(GI(M))j = 0 for all j 6 c. (Note that
dim(A/I) 6 dim(A)− height(I) 6 2, and GI(M) is a finitely generated graded
GI(A)-module).
Since Hu(GI(M))j = 0 for all j 6 c, (15) produces an exact sequence
0 −→ Hu(LI(M))j −→ H
u(LI(M))j−1 for every j 6 c. (16)
Therefore, if m,n 6 c are integers such that m 6 n, then Hu(LI(M))n can
be considered as a submodule of Hu(LI(M))m. Using this fact and (14), one
can prove that Hu(LI(M))j = 0 for all j 6 n
′l, where n′ is a fixed inte-
ger such that n′l 6 c. Thus we have Hu(LI(M))j = 0 for all j ≪ 0, and
Hu(LI(M))−1 = 0 by (14). This contradicts that u = ξI(M) < g. Therefore
grade(GIl(A)+, GIl(M)) = ξI(M) for every l > ampI(M).
4. On the sets Ass∞
I
(M) and T∞
1
(I,M)
Let (A,m) be a local ring. Let I be an ideal of A, and M be a finitely
generated A-module. By a result of Brodmann [3], there exists n0 such that
AssA(M/I
nM) = AssA(M/I
n0M) for all n > n0. The eventual constant set
(i.e., AssA(M/I
n0M)) is denoted by Ass∞I (M). In [15, Theorem 1], Melkersson
and Schenzel generalized Brodmann’s result by proving that for every fixed
i > 0, the set AssA
(
TorAi (M,A/I
n)
)
is constant for all n ≫ 0. We denote this
stable value by T∞i (I,M). Note that Ass
∞
I (M) is nothing but T
∞
0 (I,M). In
this section, we mainly study the question that when does m ∈ Ass∞I (M) (resp.
T∞1 (I,M))? Our first result in this direction is regarding the set Ass
∞
I (M).
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Theorem 4.1. Let (A,m) be a Cohen-Macaulay local, non-regular ring, and L
be an MCM A-module. Suppose M = SyzA1 (L) (6= 0), and MP is free for every
P ∈ Spec(A)r{m}. Let I be an ideal of A such that grade(GIn(A)+, GIn(A)) >
2 for all n≫ 0.
If m /∈ Ass∞I (M), then grade(GIn(A)+, GIn(M)) > 2 for every n > ampI(M).
Proof. Since L is an MCM A-module, every A-regular element is L-regular. By
virtue of Lemma 2.12, from the given hypotheses, it follows that grade(I, A) > 0,
and hence grade(I, L) > 0. So, by Corollary 3.9, grade(GIn(A)+, GIn(L)) > 1
for all n≫ 0. Therefore, in view of Corollary 2.14, we obtain that
H0
R(In)+
(
LI
n
(L)
)
= 0 for all n≫ 0. (17)
Note that M is an MCM A-module. So as above grade(I,M) > 0.
We have a short exact sequence
0 −→M −→ F −→ L −→ 0, (18)
where F is a free A-module. For every n, by applying (A/In)⊗A− on (18), we
obtain an exact sequence:
0 −→ TorA1 (A/I
n, L) −→M/InM −→ F/InF −→ L/InL −→ 0. (19)
For every P ∈ Spec(A) r {m}, since MP is free, we get that LP is free,
and hence TorA1 (A/I
n, L)P = 0. So AssA
(
TorA1 (A/I
n, L)
)
⊆ {m} for every
n. Therefore, since m /∈ Ass∞I (M), in view of (19), it can be deduced that
AssA
(
TorA1 (A/I
n, L)
)
= φ (empty set) for all n≫ 0, and hence there is c′ > 1
such that TorA1 (A/I
n, L) = 0 for every n > c′. Thus (19) yields an exact
sequence:
0 −→M/InM −→ F/InF −→ L/InL −→ 0 (20)
for every n > c′. In particular, for every n > c′, we have short exact sequences:
0 −→M/InkM −→ F/InkF −→ L/InkL −→ 0
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for all k > 1, which induce an exact sequence of R(I)-modules:
0 −→ LI
n
(M)(−1) −→ LI
n
(F )(−1) −→ LI
n
(L)(−1) −→ 0. (21)
The corresponding long exact sequence of local cohomology modules yields
0 −→H0
R(In)+
(
LI
n
(M)
)
−→ H0
R(In)+
(
LI
n
(F )
)
−→ H0
R(In)+
(
LI
n
(L)
)
(22)
−→H1
R(In)+
(
LI
n
(M)
)
−→ H1
R(In)+
(
LI
n
(F )
)
.
Since grade(GIn(A)+, GIn(A)) > 2 for all n ≫ 0, by virtue of Corollary 2.14,
we get that Hi
R(In)+
(
LI
n
(A)
)
= 0 for i = 0, 1, and for all n≫ 0. Therefore
H0R(In)+
(
LI
n
(F )
)
= 0 = H1R(In)+
(
LI
n
(F )
)
for all n≫ 0. (23)
It follows from (17), (22) and (23) that
H0
R(In)+
(
LI
n
(M)
)
= 0 = H1
R(In)+
(
LI
n
(M)
)
for all n≫ 0.
Hence, in view of Corollaries 2.14 and 3.8, grade(GIn(A)+, GIn(M)) > 2 for
every n > ampI(M), which completes the proof of the theorem.
We now give
Proof of Theorem 1.2. This follows from Theorem 4.1 and Theorem 3.4.
The following result gives a variation of Theorem 4.1.
Theorem 4.2. Let (A,m) be a Cohen-Macaulay local ring of dimension d > 3.
Set M := SyzA1 (L) for some MCM A-module L. Let I be a locally complete
intersection ideal of A with height(I) = d− 1, the analytic spread l(I) = d, and
grade(GIn(A)+, GIn(A)) > 2 for all n≫ 0. We have that
if m /∈ Ass∞I (M), then grade(GIn(A)+, GIn(M)) > 2 for every n > ampI(M).
Remark 4.3. See [13, 2.2] for cases when the hypotheses on the ideal I are
satisfied.
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Proof of Theorem 4.2. We claim that TorA1 (A/I
n, L) has finite length for all
n ≫ 0. To show this, consider P ∈ Spec(A) r {m}. If LP is free, then
TorA1 (A/I
n, L)P = 0. So we may assume that LP is not free. If I * P , then
also TorA1 (A/I
n, L)P = 0 for every n > 1. So we assume that I ⊆ P . Since
height(I) = d−1 and P 6= m, we have height(P ) = d−1, and hence P is minimal
over I. (So there are finitely many such prime ideals). Note that IP is a PAP -
primary ideal of AP . Since I is locally complete intersection, IP is generated by
an AP -regular sequence of length d− 1. Therefore, in view of [17, Remark 20],
we obtain that TorA1 (A/I
n, L)P = 0 for all n ≫ 0. Hence Tor
A
1 (A/I
n, L) has
finite length for all n ≫ 0. Now, along with the same arguments as in the
proof of Theorem 4.1, it follows that grade(GIn(A)+, GIn(M)) > 2 for every
n > ampI(M).
4.4. (MCM approximations and an invariant of modules). Let (A,m) be a
Gorenstein local ring. Consider a finitely generated A-module M . By virtue
of [1, Theorem A], there is an MCM approximation of M , i.e., a short exact
sequence s : 0 → Y → X → M → 0 of A-modules, where X is MCM and Y
has finite injective dimension (equivalently, Y has finite projective dimension
since A is Gorenstein). We say that X is an MCM approximation of M . In
view of [1, Theorem B], if s′ : 0 → Y ′ → X ′ → M → 0 is another MCM
approximation of M , then X and X ′ are stably isomorphic, i.e., there exist
finitely generated free A-modules F and G such that X ⊕ F ∼= X ′ ⊕ G, and
hence SyzA1 (X)
∼= SyzA1 (X
′). Thus SyzA1 (X) is an invariant of M . Note that
SyzA1 (X) = 0 if and only if projdimA(M) is finite.
We use the following lemma to prove our result on T∞1 (I,M).
Lemma 4.5. Let (A,m) be a Gorenstein local ring of dimension d. Suppose A
has isolated singularity. Let I be a normal ideal of A such that l(I) < d. Let M
be a Cohen-Macaulay A-module of dimension d − 1, and projdimA(M) = ∞.
Let XM be an MCM approximation of M . Then the following statements are
equivalent:
(i) m /∈ T∞1 (I,M) (i.e., m /∈ AssA(Tor
A
1 (M,A/I
n)) for all n≫ 0).
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(ii) TorA1 (XM , A/I
n) = 0 for all n≫ 0.
Proof. Since XM is an MCM approximation ofM , and depth(M) > d−1, there
is a short exact sequence 0→ F → XM →M → 0, where F is a free A-module.
The corresponding long exact sequences of Tor-modules yield an exact sequence
0 −→ TorA1 (XM , A/I
n) −→ TorA1 (M,A/I
n) −→ (24)
F/InF −→ XM/I
nXM −→M/I
nM −→ 0 for every n > 1.
(i)⇒ (ii): Since A has isolated singularity, it follows that (XM )P is free AP -
module for every P ∈ Spec(A) r {m}. So TorA1 (XM , A/I
n) has finite length,
and hence AssA
(
TorA1 (XM , A/I
n)
)
⊆ {m} for every n > 1. Therefore, since
m /∈ T∞1 (I,M), in view of (24), we obtain that AssA
(
TorA1 (XM , A/I
n)
)
= φ
for all n≫ 0, which implies that TorA1 (XM , A/I
n) = 0 for all n≫ 0.
(ii)⇒ (i): Since I is normal, and l(I) < d, by virtue of [14, Proposition 4.1],
we have m /∈ Ass∞I (A). In view of (24), since Tor
A
1 (XM , A/I
n) = 0 for all
n≫ 0, it follows that T∞1 (I,M) ⊆ Ass
∞
I (A), and hence m /∈ T
∞
1 (I,M).
The following theorem provides us a necessary and sufficient condition for
‘m ∈ T∞1 (I,M)’ on certain class of ideals and modules over a Gorenstein local
ring.
Theorem 4.6. Let (A,m) be an excellent Gorenstein local ring of dimension d.
Suppose A has isolated singularity. Let I be a normal ideal of A with height(I) >
2 and l(I) < d. Let M be a Cohen-Macaulay A-module of dimension d− 1 and
projdimA(M) = ∞. Let XM be an MCM approximation of M . Set N :=
SyzA1 (XM ). Then the following statements are equivalent:
(i) m /∈ T∞1 (I,M) (i.e., m /∈ AssA(Tor
A
1 (M,A/I
n)) for all n≫ 0).
(ii) m /∈ Ass∞I (N) (equivalently, depth(N/I
nN) > 1 for all n≫ 0).
Furthermore, if this holds true, then grade(GIn(A)+, GIn(N)) > 2 for every
n > ampI(N).
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Proof. Note that N = SyzA1 (XM ) is a non-zero module. We have an exact
sequence 0 → N → G → XM → 0, where G is a free A-module. The corre-
sponding long exact sequences of Tor-modules yield an exact sequence (for every
n > 1):
0 −→ TorA1 (XM , A/I
n) −→ N/InN −→ G/InG −→ XM/I
nXM −→ 0. (25)
(i)⇒ (ii): Since m /∈ T∞1 (I,M), by virtue of Lemma 4.5, Tor
A
1 (XM , A/I
n) =
0 for all n ≫ 0. Hence (25) yields that Ass∞I (N) ⊆ Ass
∞
I (G) = Ass
∞
I (A).
Therefore, since m /∈ Ass∞I (A) (due to [14, Proposition 4.1]), we obtain that
m /∈ Ass∞I (N).
(ii) ⇒ (i): Since A has isolated singularity, as in the proof of Lemma 4.5, it
follows that AssA
(
TorA1 (XM , A/I
n)
)
⊆ {m} for every n > 1. Thus, since m /∈
Ass∞I (N), in view of (25), it can be observed that AssA
(
TorA1 (XM , A/I
n)
)
= φ
for all n ≫ 0. Equivalently, TorA1 (XM , A/I
n) = 0 for all n ≫ 0. Hence the
implication follows from Lemma 4.5.
Since height(I) > 2, we have grade(GIn(A)+, GIn(A)) > 2 for all n≫ 0; see
Theorem 3.4. So the last assertion follows from Theorem 4.1.
5. Asymptotic prime divisors over complete intersections
Let A be a local complete intersection, and M be a finitely generated A-
module. Suppose either I is a principal ideal or I has a principal reduction
generated by an A-regular element. In this section, we analyze the asymptotic
stability of certain associated prime ideals of Tor-modules TorAi (M,A/I
n) if
both i and n tend to ∞.
5.1. Module structure on Tor
We first discuss the graded module structure on direct sum of Tor-modules
which we are going to use in order to prove our main results on asymptotic
prime divisors of Tor-modules.
Let Q be a ring, and f = f1, . . . , fc be a Q-regular sequence. Set A := Q/(f).
Let M and N be finitely generated A-modules.
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5.1. Let F : · · · → Fn → · · · → F1 → F0 → 0 be a free resolution of M by
finitely generated free A-modules. Let
t′j : F −→ F(−2), 1 6 j 6 c
be the Eisenbud operators defined by f = f1, . . . , fc; see [7, Section 1]. In view
of [7, Corollary 1.4], the chain maps t′j are determined uniquely up to homotopy.
In particular, they induce well-defined maps
tj : Tor
A
i (M,N) −→ Tor
A
i−2(M,N)
(for all i ∈ Z and j = 1, . . . , c) on the homology of F⊗AN . In [7, Corollary 1.5],
it is shown that the chain maps t′j (1 6 j 6 c) commute up to homotopy. Thus
TorA⋆ (M,N) :=
⊕
i∈Z
TorA−i(M,N)
turns into a Z-graded S := A[t1, . . . , tc]-module, where S is the N-graded
polynomial ring over A in the operators tj defined by f with deg(tj) = 2 for all
j = 1, . . . , c. Here note that for every i ∈ Z, the ith component of TorA⋆ (M,N)
is TorA−i(M,N). This structure depends only on f , are natural in both mod-
ule arguments and commute with the connecting maps induced by short exact
sequences.
5.2. Stability of primes in AssA
(
TorAi (M,N)
)
Here we study the asymptotic stability of certain associated prime ideals
of Tor-modules TorAi (M,N), (i > 0), where M and N are finitely generated
modules over a local complete intersection ring A (see Corollary 5.10).
We denote the collection of all minimal prime ideals in the support of M by
MinA(M) (or simply by Min(M)). It is well-known that Min(M) ⊆ AssA(M) ⊆
Supp(M). Recall that a local ring (A,m) is called a complete intersection ring if
its m-adic completion Â = Q/(f), where Q is a complete regular local ring and
f = f1, . . . , fc is a Q-regular sequence. To prove our results, we may assume
that A is complete because of the following well-known fact on associate primes:
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Lemma 5.2. For an A-module M , we have
AssA(M) =
{
q ∩A : q ∈ Ass
Â
(
M ⊗A Â
)}
.
It is now enough to prove our result with the following hypothesis:
Hypothesis 5.3. Let A = Q/(f1, . . . , fc), where Q is a regular local ring, and
f1, . . . , fc is a Q-regular sequence. Let M and N be finitely generated A-
modules.
We show our result with the following more general hypothesis:
Hypothesis 5.4. Let A = Q/a, whereQ is a regular ring of finite Krull dimension,
and a ⊆ Q is an ideal such that aq ⊆ Qq is generated by a Qq-regular sequence
for every q ∈ Var(a). Let M and N be finitely generated A-modules.
It should be noticed that a ring A satisfies Hypothesis 5.3 implies that A
satisfies Hypothesis 5.4. With the Hypothesis 5.4, we have the following well-
known bounds for complete intersection dimension and complexity:
CI-dimA(M) = max{CI-dimAm(Mm) : m ∈Max(A)} [by definition]
6 max{dim(Am) : m ∈Max(A)} [see, e.g., [2, 4.1.5]]
= dim(A);
cxA(M) = max{cxAm(Mm) : m ∈Max(A)} [by definition]
6 max{codim(Am) : m ∈ Max(A)} [see, e.g., [2, 1.4]]
6 dim(Q).
Therefore, by [2, Theorem 4.9], we have the following result:
Theorem 5.5. With the Hypothesis 5.4, the following statements are equiva-
lent:
(1) TorAi (M,N) = 0 for dim(Q) + 1 consecutive values of i > dim(A);
(2) TorAi (M,N) = 0 for all i≫ 0;
(3) TorAi (M,N) = 0 for all i > dim(A).
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Let us recall the following asymptotic behaviour of Tor-modules.
Lemma 5.6. [10, Theorem 3.1] With the Hypothesis 5.3, if λA
(
TorAi (M,N)
)
is finite for all i≫ 0 (where λA(−) is the length function), then
⊕
i≪0
TorA−i(M,N) is a *Artinian graded A[t1, . . . , tc]-module,
where deg(tj) = 2 for all j = 1, . . . , c.
As a consequence of this lemma, we obtain the following result:
Proposition 5.7. Let A be a local complete intersection ring. Let M and N
be finitely generated A-modules. If λA
(
TorAi (M,N)
)
is finite for all sufficiently
large integer i, then we have that
λA
(
TorA2i(M,N)
)
and λA
(
TorA2i+1(M,N)
)
are given by polynomials in i over Q for all sufficiently large integer i.
Proof. Without loss of generality, we may assume that A is complete. Then the
proposition follows from Lemmas 5.6 and 5.8.
The following result is a consequence of the graded version of Matlis duality
and the Hilbert-Serre Theorem. It might be known for the experts. But we give
a proof here for the reader’s convenience.
Lemma 5.8. Let (A,m) be a complete local ring. Let L =
⊕
i∈Z Li be a *Ar-
tinian graded A[t1, . . . , tc]-module, where deg(tj) = 2 for all 1 6 j 6 c, and
λA(Li) is finite for all i ≪ 0. Then λA(L−2i) and λA(L−2i−1) are given by
polynomials in i over Q for all sufficiently large i.
Proof. We use the graded Matlis duality. Let us recall the following definitions:
*complete from [6, p. 142]; *local from [6, p. 139]; and *Hom(−,−) from [6,
p. 33]. Note that A[t1, . . . , tc] is a Noetherian *complete *local ring. We set
E := EA(A/m), the injective hull of A/m. Also set L
∨ := *Hom(L,E). Notice
that (L∨)i = HomA(L−i, E) for all i ∈ Z.
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Since A[t1, . . . , tc] is a Noetherian *complete *local ring, by virtue of Matlis
duality for graded modules ([6, 3.6.17]), we obtain that L∨ is a finitely generated
graded A[t1, . . . , tc]-module. Let i0 be such that λA(L−i) is finite for all i > i0.
Hence
λA ((L
∨)i) = λA (HomA(L−i, E)) = λA(L−i) (26)
is finite for all i > i0; see, e.g., [6, 3.2.12]. Since
⊕
i>i0
(L∨)i is a graded
A[t1, . . . , tc]-submodule of L
∨, we have that
⊕
i>i0
(L∨)i is a finitely generated
graded module over A[t1, . . . , tc]. Therefore, by the Hilbert-Serre Theorem, we
obtain that λA ((L
∨)2i) and λA ((L
∨)2i+1) are given by polynomials in i over Q
for all i≫ 0, and hence the lemma follows from (26).
We are now in a position to prove our main result of this section.
Theorem 5.9. With the Hypothesis 5.4, exactly one of the following alterna-
tives must hold:
(1) TorAi (M,N) = 0 for all i > dim(A);
(2) There exists a non-empty finite subset A of Spec(A) such that for every
p ∈ A, at least one of the following statements holds true:
(i) p ∈Min
(
TorA2i(M,N)
)
for all i≫ 0;
(ii) p ∈Min
(
TorA2i+1(M,N)
)
for all i≫ 0.
Proof. We set
B :=
⋃{
Supp
(
TorAi (M,N)
)
: dim(A) < i 6 dim(A) + dim(Q) + 1
}
.
If B = φ (empty set), then TorAi (M,N) = 0 for all dim(A) < i 6 dim(A) +
dim(Q) + 1, and hence, by virtue of Theorem 5.5, we get that TorAi (M,N) = 0
for all i > dim(A). So we may assume that B 6= φ. In this case, we prove that
the statement (2) holds true. We denote the collection of minimal primes in B
by A, i.e.,
A := {p ∈ B : q ∈ Spec(A) and q ( p⇒ q /∈ B} . (27)
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Clearly, A is a non-empty finite subset of Spec(A). We claim that A satisfies
statement (2) in the theorem. To prove this claim, let us fix an arbitrary p ∈ A.
If q ∈ Spec(A) be such that q ( p, then q /∈ B, i.e., TorAqi (Mq, Nq) = 0 for
all dim(A) < i 6 dim(A) + dim(Q) + 1, and hence, in view of Theorem 5.5, we
obtain that Tor
Aq
i (Mq, Nq) = 0 for all i > dim(A). Therefore
Supp
(
Tor
Ap
i (Mp, Np)
)
⊆ {pAp} for all i > dim(A), (28)
which gives
λAp
(
Tor
Ap
i (Mp, Np)
)
is finite for all i > dim(A). (29)
Since Ap satisfies Hypothesis 5.3, by Proposition 5.7, there are polynomials
P1(z) and P2(z) in z over Q such that
λAp
(
Tor
Ap
2i (Mp, Np)
)
= P1(i) for all i≫ 0; (30)
λAp
(
Tor
Ap
2i+1(Mp, Np)
)
= P2(i) for all i≫ 0. (31)
We now show that both P1(z) and P2(z) cannot be zero polynomials. If this
is not the case, then we have
Tor
Ap
i (Mp, Np) = 0 for all i≫ 0,
which yields (by Theorem 5.5) that
Tor
Ap
i (Mp, Np) = 0 for all i > dim(A),
i.e., p /∈ B, and hence p /∈ A, which is a contradiction. Therefore at least one of
P1 and P2 must be a non-zero polynomial.
Assume that P1 is a non-zero polynomial. Then P1 may have only finitely
many roots. Therefore P1(i) 6= 0 for all i≫ 0, which yields Tor
Ap
2i (Mp, Np) 6= 0
for all i≫ 0. So, in view of (28), we obtain that
Supp
(
Tor
Ap
i (Mp, Np)
)
= {pAp} for all i≫ 0,
which implies that p ∈Min
(
TorA2i(M,N)
)
for all i≫ 0.
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Similarly, if P2 is a non-zero polynomial, then we have that
p ∈Min
(
TorA2i+1(M,N)
)
for all i≫ 0.
This completes the proof of the theorem.
As a corollary of this theorem, we obtain the following result on associate
primes.
Corollary 5.10. Let A be a local complete intersection ring. Let M and N
be finitely generated A-modules. Then exactly one of the following alternatives
must hold:
(1) TorAi (M,N) = 0 for all i > dim(A);
(2) There exists a non-empty finite subset A of Spec(A) such that for every
p ∈ A, at least one of the following statements holds true:
(i) p ∈ AssA
(
TorA2i(M,N)
)
for all i≫ 0;
(ii) p ∈ AssA
(
TorA2i+1(M,N)
)
for all i≫ 0.
Proof. For every finitely generated A-module D, we have MinA(D) ⊆ AssA(D).
Therefore, if A is complete, then the corollary follows from Theorem 5.9. Now
the general case can be deduced by using Lemma 5.2.
Here we give an example which shows that both statements (i) and (ii) in
the assertion (2) of Corollary 5.10 might not hold together.
Example 5.11. Let Q = k[[u, x]] be a ring of formal power series in variables
u and x over a field k. We set A := Q/(ux) and M = N := Q/(u). Clearly,
A is a local complete intersection ring, and M , N are A-modules. Then, for
every i > 1, we have that TorA2i(M,N) = 0 and Tor
A
2i−1(M,N)
∼= k; see [2,
Example 4.3]. So, for all i > 1, we obtain that
AssA
(
TorA2i(M,N)
)
= φ and
AssA
(
TorA2i−1(M,N)
)
= AssA(k) = {(u, x)/(ux)}.
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5.3. Stability of primes in AssA
(
TorAi (M,A/I
n)
)
We now study the asymptotic stability of certain associated prime ideals of
Tor-modules TorAi (M,A/I
n), (i, n > 0), whereM is a finitely generated module
over a local complete intersection ring A, and either I is a principal ideal or I has
a principal reduction generated by an A-regular element (see Corollary 5.15).
We start with the following lemma which we use in order to prove our result
when I is a principal ideal.
Lemma 5.12. Let A be a ring, and M be an A-module. Fix an element a ∈ A.
Then there exist an ideal J of A and a positive integer n0 such that
TorAi+2
(
M,A/(an)
)
∼= TorAi (M,J) for all i > 1 and n > n0.
Proof. For every integer n > 1, we consider the following short exact sequence:
0→ (0 :A a
n)→ A→ (an)→ 0,
which yields the following isomorphisms:
TorAi+1
(
M, (an)
)
∼= TorAi
(
M, (0 :A a
n)
)
for all i > 1. (32)
For every n > 1, the short exact sequence 0→ (an)→ A→ A/(an)→ 0 gives
TorAi+1
(
M,A/(an)
)
∼= TorAi
(
M, (an)
)
for all i > 1. (33)
Thus (32) and (33) together yield
TorAi+2
(
M,A/(an)
)
∼= TorAi
(
M, (0 :A a
n)
)
for all i > 1. (34)
Since A is a Noetherian ring, the ascending chain of ideals
(
0 :A a
)
⊆
(
0 :A a
2
)
⊆
(
0 :A a
3
)
⊆ · · ·
will stabilize somewhere, i.e., there exists a positive integer n0 such that
(
0 :A a
n
)
=
(
0 :A a
n0
)
for all n > n0. (35)
Then the lemma follows from (34) and (35) by setting J := (0 :A a
n0).
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Here is another lemma which we use in order to prove our result when I has
a principal reduction generated by an A-regular element.
Lemma 5.13. Let A be a ring. Let I be an ideal of A having a principal
reduction generated by an A-regular element. Then there exist an ideal J of A
and a positive integer n0 such that
TorAi
(
M,A/In
)
∼= TorAi (M,A/J) for all i > 2 and n > n0.
Proof. Since I has a principal reduction generated by an A-regular element,
there exist an A-regular element y and a positive integer n0 such that
In+1 = yIn for all n > n0.
Then it can be shown that for every n > n0, we obtain a short exact sequence:
0 −→ A/In
y·
−→ A/In+1 −→ A/(y) −→ 0. (36)
Now note that TorAi
(
M,A/(y)
)
= 0 for all i > 2. Therefore the short exact
sequence (36) yields
TorAi
(
M,A/In
)
∼= TorAi
(
M,A/In+1
)
for all i > 2 and n > n0.
Hence the lemma follows by setting J := In0 .
Now we can achieve one of the main goals of this article.
Theorem 5.14. Let A be as in Hypothesis 5.4. Let M be a finitely generated
A-module, and I be an ideal of A. Suppose either I is principal or I has a
principal reduction generated by an A-regular element. Then there exist positive
integers i0 and n0 such that exactly one of the following alternatives must hold:
(1) TorAi (M,A/I
n) = 0 for all i > i0 and n > n0;
(2) There exists a non-empty finite subset A of Spec(A) such that for every
p ∈ A, at least one of the following statements holds true:
(i) p ∈Min
(
TorA2i(M,A/I
n)
)
for all i > i0 and n > n0;
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(ii) p ∈Min
(
TorA2i+1(M,A/I
n)
)
for all i > i0 and n > n0.
Proof. If I is a principal ideal, then the result follows from Theorem 5.9 and
Lemma 5.12. In another case, i.e., when I has a principal reduction generated
by an A-regular element, then we use Theorem 5.9 and Lemma 5.13 to get the
desired result of the theorem.
As an immediate corollary of this theorem, we obtain the following:
Corollary 5.15. Let A be a local complete intersection ring. LetM be a finitely
generated A-module, and I be an ideal of A. Suppose either I is principal or I
has a principal reduction generated by an A-regular element. Then there exist
positive integers i0 and n0 such that exactly one of the following alternatives
must hold:
(1) TorAi (M,A/I
n) = 0 for all i > i0 and n > n0;
(2) There exists a non-empty finite subset A of Spec(A) such that for every
p ∈ A, at least one of the following statements holds true:
(i) p ∈ AssA
(
TorA2i(M,A/I
n)
)
for all i > i0 and n > n0;
(ii) p ∈ AssA
(
TorA2i+1(M,A/I
n)
)
for all i > i0 and n > n0.
Proof. Since MinA(D) ⊆ AssA(D) for every finitely generated A-module D, the
corollary follows from Theorem 5.14 when A is complete.
Now note that if I is principal, then so is its completion Î. Also note that
if I has a principal reduction generated by an A-regular element, then Î has a
principal reduction generated by an Â-regular element. It is well-known that
TorAi (M,A/I
n)⊗A Â ∼= Tor
Â
i
(
M̂, Â/(Î)
n
)
for all i, n > 0.
Therefore the general case can be easily deduced by using Lemma 5.2.
Acknowledgements
Ghosh was supported by DST, Govt. of India under the DST-INSPIRE Fac-
ulty Scheme. Mallick was supported by UGC, MHRD, Govt. of India.
32
References
[1] M. Auslander and R.-O. Buchweitz, The homological theory of maximal
Cohen-Macaulay approximations, Me´m. Soc. Math. France (N.S.) 38
(1989), 5–37.
[2] L.L. Avramov and R.-O. Buchweitz. Support varieties and cohomology
over complete intersections, Invent. Math. 142 (2000), 285–318.
[3] M. Brodmann, Asymptotic stability of Ass(M/InM), Proc. Amer.
Math. Soc. 74 (1979), 16–18.
[4] M. Brodmann, S. Fumasoli and C.S. Lim, Low-codimensional asso-
ciated primes of graded components of local cohomology modules, J.
Algebra 275 (2004), 867–882.
[5] M.P. Brodmann and R.Y. Sharp, Local cohomology: an algebraic intro-
duction with geometric applications, Cambridge Studies in Advanced
Mathematics 60, Cambridge University Press, Cambridge, 1998.
[6] W. Bruns and J. Herzog, Cohen-Macaulay Rings, Cambridge Studies
in Advanced Mathematics 39, Revised Edition, Cambridge University
Press, Cambridge, 1998.
[7] D. Eisenbud, Homological algebra on a complete intersection, with an
application to group representations, Trans. Amer. Math. Soc. 260
(1980), 35–64.
[8] J. Elias, Depth of higher associated graded rings, J. London Math. Soc.
70 (2004), 41–58.
[9] D. Ghosh and T.J. Puthenpurakal, Asymptotic prime divisors over
complete intersection rings, Math. Proc. Cambridge Philos. Soc. 160
(2016), 423–436. Corrigendum, Math. Proc. Cambridge Philos. Soc.
163 (2017), 381–384.
33
[10] T.H. Gulliksen, A change of ring theorem with applications to Poincare´
series and intersection multiplicity, Math. Scand. 34 (1974), 167–183.
[11] J. Hong and B. Ulrich, Specialization and integral closure J. Lond.
Math. Soc. 90 (2014), 861–878.
[12] S. Huckaba and T. Marley, On associated graded rings of normal ideals,
J. Algebra 222 (1999), 146–163.
[13] R. Hu¨bl and C. Huneke, Fiber cones and the integral closure of ideals,
Collect. Math. 52 (2001), 85–10
[14] S. McAdam, Asymptotic prime divisors, Lecture Notes in Mathematics
1023, Springer-Verlag, Berlin, 1983.
[15] L. Melkersson and P. Schenzel, Asymptotic prime ideals related to de-
rived functors, Proc. Amer. Math. Soc. 117 (1993), 935–938.
[16] R. Naghipour, Ratliff-Rush closures of ideals with respect to a Noethe-
rian module, J. Pure Appl. Algebra 195 (2005), 167–172.
[17] T.J. Puthenpurakal, Hilbert coefficients of a Cohen-Macaulay module,
J. Algebra 264 (2003), 82–97.
[18] T.J. Puthenpurakal, Ratliff-Rush filtration, regularity and depth of
higher associated graded modules. I, J. Pure Appl. Algebra 208 (2007),
159–176.
[19] L.J. Ratliff, Jr. and D.E. Rush, Two notes on reductions of ideals
Indiana Univ. Math. J. 27 (1978), 929–934.
34
