We propose and empirically test a simple model to shed light on the nature of interactions between weather, land quality and yield. The conceptual model posits i) substitution relations between water stress metrics and soil quality as well as ii) a soil-conditioned threshold water stress level beyond which soil cannot buffer crop yields. The model implies that yieldyield dependence should vary as growing conditions vary. In comparison with intermediate growing conditions, yield-yield dependence should strengthen when growing conditions are either very good or very poor. County yield data strongly support substitution between soil and benign water availability levels but complementarity between soil and beneficial heat variables. Our estimated model provides qualified support for the hypothesis that better land is more resilient to water stress. We estimate a pseudo-copula that nests the Gaussian copula, finding strong evidence of left tail dependence among yields. Our formal model and empirical findings corroborate others' concerns about the appropriateness of current USDA rate-setting methodologies, which posit constant state-conditional rank correlations, implicitly assumed by use of the Gaussian copula. An application to aggregate crop yield rate setting suggests that current methods underprice area yield and whole farm premiums. Applying our empirical model to medium range weather projections under a climate change scenario for the Northern Great Plains, we infer that systemic yield correlations will increase in future years.
Arguably the three most primitive natural resources are a region's soils and climate, and the life forms available to use these resources. These assets are not to be taken for granted as they can be depleted and developed through soil erosion and humus build-up, climate change as well as habitat destruction. Our general interest is in a matter that has received sparse attention in the crop production technology literature; how do two of these endowments, soil and climate, interact in determining our capacity to cultivate the third, crops? That soil and climate interact as inputs is clear, for it is soil moisture and not rainfall that hydrates a crop. Our specific goal is to explore the interaction and its implications for yield covariation across space. In particular, we argue that soil-weather interactions should lead to strong yield correlations across space where soils are poor and in drought conditions. Beyond being fundamental attributes of yield determination, clarification on the nature of soil-weather interactions and on determination of yield covariation structures can inform on policy matters in the realms of crop insurance, climate change and commodity price volatility.
Diversification can be an important risk management strategy but its effectiveness relies on statistical dependence structures. When multiple risks are less than perfectly dependent then risk sharing can effectively reduce overall exposure. The nature of dependence structures matters greatly. Standard financial theory, as in Capital Asset Pricing models, has presumed stateinvariant correlation structures. However financial market turbulence has shown state invariant correlation to be a problematic assumption. Among the approaches brought into question is the popular Gaussian copula methodology (Salmon 2012 ).
By considering county-level yield correlation as intercounty distance increases, Goodwin (2001) has noted that spatial dependence is state-dependent, being largest in drought years. His observation indicates a need to revisit how dependence is modelled among random variables entering crop insurance products (Goodwin 2015a (Goodwin , 2015b . Others too have suggested that the modelling of tail events may lead to problems with pricing crop insurance (Staudt 2010) . Crop insurance rate setting typically involves the modeling of multiple risks. One approach to doing so, an algorithm due to Iman and Conover (1982) , has become a central plank in United States crop insurance rate setting methodology (Coble et al. 2010) and is embedded in popular risk management software such as @RISK by Palisade Corporation. While quite general in the dependence structures it can model, as typically applied the algorithm essentially generates the Gaussian copula (Mildenhall 2005) .
A copula maps marginal distributions into a multivariate distribution. Although the choice of marginals is discretionary, their interactions will be constrained by the copula choice. While the Gaussian copula does not fix cardinal measures of correlation, severe constraints are placed on rank correlations. It cannot capture what is commonly referred to as tail dependence, i.e., a strengthening of dependence when one of the variables of interest takes on a tail value; an example being U.S. housing prices circa 2008 (Zimmer 2012) . In commodity markets, Zimmer (2015) provides evidence that U.S. corn, soybean and wheat price-price covariations strengthen when prices decline. Goodwin and Hungerford (G&H 2015) show that copulas which can accommodate at least some tail dependence, such as t-and mixture-copulas, fit unit-level Illinois corn yield data better than does the Gaussian copula. Ahmed and Serra (2015) find the Gaussian to be a comparatively good fit for orchard crop revenue in Spain, but their study does not emphasize tail dependence. Qiu and Rude (2016) discerned evidence of tail dependence between Ukraine domestic wheat and flour prices but not among international wheat prices.
There are several reasons why one should care about the existence of tail dependence. Crop insurance mispricing could arise from erroneously assessing systemic risk. When compared with financial markets, systemic risk is harder to estimate for crop yields because observations are annual. For unit-specific yield insurance contracts, unacknowledged tail dependence does not imply biased rates but does suggest underestimation of exposure by those who hold significant contract portfolios. For revenue, whole farm and area contracts, failure to account for tail dependence does suggest a bias in rates. Consider a whole farm product. If correlations among unit yields strengthen whenever crops become more stressed then diversification offsets will likely fail when most needed.
A second concern regards the costs of managing systemic risk, even if correctly calculated.
The book of United States crop risks, with potential total liabilities of about $100 billion in recent years, is small when compared with risks assumed in global reinsurance markets (Goodwin and Smith 2013 We then take a conceptual approach to reason why state-dependent correlation structures are to be expected. Specifically, regarding yield-yield correlations we develop a model grounded in the view that yields on productive land should be comparatively more resilient to adverse weather shocks than yields on more limited soils. The model, which we call the land yield resilience model or LYRM, suggests that covariation should strengthen in better growing areas when conditions are good, and also in marginal growing areas when conditions are poor. Our third intent is to confront the LYRM hypothesis about covariation structures with empirical evidence. To do so we develop on copula comparisons in G&H (2015) by estimate a pseudocopula that nests the Gaussian copula (Fang and Madsen 2013) . We then compare insurance rates under the Gaussian pseudo-copula with that under the more restricted Gaussian copula.
Finally we ask how covariation in the left tail might change in the light of climate projections that envision greater weather stress to cropping in some crop growing regions.
Together, the first two goals are intended to provide a conceptual foundation for mapping soil and weather inputs to tail attributes of joint yield outcomes. Although a connection between these inputs and how well yield responds to stress is intuitive, we have not found a formal literature that discusses the connection. We believe that formal inquiry into the idea is both new to economics and worthy of scrutiny, if only in light of implications for systemic risk. The third through fifth goals are intended to provide evidence that the model can further useful thought about important policy problems.
Our work is most closely related to G&H (2015) who question whether the Gaussian copula that the RMA implicitly assumes is appropriate. Noting Goodwin's (2001) earlier research on drought-dependent spatial yield correlations, G&H estimate alternative models that allow for strengthened dependence in the left tail. They find evidence in favor of flexible vine copulas over the Gaussian and other copula structures. A second paper broaching the theme is Tack and Holt (2016) , who find spatial correlations among state-level corn yields to be stronger in abnormally bad and abnormally good years when compared with normal years. Building on their work, we turn attention to explaining why yield-yield dependence might strengthen in extreme weather conditions. Our resilience model is distinct from, but entirely consistent with recent work by Hennessy (2009a) , Du, Hennessy and Yu (2012) and Du et al. (2015) . They stress land fertility and also weather endowments as yield skewness determinants, but do not address yield-yield covariation. Du, Hennessy and Feng (2014) show that a region's natural resource endowments together with systemic yield and price-yield correlations should affect preferences for crop insurance forms (revenue or yield) and coverage levels, but do not ask how resource endowments can affect a region's systemic risk attributes.
The paper's first main section serves to provide conceptual background. It proposes a simple relation between underlying soil and weather inputs and production outcomes for heterogeneous land units. It also presents relevant dependence concepts and makes the case that interactions between growing condition inputs should affect yield covariation structures. The three sections that follow discuss weather and soils data, present an empirical model of their interaction, and estimate a technology that can test for the proposed relation. We then make two applications.
The first argues that increasing dependence along the left tail will increase indemnity payouts for area yield insurance products, and that assuming constant rank correlation across yields will lead to insurance rates that are too low to cover indemnities. Empirical estimates of expected indemnities when tail dependence is ignored and when it is allowed are used to show that large biases in rates may result. The second application illustrates that our model of yield production relations, together with current climate change projections for the U.S. Western Cornbelt, imply that higher systemic yield correlations are to be expected in the future. The work concludes with a discussion on findings and with suggestions for future inquiry.
Conceptual Model
This section will first develop a model that relates soil attributes and conditions to systemic risk.
Upon providing statistical characterizations of tail dependence, we will then address what the model implies for tail dependence. 2 Here a smaller value of θ indicates better land quality as the soils prove to be more resilient to adverse weather outcomes. A literal interpretation of θ is the soil's capacity to substitute for good weather through buffering.
Land resilience and yield-yield correlations
However buffering is limited and yield becomes more sensitive to weather on interval [ , ) l w θ where the response is given as h β , h l β β > . Thus we posit the production relation: The model can be seen as a two input (weather, soil) variant of the von Liebig and Sprengel
Law of the Minimum production technology (Berck and Helfand 1990) , a distinction being that mean increases, variability decreases and skewness becomes less positive or more negative.
Tail dependence
Tail dependence describes the monotone relationship between two random variables. Left-tail decreasing (LTD) and right-tail increasing (RTI) stochastic orders are widely used to inform on any tail dependence (Joe 2015) . Throughout ( ) P A denotes the probability of an outcome in set A, 
The LTD and RTI relations are not equivalent as neither cover realizations in the sets (Aas 2004 ) and so cannot encompass tail dependence in the senses of (2).
Two other notions of tail dependence are (p. 26 in Trivedi and Zimmer 2005) :
. Here notation {} ⋅ indicates a condition in the event that notation might otherwise be ambiguous. Both L λ and U λ have value 0 for any Gaussian copula.
Given that the LYRM model has only one source of randomness, weather favorability index w , one might ask whether yields are essentially perfectly correlated as a result. They are not although they are comonotonic, i.e., they are monotone increasing functions of the same random variable, and so are perfectly ordinally (i.e., rank) correlated. Returning to relation (3) above, one consequence is that We contemplate next how figure 1 can be adapted to address differences in tail dependence across soils and weather distributions. The impact could be modeled in two ways. A weather favorability distribution could shift leftward to indicate generally less favorable weather or a yield function could shift rightward to indicate poorer soils. Figure 3 illustrates by shifting the weather distribution where the left-more distribution illustrates South Dakota and the right-more distribution illustrates Iowa. In fact, Iowa generally has better crop growing weather and soils so we can, for ease of presentation and without compromise to representation, assume that the distinction between the states is represented by a shift in the weather favorability distribution.
Finally we ask whether model inferences are robust to relaxing the comonotonicity feature.
Suppose that the weather favorability index can differ across land plots through adding a zero mean, random independent land plot idiosyncratic weather component
systemic component w so that the weather realizations are a w w +  and b w w +  . So long as the idiosyncratic components have narrow supports then they will not affect our inferences above. This is because yield in both tails has a linear response to weather favorability. Once weather favorability is sufficiently large or small then idiosyncratic components with narrow supports will not allow for a i w w +  realization that is the other side of the kink and so all of the findings above will continue to hold. The rest of this paper will seek to shed light on how data compare with the conceptual model, and also on model implications.
Data for Weather and Soils
While weather affects yields in many ways, for field crops the two most important weather inputs are typically moisture and temperature. As we will develop upon later, how these distinct weather inputs interact with soils may differ qualitatively. But first we will present our metrics for moisture, temperature and soils.
We use the Palmer's Z, t Z , to measure drought and excess moisture (Xu et al. 2013 ). This variable quantifies how moisture conditions in a climate division deviate from normal conditions in the area. There are about nine climate divisions per state, where boundaries generally follow county and crop reporting district lines. The index and its variants seek to measure the water stock available so that precipitation over several prior months matter (Heddinghaus and Sabol 1991) . As it accounts for evapotranspiration, the index embeds the season's accumulated past temperature, i.e., past temperature increases past evapotranspiration.
The index 'stock' is presumed to decay at about 10% per month while current precipitation deviations from reference levels provide any net water inflow. The reference level incorporates i) evapotranspiration loss and ii) soil attribute implications for runoff and recharge as given by a model with two soil layers where the lower layer is representative of the climate division's soil traits. As the hydrological implications of weather are conditioned on soil depth and other attributes, Palmer's index has already sought to model a substitution relation between soil quality and water supply. The effort is, however, crude.
We project climate division July Palmer's Z data onto each county within the climate division. The range [-2, 2.5] is viewed as reflecting normal or moderate stress, below -2 indicates severe drought and above 2.5 indicates excess moisture (Karl 1986; NOAA 2014) .
Our measure of drought stress is procedure is also applied for the soil suitability measure described below.
Soil also matters in determining water available to a crop. Moisture must infiltrate and permeate the soil, which must be capable of holding the water (Bot and Benites 2005) . Water retention capacity depends on soil depth, the (clay, silt, sand) composition, organic matter content, physical/chemical pan status and extent of soil biological activity. We use the Land Capability Classification (Helms 1992) to measure soil suitability. It is based on soil measurements that are available throughout North America and has been applied to all land of agricultural relevance in the United States. Although the classification was devised to support approaches that discourage soil erosion (Helms 1992) , it is widely used to measure yield productivity.
Logic suggests that less constrained soils will be more robust to weather variability as they drain well while retaining water in deeper layers in the event of dry or hot conditions.
According to Helms (1992) "1) gentle slopes, 2) moderate susceptibility to wind or water erosion or moderate effects of past erosion, 3) less than ideal soil depth, 4) somewhat unfavorable soil structure and workability, 5) slight to moderate salinity or sodium easily corrected but likely to recur, 6) occasional damaging overflow, 7) wetness correctable by drainage but existing permanently as a moderate limitation, and 8) slight climatic limitations on soil use and management." Soils in classes I and II are typically cropped. Those in classes III-IV can be cropped but pose perils for crop production and typically require special management practices. For Class " … 3) frequent overflow accompanied by some crop damage; 4) very slow permeability of the subsoil; 5) wetness or some continuing waterlogging after drainage; 6) shallow depths to bedrock, hardpan, fragipan, or claypan that limit the rooting zone and the water storage; 7) low moisture-holding capacity … ."
Limitations are even more severe on Class IV soils. Soils in higher classes are generally impractical for cropping. We label i Q as the fraction of all land (cropland or otherwise) in county i that is within classes I or II, and we use this as a county's overall land quality index.
Soil-Weather Interactions
As preliminary analysis we ran the following regression for USDA National Agricultural Statistics Service (NASS) county average corn yield data, , i t y , over the period 1950-2014: Regression (4.3) removes the degree day variables from consideration in the interaction so as to demonstrate that substitution between land quality and water stress conditions is not an artifact of including degree day variables. To highlight relative importance, regression (4.4) removes soil interactions with Palmer's Z from consideration. We conclude that the degree day variables complement soil variables and it is not appropriate to model them with the resilience specification.
We will seek to model whether delineation of soil quality to the county level captures a substitution relation beyond that built into the Palmer index. In light of table 1 and our conceptual framework, we model a substitution relationship between soil quality and our water availability metrics as follows:
, , , Regarding specific hypotheses, a consideration of (5) 
Bayesian Estimation
Our basic LYRM has the following specification:
(0,1);~(0, ); {1, ... , }; {1, ... , };
(1, , , , , 
.
The specification is nonlinear and estimated in a Bayesian framework. The Bayesian estimation procedure, including the Gibbs sampler and related estimation details on the model specified in (6) , are documented in Item 2 of the supplementary appendix online. Parallel to In the above we inquired into soil-weather interactions using county-level data. We have found evidence that better soils ameliorate poor soil water conditions. Thus in locations with poor soils then crops have little capacity to withstand water stress and systemic yield shortfalls may occur. In the next section we inquire into the presence of tail-dependence among yields, and also how such dependence can affect premium formation.
Implications of Tail Dependence for Crop Insurance
In this section, we do three things. In the first subsection for whole-farm or area-wide products we develop a brief conceptual framework to help think through how strengthening dependence between yields can affect actuarially fair premiums, which we interpret to be the expected indemnity payout. In the second subsection we test for how well the Gaussian copula fits data when compared with a form that nests the Gaussian but allows for non-constant correlation. We also use the fitted copula to illustrate the economic significance of incorporating tail dependence into crop insurance rate setting.
Microeconomics of Insurance and Tail-dependent Yields
For two distinct land areas we pose stochastic yield interactions in an hierarchical model having two states of nature. State U is benign for growing crops and occurs with probability 0.5 while harmful state D also occurs with probability 0.5. Conditional on the state, yields follow a twopoint bivariate distribution in the manner of Dasgupta and Maskin (1987) . The joint yield distribution for 1 y and 2 y is given as We seek to compare two quantities. One is when yields are characterized as the compound lottery described in (7) where correlation is allowed to be state conditioned. The other is the same but where the correlation is restricted to be common, set at the unconditional level.
Observe that the unconditional covariance is given as (7), and also ii) specification (7) A) the inferred actuarially fair premium is smaller than it should be, i.e., yield insurance in the aggregate is underpriced; B) the proportional magnitude of underpricing is most severe at low coverage levels. ( , ) µ µ δ − outcomes to ameliorate the indemnity amount, reducing both absolute and proportional mispricing.
Pseudo-Gaussian Copula
In this subsection we conduct a simulation exercise for a generalized Gaussian copula. The exercise is similar to that in table 3 of G&H (2015), in which corn and soybean insurance contracts were considered for Illinois counties. We simulate and compare the premium rates of a hypothetical area-based yield insurance product under various coverage levels with and without tail dependence. We do so in three steps.
In
Step 1 we estimate the Gaussian and Pseudo-Gaussian (PG) copulas using county level yield residuals from eqn. (6) . The PG copula generalizes the regular Gaussian copula to admit flexibility in the characterization of higher moments. Following Fang and Madsen (2013) , the PG copula density is defined as:
where u and v are marginal distributions of random variables 1 X and 2 X , i.e., i X i∈ , are the yield residuals of one county group in a state. The parameter estimate standard errors are obtained using the bootstrapping method. 10 The results are reported in table 3 where the last row reports the estimated Gaussian copula correlation coefficient. As α estimates are positive and many standard deviations above zero, the estimates find evidence in favor of the Pseudo-Gaussian over the Gaussian copula.
Step 2 we draw random samples of yield residuals based on the estimated PG and Gaussian copulas and generate county level yield samples. We draw 5,000 random samples from the respective estimated Gaussian and PG copula. For the Gaussian copula, we use the generating function of copularnd in Matlab. For the PG copula, we following the two-step procedure suggested in Fang and Madsen (2013) :
ii) Generate a random sample v  from the conditional distribution of ( , ; ) c u u v = Θ  for the given u  drawn in i). This gives us the desired ( , ) u v   pair. A random walk chain MetropolisHastings (M-H) algorithm (Koop, Poirier and Tobias 2007 ) is then applied to draw from the conditional density. Figure 5 provides a 3-D surface plot of the PG copula using the simulated samples for Iowa.
The surface indicates significant tail dependence. To emphasize the difference between Gaussian and PG copulas, figure 6 plots the surface and contour plots of the density difference, PG less Gaussian. The labeled elevations in figure 6 -(b) further indicate the positive differences at the tails and negative differences at the center. The simulated ( , ) u v   pairs are transferred to yield residuals by inverting the empirical distribution functions of the marginals. The yield residuals are then converted to county level yields by adding back the sample means from 2014.
Step 3 we calculate premium rates for an area yield insurance contract by aggregating county level yield losses. To illustrate the economic significance of tail dependence, we calculate expected indemnity payouts for Iowa and South Dakota. The yield guarantee depends on the chosen coverage level ϕ and yield loss is calculated as Here 1 y and 2 y are mean yields for the two county groups in each state, while 1 y and 2 y are simulated yields based on the copula in question. Premiums are obtained by averaging over repeated independent draws from the respective distributions. The ratios of calculated premium rates at 75%, 85% and 95% coverage levels are reported in table 4. The results indicate that at lower coverage levels the relative divergence between premium rates is highest. At 85% coverage the percent divergence is in the 20-25% range. At 75% coverage, rates differ by 50%
in Iowa and more than 100% in South Dakota. In other words, and consistent with statements A) and B) above, the inability of the Gaussian copula to account for the tail dependence described in figure 6 generates more serious biases in estimated expected indemnities for lower coverage levels. Our findings corroborate those in table 3 of G&H (2015).
Climate Change Implications for Systemic Risk in Corn Yields
Research into how climate change may affect agricultural yield and quality levels supports the uncontroversial view that impact will be nonlinear in temperature and water availability (Schlenker and Roberts 2009; Xu et al. 2013; Tack, Barkley and Nalley 2015; Kawasaki and Uchida 2016) . The existence of state-dependent correlations can also exacerbate nonlinear economic impacts. Crop can be stored forward but cannot be borrowed from the future. Grain stock-outs arising from widespread crop failure when carry-over stocks are low can induce much economic harm and large price spikes. If yields covary more when extreme weather events occur and if climate change brings more extreme weather events then, all else fixed, the costs of stock-outs and of guarding against them will increase.
To better understand how projected climate change might affect crop yields, especially regarding tail dependence, we simulate county-level yield of selected counties in Iowa and South Dakota under a climate change scenario and summarize the changes across counties.
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Yield in county i year t ( ,i t y ) is simulated using the LYRM specified in eqn. (6) iii) Impose these shifts on historical weather data for 1984-2014 to obtain projected weather.
iv) Construct growing and stress degree days over the growing season (May to September) for each year following the definitions discussed previously. Monthly Palmer's Z is calculated by fitting a linear regression model, see Item 3 of the supplementary appendix online. As in the estimation of eqn. (6), for each year we use the July Palmer's Z.
v) Simulate the yield under the new weather data set using the coefficient estimates in table 2.
County-level yields are simulated under the projected weather variables for six counties in
Iowa and twelve counties in South Dakota. 14 Detrended yields, generated by subtracting the linear time trend from the simulated yields, are used for the analyses in this section. To control for the impact of empirical modeling on the yield structure, for comparison we simulate the county yield (detrended) under historical weather data over the same sample period. 
Concluding Remarks
The literature to date has provided remarkably little guidance on how weather and soils interact in determining yields for commercially grown crops. In this paper we have sought to do five things. With county-level data we have inquired into how interactions between weather and soils affect yields, finding complementarity between heat variables and soil quality but substitution between moisture availability and soils. Focusing on the latter, we have developed a model that emphasizes the role of natural resources in determining the structure of yield-yield correlations. More specifically, the model connects what we refer to as land yield resilience with heterogeneities in land and climate endowments so that yield-yield correlation structures can be related to growing conditions in a given year.
Thirdly, we have scrutinized yield-yield conditional correlation structures using countylevel yield data and a generalization of the Gaussian copula. The additional parameter intended to account for tail dependence is significant and of the expected sign, indicating very strong dependence in the left tail and weaker dependence away from it. We then show that area yield insurance contracts are likely to be underpriced when tail dependence is ignored, and that relative mispricing will be most pronounced at low coverage levels. Our final contribution has been to use our empirical model together with downscaled climate projection data to posit that climate change will, all else fixed, increase tail dependence among yields so that aggregate yields will become more variable and demand will increase for storage across crop years.
We are not the first to assert the presence of tail-dependent yields and state-dependent correlations among yields. As best we can establish, we are however the first to provide a formal production technology framework for understanding why and how yield covariability should change with soil and weather conditions. Soil and weather are features over which humans have limited control. Substantial advances are being made in the availability of integrated soil, weather and crop choice data as well as in computation methods to study such large datasets. These data may, together with the resource use challenges that society faces, motivate further development on how climate, soils and other natural endowments interact in the determination of input choices and resulting outputs.
We close by stating a further concern about rate-setting. Constant price-yield correlation structures (whether cardinal or rank) are typically assumed when pricing revenue insurance (Coble et al. 2010 ). Deaton and Laroque (Theorem 1, 1992 ) demonstrate that price movements should become more sensitive to shocks when stocks decline. For this reason, price-yield correlations should become more negative when stocks are low and growing conditions ominous relative to when the converse applies. Thus the natural price-yield hedge may strengthen when most needed. This conjecture may be more reassuring to revenue contract underwriters than the finding that yield correlations strengthen in tails. In any case, modeling structures that force constant price-yield correlations warrant empirical scrutiny. 
