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TO STANISLAW ULAM ON HIS 65TH BIRTHDAY 
Some recent work in turbulence theory is reviewed, with emphasis on methods 
related to renormalized perturbation theory. The topics discussed include: con- 
stants of motion and equilibrium statistical mechanics of the Euler equations; 
cascade phenomena in turbulence and intermittency in the small scales; 
renormalized perturbation expansions and renormalization of viscosity; the 
difficulty of distinguishing convection from distortion effects in turbulence 
dynamics, the need for Lagrangian description, and related difficulties in the 
quantum field theory of many-body systems; the direct-interaction approxima- 
tion for turbulence; what can presently be computed from turbulence theory. 
1. INTRODUCTION 
The word turbulence has been used to label many different phe- 
nomena, most of which have, in some degree, the common charac- 
teristics of complexity and disorder. We shall not attempt in this paper 
an overall survey of even hydrodynamic turbulence. The discussion 
will be limited to incompressible, Navier-Stokes turbulence with 
cyclic boundary conditions, and the point of view will be to examine 
this turbulence as a specimen problem in classical, statistical field 
theory. The chosen turbulence phenomena serve to exhibit deep-lying 
problems in a simple physical setting. The hard problems in turbulence 
theory have to do with essential nonlinearity (there is no hint of the 
nonlinear solutions in linearized approximations), with strong departure 
from absolute statistical equilibrium, and with the existence (at high 
Reynolds numbers) of excited degrees of freedom with widely differing 
length and time scales. 
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The need for a statistical description of turbulence arises both from 
the complexity of individual flow realizations and from the strong 
instability of realizations to small perturbations in initial or boundary 
conditions. This makes it natural to examine ensembles of realizations 
rather than individuals, in the hope that aptly chosen ensembles will 
be insensitive to the details of perturbations and will exhibit relatively 
simple behavior. 
The statistical properties revealed by experiments on laboratory and 
geophysical flows involve an interplay of randomness and order whose 
efficient mathematical description is difficult. In a wide variety of 
turbulent flows, univariate distributions of the velocity field at given 
points in the flow are close to normal. But the multivariate distributions 
of the velocity at several space-time points is essentially different from 
normal. The deviations from normality are strongest for small spatial 
separations at large Reynolds numbers. They appear to be associated 
with the concentration of vorticity into intense, thin ribbons or related 
structures. 
A peculiar feature of turbulence as a statistical-mechanical problem 
arises from the non-Hamiltonian form of the dynamical equation. 
The kinetic energy, which is conserved if viscosity is zero, is a diagonal 
quadratic form in the amplitudes of spatial Fourier components. Thus, 
although the dynamical equations give essential nonlinear interaction 
of Fourier modes, there is no reflection of this interaction in the form 
of the energy. A Liouville theorem holds in the phase space of the 
Fourier amplitudes, with the immediate consequence that the familiar 
canonical distribution of Hamiltonian equilibrium statistical mechanics 
is an equilibrium distribution here also. But since the energy is a diagonal 
quadratic form, the whole equilibrium statistical mechanics in the 
present case is almost trivial compared to that of usual interacting 
Hamiltonian systems. The essence of turbulence as a statistical- 
mechanical problem lies in the necessity to consider strong departures 
from absolute statistical equilibrium. The difficulties which then arise 
are much the same for Hamiltonian and non-Hamiltonian systems. 
The nonequilibrium states which constitute actual turbulence are 
ones in which hydrodynamic kinetic energy is dissipated into heat 
through the action of viscosity. A crucially important feature is the 
peculiar dependence of dissipation rate upon the viscosity parameter. 
As viscosity goes to zero, the rate of energy dissipation approaches, 
or at least appears to approach, a nonzero limit that is independent 
of viscosity. This experimentally observed behavior appears to be 
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associated with a thinning and intensification of the vortex ribbons 
that, on the average, compensates the lessened dissipation that otherwise 
would accompany the reduction of viscosity. 
2. THE DYNAMICAL EQUATIONS 
If the velocity field in the cyclic box is expanded in the Fourier 
series 
ii(x) = 1 u(k) exp(ik . x), 
k 
(1) 
the incompressible Navier-Stokes equation can be written as 
(a/at + VP) ui(k) = -zE,Pij(k) 1 z+(p) urn(q). 
p+q=k 
(2) 
Here v is the so-called kinematic viscosity (viscosity/density), the 
summation is over all allowed wavevectors, and P,,(k) = 6,j - K&/k2 
is the solenoidal projection operator which includes the pressure 
force and maintains the incompressibility, or transverseness, condition 
k *u(k) = 0. 
The energy per unit mass is 
i? = C I u(k)j2/2. 
k 
(3) 
(4) 
It is formally conserved under (2) if v = 0. 
Some essential features of this dynamical system are more clearly 
displayed by introducing as variables the real and imaginary parts 
of the Fourier amplitudes that are linearly independent under (3) and 
under the reality condition u(-k) = u*(k) [I]. Let these variables be 
arranged in a single linear sequence denoted by yar , where 01 takes 
integer values. Then (2) can be written as 
while 
(5) 
(6) 
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The conservation property of (2) then implies the identity 
Aav + 43va + 443 = 0. (7) 
We make the convention AorB,, = AuvB (only the symmetrical part can 
contribute to (5)). M oreover, we exclude excitation at k = 0 (uniform 
convection of the flow), a condition preserved by (2). With u (k = 0) 
removed from the equations, Aasv vanishes if any two indices are equal. 
In addition to energy, there are an infinite number of other inviscid 
constants of motion. In three-dimensional flow, the circulation (inte- 
grated tangential velocity component) around each closed curve that 
moves with the fluid is a constant. In two-dimensional flow, the vorticity 
of each fluid element is an inviscid constant. In particular, there are 
additional quadratic constants: in three dimensions, the dot product 
of velocity and vorticity, integrated over the whole flow; in two dimen- 
sions the squared vorticity, similarly integrated. These inviscid constants 
are called helicity and enstrophy, respectively. In the Fourier repre- 
sentation, the enstrophy per unit volume is 
fi = c k2 j u(k)12/2 = C K2y2, (8) 
k G 
where k, is the wavevector for mode y. . Enstrophy conservation is 
expressed by the additional identity 
(two dimensions). (9) 
The helicity per unit volume is 
where sirnj is the alternating tensor. Its conservation is again associated 
with an identity like (7) and (9), but to write the identity explicitly 
we would have to elaborate the notation of the yE . 
The quadratic constants energy, enstrophy, and helicity are dis- 
tinguished from the host of other inviscid constants by the fact that 
they are conserved in detail by the interaction of each triad of Fourier 
modes. This detailed conservation is assured by the identities (7) 
and (9). A consequence is that the quadratic constants survive if the 
system is truncated by removing from the dynamical equations every 
term involving a wavevector whose magnitude exceeds an arbitrary 
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cutoff K,,, . In contrast, the circulation and fluid-element-vorticity 
constants, which have a simple meaning only in x space, do not recog- 
nizably survive such truncation. 
3. ABSOLUTE EQUILIBRIUM DISTRIBUTIONS 
If v = 0, (5) together with the fact that Aaav vanishes if /3 = a! or 
y = 01, yields a detailed form of Liouville’s theorem: 
aj,jay, = 0. (11) 
Because of (1 I), many aspects of the equilibrium statistical mechanics 
of Hamiltonian systems carry over to the present non-Hamiltonian 
dynamics. Thus, if K(y) is any constant of motion under (5), with 
v = 0, then N exp( --K), where N is a normalization factor, is a stable 
absolute equilibrium distribution, provided only that exp(-K) is 
integrable over y space [2]. This distribution is stable under all perturba- 
tions of the A’s, or couplings to external systems, which do not destroy 
the conservation of K. The stability property implies an infinity of 
fluctuation-dissipation relations in equilibrium [2] of which the simplest 
is 
Here ( ) denotes distribution average and go,(t, t’) = (6ys(t)/6f,(t’)) 
is the mean response of y0 to an infinitesimal forcing term fa added 
to the right-hand side of (5). 
At t = t’, (12) re d uces to the generalized equipartition law 
(13) 
If K is additive over the modes, as are the quadratic constants of 
Section 2, then (13) exhibits the ultraviolet catastrophe that characterizes 
all classical fields: (K) is infinite in equilibrium unless the system 
is truncated at a finite k,,, . Consider the consequences of (13) under 
this truncation. First take K = pLdi?, where /3 is an inverse temperature 
parameter, L is the side of the cyclic box, and d = 2 or 3 is the dimen- 
sionality. The resulting distribution is trivially simple (if attention 
is restricted to single-time averages) and gives equipartition of kinetic 
energy among the Fourier modes. Nontrivial distributions result if K 
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is taken more generally as a linear combination of energy and enstrophy 
(d = 2) or of energy and helicity (d = 3). 
For d = 2, the general equilibrium distribution of this form yields [3] 
(Y2> crz (&‘K,2 + BY, (14) 
where t is a thermodynamic potential for enstrophy. Equation (14) 
gives a variety of behaviors, depending on the relative values of /3 and 5. 
The cases ,$ = 0 and /3 = 0 give energy and enstrophy equipartition, 
respectively. The most interesting distributions are those with negative 
temperatures (fl < 0) in which there can be enormously enhanced 
excitation of the modes with the smallest k [4]. The equilibrium (14) 
is formally identical with that of a finite gas of free bosons if the iden- 
tification is made of flow kinetic energy with boson particle number 
and of enstrophy with boson kinetic energy. In contrast to the two- 
dimensional boson gas, the Navier-Stokes system includes nonlinear 
interactions of the modes which, although they do not affect the form 
of the constants of motion, give a mechanism of relaxation toward 
equilibrium. 
For d = 3, the equilibria with nonzero helicity give [5] 
There are no negative-temperature equilibria in this case. However, 
the corresponding equilibria for hydromagnetic flows show highly 
interesting effects, including strong enhancement of magnetic energy 
above equipartition with kinetic energy when the magnetic helicity 
(integrated dot product of magnetic field and vector potential) is 
nonzero [6]. 
It should be stressed that the interaction coefficients Aore,, do not 
enter at all in the constants of motion we have used to form absolute 
equilibria and, hence, they do not enter any single-time averages over 
the equilibrium distributions. Every modification of the A’s which 
preserves (7), (9), and (11) yields the same equilibria; the A’s could 
even be functions of time. As we shall point out later, this is in marked 
contrast to the nonequilibrium distributions which correspond to 
actual turbulence; they depend essentially on the detailed form of the 
A’s. Even in the present absolute equilibrium case, however, many- 
time averages, such as those in (12), do depend on the A’s. 
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4. NONEQUILIBRIUM: CASCADE PHENOMENA 
The observed states of high Reynolds-number turbulence are very 
far from the absolute equilibrium ensembles. At wavenumbers between 
those where energy is fed into the turbulence and the higher wave- 
numbers where the energy is dissipated by viscosity, the energy spectrum 
of three-dimensional turbulence without helicity is observed to be 
close to the form 
E(k) = C/V,@/3 (16) 
predicted in 1941 by Kolmogorov and others [7]. Here E is the rate 
of energy dissipation per unit mass and E(K) is normalized by 
s m E(k) dk = (I?). ” (17) 
Since the mode density is cc/z2, (16) implies 
(y,“) cc k;l1/3 (18) 
in contrast to the equipartition behavior in absolute equilibrium. 
Equation (16) represents a proposed form for the so-called inertial 
range of wavenumbers, in which energy is transferred from small to 
large wavenumbers by the process of vortex stretching. The chaotic 
nature of turbulence tends to separate any two fluid elements initially 
near each other; consequently there is a tendency to stretch initial 
vorticity distributions into ever-lengthening and thinning vortex 
ribbons, until viscosity stops the thinning. By Kelvin’s circulation 
theorem, the circulation about a curve encircling the ribbon cross- 
section remains constant so that, as the cross section decreases under 
stretching, the fluid in the vortex ribbon must spin harder. The com- 
bination of spin-up and thinning means an increase of enstrophy and, 
in the Fourier representation, a transfer of energy from lower to higher 
wavenumbers. 
Interactions between wavenumbers that differ by as much as two 
octaves contribute‘strongly to the inertial-range energy transfer. This 
shows how strong is the disequilibrium represented by (18). A com- 
parable disequilibrium in a gas of interacting particles would require 
that the temperature change by its own order of magnitude in a distance 
comparable to the range of the interaction potential. The analogy 
here is between Fourier modes of the turbulence and particles of the gas. 
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Equation (16) follows from similarity-scaling arguments which 
Kolmogorov originally stated in x space. If l/r is in the inertial range 
of wavenumbers, Kolmogorov’s 1941 similarity hypothesis says that the 
n-variate distributions of the velocity differences ti(x + r, t) - 5(x, t) 
are universal isotropic functions solely of the vectors Y and of the mean 
rate of dissipation E. Dimensional analysis then leads immediately to 
the following forms for moments, where the B, are universal constants: 
(I ii(x + r, t) - G(x, t)\“> = Bn(cr)ni3. (19) 
On the assumption that the spectrum in the dissipation range of wave- 
numbers falls off rapidly enough with K (19), with n = 2, leads by 
Fourier transformation to (16), and C is determined by B, .
The physics behind Kolmogorov’s similarity hypothesis is rooted 
in the idea of localness of energetic interaction in scale size or wave- 
number. Consider a vortex structure of given scale size. It seems 
plausible that excitation on much larger scales should act principally 
to convect the structure, without significantly stretching it. On the 
other hand, the shears associated with excitation on much smaller 
scales than the given one should tend to cancel out over the extent 
of the vortex structure. This suggests that distortions of the given 
vortex structure, and, therefore, transfer of the energy of the given 
structure to higher wavenumbers, should be due principally to interac- 
tions with other structures of similar scale. 
This consideration leads to the idea of the energy cascade as a kind 
of diffusion process in k space. Kolmogorov’s 1941 hypothesis implies 
that in this process all detailed statistical information about the source 
of energy in the large spatial scales is lost: the only macroscale parameter 
which controls the cascade is E, the rate of cascade. This parameter 
enters because the cascade is conservative. 
An elementary consistency check on the localness argument comes 
easily from (16). It is readily found by Fourier transformation that 
when (16) holds the space-averaged shear (velocity gradient) over a 
domain of size r comes from wavenumbers K N l/r. 
According to (2), the total dissipation rate E from all wavenumbers 
must satisfy 
E/V = 2 s m k%(k) d .0 (20) 
Thus the inertial range spectrum (16) must cut off at a wavenumber 
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of the order of K, = (E/v~)~/~. As a corollary to the inertial-range 
hypothesis, Kolmogorov further proposed in 1941 that velocity-dif- 
ference statistics for difference vectors r satisfying I 5 k;’ should be 
universal functions of the difference vectors, E, and v. In particular, 
the spectrum in the dissipation range of wavenumbers should satisfy 
E(k) = C2m-“~3f(k/k,), (21) 
where f(0) = 1 to yield (16) in the inertial range k < k, and 
?rw 
x113f(x) dx = 1 
0 
to yield (20). 
Measurements of high Reynolds-number flows support the similarity 
law (21) well and are consistent with universality of C over a wide 
range of E. However, the experimental results on higher statistics are 
not universal in the sense of Kolmogorov’s 1941 hypotheses. Instead 
measured values of the normalized moments 
(I fi(x + r, t) -6(x, t)l”)/(l ii(x + r, t) - 6(x, t)12)n/2 
increase dramatically with both n and l/r at high Reynolds numbers, 
indicating strong scale-dependent intermittency at small scales. More- 
over, at fixed E and r, the intermittency at a scale r in the inertial range 
appears to increase with L,/r, where L, is a length scale of the largest 
eddies in the flow. The data are strongly suggestive, but they are not 
conclusive because it is uncertain whether the Reynolds numbers 
attained are large enough to produce a truly asymptotic regime. 
Already in 1962, when the data on small-scale intermittency were 
just beginning to appear, Kolmogorov [8] and Oboukhov [9] suggested 
a modification of the 1941 theory in which small-scale statistics depended 
on& as well as on E and v. The basic physical idea behind the modified 
theory, as developed by these authors and others later, is that the 
cascade of excitation from large to small scales effectively takes place 
in finite logarithmic steps in wavenumber or scale size. The number 
of steps required for excitation to cascade from L, to r is then measured 
by In&,/r). N ow it is assumed that each cascade step consists of a 
breakdown process of turbulent eddies of given scale into daughters 
of smaller scale and that the breakdown is stochastic in nature and 
statistically independent of previous breakdowns in an appropriate 
314 ROBERT H. KRAICHNAN 
sense. The result is a cumulative increase in intermittency at each 
cascade step. 
According to one class of models of this kind [lo], the velocity- 
difference statistics approach log-normal-like forms for small separations 
and (19) is replaced by 
(I ii(x + r, t - 6(x, t)l”) = Bn(~~)“/3(rlLO)CLn(3-n)/2, 
while (16) is changed to 
(22) 
E(k) = Cmz-5yd&L”, (23) 
with p a positive parameter. Equation (22) is reasonably consistent 
with measurements at several values of n if p N 0.05 is taken. With 
this value of p, (23) and (16) are not experimentally distinguishable. 
An overall analysis of ideas connected with Kolmogorov’s 1962 theory 
and its developments has recently been attempted by the present 
author [ll], and the reader is referred there for further details, 
In the context of the physics of vortex stretching, systematic increase 
of intermittency along the cascade chain means that the vorticity becomes 
concentrated in an increasingly sparse collection of intense ribbons. 
An implication of t.~ > 0 in (22) is that as v -+ 0 with fixed macroscale 
excitation the dissipation approaches a finite limit but takes place 
principally in a fraction of the fluid volume that goes to zero in the 
limit [l I]. 
The exponent in (16) is completely fixed by dimensional analysis. 
The Navier-Stokes dynamics enter only to the extent of the conservation 
property, which makes E a meaningful parameter, and of some qualitative 
support which (2) g ives to the idea of localness of energetic interaction. 
On the contrary, the value of p in (23), if it is nonzero, must depend 
on the detailed structure of the coefficients AaSv in (5) if the general 
idea of stepwise cascade, which led to (22) and (23), is valid. To see 
this consider the effects of varying the A’s. Suppose that AaBv is replaced 
in (5) by 
ilk, = f@a 3 43 > kJ 4zBv 3 (24) 
where f is a symmetrical function of its three wavenumber arguments. 
Then the conservation identity (7) and the corresponding identity 
for helicity conservation are unaffected. Suppose that f depends on the 
ratios of the three wavenumber arguments and varies smoothly from 
the value one when the ratio of any two wavenumbers is large to a 
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value greater than one when all the wavenumbers are nearly the same. 
This alteration of (5) decreases the effective step size of the cascade 
by emphasizing the contribution of local interactions in wavenumber. 
If the build-up of intermittency depends on the effective number of 
logarithmic steps, then this build-up, and the value of p, should be 
affected by the alteration. 
The build up of intermittency in the inertial-range cascade is highly 
interesting from the point of view of fundamental statistical mechanics. 
Suppose that systematically increasing intermittency really does occur 
asymptotically as I/ + 0. Consider the evolution of a statistical ensemble 
whose initial distribution is multivariate-normal, with all energy con- 
centrated in wavenumbers the order of K, . This energy will cascade 
to larger K with the eventual production of very strong departure from 
normal statistics because of the intermittency at small scales, if v is 
very small. Now instead of small v, take v = 0 and truncate the system 
at a high wavenumber k,,, , as in Section 2. It is plausible that the 
cascade and intermittency increase should proceed as in the finite v 
case until the wavenumbers K - k,,, are appreciably excited (we may 
take K,,, = k, , the viscous cut-off wavenumber for the finite v case). 
After wavenumbers k - k,,, are strongly excited, it is plausible that 
the system should evolve toward the absolute equilibrium ensembles 
of Section 3, which again are normal. The evolution toward absolute 
equilibrium is in fact supported by recent computer experiments [12]. 
We have then the paradoxical situation of a normally distributed final 
state obtained from a normally distributed initial state through a highly 
nonnormal transient stage. The transient intermittency means that, in 
effect, the system chooses preferred paths in phase space for its evolution 
toward eventual equilibrium rather than taking all a priori possible 
paths with equal probability. The behavior is perhaps somewhat 
analogous to the intermittent spatial distribution of water flowing down 
a mountainside, with the formation of canyons where the flow is 
preferred. The question arises of whether intermittency build-up 
during approach to equilibrium is a general characteristic of systems 
where the dynamical equations couple many degrees of freedom with 
different characteristic scales. 
Both the 1941 and the 1962 Kolmogorov theories imply a mathe- 
matically interesting behavior of the inviscid Navier-Stokes equation 
(Euler equation). This is that smooth initial conditions can lead to the 
formation of lines or surfaces of infinite shear in finite times of evolution. 
It is easiest to see this by assuming the 1941 theory, associated with (16), 
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and estimating the time required for the energy cascade to extend itself 
from k, to the viscous cut-off wavenumber k, = (e/v3)l14. According 
to that theory, the characteristic time for breakdown of structures of 
wavenumber K into structures of wavenumber the order of, say, 2K 
can depend only on E and k and by dimensional analysis must therefore 
be of order (ck2)-l13. This corresponds physically to the eddy-circulation 
time (vhk)-l where Q is the rms velocity associated with excitation in 
wavenumbers wk. The times required for successive doublings of the 
highest excited wavenumber then go like 2p2%13, where n is the number 
of doublings, so that the time required to reach k, approaches a finite 
limit as k, -+ co (V -+ 0). The 1962 theory involves only minor modifica- 
tions. 
To the author’s knowledge, no solution of the Euler equation 
exhibiting such singularity formation has yet been demonstrated. It 
may be that such solutions, assuming they exist, are intrinsically com- 
plicated. 
5. EDDY VISCOSITY AND RENORMALIZATION 
The nonequilibrium Navier-Stokes system presents severe difficulties 
for systematic theoretical treatment. A number of things can be done 
formally, but they seem always to lead to convergence problems and to 
overwhelming complications of analysis if carried far in a systematic 
way. Moreover, we shall point out that peculiar features of the turbulence 
problem make it hard to set up a formalism which is physically appro- 
priate. 
Hopf [13] has formulated the Liouville equation governing the 
evolution of the single-time, multivariate probability density P for the 
Navier-Stokes system. It follows readily from (5) that this equation 
can be written as 
aqat + 9P = 0, 
9 = c waYo,)(-~aYo, + C ~,,Y,Y,). 
(25) 
d BY 
A related equation for the many-time probability density has also 
been described [14]. A f ormal solution for P in terms of the exponentiated 
operator Z’ comes immediately from (25), but so far it seems not to 
have led to useful results. 
The formal procedure that seems to have been most successful to 
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date involves the use of renormalized perturbation series which generalize 
those used in quantum field theory. This approach has grave deficiencies, 
which we shall discuss, but it does have the advantage of describing 
in a natural way a physical phenomenon noticed early in the study 
of turbulence: namely, that the small scales of turbulence react on the 
large scales like a dynamical or eddy viscosity that augments the 
molecular viscosity Y. 
Consider the problem of following the evolution of the Navier-Stokes 
system when the initial statistical ensemble is Gaussian. The quadratic 
energy constant, whose value can only be decreased by the viscous 
damping term, assures that this problem is well posed provided the 
system is truncated at a wavenumber k,,, . It is to be expected on 
physical grounds that this truncation should have negligible effects 
if k maix is taken large compared to whatever turns out to be the charac- 
teristic viscous cut-off wavenumber. 
Let an ordering parameter h (eventually to be set equal to one) be 
inserted as a factor in the right-hand side of (5). Then the initial value 
problem can be formally solved by expanding all moments and other 
statistical functions in powers of h, thereby treating the nonlinear 
interaction as a perturbation on the linear viscous decay of the velocity 
field. If the initial time is t = 0, the linear equations have the solution 
a? = ~~(0) exp(--vat) (26) 
and the Green’s function matrix 
G$‘(t, t’) = a,, exp[-v,.Jt - t’)]. (27) 
If the solution y&t) of the full equation is expanded in powers of X, 
the coefficient of h” is homogeneous of degree n + 1 in the y(O) and 
homogeneous of degree n in the G(O), and it involves an n-fold time 
integration. Each coefficient consists of a number of terms, which 
rises rapidly with n according to the branching properties of (5) under 
iteration. 
The X expansion of any moment of the y distribution can be formed 
by multiplying out the X expansions of the factors of the moment and 
then averaging over the assumed Gaussian distribution of the ~~(0). 
According to a well-known rule, moments of a Gaussian distribution 
are reducible to sums of products of covariances by taking all possible 
pairings of the factors (odd-order moments vanish). This reduction, 
together with the branching topology of the h expansions of the y 
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factors, leads to a diagram representation of the X expansion of the 
moment [15]. 
Two quantities of fundamental importance are the covariance 
E’& 0 = (Y&)Y&‘D 
and the infinitesimal response matrix 
where fa(t) is an infinitesimal driving term added to the right-hand 
side of (5). The perturbation expansions of these quantities contain 
only even powers of A. In the expansion of Y&t, t’), the coefficient 
of Xzn is homogeneous of degree n + 1 in the unperturbed covariances 
Y(O) and degree 2n in the G(O), while these degrees become n and 2n + 1, 
respectively, in the expansion of G&t, t’). 
The line-renormalized expansions for Y and G are reworkings of 
the perturbation expansions such that the exact Y and G functions, 
rather than the unperturbed ones, appear in the coefficients of the 
various terms and, in the language of field theory, all diagrams with 
self-energy parts are dropped. The renormalized expansions are most 
easily constructed as follows. First, write the equations of motion for 
G and Y obtained from (5) (with h inserted): 
(W + 4 Ga,$, f) = 251 C &v(~,&) ~~~(Wiiu(~‘D, (3) 
4v 
(a/at + %> Yw(c t’) = h c JLdYB(~) r,(t) YUW, (29) 
BY 
where the symmetry of AUB,, is used in (28). Second, write out the 
perturbation expansions of the right-hand sides, reducing all averages 
to expressions in G(O) and Y(O). Third, discard all diagrams with self- 
energy parts in these expansions. Fourth, in the surviving diagrams 
replace every G(O) and Y(O) by a G and Y with the same indices and 
time arguments. 
The renormalized expansions thus generated can be formally justified 
in several ways: by straightforward partial summation of the original 
expansions, by considering effects of variations of the A’s [16], or by 
functional techniques [17]. The result is that (28) and (29) are converted 
into a pair of coupled infinite-series, integro-differential equations 
for G and Y. 
TURBULENCE THEORY 319 
The final form taken by the G equation is 
where 
yas(t, s) = 4P 1 A,o,A,,sG,,(t, s) Yoo(t, s) + higher terms. 
Bvro 
(31) 
The higher terms in (31) involve more G and Y factors and integrations 
over intermediate times. 
Equations (30) and (31) h ave the simplest explicit form when the 
turbulence is isotropic. In this case, taking the box size L very large, 
we define covariance and response scalars by 
(L/2z-)3(ui(k, t) z+*(k, t’)) = +Pij(k) U(k, t, t’), 
@u,(k, W$o, t’)> = f’ij(k) G(k t, t’), 
(32) 
(33) 
where fi(k) is an infinitesimal forcing term added to the right-hand 
side of (2). Then, with the use of (27r/L)3 Ck --f J d3K, (30) and (31) 
may be written as 
(a/at + vk2) G(k, t, t’) + jt; #, t, s) G(k, s, t’) ds = 0, (34) 
r](K, t, s) = d% 11 pp dp dqb,,,G(p, t, s) U(g, t, s) + higher terms. (35) 
A 
In (3% .l’.L d eno t es integration over all parts of the p, p plane such that 
K, p, and 4 can form the legs of a triangle, and b,, is given by 
bw = (PlWXY + z3)* (36) 
where X, y, and 2: are the interior-angle cosines opposite k, p, and q, 
respectively. The corresponding integro-differential equation for U is 
(apt + vk2) U(k, t, t') = S(k, t, t'), (37) 
S(k t, t’> = d2k j-j-A~q dp 4&c, [lot’ G@, t’, 4 U(P, t, 4 u(q, t, 4 ds 
- s” U(k, t’, s) G(p, t, s) U(q, t, s) ds] + higher terms. (38) 
0 
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The 7 term in (34) represents a dynamical damping with memory. 
Its resemblance to viscous damping shows most clearly for the inviscid 
truncated system in the energy-equipartition absolute equilibrium. 
Then (12) yields 
U(k, t, t’) = U(k, t, t) G(k, t, t’) (t t q, (39) 
G(k, t, t’) = G(k, t - t’), a function only of time difference, and 
U(K, t, t) = U, a value independent of k. [We note that E(K, t), the 
energy spectrum previously introduced, is related to U(K, t, t’) by 
E(K, t) = 277k2U(K, t, t).] Then (34) and (35) can be written 
t3G(k, t)/at + 1” y(k, t - s) G(k, s) ds = 0, (40) 
0 
7(K, t) = ?rPkU 1s pq dp dqb,,,G(p, t) G(q, t) + higher terms. (41) A 
These equations are opaque because of the complicated coefficient 
b kPQ . But it can be shown that the solution of (40), (41) is qualitatively 
similar to that of the simplified set 
BG(k, t)/at + k2 s” T(t - s) G(k, s) ds = 0, 
0 
?J(t) = cuJokm~x [G(p, t)12p2 dp + higher terms, 
(42) 
(43) 
where c is a numerical factor and we have finally set h = 1. 
The solution of (42) and (43) has the following properties. For 
small t most of the contribution to q(t) comes from p N k,,, . For 
large t, q(t) falls off like tFj2 and the dominant contributions come 
from p/k,,, N (t/t.J-‘i2, where t, = ( Uk5,,,)-1/2. For K < K,,, , the 
decay time of G(k, t) is >t* and the solution of (42) is asymptotically 
G(k, t) = exp[--v/k?], y’ = s om rlt4 ds- (44) 
These properties are verified in the following sense. They follow 
directly if only the explicitly shown term in (43) is retained. They are 
then consistent, term-by-term, with the higher-order terms in the 
renormalized series. 
Thus, subject to questions about convergence properties of the 
series, the truncated Euler system in thermal equilibrium exhibits 
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a dynamical damping of low-wavenumber disturbances just like the 
viscous damping of the Navier-Stokes system at zero temperature. 
If &lax is taken as some kind of intermolecular spacing scale or mean 
free path, then the truncated Euler system constitutes a nontrivial 
model of a molecular liquid, with the equilibrium excitation corre- 
sponding to normal molecular thermal energy. The t-3/2 tail on v(t) 
then corroborates similar tails on transport coefficients deduced from 
kinetic theory considerations [ 181. 
If the analysis is repeated for two dimensions, (42) again emerges 
while (43) is replaced by 
T)(t) = cu jok”“” [G(p, t)12p dp + higher terms. (45) 
Again c is a numerical factor and U is now related to E(k) by E(k) = n-k U. 
In this case, the tail on 77(t) goes like t-l and there exists no effective 
viscosity coefficient/for low k, again corroborating kinetic-theory results. 
The divergence of two-dimensional transport coefficients has a physical 
interpretation in terms of the dynamics of two-dimensional turbulence. 
It is well known [4] that, because of enstrophy conservation, the transport 
of kinetic energy in two-dimensional turbulence is toward lower instead 
of toward higher wavenumbers. This suggests that the whole idea of a 
transport coefficient based on the small-scale excitation is inapplicable. 
Moreover, if the truncated Euler system is again viewed as a model 
of a molecular fluid, the existence of the general equilibrium distribution 
(14), of which energy equipartition is only a limiting case, suggests 
that the entire equilibrium statistical mechanics of the two-dimensional 
fluid may exhibit deep-lying anomalies. 
6. CONWCTION INVARIANCE AND LAGRANGIAN COORDINATES 
Let us now apply (34)-(38) to isotropic Navier-Stokes turbulence 
with finite u, taking physically appropriate initial spectra in which the 
excitation per mode falls off rapidly with wavenumber, in contrast to 
the equipartition equilibrium spectrum. There are essential differences 
from the Euler system in absolute equilibrium. First, the fluctuation- 
dissipation relation (39) no longer holds, even approximately, for most k, 
so (34) and (37) must be solved together as a pair. Further, a basic 
distinction must be made between the dynamical damping function 
q(k, t, s) which appears in the Green’s function equation and the effective 
607/16/3-5 
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dynamical damping which describes the erosion of the energy of large 
scale motions by small-scale motions. The latter is the eddy viscosity 
usually talked about in turbulence theory. The two kinds of damping 
can be very different out of absolute equilibrium. If k is small compared 
to all appreciably excited wavenumbers of the turbulence, then 7(K, t, S) 
measures both amplitude decay and energy decay, like an ordinary 
viscosity. But if substantial energy lies in wavenumbers below K, then 
q(K, t, S) may have little relation to energy-transfer dynamics. This is 
because G(K, t, t’) is an averaged Green’s function; its decay arises not 
only from decay of amplitudes in individual realizations but also from 
phase decorrelation. 
Consider the effect at wavenumber R of excitation at much smaller 
wavenumbers. Energy transfer in wavenumber involves distortion in x 
space; it depends essentially on the intensity of shear (velocity gradient) 
in the low-wavenumber excitation. On the other hand, phase decorrela- 
tion of Fourier amplitudes at wavenumber R depends essentially on 
the magnitude of the velocity itself of the low-wavenumber excitation. 
To see this most clearly, take the limit case where the affecting excitation 
is at zero wavenumber and consists of a spatially uniform velocity 
field which is isotropically and Gaussianly distributed over ensemble. 
This field convects all structures without distortion in every realization 
and therefore has no effect at all on energy transfer. In other words, 
energy transfer is invariant to random Galilean transformation of a 
statistically homogeneous turbulence. But if v is the convecting velocity, 
it induces in all Fourier amplitudes a phrase variation of the form 
exp(iv * kt). If this is averaged over Gaussian TJ, the resulting decay 
of mean amplitude is exp( - &+,*1i2t2), where T.+, is the rms value of each 
vector component of V. 
The effects of random Galilean transformation appear with qualitative 
correctness in each order of the renormalized expansion (35) for q(k, t, s). 
But the situation is different with energy transfer, which is given by 
the time-diagonal function S(R, t, t). Each order of the renormalized 
expansion (38) for S(K, t, t) describes correctly the fact that v transfers 
no energy because it does not distort; this is expressed in the explicitly 
shown order by cancellation of the two integrals in square brackets 
when p or q = 0. However there is a more subtle, but still essentially 
important, violation of random Galilean invariance. The Green’s 
functions on the right-hand side of (38) all have decay times that are 
affected by v. The result is that, in each order of the renormalized 
expansion, the magnitude of the terms is typically depressed by in- 
TURBULENCE THEORY 323 
traducing v. The invariance of energy transfer is recovered only if 
the whole series is summed. In contrast, the primitive perturbation 
in X exhibits proper invariance in each order. The rearrangement of 
this series into the renormalized series groups together partial sets of 
terms of different orders in the primitive expansion, and this is mathe- 
matically how the trouble arises. 
The physical significance of the failure of random Galilean invariance 
in the renormalized series is that any truncation of these series, or any 
approximant based on a truncation, gives a spurious effect of convection 
on energy transfer at any wavenumbers such that a lot of kinetic energy 
lies at lower wavenumbers. In particular, such truncations cannot 
correctly describe the inertial-range dynamics. Instead of (16), or (23) 
with positive p, they give an inertial range of the form [19] 
E(k) = C(q)l/2k-3/2, (46) 
where v,, is now the rms component of the total turbulent velocity. 
In addition to the line renormalization we have described, it is also 
possible to carry out a vertex renormalization for the turbulence equa- 
tions [16, 171. It is quite complicated because of the statistical dis- 
equilibrium. In addition to the distinct functions G and U, three distinct 
vertex functions must be carried. The vertex-renormalized expansions 
also violate random Galilean invariance in each order and lead to (46) 
if truncated [19]. In fact, the vertex renormalization has so far shown 
no qualitative advantage over line renormalization to compensate for 
its enormously increased complexity. 
The troubles with random Galilean invariance lie deeper than the 
particular techniques used for renormalization. They originate in the 
underlying representation of the dynamical system by an Eulerian 
velocity field, measured relative to fixed coordinates. The natural 
separation of convection and distortion effects calls for a Lagrangian 
coordinate system that moves with the fluid and thereby transforms 
away the effects of uniform convection. But there are two severe 
problems in using a Lagrangian representation. First, the pressure and 
viscous-damping terms of the Navier-Stokes equation display highly 
intractable kinds of nonlinearity in Lagrangian coordinates. Second, 
and more important in principle, Lagrangian coordinates label fluid 
elements according to their Cartesian coordinates at some initial instant. 
After a substantial time of evolution of a complicated turbulent motion, 
this labeling has such a mixed-up relation to current positions of the 
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fluid elements that it becomes inappropriate. What is needed is some 
way of updating the reference time for the Lagrangian coordinate 
system. 
A possible resolution of both difficulties may lie in adopting as the 
fundamental field variable a generalized velocity field u(x, t 1 t’) which 
has both Eulerian and Lagrangian characteristics [20]. This field is 
defined as the velocity measured at time t’ in that fluid element which 
passes through x at time t. For t = t’ it is the ordinary Eulerian field 
u(x, t), while for t = 0 it is the usually defined Lagrangian velocity. 
The evolution of u(x, t 1 t’) is determined by differential equations 
involving derivatives with respect to t as well as t’, and these equations 
present only the same kinds of nonlinearity already present in the 
Navier-Stokes equation. The degree of nonlinearity is reduced over 
that of the customary Lagrangian equations by enlarging the dimen- 
sionality of the function space. 
The generalized velocity-field provides a tool, in principle at least, 
for reworking the renormalized series so that random Galilean invariance 
is preserved in each order. So far, this has been carried out explicitly 
only for the lowest-order terms, which are written out in (35) and (38). 
The technique used [20] is first to carry out the renormalized expansion 
for the response functions and covariance of the full generalized velocity- 
field. Then integrals over past history, which appear in (34)-(38), are 
altered so as to go back in time along particle trajectories rather than 
at fixed points in space. At each order this gives rise to additional 
higher-order terms and amounts to a re-ordering of the series, but 
one which has no simple expression in terms of familiar diagram repre- 
sentations. The lowest-order approximation retains all essential in- 
variance properties and yields (16) [20]. In higher orders, the term-by- 
term re-working is unacceptably clumsy, and it is to be hoped that 
some powerful functional technique will be discovered to replace it. 
The failure of standard renormalized perturbation theory to preserve 
random Galilean invariance, which means physically an inability of the 
theory to handle problems where there is a wide range of scales excited, 
is not unique to turbulence theory. A closely analogous difficulty arises 
in quantum field theory. This shows up most strikingly in the classical 
limit h -+ 0 of the field theory of many-body systems. In this limit 
the wavelengths of wavefunctions become vanishingly small compared 
to spatial scales of the potentials, and the consequence is that scattering 
cross-sections vanish in every order of renormalized perturbation 
theory. We shall illustrate this effect, which seems not much appreciated, 
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by means of the simplest example: a quantum-mechanical particle in a 
random potential. 
Consider the motion of a classical particle in a statistically homoge- 
neous, Gaussianly distributed random potential whose rms value is V, 
and whose wavenumber spectrum peaks smoothly around a wavenumber 
k, . The typical force is then F, = V,k, . Let the mean velocity u of 
the particle be such that the mean kinetic energy is large compared 
to V,, . The particle will then undergo a diffusion process in momentum 
space. On time scales large compared to the characteristic time T,, = 
(k,u)-l for penetration of a potential hump, the diffusion of the 
momentum probability distribution P(c) will be well described by 
w(~)/~t = +qsyw, rl - ~oFo~, (47) 
where the form of the diffusion coefficient 77 can be obtained by 
elementary physics and follows already from dimensional analysis. Here 
,$ (< mu) is a momentum component normal to U. 
If the same problem is treated quantum-mechanically, the SchrGdinger 
equation is 
Gyjat = [-iv(x) + i(@/2m) V]$h, (48) 
where V(X) is the potential field and m is the particle mass. The 
renormalized perturbation expansions for this problem [16] are closely 
analogous to those for the convection of a passive scalar field by a 
random velocity field. They resemble those for the turbulence problem 
but have fewer terms because (48) is linear in the field #. In the Fourier 
representation, the lowest-order terms in the line-renormalized equations 
for the Green’s function G,(t) and the covariance 
Y&, t’) = M&) h:*(f)> 
[a/at + i(fz/2m)k2] G,(t) = 4-l j”’ ds j- dk’Vk/,_,,G,,(t - s) G&), (49) 
0 
ii2 dYk(t, t)/dt = 2 Re 1’ ds s dk’V,-,jG,*(t - s)!Pk,(t, s) - G,,(t - s)Y~(s, t)]. 
0 
(50) 
Here V, is the Fourier transform with respect to x - x’ of (V(X) v(x’)> 
and (50) is specialized to t' = t, which describes the changes in 
momentum occupancies due to scattering. 
Now let fi --t 0 with everything else kept the same. This is the WKB J 
limit. In that limit, the characteristic decay time of Gk(t) is d/V,, , 
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a result which is given correctly by (49). Note that this time depends 
on the magnitude of the potential rather than the force, in analogy to 
the dependence of the turbulence Green’s function on convecting 
velocity rather than shear. The decay time of G,(t) measures a random 
phase shift in the limit rather than decay of amplitudes in individual 
realizations, and it is irrelevant to the classical physics. But this decay 
time also enters the right-hand side of (50) and thereby has a spurious 
effect on momentum transfer closely analogous to the spurious effect 
of random convection on turbulent energy transfer. The result is that 
in the WKBJ limit (50) leads to (47), but with the diffusion coefficient 
given incorrectly by l 4iV- F,, 2. Thus the scattering goes to zero as 
h -+ 0. Again as in the turbulence problem, this phenomenon is repeated 
in every order of the line- or vertex-renormalized perturbation ex- 
pansions. 
A physically acceptable WKBJ limit can be recovered by reworking 
the expansions to transform away in proper fashion the unwanted 
phase shifts, in analogy to the procedure described above for turbulence. 
The procedure involves the introduction of a generalized Schrbdinger 
field $(x, t j t’) such that $(x, t) = $(x, t / t) obeys the Schrodinger 
equation as before while for unequal time arguments the field satisfies 
na$qx, t 1 t’)/i?t = -iv(x) #(x, t 1 t’). (51) 
$(x, 0 1 t) corresponds to an interaction-representation wavefunction 
where w(x), which is diagonal in the x representation, is regarded as 
the free Hamiltonian and -(h2/2m)V2 as the interaction Hamiltonian. 
This one-time-argument field is analogous to the ordinary Lagrangian 
velocity in the turbulence problem. 
7. WHAT CAN WE CALCULATE? 
This question is of traditional importance in assessing the value of 
theoretical approaches. We shall ask it in two parts. First, what can 
be calculated in principle from renormalized-perturbation-theory- 
related approaches, or alternatives? Second, which of the answers 
accessible in principle are actually in reach? The first part involves 
convergence properties and related matters. The second part involves 
the economics of computation. 
If the Navier-Stokes system is cut off at a finite k,,, (a procedure 
which seems physically very acceptable if v is nonzero and k,,, is large 
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enough), it becomes a finite set of first-order equations, and this implies 
that the solution u(x, t) in any realization with healthy initial conditions 
has a nonzero radius of convergence if expanded as a power series either 
in t or in the ordering parameter h. Moreover, the conservation of the 
quadratic energy expression by the nonlinear terms insures that the 
solution exists for all t. 
Analogies with some simpler systems that have the same kind of 
nonlinearity [21] suggest that the radius of convergence in X is finite 
in typical realizations and that it tends to zero as t -+ CO or as the 
velocity amplitude in the realization tends to infinity. This implies 
that the radius of convergence in h of a moment like U(k, t, t’) is finite 
if the initial distribution admits no realizations with unbounded am- 
plitudes, but is zero if the initial distribution is normal or is any distribu- 
tion that places no bounds on amplitudes. 
The divergent power series in t or X may be used directly to compute 
approximants to statistical functions by using Pad6 approximants 
[22, 231, or other techniques more particularly adopted to the turbulence 
problem [24]. Good results have been obtained in this way for the 
turbulent diffusion of marked particles by a random velocity field [24], 
and it is to be hoped that more problems will be attacked in this direct 
way. 
One might think that the renormalized series, which represent 
infinite partial summations, would be less divergent than the underlying 
X expansion. In fact, this is not so. The reducible diagrams whose 
explicit appearance is removed by renormalization are only a finite 
fraction of all diagrams and the eventual rapid growth of terms with 
increase of order is not reduced by either line- or vertex-renormalization 
[23]. The situation with the renormalized series is in some respects 
worse than with the primitive perturbation series. When the radius 
of convergence is zero, a function is not uniquely determined by its 
power series. It is ambiguous by any function whose power series 
vanishes. In the case of the primitive X expansion, uniqueness can be 
recovered by using the fact that the functions being calculated are 
weighted integrals over quantities with nonzero radii of convergence 
in the individual realizations; this permits the use of suitable limiting 
procedures. But the renormalized expansions lose this direct contact 
with the individual realizations. Averaging over the Gaussian distribution 
of initial values must be carried out in the beginning in order to generate 
the diagrams. The analyticity properties of the renormalized expansions 
thus are very much in doubt, and almost nothing is really known about 
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them. It cannot be asserted that the functions ~(k, t, t’) and S(K, t, t’) 
which appear in (34) and (37) are single-valued functionals of G and U 
[23]. Thus there is the possibility that a sequence of approximants 
constructed from the renormalized expansions (35) and (38) may 
converge, if at all, to an unphysical branch. Some interesting results 
have been obtained by applying Pad&approximant and other techniques 
to the renormalized expansions [22, 231, but what has been done is 
wholly heuristic. 
The remarks above make it unsurprising that, in general, valid 
approximations to the turbulence dynamics cannot be obtained by 
truncating the expansions (35) and (38) and using the truncated series 
in (34) and (37). Th e solutions typically blow up spectacularly [16]. 
This is not the case, however, if the truncation is made at the lowest 
level, retaining only the terms shown explicitly in (35) and (38). The 
resulting equations, which have been called the direct-interaction 
approximation [25], are physically selfconsistent. This approximation 
succeeds for a reason that is unrelated to perturbation theory. It happens 
that the direct-interaction approximation for the Navier-Stokes system 
is an exact set of statistical equations for a model dynamical system 
which has the same energy function and Liouville theorem as the 
Navier-Stokes system [ 161. 
The direct-interaction equations have been integrated numerically 
for several problems, including the decay of isotropic turbulence at 
moderate Reynolds numbers [26], turbulent convection at high Prandtl 
number [27], and diffusion in a random velocity field [28]. In these 
cases, there is good quantitative agreement with computer simulations, 
and the approximation is a definite success. When applied to turbulence 
at high Reynolds numbers, the approximation exhibits the spurious 
convection effects discussed in detail in Section 6 and leads to the 
inertial range (46). The Lagrangian reworking of the approximation, 
as discussed in Section 6, leads to (16) and gives excellent numerical 
agreement with spectrum measurements at high Reynolds numbers 
[20]. A detailed discussion of the direct-interaction approximation and 
related approximations is given by Leslie [29]. Integrations of the 
direct-interaction equations for flow in a channel and other shear flows 
have not yet been carried out, but the results on the problems already 
treated suggest that good numerical results should be obtained in this 
case at moderate Reynolds numbers and that the spurious convection 
effects which lead to (46) should not prevent a good description of 
large scale excitations and transport properties at high Reynolds numbers. 
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The inaccessibility of the analyticity properties of the renormalized 
expansion, of which the direct-interaction approximation represents the 
first term, suggests that another vehicle be sought for constructing 
improvements to this approximation. Expansions about the direct- 
interaction approximation with more transparent properties, and 
simpler structure, can be constructed [24], and they provide a basis 
for the possible construction of sequences of convergents. Little has 
been done so far in this direction. 
Now let us turn to questions of computing economy. At the moderate 
Reynolds numbers where the comparisons have made, integrations of 
the direct-interaction equations have required roughly two orders of 
magnitude less computing time than direct integration of realizations 
of the Navier-Stokes equation, when both are carried out for several 
characteristic decay times of the total turbulent energy. As Reynolds 
number rises, this factor of advantage rises also, because the computer 
simulations of the Navier-Stokes equation must treat all degrees of 
freedom in detail, while the statistical functions which enter the direct- 
interaction equations are smooth functions of wavenumber and time 
and can be represented by relatively few numbers. The factor of 
advantage goes down with decrease in the symmetries of the flow 
because such decrease does not much affect the simulation technique 
but does mean that more numbers are needed to describe the statistical 
functions. For shear flows at moderate Reynolds numbers, the com- 
puting economy of the direct-interaction equations over direct simulation 
may not be much, and simplified approximations may be more prac- 
ticable [29]. 
The question of computing economy becomes a serious one of 
principle when one considers higher approximations formed as con- 
vergents to some expansion about the direct-interaction approximation. 
The terms in any such expansion will be complicated multiple integrals 
over wavevectors and times. Except at the lowest orders, calculation 
of the integrals will be feasible only by Monte Carlo methods. Moreover, 
the magnitude of the Monte Carlo calculation will grow very rapidly 
with order and soon dwarf that of direct simulation, even at substantial 
Reynolds numbers. It seems not unfair to say that any statistical theory 
whose computation requires more work than direct integration of the 
primitive equations of motion of the system is not the one we really 
want. At the present time there exists no practicable way of obtaining 
accurate numerical values of statistical functions at high Reynolds 
numbers either by computer experiment or by analytical theory. The 
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direct-interaction approximation and its variants appear to be as com- 
plicated an analytical theory as can presently be computed, and higher 
approximations are not now practicable. It is to be hoped that new 
approaches, perhaps combining computer experiment and statistical 
theory in some essential way, will emerge. The statistics of small scales 
is an outstanding challenge [30]. 
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