Abstract-We present new algorithms for penalized-likelihood image reconstruction: modified BSREM (block sequential regularized expectation maximization) and relaxed OS-SPS (ordered subsets separable paraboloidal surrogates). Both of them are globally convergent to the unique solution, easily incorporate convex penalty functions, and are parallelizable-updating all voxels (or pixels) simultaneously. They belong to a class of relaxed ordered subsets algorithms. We modify the scaling function of the existing BSREM (De Pierro and Yamagishi, 01) so that we can prove global convergence without previously imposed assumptions. We also introduce a diminishing relaxation parameter into the existing OS-SPS (Erdogan and Fessler, 99) to achieve global convergence. We also modify the penalized-likelihood function to enable the algorithms to cover a zerobackground-event case. Simulation results show that the algorithms are both globally convergent and fast.
can treat the problem. For regularized OS algorithms, De Pierro and Yamagishi [8] have recently presented the block sequential regularized EM (BSREM) algorithm, an extension of the rowaction maximum likelihood algorithm (RAMLA) [7] . They have provided a convergence proof for BSREM with a few "a posteriori" assumptions: i) the convergence of the objective sequence and ii) the positivity and boundedness of each iterate. We relax such assumptions by making some modifications to BSREM: i) a modified scaling function and ii) a modified log-likelihood if needed (zero-background-event case). Neither of these modifications changes the value of the final solution. They just ensure that the iterates converge to that solution.
The paraboloidal surrogates (PS) method [9] [10] is another attractive family of reconstruction algorithms. While the EM algorithm maximizes a surrogate function obtained by conditional expectation (E-step) for each update, the PS methods employ paraboloic (quadratic) surrogate functions. Separable surrogates are natural for OS algorithms; the use of separable paraboloidal surrogates and OS principles leads to the OS-SPS algorithm [11] (originally suggested as OSTR in the context of transmission tomography), which is fast but not globally convergent. We introduce relaxation into the algorithm to obtain relaxed OS-SPS, which we show to be globally convergent. We also modify the log-likelihood if needed (zero backgrounds). The relaxed OS-SPS can be seen as a diagonally scaled version of incremental subgradient methods [12] [13] . Of related work, Kudo, Nakazawa, and Saito [14] applied to emission tomography reconstruction their block-gradient optimization similar to the incremental subgradient methods; Bertsekas [15] proposed a hybrid algorithm from the least mean squares (OS) and the steepest descent methods (non-OS).
II. THE PROBLEM

A. Penalized-Likelihood Image Reconstruction
We focus on emission computed tomography: positron emission tomography (PET) or single photon emission computed tomography (SPECT). Assuming usual Poisson distributions, the measurement model for emission scans is as follows:
where y i ≥ 0 is the number of photons counted in the ith bin, λ j ≥ 0 is the activity at the jth voxel (or pixel), A = {a ij } is the system matrix (incorporating scanning time, detector efficiencies, attenuation, scan geometry, etc.), and r i ≥ 0 is the mean number of background events such as scatters and random coincidences. The goal is to estimate the activity λ = [λ 1 , λ 2 , . . . , λ p ] based on the measurement y i 's with known A and r i 's where denotes the transpose.
The log-likelihood of the data y i 's is, ignoring constants independent of λ, as follows:
where h i (l) = y i log l − l and l i (λ) = p j=1 a ij λ j + r i . The penalized-likelihood (PL) estimation is to maximize the following penalized-likelihood objective function over λ ≥ 0:
where β ≥ 0 is a regularization parameter which controls the level of smoothness in the reconstructed image, and R is, for example, the following type of roughness penalty function:
where N j denotes the neighborhood of the jth voxel (or pixel), ω jk is a weighting factor and ψ is a potential function. We assume that ψ is convex, continuously differentiable and bounded below; so is R. In addition, we assume min λ R(λ) = 0 without loss of generality. If β = 0, the problem becomes maximum likelihood (ML) estimation. We assume that the objective function Φ is strictly concave, so there exists the unique PL solutionλ = arg max λ≥0 Φ(λ). This can be ensured by choosing R appropriately. Under this assumption one can verify that there exists an upper bound U ∈ (0, ∞) forλ, given any ν ∈ IR p such that Φ(ν) ∈ IR, as follows [16] :
where i j = arg max 0≤i≤N a ij , ∀j, and
As a result, we havê
Next, we modify the penalized-likelihood for a zerobackground-event case (r i = 0) to make the objective function well-behaved over λ ∈ B (especially on boundaries). Although non-zero background events are realistic, we would like our algorithms to also be applied to the r i = 0 case which has been used more frequently despite its oversimplicity. Decide I = {1 ≤ i ≤ N : r i = 0}. Given any ν ∈ B such that Φ(ν) ∈ IR, consider the following modified objective function:
wherẽ
Then we can show [16] that
meaning that this modified objective function has the same maximizer as the original. The modified objective functionΦ has the nice properties that ∇Φ is Lipschitz continuous and bounded over B contrast to Φ (when r i = 0), while preserving the maximizerλ. We will henceforth takeΦ as our objective function but keep the notation Φ for simplicity; likewise, h i will denotẽ h i when r i = 0.
B. Ordered Subsets (OS) Algorithms
Most iterative algorithms for findingλ = arg max λ≥0 Φ(λ) use the gradient ∇Φ(λ) of the objective function which involves a sum over sinogram indices, i.e., backprojection. Among them, many "parallelizable" algorithms-able to update all the voxels (or pixels) simultaneously-can be written in the following form:
where α n > 0 is a stepsize (or relaxation parameter), d j (λ)'s are nonnegative scaling functions and ∇ j Φ(λ) is, ignoring here the regularization term for simplicity, as follows:
Ordered subsets (OS) algorithms are obtained by replacing the sum
be a partition of {1, 2, . . . , N}, and let
be a sub-objective function, ∀m, resulting in Φ = M m=1 f m , where the regularization term is included in one or more of the f m 's. Suppose the following "subset balance"-like conditions hold:
or, equivalently,
Now an ordered subsets version of (7) can be obtained, by substituting M ∇ j f m (λ) for ∇ j Φ(λ), as follows:
where the factor M is absorbed into α n . We refer to each update as the mth subiteration of the nth iteration. In the tomography context, the partition {S m } M m=1 are naturally chosen so that projections within one subset correspond to projections with downsampled projection angles. It is desirable to order the subsets in a way that projections corresponding to one subset are as perpendicular as possible to previously used angles at each subiteration [17] .
The OS algorithms have been successful in speeding up convergence. However, they generally get into a limit cycle when using a constant stepsize α n = α and do not converge to the solutionλ. We may need to use a diminishing stepsize such that α n → 0 to suppress the limit cycle. Even if an algorithm with relaxation converges to some λ * , we still must ensure that the limit is the solutionλ.
III. GLOBALLY CONVERGENT ORDERED SUBSETS ALGORITHMS
We present relaxed OS algorithms which are globally convergent: modified BSREM and relaxed OS-SPS. The goal is to maximize the penalized-likelihood Φ(λ) over λ ≥ 0 (equivalently, λ ∈ B). Given a partition {S m } M m=1 of {1, 2, . . . , N}, we take the following sub-objective functions:
where
A. Modified BSREM
De Pierro and Yamagishi [8] have recently presented the BSREM algorithm and proved its global convergence on the following assumptions: i) the sequence {λ n } generated by the algorithm is positive and bounded and ii) the objective sequence {Φ(λ n )} converges. These conditions are not automatically ensured by the form of the original BSREM. We eliminate those assumptions by modifying the algorithm.
The basic idea of the modification is to ensure all iterates lying in the interior of the constraint set B by suitably choosing a scaling function d j (λ) and a relaxation parameter {α n } so that implementation and convergence analysis become convenient. For EM-like algorithms, we observe that the form of d j (λ) = (some term) × λ j helps each iterate to keep positivity, i.e., to avoid crossing the lower boundary λ j = 0. We can also do a similar thing for the upper boundary λ j = U . Consider the following modified BSREM algorithm:
Then it can be shown [16] that each λ n,m generated by (14) belongs to the interior of B when i) λ 0 ∈ Int B and ii) 0 < α n < α 0 , ∀n, where
with γ = max j, m, λ∈B {β m ∇ j R(λ), β m λ j ∇ j R(λ), 0}. Therefore, each iterate satisfies positivity and boundedness. The following Theorem [16] guarantees the global convergence of the modified BSREM: Theorem 1: Suppose that 0 < α n < α 0 , ∞ n=1 α n = ∞ and ∞ n=1 α 2 n < ∞. Then the sequence {λ n } generated by (14) with an initial point λ 0 ∈ Int B converges toλ = arg max λ∈B Φ(λ).
For any strictly concave function Φ and sub-objective functions f m 's such that Φ = M m=1 f m , if D(λ)∇f m (λ) and ∇Φ(λ) is Lipschitz continuous, then we can obtain similar results.
B. Relaxed OS-SPS
We consider another family of OS algorithms with a constant matrix D as follows:
where D = diag {d 1 , . . . , d p } with d j > 0, ∀j, and P B (λ) is the projection of λ ∈ IR p onto B. If D = I, the algorithm (17) becomes one of incremental subgradient methods [13] ; so it can be viewed as a diagonally scaled incremental subgradient method.
The special case of (17) is OS-SPS [11] (if α n = 1 and d j is the inverse of a corresponding "precomputed curvature"). For example, for OS-SPS with a quadratic penalty of ψ(t) = t 2 /2, the diagonal elements are as follows:
If we allow a diminishing stepsize, we obtain a relaxed OS-SPS. The relaxed OS-SPS, contrast to ordinary OS-SPS, is globally convergent by the following Theorem [16] .
Theorem 2: Suppose that α n > 0, ∀n, and ∞ n=1 α n = ∞. Then the sequence {λ n } generated by (17) converges toλ = arg max λ∈B Φ(λ).
For any strictly concave function Φ and sub-objective functions f m 's such that Φ = M m=1 f m , if f m (λ) is concave and ∇f m (λ)'s are bounded, then we can obtain similar results.
IV. RESULTS
We performed PL image reconstruction for two-dimensional PET simulation using the Shepp-Logan digital phantom to test the performance of the modified BSREM and the relaxed OS-SPS. We chose 16 subsets by angular downsampling in sinogram. For comparison, we also performed SPS (1 subset with "optimum curvature"), ordinary OS-SPS (16 subsets with "precomputed curvature") and De Pierro's modified EM (DPEM) [18] . The sinogram had 128 radial bins and 160 angles uniformly sampled over 180 degrees. The total photon counts amounted to 5 × 10 6 and, r i corresponded to a uniform field of 10% of random coincidences. The reconstructed images were 128 by 128 pixels and attenuation was not considered. We used a first-order quadratic penalty function ψ(t) = t 2 /2 with a regularization parameter β = 8. The FBP reconstruction was used as a starting image. As a relaxation parameter, we chose α n = 11/(10 + n) for relaxed OS-SPS, and α n = 4 × 10 −4 /n for modified BSREM through a few trials.
The upper bound U forλ computed by (5) in this example was too large for computers capability (∼ exp 10 5 ); so U is virtually infinity. This implies that in practice d j (λ) of (15) becomes λ j as the original BSREM, and P B (·) of (17) becomes just [·] + where [λ] +,j = max{0, λ j }. A real "practical" problem lies in determining the upper bound α 0 for a relaxation parameter to guarantee that the modified (or original) BSREM is positive. Equation (16) gives an extremely small relaxation parameter in this example (since the gradient of the penalty function can be very large on the constraint set B); the convergence rate will become very slow with the small relaxation. Thresholding (like T {λ j } = max{λ j , δ} for some small δ > 0) may ensure positivity without the concern for relaxation parameters. But the algorithm including thresholding is already a "new" algorithm and we will have to analyze the global convergence for this "new" algorithm. Even though the "new" algorithm seems to be also globally convergent, it is not easy to prove it. In this simulation for modified BSREM, we chose a relaxation parameter reasonably small to keep iterates positivity and reasonably large for the algorithm to be fast, through a few trials. In contrast, relaxed OS-SPS does not suffer from this difficulty in choosing α 0 , so it may be more convenient in practice. Fig. 1 shows objective increases in the penalized loglikelihood Φ(λ n ) − Φ(λ 0 ). As can be seen in the figure, OS algorithms (OS-SPS, modified BSREM and relaxed OS-SPS) are faster than non-OS algorithms (SPS and DPEM). Fig. 2 shows the same figure zoomed in for the OS algorithms. We can observe that modified BSREM and relaxed OS-SPS keep increasing-actually, converge to the optimal point-whereas OS-SPS stagnated at a suboptimal point. Although the relaxed OS-SPS seems to be superior to the modified BSREM in the figure, we do not jump to such a conclusion from this preliminary data since the performances depend on relaxation parameters. Fig. 3 displays the reconstructed images by 20 iterations of relaxed OS-SPS and modified BSREM (also the digital phantom and FBP reconstruction).
V. DISCUSSION
We presented relaxed OS algorithms (modified BSREM and relaxed OS-SPS) which are globally convergent. Simulation results showed that both algorithms can be faster than non-OS and unrelaxed OS algorithms, as well as globally convergent. However, for modified BSREM, as mentioned in Section IV, it was hard to determine the relaxation parameter (without thresholding) for ensuring fast and global convergence. By contrary, it is relatively easy to determine the relaxation parameter for relaxed OS-SPS. Since the original OS-SPS has already been correctly scaled, it is effective to use a relaxation parameter starting with 1 and decreasing as ∼ O( 1 n ). Nevertheless, there is still much room for improvement in choosing the relaxation parameters. Training of relaxation parameters for a specific type of tasks may be performed [7] [17]. But we believe that convergence rate analysis will give us more insights related to relaxation and to the choice of scaling functions. We will direct future research to convergence rate analysis. An extension to transmission tomography is straightforward for zero background events. However, for a nonzerobackground-event case, the penalized-likelihood becomes nonconcave; it is an open problem to find a global maximizer. At least we hope to find a stationary point.
