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We study the critical Casimir force for a film geometry in the Ising universality class. We employ a homo-
geneous adsorption preference on one of the confining surfaces, while the opposing surface exhibits quenched
random disorder, leading to a random local adsorption preference. Disorder is characterized by a parameter p,
which measures, on average, the portion of the surface that prefers one component, so that p = 0, 1 correspond
to homogeneous adsorption preference. By means of Monte Carlo simulations of an improved Hamiltonian and
finite-size scaling analysis, we determine the critical Casimir force. We show that by tuning the disorder param-
eter p, the system exhibits a crossover between an attractive and a repulsive force. At p = 1/2, disorder allows
to effectively realize Dirichlet boundary conditions, which are generically not accessible in classical fluids. Our
results are relevant for the experimental realizations of the critical Casimir force in binary liquid mixtures.
PACS numbers: 05.70.Jk,68.15.+e,05.50.+q,05.10.Ln
I. INTRODUCTION
When a fluid close to a critical point is confined be-
tween two surfaces, thermal fluctuations give rise to an effec-
tive force between the confining surfaces [1]. The resulting
fluctuation-induced force is called critical Casimir force and
is the analog of the Casimir effect in quantum electrodynam-
ics [2]. In recent years, the critical Casimir force has attracted
numerous experimental and theoretical investigations, in par-
ticular in view of possible technological applications [3]; see
Refs. [4–7] for reviews on the topic and also the updated list
of references in Ref. [8]. The critical Casimir force is charac-
terized by a universal scaling function, which depends on the
universality class (UC) of the bulk phase transition, as well as
on the shape of the confinement and on the boundary condi-
tions (BC) therein, through the so-called surface universality
classes [9, 10].
Critical Casimir forces have been first indirectly measured
by studying the thickness of wetting layers of 4He [11], and
of classical [12] and quantum [13] binary mixtures, close to
the critical point. More recently, a direct measure of the criti-
cal Casimir force has been obtained by monitoring individual
colloidal particles immersed into a critical binary mixture and
exposed to a substrate [14–19]. The critical Casimir force has
also been studied through its influence on colloidal aggrega-
tion [20–23].
Until recently theoretical investigations of the critical
Casimir force have mainly used field-theoretical methods (see,
e.g., Ref. [8] for a list of references). Only recently their quan-
titatively reliable determination has been obtained by means
of Monte Carlo (MC) simulations. Early numerical simu-
lations have been used in Ref. [24] to compute the critical
Casimir force for the three-dimensional film geometry with
laterally homogeneous BC. More recently, MC simulations
have allowed to determine the critical Casimir force for the
XY UC [25–31] with Dirichlet BC, which describes the criti-
cal behavior of the superfluid phase transition in 4He, and for
the Ising UC [8, 25, 27, 28, 32–45] with various BC, which de-
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scribes, inter alia, the critical behavior of the demixing phase
transition in binary liquid mixtures.
For the latter system the order parameter is given by the de-
viation of the concentration of one of the two species with re-
spect to the critical concentration. In a classical binary liquid
mixture the surfaces involved generically prefer one compo-
nent of the mixture, resulting in an increase of the absolute
value of the order parameter close to the surfaces. The force
is found to be attractive (respectively, repulsive) when the two
surfaces prefer the same (respectively, opposite) component
of the mixture. This property, first predicted on the basis of
mean-field theory [24], has been later confirmed by MC sim-
ulations [27, 28, 32] and by experimental studies [12, 14, 15].
Experimental realizations of the critical Casimir force for col-
loidal particles immersed into binary liquid mixtures have
proven to be very flexible in creating different BC for the sur-
faces involved. Beside surfaces with a homogeneous adsorp-
tion preference [14, 15], the critical Casimir force has been
investigated in the presence of a chemically structured sub-
strate [16], leading to a laterally varying adsorption prefer-
ence, as well as in the presence of a substrate with a gradient in
the adsorption preference [17]. Theoretical investigations of
the critical Casimir force for inhomogeneous BC have consid-
ered the film geometry in the presence of a chemically striped
substrate, studied within mean-field theory [46], within Gaus-
sian approximation [47, 48], and recently by MC simulations
[8, 39, 44]. The critical Casimir force in the presence of a
chemically structured substrate has also been studied within
the Derjaguin approximation for a sphere [49] and a cylindri-
cal colloid [50] close to a planar wall. Inhomogeneous BC
have been also considered within Gaussian approximation in
Refs. [51–53].
In this paper, we investigate the critical Casimir force for a
system that exhibits quenched random disorder on one of its
confining surfaces. The influence of defects and quenched
disorder on surface critical phenomena has attracted much
interest; see Ref. [54] for a recent review. In this context,
an important issue is whether disorder is a relevant or irrel-
evant perturbation. This problem has been extensively in-
vestigated in Ref. [55], where Harris-type criteria have been
formulated. For a semiinfinite three-dimensional system, in
agreement with early results on random-field surface disorder
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2[56], uncorrelated random surface field with null expectation
value and uncorrelated random surface couplings are found to
be irrelevant at the ordinary transition [55]. For the latter type
of disorder the irrelevance on the surface magnetization criti-
cal exponent can be rigorously established, provided that the
surface bonds do not exceed the threshold of the special tran-
sition [57]. Nevertheless, a random surface field wipes out the
two-dimensional surface phase transition [58], so that there is
no multicritical point associated with the surface special tran-
sition.
It is useful to remark that Harris-type criteria are obtained
by a perturbative treatment of disorder to the lowest order
about the “pure” fixed point. Therefore, they are expected
to be predictive for weak disorder: even when a Harris-type
criterion predicts disorder to be an irrelevant perturbation at a
fixed point, sufficiently strong disorder may result in a pertur-
bation that escapes the basin of attraction of the “pure” fixed
point, leading to a new fixed point for RG flow. An exam-
ple in this sense is provided by the three-dimensional gauge-
glass model, which is anXY model with random phase shifts.
For this model, disorder can be considered as a perturbation
that effectively couples to the energy [59]. In agreement with
the corresponding Harris criterion [60], weak disorder is ir-
relevant and the model exhibits a line of second-order phase
transitions in the unperturbed three-dimensionalXY UC [59].
Nevertheless, for sufficiently strong disorder the model under-
goes a continuous phase transition between a paramagnetic
and a glassy phase, with a multicritical point separating the
paramagnetic, ferromagnetic, and glassy phases [59]. Another
example is provided by the 2D ±J Ising model. Here, weak
disorder is marginally irrelevant, so that for weak disorder the
critical behavior is controlled by the “pure” 2D Ising fixed
point [61]. Nevertheless, the model exhibits also a strong-
disorder fixed point [62, 63] and a multicritical point, which
in the phase diagram separates the transition line in the Ising
UC and the one in the strong-disorder UC [63, 64].
In this paper, we study the critical Casimir force for a sys-
tem in the Ising UC and in the film geometry, such that one
confining surface displays a homogeneous adsorption prefer-
ence while the opposite surface exhibits quenched disorder,
leading to a random local adsorption preference. To this end,
we combine numerical integration with MC simulations of an
improved spin model on a three-dimensional lattice. We intro-
duce a parameter p, which controls the fraction of the disor-
dered surface that prefers one component, such that for p = 0
and p = 1 we recover a homogeneous adsorption preference,
while for p = 1/2 on average there is no preferential adsorp-
tion for one of the components. This setup is equivalent to the
presence of an infinitely strong random field on the disordered
surface, such that for p = 1/2 the expectation value of the
surface field vanishes. In agreement with the aforementioned
Harris-type criterion, we find that in this case the surface ef-
fectively realizes a Dirichelet BC, which corresponds to the
ordinary UC. For p 6= 1/2, we observe a crossover to the lim-
iting cases of homogeneous adsorption preference p = 0 and
p = 1.
This paper is organized as follows. In Sec. II we introduce
the lattice model studied here and summarize the finite-size
scaling (FSS) behavior. In Sec. III we discuss the numerical
methods used to compute the critical Casimir force. In Sec. IV
we present our MC results. In Sec. V we summarize our find-
ings.
II. MODEL AND FINITE-SIZE SCALING
We study an improved lattice model [65], whose critical be-
havior belongs to the Ising UC. As in recent numerical studies
of the critical Casimir force [8, 32, 34, 37, 39, 44, 45], we con-
sider the Blume-Capel model [66, 67], which is defined on a
simple cubic lattice, where the spin variables Si on each site i
can take values +1, 0, −1. The reduced HamiltonianH is
H = −β
∑
<ij>
SiSj +D
∑
i
S2i , Si = −1, 0, 1, (1)
so that the Gibbs weight is exp(−H). As done in previous re-
cent investigations of this model [8, 32, 34, 37, 39, 44, 45, 68],
in the following we shall keep D constant, treating it as a
part of the integration measure over the spin configurations,
while we vary the parameter β, which controls the distance
to the critical point. In the limit D → −∞, the model re-
duces to the usual Ising model. Starting from D → −∞, the
phase diagram of the Blume-Capel model displays a line of
second-order phase transitions in the Ising UC, which ends
at a tricritical point Dtri. For D > Dtri, the transition is of
first order. In three dimensions, Dtri has been determined as
Dtri = 2.006(8) in Ref. [69], as Dtri ' 2.05 in Ref. [70],
and more recently as Dtri = 2.0313(4) in Ref. [71]. At
D = 0.656(20) [68] the model is improved, i.e., the lead-
ing scaling correction ∝ L−ω , with ω = 0.832(6) [68], is
suppressed. As in recent numerical investigations of the crit-
ical Casimir force [8, 32, 34, 37, 39, 44, 45], here we fixed
D = 0.655. For such a value of D, the model is critical for
β = βc = 0.387721735(25) [68].
We consider a three-dimensional film geometry, with lateral
extension L‖ and thickness L, with L‖  L. We impose
periodic BC on the two lateral directions, and fixed BC on the
two confining surfaces. On the upper surface we fix the spins
to Si = 1, mimicking a homogeneous adsorption preference.
The spins on the lower surface si are fixed to ±1 according to
the probability distribution
P (si) = pδ (si, 1) + (1− p)δ (si,−1) . (2)
This choice of BC corresponds to a random local adsorption
preference where, locally, the substrate prefers one compo-
nent with probability p. For p = 0 the BC reduce to the so-
called (+,−) BC, i.e., to that of a homogeneous strong ad-
sorption preference, with opposite adsorption preference for
the two confining surfaces. For p = 1, we recover the so-
called (+,+) BC, where the confining surfaces are charac-
terized by an identical adsorption preference. In the presence
of quenched random disorder, one distinguishes between two
averages, the thermal average 〈. . .〉, i.e., the average over the
Gibbs measure at a given disorder configuration {si}, and the
average [. . .] over the disorder realizations.
3The reduced free-energy density F (β, L, L‖, p), i.e, the
free energy per volume V and in units of kBT is given by
F (β, L, L‖, p) ≡ − 1
V
[
ln
(
Z(β, L, L‖; {si})
Z(β = 0, L, L‖; {si})
)]
, (3)
where V ≡ LL2‖ and Z(β, L, L‖; {si}) is the partition func-
tion at a given disorder realization {si}:
Z(β, L, L‖; {si}) =
∑
{Si}
e−H. (4)
The denominator in Eq. (3) fixes the normalization of
F (β, L, L‖, p) such that F (β = 0, L, L‖, p) = 0 [72]. In line
with the prescription of quenched random disorder, in Eq. (3)
the average over the disorder distribution [. . .] is done after
taking the logarithm of the partition function. The reduced
bulk free-energy density Fbulk(β) is obtained by taking the
thermodynamic limit of F (β, L, L‖, p):
Fbulk(β) = lim
L,L‖→∞
F (β, L, L‖, p). (5)
Since Fbulk(β) is independent of the BC, it does not de-
pend on p either. The reduced excess free-energy density
Fex(β, L, L‖, p) is defined as the remainder of F (β, L, L‖, p)
after having subtracted its thermodynamic limit Fbulk(β)
Fex(β, L, L‖, p) ≡ F (β, L, L‖, p)− Fbulk(β). (6)
The critical Casimir force FC per area L2‖ and in units of kBT
is defined as
FC(β, L, L‖, p) ≡ −∂ (LFex)
∂L
∣∣∣
β,L‖,p
= −∂ (LF )
∂L
∣∣∣
β,L‖,p
+ Fbulk(β).
(7)
Close to a critical point, FSS theory predicts a universal scal-
ing behavior of the critical Casimir force. A general review of
FSS theory can be found in Ref. [73], whereas a detailed dis-
cussion thereof in the context of critical Casimir forces can be
found in Ref. [8]. According to renormalization-group (RG)
theory [74] and FSS theory [73], the leading scaling behavior
of FC can be expressed as
FC(β, L, L‖, p) =
1
L3
θ (τ, . . .) ,
τ ≡ t (L/ξ+0 )1/ν , t ≡ (βc/β − 1), (8)
where θ(τ, . . .) is a universal scaling function and ξ+0 is the
nonuniversal amplitude of the correlation length ξ in the high-
temperature phase, which fixes the normalization of τ :
ξ(t→ 0+) = ξ+0 |t|−ν . (9)
From Ref. [32] we infer ξ+0 = 0.4145(4) for the improved
Blume-Capel model studied here. For the critical exponent ν
we use the recent determination ν = 0.63002(10) [68].
Equation (8) holds in the so-called FSS limit, i.e., the limit
of L → ∞, t → 0 at fixed ξ/L. In Eq. (8), the dots . . . de-
note the possible dependence of θ(τ, . . .) on additional scaling
variables, the presence of which depends on the BC; accord-
ingly, the FSS limit is taken by keeping also such additional
scaling variables fixed. For instance, in principle the universal
scaling function θ(τ, . . .) can depend also on the aspect ratio
ρ ≡ L/L‖. For the BC and the film geometry L‖  L con-
sidered here, the dependence of the critical Casimir force on
ρ is expected to be negligible. The MC data presented in the
next section support this observation; therefore, for simplicity
here and in the following we shall neglect the dependence of
the scaling function θ(τ, . . .) on ρ. The aspect-ratio depen-
dence of the critical Casimir force has been investigated in
Refs. [8, 44] for a film geometry L‖  L and in the presence
of a chemically stepped substrate, and in Ref. [33] for periodic
BC.
III. SIMULATION METHODS
In this section, we summarize the numerical methods used
to compute the critical Casimir force. A more detailed dis-
cussion of our implementation of the methods can be found in
Refs. [8, 39]. The determination of the critical Casimir force
proceeds in two steps. We first replace the partial derivative on
the right-hand side of Eq. (7) with a finite difference, comput-
ing the free-energy difference ∆F (β, L, L‖, p) per area L2‖,
between a film of thickness L and a film of thickness L− 1
∆F (β, L, L‖, p) ≡ LF (β, L, L‖, p)
− (L− 1)F (β, L− 1, L‖, p). (10)
By using the definition of the critical Casimir force given in
Eq. (7), one finds [8]
FC
(
β, L− 1
2
, L‖, p
)
= −∆F (β, L, L‖, p) + Fbulk(β),
(11)
where the choice of computing FC at the intermediate thick-
ness L−1/2 ensures that no additional corrections∝ L−1 are
generated in the FSS limit [8].
Equation (8) describes only the leading scaling behavior of
FC . In order to extract the universal scaling function θ(τ, . . .)
from numerical simulations, it is important to take into ac-
count corrections to scaling. In a finite size, and for the im-
proved lattice model considered here, the amplitude of the
leading bulk irrelevant operator is suppressed, so that the lead-
ing scaling correction is expected to be due to the presence of
nonfully periodic BC. Any BC that are not fully (anti)periodic
or, more generally, the absence of translational invariance
gives rise to scaling corrections ∝ 1/L, which, as proposed
for the first time in Ref. [75], can be absorbed by the substi-
tution L → L + c, where c is a nonuniversal, temperature–
independent length. Recently, this property has been con-
firmed in several numerical simulations of classical models
[8, 29, 32, 34, 36, 37, 39, 44, 45, 76, 77] and has been argued
to hold also for FSS behavior at a quantum phase transition
4[78]. In the present case, upon employing the substitution
L → L + c in Eq. (8) and using it in Eq. (11), we obtain
the following FSS Ansatz for ∆F (β, L, L‖, p):
∆F (β, L, L‖, p) = Fbulk(β)
− 1
(L− 1/2 + c)3 θ
(
t
(
L− 1/2 + c
ξ+0
)1/ν
, . . .
)
. (12)
A detailed discussion on the type of scaling corrections and
possible modifications to Eq. (12) can be found in Ref. [39].
Two methods for computing ∆F (β, L, L‖, p) have gained
popularity in recent numerical investigations. In the coupling
parameter approach introduced in Ref. [27] and also used in
Refs. [8, 28, 35, 38–41, 44], one defines a crossover Hamilto-
nian Hλ ≡ (1− λ)H1 + λH2, which depends on a param-
eter λ ∈ [0, 1] and is a convex combination of the Hamil-
tonian H1 for a film of thicknesses L and of the Hamilto-
nian H2 which corresponds to a film thickness L − 1. Then
∆F (β, L, L‖, p) is obtained by a numerical integration over
λ of the thermal average of a suitable observable 〈H2−H1〉λ
in the Gibbs ensemble described by Hλ. This observable
can be computed by standard MC simulations. An alterna-
tive approach, introduced in Ref. [26] and also employed in
Refs. [29–34, 39, 42, 44] consists in evaluating F (β, L, L‖, p)
for thicknesses L and L − 1 through a numerical integration
over β, where the integrand ∂F/∂β can be determined by
standard MC simulations, and subsequently calculating the
free-energy difference in Eq. (10). Another recent method
for computing the Casimir force is the geometric cluster al-
gorithm, which has been employed in Refs. [37, 45].
Finally, the universal scaling function θ(τ, . . .) of the crit-
ical Casimir force is obtained by inverting Eq. (12). For
this purpose, one needs the value of the nonuniversal con-
stant c, which can be conveniently determined by studying
the Casimir force at criticality, and a determination of the bulk
free-energy density Fbulk(β). For the subtraction of Fbulk(β),
we have used the data obtained in Ref. [39], where we have
determined Fbulk(β) for the present model, using periodic BC
and achieving a precision of 10−7.
In this work we have also computed the derivative of the
critical Casimir force with respect to the disorder parameter
p. Using Eq. (11), ∂FC/∂p can be expressed as
∂FC
(
β, L− 12 , L‖, p
)
∂p
= −∂∆F (β, L, L‖, p)
∂p
, (13)
where Fbulk(βc) drops out because it is disorder-independent.
Hence, the determination of ∂FC/∂p reduces to the computa-
tion of the derivative of the free-energy difference with respect
to p and no subsequent subtraction of the bulk free-energy
density is needed. Both the coupling parameter approach and
the method of thermodynamical integration over β rely on a
numerical integration of an observable sampled by standard
MC simulations. Since the numerical quadrature commutes
with ∂/∂p, the evaluation of ∂∆F/∂p reduces to the compu-
tation of the derivative with respect to p of the observable used
to determine the critical Casimir force. To this end, let us con-
sider in full generality the problem of determining ∂[〈O〉]/∂p,
where O is an arbitrary observable. Its mean value is given by
[〈O〉] =
∑
{si=±1}
(∏
i
P (si)
)
〈O〉, (14)
where the thermal expectation value 〈O〉 depends implic-
itly on the disorder realization {si}. In order to compute
∂[〈O〉]/∂p, we cast P (si) in the form [79]
P (si) = e
Kpsi
2 coshKp
, e2Kp =
p
1− p , (15)
so that Eq. (14) can be expressed as
[〈O〉] =
∑
{si=±1}
eKp
∑
i si
(2 coshKp)
M
〈O〉, (16)
where M is the number of quenched spins si; M = L2‖ in the
present case. Using Eq. (16) it is straightforward to write an
expression for ∂[〈O〉]/∂p:
∂[〈O〉]
∂p
=
dKp
dp
([S〈O〉]− [S][〈O〉]) , S ≡
∑
i
si.
(17)
Combining the coupling parameter approach with Eq. (17),
we have determined ∂∆F/∂p for p = 1/2; our results are
presented in Sec. IV B. The evaluation of ∂∆F/∂p turned out
to be computationally rather involved because of the statistical
noise in the estimator of Eq. (17), so that a large number of
disorder samples are needed in order to achieve a satisfactory
precision. We observe that for p = 1/2, the second term on
the right-hand side of Eq. (17) vanishes because [S] = 0, so
that in principle it can be omitted in computing ∂[〈O〉]/∂p.
Nevertheless, in our numerical results at p = 1/2, we have
found necessary to subtract the second term on the right-hand
side of Eq. (17). In fact, upon substituting the exact disorder
average [. . .] with an average over a finite number of disorder
samples, the large statistical covariance between the first and
the second term on the right-hand side of Eq. (17) gives rise
to a large reduction of the statistical error bar of ∂[〈O〉]/∂p
when the second term is included: without its subtraction, the
resulting error bar of ∂[〈O〉]/∂p largely dominates over its
average value, rendering the MC estimates useless.
In numerical simulations of models in the presence of
quenched disorder, the sampled observables are computed by
averaging the MC data over a finite number of measuresNMC
at a given realization of the quenched variables, and subse-
quently averaged over a finite number Ns of disorder sam-
ples. The statistical error bars are essentially determined by
the number of disorder samples. More precisely, as proven in
Appendix B of Ref. [80], for most of the observables (includ-
ing the ones used here to compute the critical Casimir force)
the MC sampled average converges in probability to the true
value for Ns → ∞ at fixed NMC, irrespective of value of
NMC. In fact, provided that the MC data are correctly ther-
malized, one could even sample a single measure NMC = 1
per sample. In practice, it is convenient to take a sufficiently
large value of NMC in order to check the thermalization. We
5TABLE I. Fits to Eq. (18) for p = 1/2. Lmin is the minimum lattice
thickness taken into account. DOF denotes the degrees of freedom.
Lmin Fbulk(βc) Θ c χ
2/DOF
8 −0.07573681(3) 0.529(3) −0.90(1) 15.0/18
12 −0.07573684(4) 0.523(6) −0.96(4) 11.8/15
16 −0.07573689(5) 0.507(9) −1.2(1) 5.2/12
24 −0.07573689(8) 0.51(2) −1.2(3) 3.8/9
mention that it is possible to optimize the MC run in order
to minimize the variance at a fixed computational time; see
Appendix B of Ref. [80] for a discussion of this point.
IV. RESULTS
A. Critical Casimir force at p = 1/2
In a series of MC simulations we have computed ∆F (β =
βc = 0.387721735, L, L‖, p) employing the coupling pa-
rameter approach mentioned in Sec. III for film thicknesses
L = 8, 12, 16, 24, 32, 48, and 64, and for three different
aspect ratios ρ = L/L‖ = 1/8, 1/12, and 1/16. We have
sampled the distribution of the randomly frozen spins given
in Eq. (2) with p = 1/2 by averaging over Ns disorder sam-
ples. For lattice sizes L = 48, L = 64 we have considered
Ns = 100k (1k = 103) for ρ = 1/8, Ns = 50k for ρ = 1/12,
and Ns = 25k for ρ = 1/16. For L = 24, 32 we have sam-
pled the disorder distribution with Ns = 20k for ρ = 1/8,
Ns = 10k for ρ = 1/12, and Ns = 5k for ρ = 1/16. A
smaller number of disorder realizations has been considered
for smaller lattices. Within the statistical precision our results
are independent of the aspect ratio ρ; thus, we consider them
as reliably describing the limit ρ→ 0.
By setting β = βc in Eq. (12), we obtain the expected lead-
ing FSS behavior of ∆F (β = βc, L, L‖, p):
∆F (βc, L, L‖, p) = Fbulk(βc)− Θ
(L− 1/2 + c)3 , (18)
where Θ ≡ θ(τ = 0, . . .) is the Casimir force amplitude at
criticality. Here, we are implicitly taking the FSS limit at fixed
p = 1/2.
In Table I we report the results of the fits of
∆F (βc, L, L‖, p) to Eq. (18), leaving Fbulk(βc), Θ, and c as
free parameters, as a function of the smallest thickness Lmin
used in the fits. Inspection of the fit results reveals a good
χ2/DOF (DOF denotes the degrees of freedom); however,
the fitted values of Θ display a small dependence on Lmin,
which is of the size of the statistical error bars. In order to
assess the size of possible subleading or competing scaling
corrections, we have considered an alternative Ansatz for the
FSS behavior of the critical Casimir force. In the presence of
a generic correction-to-scaling term ∝ L−ω , Eq. (18) should
be generalized to [81]
∆F (βc, L, L‖, p) = Fbulk(βc)− Θ · (1− C(L− 1/2)
−ω)
(L− 1/2)3 .
(19)
We have fitted our MC data for ∆F (βc, L, L‖, p) to Eq. (19),
leaving Fbulk(βc), Θ, C, and ω as free parameters. Using
all the available lattice sizes we obtain Θ = 0.52(2) and
ω = 1.1(1), which is consistent with Eq. (18), where the
leading scaling correction is ∝ L−1. Nevertheless, we cannot
exclude the presence of additional irrelevant operators with
an RG dimension close to −1. Inspecting the fit results re-
ported in Table I, we can take as a conservative estimate of
Θ the fit result for Lmin = 24, Θ = 0.51(2), which also
agrees with the other results for Lmin < 24, including a vari-
ation of one error bar, and with the fit to Eq. (19). As a
further check of this result, we observe that the fitted values
of Fbulk(βc) fully agree with the result reported in Ref. [32]
Fbulk(βc) = −0.0757368(4) and with the values obtained in
Ref. [39] for the various BC considered therein. Our result
for Θ can be compared with the critical Casimir force ampli-
tude for a system in the film geometry and in the Ising UC
for the so-called (+, o) BC, where one of the confining sur-
faces exhibits a strong uniform adsorption preference, while
the opposite surface has open BC, thus realizing Dirichlet
BC, which correspond to the ordinary surface UC. Recent nu-
merical studies have reported Θ(+,o) = 0.497(3) [34] and
Θ(+,o) = 0.492(5) [39]. These values are in full agreement
with our result for p = 1/2 and thus suggest that the result-
ing critical Casimir force is equivalent to the force for a sys-
tem where the disordered surface is substituted by a surface
where the spin variables are fixed to their expectation value
[si] = 2p−1 = 0, realizing open BC. Dirichlet BC are gener-
ically not accessible in fluids; such BC can also be obtained
with a chemically striped surface, in the limit of narrow stripes
[39].
The disorder setup for p = 1/2 is equivalent to a random
surface field with a bimodal distribution ±h of vanishing ex-
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FIG. 1. (Color online) The universal scaling function θ(τ) for
p = 1/2, obtained using c = −1.2(1) as inferred from Table I. We
compare our results with the previous determinations of θ(+,o)(τ),
as obtained in Ref. [39] for L = 24, in Ref. [34] for L = 16, and
in Ref. [35] for L = 20. The error bars for L = 8 are obtained as a
sum of the statistical error bars stemming from the MC simulations
and of the uncertainty in c; the latter gives the dominant contribution.
The omitted error bars are comparable with the symbol size.
6pectation value and in the limit of infinite amplitude h → ∞.
According to a Harris-type criterion for weak surface disorder
[55], random surface field with null expectation value is an ir-
relevant perturbation at the ordinary transition. Thus, our MC
results support the validity of this Harris-type criterion in the
limit of infinite amplitude of the random field. This finding is
further confirmed by the determination of the critical Casimir
scaling function θ(τ) for p = 1/2, which is shown in Fig. 1. It
has been computed using the scheme of thermodynamical in-
tegration over β (see Sec. III), for L = 8, 12, 16, aspect ratios
ρ = 1/8, 1/12, 1/16, and averaging over Ns = 100 − 1000
disorder samples. We have checked that within the numeri-
cal accuracy our results are independent of the aspect ratio ρ
and thus are a reliable extrapolation of the ρ → 0 limit; in
the curves shown in Fig. 1 we have taken the average over
the three aspect ratios. In Fig. 1 we also compare our re-
sults with those obtained for (+, o) BC in Refs. [34, 35, 39].
Our results for L ≥ 12 agree very well with the curves for
θ(+,o)(τ) as determined in Refs. [34, 39]. As mentioned in
Ref. [39], the small, but significant, deviation from the curve
of Ref. [35] may be due to residual scaling corrections in the
data of Ref. [35].
B. Crossover behavior for p 6= 1/2
Using the coupling parameter approach we have computed
∆F (β = βc = 0.387721735, L, L‖, p) for L = 8, 12,
16, 24, 32, 48, and 64 and for three different aspect ratios
ρ = L/L‖ = 1/8, 1/12, and 1/16. We have sampled the
distribution of the randomly frozen spins given in Eq. (2) with
p = 0.2, 0.3, 0.7, and 0.8 by averaging over Ns disorder sam-
ples. For lattice size L = 64 we have considered Ns = 100k
for ρ = 1/8, Ns = 50k for ρ = 1/12, and Ns = 25k for
ρ = 1/16. For L = 48 we have sampled the disorder distri-
bution with Ns = 50k for ρ = 1/8, Ns = 25k for ρ = 1/12,
and Ns = 10k for ρ = 1/16. For L = 24, 32 we have con-
sidered Ns = 20k for ρ = 1/8, Ns = 10k for ρ = 1/12,
and Ns = 5k for ρ = 1/16. A smaller number of disorder
realizations has been sampled for smaller lattices. As in the
case of the symmetric distribution p = 1/2, within the statis-
tical precision our results are independent of the aspect ratio ρ
and thus they can be regarded as reliably describing the limit
ρ→ 0.
For values of p 6= 1/2 considered here, the frozen spins
{si} acquire a nonzero expectation value; therefore, disor-
der realizes symmetry-breaking BC. Without making any as-
sumption a priori on the fixed points that control the critical
behavior, we have attempted to fit the MC results to Eq. (18),
leaving Fbulk(βc), Θ, and c as free parameters. Such an
Ansatz, where no additional scaling variables for Θ are in-
troduced, corresponds to taking the FSS limit at a fixed value
of p. Inspection of the fit results reported in Table II shows
that Θ changes sign with p: the force is attractive for p > 1/2
and repulsive for p < 1/2. Furthermore, the fit results for
p < 1/2 (respectively, for p > 1/2) appear to approach a
common value Θ ≈ 5.5 − 5.6 (respectively, Θ ≈ −0.8).
For p < 1/2, upon increasing Lmin the fitted value of Θ ap-
proaches the critical Casimir force amplitude for (+,−) BC
Θ(+,−) = Θ(p = 0) = 5.613(20) [32]. Indeed, fit results
for p = 0.2 exhibit a small drift as Lmin is increased. For
Lmin ≥ 12 the fitted values of Fbulk(βc) agree with the pre-
vious determination Fbulk(βc) = −0.0757368(4) [32] and
for Lmin = 24, the fitted value of Θ = 5.61(3) matches
Θ(+,−) = Θ(p = 0) = 5.613(20) [32]. For p = 0.3 the fit-
ted values of Θ exhibit a systematic drift as Lmin is increased.
Nevertheless, the results are compatible with a slow approach
to the (+,−) fixed point. In fact, the resulting Θ(p = 0.3)
for Lmin = 24 differs only by 2% from Θ(+,−) = Θ(p =
0) = 5.613(20) [32]. The fit results for p = 0.7, 0.8 are
more stable upon increasing Lmin, and Fbulk(βc) agrees with
the available value Fbulk(βc) = −0.0757368(4) [32]. Ex-
cept for p = 0.7, Lmin = 8, the fitted values of Θ values
agree with the critical Casimir force amplitude for (+,+) BC
Θ(+,+) = Θ(p = 1) = −0.820(15) [32].
The fit results show that the critical behavior for p < 1/2
(respectively, p > 1/2) is controlled by the p = 0 (respec-
tively, p = 1) fixed point. Indeed, the present disorder setup
where the spins of the lower substrate are fixed according to
the probability distribution of Eq. (2) is equivalent to a film
of thickness L − 1, where the lower spins are subject to an
uncorrelated random field with bimodal distribution ±β of
nonzero mean value β[si] = β(2p − 1) and standard devia-
tion 2β
√
p(1− p). Therefore, disorder can be regarded as a
perturbation on a system where the lower confining surface
is subject to a finite field h = β(2p − 1), with h < 0 for
p < 1/2 and h > 0 for p > 1/2. In the presence of a
nonzero surface field h, the fixed point of the RG flow gives
the so-called normal UC [9, 10], which is equivalent to the
extraordinary UC [82]; for the system considered here, due to
the presence of an opposing surface with spins fixed to +1,
this corresponds to (+,−) BC for h < 0 and to (+,+) BC
for h > 0. According to a Harris-type criterion for surface
disorder, an uncorrelated random surface field is an irrelevant
perturbation at the normal-extraordinary fixed point [55]. Our
MC results confirm the validity of this Harris-type criterion
for the disorder distribution given in Eq. (2). We notice that
for p > (2−√2)/4 ' 0.15 and p < (2 +√2)/2 ' 0.85 the
standard deviation of the probability distribution exceeds its
mean value; thus, for the values of p considered here disorder
represents a strong perturbation.
Our results clearly show that p − 1/2 is a relevant pertur-
bation to the p = 1/2 fixed point. For p → 1/2 the univer-
sal scaling function for the critical Casimir force is expected
to acquire an additional scaling variable (p − 1/2)Ly and to
show a crossover behavior from the p = 1/2 fixed point to
the p = 0, 1 fixed points. Therefore, for p → 1/2 the critical
Casimir force is expected to exhibit the following FSS behav-
ior
FC(β, L, L‖, p) =
1
L3
θ (τ, ϕ = (p− 1/2)Ly) , p→ 1/2,
(20)
where y > 0 is the RG dimension of the relevant perturba-
tion and scaling corrections have been neglected. The scal-
ing function θ introduced in Eq. (20) is universal up to a
nonuniversal normalization constant of the relevant scaling
7TABLE II. Same as Table I for p = 0.2, 0.3, 0.7, 0.8.
Lmin Fbulk(βc) Θ c χ
2/DOF
8 −0.07573759(3) 5.378(4) 0.864(2) 1030.0/18
p = 0.2 12 −0.07573706(3) 5.533(6) 1.029(6) 41.4/15
16 −0.07573692(4) 5.584(11) 1.10(1) 5.8/12
24 −0.07573687(7) 5.61(3) 1.13(4) 2.3/9
8 −0.07573933(3) 4.650(5) 1.478(4) 6285.3/18
p = 0.3 12 −0.07573795(4) 5.104(8) 2.075(9) 390.2/15
16 −0.07573742(5) 5.32(1) 2.41(2) 39.8/12
24 −0.07573705(9) 5.49(3) 2.69(5) 5.2/9
8 −0.07573728(4) −0.946(9) 4.05(5) 137.8/18
p = 0.7 12 −0.07573699(5) −0.83(1) 3.13(9) 14.3/15
16 −0.07573693(6) −0.81(2) 2.8(2) 10.7/12
24 −0.0757368(1) −0.77(4) 2.4(5) 5.6/9
8 −0.07573689(4) −0.834(6) 1.21(2) 13.6/18
p = 0.8 12 −0.07573689(4) −0.834(9) 1.21(6) 13.4/15
16 −0.07573686(6) −0.82(2) 1.1(1) 10.8/12
24 −0.0757368(1) −0.81(4) 1.0(4) 8.6/9
field up ∝ p − 1/2. We note that Eq. (20) is expected to be
valid in the vicinity of the fixed point p = 1/2 only; additional
corrections stem from higher-order terms in the expansion of
the scaling field up ∝ (p− 1/2) + O(p− 1/2)2 [83]. More-
over, Eq. (20) breaks down at p = 0, 1, where the confining
surfaces exhibit homogeneous adsorption preference and no
additional scaling variables are present [24, 27, 28, 32]. For
1/2 < p < 1 (respectively, 0 < p < 1/2) and a finite lat-
tice size L, the system exhibits a crossover behavior from the
p = 1/2 fixed point to the p = 1 (respectively, p = 0) fixed
point, which is more evident for values of p closer to p = 1/2
and for smaller lattice sizes. This is consistent with the fit re-
sults of Table II, which for p = 0.3 (respectively, for p = 0.7)
show a larger deviation from the previous determination of
Θ(+,−) (respectively, Θ(+,+)) with respect to the correspond-
ing results for p = 0.2 (respectively, p = 0.8).
The observed crossover behavior is analogous to the
crossover effect on the critical Casimir force due to finite sur-
face fields [34, 35, 84]. In view of this analogy, one may
expect to identify the RG dimension y in Eq. (20) with the
RG dimension of the surface field at the ordinary transition
yh1 = 0.7249(6) [34]. The exponent y of Eq. (20) can
be extracted by computing ∂∆F (βc, L, L‖, p)/∂p. By using
Eq. (20) in Eq. (13) and assuming corrections to scaling ana-
log to Eq. (12), we find
∂∆F (βc, L, L‖, p)
∂p
∣∣∣
p=1/2
= A (L− 1/2 + c)y−3 , (21)
where A is a nonuniversal constant. Using the method dis-
cussed in Sec. III, we have computed ∂∆F/∂p for p = 1/2
and lattice sizes L = 8, 12, 16, averaging over Ns = 100k
samples, and L = 24 averaging over Ns = 400k samples.
We have chosen an aspect ratio ρ = 1/8, which, according
to the above results, reliably describes the ρ → 0 limit. A fit
of the MC data to Eq. (21) leaving A and y as free parame-
ters and setting c = −1.2(1) as inferred from Table I gives
y = 0.79(2 + 3), where the first error is the statistical error
bar of the fit and the second one reflects the uncertainty in c;
disregarding the data at L = 8 we obtain y = 0.68(7 + 2).
Taking into account the fact that, according to the analysis of
Sec. IV A, data at L = 8 are affected by residual scaling cor-
rections, our results support, albeit with a limited precision,
the identification of y with the RG dimension of the surface
field at the ordinary UC yh1 = 0.7249(6) [34].
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FIG. 2. (Color online) Crossover scaling function Θ(ϕ = (p −
1/2)(L − 1/2 + c)y) for p = 0.1, 0.2, 0.3, 0.4, 0.6, 0.7, 0.8, 0.9,
and lattice sizes L = 8, 12, 16, 24, 32, 48, 64. The results for
Θ(ϕ) have been obtained by inverting Eq. (22), using Fbulk(βc) =
−0.0757368(4) [32], c = −1.2(1), and y = yh1 = 0.7249(6)
[34]. The curve Θ(ϕ) saturates at Θ(ϕ → −∞) = Θ(+,−) =
5.613(20) [32] and Θ(ϕ → +∞) = Θ(+,+) = −0.820(15) [32],
which are indicated by dashed lines (see Sec. IV B). At ϕ = 0 the
scaling function Θ(ϕ) attains the value Θ(ϕ = 0) = Θ(+,o) =
0.492(5) [39], which is indicated by a cross (see Sec. IV A). The
points with displayed error bars correspond to the film thickness
L = 64; for these data the final accuracy is mainly due to the er-
ror bars of ∆F and of Fbulk(βc). The omitted error bars are smaller
than, or of the size of, the symbols.
8In order to further strengthen this hypothesis, we have re-
analyzed the data for ∆F (β = βc = 0.387721735, L, L‖, p)
with p 6= 1/2. By inserting Eq. (20) in Eq. (11) and assuming
corrections to scaling analog to Eq. (12), we find
∆F (βc, L, L‖, p) = Fbulk(βc)
− 1
(L− 1/2 + c)3 Θ (ϕ = (p− 1/2)(L− 1/2 + c)
y) ,
(22)
where we have defined Θ(ϕ) ≡ θ(τ = 0, ϕ) as the scal-
ing function, which describes the crossover behavior at crit-
icality. It can be obtained by inverting Eq. (22); to this
end, we use Fbulk(βc) = −0.0757368(4) [32] and c =
−1.2(1), as inferred from Table I. In Fig. 2 we show Θ(ϕ)
as a function of the scaling variable ϕ = (p − 1/2)(L −
1/2 + c)y , computed assuming the identification of the ex-
ponent y = yh1 = 0.7249(6) [34]. The results shown in
Fig. 2 have been obtained using the data of ∆F (β = βc =
0.387721735, L, L‖, p) for the values of p considered above,
supplemented by some additional MC data with p = 0.1, 0.4,
0.6, 0.9 for L = 8, 12, 16, and 24. Within the statistical ac-
curacy we observe a scaling collapse for all the lattice sizes
and values of p, confirming the validity of Eq. (20) and the
identification of the exponent y with the RG dimension of the
surface field at the ordinary UC.
V. SUMMARY
We have numerically investigated the critical Casimir force
in a film geometry, where one surface exhibits a homogeneous
adsorption preference, and the opposing surface displays a
random local adsorption preference, characterized by a pa-
rameter p, which measures, on average, the portion of the sur-
face that prefers one component. When p = 1/2, on average
there is no preferential adsorption for one component and the
resulting critical Casimir force belongs to the (+, o) UC, sup-
porting the validity of a Harris-type criterion [55] for uncor-
related random surface field, in the limit of infinite amplitude.
Thus, for p = 1/2 a disordered substrate allows to effectively
realize Dirichlet BC, which generically do not hold for fluids;
Dirichlet BC are also obtained in the presence of a chemically
striped surface, in the limit of small stripes width [39]. A con-
current study considered the critical Casimir force in the pres-
ence of random Gaussian fields with vanishing mean value on
both confining surfaces [85], confirming the stability of the
ordinary UC against weak disorder, but reporting a different
scaling behavior for infinitely strong disorder.
In the present case, when p > 1/2 (respectively, p < 1/2)
the critical Casimir force belongs to the (+,+) [respectively,
(+,−)] UC. We observe significant crossover effects and pro-
vide evidence that the perturbation associated with the devia-
tion from the p = 1/2 fixed point can be identified with the
surface field.
The present setup can be experimentally realized by moni-
toring the thickness of a wetting layer of a binary liquid mix-
ture close to criticality on a disordered substrate. Another pos-
sibility is provided by considering a spherical colloidal parti-
cle in front of such a disordered substrate, provided that the
radius of the particle is much larger than its distance to the
wall.
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