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Abstract 
To meet the Basel II regulatory requirements for the Advanced Measurement Approaches, 
the bank’s internal model must include the use of internal data, relevant external data, 
scenario analysis and factors reflecting the business environment and internal control 
systems. Quantification of operational risk cannot be based only on historical data but 
should involve scenario analysis. Historical internal operational risk loss data have 
limited ability to predict future behaviour moreover, banks do not have enough internal 
data to estimate low frequency high impact events adequately. Historical external data are 
difficult to use due to different volumes and other factors. In addition, internal and 
external data have a survival bias, since typically one does not have data of all collapsed 
companies. The idea of scenario analysis is to estimate frequency and severity of risk 
events via expert opinions taking into account bank environment factors with reference to 
events that have occurred (or may have occurred) in other banks. Scenario analysis is 
forward looking and can reflect changes in the banking environment. It is important to 
not only quantify the operational risk capital but also provide incentives to business units 
to improve their risk management policies, which can be accomplished through scenario 
analysis. By itself, scenario analysis is very subjective but combined with loss data it is a 
powerful tool to estimate operational risk losses. Bayesian inference is a statistical 
technique well suited for combining expert opinions and historical data. In this paper, we 
present examples of the Bayesian inference methods for operational risk quantification. 
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1 Introduction 
Under the Basel II requirements, see BIS (2005), a bank intending to use the Advanced 
Measurement Approaches (AMA) for the quantification of operational risk should 
demonstrate accuracy of internal models within Basel II risk cells (eight business lines 
times seven risk types) relevant to the bank. To meet the regulatory requirements, the 
model should make use of internal data, relevant external data, scenario analysis and 
factors reflecting the business environment and internal control systems. Basel II defines 
operational risk as the risk of loss resulting from inadequate or failed internal processes, 
people and systems or from external events. This definition includes legal risk, but 
excludes strategic and reputational risk. There are various aspects of operational risk 
modelling, see for e.g. Chavez-Demoulin, Embrechts and Nešlehová (2006) or Cruz 
(2004). Under the Loss Distribution Approach (LDA) for AMA, banks should quantify 
distributions for frequency and severity of operational losses for each risk cell (business 
line/event type) over a one year time horizon. The commonly used model for the annual 
loss in a single risk cell (business line/event type) is a compound process 
 
∑
=
=
N
i
iXZ
1
,                                                             (1) 
 
where N is the annual number of events modelled as a random variable from some 
discrete distribution (typically Poisson) and NiX i ,...,1, = , are severities of the events 
modelled as independent random variables from a continuous distribution. Frequency N 
and severities iX  are assumed independent. Note that the independence assumed here is 
conditional on distribution parameters. Estimation of the annual loss distribution by 
modelling frequency and severity of losses is a well-known actuarial technique, see e.g. 
Klugman, Panjer, and Willmot (1998). It is also used to model solvency requirements in 
the insurance industry, see e.g. Sandström (2006), Wüthrich (2006). 
The estimation of frequency and severity distributions is a challenging task, 
especially for low frequency high impact losses. The banks internal data (usually 
truncated below approximately US$20,000) are available typically over several years and 
contain few (or none) high impact low frequency losses. The external data (losses 
experienced by other banks) are available through third party databases, but these are 
difficult to use directly due to different volumes and other factors. Typically, external 
data are available above US$1million. Moreover, the data have a survival bias as 
typically the data of all collapsed companies are not available. It is difficult to estimate 
distributions using these data only. It is also clear that this estimation is backward looking 
and has limited ability to predict the future due to a constantly changing banking 
environment. For example, assume that a new policy was introduced in the bank, aiming 
to decrease the operational risk losses. Then it cannot be captured in the model based on 
the loss data only. As another example, assume that the risk has a true arrival rate of 
1/100. A bank started to collect data two years ago and by chance this risk event occurred 
within this period. Formally, applying loss data approach, the arrival rate of this risk 
might be estimated as 1/2, which is clearly overestimated, however, it is important to take 
this event into account.  
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It is very important to have scenario analysis incorporated into the model. In fact, 
it is mandatory to include scenario analysis into the model to meet the regulatory 
requirements. Scenario analysis is a process undertaken by banks to identify risks; 
analyse past events experienced internally and by other banks (including near miss 
losses); consider current and planned controls in the banks; etc. Usually, it involves 
workshops and templates to identify weaknesses, strengths and other factors. As a result 
some rough quantitative assessment of risk frequency and severity distributions is 
obtained from expert opinions. By itself, scenario analysis is very subjective and should 
be combined (supported) by the actual loss data analysis.  
In practice, ad-hoc procedures are often used by banks to combine internal data, 
external data and expert opinions. For example: 
• Fit distribution to the combined samples of internal and external data. 
• Estimate event arrival rates extλ  and intλ  implied by external and internal data, and 
combine them as extww λλ )1(int −+  using expert specified (or calculated by ad hoc 
procedure) weight w  to estimate frequency distribution. 
• Estimate distribution as a weighted sum )()1()()( 2121 XFwwXFwXFw EISA −−++ , 
where )(XFSA , )(XFI , and )(XFE  are the distributions identified by scenario 
analysis, internal data, and external data respectively, using ad-hoc calculated weights 
1w  and 2w . 
 
Bayesian inference is a statistical technique well suited to incorporate expert opinions 
into data analysis. There is a broad literature covering Bayesian inference and its 
applications for the insurance industry as well as other areas. For a good introduction to 
the Bayesian inference method, see Berger (1985), or for the closely related methods of 
credibility theory, see Bühlmann and Gisler (2005). The method allows for structural 
modelling where expert opinions are incorporated into the analysis via specifying 
distributions (so-called prior distributions) for model parameters. These are updated by 
the data as they become available. At any point in time, the expert may reassess the prior 
distributions, given the availability of new information (for example when new policy 
control is introduced), that will incorporate this information into a model. In our 
experience, this technique is rarely used for operational risk, although briefly mentioned 
in Cruz (2002). Below we describe this technique within the context of operational risk 
and provide several examples of its application for operational risk quantification. 
 
2 Bayesian inference 
Consider a random vector of observations ),...,,( 21 nXXX=X  whose density, for a 
given vector of parameters ),...,,( 21 Kθθθ=θ , is )|( θXh . In the Bayesian approach, both 
observations and parameters are considered to be random. Then Bayes’ theorem can be 
formulated as  
 
)()|(ˆ)()|(),( XXθθθXθX hhh ππ == ,                               (2) 
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where )(θπ  is the density of parameters, a so-called prior distribution (typically, )(θπ  
depends on a set of further parameters that are called hyperparameters, omitted here for 
simplicity of notation); )|(ˆ Xθπ  is the density of parameters given observed data ,X  a 
so-called posterior distribution; ),( θXh  is the joint density of observed data and 
parameters; )|( θXh  is the density of observations for given parameters, and )(Xh  is a 
marginal density of X . The later can also be written as  
 
∫= θθθXX dhh )()|()( π .                                                  (3) 
 
For simplicity of notation, we consider continuous )(θπ  only. If )(θπ  is a discrete 
distribution, then the integration in the above expression should be replaced with a 
summation ∑= )()|()( θθXX πhh .  
 
The objective (in the context of operational risk) is to estimate the predictive distribution 
(frequency and severity) of a future observation 1+nX  conditional on all available 
information ),...,,( 21 nXXX=X . Assume that conditionally, given parameters θ , 1+nX  
and X  are independent and 1+nX  has a density )|( 1 θ+nXf . Then the conditional density 
of 1+nX , given X , is  
 
 ∫ ×= ++ θXθθX dXfXf nn )|(ˆ)|()|( 11 π .                                       (4) 
 
It is common to assume (and is assumed in all examples below) that 121 ,,...,, +nn XXXX  
are conditionally independent (given θ) and identically distributed. Using (2), the 
posterior distribution can be written as 
 
)(/)()|()|(ˆ XθθXXθ hh ππ = .                                                (5) 
 
The distribution )|( θXh  is a likelihood function of observations. Here, )(Xh  plays the 
role of a normalization constant, thus, the posterior distribution can be viewed as a 
product of a prior knowledge with a likelihood function of observed data. In the context 
of operational risk we propose the following three steps: 
 
• The prior distribution )(θπ  should be estimated by scenario analysis (expert opinions 
with reference to external data). 
• Then the prior distribution should be weighted with the observed data using formula 
(5) to get a posterior distribution )|(ˆ Xθπ . 
• Formula (4) is then used to calculate the predictive distribution of 1+nX  given the 
observations X . 
The approach of the Bayesian estimates leads to optimal estimates in a sense that the 
mean square error of prediction is minimized, for more on this topic see e.g. Bühlmann 
and Gisler (2005). 
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The iterative update procedure for priors: If the observations nXXX ,...,, 21  are 
conditionally (given θ ) independent and identically distributed with density )|(. θf , then 
the likelihood function can be written as ∏
=
=
n
i
iXfh
1
)|()|( θθX . Denote the posterior 
distribution calculated after k observations as ),...,|(ˆ 1 kk XXθπ , then using (5), observe 
that  
 
   )|(),...,|(ˆ)|()(),...,|(ˆ 111
1
1 θθθθθ kkk
k
i
ikk XfXXXfXX ×∝∝ −−
=
∏ πππ .        (6) 
 
Hereafter, ∝  is used for statements with the relevant terms only. It is easy to see from (6), 
that the updating procedure which calculates the posteriors from priors can be done 
iteratively. Only the posterior distribution calculated after k-1 observations and the k-th 
observation are needed to calculate the posterior distribution after k observations. Thus 
the loss history over many years is not required, making the model easier to understand 
and manage, and allowing experts to adjust the priors at every step. Formally, the 
posterior distribution calculated after k-1 observations can be treated as a prior 
distribution for the k-th observation. In practice, initially, we start with the prior 
distribution )(θπ  identified by expert opinions and external data only. Then, the posterior 
distribution )|(ˆ Xθπ  is calculated, using (5), when actual data are observed. If there is a 
reason (for example, the new control policy introduced in a bank), then this posterior 
distribution can be adjusted by an expert and treated as the prior distribution for 
subsequent observations. Examples will be presented in the following sections.  
 
3 Conjugate prior distributions 
So called conjugate distributions are very useful in practice when Bayesian inference is 
applied. The precise definition, see e.g. Bühlmann and Gisler (2005), is: 
 
Definition: Let F  denote the class of density functions )|( θXf , indexed by θ . A class 
U  of prior densities )(θπ  is said to be a conjugate family for F  if posterior density 
)(/)()|()|(ˆ XθθXXθ ff ππ = , where ∫= θθθXX dff )()|()( π , is in the class U  for 
all Ff ∈  and U∈π . 
 
Formally if the family U contains all distribution functions then it is conjugate to any 
family F. However, to make a model useful in practice it is important that U should be as 
small as possible while containing realistic distributions. Below we present F-U 
conjugate pairs: Poisson-Gamma, LogNormal-Normal, Pareto-Gamma that are the most 
useful examples for modeling frequencies and severities in operational risk. Several other 
pairs (Binomial-Beta, Gamma-Gamma, Exponential-Gamma) can be found in e.g. 
Bühlmann and Gisler (2005). In all these cases, prior and posterior distributions have the 
 6
same type and the posterior distribution parameters are easily calculated using the prior 
distribution parameters and observations (or recursively using (6)). 
 
3.1 Poisson-Gamma (frequency modelling) 
The Poisson distribution is often used for modelling the frequencies of operational risk 
losses. Suppose that conditionally, given λ, observations ),...,( 1 nNN=N  are independent 
random variables from Poisson distribution, )(λPoisson , with a density  
 
,0,
!
)|( ≥= − λλλ λ
N
eNf
N
                                                           (7) 
 
and prior distribution for λ  is Gamma distribution, ),( βαGamma  with a density 
 
0,0,0),/exp(
)(
)/(),|(
1
>>>−Γ=
−
βαλβλβα
βλβαλπ
α
.                        (8) 
 
That is, λ  plays the role of θ and N the role of X in (5). Given λ , nNN ,...,1  are 
conditionally independent and their likelihood is given by 
 
∏
=
−=
n
i i
iN
N
eh
1 !
)|( λλ λN .                                                        (9) 
 
Then, using formula (5), the posterior distribution is 
 
)ˆ/exp(
!
)/exp(
)(
)/()|(ˆ 1ˆ
1
1
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βλλπ αλ
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−∝−Γ∝
−
=
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which is Gamma distribution, )ˆ,ˆ( βαGamma , i.e. the same as the prior distribution with 
updated parameters αˆ  and βˆ  given by: 
 
).1/(ˆ
,ˆ
1
n
N
n
i
i
×+=→
+=→ ∑
=
ββββ
ααα
                                               (11) 
 
The expected number of events, given past observations, ]|[ 1 N+nNE , (which is a mean 
of the posterior distribution in this case) allows for a good interpretation, as follows: 
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where  
 
∑
=
=
n
i
iNn
N
1
1  is the estimate of λ  using the observed counts only, 
βαλ ×=0  is the estimate of λ  using a prior distribution only (e.g. specified by expert), 
β/1+= n
nw  is the credibility weight in [0,1) used to combine 0λ  and N . 
 
As the number of years n increases, the credibility weight w  increases and vice versa. 
That is, the more observations we have, the greater credibility weight we assign to the 
estimator based on the observed counts, while the lesser credibility weight is attached to 
the expert opinion estimate. Also, the larger the volatility of the expert opinion (larger β ), 
the greater credibility weight is assigned to observations. 
 
Recursive calculation of the posterior distribution is very simple. That is, consider 
observed annual counts ,...,...,, 21 kNNN  , where kN  is the number of events observed in 
the k-th year. Assume that the prior distribution ),|( βαλπ , ),( βαGamma , is specified 
initially, then the posterior distribution ),...,|(ˆ 1 kk NNλπ  after the k-th year is the Gamma 
distribution, )ˆ,ˆ( kkGamma βα , with ∑
=
+=
k
i
ik N
1
ˆ αα  and )1/(ˆ kk ×+= βββ . Observe that, 
 
).ˆ1/(ˆˆ,ˆˆ 111 −−− +=+= kkkkkk N βββαα                                 (13) 
 
This leads to a very efficient recursive scheme, where the calculation of posterior 
distribution parameters is based on the most recent observation and parameters of 
posterior distribution calculated just before this observation.  
 
3.2 LogNormal-Normal (severity modelling) 
The LogNormal distribution, ),( σμLN  is often used to model the severity of operational 
risk losses (a numerical example is provided in Section 4). Suppose that conditionally, 
given μ  and σ , observations ),...,( 1 nXX=X  are independent random variables from 
),( σμLN  with a density  
 
⎟⎟⎠
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πσσμ
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xf .                                  (14) 
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That is, ii XY ln= , ni ,...,1= , are distributed from the Normal distribution ),( σμN . 
Assume that parameter σ  is known and the prior distribution for μ  is the Normal 
distribution, ),( 00 σμN , with a density: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= 2
0
2
0
0
00 2
)(exp
2
1),|( σ
μμ
πσσμμπ .                                   (15) 
 
That is, μ  plays the role of θ in (5). The case of a conjugate joint prior for both μ  and 
σ  unknown is considered in Appendix A. The likelihood of the observations (conditional 
on the parameters μ  and σ ) is  
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Then, using formula (5), the posterior distribution can be written as 
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which is a Normal distribution, )ˆ,ˆ( 00 σμN , i.e. the same as the prior distribution with 
updated parameters 
 
./where),1/(ˆ
),1/()(ˆ
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The expected value of 1+nY  (given past observations), ]|[ 1 X+nYE , allows for a good 
interpretation, as follows: 
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where  
 
∑
=
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i
iYn
Y
1
1  is the estimate of μ  using the observed losses only, 
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0μ  is the estimate of μ  using a prior distribution only (e.g. specified by expert), 
2
0
2 /σσ+= n
nw  is the credibility weight in [0,1) used to combine 0μ  and Y . 
 
As the number of observations increases, the credibility weight w  increases and vice 
versa. That is, the more observations we have the greater weight we assign to the 
estimator based on the observed counts and the lesser weight is attached to the expert 
opinion estimate. Also, larger uncertainty in the expert opinion 20σ  leads to a higher 
credibility weight for observations and larger volatility of observations 2σ  leads to a 
higher credibility weight for expert opinions. 
 
The posterior distribution can be calculated recursively as follows. Consider observations 
,...,...,, 21 kYYY . Assume that the prior distribution ),|( 00 σμμπ , ),( 00 σμN , is specified 
initially, then the posterior distribution ),...,|(ˆ 1 kk YYμπ  after the k-th year is the Normal 
distribution ))ˆ(,)ˆ(( 00 kkN σμ  with  
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where 220 /σσω = . It is easy to show that  
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That is, calculation of posterior distribution parameters can be based on the most recent 
observation and the parameters of the posterior distribution calculated just before this 
observation. 
 
3.3 Pareto-Gamma (severity modelling) 
Another important example of the severity distribution, which is very useful to fit the tail 
of the distribution, for a given threshold 0>L , is the Pareto distribution with a density 
 
1
)|(
−−
⎟⎠
⎞⎜⎝
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ξξξ
L
x
L
xf .                                                    (21) 
 
It is defined for Lx ≥  and 0>ξ . If 1>ξ , then the mean is )1/( −ξξL , otherwise the 
mean does not exist. Suppose that conditionally, given ξ , observations ),...,( 1 nXX=X  
are independent random variables from the above Pareto distribution and the tail 
parameter ξ  has a prior Gamma distribution, ),( βαGamma , with a density 
 
 10
)/exp(),|( 1 βξξβαξπ α −∝ − .                                             (22) 
 
Using formula (5), the posterior distribution 
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is Gamma, )ˆ,ˆ( βαGamma , i.e. the same as the prior distribution with updated parameters  
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The mean of the posterior distribution for ξ  allows for a good interpretation, as follows: 
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βαξ ×=0  is the estimate of ξ  using a prior distribution only (e.g. specified by expert), 
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Xw  is the weight in [0,1) combining 0ξ  and MLEξˆ . 
 
The posterior distribution can be easily calculated recursively. Consider observations 
,...,...,, 21 kXXX . Assume that the prior distribution ),|( βαξπ , ),( βαGamma , is 
specified initially, then the posterior distribution ),...,|(ˆ 1 kk XXξπ  after the k-th year is 
the Gamma distribution )ˆ,ˆ( kkGamma βα  with kk +=ααˆ  and ∑
=
−− +=
k
i
ik LX
1
11 )/ln(ˆ ββ . 
It is easy to show that  
 
1ˆˆ 1 += −kk αα , ⎟⎠
⎞⎜⎝
⎛+= −−− L
X k
kk lnˆˆ
1
1
1 ββ .                                           (26) 
 
Again, this leads to a very efficient recursive scheme, where the calculation of the 
posterior distribution parameters is based on the most recent observation and parameters 
of the posterior distribution calculated just before this observation.  
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It is important to note that the prior and posterior distributions of ξ  are Gamma 
distributions formally defined for 0>ξ . Thus, there is a finite probability that 
0]1Pr[ >≤ξ , which leads to infinite means of predicted distributions, i.e. ∞=][ iXE  and 
∞=+ ]|[ 1 XnXE . If we do not want to allow for infinite mean behavior, then ξ  should be 
restricted to 1>ξ . In the following section we explain how to deal with such problems. 
 
3.4 Restricted Parameters 
In practice, it is not unusual to restrict parameters. For example, for given observations 
),...,( 1 nXX=X  we choose the LogNormal distribution, ),( σμLN , and we choose a 
prior distribution for μ  to be the Normal distribution, ),( 00 σμN . However, if we know 
that μ  cannot be negative, we restrict ),( 00 σμN  to nonnegative values only. Another 
example is the Pareto-Gamma case, where the prior distribution for parameter ξ  is 
),( βαGamma , defined for 0>ξ . But if we do not want to allow for infinite mean 
predicted loss, then the parameter should be restricted to 1>ξ . These cases can be easily 
handled by using the truncated versions of the prior-posterior distributions. Assume that 
)(θπ  is a prior distribution whose posterior distribution is )(/)()|()|(ˆ XXX hh θπθθπ = , 
where θ  is unrestricted. If the parameter is restricted to ba ≤≤ θ , then we can consider 
the prior distribution 
 
,)(]Pr[,
]Pr[
)()( ∫=≤≤Ι×≤≤= ≤≤
b
a
ba
tr dba
ba
θθπθθ
θπθπ θ                    (27) 
 
for some a and b, with 0]Pr[ >≤≤ ba θ . Here: baba ≤≤=Ι ≤≤ θθ if,1 , and equals zero 
otherwise. ]Pr[ ba ≤≤θ  plays the role of normalization and thus the posterior 
distribution for that prior is simply 
 
∫=≤≤Ι≤≤= ≤≤
b
a
ba
tr dba
ba
θθπθθ
θπθπ θ )|(ˆ]|Pr[,]|Pr[
)|(ˆ)|(ˆ XX
X
XX .                 (28) 
 
It is obvious that if )(θπ  is a conjugate prior then )(θπ tr  is a conjugate prior too. 
 
4 Estimating structural prior parameters subjectively 
In general, the structural parameters of the prior distributions can be estimated 
subjectively using expert opinions (pure Bayesian approach) and using data (empirical 
Bayesian approach). The latter will be considered in the next section. In a pure Bayesian 
approach, the prior distribution is specified subjectively (that is, in the context of 
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operational risk, using expert opinions). Berger (1985) lists several methods (below, Θ  is 
a parameter space of θ ):  
• Histogram approach: split Θ  into intervals and specify the subjective probability 
for each interval. From this, the smooth density of the prior distribution can be 
determined. 
• Relative Likelihood Approach: compare the intuitive likelihoods of the different 
points in Θ . Again, the smooth density of prior distribution can be determined. It is 
difficult to apply this method in the case of unbounded parameters. 
• CDF determinations: subjectively construct the cumulative distribution function for 
the prior and sketch a smooth curve. 
• Matching a Given Functional Form: find the prior distribution parameters assuming 
some functional form for the prior distribution to match prior beliefs (on the moments, 
quantiles, etc) as close as possible.  
 
Below, using the method of matching a given function form, we consider the estimation 
of the prior distribution parameters for Poisson-Gamma, Pareto-Gamma and LogNormal-
Normal distribution pairs. The use of a particular method is determined by a specific 
problem and expert experience. Usually, if the expected values for the quantiles (or 
mean) and their uncertainties are estimated by the expert then it is possible to fit the 
priors. 
 
4.1 Poisson-Gamma  
Suppose that the annual frequency of the operational risk losses N  is modeled by the 
Poisson distribution, )(λPoisson , and the prior distribution ),|( βαλπ  for λ  is 
),( βαGamma . Then, λλ =]|[NE  and βαλ ×=][E , see Section 3.1. The expert may 
estimate the expected number of events but he can not be certain in the estimate. One 
could say that the expert’s “best” estimate for the expected number of events corresponds 
to ][]]|[[ λλ ENEE = . If the expert specifies ][λE  and an uncertainty that the “true” λ  
for next year is within the interval [a,b] with the probability pba =≤≤ ]Pr[ λ  (it may be 
convenient to set 3/2=p ), then the equations  
 
][][),|(]Pr[
,][
)(
,
)(
, aFbFdpba
E
GG
b
a
βαβαλβαλπλ
βαλ
−===≤≤
×=
∫                   (29) 
 
can be solved numerically to estimate the structural parameters α  and β . Here, [.])(,GF βα  
is the cumulative Gamma distribution with parameters α  and β  
 
∫ ⎟⎟⎠
⎞⎜⎜⎝
⎛−Γ=
−y
G dxxxyF
0
1
)(
, exp)(
][ ββα α
α
βα .                                          (30) 
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In the insurance industry, the uncertainty for the “true” λ  is often measured in terms of 
the coefficient of variation, ][/)()( λλλ EVarVco = . Given the expert estimates for 
βαλ ×=][E  and ,/1)( αλ =Vco  the structural parameters α  and β  are easily 
estimated. 
For example: if the expert specifies 5.0][ =λE  and ,3/2]75.025.0Pr[ =≤≤ λ  
then we can fit a prior distribution, )147.0,407.3( ≈≈ βαGamma  by solving (29). 
Assume now that the bank experienced no losses over the first year (after the prior 
distribution was estimated). Then, using formulas (13), the posterior distribution 
parameters are ,407.30407.3ˆ1 =+≈α  128.0)147.01/(147.01ˆ ≈+≈β  and the estimated 
arrival rate using the posterior distribution is .436.0ˆˆˆ 111 ≈×= βαλ  If during the next year 
no losses are observed again, then the posterior distribution parameters are 
,407.30ˆˆ 12 ≈+= αα  113.0)ˆ1/(ˆˆ 112 ≈+= βββ  and .385.0ˆˆˆ 222 ≈×= βαλ  Subsequent 
observations will update the arrival rate estimator correspondingly using formulas (13). 
Thus, starting from the expert specified prior, observations regularly update (refine) the 
posterior distribution. The expert might reassess a posterior distribution at any point in 
time (the posterior distribution can be treated as a prior distribution for the next period), if 
new practices/policies were introduced in the bank that affect the frequency of the loss. 
That is, if we have a new policy at time k, expert may reassess parameters and replace 
kαˆ and kβˆ  by *ˆkα  and *ˆkβ  respectively. 
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Figure 1. The Bayesian and the standard maximum likelihood estimates of the arrival rate vs the 
observation year. The Bayesian estimate is a mean of the posterior distribution when the prior distribution 
is Gamma with 41.3≈α  and .15.0≈β  The maximum likelihood estimate is a simple average over the 
number of observed events. The annual counts (0, 0, 0, 0, 1, 0, 1, 1, 1, 0, 2, 1, 1, 2, 0) were sampled from 
the Poisson with 6.0=λ . 
 
In Figure 1, we show the posterior best estimate for the arrival rate kkk βαλ ˆˆˆ ×= , 
15,...,1=k  (with the prior distribution as in the above example), when the annual number 
 14
of events kN , 15,...,1=k , are simulated from the Poisson distribution with 6.0=λ . On 
the same figure, we show the standard maximum likelihood estimate of the arrival rate 
∑== ki ikk N11~λ . After approximately 8 years, the estimators are very close to each other. 
However, for a small number of observed years, the Bayesian estimate is more accurate 
as it takes the prior information into account. Only after 12 years, both estimators 
converge to the true value of 0.6 (this is because the bank was very lucky to have no 
events during the first four years). Note that for this example we assumed the prior 
distribution with a mean equal to 0.5, which is different from the true arrival rate. Thus, 
this example shows that an initially incorrect prior estimator is corrected by the 
observations as they become available. It is interesting to observe that, in year 14, the 
estimators become slightly different again. This is because the bank was unlucky to 
experience event counts 1, 1, and 2 in the years 12, 13, and 14 respectively. As a result, 
the maximum likelihood estimate becomes higher than the true value, while the Bayesian 
estimate is more stable (smooth) in respect to the unlucky years. If this example is 
repeated with different sequences of random numbers, then one would observe quite 
different maximum likelihood estimates (for small k) and more stable Bayesian estimates. 
 
4.2 LogNormal-Normal 
Suppose that X, the severity of operational losses, is modeled by the LogNormal 
distribution, ),( σμLN , see Section 3.2. Then, for given μ and σ , the expected loss is 
 
)exp(),(],|[ 22
1σμσμσμ +== MXE                                   (31) 
 
and the quantile at level q  is  
 
)exp(),( qq ZQ σμσμ += ,                                              (32) 
 
where qZ  is the standard Normal quantile at the level q. Consider the case when σ  is 
known and the prior distribution for μ  is ),( 00 σμN . In this case, unconditionally, 
),( σμM  is distributed from ),( 02210 σσμ +LN  and the quantile ),( σμqQ  is distributed 
from ),( 00 σσμ qZLN + .  
The expert may specify “the best” estimate of the expected loss )],([ σμME  and 
uncertainty, i.e. the interval [a,b] such that the true expected loss is within the interval 
with a probability ]Pr[ bMap ≤≤= . Then the equations 
 
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −−Φ−
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −−Φ=≤≤=
++=
0
0
2
2
1
0
0
2
2
1
2
02
12
2
1
0
lnln
]Pr[
),exp(][
σ
μσ
σ
μσ
σσμ
ab
bMap
ME
                 (33) 
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can be solved to find 00 ,σμ . Here, [.]Φ  is the cumulative standard Normal distribution. 
For example, if 2=σ and the expert estimates are 10][ =ME  and 
,3/2]128Pr[ =≤≤= Mp  then we can fit 28.00 ≈μ  and 21.00 ≈σ  and use (20) to 
calculate the posterior parameters kk )ˆ(,)ˆ( 00 σμ  as observations ,...2,1, =kX k  become 
available.  
Also, one can fit parameters 0μ  and 0σ  using estimates for some quantile and  
uncertainty by solving 
 
.
lnln
]Pr[
),exp(][
0
0
0
0
2
02
1
0
⎥⎦
⎤⎢⎣
⎡ −−Φ−⎥⎦
⎤⎢⎣
⎡ −−Φ=≤≤=
++=
σ
μσ
σ
μσ
σσμ
qq
q
qq
ZaZb
bQap
ZQE
                             (34)  
 
If the uncertainty for ),( σμM  or ),( σμqQ  in (33)-(34) is measured using the coefficient 
of variation ][/)()( xExVarxVco = , then 00 ,σμ  are easily expressed in the closed form. 
In the insurance industry Vco is often provided by regulators. 
If the prior distributions for both μ  and σ  are required, see Appendix A, we can use a 
simple relationship between σ  and two quantiles )2(qQ , )1(qQ :  
 
)/()/ln( )1()2()1()2( qqqq ZZQQ −=σ .                                        (35) 
 
Then, one can try to fit the prior distribution for σ  using the expert opinions on, e.g. 
)]/[ln( )1()2( qq QQE  and ]/Pr[ )1()2( bQQa qq ≤≤  or the opinions involving several pairs of 
quantiles. Given σ , the prior distribution for μ  can be estimated using equations (33) or 
(34). 
 
4.3 Pareto-Gamma 
Suppose that X, the severity of operational losses exceeding threshold L, is modeled by 
the Pareto distribution, )(ξPareto . Then, for given ξ , ]|[ ξXE )(ξμ=  )1/( −= ξξL , 
with 1>ξ , and the quantile at level q  is ]/)1ln(exp[)( ξξ qLQq −−= , with 0>ξ , see 
Section 3.3. It is reasonable to assume that, unconditionally, expected loss is finite, then 
the tail parameter ξ  should satisfy 1>≥ Bξ  and we can choose the prior distribution for 
ξ  to be a Gamma distribution truncated below B 
 
0,0,,
)(])[1(
)/exp(),|( )(
,
1
>>≥Γ×−
−×Ι=
−
≤ βαξβα
βξξβαξπ α
βα
α
ξ BBF GB
,              (36) 
 
where [.])(,
GF βα  is a cumulative Gamma distribution. If the expert estimates ][ξE  and the 
uncertainty pba =≤≤ ]Pr[ ξ , then the following two equations 
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][1
][][
]Pr[
,
][1
][1
][
)(
,
)(
,
)(
,
)(
,
)(
,1
BF
aFbF
ba
BF
BF
E
G
GG
G
G
βα
βαβα
βα
βα
ξ
βαξ
−
−=≤≤
−
−××= +
                                              (37) 
 
can be solved to estimate the structural parameters α  and β . Assume that, the lower 
bound for the tail parameter is B=2 and the expert estimates are ,5][ =ξE  
.3/2]64Pr[ =≤≤ ξ  Then we can fit ,086.23≈α  217.0≈β  and can calculate the 
posterior distribution parameters kk βα ˆ,ˆ , when observations ,...2,1, =kX k , become 
available, using (26). In Figure 2, we show the subsequent posterior best estimates for the 
tail parameter  
 
])[1/(])[1(ˆˆˆ )( ˆ,ˆ
)(
ˆ,1ˆ
BFBF GGkkk βαβαβαξ −−××= + , ,...2,1=k ,                      (38) 
 
when the losses kX  are simulated from the Pareto distribution with 4=ξ  and 1=L . On 
the same figure, we show the standard maximum likelihood estimate of the tail parameter 
∑= −= ki ikk LX1 11 )]/ln([~ξ . It is easy to see that the Bayesian estimates are more stable 
while the maximum likelihood estimates are quite volatile when the number of 
observations is small. As the number of observations increases, two estimators become 
almost the same. 
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Figure 2. The Bayesian and the standard maximum likelihood estimates of the Pareto tail parameter vs the 
number of observations. The Bayesian estimate is a mean of posterior distribution when the prior 
distribution is Gamma with 1.23≈α , 22.0≈β , truncated below 2=B . The actual losses were sampled 
from the Pareto distribution with 4=ξ  and 4=L . 
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If it is difficult to express opinions on ξ  directly, then the expert may try to estimate 
expected loss, quantile or their uncertainties. It might be difficult numerically to fit βα ,  
if expert specifies expected loss )]([ ξμE  or expected quantile )]([ ξqQE   
ξβαξπξξξβαξπξμξμ dQLQEdE
B
qq
B
),|()()]([,),|()()]([ ∫∫
∞∞
== ,               (39) 
 
as these are not easily expressed, although there is no problem in principle. Fitting 
opinions on uncertainties might be easier. For example, if the expert estimates the 
interval ],[ ba  such that the true expected loss is within the interval with the probability 
pba =≤≤ ])(Pr[ ξμ  then it leads to the equation 
 
Lb
bb
La
aa
BF
bFaF
dpba G
GGa
b −
=−=−
−===≤≤ ∫ ~,~,][1
]~[]~[
),|(])(Pr[ )(
,
)(
,
)(
,
~
~ βα
βαβαξβαξπξμ .  (40) 
 
Here, the interval bounds should satisfy )1/( −×≤<< BLBbaL . The estimation of the 
interval baLba <<],,[ , such that the true quantile is within the interval with the 
probability pbQa q =≤≤ ])(Pr[ ξ  leads to the equation 
 
,
)/ln(
)1ln(,
)/ln(
)1ln(
,
][1
][][
),|(])(Pr[
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)(
,
1
)(
,2
)(
,
2
1
La
qC
Lb
qC
BF
CFCF
dLbQa G
GGC
C
q
−−=−−=
−
−==≤≤ ∫
βα
βαβαξβαξπξ
         (41) 
 
where the interval bounds should satisfy )/)]1[ln(exp( BqLbaL −−≤<< . Equations (40) 
and (41) or similar ones can be used to fit α  and β . If the expert specifies more than two 
quantities, then one can use, for example, a nonlinear least square procedure to fit the 
structural parameters.  
 
5 Estimation of the prior parameters using data 
The prior distribution can be estimated using a marginal distribution of observations. The 
data can be collective industry data, collective data in the bank, etc.  
 
The maximum likelihood estimator.  
For example, consider a specific risk cell (event type/business line) in J banks with the 
observations kjX , , jKk ,...,1= , Jj ,...,1= . Here, jK  is the number of observations in 
bank j. Assume that, jkj KkX ,...,1,, =  are conditionally independent and identically 
distributed from )|( , jkjXf θ , for given jθ . That is, the risk cell in the j-th bank has its 
own risk profile jθ . Assume now that jθ , Jj ,...,1= , are independent and identically 
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distributed from )( jθπ , that is we assumed that the risk cells in different banks are the 
same a priori (before we have any observations). Then the likelihood of all observations 
can be written as 
 
∏∫ ∏
= = ⎥
⎥
⎦
⎤
⎢⎢⎣
⎡=Ψ
J
j
jj
jK
k
jkj dXf
1 1
, )()|( θθθ π .                               (42) 
 
The parameters of )( jθπ  can be estimated by maximizing the above likelihood. The 
distribution )( jθπ  is a prior distribution for the cell in the j-th bank. Using internal data 
of the risk cell in the j-th bank, its posterior distribution is calculated using (5) as 
 
)()|(),...,1,|(ˆ
1
,, j
jK
k
jkjjkjj XfKkX θθθ ππ ∏
=
== ,                         (43) 
 
where )( jθπ  was fitted with MLE in (42). The basic idea here is that the maximum 
likelihood estimates based on observations from all banks are better then those obtained 
using smaller number of observations available in the risk cell of a particular bank. 
 
The maximum likelihood estimator with a priori differences.  
It is not difficult to include a priori known differences (for example, exposure indicators, 
expert opinions on the differences, etc) between the risk cells from the different banks. 
As an example, we consider the case when the annual frequency of the events is modeled 
by the Poisson distribution with the Gamma prior and estimate structural parameters 
using the industry data with differences between the banks taken into account. Consider a 
risk cell in J banks with observations kjN , , JjKk j ,...,1,,...,1 == . So, kjN ,  is the 
annual number of events observed in the cell of the j-th bank in the k-th year. Also, 
denote ),...,( ,1 jKjjj NN=N . Assume that kjN ,  are conditionally independent and 
identically distributed from )()|( ,, kjjjkj VPoissonNf ×= λλ , for given jλ . Here, kjV ,  is 
the known constant (i.e. the gross income or the volume or combination of several 
exposure indicators) and jλ  is a risk profile of the cell in the j-th bank. Also, assume that 
jλ , Jj ,...,1=  are independent and identically distributed from ),()( βαλπ Gammaj = . 
Denote ∑= j
K
k
kjj NN , , ∑=
jK
k
kjj VV , . Then, similar to (42), the likelihood of observations 
can be written as 
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The parameters can now be estimated by maximizing the log-likelihood 
 
∑
= ⎭⎬
⎫
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To avoid the use of numerical optimization required for maximizing (45), one could also 
use a method of moments. Denote αβλλ == ][0 jE , .][Var 220 αβλσ == j  The 
appropriate estimators 0λˆ  and 20σˆ  for 0λ  and 20σ  respectively are 
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see Appendix B for proof. These can easily be used to estimate α  and β  as βλα ˆ/ˆˆ 0=  
and 0
2
0
ˆ/ˆˆ λσβ =  correspondingly. 
 
Once the prior distribution parameters α  and β  are estimated, then, using (5), the 
posterior distribution of jλ , for the j-th bank is  
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−∝Γ∝
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which is )ˆ,ˆ( βαGamma  with  
 
∑
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1
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k
kjVβββ .                                  (48) 
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Assume that, the exposure indicator of the cell in the j-th bank for the next year is 
VV jKj =+1, . Then, the predictive distribution for the annual number of events in the cell 
(conditional on the past internal data) is Negative Binomial, ))ˆ1/(1ˆ,ˆ( βα VpNegBin += : 
 
αβλ
α
αλ
α
αλβα
λλ ˆˆ/
ˆ
1ˆ
1 ˆ)ˆ1(!)ˆ(
)ˆ(
ˆ)ˆ(!
)()|( pp
N
Nde
N
VeNNf N
N
V
jjK −Γ
+Γ=Γ== ∫ −
−−
+ N .     (49) 
 
Observe that we have scaled the parameters for considering a priori differences. This 
leads to a linear volume relation for the variance function, see (56) below. To obtain 
different functional relations, it might be better to scale the actual observations. For 
example, given observations JjX kj ,...,1,, = , jKk ,...,1=  (these could be frequencies or 
severities), consider variables kjkjkj VXY ,,, /= . Assume that, for given ,jθ  ,,kjY  
jKk ,...,1=  are independent and identically distributed from )|(. jf θ . Also, assume that 
Jθθ ,...,1  are independent and identically distributed from (.)π . Then one can construct 
the likelihood of kjY ,  using (42) to fit parameters of (.)π  or try to use the method of 
moments. 
 
6 The capital calculations and the discussion of 
dependence 
For the purposes of the regulatory capital calculations of operational risk, the annual loss 
distribution (in particular its 0.999 quantile as a risk measure) should be quantified for 
each risk cell (event type/business line) in the bank. Consider a risk cell j in the bank. 
Assume that the frequency )|(. jjP λ  and severity )|(. jjf α  distributions, given jλ  and 
jα , for the cell are chosen. Also, suppose that the posterior distributions )|(ˆ Nλ jπ  and 
)|(ˆ Xα jπ  of jλ  and jα  respectively are estimated using the prior distributions (for 
example, quantified via expert opinions or external data) weighted with the observed data 
using (5). Then, under the model (1), the annual loss distribution of the cell can be 
calculated using, for example, the Monte Carlo procedure with the following logical steps 
(where all random samples are independent): 
 
Step1. For a given risk j, simulate the risk parameters jλ  and jα  from their posterior 
distributions )|(ˆ Nλ jπ  and )|(ˆ Xα jπ . 
Step2. Given jλ  from the Step 1, simulate the annual number of events jN  from the 
frequency distribution )|(. jjP λ  of the j-th risk. 
Step3. Given jα  from the Step 1, simulate severities jnj NnX ,...,1,, =  from the severity 
distribution )|(. jjf α  of the j-th risk. Note that all severities jnj NnX ,...,1,, =  are 
simulated from the same distribution (i.e. risk profile parameter )( jα  is applied for the 
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whole year). This is because one of the assumptions in model (1) is that the severities are 
independent and identically distributed for given jλ  and jα . 
Step4. Find the annual loss of the j-th risk as ∑
=
=
jN
n
njj XZ
1
, . 
Step5. Repeat Steps 1-4 K times to build a sample of the annual losses )(kZ j , 
Kk ,...,1= . Then, the 0.999 quantile (and other distribution characteristics if required) is 
estimated using the sample KkkZ j ,...,1),( =  in a usual way. 
 
If we assume that there are J risk cells in the bank and these are independent, then the 
bank total annual loss can be calculated by repeating Steps 1-4 for each risk cell to find 
jZ , Jj ,...,1= . Then the bank annual loss is simply ∑= J
j
jtot ZZ . Repeating the whole 
procedure K times will build a sample )(kZtot , Kk ,...,1= , that can be used to estimate 
the annual loss distribution for the whole bank (and its capital). However, according to 
the Basel II requirements, see BIS (2005), the final bank capital should be calculated as a 
sum of the risk measures in the risk cells if bank’s model cannot account for correlations 
between risks accurately. If this is the case, then Steps 1-5 should be performed for each 
risk cell to estimate their risk measures separately. Then these are summed to estimate the 
total bank capital. Of course, adding quantiles over the risk cells to find the quantile of 
the total loss distribution is too conservative as it is equivalent to the assumption of 
perfect dependence between risks.  
An attractive way to model the dependence between risks is via dependence between 
risk profiles jλ , jα , Jj ,...,1= . This can be used to model the dependence between 
frequencies, between severities, and even between frequencies and severities. For 
example, the procedure can be as follows: 
 
Step 1. Simulate the risk parameters ,jλ  ,jα  Jj ,...,1=  simultaneously from a 
multivariate distribution with the margins )|(ˆ Nλ jπ , )|(ˆ Xα jπ  and an appropriate 
dependence structure (copula). For further information on the application of the copula 
method in finance, we refer to McNeil, Frey and Embrechts (2005). 
Step 2. Given jλ  from the Step 1, simulate the annual number of events jN  from the 
frequency distribution )|(. jjP λ  for each risk cell Jj ,...,1= . 
Step 3. Given jα  from the Step 1, and jN  from Step 2, simulate independent severities 
jnj NnX ,...,1,, =  from the severity distribution )|(. jjf α  for each risk cell Jj ,...,1= .  
Step4. Find the annual loss for each risk cell as ∑
=
=
jN
n
njj XZ
1
, , Jj ,...,1= , and the bank 
total loss as ∑= J
j
jtot ZZ . 
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Step 5. Repeat Steps 1-4 K times to build a sample of the annual losses ),(kZ j  
Kk ,...,1=  and )(kZtot . Then, the 0.999 quantile (and other distribution characteristics if 
required) is estimated using the samples KkkZ j ,...,1),( =   and )(kZtot  in a usual way. 
 
If the risk profiles jλ , jα , ,,...,1 Jj =  are dependent one may discuss whether we 
determine the posterior distribution in the j-th risk cell using the data from the j-th risk 
cell only or using the data from all risk cells. That is, if there are two dependent risk cells 
i and j then we can learn something about posterior distribution in the i-th risk cell from 
the observations in the j-th risk cell and vice versa. 
Note that in the above procedures we simulated the risk profiles ,jλ  jα , 
,,...,1 Jj =  from their posterior distributions for each simulation. Thus, we model both 
the process uncertainty, which comes from the fact that jZ  are random variables, and the 
parameter uncertainty, which comes from the fact that we do not know the true values of 
jλ , jα .  
The modelling of common events (shocks) that affect many risk cells simultaneously 
is an important part of operational risk modelling. These will introduce additional 
dependence between frequencies in the risk cells, see Lindskog and McNeil (2003).  
Accurate quantification of the dependencies between the risks is a difficult task, 
which is an open field for future research. 
 
7 Conclusions 
In this paper we proposed to use the Bayesian inference method for the quantification of 
the frequency and severity distributions of operational risks. The method is based on 
specifying the prior distributions for the parameters of the frequency and severity 
distributions using expert opinions or industry data. Then, the prior distributions are 
weighted with the actual observations in the bank to estimate the posterior distributions 
of the model parameters. These are used to estimate the annual loss distribution for the 
next accounting year. The estimation of low frequency risks using this method has 
several appealing features such as: stable estimators, simple calculations (in the case of 
conjugate priors), and the ability to take into account expert opinions and industry data. 
There are many other aspects of the Bayesian inference method that might be 
useful for operational risk modelling as well as related issues. For example, the 
hierarchical Bayesian approach can be used to estimate the prior distribution by 
combining several expert opinions with external data. A “toy” model is studied in 
Bühlmann, Shevchenko and Wüthrich (2006). The dependence between risks can 
potentially be introduced by considering, for example, evolutionary models, where the 
structural parameters (risk profiles) are evolving in time and are dependent. 
One of the features of the described method is that the variance of the posterior 
distribution .)|(ˆ θπ  will converge to zero for a large number of observations. This means 
that the true value of the risk profile will be known exactly. However, there are many 
factors (for example, political, economical, legal, etc.) changing in time that should not 
allow for the precise knowledge of the risk profiles. One can model this by limiting the 
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variance of the posterior distribution by some lower levels (e.g. 5%). This has been done 
in many solvency approaches for the insurance industry, see e.g. Swiss Solvency Test 
(2005), formulas (25)-(26). 
In conclusion, we are very grateful to Paul Embrechts for his support and 
encouragement and Richard Jarrett for valuable comments. 
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Appendix A  
The LogNormal distribution with the joint prior for both μ  and σ . 
Suppose that conditionally, given μ  and ,σ  observations ),...,( 1 nXX=X  are 
independent and identically distributed random variables from the LogNormal 
distribution ),( σμLN  with a density 
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That is, ,ln ii XY =  ni ,...,1=  are independent and identically distributed from the Normal 
distribution ),( σμN . Assume that the prior distribution of 2σ  is the Inverse Chi-squared 
distribution, ),( βνInvChiSq , and the prior distribution of μ  (given 2σ ) is the Normal 
distribution )/,( 2 φσθN  with the densities: 
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Then the joint prior distribution is 
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It is easy to show that the marginal prior distribution for μ  is shifted t-distribution with 
ν  degrees of freedom as follows: 
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has the same form as the joint prior distribution (52) with parameters updated as follows 
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Appendix B 
The method of moments to estimate the structural parameters in Section 5. 
Assume that, given jλ , observations jkj KkN ,...,1,, = , are independent and identically 
distributed from )( ,kjjVPoisson λ . Also, assume that jλ , Jj ,...,1= , are independent and 
identically distributed from ),( βαGamma .  
Denote αβλλ == ][0 jE , 220 ][Var αβλσ == j  and consider the standardized frequencies 
kjkjkj VNF ,,, /= . It is easy to observe that,  
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Observe that kjF ,  are conditionally, given jλ , independent and consider estimators 
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Thus 
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is an unbiased estimator for 0λ . In the case of the same number of observations per 
company and the same weights kjV , , this estimator would have a minimal variance 
among all linear combinations of Jλλ ˆ,...,1ˆ . Next, calculate  
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Thus 
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is an unbiased estimator for 20σ . Observe that 20~σ  is not necessarily positive, hence we 
take }0,~max{ˆ 20
2
0 σσ =  as the final estimator for 20σ . 
