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Zus ammen fas s un g
Durch vier verschiedene Halbraumentwicklungen niedriger Ordnung wird das
Problem der Lösung der Neutronentransportgleichung reduziert auf das
Problem, lineare Differentialgleichungssysteme erster Ordnung oder Systeme
Fredholmscher Integralgleichungen zweiter Art mit entartetem Kern zu
lösen. Die Entwicklungsfunktianen können vom Benutzer in jedem Winkel-
halbraum dem Problem speziell angepaßt werden. Für die Lösung der redu-
zierten Gleichungssysteme werden numerische Lösungsverfahren angegeben.
An mehreren repräsentativen Beispielen wi rd gezei gt , daß diese Entwi ck-
lungen bei geeigneter Wahl der Entwicklungsfunktionen in sehr viel
kürzeren Rechenzeiten die Genauigkeit von totalnumerischen Verfahren
erreichen.
Die Arbeit ist an der Universität Kar-Lsruhe als Dissertation angenommen.
Referenten sind Prof. Dr , W. Kof'ink und Prof. Dr , K. Wirtz.
Summary
The problem of solving the neutron transport equation is reduced to the
prÖblem cf' sclving systems cf linear first-order differential equations
01" systems of Fredholm integral equations of the second type wi th degenerate
kemel by four different half-range expans i ona of low or-der , The expans i on
runctions 01" modes may be specifically adapted to e ach problem in both
half..spaces , Numerical methods are given for solving the reduced systems
of equations. It is demonstrated for several representative examples that
these expansions - with suitably chosen modes - yield the same accuracy
as numerical discrete ordinate methods, but within much shorter computing
time.
This work has been accepted as a thesis by the Uni versity of Kar-Lsruhe ,
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Die exakte Lösung der linearen Boltzmanngleichung für den Neutronentransport
kann nur für die einfachsten, physikalisch meist bedeutungslosen Probleme
angegeben werden. Will man die Boltzmanngleichung für realistische Probleme
lösen, ist man i.a. auf Näherungsverfahren angewiesen.
Zur Berechnung von Reaktoren wird zumeist die bekannteste Näherung, die
Dif:f'usionsnäherung '-1 7, verwendet, da diese auch für größere Probleme mit
- -
einem noch tragbaren Rechenaufwand auf modernen Datenverarbeitungsanlagen
auskommt und in der Lage ist, die wichtigen Kenngrößen für Reaktoren, wie
z.B. Leistungsverteilung, Brutrate, MUltiplikationskonstante und kritische
Masse, genügend genau zu berechnen.
Bei der Auswertung neutronenphysikalischer Experimente an kleinen Systemen
ist jedoch häufig eine genaus Kenntnis der orts-, winkel- und energieab-
hängigen Neutronenverteilung erforderlich, welche nur mit genaueren Näherungen
zur Boltzmanngleichung gewonnen werden kann, Die bekanntesten Näher.l1lgen,
mit denen die orts-, winkel- und energieabhängige Neu.trollenV'ertei~ungberech-
net werden kann. sind die sog. SN-Methode L-2_7, welche die in bestimmter
Weise d~sk:reti.f>i.erteBoJ.tz%l1~gleichung totaJ...nWllerisch 10st_. und die PN-
Methode ("3 - 9 7, die auf der Entwicklung der gesuchten Lösung nach einem
- -
vollständigen Orthonormalsystem von Funktionen der Winkelvariablen, den
Legendre-Polynomen, basiert und in gewissen Fällen der SN-Methode völlig
äquivalent ist '-10 7.
- -
Die PN-Methode kann allgemein der Klasse der Näherungsverfahren zugeordnet
werden. welche auf der Entwicklung der gesuchten Lösung nach gewissen, i.a.
vollständigen, Orthogonalsystemen von Funktionen des Ortes. des Winkels oder
der Energie beruhen. uae Entwicklung der Lösung nach vollständigen Ortho-
gonalsystemen hat die Vorteile. daß in vielen Fällen die Konvergenz des Ver-
fahrens zur wahren Lösung gezeigt werden kann, daß - aufgrund der Eigen-
schaften vollständiger Orthogonalsysteme - die Koeffizienten der sich er-
gebenden Gleichungen für die restlichen Variablen teils direkt angegeben
werden können. und daß diese Gleichungen zum Teil analytische Lösungen be-
sitzen.
Der Nachteil dieser Verfahren liegt darin. daß eventuell vorhandene Informationen
über die speziellen Eigenschaften des zu untersuchenden Problems nicht ver-
wertet werden können: Ansatz und Lösungsmethode sind allgemein und für
alle Probleme gleich. Das hat u.a. zur Folge. daß die mit einer bestimmten
Ordnung der Approximation erreichte Genauigkeit von Problem zu Problem sehr
verschieden sein kann.
In der Praxis zeigt sich ferner. daß die Konvergenz der Verfahren für zuneh-
mende ApproximationsordnungN-+oo von keiner oder nur geringer Bedeutung ist.
da in fast allen realistischen Problemen die Beschränkung auf eine endliche.
meist niedrige Ordnung erforderlich ist. um die Lösung in tragbarer Rechen-
zeit und auf den zur Verfügung stehenden Datenverarbeitungsanlagen gewinnen
zu können. Für Approximationen endlicher Ordnung existieren jedoch i.a.
keine Ausaagen über die erreichte Gena:uigkeit.
Auch die Möglichkeit. Koeffizienten der r-eduzierten Gleichungen oder auch
deren Lösung analytisch anzugeben. ist in der Praxis nur für wenige Probleme
von Bedeutung, da häufig numerische Schwierigkeiten die Auswertwig anal~-tisch
gewonnener Formeln verhindern. oder weil diese Auswertung aufwendiger ist.
als die numerische Lösung der zugrunde liegenden Gleichungen L-20..7.
Es liegt daher nahe. die Forderung.die Lösung naeh einem allgemeinen. voll-
ständigen Orthogonalsystem zu entwickeln. fallen zu lassen, und da.für eine
Approximation der Lösung mit wenigen. von Problem zu Problem verschiedenen
Entwicklungsfunktionen zu versuchen. die aufgrund physikalischer Überlegung
und Erfahrung dem jeweiligen Problem speziell angepaßt werden können. Diese
Funktionen brauchen nicht orthogonal zu sein. sondern lediglich linear unab-
hängig. und sie sind nicht fester Bestandteil des Verfahrens sondern Eingabe-
größen der Benutzer. Die Forderung an diese Funktionen ist dann. abgesehen
von gewissen Stetigkeits- oder Integrierbarkeitsbedingungen. daß sie mit
wenigen Gliedern der Entwicklung eine in einem bestimmten Sinne gute Approxi-
mation der gesuchten Lösung ermöglichen r11 - 19 7.
.. -
Die Schwierigkeiten solcher Verfahren sind mannigfaltig. So läßt sich i.a.
weder die Konvergenz zeigen noch eine theoretische Aussage über die Genauig-
keit der Approximation machen, letzteres allerdings auch nicht bei den erst-
genannten Verfahren, wie schon oben erwähnt wurde. Aussagen über die Genauig-
keit der Approximation sind jedoch für jeden Benutzer eines Verfahrens von
entscheidender Bedeutung. In der vorliegenden Arbeit werden daher einige
solcher Verfahren vorgeschlagen und beschrieben und an einigen Modellproblemen
hinsichtlich ihrer Güte und ihrer numerischen Schwierigkeiten untersucht.
In der Literatur findet man auf ähnlichen Verfahren beruhende Untersuchungen
zur näherungsweisen Lösung der Boltzmanngleichung. in denen die monoenergeti-
sehe Boltzmanngleichung für Halbräume /-'3 7. /-22 7 und für homogene, in
- .. .. ..
zwei Richtungen unendlich ausgedehnte Platten /-" 7. /-'4 7. /-'6 7. /-'8 7
- - - - ~ - - -
behandelt wird. In diesen Arbeiten wird jeweils ein Funktional vorgegeben,
dessen Euler-Lagrange'sche Gleichungen gerade die Boltzmanngleichung und die
zu ihr adjungierte Gleichung sind. In einem durch die Entwicklungsfunktionen
vorgegebenen Unterraum wird ein stationärer Punkt des Funktionals gesucht,
das i.a. einen physikalisch sinnvollen integralen Parameter darstellt. Fehler
erster Ordnung in den Funktionen bed.ingen doMn lediglich Fehler z't-reiter
Ordnung in dem entsprechenden Parameter. Diese Methode wird in der angel=
sächsischen Literatur als "variational method" bezeichnet. In /-13 7. /-22 7
== ~.- =
sowIe in (·,4'. ;-'6 7 und /"'8 7 werden die mit dieser Methode gewonnenen
- - - - ~-
recht genauen integralen Größen der oben skizzierten monoenergetischen Prob-
leme angegeben. Einen Schritt weiter geht M.J. Lancefield in /-'9 7. Dort
- -
wird die Lösung der Multigruppen-Boltzmanngleichung für Plattengeometrie
durch eine Entwicklung nach Spektren und nach Lösungen der monoenergetischen
Boltzmanngleichung approximiert, in dem !Ur jede Schicht der Platte ein re-
präsentatives Spektrum oder aber für die ganze Platte mehrere repräsentative
Lösungen geeignet formulierter monoenergetischer Probleme vorgegeben werden.
Durch die oben skizzierte "variational method" vird so die Multigrt~ppen-
Boltzmanngleichung im wesentlichen auf zwei gekoppelte Weniggruppen-Boltzmann-
gleichungen reduziert. Auch M.J. Lancefield gibt in seiner Arbeit lediglich
integrale Parameter und ortsabhängige Raten an. welche noch iterativ zu
sehr genauen Resultaten verbessert werden können. Der numerische Aufwand ist
dabei allerdings recht erheblich und nicht mehr bedeutend kleiner als bei
direkten total-numerischen Verfahren. da bei jeder Iteration zwei gekoppelte
Weniggruppen-Boltzmanngleichungen total-numerisch zu lösen sind. Lancefield
verwendet dazu Weniggruppen-SN-Rechnungen. die ihrerseits ebenfalls mehr
oder weniger ungenaue Approximationen darstellen. Auch ist das Verfahren in
seiner Flexibilität sehr begrenzt. denn die "variational method" basiert
immer auf einem einzigen Funktional. durch welches dann die Entwicklung immer
nur bezüglich des einen zugeordneten Parameters optimiert wird. Auch die
vorgeschlagene Entwicklung nach Funktionen der Energie einerseits und nach
Funktionen des Ortes und des Winkels anderers~its (~(X.~.E) =f~i(E)Pi(x.~»
ist. insbesondere weil pro Schicht nur ein Spektrum vorgegeben wird. nicht
sehr flexibel. setzt sie doch z.B. voraus. daß Orts- und Winkelverteilung in
allen Gruppen durch zwei bis drei Funktionen p. (x.~) beschrieben werden können,
~
und daß an allen Ortspunkten die Energieverteilung der in die verschiedensten
Richtungen fliegenden Neutronen durch zwei oder drei Spektren beschrieben
werden kann. In kleineren Systemen mit u.u. stark anisotrop von außen auf-
fallendem Neutronenfluß ist diese Entwicklung sicher nicht optimal. Lancefield
beschränkt seine Berechnungen dann auch auf kritische Anordnungen mit homo-
genen Randbedingungen.
In der vorliegenden Arbeit werden daher weitaus flexiblere Entwicklungen ~lter~
sucht, und zwar einmal die Entwicklung nach Funktionen des Ortes oder des
Winkels allein t die bei Lösung der Multigruppen-Boltzmanngleichung auf ein
um eine Dimension reduziertes Multigruppen-Problem führt. und zum anderen
die Entwicklung nach Funktionen des Ortes und Funktionen der Energie oder
nach Funktionen des Winkels und Funktionen der Energie. die auf einfache
Differential- oder Integralgleichungssysteme führen. Zur Bestimmung der
jeweils unbekannten Funktionen wird im Gegensatz zu den oben zitierten Arbeiten
die Methode der "weighted residuals" verwendet, welche erstens i.a. zu klei-
neren Gleichungssystemen führt und damit geringeren numerischen Aufwand er-
fordert. zweitens weitaus flexibler in der Optimierung der Entwicklung bezüg-
lich spezieller Größen ist und drittens nach den vorliegenden Untersuchungen
/-19 7. /-21 7. /-23 7. /-24 7. /-25 7 bei Anwendung auf Diffusions- und
- ~ - - - --~ ~ - -
Dynamikgleichungen weder eindeutig zu schlechteren noch eindeutig zu besseren
Ergebnissen führt. In einer Reihe von speziellen Formulierungen der
"variational method" sind ohnehin beide Methoden identisch. In Abschnitt 11
wird dieser Punkt genauer diskutiert.
Das Ziel der Untersuchungen der vorliegenden Arbeit ist. mit den oben skizzier-
ten Entwicklungen und der Methode der "weighted residuals" Näherungslösungen
zur orts.... winkel- und energieabhängigen Boltzmanngleichung zu berechnen. dabei
auftretende numerische Schwierigkeiten aUfzudecken. die Genauigkeit der
Näherungslösungen abzuschätzen sowie Aussagen über die Abhängigkeit der
Genauigkeit von den Entwicklungs- und Wichtungsf'unktionen zu gewinnen. Alle
Aussagen über die Genauigkeit und deren Abhängigkeit von den EingabegTÖßen
müssen sich dabei auf Vergleiche der Lösungen untereinander und auf Ver-
gleiche mit Lösungen aus anderen Rechenverfahren sowie auf Vergleiche mit
experimentellen Ergebnissen stützen.
Gelingt es dann. einen Anwendungsbereich. in dem diese Verfahren genügend
genaue Ergebnisse erbringen. abzustecken und gleichzeitig etwa Vorschriften
für eine "vernün:rtige" Auswahl der Entwicklungs- und Wichtungsfunktionen
anzugeben. können diese Verfahren in dem abgesteckten Bereich routinemäßig
verwendet werden. sollten aber immer bei der Formulierung endgültiger Aus-
sagen. z.B. über die Auslegung eines Experiments. durch eine abschließende
total-numerische Rechnung bestätigt werden. Wegen des geringen Rechenaur-
wand.es könnte weiter auch eine Anwendung dieser Verfahren auf Probleme mit
komplexerer Geometrie. z.B. Zylindergeometrie. ins Auge gefaßt werdent wenn
die Ergebnisse für Probleme mit ebener Geometrie dies als aussichtsreich
erscneinen].8.ssen. Ma.ri.liattedamlt sehr schnelle Verfahren. die -insbe-
sondere bei speziellen Fragestellungen .. bei geschickter Anwendung ohne
großen Rechenzeitaufwand z.B. große Parameterfelder von Auslegungsgrößen zu
durchlaufen gestatten. deren endgültige Ergebnisse allerdings stets durch
total-numerische Rechnungen bestätigt werden müßten.
11 Modale Entwic}tlung linearer Systeme
In diesem Abschnitt wird eine kurze. allgemeine Darstellung der zur näherungs...
weisen Lösung der Boltzmanngleichung verwendeten Verfahren gegeben. ehe
später einige spezielle Verfahren ausführlicher behandelt werden. In der
Literatur wird diese Klasse von Verfahren als "Methode der modalen Ent-
wicklung" oder - in der englischsprachigen Literatur - als "modal expansion
metho~' bezeichnet L-'5...7.
Die Gleichung zur Beschreibung der stationären Neutronenverteilung in multi-
plizierenden und nicht-multiplizierenden Medien wird i.a. wegen der geringen
Dichte der Neutronen als linear angenommen. Wechselwirkungen der Neutronen
untereinander werden vernachlässigt. Da in diesem Abschnitt außer der
Linearität keine weiteren Eigenschaften dieser Gleichung betrachtet werden.
schreiben wir sie in allgemeiner Form 2. , ,
.. -+- ..H(x)cp(x) =q(x)
wobei H ein linearer Operator, q, die gesuchte Lösung und Cl ein ... bekannter ""
Quellterm sind€ E, ep und q sind Fu~~tionen des Vektors ~ = (X"X2see&9XN).
Über den 2.' zugrunde liegenden linearen FunktLonsraum soll zunächst nichts
weiter gesagt werden außer ll daß alle ihm angehörenden Funktionen gewissen
Randbedingungen genügen.
Unter einer modalen Entwicklung der linearen Gleichung 2.1 bezüglich der
Variablen x, soll im folgenden das nachstehend beschriebene Verfahren zur
approxim.ativen Lösung von 2.' verstanden werden.
Wir machen ~lr die gesuchte Fu.~tion $(~) den Ansatz 2.2.
in dem die o/i(x,) bekannte Funktionen der Variablen x, sind, die 'P i (x2 •••• •~)
unbekannte Funktionen der übrigen Variablen.
- 7 -
Damit ist das Problem der näherungsweisen Lösung von 2.1 auf die Bestimmung
der unbekannten Funktionen <fi{x2' ••••xN) zurückgeführt, welche nur noch
von U-1 unabhängi.gen Veränderlichen abhängen.
Wir merken gleich noch an, daß auch modale Entwicklungen der linearen Glei-
chung 2.1 bezüglich mehrerer Variablen möglich sind. Entwickeln wir 2.1
bezüglich n Variablen, z.B. durch den Ansatz
so ist das ursprüngliche Problem zurückgeführt auf die Bestimmung der unbe-
kannten Funktionen lfi (x
n
+1'xn+2 ' ••• ,~), welche jetzt nur noch von N-n
Variablen abhängen. Allgemein wird durch eine modale Entwicklung das
Problem der Bestimmung einer Funktion von N Veränderlichen reduziert auf
das i.a. leichter zu lösende Problem der Bestimmung mehrerer Funktionen
von N-n Veränderlichen.
Die Art der Bestimmung der unbekannten Funktionen des Ansatzes 2.2 charakteri-
siert die spezielle modale Entwicklung und best';mrnt ~zusammen m; t den vorzu-
gebenden Entwicklungsf~nktionenWi(x1) - die approximative Lösung 2.2 von
2.1.
Hier soll auf zwei der bekanntesten Verfahren eingegangen werden, die in
der Literatur als Variationsmethode (variational method) und als Methode
der gewichteten Residuen (weightet residuals method) bekannt sind /-11 7.
- -/-12 7. /-15 7. /-19 7, /-21 7.
- - - - - - - -
Das Variationsverfahren basiert auf einer anderen Formulierung des Problems
2.1. die - wie der Name sagt - aus der Variationsrechnung stammt. Unter
gewissen Voraussetzungen lÄßt sich ein ~1n~tional F angeben, dessen ~~er~
Lagrange'sche Gleichung gerade 2.1 ist; d.h. die Forderung, daß die erste
Variation von F auf dem Raum der zugelassenen Funktionen verschwindet. ist
dann äquiValent mit 2.1. Die wichtigste Voraussetzung dafür ist, daß der
Operator H selbstadjungiert ist.
- 8 -
Ist H nicht selbstadjungiert wie z.B. der später von uns zu betrachtende
Boltzmannoperator. so läßt sich 2.1 nicht mehr allein als Variationsproblem
formulieren. sondern 2.1 und die zu 2.1 adjungierte Gleichung 2.3
zusammen lassen sich als Variationsproblem formulieren. in dem das Funktio-
nal F jetzt sowohl von ~ als auch von ~+ abhängt.
+F = F(~.q, )
Die Forderung. daß die erste Variation von F bezüglich ~ und ~+ in dem
Raum der zugelassenen Funktionen verschwindet. ist jetzt äquivalent mit
2.1 und 2.3.
Das Funktional F(q,) bzw. F(~.$+) ist u.D. ein sinnvoller physikalischer
Parameter. der mit Fehlern zweiter Ordnung behaftet ist. wenn die FUnktionen.
die 6F =0 näherungsweise erfüllen. noch Fehler erster Ordnung besitzen.
Wie oben gesagt. hat man die exakte Lösung q, und $+ von 2. 1 und 2.3 genau
dann. wenn die erste Variation von F bezüglich .<V. und $+ im Raum der zuge-
lassenen Funktionen verschwindet • d.h. wenn F einen stationären Wert an-
nimmt. Sucht man eine Näherungslösung von 2.1 durch den Ansatz 2.2 bzw.
eine Näherungslösung von 2.1 und 2.3 durch die Ansätze 2.2 und 2.4,
so kann man mit 2.2 bzw. 2.4 in das Funktional eingehen. die Integration
über die Variable x 1 ausführen. von der nur noch bekannte Funktionen 1/J i und
.+ - - - - - -- - .. _.. -- ... - - - - . -1/Ji abhängen. und erhäJ.t ein reduziertes VarJ.atlonsprOb.Lem. das aaran be-
steht. die if i bzw. if: so zu bestimmen. daß die erste Variation von F bzgl.
der lp i undtp! in dem Raum der er i und\f: verschwindet. Mit anderen Worten:
Man schränkt den Raum der zugelassenen Funktionen ein und löst das auf
diesen kleineren Raum reduzierte Variationsproblem. Praktisch bedeutet
- 9 -
dies meist, daß man die Euler-Lagrange' sehen Gleichungen des reduzierten
Variationsproblems löst.
Die Approximation 2.2 bzw. 2.2 und 2.4 ist dann im reduzierten Funktions-
raum in dem Sinne optimal, daß der durch das Funktional dargestellte Para-
meter in diesem Raum optimal approximiert wird. Dies bedeutet natürlich,
daß die Näherungslösung selbst. insbesondere in Intervallen, in denen sie
geringen Einfluß auf den Wert des Funktionals hat, sehr viel größere Fehler
aufWeisen kann als das FUnktional.
Die Methode der gewichteten Residuen /-11 7, /-12 7. /-'5 7. /-19 7. /-21 7
ist eine Verallgemeinerung des bekannten ;itz: bz;. G:ler;inv;rfa~ren:L-;6_7.
/-27 7,welche teilweise auch als Kantorowitschverfahrenbezeichnet wird.
- ...
r"23 7, /-26 1. Man geht :mit dem Ansatz 2.2 ein in 2.1 und erhält 2.5.
-= ~ .... -
Die FehlerfurJttion R(~) wird als Residuum bezeichnet. um die un-bekannten
Funktionen <P i (x2, ••••xN) zu bestimmen. fordern wir. daß das Residuum R(x)
orthogonal ist zu einem vorgegebenen Raum von Wichtungsfunktionen w.. Spannen
J
diese '\r7ichtungsfunktionen den ganzen Raum der zulässigen Funktionen -auf'
und können wir R(~) orthogonal zu diesem Raum machen. stellt 2.2 die exakte
Lösung von 2.1 dar. Spannen jedoch die Wichtungsfunktionen w. nur einen
J
Teilraum auf und erreichen wir, daß R(~) orthogonal zu diesem Teilraum ist,
so haben wir in 2.2 eine Näherungslösung von 2.1 gefunden. welche in dem
Sinne optimal ist •.da.ß das Residuum keine Komponente im Raume der Wichtungs-
funktionen w. besitzt.
J
Entwickelt man die Lösung nach allen Variablen







so geht das Verfahren in das Ritzverfahren über, wenn H positiv-definit ist,
oder in das Galerkinverfahren, wenn H nicht positiv-definit ist /-27 7.
- -
Die Bestimmungsgleichungen fi~ die unbekannten FUnktionenfi(x) aus 2.5
lauten
j=1,2, ••• ,
wobei das Skalarprodukt 1m folgenden identisch ist mit der Integration
über den zugelassenen Bereich d.er Variablen x 1•
In diese Klasse von Entwicklungen gehört z.B. das bekannte PN-Verfahren
L-3 - 9_7 zur näherungsweisen Lösung der Boltzmanngleichung. Die Entwick-
lungs- und Wichtungsfunktionen des PN-Verfahrens sind die Legendre-Polynome
p_(~). Die Lösung der Boltzmanngleichung hängt in einfachen Fällen von
u
z'tfei V-ariablen, e-iner Ortsvariablen x und einer Winkelv-ariablenj..i. ab und






j =0, 1,2, ••• ,N
Stellt H(x,lJ) den Boltzmannoperator dar, lauten die Bestimmungsgleichungen
für die unbekannten Funkt i onen lf' i (x )
1 N
S P.(\.J) H(X,ll) }:<fi(X) P·(ll)dll = 0
-1 ,J i=o :J..
Hinzu kommen noch H+1 Randbedingungen für die lf i (x).
Da in diesem Verfahren Entwicklungs- lInd Wichtungsf11nktionen i.a. keine
spezielle physikalische Information enthalten, ist es von allgemeiner An-
wendbarkeit. Dies bedingt, daß bei vielen Problemen zur Erreichung einer
bestimmten Genauig~eit u.u. eine größere Anzahl von Entwicklungsgliedern
benötigt wird als sie bei Entwicklung nach und Wichtung mit physikalisch
sinnvolleren Funktionen erforderlich wäre.
- 11 -
Während im Variationsverfahren lediglich eine Freiheit bei der Auswahl
der Ent'YTicklungsful"..ktionen ljJi (Xi.) gegeben ist und während bei einmal ge-
wähltem Funktional in diesem Verfahren die Näherungslösung immer in dem-
selben Sinne optimalisiert wird, bietet das Verfahren der gewichteten
Residuen eine weitere Freiheit bei der Auswahl der Wichtungsfunktionen
und damit die Freiheit, die Lösung ln einem vom Benutzer des Verfahrens
vorzugebenden Sinne zu optimalisieren L-15_7.
Ist der Operator H nicht selbstadjungiert, führt die Variationsmethode
in vielen Fällen auf die näherungsweise Lösung des normalen und des
adjungierten Problems, selbst wenn man nur an der normalen Lösung interes-
siert ist,! während im Verfahren der gewichteten Residuen stets nur ein
Problem gelöst zu werden braucht. Der Aufwand der Variationsmethode ist
in diesen Fällen natürlich entsprechend größer.
Ferner ist es i.a. möglich, aus physikalischer Erfahrung heraus die Ent-
wicklungs funktionen ~i(x~) dem speziellen Problem gut anzupassen. da man
eine Vorstellung vom Aussehen der Lösung hat. Das Variationsverfahren
erfordert jedoch zusätzlich die Entwicklung der Lösung des adjungierten
.. _. ._ .. _ ___ .+1 _ \
Problems nach den runsna.cnen lPi ~X1 ) • Die Lösung des adjungierten Problems
ist u.a. aber weitaus weniger anschaulich und bekannt, so daß es häufig
achwerfallen wird,demPrQoleIlt ?-ngepaß'te:F'tIDÄtiQp.eIl 1JJX(:lC 1) vQrZiu.gt:!be_n.
Von der "Güte" der vorgegebenen Funktionen hängt aber auch die "Güte"
der Approximation ab, so daß i.a. die Entwicklung für das adjungierte
Problem schlechter konvergiert.
Ein weiterer Unterschied zwischen beiden Verfahren kann in manchen Problemen
ebenfalls spürbare Verbesserungen bzw. Verschlechterungen in der Approxi-
mation bedingen. Wie schon oben gesagt, optimalisiert das Variationsver-
fahren die Näherungslösung im vorgegebenen Raum immer in dem Sinne, daß
ein bestimmter Parsmeter möglichst genau bestimmt wird, während u.U. andere
wichtige Forderungen nicht gleichzeitig erfüllbar sind /-11 7) z.B. die
- -
"Bilanzforderung", welche im Falle der Boltzmanngleichung besagt, daß
die Summe der absorbierten und der das System verlassenden Neutronen im
stationären Fall gleich der Summe der Spaltneutronen und der in das
System eintretenden Neutronen sein muß. Diese "Bilanzforderung" ist
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im Verfahren der gewichteten Residuen durch geeignete Wanl einer Wichtungs-
funktion immer erfüllbar. AII~mein kann das Verfahren der gewichteten
Residuen durch spezielle Wahl der N verschiedenen Wichtungsfunktionen N
verschiedene physikalische Forderungen an die Nänerungslösung erfüllen.
Sieht man jedoch von e~ner Erfüllung plausibler physikalischer Forderungen
ab, so kann durch geeignete Wahl der Wichtungsfunktionen das Verfahren
der gewichteten Residuen zu demselben reduzierten Gleichungssystem führen
wie das Variationsverfahren. Zwei Fälle sollen der Anschaulichkeit halber
kurz skizziert werden.
Wie schon vorher fordern wir, daß alle Funktionen aus dem Raum der zulässigen
Funktionen gewissen Randbedingungen genügen. Weiter seien alle diese zu-
lässigen Funkt i.onen stetig.
Der Gleichung 2.1,
in der der Operator H(~) jetzt selbstadjungiert und positiv definit seit
ist das Variationsproblem, das Minim~~ von
J..m Rau.m der zugelassenen Funktionen zu finden, völlig äquivalent.
Der Ansatz 2.2 zur näherungsweisen Lösung von 2.1, welcher eine zu.Läs s i ge
Funktion darstellen soll, führt im Falle der Hethode der gewichteten
Residuen auf das Gleichungssystem 2.7
j=1,2, •••
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Im Variationsverfahren geht man mit 2.2 ein an F(</l) und erhält 2.8.
Führt man die Integration über die Variable xl' von der nur noch bekannte
Funktionen abhängen, aus, ergibt sich das reduzierte Funktional F(fi)'
wobei wir jetzt die Argumente fortgelassen haben.
Die Forderung, daß das reduzierte Funkt i onak F(lp.) bei unabhängiger Variation
'~
aller Cf i einen ExtremWert anninunt, führt auf das Gleichungssystem 2.9 •
j=1,2, •••
2.9 ist mit 2.7 identisch. wenn wir
wj(x,) = 1J;/x1)
setzen; d.h. die beiden Verfahren gehen ineinander über, wenn wir die
Hichtungs- gleich den Ent"tlicklune;sfunktionen setzen.
Den beiden Gleichungen 2.1 und 2.3,
2.3
in denen der Operator H nicht selbstadjungiert sei, H~H+, ist das Variations-
pzob.Lem, einen stationären Punkt von
im Raum der zugelassenen Funktionen zu finden, völlig äquivalent.
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Der Ansatz 2.2 für eine Näherungslösung von 2.1
führt im Falle der Methode der gewichteten Residuen wieder auf das
Gleichungssystem 2.7 zur Besti~mung der unbekannten Funktionen~i(x2•••••xN)'
Im Variationsverfahren müssen Näherungslösungen von 2.1 und 2.3 gesucht
werden. Geht man mit den Ansätzen 2.2 bzw. 2.4 ein in 2.10. erhält man
2.11 •
( +) J -to ... ~ + + +t \' + + ~ 72.11 F 1>.1> = dx/ QL1jJ.If!· + Q L1jJ.Cf. - l1jJ·w. H 1jJ.w.
- . ~ 1 . 1 1 . 111 . 111-). 1 ).
Führt man in 2.11 die Integration über die Variable x , aus. von der nur
1
die bekannten Funktionen 1jJi und 1jJ: abhängen. ergibt sich das reduzierte
FUnktional zu
F(f·.f~) =!dX2···dxN{ fdx1L""QL1jJ~~~ + q+I1jJ·~· - 21jJ:~:Hl1jJ.~.-7}~ 1 .J.1 .J.1.11.J.1
1 1 1 J.
Die Forde~~ng, daß
Variation aller tp •
1
. + . .( +) •das reduzJ.er",e Fur..ktJ.onal F"Tn .•lf., be1J. 1








Hieraus sind die unbekannten Funktionen tp i und 'P ~ zu bestimmen. Die un-
bekannten Funktionen f i' welche :t'ür die Näherungslösung 2.1 benötigt
werden. sind aus 2.12 zu berechnen. Wählen wir in der Methode der ge-
wichteten Residuen als Wichtungsfunktionen
j=1,2 ••••
so sind die Gleichungen 2.12 und 2.7 identisch. d.h. beide Methoden führen
wieder zum gleichen Ergebnis.
- '5 -
+Sind die 1jJ. (x, ), die vorzugebenden Entwicklungsfunktionen für die Näherungs-
J
lösung des adjungierten Problems also, Lösungen entsprechender adjungierter
Probleme nied_rigerer Dimension, so entfällt in der Variationsmethode bis
auf die Auswahl dieser Probleme jede WilJ~ürlichkeit bei der Wahl der
WichtungsfU~~tionen. Sind J'edoch die 1jJ:(x ) beliebige Entwicklungsfunktioner
- .J , " -
für das adjungierte Problem, für die es keine adjungierten Bestimmungs-
gleichungen niedrigerer Dimension gibt, so sind die Funktionen wj(x,)
der einen Methode ebenso willkürlich wie die 1jJ;(X,) der anderen Methode,
'Wobei die 1jJj(x,) lediglich noch dem Gesichtspunkt unterliegen, daß sie
EntwicklungsfU~~tionendes adjungierten Problems sein sollen.
Bislang haben wir gefordert, daß die zugelassenen Funktionen stetig sind
und alle gewissen Randbedingungen genügen. Läßt man beide Forderungen
fa.llen, wird also der Raum der zulässigen Funktionen erweitert, so müssen
i.a. den oben angeführten Funktionalen noch weitere Glieder hinzugefügt
werden, welche die vorgegebenen Randbedingungen und eventuelle Unstetig-
keiten der Varia,tionsfUnktionen berücksichtigen. Gleichzeitig kommen
dann jedoch auch bei der Methode der gewichteten Residuen weitere Be-
stimmungsgleichungen zur Berücksichtigung der Randbedingungen und even-
tueller Unstetigkeiten hinzu. "\o!ir "ollen auf diesen Punkt nicht weiter
eingehen, da wir uns in den folgenden Abschnitten auf das Verfahren der
gewichteten Residuen beschränken. Jedoch sei bemerkt • daß sich auch am
e~Neiterten Raum der zulässigen Funktionen i.a. durch geeignete Wahl der
Wichtungsfunktionen und der zusätzlichen Bestimmungsgleichungen die
Äquivalenz heider Methoden erreichen läßt.
Bisher haben wir nichts über Konvergenz und Fehlerabschätzungen dieser Ver-
fahren gesagt. Unter sehr s~ziellen Voraussetzungen /-'3 7, /-20-2' 7
- - - ...
existieren AUssagen zu beiden Fragen. jedoch sind die erforderlichen
Voraussetzungen, insbesondere für die Existenz von Fehlerabschätzungen.
bei den später behandelten Problemen nicht gegeben. Da ferner die hier
vorgesehenen ~ntwicklungen jeweils gewisse physikalische Kenntnisse
berücksichtigen sollen, hängen die Fehler nicht nur von der Anzahl der
Glieder der Entwicklung und vom Problem sondern auch von der vom Benutzer
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der Verfahren zu treffenden Auswahl der Entwicklungsfunktionen ab. Ziel
unserer Untersuchungen ist es daher, anhand von 11odellproblemen praktische,
sozusagen experimentelle Aussagen über die zu erwartenden Fehler und
den erforderlichen numerischen Aufwand bei Approximationen mit wenigen,
von Problem zu Problem verschiedenen Entwicklungsfunktionen zu gewinnen
und, wenn möglich, gewisse Auswahlkriterien für die Entwicklungs- und Wich-.
tungsfunktionen anzugeben.
- 17 ..
III Modale Entw.,i,cklung der mo,no,ep..e.rgetischen Bol tzmanngleichung :für ebene
Geometrie
Der in Abschnitt 11 dargestellte Formalismus der modalen Entwicklung
linearer Systeme wird in diesem Abschnitt auf die monoenergetische
Boltzmanngleichung für ebene Geometrie angewandt. Wir setzen im fol-
genden imm.er voraus, daß die Streuung im Laborsystem isotrop ist und daß
die Querschnitte konstant (ortsunabhängig) sind. Beides sind keine
notwendigen Voraussetzungen, erleichtern jedoch eine übersichtliche For-
mulierung des Verfahrens. (Bei der numerischen Behandlung von Modell-
problemen in Abschnitt VI werden die Querschnitte lediglich als stück-
weise konstant vorausgesetzt.)
Die stationäre Neutronenverteilung wird dann von der Lösung der Gleichung
3.1 beschrieben (differentielle Form der monoenergetischen Boltzmann-
gleichung) •
Die Randbedingungen für eine sich im Vakuum befindende Platte der Dicke
d, welche in zwei Richtungen unendlich ausgedehnt ist$ lauten
<I>(O,lJ) = rl(lJ)




Weiter ist gefordert, daß im Innern t(x,v) für VfO eine stetige Funktion
von x ist.
Die hier und auch später verwendeten Symbole haben die folgende Bedeutung:












=mittlere Anzahl von Spaltneutronen pro Spaltung
= cos8
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=Winkel zwischen x-Achse und Flugrichtung der Neutronen
= Dicke der Platte
=unabhängige Neutronenquelle
r (~) =von links bzw. rechts auf die Platte treffende Neutronen-
r
flußdichten
= Anzahl der p~o sec durch das Intervall dx an der Stelle
x fliegenden Neutronen im Richtungsintervall d~ um ~
Durch 3.2 sowie durch die Stetigkeitsbedingung ist die Lösung von 3.1
eindeutig bestimmt /-28 7.
- ..




In 3.3 geben i-Tir einmal die ljJ. (u ) (modale Entwicklung nach der ~'linkel­
~
variablen) und einmal die tD. (x ) vor (modale Entwicklung nach der Orts-T ~ .
variablen). Die jeweils unbekannten Funktionen des Ansatzes werden durch
das Ver-f'ahr-en der "we i ghbed re s i.dua.l.s" besc iremt , durch das sich bei der
Entwicklung nach der Winkelvariablen für die~i(x) ein lineares Differen-
tialgleichungssystem 1. Ordnung mit konstanten Koeffizienten und bei der
Entwicklung nach der Ortsvariablen für die $i(ll) ein System 'Von Fredh01m-
sehen Integralgleichungen 2. Art mit entartetem Kern ergibt. Durch die
modale Entwicklung 3.3 und das Verfahren der "weighted residuals" wird
das Problem der Bestimmung einer Näherungslösung von 3.1 also auf das
relativ einfache Problem der Lösung von Differential- und Integral-
gleichungssystemen vom oben genannten Typ reduziert.
In Abschnitt V werden einige Verfahren zur Lösung dieser Gleichungssysteme
dargestellt. In Abschnitt VI werden die entwickelten Methoden zur
näherungsweisen Lösung von 3.1 auf einige Modellprobleme angewandt und
die Ergebnisse ausführlich diskutiert.
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111.1 EntwickJung n~ch der Winkelvariablen
Wir suchen eine Näherungslösung von 3.1 durch den Ansatz 3.3. in dem die
1/1 i (ll) vorzugebende. linear unabhängige und integrierbare Funktionen sein
sollen. Die Funktionenfi(x) sind so zu bestimmen. daß unser Ansatz zur
in einem gewissen Sinne besten Approximation aus der Klasse der durch 3.3
darstellbaren Funktionen für die Lösung von 3.1 wird.
Zur Bestimmung der Funktionen fi (x) wählen wir die Methode der "weighted
residuals". wodurch unsere Approximation in dem Sinne die beste wird. daß
das Residuum nach Einsetzen von 3.3 in 3.1 orthogonal ist zu dem Raum.
den die ebenfalls vorzugebenden Wichtungsfunktionen aufspannen.
liTir gehen mit 3.3 ein in 3.1 und erhalten 3.4
Die Gleichung 3.4 multiplizieren wir nacheinander mit je einer der N vorzu-
gebenden. integrierbaren und linear unabhängigen Wichtungsfunktionen W.(ll)
J
und integrieren die Gleichung dann über ll. Wir erhalten N Gleichungen:
3.5
1
W.(ll)dll + J f(X.ll)W.(ll)dll
J -1 J
j=1,2, ••• ,N
Für die lineare Unabhängi~teit dieser Gleichungen ist die der Funktionen 1/1.
~
und die der Funktionen w. eine notwendige Voraussetzung.
J
3.5 stellt ein lineares Differentialgleichungssystem 1. Ordnung mit kau=
stanten Koeffizienten für die FUnktionenfi(x) dar. das wir in folgender
Form schreiben:
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Die Matrizen A. Bund D haben die Elemente
1
a .. :: J~t{J'(l1hr.(l1)d~
JJ. -1 J. J
1
b.. :: cr t Jl/J • ( lJ )w . (V)dJ.lJ~ -1 ~ J
cr 1 1
d .. =-2s fl~. (\.l)dV fW.(lJ' )d\.l'
Jl -1 3. -1 J
1
tp<x) und '?(x) sind Vektoren mit den Komponentenw.(x) bzv , ff(x.l.dw.(lJ)dlJ.
T 3. -1 J
Da wir in den später zu behandelnden Modellproblemen stets f(x.lJ)=O an-
nehmen. wollen wir den Formalismus mit f(x,l.l)=O und daher auch mit ?(x)=O
weiterführen. Existiert A-1• können wir mit
die Gleichung 3.6 umformen ln
3.7 stellt ein lineares homogenes Differentialgleichungssystem 1. Ordnung
dar. zu dem noch geeignete Rand- oder Anfangsbedingungen zu bestimmen sind.
Wir wollen den Vektor fex) so bestimmen. daß der Ansatz 3.3 nicht nur
näherungsweise 3.1 sondern darüber hinaus exakt die Randbedingungen 3.2
befriedigt. da insbesondere in kleinen. schwach oder gar nicht multipli-
zierenden Systemen die Lösung im Innern stark beeinflußt wird von der
Lösung auf dem Rande.
Der Einfachheit halber nehmen wir ohne Beschränkung der Allgemeinheit noch
an. daß
gilt. d.h. daß nUr von links Neutronen auf unser System treffen.
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Die exakte Befriedigung von 3.2 durch 3.3 gelingt uns sofort. wenn wir
im Ansatz 3.3 nur Funktionen 1jJ, (1oL) zu.Las sen , die außer den oben angeführten
J.
Bedingungen auch noch den zusätzlichen Bedingungen 3.8 genügen t und wenn wir
zu dem Differentialgleichungssystem 3.7 die Randbedingungen 3.9 formulieren.
1jJi(lJ) = 0
1/Ji(lJ) =0




. N N 2J.2' + 1. 2' + 11 ••• ,N
. 1 N
J.= .2 t· •• ''2
4fi (0) = 0
fi (d) = 0
f1(O) = 1
Damit sind in unserem Hodell die Randbedingungen 3.2 für beliebigeintegrier-
bare r l (lol) exakt erfüllt. während z.B. im DPN-Modell die Ral'"'ldbedingungen
3.2 nur für sehr spezielle r1(lJ} exakt erfüllt werden können. Das DPN-
Modell ist lediglich ein 6pezialfall des oben beschriebenen Modells mit






P. (lJ) = I.egendre-Polynome
J.
Wir haben nun das homogene lineare Differentialgleichungssystem 1. Ordnung mit
konstanten Koeffizienten 3.7 mit den inhomogenen Randbedingungen 3.9 zu
lösen. Die formale Lösung hat unter der Voraussetzung. daß die Matrix C
N einfache Eigenwerte und dazugehörige N linear unabhängige Eigenvektoren hat.
die
-+() '\'':''f x =Lc.e.exp(A.x)i J. J. J.
wobei die A. die Eige~erte und die ~. zugehörige linear unabhängige Eigen-
J. J.
vektoren von C sind. während die Konstanten c , aus den Randbedingungen zuJ.
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bestimmen sind. Für große A. und große x ist die Berechnung der Lösung
:t
von 3.7 und 3.9 mit Hilfe der Gleichung 3.10 wegen der großen Werte) die
die Exponentialfunktion annimmt, nicht mehr ohne weiteres möglich. und
man muß die Lösung auf anderen Wegen gewinnen. In Abschnitt V werden
mehrere Methoden zur Lösung von 3.7 und 3.9 ausführlich dargestellt. Hier
soll lediglich noch erwähnt werden. daß die Eigenwerte von C für 0 >0 alle
s-
11 "d ~ ~ 13 N" E" t "t" d N t" "dree _ s a.n unc o.a v genau'2 d:teser agenve.r e pOS:L :LV un '2 nega J.V s i.n
/-29.30 7. Diese Tatsache wird bei e:tn:tgen Lösungsverfahren des Abschnitts
- -
V benutzt.
Statt dem .A..nsatz 3.3 die Neben- bzv , Randbedingungen 3.8 und 3.9 aufzuer-
legen, um die ursprünglichen Randbedingungen 3.2 exakt erfüllen zu können.
können wir auch etwas allgemeinere Bedingungen finden, unter denen 3.3 die
Randbedingungen 3.2 exakt befriedigt.
wir spalten den Neutronenfluß ~(XtU) auf :Ln zwe:t Terme)
von denen der erste die Verteilung der ungestreuten Neutronen beschreibt.
während der zweite die Verteilung aller übrigen Neutronen beschreibt (zu
denen auch die Spaltneutronen gehören). (-Dieses Vorgehen istz.B. bei
Abschirmrechnungen mit gutem Erfolg angewendet worden.) ~O(X.ll) muß dann
der Gleichung 3.13
mit den Randbedingungen 3.14




genügen. Die Lösung von 3.13 und 3.14 lä~t sich sofort angeben; sie hat
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die Form 3.15.
H(~) bedeutet die StutenfUnktion
1H(lJ) =o
Die Funktion ~'(x.lJ) muß dann die Gleichung 3.16











Suchen wir jetzt eine Näherungslösung für 3.16 und 3.17 mit
Ansatzes 3.3, d.n. machen wir für i/i'(x.j.,Oden Ansatz 3.18
und bestimmen die 'P ~ (x) nach der Methode der "weighted residuals" • erhalten
wir die Gleichung 3.19.
. • A' 1 , . tD~e Matr~zen • B und D haben d~e Elemen e
a~. = J} ..T?'l .. \,,,', .. \.:l ••J~ _, ~Wj~~/o/i\~/~~
1 1 1 ,
b .• = O't fW . ( ll) 1P . ( ll )dll
J~ -1 J a
1 0' 1 1 1 1
d .. =~ fw.(~)d~ J1p'(Il')dll'J~ <:; -1 J _, ~
. +1 +1) 1( )und d i e Vektoren 'f (x) und f (x haben die Komponenten fix bzw ,
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, O's"
f.(x) = -2 J J rl(l-l) exp(-crt 3 ) H(J,l)w.(J,l')dlJdlJ'J _, _, - 1J J
Die Wichtungsfunktionen w~(l-l) und die Entwicklungsfunktionen W~(~) sind
J ~
wieder als linear unabhängige und integrierbare Funktionen vorzugeben.
Da der Ansatz 3.'8 die Bedingungen 3.'7 statt 3.3 exakt erfüllen muß.




1 • N N NtPi(lJ) = 0 0;:'1J;:" J.~' _2'"2 t' • • _
3.20 ,
• , 2 NWi(lJ) = 0
- ''::'1J;:'0 ~= • ·····2
statt 3.8 zu fordern und für 3.'9 die Randbedingungen 3.2'
'Pi(O) = 0 • 4 2 NJ.= I. '... '2
3.2'
'P ~ (a) • N '1 N '2 N= 0 J.- 2'T -2'" _•••• r
J.
statt 3.9 zu postulieren.
Existiert (A')-', schreiben wir 3.'9 in der Form 3.22
mit
C1 = (A') -, (D '-B ' )
1'H(X) = (A')-'l'(x)
Statt des homogenen Gleichungssystems 3.7 mit den inhomogenen Randbe-
d.i.ngunge n 3.9 haben wir jetzt das inhomogene Gleichungssystem 3.22 mit den
homogenen Randbedingungen 3.2' zu lösen.
Die Komponenten des Inhomogenitätsterms 1111(x ) bestehen aus Summanden der
Form
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Setzen wir ~o(x.~t) aus 3.15 ein und setzen wir
erhalten wir
1
g .. (x) =k .. J rl(lJ) exp(-crt ~IJ·)d~'J~ J~ 0















=k j i J ~nexp(-crt ;)dIJ
o








Die Funktionen En(Z) sind die bekannten und tabellierten Exponentialinte-
grale
1 z
n-2 --E (z) = J IJ e lld).!n
0
Die formale Lösung von 3.22 hat die Gestalt
+1 l +1 1 +ilW (x) = c. e. exn(A.x) + w (x)I : J. J. - J. IJ.
D· \ 1 • d d' E' . +1 . hö E' kt C1 d d'J.e ~. s~n ~e J.genwerte, dJ.e e. zuge orJ.ge J.genve oren von ,un J.eJ. ~
Konstanten c. sind aus 3.21 zu bestimmen. ~(x) ist eine spezielle Lösung
J. 1 T
von 3.22. Die A. haben die gleichen Eigenschaften wie die A. aus 3.10. daJ. ~
auch die Matrix C1 den Voraussetzungen aus /-29 7 und /-30 7 genügt.
- - ..-
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~1 1Die Bestimmung Von ~ (x) aus 3.23 und 3.21 bereitet für große Ai und
große x wieder numerische Schwierigkeiten, die jedoch mit den ~n
Abschnitt V ausgeführten Lösungsverfahren zu bewältigen sind. Dabei
ist die Kenntnis einer speziellen Lösung~(x) von 3.22 vorausgesetzt.
Kennt man eine solche nicht, bietet sich die total-numerische Lösung
von 3.21 und 3.22 an, für die ebenfalls in Abschnitt V ein Verfahren
dargestellt wird.
111.2 Entwicklung nach Fu~tionen des Ortes
tlährend man i.a. ohne genaue re Rechnungen über die Winkelverteilung der
Neutronenflugrichtung nur recht grobe Angaben machen kann, wie etwa "die
Neutronen fliegen überwiegend in Vorwärtsrichtung" • wodurch die Auswahl
der Entwicklungsfunktionen bei Entwicklungen nach der Winkelvariablen
eine gewisse Hillkür enthält. kennt man die Ortsabhängigkeit der Neutronen-
verteilung aUs einfachen Modellen viel besser. So ist z.B. mit Hilfe
einfacher Rechnungen nicht nur die Aussage möglich. "der integrale Neu-
tronenfluß fällt exponentiell ab" 8 sonder-n man kann sich auch die Koeffi-
zur näherungsweisen Lösung von 3.1 und 3.2 auch Entwicklungen nach der
Ortsvariablen zu untersuchen /-11 7.
- --- - lIIl;!l- ..__
Um die Unstetigkeit der Winkelverteilung der Flugrichtung bei ~=O besser
berücksichtigen zu können, wählen wir zur Entwicklung von 3.1 nach Funktionen
des Ortes den leicht modifizierten Ansatz 3.3a.
3.3a
Die 'P;(x) und lf~(x)
bare Funktionen d.es
unterwerfen wir d.en
sind vorzugebende, linear unabhängige und integrier-
Ortes. Die zu bestimmenden Funktionen ljJ~ (11) und ljJ '7(~)
:L :L
zusätzlichen Bedingungen 3.24
+ i=2,3, ••••NljJi(P) = 0 0'::'lJ.::,1 ;
3.24 ljJ~(ll) = 0 -1 ~lJ'::'O ; i=1,2.~ •••N
+
:= rl(ll)$1 (\.I.) 0<).1<1
--
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und von den Entwicklungsfunktionen fordern wir
+
'f i (a) = 0 i=1 .2 •••••N
3.25 fi'(O) = 0 i=1.2 .....N
~:(O) = (Normierung)
Wenn wir -wie in Abschnitt III.1- der Einfachheit halber wieder annehmen,
daß r :f:O gilt, so garantieren die Bedingungen 3.24 und 3.25. daß der
r
Ansatz 3.3a die Randbedingungen 3.2 exakt erfüllt.
Gehen wir nun mit dem Ansatz 3.3a ein in 3.1, und fordern wir • .daß das
Residuum R(x,v) im v-Intervall /-.1.0 7 orthogonal ist zu N vorzugebenden,
linear unabhängigen und integri:rbare~ Wichtungsfunktionen w;Cx) und im
~-Intervall /-0,1 7 orthogonal ist zu N vorzugebenden. linear unabhängigen
- -







des Skalarproduktes das Gleichungssysten. 3.27 zur Bestimmung der unbekann-
ten F'aMtionen'!!t(v) und'!!:" hd •
~l.
N + + d + N + + +
u l 1/1. (u)(w . , dx u», )+O't 2 t/J. (lJ)(v .•f..) =
i=1 :L J Tl. i=1:L Jl.
j=1 ,2., •• ,N
3.27b
N . N
lJ l t/J':'(V)(w'":'dxd «p.':')+(1t Lt/J':'(lJ)(W'":,IO':') =i=1 l. J 1 i=1 1 J f:L
(1 N 0 1
=--25 \ ,. ft/J~(lJ')dlJ'(w'":.w~)+f t/J':'(lJ')dlJ'(w'":.w':')J+
·f.11. 1 1 J T1 J. J Tl.1- - 0
°' 1
+ ~f '~(lJ')dv'(W:.~:)-~t/J~(lJ)(w'":'~~~)-O'tt/J~(lJ)(w-J"~~)
o J .... J
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3.27a und 3.270 stellen zwei über die Streu- und Spaltquelle gekoppelte
Integralgleichungssysteme für die unbekannten Funktionen 1/1:(1-1) und tPi(ll)
dar.
+Mit den Matrizen A-
gegeben sind durch
( +) B±= a:·. tJJ.
+ + +
= (b":.) und D- =(d":.), deren ElementeJJ. JJ.
hat die
haben die
± ± d ±
a .. = (w·'df· )JJ. J x J.
+ + +b":. = (w":,t.p:)JJ. J J.
+ + +d:. = (w":,\f:-)JJ. J J.
können wir die Gleichungen 3.27 wie folgt darstellen:
o 0 i
3.27a llA+1/I+(U)+OtB+1/I+(1l) = 2s L-B+ [1/I+(uf)dut+D-j1/l-(ut)dut+r+-7
-I 0
-1.:y.:..o
Die Vektoren q/( u ) haben die Komponenten 1/1~( lJ), die Vektoren r±
J+ + + J. ..konstanten Komponenten ~1(Uf)dut.(w:'~1)' und der Vektor s (u)+ _ 0d· + + J _ +
Komponenten u~ 1(u)· (.T j' dX~ 1)+Ot~1 (u ) (wj ,lf1)'
Unter der Integration eines Vektors oder einer Matrix wollen wJ.r hier und
im folgenden die Integration der Komponenten bzw. der Elemente verstehen.
1<'v';~+';",...",_ ",+r",-1 _ r .. A+.L._ -0+,-1
.u.A...l-OU..l~"';;.L~U .1.: \i-.AI - ''''''.Mo TVtJ..) J
J.n L-O,1_7 und setzen wir
C1(u ) = F+(u)-1 B+
c2(u) = F+(u)-1D-
c3( u ) = F-(u)-1D+
c4(u) = F-(U)-1 B-
• ... "'I -{ ,-i~n / ~1,O I und F \~I
- -
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so erhalten wir aus den Gleichungen 3.27 die Gleichungen 3.28 ~
o 3 0 + 4 1~"C~) =2S ~C C~) J~ (~f)d~t+C C~)J~"C~f)d~'-7+
-1 0
Os _ -1.... -1-
+ '2' F CII ) r -F (~) s (~ )
Da r+, r- und S-Cll) bekannte Vektoren sind, stellen die Gleichungen 3.28
zwei gekoppelte Systeme inhomogener Integralgleichungen vom Fredholmschen
Typ zweiter Art mit entartetem Kern dar. Die Lösung dieser gekoppelten
Integralgleichungssysteme reduziert sich durch Integration von 3.28a über
das Intervall 1--1,0 7 und durch Integration von 3.28b über das Intervall
- ..
1""0,1 7 auf die Lösung des inhomogenen linearen Gleichungssystems 3.29,
- -dessen eind~utige Lösung genau dann existiert, wenn die Determinante der
Matrix des Gleichungssystems ven Null verschieden ist.
3.29
:8 1 .;r.
~- = E3 ~+
2 '\I ...
+ E~ + P
+ E4 ~- + p"
Die in 3.29 auftretenden VektOren und Matrizen sind durch folgende
Gleichungen gegeben:











=~ J C~(~)d~ i=1,2
2 -1
0'8 1 Ci(~)d~E~ ='2 J i=3,4
0
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+ as 0 + -1 +
P = '2 f F ().1) dlJ •r
-1
p.o = ~s } F-().1)-1 d).1 r-.
o
1
JF-().1 )-1 s-().1 )d).1
o




• • 'V+ IV.... .gegeben lst, so lassen slch ~ und ~ elndeutlg aus 3.29 bestlmmen, und
mit ~+ und ~.. lassen sich die gesuchten Vektoren ~+().1) und ~-(~) aus den
Gleichungen 3.28 bestimmen. Unter Berücksichtigung von 3.24 haben wir
dann die Näherungslösung 3.3a von 3.1 gefUnden, die die Randbedingungen
3.2 exakt erfüllt e
In dem beschriebenen Verfahren ist durch die Bedingungen 3.24 und 3.25
insofern eine gewisse nicht notwendige Willkür enthalten als sich die
vorgegebene Winkelverteilung ~1().1)t 0<).1~1. mit der ebenfalls vorgegebenen
OrtsfUnkt ion '-P 1 (x ) durch das ganze System fortpflanzt; bei sehr trans-
.------,
parenten Systemen kann dies zu unnötig großen Fehlern führen, welche leicht
vermieden werden können, wenn wir - wie in Abschnitt III.1 Gleichung 3.12-
d.ie LösUng von 3. I aufspalten in einen Term, der die VerteIlung der unge«
streuten Neutronen beschreibt und in einen Term, der die Verteilung aller
übrigen Neutronen beschreibt. Die Verteilung der ungestreuten Neutronen
ist wieder durch 3.15 gegeben, die Verteilung der übrigen Neutronen er-
füllt 3.16 und 3.17. Bestimmen wir mit dem in diesen Abschnitt geschil-
derten Verfahren eine Näherungslösung von 3.16 und 3.17, entfällt die
oben erwähnte i-lillkür.
Hir gehen daher mit dem Ansatz 3.30,
3.30
lO1±(X)in dem die vorzugebenden Entwicklungsfunktionen I die üblichen Vor-
aussetzungen sowie die zusätzlichen Bedingungen 3.31
~~+(d} = 0 i=1,2, ••• ,N
3.31
lf'~.o(O} = 0 i= 1,2,.o ..Nl
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erfüllen sollen, und in dem die unbekannten Funktionen W~±(U) den Be-
l.
dingungen 3.32
1+ i=1,2, ••• ,NWi (U) = 0 0~V::'1 ;3.32
W~-(U) = 0 -1~1J~0; i=1,2, ••• ,N
genügen sollen, ein in 3.16. Mit 3.31 und 3.32 befriedigt der An~atz
3.30 die homogenen Randbedingungen 3.17 exakt. Fordern wir wie in 3.27
Orthogonalität des Residuums in /--1,0 7 bzw. in /-0,1 7 zu den vorzu-
gebenden Wichtungsfunktionen w~±(x), die ebenfalI; den-üblichen Voraus-
J
setzungen genügen sollen, erhalten wir mit dem Ska.larprodukt 3.26 für
die Funktionen ~l±(u) die Bestimmungsgleichungen 3.33,
~ 1+ 1+ d 1+ N 1+ 1+ 1+
\.I l. w. (\.I)(w. '-dCf- )+crt L W' (lJ)(w. 'f~ ) =i=1 1. J x t 1. i= 1 1. J ...
3.33a
crs N 0 1+ 1+ 1+ 1 1- 1+ 1-
- - y r fw. (\.I')dlJ'(w. ~(j)I' )+!1jJ. (1J')d}.!'(w . ..W. ) 7 +
- 2 .w ~ • '1. ' J • 1. • 1. J "11. -1.=1 -1 0
3.33b
Os ~ r: °f 1+ ) (1- 1+) f1 1-( ) (1- 1-)J
=2~~.L . ""i (\.I' dlJ' w.i 'tri + 1/J i lJ' d\ol' wj -'Pi +
~~I -I ~ 0
° d 1
+ 2s J J w~-(x)~o(x,1J')dlJ'dx
o -1 J
0~\ol~1; j=1,2, ••• ,N
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welche sich von den Gleichungen 3.27 nur durch andere Inhomogenitäts-
terme unterscheiden und infolgedessen wie diese zu lösen sind. Haben
wir die'f~±(\.J) aus 3.33 bestimmt, so stellt mit 3.31 und 3.32 der An-
satz 3.30 eine Näherungslösung von 3.16 dar, welche die Randbedingungen
3.17 exakt erfüllt.
Das bedeutet, daß durch 3.12 mit ~o(x,u) aus 3.15 und ~1(x,u) aus 3.30,
3.31, 3.32 und 3.33 eine Näherungslösung von 3.1 dargestellt wird, welche
einmal die Verteilung der ungestreuten Neutronen exakt beschreibt und
zum anderen die Randbedingungen für die Gesamtverteilung der Neutronen
exakt befriedigt.
In Abschnitt VI werden einige Modellprobleme sowohl mit dem Ansatz 3.3a,
3.24 und 3.25 als auch mit dem Ansatz 3.12, 3.15, 3.30, 3.31 und 3.32
berechnet und die Ergebnisse in vergleichenden Abbildungen dargestellt.
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Modale_Entwicklung der Multi~ru~en-Boltzmanngleichungfür ebene Geometrie
Während im Abschnitt 111 die Betrachtungen auf die monoenergetische Boltz-
manngleichung beschr-änkf waren t wird in diesem Abschnitt der Formalismus
der modalen Entwicklung auf die Multigruppen-Boltzmanngleichung angewendet.
Wir setzen -wie in Abschnitt 111- voraus t daß die Streuung im Laborsystem
isotrop ist, daß alle Querschnitte (stückweise) konstant sind und behandeln
nur Probleme mit ebener Geometrie. Ferner berücksichtigen wir bei den
Quelliterationsverfahren keine AUfwärtsstreuung von Neutronen niedriger
Energie zu höheren Energien t welche in schnellen Systemen keine wesentliche
Rolle spielt.
Die stationäxe Neutronenverteilung wird dann durch die Lösung der Gleichung
4.1 beschrieben (differentielle Form der Multigruppen-Boltzmanngleichung).
In abgekürzter For.m läßt sich 4.1 wie folgt schreiben:
4.18:
Die Vektoren $(X,~) und f(x,~) haben die Komponenten ~g(x,~) bzw. fg(x,~),
die Diag~nalmatrix ~t hat die ,Elemente cr: und die Streu- und Spaltmatrix
~ = (agJ ) hat die Elemente cr J-+g• Unter der Integration eines Vektors wollen
s s s -
wir -wie zuvor- die Integration aller seiner Komponenten verstehen.




Ferner wird gefordert, daß ~g(x.~) für ~fO und für xfO und xfd eine stetige
Funktion von x ist.
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Die verwendeten Symbole haben die gleiche Bedeutung wie in Abschnitt 111,
stellen in diesem Abschnitt jedoch über Energiegruppen integrierte Größen







w{E) ist die zur Mittelung verwendete Gewichtsfunktion, {6E)g ist die Breite
der Energiegruppe mit dem Index g.
Die modale Entwicklung von 4.1 nach der Winkel- und der Energievariablen
führt auf lineare Differentialgleichungssysteme 1. Ordnung mit stückweise
konstanten Koeffizienten; die Entwicklung von 4.1 nach der Orts-und der
Energievariablen führt auf Integralgleichungssysteme von Fredholmschen
Integralgleichungen 2. Art ud.t entartetem Kern.
Die Entwicklung von 4.1 nach der Winkelvariablen allein oder nach der Orts-
varia.blen allein führt auf NO gekoppelte Differentia.l- bzw. Iritegra.lglei-
chungssysteme vom gleichen Typ wie die oben genannten, wobei NG die Anzahl
der Energiegruppen ist.
Durch die modale Entwicklung wird das Problem der näherungsweisen Lösung
von 4.1 somit auf die Lösung weitaus einfacherer Differentia.l- und Integral-
gleichungen reduziert, deren numerische Behandlung in Abschnitt V darge-
stellt wird. In Abschnitt VI werden die hier entwickelten Methoden dann
auf einige Modellprobleme angewandt und die Ergebnisse ausfüllrlich disku-
tiert.
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IV.1 Entwicklung nach Funktionen des Winkels
Für eine Näherungslösung von 4.1 und 4.2 machen wir den Ansatz 4.3 •
g=1 ,2, ••• ,NG
g=1 ,2, ••• ,NG
Die ~~{~) sind -wie in Abschnitt III- vorzugebende, linear unabhängige,
~
integrierbare Funktionen von ~. Die Anwendung des schon in Abschnitt III
beschriebenen Verfahrens der "weighted residuals" zur Bestimmung der Funktio-
nen 'Pr( x) liefert mit den ebenfalls vorzugebenden, linear unabhängigen
und integrierbaren Wichtungsfunktionen wJ(~) das Gleichungssystem 4.4 0
Nd 1. N 1I -d<p?(x) f w~(~)~~(~hld~+atg(x) ItpS:(x) J w~(~)tjJ?(~)d~ =
. -1 x ~ 1 J ~ •-1 ~ 1 J J.~- - ~--4.4
1 NG, N, 1 1,
- - }' ...g +g(y) \W g (x) f wßt,,)t=lu ( ,I,g (", )t=l,,'
- 2 t.. \J \~., L 1"' \., .• \ t" I ~t" I 'I' • ... I~'"
g'=1 s i=1 ~ -1 J -1 ~
j=1,2, ••• ,N
g=1,2, ••• ,NG
Dabei haben wir wieder angenommen, daß fß(x,~)=O ist.
Falls die Funktionen ~?(~) und w~(~) gruppenunabhängig gewählt werden)und
~ J
falls wir der Einfachheit halber hier noch annehmen, daß alle Querschnitte
ortsunabhängig sind, erhalten wir die Gleichung 4.5.
NGd +g e.: +g g'+g +g'
B - f (x) + CJ':'»' Cf' (x) = T l CJ ro (x)
dx t g'=1 s T
Die Vektoren fg(x) und die Matrizen B, F und T sind gegeben durch
rfi(x) 1
+g( )




B = (b .. ),
JJ.
FT






f .. = f w. ( lJhv.. (lJ)dlJ
JJ. -1 J J.
-1 4 4 6Wenn B existiert, können wir .5 noch umformen in • ,
1 NG g'~g ~g'
+B- T v C1 lD (x)
L spalt Tg'=1
g=1,2, ••• ,NG
wobei wir berücksichtigt haben, daß wir die Aufwärtsstreuung vernachlässi-
gen wollten.
Zur Lösung von 4.6 verwenden wir das Iterationsverfahren 4.7 (Quell-
iteration); v ist der Iterationsindex.
(Anfangsschätzung) g=1 ,2, ••• ,NG
Dieses Iterationsverfahren besteht darin, daß mit der Anfangsschätzung zu-
nächst der zweite Term der rechten Seite von 4.7 (Quellterm) für alle
Gruppen berechnet wird. Dann wird -anfangend mit g=1- die Gleichung 4.7
für jede Gruppe gelöst, wobei in den ersten Term der rechten Seite (Streu-
term) die neuen Lösungen für die bereits berechneten Gruppengleichungen 60-
fort eingesetzt werden. Hat man die Rechnung für alle Gruppen durchgeführt,
wird der Quellterm der rechten Seite mit den neuen Lösungen für alle Gruppen
neu berechnet, und man beginnt den Rechenzyklus wieder bei Gruppe 1. Dieser
Zyklus wird solange fortgeführt bis eine vorzugebende Konvergenzabfrage be-
friedigt ist.
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Jede einzelne Gruppengleichung aus 4.7 hat dieselbe Form wie die Gleichung
3.22 des Abschnitts III und kann mit den in Abschnitt V beschriebenen
Methoden gelöst werden. Der größeren t~ersicht wegen wird jedoch das
ganze System 4.7 in Abschnitt V noch einmal ausführlich behandelt.
Bislang haben wir noch nichts über die zu 4.4 bzw. zu 4.7 gehörenden An-
fangs- oder Randbedingungen gesagt. Um mit unserem Ansatz 4.3 die Rand-
bedingungen 4.2 exakt befriedigen zu können. dürfen wir im allgemeinen die
Funktionen ~r(~) nicht als gruppenunabhängig annehmen; um die Formulierung
möglichst einfach und übersichtlich zu gestalten. wollen wir diese nicht
notwendige Annahme jedoch beibehalten und zusätzlich fordern. daß die
Funktionen rr(~) die Form 4.2a haben.
4.2a
Die einfallenden Neutronen sollen in allen Gruppen die gleiche Winkelver-
teilung besitzen. Wie in Abschnitt I1I können.wir noch ohne Einschränkung
der Allgemeinheit annehmen. daß 4.2b
gilt, daß also nur von links Neutronen.a.uf un.ser System. treffen.
Fordern wir nun von den vorzugebenden Funktionen ~.(~). daß sie den Be-
~
dingungen 4.8
\jJi(~) . N N= 0 0,::,li~1 ~~1,,~'+2 •••••11
4.8 lJIi (u ) -1.::.l.l~0
. N
= 0 ~=1.2·····2
lJI-i (u ) = rl(~) O<l.l< 1
--
genügen, und legen wir die zu 4.7 gehörenden Randbedingungen wie folgt fest,
tfI( 0) = 0 i=2.3, ••••~
4.9 fI(d) = 0 i+1.~2, ••••N g=1.2 ••••• NG
tf :( 0) = pg
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so erfüllt unser Ansatz die Randbedingungen 4.2 exakt für alle integrier-
baren Funktionen rl{~).
In Abschnitt V wird das sich unter diesen Randbedingungen ergebende Gleichungs..
system 4.7 noch einmal ausführlich dargestellt und eine Lösungsmethode ange-
geben. In Abschnitt VI werden die Ergebnisse für einige Modellprobleme
diskutiert •
Statt mit dem Ansatz 4.3. welcher einer modalen Entwicklung von 4.1 nach
der Winkelvariablen entspricht. wollen wir in diesem Teil eine Näherungs-
lösung zu 4.1 und 4.2 mit dem Ansatz 4.10 suchen. welcher einer modalen
Entwicklung nach der Winkel- und Energievariablen entspricht.
~
4.10
Im Ansatz 4.10 sind l{x.~) und i. Spaltenvektoren mit den Komponenten
tg(xilJ) und. P~. g=1 i2j&HiNG .. Di~ ;. sind. vorzugebende. linear unabhängige
~ ~
Vektoren. welche je ein Multigruppenspektr~darstellen. die ~'(1J) sind
J.
vorzugebende. linear unabhängige und integrierbare Funktionen von lJ. Die
Funktionen 'Pi (x) werden durch das Verfahrender "weighted residuals" be-
stimmt i das in diesem Falle folgender Prozedur entspricht: Wir gehen mit
dem Ansatt 4.10 ein in 4.1a. multiplizieren sodann 4.1a skalar mit w'(lJ)~"
J J
wobei die w.(lJ) vorzugebende. linear unabhängige und integrierbare wichtungs-
J
funktionen von lJ und. die ~. vorzugebende. linear unabhänige Wichtungsvektoren
J "
sind. und integrieren die Gleichung über lJ. Der Integration über E ent-
spricht hier im Multigruppenbild die ska,lare MUltiplikation mit ~j. Dabei






Nd.. 1 NG k k tI. 1 NG kL crxfi(x) f l-lW.(l-l)l/J.(p)djJ' I p.v.+ L'f'(x) f W.(lJ)l/J.(ll)dp IO'~p.v~ =
i=1 -1 J J.. k=1 J.. J i=1 J.. -1 J J.. k=1 J.. J
1 N 1 1 NG NG 1 k 1
= 2' L'f·(X) f w.(jJ)dU fl/J·(J.l')dU' 1~ L 0' -+ p.
i=1 J.. -1 J -1 J.. k=1 J l =1 s J..
Mit
und A = (a .. ). B = (b .. ). D =(d .. ) sowielt(x)
JJ.. JJ.. JJ.. I
hat 4.11 die Form
d 7'() -+ -+A crxlf x + B fex) =D 'fex)
-1 1Existiert A und setzen wir C = A- (D-B), ergibt sich schließlich 4.12.
d -+ -+dX \fex) = C lf(X)
Um wi.ederum die Randbedingungen 4.2 unter den Voraussetzungen 4.2a und 4.2b
exakt erfüllen zu können, unterwerfen wir die zugelassenen Funktionen l/J.(u)
J..
-+
wieder den zusätzlichen Bedingungen 4.8 und fordern von den Vektoren p. noch.
J..
daß für sie 4.13 gilt.
g=1,2 ••••• NG
Legen wir jetzt der Differentialgleichung 4.12 die Randbedingungen 4.14
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tti (0) = 0
4.14 tfi(d) = 0
'P 1( 0 ) =
. 2 3 J:J~= , , ••• ''2
.N 1N 2 1\T~- 2+ ,~ ••••• ~,
zugrunde, ist die excl~te Befriedigung der Randbedingungen 4.2 durch unseren
Ansatz 4.10 gesichert.
Die Differentialgleichung 4.12 mit den Randbedingungen 4.14 hat die gleiche
Form wie 3.7 mit 3.9 aus Abschnitt 111 und kann mit den gleichen Verfahren
wie diese gelöst werden (Abschnitt V). Allerdings ist zu beachten, daß
die Voraussetzungen aus L-29_7, L-30_7 nicht mehr erfüllt sind, und daß
tatsächlich die Matrix C aus 4.12 i.a. auch komplexe Eigenwerte besitzt.
Wie in Abschnitt V gezeigt wird. bedingt dies jedoch nur eine geringfügige
Modifikation der für 3.7 entwickelten Verfahren.
Eine andere r1öglichkeit. die Randbedingungen 4.2 exakt zu befriedigen. be-
steht wieder darin, den Neutronenfluß aufzuspalten in einen Term ~og(x'U)t
1·relcher die Ve-rte-il-ung d.e-r Neutrone-nder Gr"J.ppe g b-es-chreibt, die n-och
k · St ~ l"tt • b d"" - 19( • 1 h d" "7 t .ea.nen 0)0 er ~ en na en , un r.n e men ',renn ~ X.ll) t we cner ae ver e~'"
lung aller übrigen Neutronen der Gruppe g beschreibt.
g=1 ,2, ••• ,HG
~og(x,u) befriedigt die folgende Gleichung (mit fg(x,u)=O):
g=1 ,2, ••• ,UG
Deren Lösung kann sofort angegeben werden:
4.1513.
g=1,2, ••• ,NG
(Hier kann in sehr einfacher "VTeise auch die allgemeinere Form der Randbe-
dingungen 4.2 befriedigt werden mit ~og(O,u) = rf(u).)
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• 117 ( ) 4 6Der zwe~te Term $ 0 x,~ erfüllt dann die Gleichung .1
mit den Ranclbedingungen 4. 17 •
4.17 O~~~1
- 1'::'lJ.::.0
g=1 ,2, ••• ,NG
Suchen .ar eine Näherungslösung von 4.16 und 4.17 mit dem Ansatz 4.3 und
verfahren wie zuvor, so gelangen wir zu den Gleichungen h.18
d -+ * -+ * -1-+dx fex) = C fex) + (1'.) fex)
zur Bestimmung der unbekannten Funktionen w. (x}, Die Elemente der Matric C*
- T2
haben die gleiche Gestalt "Tie die der Matrix C aus 4.12. Lediglich die
Nebenbedingungen für die Furu~tionen o/i(U) und die Randbedingungen für 4.18
müssen leicht modifiziert werden , damit der Ansatz 4.3 jetzt 4 0 17 erfüllt.




O'::'fJ.::.1 i~11 ,fr2,0 •• ,NJ.
~). (u) 0 -1'::')J,~0 .N= 2=1,2, •• • '2"1
\f{(0) = 0 . 1 n N;L= '':::' •• ''2"
'f~( d) . N N rv 'J
g=1 ,2, ••• ,NG
= 0 ~~1 ,~<::, ••• ,I,
1
-+
Die Komponenten von fex) haben die Darstellung
NG
)' g+l 1
• cr v.l~1 s J
Mit 4.8a und der Lösung von 4.18 und 4.9a stellt 4.3 jetzt eine Näherungs>
lösung von 4.16, d.h. für die Verteilung aller Neutronen, die mindestens
einen Stoß erlitten haben, dar, welche die Ra.ndbedingungen 4.17 für diese
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Verteilung exakt erfüllt. Das bedeutet aber; daß 4.15 eine Näherungslösung
von 4. 1 darstellt, welche die ungestreuten Neutronen exakt erfaßt und
außerdem die Randbedingungen 4.2 für die Gesamtverteilung exakt erfüllt.
IV.3 Entwicklung nach Funktionen des Ortes
In den beiden ersten Teilen dieses Abschnittes haben wir Näherungslösungen
von 4.1 und 4.2 mit Hilfe von modalen Entwicklungen nach Funktionen des
Winkels bzw. nach Funktionen des Winkels und Funktionen der Energie kon-
struiert. In diesem Teil sollen nun Nänerungslösungen von 4.1 und 4.2
mit Hilfe von modalen Entwicklungen nach Funktionen des Ortes gesucht werden.
Wie schon in Abschnitt III.2 für das monoenergetische Problem wäblen wir
auch hier einen leicht modifizierten Ansatz, um die eventuellen Unstetig-
keiten in der Winkelverteilung der Neutronenflugrichtungen bei ~=O besser
berücksichtigen zu können. Mit diesem Ansatz 4.19 zur näherungsweisen
Lösung von 4. 1
gehen wir ein in 4.1 und fordern Orthogonalität der Residuen Rg(X,lJ) im
~-Intervall ;--1,0 7 zu den N Wichtungsfunktionen w~(x) und Orthogonalität
- - J
im l-l-rnteWall ("0,L7 zu den N I-lichtunp;sfunktionen l-T~-(X). Die 2N Wich-
... - " J
tungsfunktionen \-T~±(x) sowie die 2N EntwicklUngsflln-'ktionenlf?±(x) sind
J l
vorzugeben und. vTerden als integrierbar und linear unabhängig vorausgesetzt.
Die FUnktionen~~±(x) sollen ferner den zusätzlichen Bedingungen 4.201 l -







0"_( ) 0 i=1 ,2 .... ,Ntfi 0 =








1/Jg+(u) = r~(u) 05.,11.::.1!
i=2.3, ••• ,N
i=1,2 •••• ,11 g=1 ,2,.•• ,NG
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durch die garantiert wird. daß der Ansatz 4.19 die Randbedingungen 4.2
ex~~t befriedigt, wenn wir wieder annehmen. daß rg:O für alle Gruppen
r
g erfüllt ist. Wie zuvor nehmen wir weiter an. daß auch fg:O für alle
Gruppen g erfüllt ist. Die Forderung der Orthogonalität der Residuen
Rg(x.~) zu den gegebenen Wichtungsfunktionen wj±(x) liefert mit dem
Skalarprodukt 3.26 das Gleichungssystem 4.22 zur Bestimmung der 1jJ~±(lJ).
:I.
h.22a
j=1,2 •••••N; g=1,2 ••••• NG
4.22b
4.22a und 4.22b stellen zwei Integralgleichungssysteme für je NMNG unbe-
kannte Funktionen dar. über die Streu- und Spaltquelle sind beide Systeme
miteinander gekoppelt.
Um zu einer übersichtlichen Darstellung zu gelangen, machen wir wie :Ln
Abschnit IV.1 die vereinfachende aber nicht notwendige Annahme. daß die
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Entwicklungs- und VJichtungsfunktionenw?±(x) bzw , w~±(x) gruppenunabhängig


















M • ± ( ±) ± ( ±) ± ( ±) . V kt k± ( k±)den . atr~zen A =a.. , B =b.. , D =0... sowa.e den e oren r = r . ,
... P'- 'V~ 'V~ J~ + ,J~ + J
sg VlI)=(S":' (J.,l)), tJj =(1J;'; ) und 1fß-(lJ) = (ljil?-(lJ)) schreiben wir die GleichungfnJ . ~ ~
4 & 22 wie folgt:
4.23a
4.23b
0~1J~1; g=l,2, ••• ,NG
E ~st~eren ~g+( )-1 - ( A++ ~+)-1. /- 1 °7 und Fg-(1I)-1x...... . ~ 1J - 1J cri?~ ~n _ - , _ ..






cr;+grk- - J Fg-(~)-1sg-(~)d~;
o
so erhalten wir die algebraischen Gleichungen 4.24; in dem wir zunächst
4 g+( )-1 4 .. p'_( ,)-1 ...23a von links mit F'" JJ- und .23b von Li nks mi.t; Fe> jJ- mu.Lt i.p.li.s-
zieren und dann in üblicher Weise d.ie Fredho1mschen Integralgleichungen
zweiter Art mit entartetem Kern über L--1;O_7 bzw~ über L-o,'_7 inte-
grieren ..
HG HG k+~k-rug+ Eg L (jk+~k++Eg I (j + pg+1.lr"" == S 2 k=1 s1
4.24 k=1
HG k+g ~k+ I1G k+g ruk-rug_ Eg I pß l rr-1jJ = er + (j ljJ + pO3 k=1 s ""'4 k=1 s
Das lineare, inhomogene Gleichungssystem 4.24 hat die Kantenlänge 2HN*NG
und ist i.a. zu groß, um direkt gelöst werden zu können. Wir benutzen
daher eine Art Quelliterationsverfahren. welches durch Gleichung 4.26
beschrieben wird. v ist der Iterationsindex, die Vektoren ~g. pg und
. • Eg · 4 2 - . • . V kt rug( 0) . d aldle Matrlzen· slnd durch • 5 def~nlert. Dle e aren 1jJ~ Sln s




g=1 ,2, ••• ,NG
aus 4.26 sukzessive
der v-ten Näherung
rechten Seite (Spaltquelle) eingehen.
Bedingung 4.27 befriedigt, bricht die
I • .~.. • k-+g k-+g. .~st da,e Einhe i.t.smat r-Lx , o t und o s i.nd da,e Elemente der Streu- bZ'-1.
s r sp
In 4.26 haben wir berücksichtigt, daß gemäß unseren Voraus-
= 0 für k>g gilt (keine AUfwärtsstreuung).
Spaltmatrizen.
k-+J'1'
setzungen cr t C:>
s r
Sofern (I-cr~g Eg) nicht singulär ist, lassen sich
die Vektore~ ~g(V+1) berechnen, wobei die Vektoren
,,",0"(\1). •~o nur ~n den zwe~ten Term der
Ist für ein vorzugebendes e>O die
Iteration ab.
4.27 1~~(V+1) _ ~~(v)1 < e 1~~(V+1)1
'-J. :L' '"J. '
lvIi t den Vektoren ~g liefern die Gleichungen 4.23 d.ie Vektoren ~g+(lJ) und
~g-(u)~ die, in lli~seren Ansatz 4.19 eingesetzt~ die gesuchte Näherungs-
lösung bestimmen. Durch den Ansatz 4.19 ist damit das Problem der näherungs-
weisen Lösung von 4.1 im wesentlichen reduziert auf das Problem der Lösung
des linearen Gleichungssystems 4.26.
Iv.4 Entwicklunz nach Funktion~n des Ortes und der Energie
Wie schon im Teil 2 dieses Abschnitts bei der Entwicklung nach Funktionen
des Winkels gehen wir auch bei der Entwicklung nach Funktionen des Ortes
noch einen Schritt weiter und entwickeln in diesem Teil gleichzeitig nach
Funktionen der Energie, Wir suchen also Näherungslösungen von 4.1a und
4.2 mit Hilfe des Ansatzes 4.28.
4.28
+
Die Spaltenvektoren pi sind vorzugebende Multigruppenspektren,






als auch dief~(x) bZW,tpi'(x), i=1,2 p",N, werden als linear unab-
hängig vorausgesetzt,
Entsprechend den oben beschriebenen Verfahren zur Bestimmung der unbe-
+
kannten Funktionen ~1~) gehen wir mit 4.28 ein in 4.1a und fordern
Orthogonalität des Residiums R(x,~) in ~-Intervall /--1,0 7 zu den
11 TfJichtungsvektoren ~w:(x) und Orthogonalität im ~:Inte;;;all /-0,1_7
- J J -
. +- -() .. +±zu den N W~chtungsvektoren V.w. x, D~e 2N W~chtungsvektoren v. und
.1 .J J >
die 2N Wichtungsfunktionen wj(x) sind ebenfalls vorzugeben; sowohl die
~ bzw, ~ als auch die w:(x) bzw. w~(x), j=1,2,."N, werden als linear
J J + J J
unabhängig, die w~(x) darüber hinaus als integrierbar vorausgesetzt.
J +
Auße-rdem unterwerfen wir die Funkt i.onen lj/:-( ll) d.en zusätzlichen Bedingungen
+'~ .
11.29 und die Funktionen<.p i{x) den zusätzlichen Bedingungen 4.30.
4.30
lb-:( u ) = 0 0<)..1< 1J. -












so erfüllt der Ansatz 4.28 die Randbedingungen 4.2 exakt, wenn wir wieder













liefert die Forderung der Orthogonalität des Residuums zu den vorgegebenen
Wichtungsvektoren die Gleichungen 4.32 zur Besti~~ung der unbekannten
Funktionen w:(~). Wir verwenden dabei die folgenden Abkürzungen:
·l
± ~± d ± ± ±
a .. = (p. -a.x<f'.t V.vT.)
Jl l l J J
o








+ + + + + + + +
und die Matrizen A- = (a:.). B- = (b:.). D- =(d:.) und G- = (g:.)
+ Jl Jl + ~l 'V± ~l
die Vektoren s-(lJ) mit den Komponenten s:(lJ), dle Vektoren $ mlt
'V+ + J +
Komponenten .i und die Vektoren $-(lJ) mit den Komponenten $i(lJ).
sowie
4.32a




in /--1.0 7 bzw. in /-0.1 7. und definieren wir die Matrizen E. durch









J -( )""1 +=. F).I d).lG
0
1
Eh J -( )-1 -= F J.l d).lD
0
±
sowie die Vektoren p durch
+ o + 1 +
P = J F (J.l)- s (lJ)dlA
-1
1
P = J F'"(J..l) -1 s'" (1.1 )dJ,J
0
so finden wir das algebraische Gleichungssystem 4.33. wenn wir 4.32a von
links mit F+(lJ)-1 und 4.32b von links mit F-(lJ)-1 multiplizieren und die
Fredholmschen Integral-Gleichungs:;rsteme zweiter Art mit entartetem
Kern über /--1.0 7 bzw. über rO.17 integrieren.
- - --
'V+
=R ~ "- +llJ + ~ .,lJ + 1"\,.
-1 ,. -2'f' .t:'
4.33
"-
=Er E4$ +ljJ + P3
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Dieses inhomogene lineare Gleichungssystem hat die Kantenlänge 2N und
kann i.a. direkt gelöst werden. Ist die Determinante der Matrix (I-E)
von Null verschieden, wobei E aus den Matrizen E. besteht, hat 4.33 eine
~
eindeutige Lösung. Eingesetzt in 4.32 liefert diese Lösung die gesuchten
Vektoren ~~(p).
Die Bestinmung einer Näherungslösung von 4.1a und 4.2 in der Form 4.28
ist damit zurückgeführt auf einige Inversionen von Matrizen der Kanten-
länge 2N, während die Bestimmung einer Näherungslösung in der Form 4.19
die Inversion einer Matrix der Kantenlänge 2HNHNG erfordert.
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V Numerische, Behandluna der red~zierten Boltzmanngleichung
Die Methode der modalen Entwicklung führte in den vorhergehenden Abschnitten
auf Systeme von Differential- bzw. Integralgleichungen, deren Lösungen nur
durch numerische Verfahren und mit Hilfe von elektronischen Rechenanlagen
gewonnen werden können. Während sich die Lösung der Integralgleichungs-
systeme auf die Lösung von linearen Gleichungssystemen kleiner Kantenlänge
zurückführen ließ, worüber hier nichts weiter gesagt werden soll, erfordert
die Lösung der Differentialgleichungssysteme entweder die Lösung eines
Eigenwert-Eigenvektor-Problems und eines mit zunehmender Plattendicke schlech-
ter konditionierten kleinen linearen Gleichungssystems oder aber die Lösung
eines sehr großen linearen Gleichungssystems. Hierauf soll in diesem Ab-
schnitt näher eingegangen werden, und die verwendeten Verfahren sollen kurz
skizziert werden.
Die zu lösenden Differentialgleichungssysteme der vorstehenden Abschnitte
hatten stets die Form 5.1,
d-+ -+ -+dx tp (x) = c tp(x) + r(x)
wobei yp(x) und f(x) Vektoren der Länge N, N gerade, und C eine quadratische
Matrixaer Kantenlänge N bedeuten" "lvir beschränken unsere Darstellung wieder
auf Matrizen C mit konstanten Elementen und fUhren die abgekürzte Schreib-
+tp(x) = f(x) =
. .' ß . N +( ) -() d t beln, dle besagt, dac dle 2 -Vektoren~ x und~ x aus .en ers en zw.
N -+letzten 2 Komponenten des N-Vektors ~(x) bestehen. Damit können wir die








V.1 Lösupg des homogenen Proble,:ns mit inhomogenen Randbedingungen
In diesem Fall wird f(x)=O und mindestens eine Komponente von; von Null
verschieden vorausgesetzt. Die formale Lösung von 5.1 lautet dann unter
der Voraussetzung, daß die Matrix C der Kantenlänge N genau Neinfache
Eigenwerte Ai und dazugehörige
den Komponenten e .. besitzt:Jl
N linear unabhängige Eigenvektoren ~. mit
1
N
-+ \' -+ exn(>.. x )<p(x) = L k. e.
i=1 J.. 1 ' :1.
Die Konstanten k. sind aus den Randbedin~~ngen 5.2 zu bestin~en. d.h. aus
:1.
dem linearen GJ.eichungssystem 5.4.
1\T
..
+ +t' k.L e. = r
'::_<4 J. 1
5.4 .1.-1lJ
X k. e. exp(Ld) = r
i=1 1 1 - :1.
dessen Koeffizientenmatrix H aus den Elementen
h .. = e ..
Jl Jl
h .. = e .. eXP(A.d)





die Lösung von 5.4 für große d auf direktem
Genauigkeit möglich. Für kleine d hingegen
Für große Plattendicken d und für i>-2N wachs en die h .. für positive
Jl
alle Grenzen oder werden für negative ReA. beliebig klein. Da
:1.
Fällen stets sowohl negative wie positive ReA. auftreten, ist
:1.
Wege nicht mit ausreichender
und für nicht zu große N (N<30)
bereitet die Berechnung der Eigenwerte und Eigenvektoren von C sowie die
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Lösung von 5.4 keine Schwierigkeiten, und 5.3 gibt die schnell zu berechnende
Lösung von 5.1 und 5.2 an.
Da die Matrizen C ln unseren Fällen jedoch stets Eigenwerte besitzen, von
denen je zwei dem Betrage nach etwa gleich sind, aber entgegengesetztes
Vorzeichen haben L-29, 30_7, können wir 5.4 so umordnen, daß auch für
gröR~re d auf diesem Wege noch eine Lösung von 5.1 und 5.2 bestimmt werden
kann.







k~ =k. exn(ReA .•d)]. 1 .. ].
i=1,2, ••• ,~






5.4 lösen w].r dann iterativ nach dem Verfahren 5.5,










(0) . N N].n dem 'J der Iterationsindex und die ki ,1~1,~2, ••• ,N, eine Ausgangs-
schätzung (i.a. = 0) sind.
Die Elemente der Koeffizientenmatrizen der Gleichungen 5.5a) und 5.5b)
sind jetzt für alle Werte von d dem Betrage nach kleiner als die ent-
sprechenden Elemente der Eigenvektoren, die S~~en auf den rechten seiten
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von 5.5 sind dem Betrage nach noch klein. da die k~ für i < !2 und die k.
~ - ~
für i > ~ dem Betrage nach klein sind. so daß das Verfahren auch für
große d nicht schlechter konditioniert wird.
5.5 entspricht etwa einem Block-Gauß-Seidel-Verfahren für 5.4 mit der
Blocklänge ~ und transformierten unteren Blöcken. Das Verfahren bricht
ab. wenn die Bedingung 5.6 befriedigt ist.
Bei allen gerechneten Beispielen war 5.6 bei Rechnung in doppelter Ge-
nauigkeit und mit einem € = 10-13 nach weniger als 20 Iterationen er-
füllt. Diese Genauigkeitsabfrage ist so streng, daß auch für größere
Dicken d noch genaue Ergebnisse zu erwarten sind. bedingt aber auch
für die Eigenwert-Eigenvektorberechnung das Rechnen mit doppelter Ge-
nauigkeit.
Eine weitere 11öglichkeit, 5.1 und 5.2 zu lösen, ergibt sich durch eine
nahel.i.egende Verallgemeineru.'1g einer I'lethode von L. Lois ;-20 7, ;-33 7,
~ = - ".
welche ebenfalls die Eige-nart der in unsere-n Fällen vorkolT'J11enden I;1atrizen C
ausnutzt. nämliCh die Existenz von paarvreise dem Betrage nach etwa gleichen
aber mit verschiedenen Vorzeichen behafteten Eigenwerten.
Die Matrix C hat infolge dieser Eigenart eine Darstellung 5.7,
wobei in K in der Diagonalen die Realteile der Eigenwerte von C stehen.
während in den Nebendiagonalen die eventuell vorhandenen Imaginärteile
der Eigenwerte und Nullen stehen. Außerhalb der Diagonalen und der
Nebendiagonalen enthält K nur Nullen. Ferner können U und K so ange-
ordnet werden. daß für die Diagonalelemente k .. von K 5.8 gilt.
J.J.
k .. < 0; k , N .+! > 0~~ ~~.~ 2
i=1 ,2 •••• ,N-1
. 1 2 N~= • ····'2
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A2 = a2+i ß2
A3 = a2- i ß2
und für reelle Eigenwerte A1 und A4 z.B. folgende Gestalt:
rA1 0 0 0
--;
• • I
I0 ('(2 82 0 • • I
K 0 -8 ('(2 0 • I= 2
I0 0 A4 0
• 0 IJ•
-1Die Matrizen U und U enthalten die zu den Eigenwerten gehörenden linken
bzw. rechten Eigenvektoren.
Gehen wir mit der Darstellung 5.7 ein ~n 5.1, erhalten w~r nach Multi-
plikation mit U"', v-on links 5.9
bei Aufspaltung von K in quadratische Blöcke der Kantenlänge
(nur diese beiden Diagonalblöcke haben von Null verschiedene
können wir die Lösung von 5.9 wie folgt angeben:
. h . . + -Beze~c nen w~r m~t Kund K den ersten bzw.
+ K+x +;p (x ) = e 1)i (o)
5.10a
1/I-(x) K-x 1/1-(0)= e
Daraus ergibt sich speziell 5.1 Ob.
+
1/I+(d) = eK d 1/1+(0)
5.10b ..







. . -1Spalten Wlr welter U Wle ln 5.11 auf,
rA TI 1u... 1 l.)5.1 1 I I= iLD E
-I
A,B.D und TI; quadrat i sche Ila.trizen der Kant.enl.änge ~. gilt per Definition
5.12 •
+ + ...~) (0) = A lf (0) + B lf (0)
~;"..(O) = D 1.f'+(0) + E Cfl-(O)
~/(d) = A ~+(d) + B lp"(d)
~-(d) =D lf>+(d) + E ~-(d)
Aus 5.12 leiten wir die Beziehungen 5.13 ab.
+ Ln.... BE-1D) <f+(0) -1 ~-(O)~) (0) = + BE
5.13
DA-1 B) <p" (Cl. ) DA- 1 1J/(d)~-(d) = (E - +
Gehen vir nit diesen ein in 5.1 Ob t finden Wlr 5.11+ und 5.15.
'(E .. DA-1B)~-(d) + (A - BE-1D)~+(O)}
5.15 1//"'(0) = e-K-d {DA... 1~+(d) + (E_DA-1B)<P-(d)}
~+(O) und~-(d) sind durch die Randbedingungen 5.2 vorgegeben. Somit be-
stimmen 5.14 und 5.15 ~+(d) und ~-(O). womit die Gleichungen 5.12 ~+(O) und
~-(d) liefern. Durch 5.10a sind dann ~+(x) und ~-(x) und damit <.t(x) und
~"(x) für alle x gegeben.
Der entscheidende Vorteil des obigen Verfahrens liegt darin, daß alle von
der Dicke Cl. abhängigen Matrizen die Gestalt el~d oder e-K""d besitzen und
+ -.daher wegen der speziellen Eigenschaften der Matrizen K und K kelne dem
Betrage nach sehr großen Elemente besitzen. Die zu invertierende Matrix
in der Gleichung 5.14 nähert sich für große d der Einheitsmatrix. so daß
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auch diese Inversion keine Schwierigkeiten bereitet.
I~ Teil 3 dieses Abschnitts gehen Wlr auf elne weitere Alternative, ein
totalnumerisches Verfahren, zur Lösung von 5.1 und 5.2 ein.
V.2 Lösung des inhomoge~en Problems mit, ~omogenen ~andbedingungen
Die im Teil
für den Fall
dieses Abschnitts angeführten l~ethoden lassen sich u.U. auch
+r _ 0
verwenden. Unter den gleichen Voraussetzungen wie lm Teil 1 hat ln diesem








(x ) ist eine spezielle Lösung von 5.1. Die Konstanten k. sind wiedez-um
. . + _ l
aus den Glelchungen 5.2 mlt r = r = 0 z~ bestimmen. Kann man eine speziell~
Lösunglb (x:) von 5.1 angeben, lassen sich die k. entveder direkt aus 5.2
TS l
od.er mit Eilfe eines den Gleichungen 5.5 analogen Iterationsverfahren be-
rechnen, und 5.16 gibt die gesuchte U)sung an. Für N<30 (und nicht zu
große d) ist dies der schnellste Lösungsweg.
Auch die Verallgemeinerung der Methode von L. Lois läßt sich verwenden, wenn
eine spezielle Lösung ~s(x) von 5.1 bekannt ist. Das Verfahren ist dem ln
Teil 1 beschriebenen ganz analog; der wesentliche Unterschied besteht darin,
daß die Gleichung 5!9 auf der rechten Seite den zusätzlichen Term
enth2~t, durch den die Lösugsformeln 5.10a übergehen ln
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+ K+x t/J+(O) +
x
eK+(x-t) lj/ (t )dtt/J (x ) = e I s
0
t/J-(x) K-x x eK-(x...t )IV-(t )dt
= e 1jJ-(O) + i s
0
Die weitere Rechnung ist dann identisch dieselbe W1e 1m Teil 1•
Kann man eine spezielle Lösung~s(x) von 5.1 nicht explizit angeben.
bietet sich das im folgenden Teil 3 dieses Abschnitts beschriebene
totalnQmerische Verfahren zur Lösung von 5.1 und 5.2 an.
V.3•. Tota~n;uperisc?~ .L.8s.~ß. i!:.es D,i f!;:.r!7-ntia.1.&1eichungssy,steptsdurch
Qj.s!:;,reti.sierung
Bei der Vervtendung der nachstehend beschriebenen Hethode zur Lösung von
5.1 und 5.2 braucht nicht zwischen dem homogenen und dem inhomogenen
Problem unterschieden zu werden; veder f(x) noch -; werden daher als identisch
mit dem Nullvektor vorausgesetzt.
Hir unterteilen das Intervalll"O.d i in Teilintervalle der Länge h .•
.. lIiIl6 ).
i=1 ,2 t' •• tmet wobei
gilt und definieren StützsteIlen x. durch
J
Xo == o.tx. == h.J i=1 1 j=1 ,2 •••••NX
und Stützstellen x i +.!. durch
tj 2






Den Funktionsvrert an approximieren w~r durch




geht 5.1 damit über in 5.17.
i=O »1 .2 •••••1'DC-1<Pi +15.18
~
AUflösung nach'fi+1 gibt uns 5.18
-+ -+
f i+1+fi
=Mi+1~i + Ni +1 2' .-
mit
Kennt man ~ • kann man aus 5.18 sukzessive alle Vektorenf. berechnen. In
o + _ ~
unserem Randvrertproblem sind jedochtpo und<fra vorgegeben. und 5.18 stellt
ein lineares Gleichungssystem von der in Bild 1 skizzierten Form dar. Die
Matrizen M. spalten wir dazu auf in quadratische Teilmatrizen.
J. - 2-:
IM] M. i
t ~ 1. i
Mi = lrv~ Mtl
Die Matrizen H. und N. haben die Kant.enLange 1'1. die Ge samt.mat.r-i.x der Abb ,
l ~
hat dernzuf'oLge die Kant.enLänge NxHX. Dami.t 5.17 eine gute Approximation
f'ür 5.1 darstellt. müssen alle h. unter einer geHissen Schranke bleiben.
~
welche i.a. sehr viel kleiner als d ist.
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NX ist dann eine größere Zahl, und das Gleichungssystem 5.18 kann nicht
meh~ direkt gelöst werden. wir verwenden daher ein Iterationsverfahren
zu~ Lösung von 5.18, welches auf einer speziellen Umo~dnung der Gleichungen
beruht. In L-34_7 wi~d für den Spezialfall der PN-Methode gezeigt. daß
dieses. unten beschriebene. Verf~~ren konvergiert und bzgl. Rundungs-
fehlernstabil ist. Diese Ergebnisse lassen sich auf den allgemeinen Fall
nicht ohne weiteres übertragen. und wir haben daher bei einer Reihe von
Beispielen zusätzlich den Spektralradius der Iterationsmatrix bestimmt,
um Gewißheit über die Konvergenz zu haben. In allen Fällen lag der
Spektralradius unter eins. das Verfahren war daher konvergent.
Um die Gleichungen 5.18 für das Iterationsverfahren umformen zu können.
führen wir die Matrizen P.
a
[Pl 21:~J 1P. -I= = M.~ p~ ~J.






r. 1+f. )+("r J.+ J.w. = lL 1J. J.+ 2
-+ -+
(Ni +1
f i+1+fi )-z. =J. 2
Statt 5.18 lösen Wlr nun 5.19
i=O.1 •••••NX-1
(\1+1)













v ist der Iterationsindex. Dem Iterationszyklus der Gleichungen 5.19
liegt die in Bild 2 skizzierte Anordnung der Gleichungen 5.18 zugrunde.
Anschaulich bedeutet diese Iterationsanordnung, daß man stets "in Neutronen-
." . + .flugr~chtung rechnet. d.h. dle Vektoren~i' welche die in posltive ~-Rich-
tung fliegenden Neutronen beschreiben. wer-den von x1 anfangend bis xNX
berechnet, die Vektoren~i. welche die in negative ~-Richtung fliegenden
Neutronen beschreiben. werden bei xNX • anfangend bis x berechnet. Dadurch-, 0
wird eine gewisse Stabilität gegen Rundungsfehler gewährleistet, da das
globaJ.e Verhalten der Vektoren <f' l und!f i in "Rechenrichtung" abfallend
ist ;-34 7.
- -
Formal stellen die Gleichungen 5~19 ein Block-Gauß-Seidel-Verfahrenzur
Lösung von 5e18 dar. welches als blocktridiagonal angesehen werden kann.
Das wirft u.U. die Frage nach einer möglichen Beschleunigung des Verfahrens
mit Hilfe von Über.. oderUnterrelaxationsparametern auf. Im Rahmen dieser
Arbeit wurde diese Frage nicht näher untersucht, sondern lediglich "experi-
mentell" festgestellt. daß bei den gerechneten Beispielen eine ÜOerrelaxation
mit einem Beschleunigungsparameter w mit
1.2 < w < 1.3
das beste Konvergenzverhalten bedingte.
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v.4 Lösung des Multiaru,PpenJ?roblems






\f> gl . ) := 0• \ C1
J.
zu lösen. Das schon in Abschnitt IV.1 skizzierte Quelliterationsver-
fahren zur Lösung von 5.20 geht von einer Ausgangsschätzung fg( 0) (x) aus
und löst 5.20 mit g=1 anfangend entsprechend den folgenden Gleichung 5.21,
in denen v der Iterationsindex ist.
Für jeden Index g ist die rechte Seite von 5.21 gegeben durch die Ausgangs-
schätzung bzw. durch das Ergebnis der v-ten Iteration und durch die bereits
berechneten Lösungen~der (v+1)-ten Iteration. Jede einzelne Gleichung des
Systems 5.21 hat daher die Form der Gleichung 5.1 und kann mit .den gleichen
Methoden wie 5.1 gelöst werden. insbesondere mit der im dritten Teil dieses
Abschnitts skizzierten Methode der Diskretisierung. Approximieren wir Ab-
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leitungen und Funktionswerte an den StützsteIlen x. 1 wie ~m dritten Teil~"'""""dieses Abschnitts und verwenden wir die gleiche Schr~ibweiseJ geht das
Differentialgleichungssystem 5.21 über in das lineare Gleichungssystem 5.22.
=
~ ( v+1)+~J.; (v+1)
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ördnen wir die Gleichungen 5.22 so um. w~e es die Q,ueiliteration (a.ußere
Iteration) und das in Teil 3 beschriebene Iterationsverfahren zur Lösung der
einzelnen Gruppengleichungen (innere Iteration) erfordern. nimmt das Glei-
chungssystem 5.22 die in Abbildung 3 dargestellte Form an.
Mit I gekennzeichnete Kästchen stellen die Einheitsmatrix dar. alle anderen
Kästchen sind i.a. vollbesetzte Matrizen der Kantenlänge ~. Außerhalb der
Kästchen stehen Nullen. Der Vektor der rechten Seite der Abb. 3 enthält
außer den Randwerten nur Nullen.
Bei der numerischen Lösung von 5.22 ~n der in der Abb. 3 dargestellten Art
ist zu beachten. daß unter der nauptdiagonalen der Abb. 3 i.a. viele Blöcke
verschwinden (Uerunterstreuung nur über wenige Gruppen) und daß der Quer-
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hat. Ersteres bedeutet. daß bei Bildung des ersten Terms der rechten Seite
von 5.22 nicht über alle Indizes summiert werden muß. während letzteres be-
deutet. daß die Summation im zweiten Term der rechten Seite von 5.22 nur
einmal für alle Gruppen durchzuführen ist. Da überdies J(.8 von einer bestimm-
ten Gruppe an verschwindet. verschwinden von dieser Gruppe an alle Blöcke
über der Hauptdiagonalen der Abb. 3. Ferner ist die Matrix Baus 5.22 gruppen-
unabhängig. so daß erst alle Vektoren der rechten seite aufsummiert werden
können und dann mit B mUltipliziert werden. Das geht aus der Abb , 3 nicht
hervor.
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r Erg"e.bpi,s,swe, q,er mod,alen Entw.i.ck,1,t\ng de!, ~.o}-tzmanngleichung fÜr j"1odell-
probleme
Die in den Abschnitten Irr und IV dargestellten Verfahren zur näherungs-
welsen Lösung der Boltzmanngleichung werden in diesem Abschnitt auf
einige Modellprobleme angewendet. Die Ergebnisse der verschiedenen Ver-
fahren werden einander gegenübergestellt und mit Ergebnissen von SN-Rech-
nungen L-31_7 verglichen. Ziel dieser Vergleiche ist es, Aussagen über
die Genauigkeit der ve:rschiedenen Verfahren und Über eine "vernünftige"
Auswahl der Entwicklungs- und Wichtungsfunktionen zu gewinnen.
Um eventuelle numerische Schwierigkeiten bei der Lösung der reduzierten
Gleichungen aufzudecken, wurden diese teils mit verschiedenen numerischen
Methoden (Abschnitt V) gelöst. N~~erische Instabilitäten sollten sich
darin äußern, daß verschiedene numerische Methoden voneinander abweichende
Resultate ergeben. Die Anwendung verschiedener numerischer Methoden
erlaubt weiter vergleichende Aussagen über deren Schnelligkeit und damit
eventuell Aussagen darüber, welches die jevreils "beste" Ivlethode ist.
VI. 1 ~1,op.oe.n.~.ß.etisch~, Probleme
~n;tyi9:f,lE-an,gen nach Funkt i,2nen.. j;,esWinkels
Als erstes Problem berechnen wir die Neutronenverteilung in einer homogenen,
10 cm dicken Platte, auf die von einer Seite mit vorgegebener Winkelver-
verteilung
~(o,~) = const ~>O
~(O,~) = 0 ~~O
ein Neutronenstrom trifft (Abb. 4). (Unter Platte wird im folgenden stets
eine in zwei Koordinatenrichtungen unendlich ausgedehnte ebene Schi~ht
verstanden.) Die Wirkungsquerschnitte der Platte sind in Tabelle 1 als
die der Zone 1 angeführt.
... 66 ...
Zone 1 2 3 4
°t 0.9 0.5 0.7 0.6
o 0.2 0.2 0.4 0.0
str
vOf 0.1 0.1 0.2 0.0
(J 0.6 0.2 0.1 0.6
c
. . l-cm- 1 7Tab.1: E~ngruppen...Wirkungsquerschn~tte
- -
Die Abbildungen 5 und 6 zeigen die Ergebnisse einer S16-Rechnung e e2ner
DP2- und einer DP5-Rechnung (s. Abschnitt III.1) sowie Ergebnisse ver-
schiedener Approximationen nach Abschnitt 111.1.
Die Ergebnisse der DP5-Rechnung stimmen gut mit denen der S16-Rechnung
überein, während die der DP2~Rechnung sehr große Fehler au~weisen. Die
Ergebnisse der Approximationen nach Abschnitt III.1 (wie die der s16-
Rechnung punktweise eingetragen) beruhen auf Rechnungen mit zweit in
beiden Winkelhalbintervallen gleichen Entwicklungsfunktionen (s. Abschnitt
111) und einer Wichtung mit den Entwicklungsfunktionen selbst. Der Appro-
ximationsgrad entspricht somit dem einer DP2-Rechnung t welche ... wie schon
in Abschnitt III erwähnt - lediglich ein Spezialfall der allgemeineren
Entwicklung ist. Doch während die DPN-Rechnungen keinerlei Informationen
über das zu behandelnde Problem berücksichtigen können t ist bei den all-
gemeineren Entwicklungen solche Information verwertet worden: Da auf die
Platte nur einseitig Neutronen treffen und da das ~mterial der Platte nur
schwach multiplizierend ist, wird die Winkelverteilung eine starke Vor-
wärtskomponente besitzen. Die jeweils zweite Entwicklungsfunktion der
Approximationen vom Grade 2enthielt daher ebenfalls eine stärkere Vorwärts-
komponente, während die jeweils erste Entwicklungsfunkt ion - wie in den
DPN-Approximationen - eine Konstante war. Da die Winkelverteilung der Streu-
'"' 67 '"'
und Spaltneutronen gemäß unseren Voraussetzungen isotrop ist, ist auch
diese EntwicklungsfUnktion durch einfache physikalische Überlegungen
nahegelegt.





Dabei gilt einm.al p=O, q=1 und einmal p=O, q=... 1. 6.1 stellt in Polar-
koordinaten abgeschnittene Kreise oder Ellipsen dar, deren Mittelpunkt
um die Strecke a gegen den Nullpunkt verschoben ist, deren eine Halb-
achse gleich eins und deren andere Halbachse gleich b ist. Die erste
EntwicklungsfUnktion entsprach in diesem Bild jeweils einem Halbkreis
lllU den Nullpunkt, d.h. den Parametern a 1=0, b 1=1 oder ~,(v)=1 sowohl
in L·-1,O...7 als auch in L-O,1.7. Die Parameter a2 und b2 der jeweils
zweiten EntwicklungsfUnktion haben wir bei diesen Rechnungen ebenfalls
in beiden Halbintervallen als gleich angenommen. doch stellt dies keine
notwendige Bedingung dar. Ebensogut hätten wir in beiden Halbintervallen
verschiedene Entwicklungsfunktionen verwenden können. (Dies wird auch in
späteren Beispielen getan)" Die Parametera2 und b2 sind in den Abbildungen
5 und 6 angegeben; sie variieren über einen größeren Bereich, entsprechen
aber alle abgeflachten und in Vorwärtsrichtung verschobenen Ellipsen.
Approximationen mit EntwicklungsfUnktionen der Form 6.1 werden im folgenden
und in manchen Abbildungen mit EN(a"b1,a2,b2, ••• ,aN,bN) bzw. mit
( + + - - + + ... '"')' . . .EN a"b"a1,b" ••• ,aN,bN,aN,bN beze~chnet. N ~st der Approx~mat~onsgrad,
die 2N bzw, 4N Argumente sind die in 6.1 verwendeten Parameter: 2N Para-
meter. falls diese in beiden Winkelhalbintervallen als gleich angeno~~en
werden, 4N Parameter, falls in beiden Halbintervallen verschiedene benutzt
werden.
Diese Möglichkeit, von Fall zu Fall auch in beiden Winkelhalbintervallen
verschiedene EntwicklungsfUnktionen zu verwenden, bedeutet eine sehr große
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Flexibilität. welche in diesem Beispiel noch nicht ausgenutzt wurde. Trotz-
dem liegen alle Ergebnisse der verwendeten E2-Approximationen weitaus
besser als die der vergleichbaren DP2-Rechnung. weil in der zweiten Ent-
wicklungsfunktion die dem gegebenen Problem angepaßte pauschale Erwartung
einer stärkeren Vorwärtskomponente in der Winkelverteilung berücksichtigt
werden konnte.
Häufig verfügt der Benutzer über detaillierte Kenntnisse aus ähnlichen
Problemen, welche es i.a. gestatten, die Entwicklungsfunktionen dem vor-
liegenden Problem besser anzupassen als es durch einfache physikalische
Überlegungen möglich ist. Wie sehr die Berücksichtigung einer besseren
Information auch die Ergebnisse weiter verbessert, zeigen die Abbildungen
7 - 10. Die Abbildungen 5 und 6 lassen vermuten, daß in diesem und in
ähnlichen Problemen die Winkelverteilung besser durch Funktionen der Form
6.2
.'.',. \ _ a
0/\ .. 1 - b-c~
l/J(~) = 0
beschrieben v~erden kann (p,Q. wie oben). Die Verwendung von 6.2 statt
6.1 als zweite Entwicklungs funkt ion mit gleichen Parametern a, bund c ln
beiden Winkelhalbintervallen (die erste Entwicklungsfur~tionweiterhin
in beiden Halbintervallen gleich einer Konstanten) liefert für das oben
skizzierte Problem (10 ern-Platte) die in Abb. 7 und Abb. 8 dargestellten
Resultate. Die verwendeten zweiten Entwicklungsfunktionen der Form 6.2
sind in den Abbildungen angegeben, die Ergebnisse liegen noch besser als
die mit Funktionen der Form 6.1 gewonnenen der Abbildungen 5 und 6.
tfuertragen wir die hier gewonnene Infonnation auf ein Eilinliches Problem
(50 ern-Platte mit Querschnitten der Zone 1), indem wir für dieses Problem
die gleichen Entwicklungsfunktionen verwenden, erhalten wir wiederum sehr
gute Ergebnisse. Abb. 9a und 9b zeigen die Winkelverteilung in der 50 cm-
Platte, und Abb. 10 zeigt den Fehler des integralen Flusses bezogen auf
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elne s.16-Rechnung. Zum Vergleich sind wiederum Ergebnisse einer DP2- und
einer DP5-Rechnung SOWle hier auch die einer S4-Rechnung einge~ragen.
vlährend die DP2..Rechnung bei diesem Problem völlig versagt und die Sl}-
Rechnung sehr schlechte Ergebnisse liefert, sind die Approximationen mit
Entwicklungsfunktionen der Form 6.2, deren Parameter aus einem ähnlichen
Problem übernommen wurden, trotz ihres niedrigen Approximationsgrades in
der Lage, weitgehend riChtige Resultate zu liefern.
Approximationen mit Entwicklungsfunktionen der Form 6.2 werden im folgenden
und in manchen Abbildungen auch mit HN(a1,b1'c1 •••• ,aN'bN'cN) bzw. mit
( + + + - _.. + + + - - -)' .RN a1,b1,c1,al,b1,c1, ••• ,aN'bir,cN,aN,bN,cN bezelchnet. N glbt den
Approximationsgrad an, die 3~r bzw. 6N Argumente entsprechen den Parametern
aus 6.2: 3N Parameter, falls diese in beiden Halbintervallen gleich sind,
6N Parameter, falls sie in beiden Halbintervallen verschieden sind.
Einfluß der Wichtungsfunktionen
~~~~~~~------~-~-~----~----~---
An diesem Beispiel soll auch noch der Einfluß der Wichtung demonstriert
werden. Die Ergebnisse der Abb. 5 .. 10 basieren sämtlich auf Rechnungen
mit einer- Wichtung durch die Entwicklung-sfllnktio-nen s-elbst. Da wir als
eJ.ne der Entwicklungsfunktionen eine Konstante gewählt hatten, war somit
auch eine der Wichtungsfunktionen eine Konstante. Durch diese konstante
Wichtungsfunktionwird·gera.ntiert, daß die gefundene Näherungslösung die
integrale Neutronenbilanzforderung (s. Abschnitt 11) erfüllt. Der integrale
Neutronenfluß selbst ist natürlich noch mit Fehlern behaftet, wie die
Abb. 10 zeigt und wie es bei einer Approximation vom Grad 2 auch nicht anders
erwartet werden kann. Für die Fehler des integralen Neutronenflusses ist
im wesentlichen der Fehler des winkelabhängigen Flusses im Intervall
/-0.4,1.0 7 entscheidend, während recht große relative Fehler im Intervall
.. ..
/--1.,0. 7 wenig Einfluß auf den integralen Fluß haben. Wählt man daher
.. -
als zweite Wichtungsfur~tioneine Funktion, welche das Intervall ;-0.4,1.0 7
.. ..
stärker betont a.ls bisher die zweite Entwicklungsfunktion, wird u.U. der
Fehler des integralen Flusses kleiner. Abb. 11 zeigt die mit einer im
Intervall /-0.4,1.07 stärkeren Wichtung aber gleichen Entwicklungsfunkt ionen
- -
wie zuvor berechneten Flußverhältnisse. ~1an erkennt eine allerdings nur
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unbedeutende Verbesserung der Resultate. Da auch die zweite Entwicklungs-
funktion das Intervall /-0.4,1.0 7 schon relativ stark betonte, bringt eine
- ...





Als zweites Problem berechnen w~r die Neutronenverteilung in einer Platte,
welche aus zwei verschiedenen Zonen gleicher Dicke (je 10 cm) besteht, und
auf die wiederum von einer Seite ein Neutronenstrom mit isotroper Winkel-
verteilung trifft (~(O,~) = const, ~>O). Die erste Schicht, auf die der
Neutronenstrom unmittelbar auf'trifft. hat die Wirkungsquerschnitte der
Zone 3 aus Tabelle 1, während die zweite Schicht einen reinen Absorber
(Ot=oc) mit den Wirkungsquerschnitten der Zone 4 aus Tabelle 1 darstellt.
Abb.12a zei~ die mit verschiedenen Approximationen berechnete Wiill{elver-
teilung der Neutronen 2 cm vor der Absorberschicht, Abb. 12b zeigt die
Winkelverteilung 2 cm tief in der Absorberschicht~ W&~end die E2-Approxi-
mation in beiden Zonen schon weit bessere Resultate als die DP2-Rechnung
liefert, erreicht die E3-Approximation über weite Bereiche beider Zonen die
Genauigkeit der DP5-Approximation. übertrifft diese sogar·teilweise. Die
Auswahl der Entwicklungsfunktionen geschah wiederum aufgrund einfacher
physikalischer Überlegungen. Die Wiill~elverteilung der Streu- und Spalt-
neutronen, welche in der ersten Zone einen überwiegenden Einfluß auf die
Gesamtverteilung haben, ist isotrop. Daher wird auch die Gesamtverteilung
einen starken isotropen Anteil besitzen, und wir wählten als erste Ent-
wicklungsfunktion eine Konstante in beiden Halbintervallen. Wegen der ein-
seitig auftreffenden Neutronen wird jedoch schon in der ersten Zone die
Vorwärtsrichtung etwas überwiegen. wäb..rend Im reinen Absorbermaterial der
zweiten Zone die Neutronen überhaupt nur noch Flugrichtungen aus dem Inter-
vall L-0,1_7 haben können. In diesem Intervall wählten wir infolgedessen
als zweite Entwicklungsfunktion eine solche, welche die Vorwärtsrichtung
bevorzugt. Im Intervall ;--1,0 7, in dem nur Streu- und Spaltneutronen
- ...
vorhanden sind, wird die Verteilung im wesentlichen isotrop sein, mit
schwachem Überwiegen der Richtung parallel zur Plattenoberfläche. So nahmen
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wir als zweite Entwicklungsfunktion eine diese Parallelrichtung betonende
FunktLcn ,
In der Absorberzone kann die Verteilung der Neutronen exakt angegeben werden;
sie hat die Form 6.3.




Man sieht, daß in der Absorberzone die Winkelverteilung mit zunehmender Ein-
dringtiefe eine rasch stärker werdende Vorwärtskomponente bekommt. Diese kann
man natürlich mit nur zwei Entwicklungsfunktionen, von denen eine konstant
ist, nicht sehr gut darstellen. Abb. 12c zeigt den relativen Fehler der
Vorvrärtskomponente, bezogen auf eine S16-Rechnung. Man erkennt, daß tat-
sächlich mit zunehmender Eindringtiefe in die Absorberzone die E2-Approximation
stetig schlechtere Ergebnisse liefert, und daß die DP2-Approximation schon
vor der Absorberzone schlecht und in der Absorberzone noch weitaus schlechter
als die E2-Approximation liegt. Die E3-Approximation, welche außer der
konstanten weitere zwei, dieVorwärtsrichtung betonende, Entwicklungsfunktionen
zur Verfügung hat, ver-m.ag die sich rasch ändernde Verteilung im Absorber schon
recht genau zu beschreiben.
Numerik und Rechenzeiten
-~----------~--~-~------
Numerische Schwierigkeiten ergaben sich bei keiner der oben beschriebenen
Approximationen. Alle in Abschnitt V aufgeführten Lösungsverfahren für die
reduzierten Gleichungssysteme lieferten übereinstimmende Ergebnisse. Die
Rechenzeiten der E2-, E3~ und H2-Approximationen waren weitaus kürzer als
die der G16-Rechnung und vergleichbar mit denen der Sl~-Rechnung, obwohl, die
Programmierung der in dieser Arbeit beschriebenen Verfahren keineswegs opti-
miert \{Urde. Die drei auf der Eigenwertberechnung beruhenden Verfahren zur
Ißsung der entstehenden Differentialgleichungssysteme waren für die 10cm-Platte
langsamer, für die 50-cm Platte jedoch schneller als das auf der Diskretisie-
rung der Gleichungen beruhende Iterationsverfahren. Allerdings hängt die
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Rechenzeit dieses Iterationsverfahrens Wle auch die des Iterationsverfahrens
5.5 und die der Sn..Rechnungen von der vorgegebenen Genauif~eitsabfrageab,
welche in den drei genannten Verfahren jeweils einen verschiedenen Einfluß
hat. Die obigen Rechenzeitvergleiche sind daher mit einer gewissen Willkirr
behaftet. Es vrurden die Rechenzeiten zugrlmde gelegt, die etwa aus der
Forderung resultierten, daß sowohl eine weitere Verkleinerung der Schritt-
weite als auch eine schärfere Genauigkeitsabfrage bei der Iteration die
Frgebnisse der einzelnen Approximationen lediglich noch in der vierten
Dezimalstelle änderten.
Entwicklungen nach Funktionen des Ortes
--... .. . , .~ ,. '.
Abb. 13 und 14 zeigen Ergebnisse von Approximationen nach Abschnitt 111 für
eln drittes Beispiel, eine homogene 10 cm dicke Platte mit den Querschnitten
der Zone 2 (so Tab. 1), auf die wiederltm von einer Seite Neutronen mit
isotroper Winkelverteilung treffen. Die Ergebnisse beruhen auf Approximatio=
nen mit zwei bzw. drei Entwicklungsfunktionen und auf einer Wichtung mit
den Entwicklungsfunktionen.
In Abb. 13 sind Ergebnisse von Entwicklungen nach Funktionen des Winkels (E2-
Approximationen, s.o.) und von Entwickl~~gen nach Funktionen des Ortes ein-
getragen. Die Funktionen des Ortes waren recht willkürlich gegeben durch
6,,4.
6.4 tp(x) cec ßd= e -e O<x<d
Der zweite Summand in 6.4 gestattet durch geeignete Wahl von ß<ß=a bZw.S=O),
die Randbedingungen zu erfüllen.
Approximationen mit Entwicklungsfunktionen der Form 6.4 bezeichnen wir im
folgenden und in manchen Abbildungen auch mit ZN{a 1, ••• ,oN) bzw. ZN(a~,a~,
.&. _. ..-
... ,aN,aN). N bedeutet wiederum den Approximationsgradj die Anzahl der
Argumente beträgt N, wenn in beiden Winkelhalbintervallen die gleichen
Parameter benutzt werden, bzw. 2N, wenn in beiden Halbintervallen verschie-
dene Parameter benutzt werden.
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Die Ergebnisse von Approximationen mit verschiedenen Entwicklungsfunktionen
streuen natürlich wieder etwas und sind daher punktweise (E2- und Z2-
Approximationen) und durch senkrechte Balken (Z3-Approximation) gekenn-
zeichnet: Alle Ergebnisse der in den Abbildungen angeführten Z3-Approxi-
mationen liegen innerhalb dieser Balken.
Da in dem schwach multiplizierenden und wenig streuenden Material dieses
Beispiels in Vorwärtsrichtung die ungestreuten Neutronen den Hauptteil
des Neutronenflusses ausmachen, sollte eine exakte Behandlung der unge-
streuten Neutronen (s. Abschnitt 111) die Ergebnisse weiter verbessern.
Abb. 14 zeigt di~ Resultate, die sich ergeben, wenn die ungestreuten
Neutronen exakt behandelt werden und nur die Verteilung der gestreuten
Neutronen mit den in Abb. 13 gekennzeichneten Entwicklungsfunktionen
approximiert wird. Wie zu erwarten wart wird der Fehler erheblich kleiner
obwohl W1r für die Approximation der Gesamtverteilung und für die Approxi-
mation der Verteilung der gestreuten Neutronen die gleichen Entwicklungs-
und Wichtungsfunktionen gewä~lt haben.
Einfluß der Wichtungsfuxliztionen und Berücksichtigung von Ergebnissen
------------------~-~=--~~-~~~~--~~~~~-~~~~~~~--~~-----------------
eJmlicher Probleme
In den den Abb. 13 und 14 zugrunde liegenden Rechnungen war jeweils eine
vTichtung mit den Entvicklungsfunktionen vergenommen worden. Da unter den
ve~fendeten Entwicklungsfunktionen und somit unter den Wichtungsfunktionen
keine Konstante war, ist durch diese Wichtung nicht gewährleistet, daß
die integrale Neutronenbilanzforderung erfüllt ist (s. Abschnitt 11). Rech-
nungen mit anderen Wicht~~gsful~tionen (z.E. w.(x) = x j - 1) aber unveränder-
- - J
ten Entwicy.lungsfunktionen brachten lediglich geringfügige P~derungen 1m
Ergebnis, so daß eine weitere Verbesserung durch andere Wichtung hier nicht
zu erwarten ist. Ebenso scheint eine Verbesserung der Ergebnisse durch
Berücksichtigung besserer Information nicht mehr möglich; die Auswahl der
Exponenten in 6.4 spielt, wie die Ergebnisse der Abb. 13 und 14 zeigen,
iwer elnen größeren. sinnvollen Bereich keine wesentliche Rolle. Die Aus-
wabl wird durch die Wirkungsquerschnitte nahegelegt, in unserem Fall z.B.
1durch Ci. 1 :t -C\_ Ci.2 %-Zt. Ci. 3 % 0.1ot• wozu bei Approximationen höherer
Ordnung dazwischenliegende Werte zugefügt werden können.
NQ~erik und Rechenzeiten
Numerische Schwierigkeiten ergaben sich weder bei den E2-Approximationen
noch bei den Z2- und Z3-Approximationen. Bei der Lösung der aus den ZN-
Approximationen resultierenden linearen Gleichungssysteme ivurden Eliminations-
verfahren benutzt. Alle Ergebnisse liegen besser als die einer entsprechen-
den DP2-Rechnung. Dabei ist zu berücksichtigen. daß Z3-Approximationen
einen deutlich geringeren numerischen Au~yand erfordern als DP2- oder E2-
Approximat i onen , weil - wie in Abschnitt IrI ausgefü.hrt - bei Entwicklungen
nach Fu~~tionen des Ortes lediglich ein lineares Gleichungssystem, bei Ent-
wicklungen nach Funktionen des Winkels hingegen ein lineares Differential-
gleichungssystem zu lösen ist.
VI.2 Multigruppen Probleme
iiE. • _ ~_ ...
Nachdem wir im ersten Teil dieses Abschnitts die Lösung der monoenergetischen
Boltzmanngleichung untersucht haben. wenden wir uns jetzt der Lösung derener-
gieabhängigen Boltzmanngleichung zu. und zwar im 26-Gruppen-Bild /-1 7. /-10 7.
- - - -L-36_7. Allen Rechnungen dieses Abschnitts liegen Gruppenkonstanten für
natriumgekühlte schnelle Reaktoren aus /-35 7 zugrunde.
.. ... -
Zuerst berechnen wir mit den Methoden des Abschnitts IV die Neutronenver-
teilung in einer homogenen. 10 cm dicken Natururanplatte, auf welche von
einer Seite Neutronen treffen. deren Winkelverteilung isotrop ist und deren
Energieverteilung der des Spaltspektrums entspricht. Die Abb. 15 - 18 zeigen
die mit den verschiedenen Approximationen berechneten T;JirJ\.e1vert e i.Lungen in
der 1. und in der 10. Gruppe. jeweils am Plattenanfang und sm Plattenende;
die Tabelle 2 zeigt an drei Ortspunkten die prozentualen Fehler der Spalt-
rate bezogen auf eine S16-Rechnung. Die verschiedenen Approximationen nach







(vergI. Abschnitt IV~1 und VI.1)
Mult i gruppen·ZN-Approximation
(vergI. Abschnitt IV.3 und VI.1)
Approximation mit M Entwicklungsspektren
und N Entwicklungsfunktionen der Form 6.1
(vergI. Abschnitt IV.2)
Approximation mit M Entwicklungsspektren
und N Entwicklungsfunktionen der Form 6.4
(vergl. Abschnitt Iv.4)
Entwicklungen nach Funktionen des Winkels bzw. des Ortes
Abb. 15 und 16 zeigen die Ergebnisse verschiedener Mult igruppen-Approximat ionen
(GEN, GZN) nach Abschnitt IV.1 und IV.3 sowie zum Vergleich die Ergebnisse
einer s4- und einer S16-Rechnung. In allen Approximationen nach Abschnitt
IV.1 und IV.3 vTaren die Wichtungsfuruttionen gleich den Entwicklungsfunktionen
und diese i.a. in beiden Wiru~elhalbintervallengleich.
Auswahl der Entwicluungsfunktionen
------------------------------~~~-
Die Auswahl der drei bzw. zwei winkelabhängigen Entwicklungsfuw~tionenwurde
etwa nac~ folgenden Gesichtspunkten vorgeno~~en: Eine Konstante, da alle
Streu- und Spaltneutronen eine isotrope Richtungsverteilung besitzen; eine
Funktion, welche die Vorwärtsrichtung betont, da in den oberen Gruppen wegen
der einseitig auftreffenden Neutronen sicher eine gewisse Vorwärtskomponente
überwiegt; eine Fuw~tion, welche die Rückwärtsrichtung oder auch die Parallel-
richtung bevorzugt, da in den mittleren und unteren Gruppen , ~n denen keine
lTeutronen von außen auftreffen, di e vTinkelverteilung nahe den Rändern auch
eine stärkere Rückwartskomponente oder Parallelkomponente haben wird. Die
Ausw8~1 der vier ortsabhängigen Entwicklungsfuruttionen stellte in Rechnung,
daß der Neutronentluß in den oberen Gruppen in Vorwärtsrichtung etwas
schwächer als mit exp(-Otx), in Schrägrichtungen aber auch stärker als mit
exp(-Otx) abfallen wird, in Rückwärtsrichtungen jedoch zunächst anwachsen
und dann abfallen wird. und daß in den mittleren und unteren Gruppen der
Neutronenfluß sowohl, in Vorwärts... als auch in Rückwärtsrichtung zur
Plattenmitte hin ansteigen und zum Plattenende hin abfallen wird. (Obwohl
6.4 nur monotone Funktionen darstellt. kann eine Summe von Funktionen der
Form 6.'+ durchaus eine nicht monotone Funktion se in, ) Ausgewählt wurden
die Exponenten etwa wie folgt:
U 1 % -1.5 ert.max
u2 ~ -ert.max
u3 ~ -er .t.m~n
u4 ~ +0.3 ert .»m~n
Doch zeigen die Abb. 15 und 16 sowie die Tabelle2. daß auch dem Betrage
nach deutlich kleinere Exponenten noch sehr genaue Ergebnisse liefern.
Zur ebenfalls angeführten GE2.Approximation ist zu sagen. daß von ihr die
integralen Größen noch sehr genau berechnet werden (Tab. 2)>> daß jedoch
zwei ... selbst in beiden Winkelhalbintervallen verschiedene - Entwicklungs-
funktionen nicht mehr ausreichen. um die teils sehr verschiedene Winkel-
verteilung in allen Gruppen richtig zu beschreiben$ Ein Ausweg ist
die naheliegende. mit keinerlei Schwierigkeiten verbundene Verallgemeinerung
des Verfahrens zu grupperiabhä.rigigen Eritwickfungsfuriktionen. Damit durften
auch zur Beschreibung differentieller Größen zwei Entwicklungsfunktionen
ausreichen.
... TT ...
Approximation x=1 cm x=5 cm x=9 em
GZ4(-1.2,-0.7,-O.3,+0.11) -0.4 +0.5 -0.4
GZ4(-0.9,-0.6,-0.15,+0.09) -0.1 +0.4 -1.3
GZ4( ..0.6,-0.4,-0.2,+0.07) ...0.2 0 -1.4
GE3{O.,I.,0.25,0.75,-0.25,0.75) ...0.4 0 +0.6
GE2{0.,I.,O.,I.,0.2.0.8,0.I,I.4) 0 ...0.1 +0.4
84 . -0.5 +0.1 -1.9
T3Z4(-1.2,-0.7,-0.3,+0.11) -0.1 +0.5 -1.5
T3Z4(-1.2,-0.7,-0.3,+0.11) (H) 0 +1.5 +1.4
T3Z4(-0.9,-0.6,-0.15,+0.09) +1.1 +2.0 I -0.6
I
Im?z~{ n n n 6 n 15 ~O nn) r.: \
-0.3 +0.4 +1.5J...) ~\-V';7t-V. ,-v. I Si .V';;1 \ft J
T3E3{0.,I.,0.25,0.75,-0.25,0.75) +0.8 +1.8 +1.9
rr'::!li'':l{("\ 1 1"\ 01:; ("\ '71:; _1'"\ 2r;: 1'"\ '7r:::\ ( .rt \ "O~7 1 t: -Ln \.I '..J.J..~J \ v @l ~ « I) 'v ~ Co-./ , v ~ I ./ ~-v e _,/' v~e 1;1 J \8 I - I.,) "-V$""t I
(H) Wichtung mit einer Konstanten
Tab. 2: Prozentuale Fehler der 8paltrate bezogen auf
die Ergebnisse einer 816-Rechnung (10 em-Platte)
Wie die Abb. 15 und 16 sowie die Tabelle 2 zeigen, werden von der GE3- wie
von der GZ4-Approximation sowohl differentielle als auch integrale Größen
mit einer Genauigkeit bestimmt, die vergleichbar ist mit der höherer SN-
Approximationen. Dabei ist noch zu berücksichtigen, daß z.B. die 84... Appro-
ximation lediglich für fünf diskrete Richtungen differentielle Größen liefert,
zwischen denen mit teilweise großem Fehler zu interpolieren ist.
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Numerische Schwierigkeiten ergaben sich weder bei der Inversion von Matrizen
noch bei der Lösung der Differentialgleichungssysteme (Abschnitt V). Das
verwendete Quelliterationsvertahren (Abschnitt V) konvergierte sehr rasch.
Die Rechenzeiten der Verfahren hängen auch hier von den jeweiligen Genauig-
keitsabfragen ab. Doch unter den gleichen Voraussetzungen wie im. ersten
Teil dieses Abschnitts ergeben sich etwa folgende Verhältnisse: Die Rechen-
zeiten der GE3- und GZ4-Approximationen sind erheblich kleiner als die der
S16-Rechnung und kleiner als die der S4-Rechnung; die Rechenzeiten der
GZ4-Approximationen sind noch deutlich kleiner als die der GE3-Approxima-
tionen und etwa vergleichbar mit denen von Multigruppen-Diffusions-
rechnungen.
Entwicklupsen nach Funktionen des Winkels und Funktionen der Energie bzw.
nach Funktionen des Ortes und Funktj?nen ~er Energie
Abb , 17 und 18 und. ebenfalls Tabelle :2 zeigen fü..r das gleiche Problem Er-geb-
nisse verschiedener Approximationen nach Abschnitt IV.2 und Iv.4 (TMEN,TMZN)
und wiederum zum Vergleich die Ergebnisse einer S16-Rechnung.
Auswahl der Entwicklungsfunktionen
~~~~~~~~~~~~~~=~-=~~~~~~~~~~
Die winkel- bz~. ortsabhängigen Entwicklungsfunktionen waren bei diesen Rech-
--nun-gen.---d-ie- --g;le-ichen.-- --w-i-e--be-i---de-n- ---obe:rJ;----b-e-s-ct.zr-i-eben-e-n----~Jlu_l-t-i-gruppen-R-e-chnungen-,·
welche den Abb. 15 und 16 zugrunde liegen. Die Energieabhängigkeit wurde
jedoch nicht durch ein MUltigruppen-Quelliterationsverfahren bestimmt sondern
durch Vorgabe dreier verschiedener Entwicklungsspektren (5. Abschnitt IV.2
und Iv.4). Da wir jede der orts- bzw. vlinkelabhängigen Entivicklungsfunktionen
mit jedem der Entwicklungsspektren zu einer orts- und energieabhengigen bzw.
zu einer wiclcel- und energieabhängigen Funktion kombinierten, lagen den Rech-
nungen infolgedessen 12(=3x4) bzw. 9(=3x3) für jeden Winkelhalbraum gleiche
Entwicklungsfunktionen zugrunde. Als Entwicklungsspektren haben wir das
Spaltspektrum, das Spektrum a.m Ende der Platte. vTie es eine Diffusionsrech-
nung lieferteund das Spektrum in der Plattenmitte. wie es eine der ~fulti­
gruppen-Rechnung lieferte. gewählt. Die Argumente dafür sind die folgenden:
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Zur Beschreipung der Sp~ltneutronen, welche hier einen wesentlichen Teil
des Spektr'\.lII!,~ ausmachen, bietet sich natürlich das in 1. Näherung material-
unabhängige $paltspektrum an. Da man ferner La. aus MUltigruppen-Rech-
nungen für g::t.eicheoder ä.h.nliche Probleme über weitere Informationen ver-
fÜgt, Is~i'~~;§~!triYo+j.,diesezu verwerten, a.n. die Spektren aus Multi-
gruppen....r>iff't.1aiQ~s'!'!'()Cl.~:r"'!Transportrechnungen für ähnliche Probleme bieten
sich ebenfalls als Entwicklungsspektren an /-39 7. Liegen verwertbare In-
- -formationen aus ähnlichen Problemen nicht vor, muß man entweder zunächst
für die ~u behandelnden Probleme eine Multigruppenrechnung durchführen
und daraus für weitere Rechnungen Entwicklungsspektren entnehmen, oder man
muß versuchen, diese Entwicklungsspektren aus vereinfachten Modellen zu
erhalten. S()::t.ch~ Modelle sind z.E. in~37 7 und /-38 7 beschrieben und
- ~ ~-
liefern sehr genaue Rest;ltate. In unserem Beispiel wäre weiter auch noch
das spelt0~~~er inelastisch gestreuten Neutronen (z.B. aus dem Verdampfungs-
modell) ein brau.chbares Entwicklungsspektrum L-15_7 i wir wollen hierauf
nicht weiter eingehen, unsere Untersuchungen sollen lediglich die Frage
klären, obi'beilllVörhandensein geeigneter Spektren diese zu brauchbaren
Appro~im~tionen verwen4et werden können. Infolgedessen spielt der Ursprung
der von UIl::l J'ESnutzten Ent'Wicklungsspektren keine wesentliche Rolle.
wie die Abb. 11 und 18 sowie Ta'belle 2 zeigen, liefern auch diese Approxi-
mationen Resultate, deren Genauigkeit noch mit der von Multigruppen-SN-
Rechnungen vergleichbar ist. Numerische SChwierigkeiten ergaben sich au~h
hier weder bei der Inversion von Matrizen noch bei der Lösung der Differen-
tialgleichungssysteme. Die Differentialgleichungssysteme der T.MEN-Approxi-
mationen wurden der Kontrolle wegen mit allen vier in Abschnitt V beschrie~
benen Verfahren gelöst. die Ergebn~sse der drei auf der Eigenwertberech-
nung beruhenden Verf~ren stimmten in 5 Dezimalstellen überein, die des
tötalnumerischen Verfahrens stimmten mit denen der drei erstgenannten - im
wesentlichen wegen einer entsprechenden Genauigkeitsabfrage - in drei
e,
Dezimalstellen überein. Der numerische Aufwand der TMZN- und der TMEN-
Approximation ist noch peträchtlich geringer als der der GZN- bzw. der GEN-
Approximation. er ist kleiner als der einer entsprechenden Multigruppen-
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DiffUsionsrechnung. In der T~~-Approximationwar im obigen Beispiel das
total-numerische Iterationsverfahren am schnellsten, doch da die Rechenzeit
der drei anderen Verfahren nicht von der Dicke des Systems abhängt, werden
diese für dickere Systeme schneller als das total-numerische Verfahren.
Bei den auf der Eigenwertberechnung beruhenden Verfahren ist jetzt zu be-
achten, daß die Matrix C aus 4.12 auch konjugiert-komplexe Eigenwerte be-




Da unter den Entwicklungsspektren und somit unter den Wichtungsspektren bis-
lang kein konstantes Spektrum vorhanden war und da auch bei den TMZN-Appro-
ximationen keine konstante Entwicklungsfunkt ion und somit keine konstante
Wichtungsfunktion vorhanden war, ist nicht gewährleistet, daß die berech-
neten Näherungslösungen die NeutronenbilanZforderungen für das untersuch-
te System erfüllen (s. Abschnitt II). Rechnungen mit einem konstanten
Wichtungsspektrum und einer konstanten Wichtungsfunktion in jedem Halb-
intervall aber sonst gleichen Entwicklungs- und Wichtungsfunktionen
wie zuvor erbrachten die aus Tabelle 2 ersichtlichen P.nderungen in der
Spaltrate: Die in Tabelle 2 mit(H} gekennzeichneten Approximationen ver-
wendeten in jedem Halbintervall eine Konstante zur Wichtung. Insgesamt
wird der Fehler der integralen Größen durch diese Wichtung etwas kleiner;
es empfiehlt sich daher, stets eine Konstante als Wichtungsfunktion zu ver-
wenden und als weitere Wichtungsfunktionen .. wenn keine spezielle Wahl
aufgrund spezieller Benutzervrnnsche vorgegeben ist - die Entwicy~ungs­
funktionen zu nehmen.
Behandlung einer dickeren Schicht
Als nächstes Beispiel berechnen wir die Neutronenverteilung in einer sehr
viel dickeren Natururanplatte (50 cm}, auf welche ebenfalls von einer Seite
Neutronen mit isotroper Winkelverteilung treffen, deren Energieverteilung
gleich der von Spaltneutronen ist.
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Abb. 19 und 20 zeigen die Winkelverteilung nach 5 cm und nach 20 cm
jeweils in der ersten und der zehnten Gruppe des 26-Gruppen-Bildes.
Eingetragen sind die Ergebnisse einer GE3-Approximation, zweier GZ6-
Approximationen und - zum Vergleich die einer S16-Rechnung.
Auswahl der Entwicklungsfunkt'l<men
-~------------------.---~---~-----
In der GE3-Approximation verwendeten wir die gleichen Entwicklungs-
funktionen wie bei der Berechnung der 10 cm-Platte, da sich in der
dickeren Platte die Winkelverteilung nicht sehr viel anders einstellen
wird als in der 10 cm-Platte und diese Entwicklungsfunktionen dort die
Lösung gut approximierten (s. Abb. 15 und 16), Bei den Z6-Approximationen
berücksichtigten wir den zu erwartenden schwächeren Abfall des Neutronen-
flusses durch Wahl kleinerer Exponenten. Gleichzeitig wählten wir bei
diesem Problem in beiden Winkelhalbräumen verschiedene Expenenten, welche
einmal im Intervall /=0,17 und einmal im Intervall /--1,0 7 dem Betrage
- - - -
nach größer waren, um den Einfluß von in beiden Halbintervallen verschie-
denen Exponenten zu erfassen.
Auch für diese sehr viel dickere Platte liefern die GZ6- und die GE3=
Approximation noch genaue Ergebnisse. Doch zeigen sich bei dieser dicken
Fl-at te die Grenzen niedriger GZN...,Approximationen: Mitzunehmender Dicke
wird es immer sChwieriger, die in den verschiedenen Richtungen teils sehr
verschiedene Ortsabhängigkeit des Neutronenflusses durch wenige Orts-
funktionen zu beschreiben. Die größten Fehler treten dabei in dem Winkel-
intervall rO.,0.1 7 auf - insbesondere in den ersten Gruppen (Abb. 20).
- -Diese Fehler rühren daher, daß die zur Beschreibung des starken exponentiellen
Abfalls des Neutronenflusses in diesen Richtungen notwendigen großen Ex-
ponenten in der einen GZ6-Approximation nicht vorhanden waren. Während
die Auswahl der Exponenten über weite Bereiche keine große Rolle spielt,
zeigt sich in diesem besonders kritischen Intervall eine bedeutende Fehler-
reduktion durch Mitnahme eines größeren negativen Exponenten in der Ent-
wicklung, Die GE3-Approximation ergibt in diesem Beispiel fast durchweg
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bessere Resultate als die GZ6-Approximationen, da in ihr der Ortsverlauf
des Neutronenflusses aus einer Differentialgleichung und nicht aus vorge-
gebenen Funktionen bestimmt wird. Bei starker Ortsabhängigkeit oder
großer Plattendicke ist die GE3-Approximation den Gi6-Approximationen
deutlich überlegen. Auch hier treten die größten Fehler in der ersten
Gruppe auf - allerdings in der Vorwärtsrichtung.
Die in Abb. 19 zusätzlich eingetragenen Ergebnisse einer GE4-Approximation
zeigen jedoch, daß durch Berücksichtigung einer weiteren Entwicklungs-
fUnktion auch diese Fehler völlig verschwinden. Die Ergebnisse der GE4-
Approximation stimmen ~ast genau mit denen der S16-Rechnung überein und
sind in der Abb. 19 nur für die ,. Gruppe im Intervall L-0.,_7 einge-
tragen.
Die Rechenzeit der GZN-Approximationen hängt nicht von der Plattendicke
ab, die der GEN-Approximationen wächst mit der Anzahl der bei der Dis-
kretisierung der Differentialgleichungen zu berücksichtigenden Stütz-
stellen und damit auch mit der Plattendicke. Daher erfordert die GE3-
Approximation zwar bedeutend weniger Rechenzeit als die S16-Rechnung




Abschließend berechnen wir noch die Neutronenverteilung ~n einer Zwei-
Zonen-Platte, welche 30 cm dick ist und aus einer 20 cm dicken Natururan'-
zone und einer 10 cm dicken Sta.."J.lzone besteht. Auf die Uatururanzone
treffen wieder Neutronen mit isotroper Winkelverteilung und einer dem
Spaltspektrum entsprechenden Energieverteilung. Abb , 21 zeigt die Hinkel-
verteilung von Neutronen verschiedener Energiegruppen, welche die Platte
aus der Stahlzone heraus verlassen; in Tabelle 3 ist der integrale Neutronen-
fluß am Ende der Stahlzone aufge:f'üh.rt. Berücksichtigt wurden dabei die
Ergebnisse einer T4DP2.... und einer T4DP3-Approximation sowie die einer
S16...Rechnung.
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An diesem Beispiel sollte noch einmal deutlich demonstriert werden, wie durch
Berücksichtigung detaillierter Kenntnisse aus ähnlichen Problemen mit ein-
fachen Approximationen sehr genaue Ergebnisse gewonnen werden können. Die
Entwicklungsfunktionen entnahmen wir daher einer S16-Rechnung ~ür ein ähn-
liches Problem (2-Zonen-Platte; 15 cm Natururan, 15 cm Stahl). Da die
Ergebnisse des ähnlichen Problems zeigten, daß .... wegen der starken Rück-
streuung aus dem Stahl - die Winkelverteilung fast überall gut durch eine
lineare Funktion der Form
'f (x) = a+bx
dargestellt werden kann, wählten wir r:Jr unser Problem diesmal als Ent-
wicklungs- und WichtungsfUnktionen in jedem Winkelhalbraum die Legendre-









wir nahnlen einmal.· zwei und einmal drei Entwicklungsf'unktionen der Winkel ....
variablen (DP2... bzw'. DP3...Approximationen}.:
Drei Entwicklungsspektren entnahmen wir ebenfalls den Ergebnissen des ähn-
lichen Problems, zwei davon aus der Stahlzone, das dritte aus der Uran-
Zone. Als viertes Entwicklungsspektrwn wählten wir noch das Spaltspektrum,
welches in der Uranzone sicher gut geeignet ist. Diese Approximationen
haben wir .... entsprechend den oben gewählten Bezeichnungen .. mit T4DP2 bzw. mit
T4DP3 bezeichnet.
Genaui~eit und Rechenzeiten= ~~ ~__$Ea_~~.~_ ~ ~_
Wie die Abbildung 21 und Tabelle 3 zeigen, ist es möglich, durch Berücksich....
tigung von Ergebnissen aus ähnlichen Problemen mit Approximationen niedriger
Ordnung noch sehr genaue Resultate zu erzielen.
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Tabelle 3: Integrale Neutronenflußdichte
/ - ..2 -1 7am Ende der Stahlzone ncm sec
- -
Schon die T4DP2-Approximation liefert genaue Ergebnisse; die Mitnahme
einer weiteren Entwicklungsfunktion der Winkelvariablen ~an~ keine
wesentliche Verbesserung mehr bringen.
Die Rechenzeiten der T4DP2- und der T4DP3-Approximation lagen weit unter
denen von SN-Approximationen und waren etwa vergleichbar mit denen von
MUltigruppen-Diffusionsrechnungen.
Bei diesem Ve-rgleich ist natürlich weiter zu be-rücksic-hti-gen. daß Diffllsions!!!<
rechnungen nicht in der Lage sind. Winkelverteilungen zu berechnen oder
am Plattenrand integrale Flußdichten einigermaßen richtig wiederzugeben.
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VII. Zusammenf~ssung
In der vorliegenden P~beit wurden verschiedene Verfahren zur näherungs-
weisen Lösung der Boltzmanngleichung für ebene Geometrie vorgeschlagen
und anhand von einigen Modellproblemen hinsichtlich ihrer Güte und An-
wendbarkeit getestet. Diese Verfahren basieren auf einer in beiden
Halbintervallen getrennten Entwicklung der Lösung der Boltzmanngleichung
nach wenigen, vom Benutzer der Verfahren vorzugebenden Funktionen; sie
ermöglichen in allen Fällen die exakte Befriedigung beliebiger Trans-
portrandbedingungen. Die Entwicklungsfunktionen können als Eingabe-
größen der Benutzer von Problem zu Problem diesem jeweils speziell an-
gepaßt werden und alle vorhandenen Kenntnisse der Benutzer berücksichtigen.
Einige Standardentwicklungen wie z.B. das DPH..Verfahren r36 7 t welches
- -
in jedem Winkelhalbraum als Entwi<::klungs- und Wichtungsfunktionen die
Legendre-Polynome verwendet, sind in den vorgeschlagenen neuen Verfahren
als Spezialfälle enthalten.
Die vom Benutzer vorzugebenden EntwicklungsfUnktionen können Funktionen
der Winkelv~~iablen. ]'1111Jt'ticnen der Ortsv-ariable-n. F~~tionenderWir.tkel-
und ~~r Energievariablen oder ~~nktionen der Orts- und der Energievariablen
sein. Welche dieser vier möglichen Entwicklungen gewählt wird, hängt
von den vorhandenen Kenntnissen de-S Benützers ünd vOrilPi'6bleill.- selbst ab.
Die jeweilS unbekannten Funktionen der Entwicklungen werden in den be-
trachteten Verfahren durch die "Methode der gewiChteten Residuen" bestimmt.
Diese Methode eröffnet dem Benutzer die zusätzliche Möglichkeit, die
Näherungslösung in einem von ihm zu bestirmnenden Sinne zu optimieren, da
auch die Wichtungsf'unktionen dieser Methode Eingabegrößen sind und vom
Benutzer von Problem zu Problem und von Fragestellung zu Fragestellung
verschieden gewählt werdenkörwen.
Gegenüber den bisher aus der Literatur bekannten Methoden /-11 19,22_7
sind damit die folgenden Vorteile gegeben:
Die vorgeschlagenen Verfahren beinhalten vier verschiedene Entwicklungen
(sooo), von denen - je nach Problem und vorhandenen Informationen .. die
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günstigste oder schnellste ausgewählt werden kann. Dadurch ist es mög-
lich, Kenntnisse aus snnlichen Problemen sowohl über die Orts- als auch
1iber die Winkel- oder Energieverteilung der Neutronen zu verwerten.
Die Lösung der Boltzmanngleichung wird in beiden Winkelhalbräumen in
allen vier Entwicklungen getrennt entwickelt nach Funktionen, welche
in beiden Winkelhalbräumen verschieden gewählt werden können. Damit
bietet jedes der vier Verfahren eine großecFlexibilität, die ein op-
timales Ausnutzen vorhandener Informationen ermöglicht. Ferner können
dadurch beliebige Transportrandbedingungen exakt erfüllt werden.
Die Bestimmung der jeweils unbekannten Funktionen der Entwicklung mit
Hilfe der Methode der gewichteten Residuen bedingt einen nur relativ
geringen numerischen Aufwand und bedeutet eine zusätzliche Flexibilität
bei der optimalen Beantwortung spezieller Fragestellungen /-15 7. welche
- -
in den üblichen FormUlierungen verwandter Entwicklungen mit Hilfe der
Variationsmethode /-11 - 19 7 nicht immer gegeben ist.
.. ..
Die vergleichende Darstellung und die numerische Anwendung auf einige
Modellprobleme, wie sie in der vorliegenden Arbeit durchgeführt wurden,
gestatten schließlich die unten angebenen Aussagen über Anwendbarkeit
und Rechenzeiten dieser Verfahren.
Für die aus dElhEhtwickliliigeriresultiererideri Dif':f'ereritial.... uridIritegraJ....
gleichungssysteme zur Bestimmung der jeweils unbekannten Funktionen
wurden verschiedene numerische Lösungsverfahren angegeben. welche die
mit der Lösung dieser Gleichungssysteme verbundenen numerischen Schwie-
rigkeiten in geeigneter Weise berücksichtigen. Diese Verfahren rechnen
an besonders kritischen Stellen teilweise mit doppelter Genauigkeit
(etwa 15 Dezimalstellen), um weitgehend Rundungsfehler zu vermeiden.
Doch muß festgehalten werden, daß bei ungeschickter Wahl von Entwick-
lungs- oder ,\;Tichtungsf\mktionen .. insbesondere wenn diese "fast" linear
abhängig sind - nicht zu vermeidende numerische Schwierigkeiten auf-
treten werden in Form von "fast" singulären Matrizen, deren Inversion dann
nur mit großen Fehlern möglich ist, oder in Form von schlecht konver-
gierenden Iterationsverfahren. Bei linearer Abhängigkeit der Entwicklungs-
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oder WichtungsfUnktionen werden die zu invertierenden Matrizen singulär,
die Verfahren brechen dann ab.
Wie die Rechnungen für einige Modellprobleme ze~gen, liefern die Ver-
fahren in kurzen Rechenzeiten relativ genaue Resultate. Allein die
Berücksichtigung der Ergebnisse einfacher physikalischer Betrachtungen
in den EntwicklungsfUnktionen macht diese Verfahren den Standardent-
wicklungen überlegen und läßt mit vergleichsweise geringem numerischen
Aufwand die Genauigkeit höherer SN-Approximationen L-36_7 erreichen.
Bei Berücksichtigung detaillierter Kenntnisse, gewonnen aus ähnlichen,
bereits berechneten Problemen, vergrößert sich der Gewinn dieser Ver-
fahren noch.
Bezüglich der Anwendbarkeit der Verfahren lassen sich aus den Ergeb-
nissen im einzelnen folgende Schlüsse ziehen:
Für homogene, nicht zu dicke Schichten liefert die Entwicklung nach
Funktionen des Ortes und Funktionen der Energie in kürzesten Rechenzeiten
sehr genaue ReSUltate, wenn dem Benutzer einige repräsentative F~ergie-
spektren aus älk~lichen Problemen oder aus einfachen physikalischen
Modellen zur Verf'üg-Ilng stehen. Die Auswahl der Entwicklungsfunktionen
der Ortsvariablen wird durch die Wirkungsquerschnitte der Schicht
fiahegelegt (s, Aoscliriitt VI}.
Ist die Kenntnis einiger repräsentativer Spektren nicht gegeben und
kann der Benutzer auch aus einfachen Modellen keine solche gewinnen,
oder ist die Dicke der homogenen Schicht größer als etwa 10 mittlere
freie Weglängen, bietet sich eher die Entwicklung nach Funktionen der
Ortsvariablen allein an. Auch diese erfordert lediglich sehr kurze
Rechenzeiten und liefert auch für dickere homogene Schichten genaue
Resultate. Die Rechenzeit hängt von der Anzahl der verwendeten Ent-
wicklungsfunktionen ab; bei weniger als 8 Entwicklungsfunktionen ist
sie kleiner oder vergleichbar mit der einer Multigruppendiffusionsrech-
nung. Mehr als 8 Funktionen zu verwenden, wird sich selten als notwendig
und sinnvoll erwe i.sen , In den Testbeispielen wurden maximal 6 Funktionen
verwendet ,
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Für Schichten mit mehreren verschiedenen Zonen empfiehlt sich ,die Ent-
vTick.1ung nach Funktionen der Winkelvariablen und nach Funktionen der
&Lergievariablen, sofern die Schichten nicht zu dick sind und wieder
die Kenntnis mindestens eines repräsentativen Spektrums für jede Zone
gegeben ist. Auch ~Qr diese R~twick1ung hängt die Rechenzeit von der
Anzahl der Entwicklungsfunktionen ab. Bei weniger als 15 Funktionen
(in unseren Beispielen verwendeten wir maximal 12) ist die Rechenzeit
noch kleiner als die einer Multigruppen-Diffusionsrechnung oder mit
dieser vergleichbar.
Für dickere Schichten oder Schichten mit vielen Zonen liefert die Ent-
wicklung nach Funktionen der Wi~~elvariablendie besten Resultate. Bei
Vervrendung von nur 2 oder 3 sorgfältig ausgewählten Entwicklungsfunktionen
erreicht diese Entwicklung die Genauigkeit von SN-Approximationen hoher
Ordnung (in unseren Beispielen fast die von s16-Approximationen), erfordert
aber nur Rechenzeiten, die noch erheblich unter denen hoher SN-Approxi-




Die vergleichsweise recht große Genauigkeit und die relativ kurzen Rechen-
zeiten aieser Verfahren legen eine Erweiterung auf komplexere Geometrien
(z.B. Zylindergeometrie) nahe. Dabei bilden die in der vorliegenden Arbeit
gewonnenen Ergebnisse eine Erfahrungsgrundlage.
Für die neutronenphysikalische Berechnung von zukünftigen Testreaktoren
und anderen fortgeschrittenen experimentellen Anordnungen mit sehr kom-
plexer Geometrie wird demnächst die Lösung der Boltzmanngleichung für
räumlich dreidimensionale Probleme anzustreben sein. Da. die total-
numerische L~sung solcher Probleme wegen überlanger Rechenzeiten auf
den gegenwärtigen Datenverarbeitungsanlagen kaum möglich erSCheint, ist
es daher von Interesse, die Frage zu untersuchen, ob und wie Transport-
syntheseverfahren für die Synthese von Näherungslösungen räumlich drei-
dimensionaler Probleme aus Lösungen zweidimensionaler Problem angewendet
werden können. Der Erfolg ähnlicher Verfahren zur näherungsweisen Lösung
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der dreidimensionalen Neutronendiffusionsgleichung und die positiven
Ergebnisse der vorliegenden Arbeit, welche für einfache Geometrie
zeigen, daß prinzipiell Transportsyntheseverfahren gut anwendbar
sind, lassen auch dies erfolgversprechend erscheinen.
Für die Anregung zu dieser Arbe i t, für wertvolle Diskussionen und für
die kritischeIYq:rc::h.sicb.t (if3liJ:t.e iGb. I1~:rl"Jl Ur. lI.Küsters.
Herrn Prof. Dr. W. Kofink und Herrn Prof. Dr-, K. Wi rtz danke i eh für
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Abb. 6 Winkelverteilung orn Plattenende
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Abb.8 Winkelverteil ung am Plattenende
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Abb.9b Winkelverteilung bei x=40 (50cm-Platte)
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Abb.12a Winkelverteilung 2cm vor der Absorberzone
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Abb.12c: Verhältnis der Flu s se bei J.L=+1
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Abb.14Winkelverteilung in d:er PlaUenmitle(10cm-Platte)
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Abb.15 Winkelverteilung am iAnfang[ der
( 1.und 10. Gruppe)
r-----+- I I F
0,2 0,4 0,6 0,8 1,0
10cm- Natururanplatte J.L


















+ GE 3 (0.;1,Q.25,O.75,-Q.25,0.75)
o GZ4 (- 0.9,- 0.6,- 0.15,+0.09 )
• GZ 4 (':"11.2T 0.7,- 0.30,+0.11 )
-- -GZ4 (- O.61-Q.4,- O.20,+0.07 )
0,0
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