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1. Inkoduction 
Macroscopic features of large population processes have traditionally been 
described by differential equations. Volterra and D’Ancona (1935) considered 
models of the form 
dXt =Xtf(Xs; s s t) dt, X0=x0, (1) 
where Xl is the plopulation size at time t, and f is the growth rate. One of the nice 
features of the model (1) is that time lag mechanisms are easily included. 
A stochastic generalization of (1) is 
d.& = Xjpf (Xs; s s t) dt + 0(X,) dR,, X0 = x0. (2) 
Here (B&o is a standard Brownian motion, and (2) is an Ito stochastic diflerential 
equation. For the relevant heory, see Arnold [l]. Since Xf has to be non-negative, 
we must have g(x) defined for x > 0, with a(O) = 0. We will only consider a(s) = c 0 x, 
where CT is some non-negative constant. This introduces an instantaneous variance 
order Xf, a degree of variation often observed in biological populations (see e 
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Pollard [3]). With this choice of a(x) we can write (2) %as 
dxt = xt[ f(Xs ; s G t) dt + u d&l. (3) 
if u = 0, then (3) reduces to (1) We call these models random environment 
processes, since the growth rate ha;S been made random. 
In the deterministic theory, the growth rate is frequently of the form f L= p --f’, 
where jis a non-negative function of the past, and p is a positive constant, measuring 
the growth. rate in the absence of competition. Two interesting such rates are 
f (x, ; s 6 t) = p - Axt, (4) 
the logistic: model, and 
I 
0 
f( x,;sa)=p--A ids 11 co,ca(t - h-s ds, (9 
0 
the time lag model, where g(s) 3 0, J: g(s) ds a< 00, and lto,& l ) is the indicator 
function of the positive line. The time lag model can be viewed as a renewable 
resource model, where 8 is the time to fully renew the resource (e.g. food, plants, 
etc). The random environment logistic model is Markovian, whereas the random 
environment ime lag model is not. 
In this paper we show ithat if 4 = p -~*/2 > 0, then in both the logistic and the 
time lag random eilvironment models, the solution Xt will i.o. hit a level proportional 
to&If~<O,X,+Oa.s. 
2. A coupling lemma 
Lemlma. Suppose U 1,t ancl U2,t are continuous solutions of the stochastic differential 
equations 
d&t = fi(Ui,s; S s t) dt+a dBt 
with Ul,o = U2,o (this puts some restrictions on the fi’s). Then if f l(xs ; s s t) 3 
f (Y 2 s; s s t) for continuous functions x, y such that xs 2 y, for all s, we have 
Ul,t 3 u2.t. 
roof. d(U1,t - U2,$ = ( fl( UI.,,; s s t) - f2( l_&; s s t>) dt reducing the lemma to a 
fact about deterministic differential equations. 
Now let Zt = log Xt, where Xt satisfies (31), and f = p -f: By Ito’s change of 
variables formula we get 
dZ,=(+-f((X,;sst))dt+ad (6) 
where 4 = p - (r*/2. Since ,,kz 0 we have from the lemma that Zt -Z. s 4t + al?,, so 
if 4~0,2,--z,+ --00 a.s. when t -) 00. I-Ience Xt = exp(Zt) + 0 a.s. 
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4 is the criticality parameter for the random environment processes we consider. 
The term criticality refers to the fact thlat 4 governs the extinction (not the explosion) 
of the process. We will study the logistic and the time lag models separately for C$ B 0, 
even though the argument essentially is the same. 
ercritical log&tie process 
Consider the stochastic differential equation 
dXr = Xr(p -AX,) dt + crX, d&, X0 = x0 (7) 
or, equivalently, Zl = log Xt if Xl Z 0.2 satisfies 
dZ, = (4 -h exp(ZJ) dlt + CT if&, &=20=10gx0 (8) 
with 4 = p - ~*/2 > 0. The coupling lemma yields that Zt -Z. s & + oB,, so 2, does 
not reach +OO in finite time. 
Let a(z) = 4 -‘A e’. Then a is monotone decreasing, ~(-00) = 4, a(+@ = -CD. 
Let z1 = log@/h), so a (21) = 0. We will show that if Zl, the solution to (8), ever gets a 
positive amount below tl, then some time later 2 will a.s. hit any neighbourhood of 
21. This will be done by constructing local upper and lower bounds on 2, using the 
coupling lemma. 
Let E > 0 be arbitrary, z2 = zl - e. Let z3 c zz be arbitrary, and set 6 = a&). Then 
00. 
Proposition, lim supr.+oo Zt 2 log@/A) a.s. 
Proof. Let 71 = inf{t 3 0: Zb s 23). Were, and below, the infimum of an empty set is 
interpreted as +m. ~1 is a stopping time on the sigma fields of the underlyin 
Brownian motion. Let 
y1 = inf{t 2 71: Zt a 22). 
By continuity, y1 # 71” On (~1, rl), 4 = a(-@ 2 ~(2,) 2 a&) = 8. The couplmg 
lemma yields upper and lower bounds &et and L lVr on (~1, ~1) given by 
U1.t -Z3=4b(t--l)+~(BI-B7*) 
and 
Ll,t-z~l=S(t-r~)+(+(B~-BB,,). 
Conditional on 71, Ul,, and L l,r, t > rl, are independent of o(Z,; s s ~11. is is 
just the strong Markov property. Let 
Notice that 7=1 s CQ G y1 s 
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We recursively define LY,+~, &+I, ‘y,,+l, 7n+1 according to the following recipe: 
r”+l = inf{t 2 & : Zt ~2 zs}, ‘ym+l = inf{t 2 r,+l: & 3 22). 
Define upper and lower bounds 
u n+l.r - 23 = 40 - 7,td +dBt -&,,+J, 
L n+l,r -- &“+I =s(~t-7,,+1)+u(Bt-B,,+,). 
Fig.. 1 illustrates these random times. 
If, at some stage, one of the stopping times TV or ‘ym is infinite, the sequences consist 
of only finitely many terms. Whenever 7n < 00, then ayn < 00 a.s. By the strong Markov 
property {ar, - r, ; n 2 1) is a sequence of iid positive random variables on n, {TV < 
00). Notice that cyn 2 CT= 1 (cuj - Tj) (see Fig. 1). Thus, except possibly on a null set, one 
of the following will happen: 
(i) there is a first n such that 7n+1 = OC), so Zl 2 23 for all t 2 P,,, or 
(ii) ‘r, < 00 for all n. But then yn 2 Cy=, (aj - rj) + 00. 
Thus lim SUP~-+~ Zt azs a.s. But z3 C t2 = ~1 -E, and z3, e are arbitrary, so 
lim SUP,,~ Z; 2 z1 a.s., concluding the proof. 
Fig. 1. This picture shows the local upper and lower bounds, I&,, and Ll,, with the associated stopping 
times. It is easy to see that ‘yn 3 I;=, (aj - 7j). 
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By a symmetric constructn[on we can show that lim inf X, G #/A as. Since Z8 never 
hits --00 in finite time, X,! never hits 0. A similar argument shows that in the 
non-supercritical case (4 6 0), X, never hits 0 in finite time. 
Now let Zt = log Xt satisfy 
dZ, = 
( I 
#-A ‘g(s)l~~,~~(t-s)X,,-.,ds) dt+Qd& 
0 
where+=p-u2/2>0.Leta(t,x)=4-A j:g(s)l to,& t - s)x~~--,) ds for continuous 
functions x. Set A =jl g(s) ds, and assume A COO. Notice that if xt <<b(AA)-* on 
(to, to + 0), some to > 0, then a (to, x) > 0.. Let E > 0 be arbitrary, z1 = log(&/kA) - E 
and 22 C= zl arbitrary. 
Proposition. lim SUP~+~ Xt 2 4 (AA)-‘. 
Proof. LetS=4(1-e-‘)>O.Definefor7,<00, 
T~+I = inf{t bp,,: 2, G 22 for all s in (t - 8, t)}, 
Yn+l =inf{r137,+1: Z+zl}, 
where PO = 9; 
u n+l.t-~2=~(f-7,+l)+~(Bt-B,,+,), 
L n+l,r -%+I =S(~-T~+~+(T(B~-B,,+,), 
Pn= inf{t > TV : Ln,t 2 zl}, afn = inf{t > TV : Unvr 3 21). 
On (T~+[, T~~+~) Ln+l,t ~2~ s Un+l,n so ‘yn+l d&+1. By the indeyenLcm,t incre- 
mlents, {a, - 7, I} is a sequence of iid random variables on n,, {TV < a}, SO ItArn yn 3 
lim Cy=, (a j - 7-j) = oo a.s. on n,, {TV c 00). This concludes the proof. 
An analogous argument shows that lim inf Xt s 4(AA)-‘. Again, Xt a.s. never hits 
0 in finite time, even in the subcritical case. 
5 Concludiug remarks 
We have obtained criticality conditions for some random environment versions of 
Volterrak population models. Doubtless the method used here appli 
other random functions. If f in (2) is of thG form p - h ( a), and Itl a 0 and r 
smooth (small when the population is small and large when it i 
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continuous), then essentially the same argument can be used to obtain 4 = p - u*/2 
as a criticality parameter. 
The criticality condition says that if there is enough environmental noise (i.e. o2 is 
big enough), then the population will die out. We obtained this even for the 
non-Markovian time lag process. This simple coupling-renewal rgument does not 
allow us to say much in the critical case. In the critical ogistic model we can show, 
using an argument much like Feller’s test (McKean [2, Section 3.6]), that Xt does not 
converge to zero a.s. However, it does converge to zero in probability. 
The results for the logistic model may be obtained by standard Markov or diffusion 
theory. However, the standard theory does not aplply to the time lag model, so the 
coupling lemma is needed to obtain the criticality condition. In another paper we will 
consider problems of parameter estimation and goodness of fit for this kind of 
population processes. 
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