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Abstract— In the study of LF noise in MOSFETS, it has
become clear that Random Telegraph Signals (RTS) are
dominant. When a MOSFET is subjected to large-signal
excitation, the RTS noise is influenced. In this paper, we
present different visualizations of the transient behaviour of
the RTS.
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I. INTRODUCTION
Increasing integration of analog functionality with digi-
tal processing power fuels the desire to realize analog cir-
cuitry in CMOS. This has led to a multitude of interest-
ing analog challenges and solutions. Complication comes
from the supply voltage that drops in each next process
generation, making the available signal swing smaller and
smaller. At the other end of the magnitude spectrum, LF
noise limits the available dynamic range.
MOSFETs are notorious for their LF noise. LF Noise in
MOSFETs is often roughly characterized by a 1/f corner
frequency fc, below which the LF noise PSD of the de-
vice rises with approximately 1/f. It can be shown [1] that
the 1/f noise corner frequency of MOSFETs scales with
the transit frequency ft of the device, so that as MOSFETs
become faster, they also become noisier. In MOSFETs of
modern submicron CMOS processes, the fc can be as high
as several tens of MHz, which means that anything below
that has to be considered ’low frequency’ as far as noise
performance is concerned. LF noise, however, is not only
a problem for LF circuit design, but also for RF applica-
tions. For example, in VCO’s, LF device noise is upcon-
verted to reappear as close-in phase noise of the oscillator.
The phase noise of RF DLL’s and PLL’s is also critically
limited by LF noise of the active devices.
1/f Noise is found in all sorts of physical systems [2].
This has led to a lot of speculation on the physical ori-
gins of 1/f noise and the idea that there might be a com-
mon physical thermodynamic [3] or quantummechanical
[4] origin for all the 1/f noise we observe. In MOSFETs,
one of the best characterized 1/f noise sources available to-
day, the search for the origins of the noise has led to two
likely candidates: mobility fluctuations (∆µ-model) and
number fluctuations (∆N -model). In homogenous semi-
conductor samples, 1/f noise caused by mobility fluctua-
tions (∆µ) has been observed [5]. It can be shown that
if a MOSFET is ’small enough’; i.e. the number of free
carriers is low enough, its LF noise will be dominated by
trapping-detrapping (RTS) noise (∆N model) rather than
mobility-based 1/f noise (∆µ model) [6]. Modern sub-
micron MOSFETs clearly fall into this category, and their
LF noise is dominated by RTS [7]. The classical deriva-
tion that trapping-detrapping can lead to a 1/f spectrum
was given by McWorther in 1957 [8], though it was later
shown by several authors that the conditions for the emer-
gence of a 1/f spectrum as given by McWorther are more
severe than necessary [9].
The study and modelling of LF noise in MOSFETs is
commonly done by measurement, where a device is bi-
ased at a certain point in its operating range, and the LF
noise PSD measured. This is done for several operating
points, and careful parameter extraction has led to quite
detailed bias-dependent noise models for MOSFETs [10].
However, all such measurements are carried out in steady
state. Circuit simulators, on which analog designers de-
pend for optimal circuit design, follow this approach and
model the LF noise voltage as a function of the bias volt-
age. However, even the best circuit simulators [11] still
always model the LF noise as an instantaneous function
of the bias voltage. This is unfortunately too simplistic an
approach.
In real circuits, signal swings are not ’small’ in compar-
ison to the bias voltage. Small signal analysis breaks down
in these cases, and small signal noise analysis (even with
a time-variant operating point as in a PSS or a Pnoise sim-
ulation) will not give correct results. The reason for this
is that the LF noise of a MOSFET is not only a function
of the current bias of the device, but also of the bias his-
tory of the device [12], [13]. What this means is that if the
frequency of excitation is larger than the frequency of the
LF noise, the quasi-static approach to LF noise (as used by
simulators) is not valid.
The unsatisfactory situation with respect to simulation
possibilities, coupled with the dominant RTS noise in
small MOSFETs and the large-signal conditions encoun-
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Fig. 1. A Random Telegraph Signal.
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Fig. 2. PSD of a Random Telegraph Signal.
tered in many circuits mean that it is very relevant to re-
search this combination of topics further. This is what we
do in this paper.
II. TIME-DOMAIN ANALYSIS
A Random Telegraph signal is a time-continuous,
amplitude-discrete signal that is characterized by three pa-
rameters: the mean low time, the mean high time and the
amplitude (fig. 1). The autocorrelation function of such
a signal was derived by Machlup in 1954 [14]. Using the
autocorrelation function the power spectral density of the
signal may be calculated. This is a Lorentzian (fig. 2): flat
at low frequencies, and decaying with −20dB/dec above
some corner frequency f0,RTS . Though the frequency and
time domain description are fundamentally equivalent, the
time-domain description is more complete, as witnessed
by the fact that there are three parameters in the time do-
main, and only two in the frequency domain.
Though the study of LF noise under transient conditions
can be carried out in the frequency domain [15], [16], the
fact that we are dealing with RTS noise in this case means
that a time-domain analysis is more appropriate since it
gives us all the information we want in a raw form, without
any post-processing. This also facilitates modelling efforts
[17].
Fig. 3. Measurement Setup.
Fig. 4. Time domain view of RTS.
III. MEASUREMENT METHOD
To study RTS noise under transient conditions in the
time domain, we make use of the measurement setup of
fig. 3. The device in question can be either subjected to
a constant bias or time-variant bias. For the constant bias
measurement, the preamps and switches are operated in
precisely the same way as for the transient measurement;
only the device is constantly kept in a particular bias state.
The ’front end’ of the measurement setup is completely
differential. In this way, a differential preamp can be used
to suppress the large common mode signal that accompa-
nies the bias transients applied to the DUTs, and the dy-
namic range requirement of the oscilloscope is reduced.
Measurements are carried out on several devices with a
W/L of between 0.5/0.35 µm and 1.25/0.575 µm from an
industrial 0.35 µm process. tox is 7.5 nm. Id is 20µA per
device. The devices are cycled on and off with a frequency
of 100 Hz; the duty cycle is 50%. After a turn-on transient,
the first 5µs of noise are measured. 1 second later, this
measurement is repeated. In this way, 500 trials of the
experiment are performed.
A sample result is shown in fig. 4. Time, from 0 to
5µs is along the x-axis, and the trial # is along the y-axis.
The measured noise voltage is the z-value of this plot. To
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Fig. 5. ’Top view’ of RTS.
make sure we don’t miss any interesting transient effects,
we start each plot briefly (0.5µs) before the moment we
turn the device on, so that the complete turn-on transient is
visible. This is the case for the steady state measurement
but also for the transient measurement.
The trial# (y) axis in these plots can be interpreted as a
’slow’ time axis; the scale is not exactly known due to lim-
itations in the experimental setup, but is of the order of 500
seconds total. In this way, a clear distinction can be made
between ’fast’ effects (along the x-axis) and ’slow’ effects
(along the y-axis). The noise voltage is color-coded, and
this raises the possibility of viewing the 3-d plot from
above. This is done in fig. 5. The turn-on transient is now
visible to the left of the plot, and again, fast effects are
visible along the x-axis, and slow effects along the y-axis.
Both views are useful in the interpretation of the results.
We can also post-process the time-domain data further.
The most obvious thing to do is to examine the average
noise voltage at each time instant following the turn-on
transient, and the variance of the noise voltage at each time
instant. This is illustrated in fig. 6.
In some circuits, e.g. sampling circuits, an obvious ap-
proach is to keep the device ’off’ until briefly before the
device is required to be active. If the variance of the noise
at the time that the device is used (eg. to take a sample)
is lower than in steady state, then turning the device ’off’
when it is not required is a beneficial technique with re-
spect to the noise performance.
IV. MEASUREMENT RESULTS
Measurements were carried out on 30 devices. We will
discuss some of the most interesting observations below.
The result in fig. 7 shows that a slow RTS (time constant
of the order of several tens of seconds) that is present in the
steady state case (upper figure) is completely absent just
Fig. 6. Calculating average and variance from time-domain
data.
after turning the device on (lower figure).
In fig. 8, measurement results for the same device as
fig. 4 and 5 are given. In the steady state, (upper figure),
the RTS is mostly in the ’low’ state with occasional brief
excursions into the ’high’ state. The RTS decays back to
the ground state after a brief time of the order of 1 µs.
Immediately after turn-on (lower figure), the RTS in this
device starts in the ’high’ state, after which it can be seen
to decay back into the ’low’ state after a few µs.
For the same device, we have plotted the variance and
average of the noise immediately after turn-on in fig. 9.
The average value of the noise voltage has a slow tail after
turn-on, of the order of 2 µs. The variance of the noise
is also seen to have a maximum just after turn-on; this is
the average time before the RTS decays back into its ’low’
state.
In fig. 10, yet another kind of interesting behaviour is
observed. Whereas in the steady state (upper figure), the
RTS is mostly in the ’high’ state (red), with occasional
brief excursions into the ’low’ state (blue), the behaviour
of this device immediately after turn-on (lower figure) is
exactly the opposite. There obviously has to be some tran-
sition between the two, but this is not visible in the figure
due to the limited observation time of 5 µs for each trial.
This is clearly a case where there are two different RTS
present in the device, one fast one (visible in both the up-
per and lower figure) and a slow one responsible for the
difference between the upper and lower figure.
V. DISCUSSION
Though obviously very useful for insight into the be-
haviour of RTS noise, there are some limitations that have
to be considered. First of all, it is not difficult to de-
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Fig. 7. Large-amplitude, slow RTS (upper figure) is not present
immediately after turn-on (lower figure).
duce that when observing an RTS in a single n-channel
device, the high-current state corresponds to the unfilled
(detrapped) state of the trap, and that the low-current state
corresponds to the filled (trapped) state of the trap. This
is interesting information in the study of traps, however
unfortunately, in the present measurement setup, this in-
formation is lost because the measurement setup is differ-
ential. We may observe an RTS, but we cannot be sure
whether it is in the one or the other device. Single ended
measurements do not have this problem but are much more
sensitive to noise and crosstalk from the various parts of
the setup. Another possibility to overcome this limitation
while retaining the benefits of a differential measurement
setup is to slightly vary the gate bias around the bias point
of interest. By observation in which direction the trap re-
acts to the varying gate voltage, conclusions about what is
the the trapped and the detrapped state of the trap may be
drawn. [18]
Secondly, we have presented a somewhat rosy picture of
reality by presenting only the most interesting behaviour of
the 30 devices measured. In fact, many devices show no
significant LF noise change in reaction to transient condi-
tions at all. Moreover, as we are unable to qualify what
Fig. 8. RTS is seen to decay back to ’low’ state briefly after
turn-on (lower figure). Steady state behaviour of same device
(upper figure).
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Fig. 9. Average and variance of noise voltage for the device of
fig. 8.
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Fig. 10. RTS is mostly in the ’high’ state in the steady state
(upper figure), while immediately after turn-on, it is mostly in
the ’low’ state (lower figure).
sort of traps will be encountered in particular MOSFET,
we are unable to predict the sort of behaviour that will be
exhibited by a device in steady state, let alone transient
conditions.
VI. CONCLUSION
In this paper, we have presented visualisation techniques
for Random Telegraph Signals in MOSFETs. We have
given simple and very insightful ways to examine the time-
domain transient behaviour of these single-electron ef-
fects. Though we have not done so in the present work,
it is possible to extend the method to assign a physical
’trapped’ and ’detrapped’ state to the discrete amplitude
levels observed in our experiments. Another obvious ex-
tention of the method is to observe the same device on
different time scales. We have here used 5µs after each
turn-on transient (the ’fast’ time axis), and performed ap-
proximately 1 measurement per second (the ’slow’ time
axis). Examining an RTS on even more time scales is easy
and possible. Finally, statistical work needs to be done to
better describe the probability of encountering a particu-
lar type of trap in a device. Only after measurement of
significant numbers of devices are we able to state with
any degree of certainty what sort of behaviour the designer
may expect from the MOSFET under steady state and un-
der transient conditions, leading to more optimal analog
CMOS designs.
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