This study centres on the comparison of independent group tests in terms of power, by using parametric method, such as the Alexander-Govern test. The Alexander-Govern (AG) test uses mean as its central tendency measure. It is a better alternative compared to the Welch test, the James test and the ANOVA, because it produces high power and gives good control of Type I error rates for a normal data under variance heterogeneity. But this test is not robust for a non-normal data. When trimmed mean was applied on the test as its central tendency measure under non-normality, the test was only robust for two group condition, but as the number of groups increased more than two groups, the test was no more robust. As a result, a highly robust estimator known as the MOM estimator was applied on the test, as its central tendency measure. This test is not affected by the number of groups, but could not control Type I error rates under skewed heavy tailed distribution. In this study, the Winsorized MOM estimator was applied in the AG test, as its central tendency measure. A simulation of 5,000 data sets were generated and analysed on the test, using the SAS package. The result of the analysis, shows that with the pairing of unbalanced sample size of (15:15:20:30) with equal variance of (1:1:1:1) and the pairing of unbalanced sample size of (15:15:20:30) with unequal variance of (1:1:1:36) with effect size index (f = 0.8), the AGWMOM test only produced a high power value of 0.9562 and 0.8336 compared to the AG test, the AGMOM test and the ANOVA respectively and the test is considered to be sufficient.
Introduction
The independent group tests in statistics are about comparing the equality of independent groups via parametric or non-parametric approach. In parametric approach, the analysis of variance (ANOVA) is favourable by researchers due to its powerful detection for any differences in the means. The ability of the ANOVA to control Type I error rates reduces, thereby leading to an increase in the rejection of the null hypothesis testing for equal means in the distribution especially under small sample sizes (Kulinskaya, Staudte, & Gao, 2003) .
To give solution to the presence of heterogeneity of the variance, reliable alternative techniques such as the James (1951) and the Welch (1951) have been provided. Past researchers have shown that the original James tests and the Welch tests are commonly robust when there is heterogeneity of the variance and at the same time, it also has a good performance when there is a big difference in the sample sizes (Kohr & Games, 1974; Krishnamoorthy, Lu & Matthew, 2007) . Another alternative technique to handle the problem of variance heterogeneity is proposed by Alexander-Govern (1994) . Their method produced a remarkable control of Type I error rates and high power efficiency under normality condition. It is considered as a better alternative to the ANOVA, due to its easy of computation. These robust methods give a better solution to the classical test statistics, that is the ANOVA when the assumptions of homogeneity of the variance is violated, but these tests have failed to handle the problem of non-normality in a data distribution.
Non-Normal Data
A non-normal data is a condition whereby a data is not normally distributed. Investigation under empirical test reveals that the Alexander-Govern test did remarkably well compared to the ANOVA in the control of Type I error rates and produces high power efficiency for a normal data under variance heterogeneity (Alexander-Govern, 1994) . Additionally, Schneider and Penfield (1997) reported that the Alexander-Govern test is a good alternative to the ANOVA under variance heterogeneity compared to the Welch test and the James test due to its simplicity in calculation and possessing good control of Type I error rates for a normal data distribution. It also produces high level of power under most experimental situations, referring to different levels of examination, when the test was applied in a data distribution, in order to identify its effectiveness in a data distribution. However, under the condition of heterogeneity of the variances, it was recommended for only normal data, but not robust for non-normal data, as discussed by Myer (1998) . Other approach that is usually chosen by statistical practitioners when there is non-normal data is using non-parametric methods.
According to Marascuilo and McSweeney (1977) a non-parametric test makes no exact assumption in relation to one or more of the population parameters that defines the given distribution for which the test is to be used. It is used to estimate a nominal and ranked order data and can be described as an assumption free test or otherwise referred to as a distribution free test. However, these approaches are not as sensitive as using parametric test when the basic assumptions of the parametric test are fulfilled. Hence, larger differences are required before a rejection of the null hypothesis is performed. In other situation, non-parametric approaches also need a large number of sample sizes to prevent loss of information. Examples of non-parametric test are, Friedman test, Mann-Whitney U test, Wilcoxon Signed-Rank test, Fisher-Exact Probability test, Kruskal-Wallis test, Cochran Q test, McNemar test and the Chi-square test as mentioned by Daniel (1990) .
In considering the weakness observed in using the non-parametric tests, researchers discovered the use of robust estimators as a better alternative when dealing with non-normal data. Robust estimator that is commonly used in improving the independent group test is the trimmed means. This estimator has been successfully used to improve the Alexander-Govern test under non-normal distribution (Guo & Luh, 2000; Lix & Keselman, 1995; Luh, 1999) . Although trimmed mean possesses a remarkable control of Type I error rates, the trimming process is performed irrespective of the nature of the distribution. Whether outliers are present or not in a data distribution, the percentage of trimming is set at prior, thereby resulting in the elimination process done without regarding the shape of the data distribution. Therefore, it might lead to loss of information.
An alternative to the use of trimmed means is a highly robust estimator, which is referred as the modified one step M-estimator. As discussed by Othman et al. (2004) the MOM estimator empirically trims only the extreme data set, depending on the type of the data distribution. For a skewed data distribution, the amount of trimming must not be the same at both tails of the distribution. For instance, if the distribution is skewed to the right tail, more of the right tail of the distribution should be trimmed. In using any estimator that uses trimming, one major concern, is the process of trimming itself. Trimmed means, trims data symmetrically without any regard on the nature of the distribution. While the MOM estimator only trims data that is observed as outliers. If both tails of the distribution are detected as outliers, the data distribution would be trimmed symmetrically, otherwise if it is one side of the distribution that is detected as outlier, it would be trimmed asymmetrically, meaning that only one tail of the data set would be trimmed.
Trimming and Winsorization Methods
Trimming process is a technique used in removing a certain amount of data either by setting the percentage of trimming at prior or identify the amount of trimming using any procedure of outlier's detection. As an example, in considering two groups when performing an experiment, an individual may decide to neglect the two highest and lowest scores from each group in the data set, with the aim of removing outliers present in either group. As www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 13; 2015 mentioned previously, trimming process need to be done carefully, because every single data value brings valuable information. The obvious disadvantage of trimming process is that it reduces the number of data to be considered. In this case, if the sample size is small, trimming will make the sample size even smaller. For the Winsorization process, the two smallest and largest values are replaced or exchanged with a preceding value closest to the outlier detection values (Yusof, Abdullah & Yhaya, 2011) .
In Winsorization process, the effects of outliers are removed from a data distribution by making a replacement or an exchange for the outliers values detected. It helps to prevent loss of information and hence, the data is preserved unlike the trimmed mean procedure.
Method

The Alexander-Govern Test
The Alexander-Govern test is a test introduced by Alexander-Govern (1994) and it uses mean as its central tendency measure. For a normal data, it possesses good control of Type I error rates and gives high power under variance heterogeneity, but is not robust to non-normal data. This test is used for comparing two or more groups and its test statistic is obtained by using the following procedure.
The technique to obtain the test statistic for the Alexander-Govern test begins by ordering the data distribution, with population j (j = 1, …, J). For each of the data distribution, the mean is obtained using:
where ij X represents the observed ordered random samples of the data set and j n is the sample sizes of the observations. The mean represents the measure of central tendency in the Alexander-Govern (1994) method. After the mean is obtained, the estimate of the usual unbiased variance can be calculated by using:
where j X  is used for estimating , j  for the population ( j ). The standard error of the mean is obtained for each of the groups by using:
The weight ( ) j w for the group sizes with j population of the ordered sample data is defined where j w  must be equal to 1. Therefore, the weight ( ) j w for each of the group is obtained by using the formula below:
The null hypothesis testing for the Alexander-Govern (1994) procedure, for the equality of the mean, under variance heterogeneity is defined as:
The alternative hypothesis disclaims the statement made by the null hypothesis. The variance weighted estimate of the total means for all the groups in the ordered data set, is obtained by using:
where 2 1, 0.5, 48
The test statistic for the Alexander-Govern method is defined as:
The level of significance used for the Alexander-Govern, test 
The Modified Alexander-Govern Test
Given an ordered data sample of X 1 , X 2 , …, X n , with sample size n and group sizes j. Firstly, the median of the data set is obtained by selecting the middle value from the observations. The MAD estimator is the median of the set of absolute values of the differences between each of the score and the median. It is the median of /X j -M/,…, /X n -M /. Thereafter, the median absolute deviation about the median (MAD n ) estimator is obtained by using:
According to Wilcox and Keselman (2003) the constant value of 0.6745 is used to rescale the MAD estimator, with the aim of making the denominator estimates  when sampling from a normal distribution.
Outliers in a data distribution can be detected by using the formula below:
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where X j represents the ordered random sample observations, M is the median of the ordered random samples and MAD n is the median absolute deviation about the median. The value of K is 2.24. This value was proposed by Wilcox and Keselman (2003) for detecting the presence of outliers in a data set, because it has a very small standard error, when sampling from a normal distribution.
To detect the presence of outliers from the ordered data set, we use either equation (13) or equation (14), which is also referred to as the MOM estimator. The Winsorized MOM estimator would be applied on the data distribution when the outlier detected is replaced or exchanged with a preceding value closest to where the outlier is located.
In this study, the mean as a measure of the central tendency in Alexander-Govern test is modified by substituting it with the Winsorized modified one step M-estimator (WMOM), as the central tendency measure of the test. The Winsorized MOM estimator is applied on the data set, where outliers found are exchanged or replaced with a preceding value closest to the location where the outlier are observed.
The WMOM estimator becomes a replacement for the common mean as a measure of the central tendency in the Alexander-Govern test, for the following reasons:
1. To remove the presence of outliers from the data distribution 2. To make the Alexander-Govern test to be robust to non-normal data.
The Winsorized MOM can be defined as the averaging of the Winsorized data distribution. It is expressed by using:
where WMOMj X  is the mean of the Winsorized data distribution, WMOMj X is the ordered sample data of the Winsorized data distribution and n is the sample size of the Winsorized data distribution.
The Winsorized sample variance is expressed as: Firstly, we select B independent bootstrap samples defined as:
where each of these random samples comprises of n data values chosen with replacement from x expressed below:
The appearance of the star indicates that x  is not the real data set of x instead it represents a randomized or www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 13; 2015 6 resampled version of x.
In estimating the standard error of the bootstrap samples, the number of B lies within the interval of . In this study, we made use of 50 amounts of the bootstrap samples to give a reasonable estimate of the standard of the MOM estimator (Efron & Tibshirani, 1998) .
Secondly, we evaluate the bootstrap replications equating to each of the bootstrap samples expressed as:
Thirdly, we estimate the standard error of ( ) replications as expressed below:
where
The weight j w for the Winsorized data set for each group is defined as: The variance weighted estimate of the total mean for the Winsorized data distribution for all the groups is expressed as:
The t statistic for the Winsorized data distribution for each of the group is obtained with the use of the formula below: 
where 2 1 , 0.5, 48
where a, b and c are unknown parameters, j  is the degree of freedom for each of the groups in the ordered sample data with sample size n. The test statistic AGWMOM for all the groups in the ordered sample data is defined as:
The test statistic for the AGWMOM test follows a chi-square distribution at 0.05   with J -1 chi-square degree of freedom. The chi-square distribution table is used to determine the critical value.
The Variables Used in This Study
In this study, there are five types of variables that were used. They are: equal and unequal sample sizes, equal and unequal variance, group sizes, types of distribution and the nature of pairing. All these variables listed above were manipulated to show the strength and the weakness of the five different tests, namely: the AG test, the AGMOM test, the AGWMOM test, the t-test and the ANOVA. 
The Design for the Study
The Alexander-Govern test is a test introduced by Alexander-Govern (1994) . This test uses mean as its central tendency measure and has good control of Type I error rates and high power under variance heterogeneity for a normal distribution, but the test is not robust for a non-normal data. The test is also used for comparing two or more groups. In the research design for this study, both equal and unequal sample sizes were paired with equal and unequal variance, for two groups (J = 2), for four groups (J = 4) and for six groups (J = 6), positively and negatively with each of the g-and h-distribution.
5,000 data sets were simulated for each of the five different tests, namely: the AG test, the AGMOM test, the AGWMOM test, the t-test and the ANOVA. The pseudo random variates were obtained by using SAS generator RANNOR (SAS Institute, 1999) 
The Power of the Tests
The term power of a test is defined statistically as the probability that it will definitely result in significant outcomes. It could also be described as the capability of a test to recognize any effect, when the effect size occurs. According to Cohen (1988) explained that the effect size is the extent at which a phenomenon is www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 13; 2015 observed in the population, which implies that the null hypothesis becomes false in the population. In statistics the power of a test is affected by three factors, which are: the level of significance ( ),  the sample size of the data distribution (nj), and the effect size (ES). The effect size is divided into three categories, namely: small, medium and large respectively (Abdullah, Yahaya & Othman, 2008) .
In this research, the large pattern of variability was used to analyse the power of the tests, so as to produce a high power for the test.
Pattern of Variability
The Effect Size Index For J = 4 For J = 6 Cohen (1988) .
For small variability, f is expressed as:
For medium variability, f is expressed as:
For large variability, f is expressed as:
in a condition, where k is said to be even (30)
in a situation, where k is said to be odd (31) When f is 0.1, the effect size index is said to be small, when f is 0.25, the effect size index is said to be medium, when f is 0.4, the effect size index is said to be large accordingly (Abdullah, Yahaya & Othman, 2008) .
The power of each of the tests is represented graphically where the y-axis corresponds to the power of each of the tests and the horizontal axis represents the effect size index (d) for two groups conditions and (f) for more than two groups condition. The graph is used to show the trend of the power of the each of the tests in relation to the effect size index. According to Murphy and Myors (1998) the power of a test must be above 0.5, and it can be considered to be sufficient, when its value is 0.8 and above. From the graph, it reveals those tests that have low power, sufficient and high power with respect to the effect size index (d and f) respectively.
For the analysis of the power of the tests, 84 conditions of pairing were considered i.e C1 -C84 for each of the tests, to see those tests that produced low power, sufficient and high power respectively. Figure 1 . Power against Effect Size Index, for two group condition, under a normal distribution In Figure 1 above, under a normal distribution, for two group conditions, from C1 to C5, the power of the four tests, namely the AG test, the AGMOM test, the AGWMOM test and the t-test is increasing as the effect size index is increasing in like manner.
The Power of the Tests for Two Groups Conditions, Under Normal Distribution
The Power of the Tests for Two Groups Conditions, under Symmetric Heavy Tailed Distribution
Figure 2. Power versus Effect Size Index, under a symmetric heavy tailed distribution, for two group condition www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 13; 2015 In Figure 2 , under a symmetric heavy tailed distribution, for two group condition, in C6, the power of the four tests is below 0.5. The AGWMOM test has the highest power. The power of the four tests is regarded as insufficient. In C7, the power of the four tests is not up to 0.5. The AGWMOM test has the highest power. In C8, the power of the four tests is below 0.5. The AGWMOM test has the highest power. The power of the four tests is regarded as insufficient. In C9, the power of the AGMOM test and the AGWMOM test is below 0.5. The AGWMOM test has the highest power. In C10, the power of the four tests is below 0.5 and is considered to be very low.
The Power of the Tests for Two Groups Conditions, Under Skewed Normal Tailed Distribution
Figure 3. Power versus Effect Size Index, for two group condition, under a skewed normal tailed distribution
In Figure 3 , under a skewed normal tailed distribution, for two group condition, in C11, the power of the AG test and the t-test is above 0.5. The t-test has the highest power. The power of the four tests is below 0.8 and is referred to as insufficient. In C12, the power of the four tests is not up to 0.5. The AGMOM test has the highest power. The power of the four tests is said to be insufficient, because their values is less than 0.8. In C13, the AG test and the t-test have their power values above 0.5 and the power of the four tests are regarded as insufficient. In C14, the AGMOM test has the highest power and is also above 0.5. The power of the four tests are said to be insufficient, because their power values is not up to 0.8.
In C15, the power of the AG test, the AGMOM test and the AGWMOM test is more than 0.5 and the AG test has the highest power, because its value is above 0.8. The power of the AG test is considered to be sufficient. In Figure 4 , for g = 0.5 and h = 0.5, for C16, the power of the four tests is below 0.5. The AGMOM test has the highest power. The power of the four tests is below 0.8 and is regarded as insufficient. In C17, the power of the four tests is considered to be very small and not up to 0.5. The AGMOM test has the highest power. In C18, only the power of the AGMOM test is above 0.5. The power of the four tests is said to be insufficient, because their power values is less than 0.8. In C20, the power of the four tests is less than 0.5 and also considered to be insufficient.
The Power of the Tests for Two Groups Conditions, Under Skewed Heavy Tailed Distribution
The Power of the Tests for Four Groups Conditions, Under Normal Distribution
In Figure 5 below, under a normal distribution for four group conditions, in C21, the Type I error rates of the AG test, the AGMOM test, the AGWMOM test and the ANOVA are close to the nominal level of 0.05   and the four tests have a maximum power value of 1.0000. In C22, only the Type I error rates of the ANOVA is below the nominal level of significance. The AG test has the highest power. The power of the other three tests is above 0.8 and is regarded as sufficient and high. In C23, only the Type I error rates of the ANOVA is above 0.05. The AG test has the highest power. The power value of the four tests is below the 0.5 bench mark. In C24, the power of the four tests is above 0.5 and also above 0.8 and are referred to as high and sufficient. In C25, only the power of the ANOVA is not up to 0.5. The power of the AG test, the AGMOM test and the AGWMOM test are above 0.5 and also more than 0.8 and are said to sufficient and high. In C26, only the Type I error rates of the ANOVA is above 0.05 level of significance. The AG test has the highest power. The power of the other three tests is greater than 0.8 and considered to be high and sufficient. In C27, the power of the four tests is less than 0.5 and also not up to 0.8. As result, the four tests are referred to as insufficient with low power. In C28, the power of the four tests is less than 0.5. The power of the four tests are said to be low and insufficient, because their power values is less than 0.8. In Figure 6 , under a symmetric heavy tailed distribution, for four group conditions, for C29, the power of the four tests is more than 0.5. The AGMOM test has the highest power. The AGMOM test and the AGWMOM test have their power values more than 0.8 and are said to be high and sufficient. In C30, only the power of the ANOVA is less than 0.5. The AGWMOM test has the highest power. Both the power of the AGMOM test and the AGWMOM test is above 0.8 and is regarded as sufficient and high. In C32, the AGWMOM test has the highest power. The power of the four tests is above 0.5. Both the power of the AGMOM test and the AGWMOM test is more than 0.8 and are said to be high and sufficient. In C35, the power of the four tests is said to be very small and not up to 0.5. In C36, the power of the four tests is considered to be very small and insufficient.
The Power of the Tests for Four Groups Conditions, Under a Skewed Normal Tailed Distribution
In Figure 7 below, in C37, the t-test has the highest power with a maximum value of 1. The power of the four tests is above 0.5 and likewise, the power of the four tests is more than 0.8 and is regarded as high and sufficient. In C38, only the Type I error rates of the ANOVA is not robust. The AG test has the highest power and is considered to be high and sufficient.
In C39, both the power of the AG test and the ANOVA is above 0.5. The power of the four tests is below 0.8 and are said to be insufficient. In C40, the power of the four tests is more than 0.5. The AG test has the highest power. The power of the AG test, the AGMOM test and the AGWMOM test is greater than 0.8 and is referred to as sufficient and high. In C41, both the AG test and the ANOVA have their Type I error rates considered as not robust. The AG test has the highest power. In C42, only the Type I error rates of the ANOVA is above the nominal level of 0.05. The power of the other three tests is more than 0.8 and considered to be sufficient and high. In C43, only the power of the AG test is more than 0.5. The power of the four tests are said to be insufficient. In C44, only the Type I error rates of the ANOVA is above 0.05 level of significance. The power of the four tests is below the 0.5 bench mark. In Figure 8 , for C45, the AGMOM test has the highest power. Both the AGMOM test and the AGWMOM test have their power values above 0.8 and are said to be high and sufficient. In C46, the AGWMOM test has the highest power and is greater than 0.8 and considered to be sufficient and high. In C47, the AGWMOM test has the highest power. In C48, only the power of the ANOVA is observed to be below 0.5. The AGWMOM test has the highest power. The power of the AGMOM and AGWMOM test is more than 0.8 and is regarded as sufficient and high. In C49, the Type I error rates of the AGMOM test and the ANOVA are considered not robust. The AGWMOM test has the highest power and is regarded high and sufficient, because its power value is above 0.8. In C50, the AGMOM test has the highest power. The power of the AGMOM and the AGWMOM test are above 0.5. In C51, the Type I error rates of the four tests is below the nominal level of 0.05. The power of the four tests is below the 0.5 bench mark. In C52, the Type I error rates of the AGWMOM test and the ANOVA are considered not to be robust. The AGMOM test has the highest power.
The Power of the Tests for Six Groups Conditions, Under a Normal Distribution
www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 13; 2015 Figure 9. Power against Effect Size Index, for six group condition, under a normal distribution
In Figure 9 , for C53, the power of the four tests reached a maximum level of 1. The power of the four tests is above 0.5 and also above 0.8 and are regarded as high and sufficient. In C54, the power of the four tests is above 0.5. The AG test has the highest power. The power of the AG test, the AGMOM test and the AGWMOM test are more than 0.8 and are referred to as sufficient and high. In C55, the power of the four tests is below 0.5. In C56, the power of the four tests is more than 0.5. The power of the AG test, the AGMOM test and the ANOVA is above 0.8 and are considered to be high and sufficient. In C57, only the power of the ANOVA is less than 0.5. Both the AG test and the AGMOM test have high and sufficient power. In C58, the power of the four tests is more than 0.5. The ANOVA has the highest power and is regarded as sufficient and high. In C59, the power of the four tests is considered to be very small and insufficient, below the bench mark of 0.5. In C60, only the power of the ANOVA is more than 0.5 and also more than 0.8, and is referred to as sufficient and high. Vol. 9, No. 13; 2015 In Figure 10 , for C61, the power of the four tests is above 0.8 and referred to as high and sufficient. In C62, the Type I error rates of the AG test and the AGWMOM test are regarded as robust. The AGWMOM test has the highest power and is above 0.8 and said to be high and sufficient. In C63, the power of the four tests is considered to be very small and insufficient, below the bench mark of 0.5. In C64, only the power of the ANOVA is below 0.5. The AGWMOM has the highest power and more than 0.8 and considered to be sufficient and high. In C65, only the power of the ANOVA is less than 0.5. It can be seen that the AGWMOM test has the highest power and is above 0.8 and regarded as high and sufficient. In C66, the power of the four tests is said to be small and insufficient. In C67, the power of the four tests is considered to be very small and insufficient. In C68, the Type I error rates of the four tests are outside the nominal level of 0.05. The four tests have their power values below the 0.5 bench mark. Figure 11 . Power versus Effect Size Index, for six groups conditions, for g = 0.5 and h = 0
The Power of the Tests for Six Groups Conditions, Under a Symmetric Heavy Tailed Distribution
The Power of the Tests for Six Groups Conditions, Under a Skewed Normal Tailed Distribution
In C69, the AG test has the highest power. The power of the four is above 0.5 and also above 0.8 and are said to be high and sufficient. In C70, only the Type I error rates of the ANOVA is considered not robust. The power of the four tests is more than 0.5. The AG test, the AGMOM test and the AGWMOM test have their power values above 0.8 and are regarded as sufficient and high. In C71, both the power of the AG test and the ANOVA is more than 0.5. The AG test has the highest power. In C72, the power of the four tests is above 0.5. The AG test and the ANOVA have their power values above 0.8 and are said to be high and sufficient. In C73, only the power of the ANOVA is less than 0.5. The power of the AG test and the AGWMOM test is more than 0.8 and considered to be sufficient and high. In C74, the power of the four tests is more than 0.5. The ANOVA has the highest power. In C75, the AG test has the highest power. Both the AG test and the AGWMOM test have their power values above 0.5. In C76, only the power of the ANOVA is above the 0.5 bench mark. The power of the four tests is below 0.8 and is regarded as low and insufficient. Figure 12 . Power against Effect Size Index, under a skewed heavy tailed distribution, for six group condition
In Figure 12 , for C77, only the power of the ANOVA is less than 0.5. The AGMOM test has the highest power. Both the power of the AGMOM test and the AGWMOM test is greater than 0.8 and are referred to as sufficient and high. In C78, the AGMOM test has the highest power. The power of the AGMOM test and the AGWMOM test is above 0.5 and are also above 0.8, and are said to be high and sufficient. In C79, the power of the four tests is observed to be very low. In C80, the Type I error rates for the four tests is not within the nominal level of 0.05. The AG test has the highest power. The power of the four tests is below 0.5. In C81, the Type I error rates of the four tests is not within the nominal interval of 0.05. The AG test has the highest power. Only the power value of the ANOVA is less than 0.5. In C82, only the power of the AG test is above 0.5 and is observed to have the highest power. In C83, the Type I error rates of the AG test and the ANOVA is not within the nominal level of 0.05. The AG test has the highest power. The power of the four tests is below the 0.5 bench mark. In C84, the power of the four tests is below 0.5. The ANOVA has the highest power. The Type I error rates of the four tests is above the nominal level of 0.05.
Discussion and Conclusion
According to Murphy and Myors (1998) the power of a test must be above 0.5 and is considered to be sufficient, when its power value is 0.8 and above.
In this research, only when g = 0.5 and h = 0.5, with the pairing of unequal sample of (15:15:20:30) with equal variance of (1:1:1:1), the AGWMOM test produced a high power value of 0.9562 compared to the AG test, the AGMOM test and the ANOVA and is considered to be sufficient. Also, with the pairing of unequal sample size of (15:15:20:30) with unequal variance of (1:1:1:36), the AGWMOM test produced a high power value of 0.8336 compared to the AG test, the AGMOM test and the ANOVA and is regarded as sufficient.
