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SUMMARY
An investigation of the high-strain-rate mechanical properties, deformation mech-
anisms, and fracture characteristics of a Zr-based bulk metallic glass (BMG) and its com-
posite with tungsten was conducted through the use of controlled impact experiments and
constitutive modeling. Because BMGs exhibit high strength and deform by shear banding,
they are of interest for a number of applications in high strain-rate and impact loading.
However, BMGs undergo catastrophic failure due to localized deformation. Thus, methods
to restrict or control shear band propagation need to be developed via addition of rein-
forcement particles or alteration of microstructure by partial crystallization. The overall
objective of this research was to determine the high-strain-rate deformation and failure
mechanisms of a BMG and its composite as a function of stress state and strain rate, and
describe the mechanical behavior over a range of loading conditions. The significance of
this research is the advancement of the fundamental understanding of mechanical behavior,
and the influence of strain rate on mechanical properties, of bulk metallic glasses and their
composites that can be used for design of these materials for structural applications.
The research involved performing controlled impact experiments on BMG composites
consisting of amorphous Zr57Nb5Cu15.4Ni12.6Al10 (LM106 or Vitreloy106) with crystalline
tungsten reinforcement particles. Monolithic LM106 was also examined to aid in the un-
derstanding of the composite. The mechanical behavior of the composite was investigated
over a range of strain rates (10−3 s−1 to 106 s−1), stress states (compression, compression-
shear, tension), and temperatures (RT to 600 ◦C) to determine the dependence of mechan-
ical properties and deformation and failure modes (i.e., homogeneous deformation vs. in-
homogeneous shear banding) on these parameters. Mechanical testing in the quasi-static
to intermediate strain-rate regimes was performed using an Instron, Drop Weight Tower,
xx
and Split Hopkinson Pressure Bar, respectively. High-strain-rate mechanical properties of
the BMG-matrix composite and monolithic BMG were investigated using dynamic com-
pression (reverse Taylor) and dynamic tension (spall) impact experiments performed using
a gas gun instrumented with velocity interferometry and high-speed digital photography.
These experiments provided information about dynamic strength and deformation modes,
and allowed for validation of constitutive models via comparison of experimental and sim-
ulated transient deformation profiles and free surface velocity traces. Hugoniot equation of
state measurements were performed on the monolithic BMG to investigate the high pres-
sure phase stability of the glass and the possible implications of a high pressure phase
transformation on mechanical properties. Specimens were recovered for post-impact mi-
crostructural and thermal analysis to gain information about the mechanisms of dynamic
deformation and fracture, and to examine for possible shock-induced phase transformations
of the amorphous phase.
For the composite, mechanical testing revealed positive strain-rate sensitivity of its
yield stress and negative strain-rate sensitivity of its failure stress over the range of strain
rates evaluated, and work-hardening decreased as strain-rate increased. Its deformation
mode was found to transition from heterogeneous deformation below the glass transition
temperature (of the BMG), to homogeneous deformation between the glass transition and
crystallization temperatures, and then back to heterogeneous deformation behavior above
the crystallization temperature. The composite exhibited a large susceptibility to shear
failure, as evidenced by much decreased strain-to-failure in biaxial (compression-shear)
specimens as compared to that in uniaxial (compression) specimens. Failure took place
primarily in the glass matrix and at the tungsten particle interfaces at all strain rates. Over-
all, the deformation and failure behavior of the composite is dominated by that of tungsten,
but characteristics of BMG deformation and failure are evident, especially between the
glass transition and crystallization temperatures, and at extremely high strain rates.
For the monolithic BMG, fracture surfaces became increasingly more disorganized as
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strain rate increased, with evidence of melting due to temperature rise during fracture.
The deformation and elastic-plastic wave propagation and interaction response based on
measured free surface velocity traces of the monolithic glass were quite well described by
the pressure-hardening Drucker-Prager model. Likewise, the deformation response of the
composite was described reasonably well considering a rule of mixtures combination of
properties of the BMG and W. High-pressure equation of state experiments provided evi-
dence of transition to a mixed phase region (at ∼26 GPa) and then to a high-pressure phase
(at ∼67 GPa) with a bulk modulus of 288 GPa, 144% higher than that of the bulk modulus
of the ambient pressure. Specimens obtained from recovery experiments did not reveal any
crystallization, indicating that any crystallites that may have formed were too small and too
few to detect. Alternatively, the transformation could be reversible or polyamorphic.
Mechanical testing performed on the BMG and composite over eleven orders of magni-
tude revealed a transition in the effect of strain-rate sensitivity at strain rates exceeding 104
s−1. The yield and failure stresses of LM106 and the failure stress of W increased drasti-
cally as a function of strain rate above this transition point. The strengthening of the BMG
above 104 s−1 is attributed to the transition to a higher modulus phase. The toughening of





Bulk metallic glasses have become a subject of increasing interest due to their unique
properties such as superior strength and hardness, and excellent corrosion and wear re-
sistance [1]. However, the desirable properties of bulk metallic glasses are accompanied
by their inability to undergo homogeneous plastic deformation. Bulk metallic glasses are
known to deform by shear banding, which is of particular interest for many applications,
but also causes them to be quite brittle and fail catastrophically due to propagation of these
bands. If specially designed microstructures (intrinsically-formed crystalline phases or
extrinsically-added reinforcement particles) can permit formation of multiple shear bands
that do not propagate through the material and cause catastrophic failure, the plastic strain
to failure can be significantly increased [2] from its otherwise negligible amount.
Microstructures can be tailored to control shear band propagation by addition of an
extrinsic crystalline particulate phase to a BMG matrix. The addition of reinforcement
particles to a metallic glass matrix has the potential to increase the plasticity of BMGs
and completely change the properties and deformation response of the composite [2–7].
Addition of extrinsic reinforcements has the advantage of relatively easy processing. Re-
inforcement sizes and shapes (e.g. particles and wires) are limited by availability, but a
variety of materials including heavy metals such as tungsten, tantalum, molybdenum, and
niobium are candidates for reinforcements for fabricating BMG-matrix composites of high
densities. By altering the composition, size, morphology, distribution, and amount of the
reinforcement particles, there is potential to completely alter the behavior of the metallic
glass, and therefore to design a material with a tailored deformation response.
This project focused on a BMG reinforced with tungsten particles which have been
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identified as a favorable reinforcement material due to high strength, density, and strain-rate
sensitivity. Previous work on similar BMG-W composites [2, 8, 9] has yielded promising
results in a variety of low-strain-rate and penetration experiments. Tungsten, which is
much denser than glass, is ductile and can interfere with shear band propagation in the
glass matrix. Hence, the effect of the addition of crystalline tungsten particles to a BMG
matrix was explored to determine if the deformation mode of BMGs at high-strain-rates
can be significantly altered.
The mechanical properties of BMGs and their composites have been studied in some
detail at low and intermediate strain rates, and constitutive models have been applied to
describe this behavior. However, mechanical properties and deformation mechanisms in
the high-strain-rate regime have only begun to be explored, and no previous attempts have
been made to describe the high-strain-rate dynamic mechanical behavior through correla-
tion with constitutive strength models. A constitutive model that relates stress to strain,
strain rate and temperature, and that is valid over a wide range of these parameters will
be useful and necessary when designing materials for penetrators or other applications.
Hence, this work also addressed investigation of existing constitutive models to describe
the deformation response of BMGs over a wide range of stress, strain rate and temperature.
The rationale for investigating high-strain-rate deformation and failure mechanisms of
a BMG-matrix composite and the effects of pressure-induced crystallization include (a) the
interest in these materials due to their ability to undergo deformation via shear-banding,
resulting in self-sharpening and increased penetration upon impact; (b) the possibility of
controlling the propagation of these shear bands via partial crystallization of the amor-
phous matrix and/or inclusion of crystalline reinforcement particles in order to promote
formation of multiple shear bands, which would prevent immediate catastrophic failure;
(c) the need to develop and validate a robust constitutive relationship that relates stress to
strain, strain rate, and temperature in order to fully describe the mechanical behavior and
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deformation mechanisms of these materials; and (d) the need for structure-property rela-
tionships that would allow microstructures to be specifically designed to exhibit desired
mechanical properties for structural applications including kinetic energy penetrators.
Based on the above rationale, the overall objective of this research is to characterize
the dynamic compressive and tensile responses of a W-LM106 bulk metallic glass com-
posite and to correlate transient experimental deformation and failure with a constitutive
model that describes the onset of plastic flow and subsequent fracture under high-strain-
rate loading, while also accounting for the deformation mechanisms. The significance of
the proposed research is that an understanding of the effects of impact loading and high
strain rate deformation and failure of bulk metallic glass composites can be developed and
applied for design and synthesis of microstructure. More specifically, the objectives of this
research include:
• To determine the high-strain-rate dynamic compressive and tensile mechanical prop-
erties and deformation mechanisms and the high-pressure phase stability of a Zr-
based bulk metallic glass and its composite with tungsten.
• To develop structure-property relations that utilize the understanding of effects of
stress, strain rate, crystallinity and reinforcement-particle characteristics on deforma-
tion/fracture mechanisms of W-reinforced, Zr-based bulk metallic glass, for design
and synthesis of high-strength metallic glass composites.
• To establish and validate constitutive equations describing the deformation and fail-
ure mechanisms of this metallic-amorphous composite based on models for homoge-
neous/inhomogeneous plastic/viscous flow in glassy materials and glass-crystalline
composites using well-characterized and instrumented impact experiments.
A detailed understanding of the deformation and failure of BMGs and their composites
during impact at high-strain-rates in conjunction with the validation of constitutive strength
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models for these materials will lead to design of high strength BMG-matrix composite ma-
terials with customized and application-specific properties, for example as kinetic energy
penetrators or in other structural applications.
In this dissertation, a brief background is provided in Chapter II on the synthesis of bulk
metallic glasses and their composites, their deformation mechanisms, mechanical proper-
ties, constitutive behavior, and phase stability. Details of the materials investigated and
experimental procedures are provided in Chapter III. Chapters IV-VII report the results
of low to intermediate train-rate mechanical properties experiments on the composite, dy-
namic compression of the composite, dynamic compression of the monolithic glass, and
high-pressure equation of state and phase stability of the glass, respectively. A summary
and discussion in Chapter VIII compiles and analyzes the results on all materials and from
all experiments and strain-rate regimes, culminating in the conclusions and recommenda-




Bulk metallic glasses and their composites are the focus of many scientific studies due to
their unique mechanical and thermodynamic properties. The possibility of changing or
controlling the mechanical deformation and fracture behavior of BMGs through the use
of intrinsically-formed or extrinsically-added crystalline reinforcements has also recently
been investigated. These microstructural modifications show promise in the area of design
of BMG matrix composites with specifically tailored deformation behavior and mechanical
properties. An overview of work done on processing and properties of metallic glasses and
their composites will be described next.
2.1 Synthesis of Bulk Metallic Glasses
Amorphous solids are typically produced by rapid quenching, which hinders the crystal-
lization kinetics [10]. The high heat transfer rate required limits these metallic glasses
to thin samples produced by splat quenching or melt spinning. Some other methods for
processing include solid-state amorphization [11] via hydrogen absorption [12, 13], me-
chanical alloying [14], or anomalous diffusion in crystalline bi-layers [15]. Also, creation
of defects in a crystalline solid by intense plastic deformation [11], for example, can cause
an increase in internal energy in excess of that of the amorphous phase, in which case it is
energetically favorable for the crystal to amorphize. Recently, metallic glasses with slower
nucleation kinetics in undercooled liquids have been processed by conventional casting at
cooling rates of 10−1-102 K/s [16,17]. This figure illustrates conditions for processing both
the more recently developed bulk amorphous alloys as well as ordinary amorphous alloys
developed before 1990. There is a clear tendency for the glass-forming ability to increase
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with increasing Tg/Tm, and as such these alloys have slower critical cooling rates and larger
possible bulk dimensions.
The criteria for slow crystallization kinetics, a stabilized supercooled liquid and high
glass-forming ability include: (1) multi-component alloys of increased complexity and size
of crystal unit cells such that the energetic advantage of an ordered structure is reduced by
increasing the configurational entropy of the supercooled liquid phases; (2) atomic radius
mismatch between elements, which leads to higher packing density and smaller free volume
and requires a greater volume increase for crystallization, and also limits the solubility of
these atoms in crystalline states; (3) negative heat of mixing between the elements, which
increases the energy barrier at the solid-liquid interface and increases atomic diffusivity,
thus slowing local atomic rearrangements and crystal nucleation rate, extending the super-
cooled liquid temperature; and (4) alloy composition close to deep eutectic, which forms
a liquid stable at low temperatures [1, 18, 19]. Examples of metallic materials systems that
have been made into an amorphous form are given in Figure 2.1 as a function of their
critical cooling rate, maximum sample thickness and reduced glass transition temperature.
2.2 Deformation Mechanisms of Bulk Metallic Glasses
BMGs exhibit properties very different from those of crystalline materials. They do not
strain harden, their plastic deformation is influenced by both shear and normal stresses,
and deformation occurs inhomogeneously through plastic strains concentrated in localized
shear bands [21]. As summarized by Lund and Schuh [22], macroscopic yield and failure
of metallic glasses consists of many small-scale events, including: (1) nucleation of shear
transformation zones, in which atoms rearrange to accommodate the applied shear strain;
(2) propagation of shear localization, or shear banding [23, 24]; (3) adiabatic heating in
deformed regions [19, 25]; (4) nucleation of nanocrystallites in or near shear bands [26];
(5) nucleation of nanovoids in shear bands [27]; and (6) coalescence of voids during failure
[28, 29].
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Figure 2.1: (a) Relation between critical cooling rate (Rc), maximum sample thickness
(tmax), and reduced glass transition temperature (Tg/Tm) for bulk metallic alloys and (b) list
of typical amorphous alloy systems [20]. This figure illustrates conditions for processing
both the more recently developed bulk amorphous alloys as well as ordinary amorphous
alloys developed before 1990. There is a clear tendency for the glass-forming ability to
increase with increasing Tg/Tm, and as such these alloys have slower critical cooling rates
and larger possible bulk dimensions.
There are two basic modes of deformation in metallic glasses: homogeneous flow in
which each volume element of the specimen contributes to the strain, and inhomogeneous
flow in which the strain is localized in a few very thin shear bands [24]. The schematic
deformation map given by Spaepen and shown in Figure 2.2 illustrates how the deforma-
tion behavior transitions as a function of strain rate and temperature. Homogeneous flow,
which is close to Newtonian viscous (γ̇ ∝ τ), occurs at low stresses and high temperatures.
In this deformation mode, the specimen thins uniformly and fracture occurs when some
section of the specimen has narrowed to zero thickness. Inhomogeneous flow occurs at
high stress levels. The stress is very strain-rate insensitive, so the flow is almost ideally
plastic. The photographs shown in Figure 2.3 illustrate examples of two BMG specimens
tested at different strain rates, one which exhibited homogeneous flow (ε̇=3x10−5) and
shows a uniform deformation of the cross-section and one which exhibited inhomogeneous
flow (ε̇=10−3) [30]. The deformation differences are simply a result of the change in strain
rate.
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Figure 2.2: Schematic deformation map (flow stress normalized by temperature-dependent
shear modulus, as a function of temperature) showing temperature and strain rate regimes
when homogeneous and inhomogeneous deformation occur in metallic glasses [24]. Ho-
mogeneous deformation occurs at low stresses and high temperatures and inhomogeneous
deformation occurs at high stresses.
Figure 2.3: Photograph showing examples of a Zr55Cu30Al10Ni5 specimen which failed
homogeneously (ε̇=3x10−5) and one which failed inhomogeneously (ε̇=10−3) due to the
difference in strain rate [30]. The deformation differences are simply a result of the change
in strain rate.
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The fundamental unit of plasticity during inhomogeneous deformation of metallic glasses
is the shear transformation zone (STZ), which is a small cluster of closely-packed atoms
that spontaneously and cooperatively rearrange to accommodate the applied shear strain
[22]. The continued propagation of this applied shear strain occurs when one STZ creates
a localized distortion of the surrounding material, which triggers the formation of large
planar bands of STZs, or shear bands.
According to the free volume model developed by Spaepen [24], macroscopic flow
behavior is microscopically triggered by jumps of atoms into neighboring positions of equal
space. The direction of these jumps is unbiased when no stress is applied, however a
superimposed shear stress gradient causes the jumps to be biased in the direction of the
stress, which leads to a microscopic plastic shear unit. When the neighboring atomic site
is of a smaller size, the diffusing atom will create free volume by making the jump. This
can lead to work softening during plastic deformation due to a macroscopic decrease in
viscosity. There are two theories that explain this change in viscosity. A localized shear
band is assumed to form due to the build-up of free volume created during the shearing
of small groups of atoms [21, 31]; this then causes a decrease in the viscosity of the glass
[21, 25]. The formation of free volume weakens the specimen locally by decreasing the
cross-sectional area, and subsequently induces local softening of the material until fracture
occurs along the plane of the shear bands [24].
Another explanation for the formation of shear bands is that local adiabatic heating
occurs and the glass transition temperature is exceeded, thus decreasing the viscosity lo-
cally [19,32]. A vein-like pattern characteristically forms on the fracture surface of metallic
glass; this pattern is the result of adiabatic heating in the shear band which causes softening
of the glass [33]. The vein-like pattern that forms on fracture surfaces shows that the ma-
terial within a shear band behaves like a liquid layer of reduced viscosity, which has been
attributed to local dilatation of the glass in regions of high tensile stress [34]. The veinal
pattern has been attributed to the Taylor instability [35], which occurs when a viscous fluid
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is driven forward by another fluid of lower viscosity. The interface between the two fluids
becomes unstable and "fingers" from the less viscous fluid penetrate into the more viscous
fluid [33].
Lewandowski and Greer [36] and Zhang et al. [37] investigated the theory of adia-
batic heating within shear bands by performing mechanical tests on several different BMGs
coated with tin (Tm=207 ◦C above ambient) with the idea that if the local temperature rise
exceeds the melting temperature of tin, the coating will melt and bead up. Micrographs of
the melted tin on the surface of a fractured compression sample are shown in Figure 2.4
and results from calculations of temperature rise near a shear band are given in Figure 2.5.
















where ∆T is the temperature rise above ambient, H is the heat content (energy per unit
area) of the band generated by shear, ρ is density, C is the specific heat capacity, α is the
thermal diffusivity of the BMG, and t is the time elapsed since the end of shear. These
studies quantified temperature rise near shear bands in an accurate manner and determined
that temperature rise is a consequence of, not a cause of, shear bands [36].
2.3 Mechanical Properties of Bulk Metallic Glasses
2.3.1 Static Mechanical Properties of Bulk Metallic Glasses
Bulk metallic glasses have been shown to display elastic-perfectly plastic deformation be-
havior under compressive loading, with the plastic stress-strain response displaying sec-
tions of elastic loading followed by load drops, which correspond to the formation of shear
bands [38, 39]. As the stress in a specimen increases to a critical value, a shear band is ini-
tiated and propagates across the specimen, producing abrupt deformation. The specimen
then reloads elastically and the process repeats, resulting in a serrated flow pattern [39].
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Figure 2.4: SEM micrographs of the tin-coated surface of partially-crystalline
Zr55Ni10Cu30Al5 [37]. (a) intersecting cracks after compressive brittle fracture, (b) as-
deposited tin pattern, and (c) close-up of boxed area in (a) showing tin beaded-up indicating
temperature rise in excess of Tm of tin (207 ◦ above ambient).
Figure 2.5: Calculated temperature profiles around a shear band at times after the end
of shear in different BMGs- (a) Zr41.25Ti13.75Ni10Cu12.5Be22.5, (b) (Cu50Zr50)92Al8, (c)
La55Al25Cu10Ni5Co5 [37]. (d) shows a comparison of the maximum melting in tin for
each BMG. Temperatures were calculated using a thin film solution of the diffusion equa-
tion. These studies quantified temperature rise near shear bands in an accurate manner and
determined that temperature rise is a consequence of, not a cause of, shear bands [36].
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Bulk metallic glasses have been shown to exhibit quite different behavior in tension than
in compression [19,28], as illustrated in the stress-strain curves in Figure 2.6. Conner et al.
[3] determined the quasi-static stress-strain response of Zr57Nb5Cu15.4Ni12.6Al10 (LM106)
BMG, which was studied in this work, and the resulting data is shown in Figure 2.8. These
tests yielded a compressive yield strength of 1800 MPa and a tensile yield strength of 1200
MPa, and show similar features and differences between tensile and compressive behavior
to those exhibited in Figure 2.6. The mechanistic reasons for these differences in behavior
are as follows. In compression, shear bands can carry very large localized plastic strains,
giving metallic glasses ductile properties. In tension, however, deformation usually occurs
in a single shear band and the glass fails by shear rupture through this band with very
little plastic strain [40]. Under compressive loading, the BMG displays some plasticity
before fracture, and fracture occurs mainly along one shear band at an angle of ∼42-43◦
from the loading axis [23, 41–45]. Also, the yield stress in plane strain compression is
approximately equal to the yield stress in uniaxial compression [23]. Under tensile loading,
the glass displays brittle fracture without yielding, and the tensile fracture angle is ∼56◦
(50-65◦) [19, 42, 43, 45, 46]. Images showing the difference in failure angles of specimens
tested under compressive or tensile loading can be seen in Figure 2.7.
The fracture surfaces produced by tensile and compressive loads show different fea-
tures, which can be seen in Figure 2.9. A compressive fracture surface is typically smooth
with periodic bands in the direction of fracture, and a uniform vein-like structure within
the bands [28, 47], as shown in Figure 2.9(a). In contrast, a tensile fracture surface shows
a mixture of veins and radial cores, which can be seen in Figure 2.9(b). These differences
are attributed to the role of the normal stress during tensile loading and the dominance of
shear stress during compressive loading [28].
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Figure 2.6: Stress-strain curves for Zr59Cu20Al10Ni8Ti3 metallic glass under (a) compres-
sive and (b) tensile loading [28] showing no plasticity under tensile loading, but a small
amount under compressive loading due to the extra constraint provided in this configura-
tion, thus prohibiting catastrophic failure as early. In compression, shear bands can carry
very large localized plastic strains, giving metallic glasses ductile properties. In tension,
however, deformation usually occurs in a single shear band and the glass fails by shear
rupture through this band with very little plastic strain [40].
2.3.2 Dynamic Mechanical Properties of Bulk Metallic Glasses
Few studies have been performed on the dynamic mechanical properties of BMGs in the
high-strain-rate regime; these studies are summarized next.
2.3.2.1 Dynamic Indentation of Bulk Metallic Glasses
Indentation studies have revealed that at low indentation rates, deformation occurs in dis-
crete events of isolated shear banding which show prominent displacement bursts. At high
indentation rates, however, deformation is continuous without any evidence of discrete
events [38]. This difference is consistent with a kinetic limitation for shear bands; at high-
strain-rates, a single shear band cannot accommodate strain rapidly enough, so multiple
shear bands must operate simultaneously [38].
2.3.2.2 Fracture Toughness of Bulk Metallic Glasses
The dynamic failure mechanisms of a Zr-Ti-Ni-Cu-Be alloy were studied by Owen et al.
[48]. Dynamic crack initiation and fracture toughness were investigated over nine orders
of magnitude in loading rate. In the quasi-static range (K̇dI < 10
4 MPa m
1
2 s−1), the fracture
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Figure 2.7: Pd40Ni40P20 specimens fractured (a) in tension and (b) in compression, showing
the difference in failure angles [45]. Under compressive loading, the BMG displays some
plasticity before fracture, and fracture occurs mainly along one shear band at an angle of
∼42-43◦ from the loading axis [23,41–45]. Under tensile loading, the glass displays brittle
fracture without yielding, and the tensile fracture angle is ∼56◦ (50-65◦) [19,42,43,45,46].
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Figure 2.8: Stress-strain curves of Zr57Nb5Cu15.4Ni12.6Al10 metallic glass under compres-
sive and tensile loading [3].
Figure 2.9: Comparison of typical (a) compressive and (b) tensile fracture surfaces of
Zr59Cu20Al10Ni8Ti3 [28]. The arrows indicate the direction of fracture. A compressive
fracture surface is typically smooth with periodic bands in the direction of fracture, and a
uniform vein-like structure within the bands [28, 47]. In contrast, a tensile fracture surface
shows a mixture of veins and radial cores. These differences are attributed to the role of the
normal stress during tensile loading and the dominance of shear stress during compressive
loading [28].
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experiments were conducted in three-point bending geometry using a hydraulic Materials
Testing System and the displacement rate was varied systematically to yield a range of
loading rates. The time history of the stress intensity factor, KdI , was calculated from the
varying load and specimen geometry and the fracture toughness was taken as the peak
value of KdI . The quasi-static loading rate, K̇
d
I , was determined from the slope of K
d
I vs.
time. In the dynamic range (K̇dI > 10
4 MPa m
1
2 s−1), a drop weight tower was used to load
specimens in three-point bend geometry at impact velocities of 2-6 m/s. The mechanical
fields in the vicinity of the dynamically-loaded crack tip were recorded with a high-speed
camera with optical interferometry. From the interferograms, KdI and crack tip motion were
measured, which allowed for determination of KdI at crack initiation (K
d
IC) and propagation
toughness KD associated with a given speed.
Toughness was found to increase four to six-fold from the quasi-static to dynamic
regime, as can be seen in Figure 2.10. This drastic increase was attributed to effects of
inertia and thermal softening on the dynamic crack initiation process. Materials exhibiting
high toughness had a tendency for crack branching. Formation of shear bands was found
to be a result of nucleation, growth and linkage of areas of highly localized temperature.
2.3.2.3 Dynamic Compression of Bulk Metallic Glasses
Dynamic compression of various BMGs has been investigated in several studies [3,8,9,45,
47, 49–56]. The dynamic compressive strength of Vitreloy1 was determined to be between
1.8 and 2.0 GPa with a compressive failure strain of 2.5-3.5% [47] or as high as 3.5-4%
[3, 49].
The dynamic compressive behavior of Vitreloy1 was investigated by Bruck et al. [49]
using Split Hopkinson Pressure Bar experiments coupled with a high-speed infrared ther-
mal detector. These tests showed that the BMGs retained their elastic-perfectly plastic
behavior at high strain rates and failure occurred in shear bands oriented at ∼45◦ to the
loading axis. They also found that temperature increases due to adiabatic heating occurred
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Figure 2.10: Dynamic fracture toughness of Zr41.25Ti13.75Cu12.5Ni10Be22.5 as a function of
loading rate [48] showing a four to six-fold increase in toughness from the quasi-static to
dynamic regime, as can be seen in Figure 2.10. This drastic increase was attributed to
effects of inertia and thermal softening on the dynamic crack initiation process.
after the onset of inhomogeneous deformation, and temperatures near the melting point
were approached within the shear bands after specimen failure.
The fracture surface characteristics developed during dynamic loading have been ob-
served to differ from those of quasi-static compression surfaces. Quasi-statically tested
specimens show failure at ∼45◦ with smooth fracture surfaces with well-developed veinal
patterns in the direction of shear (Figure 2.9). In contrast, dynamically tested specimens
fail nearly parallel to the loading axis, with multiple inclined planes, indicative of the action
of multiple shear planes [45, 47, 50]. The dynamically fractured surfaces are more rough,
with disorganized and randomly oriented veinal patterns and liquid droplets [45, 47, 50].
Taylor [57] impact tests have been performed by Cline and Reaugh [55,56] on both Pd-
and Zr-based metallic glass. Their goal was to determine the dynamic yield strengths of
these materials using the relationship defined by Wilkins and Guinan [58], but in both stud-
ies they concluded that the Taylor test is not well-suited to determination of the dynamic
yield strength of metallic glass since the material fractures and thus is not recoverable for
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a final length measurement. However, preliminary observations of the fracture surfaces
produced under dynamic loading were presented.
2.3.2.4 Strain-Rate Sensitivity of Bulk Metallic Glasses
Strain-rate sensitivity of bulk metallic glasses has been the subject of several studies. A
few investigators have reported that BMGs exhibit positive strain-rate sensitivity [59, 60].
However, most studies on this topic have drawn the conclusion that BMGs exhibit negative
strain-rate sensitivity, with the fracture stress decreasing as strain rate increases [8,9,45,49,
50,52–54,54,61]. Negative strain-rate sensitivity has been observed by Bruck et al. [49], but
was attributed to experimental dispersion. However, after correcting for dispersion, these
results have been determined to be realistic [54]. Gu et al. [54] have also found negative
strain rate sensitivity for many BMGs, as shown in the plot of normalized failure stress as a
function of strain rate in Figure 2.11. The mechanistic explanation given by Gu et al. [54]
for the negative strain rate sensitivity of these materials is that adiabatic processes occur
during failure of BMGs and higher strain rates favor adiabatic processes, thus leading to a
lower failure strength at higher loading rates when adiabatic processes are more prevalent.
Li et al. [8,9] studied the compressive mechanical behavior of Zr- and Hf-based BMGs
under quasi-static and dynamic (∼ 103 s−1) loading. These studies yielded negative strain-
rate sensitivity, as shown in the plot of fracture stress as a function of strain rate in Figure
2.12. This negative strain rate sensitivity was explained as follows [8]: shear bands in a
BMG initiate well below the yield stress and grow upon continued quasi-static loading.
Under dynamic loading conditions, cracks initiate immediately upon shear band initiation
due to the excess energy that is available; these cracks lead to fracture of the specimen,
and thus a lower fracture stress. This explanation for the negative strain-rate sensitivity of
BMGs is further supported by work done by Mukai et al. [45], who observed this nega-
tive strain-rate sensitivity in Pd40Ni40P20 BMG, with a quasi-static compressive strength of
∼1.7 GPa and a dynamic strength of ∼1.4 GPa (at ε̇ = 5x10−2 s−1). During this study, they
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Figure 2.11: Normalized failure stress as a function of strain rate of (Hfx-Zr1−x)52.5-
Cu17.9Ni14.6Al10Ti5 (x=0-1), Zr41.2Ti13.8Cu12.5Ni10Be22.5 (from [49]), Zr57- Cu20Ni8Al10Ti5
(from [53]) [54] showing decreasing failure stress with increasing strain-rate for several
bulk metallic glasses.
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Figure 2.12: Fracture strengths of (ZrxHf1−x)52.5Ti5Ni14.6Cu17.9Al10 and (ZrxHf1−x)57Ti5-
Ni8Cu20Al10 BMGs under static and dynamic loading [8] showign higher fracture strengths
under quasistatic than dynamic loading, indicating negative strain-rate sensitivity, for all
composite compositions.
observed that although the quasi-statically tested specimens were failing at an "apparent"
yield stress of ∼1.7 GPa, they began to show serrations indicative of shear band forma-
tion (shown in Figure 2.13), which is the mechanism for accommodation of deformation
in BMGs. As strain rate was increased, the specimens could no longer accommodate the
deformation quickly enough, and the failure strength approached ∼1.4 GPa, which is the
stress level when shear band initiation begins. Mukai et al. [45] compiled stress as a func-
tion of strain rate data for a number of BMGs and this is shown in in Figure 2.14. This data
reveals negative strain-rate sensitivity for several BMGs, but with a large degree of scatter
at strain rates ≥103 s−1.
Lu et al. [62] investigated the effect of strain rate on the stress-strain behavior of Vit-
reloy1. Figure 2.15 shows stress-strain curves at a test temperature of 643 K (Tg ∼ 623 K)
and strain rates ranging from 2x10−4 to 1x10−1 s−1. It was found that the specimens tested
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Figure 2.13: Stress-strain data for uniaxial compression of Pd40Ni40P20 BMG tested at
ε̇=3.3x10−5 s−1 showing serrations indicative of shear band formation. The serrations ap-
pear at 1.35-1.45 GPa, which is the stress where this material fails under dynamic load-
ing [45].
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Figure 2.14: Stress as a function of strain rate data for several BMGs [45]. Data from
[47, 49, 53] is also included. This data reveals negative strain-rate sensitivity for several
BMGs, but with a large degree of scatter at strain rates ≥103 s−1. The rapid decrease in
flow stress of Zr65Al10Ni10Cu15 ribbon at a strain rate of 10−1 s−1 was attributed to increased
sensitivity to surface defects.
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Figure 2.15: Effect of strain rate on the uniaxial stress-strain response of Vitreloy1 at a
test temperature of 643 K. A transition from homogeneous to inhomogeneous flow can be
observed as strain rate increases [62].
at the higher strain-rates (≥ 10−1 s−1) exhibited a linear slope until failure and no inelastic
post-yielding, whereas specimens tested at lower strain rates showed more ductile behav-
ior. These specimens were characterized by localized shear failure with veinal patterns on
the fracture surfaces. It was also evident that as strain rate was increased, the deforma-
tion mechanism changed from homogeneous to inhomogeneous flow, as is indicated by
Spaepen’s [24] deformation map (Figure 2.2).
2.3.2.5 Dynamic Tensile Properties of Bulk Metallic Glasses
The dynamic tensile properties of bulk metallic glasses have received less attention and
study in comparison to compressive properties. Work at Caltech [63] investigated the
shock wave response of Vitreloy1 (Zr41.25Ti13.75Ni10Cu12.5Be22.5) and its partially micro-
crystallized composite, α-Vitreloy1. In this study, plate impact experiments were per-
formed and the wave profiles were captured by velocity interferometry (VISAR), as shown
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in Figure 2.16. A spall signal was evident for both the monolithic glass as well as the com-
posite; the spall strength (at dε/dt = 106 s−1) of Vitreloy1 was found to be 2.35 GPa and
that of α-Vitreloy1 was 2.11 GPa. Samples were analyzed upon recovery and it was found
that Vitreloy1 underwent brittle fracture caused by shear localization and failure, with crack
formation caused by the nucleation, growth and coalescence of microvoids within the shear
bands. The α-Vitreloy1 composite, in contrast, showed evidence of a more ductile failure,
with microvoids nucleating mostly at the boundaries between the amorphous matrix and
the BCC crystals. The spall strength of Vitreloy1 was also investigated by Yuan et al. [64].
The free surface velocity traces recorded during this study are shown in in Figure 2.17. The
spall strength at a shock input stress of 4.4 GPa was 3.5 GPa, whereas the spall strength at
shock input stresses of 5.1, 6.0 and 7.0 GPa were 2.72, 2.35, and 2.33 GPa, respectively,
as can be seen in Figure 2.18. Their investigation yielded the result that spall strength de-
creases with increasing normal (impact) stress. This trend is logical since microfracture
in brittle materials can appear in the compression phase of impact. The degree of fracture
increases as load intensity increases, and as a result, decreases the capacity of the brittle
material to resist the tensile stresses that follow the initial compression [65].
2.3.2.6 Hugoniot Elastic Limit of Bulk Metallic Glass
The value of the Hugoniot elastic limit (HEL), or the critical threshold for the onset of elas-
ticity, has been investigated for a few Zr-based bulk metallic glasses. Shock wave experi-
ments were performed by Gupta et al. [66] on Zr-based bulk amorphous alloy samples. The
specimens, which had a composition of Zr56.7Cu15.3Ni12.5Nb5Al10Y0.5, were determined to
have an HEL of 7.1 ± 0.3 GPa, corresponding to an elastic strain of ∼4%. Experiments
performed at a peak stress exceeding the HEL yielded a two-wave structure consisting of
an elastic precursor and a plastic wave, as shown in Figure 2.19. This study led to the con-
clusion that the shear strength of this amorphous alloy is reduced as it is shocked above the
HEL. In another study using plate impact experiments instrumented with VISAR velocity
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Figure 2.16: Particle velocity profiles obtained during plate impact experiments of Vit-
reloy1 and its partially crystallized composite, α-Vitreloy1 [29]. The wave profiles show
drops in free surface particle velocity (δu) indicative of spall in both materials. The spall
strengths were determined to be 2.35 GPa for Vitreloy1 and 2.11 GPa for β-Vitreloy1.
25
Figure 2.17: Free surface velocity traces from plate impact of Vitreloy1 showing drops
in free surface velocity indicative of spall failure [64]. Spall strengths were determined
to be 3.5, 2.72, 2.35, and 2.33 GPa at shock input stresses of 4.4, 5.1, 6.0 and 7.0 GPa,
respectively.
Figure 2.18: Dependence of spall strength on impact stress for Zr-based BMGs [64] show-
ing a decrease in spall strength with increasing impact stress.
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interferometry, the HEL of Vitreloy1 (Zr41.25Ti13.75Ni10Cu12.5Be22.5) BMG was determined
to be 6.15 GPa [64]. The free surface velocity profiles from these experiments are shown
in Figure 2.20. In both studies, the VISAR traces showed characteristics typical of an ideal
elasto-isotropic solid, in which shear strength is catastrophically lost above the HEL [67],
as shown schematically in Figure 2.21. Additionally, the peak at the elastic precursor front
seen in the VISAR traces recorded by Yuan et al. [64] (Figure 2.20) becomes sharper with
increasing impact velocity, as is typical for shock wave measurements on elasto-isotropic
solids lacking strain-hardening capability [64, 67]. Mashimo et al. [68] observed a kink in
streak camera images corresponding to an HEL of 6.2 GPa in Zr55Al10Ni5Cu30 BMG. Sim-
ilar to the experiments utilizing velocity interferometry, experiments performed at a peak
stress exceeding the HEL yielded a two-wave structure consisting of an elastic precursor
and a plastic wave.
2.3.3 Temperature Dependence of Mechanical Properties of Bulk Metallic Glasses
At high temperatures, a dynamic equilibrium can be established between the creation of
free volume due to stress-driven shearing and annihilation of free volume due to diffu-
sional rearrangement [24,30,69]. As a result of this equilibrium, homogeneous Newtonian
flow with a dependence of stress on strain rate is expected at temperatures near Tg. This
strain rate dependence at temperatures near Tg was shown in Figure 2.15. An increase in
strain rate or decrease in temperature prevents diffusional rearrangement from keeping up
with creation of free volume and establishment of this equilibrium will not take place, thus
leading to inhomogeneous flow with localized shear deformation [24]. A detailed under-
standing of the deformation mechanisms and mechanical properties of bulk metallic glasses
as a function of temperature has been the topic of several studies, which are discussed here.
The deformation mechanisms of Zr55Cu30Al10Ni5 BMG in the supercooled liquid state
were studied by Heilmaier and Eckert [30]. It was observed that the stress levels reached
during compressive loading were much lower than those reached during room temperature
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Figure 2.19: Velocity as a function of time profiles showing two-wave structures consisting
of an elastic precursor, indicative of HEL, and plastic wave [66]. The wave profiles are
characteristic of a material in which shear strength is reduced as it is shocked above the
HEL. The HEL was determined to be 7.1 ± 0.3 GPa.
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Figure 2.20: Longitudinal stress as a function of time profiles showing the HEL of Vit-
reloy1 BMG [64]. The HEL peaks get increasingly sharper with impact velocity, which is
characteristic of an ideal elasto-isotropic solid, in which shear strength is catastrophically
lost above the HEL [67], as shown schematically in Figure 2.21.
Figure 2.21: Schematic profiles of longitudinal stress as a function of time comparing a
toughening solid, elastic-plastic solid and elasto-isotropic solid, which loses shear strength
above its HEL [67]. The wave profiles of BMGs show characteristics of the elasto-isotropic
solid.
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Figure 2.22: Compressive stress-strain response of Zr55Cu30Al10Ni5 BMG the onset of Tg
and the inflection point of Tg at varying strain rates. The curves show the overshoot stress
that is commonly observed in high temperature testing as well as the pronounced strain rate
sensitivity [30].
testing, and a large dependence on strain rate was observed, as can be seen in Figure 2.22.
It was also observed that the BMGs exhibited an increased amount of plasticity such that
the tests were stopped after 30% strain without failure, in comparison to a room tempera-
ture elastic limit on the order of ∼1-2% [3]. Additionally, a peak stress, or stress overshoot,
was observed in all tests. This stress represents the stress level at which the internal shear
stresses are sufficiently large to create additional free volume, and thus lead to a decrease
in viscosity. The atomic jumps cause a decrease in the stress level until diffusional rear-
rangement catches up and dynamic free volume equilibrium is attained.
Wang et al. [70] studied the compressive fracture characteristics of Zr41.25Ti13.75Ni10-
Cu12.5Be22.5 at the glass transition temperature (616 K) and in the supercooled liquid re-
gion. Under uniaxial compressive loading slightly above Tg (T=636 K), the deformation
behavior of this BMG was found to transition from homogeneous deformation to inhomo-
geneous deformation as the strain rate was increased, as is suggested by the deformation
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map (Figure 2.2) created by Spaepen [24]. This mechanistic change resulted in a duc-
tile to brittle transition with increasing strain rate.This transition occurred at strain rates
of 1x10−2, 1x10−1, and 7.4x10−1 s−1 for test temperatures of 616, 636, and 656 K, respec-
tively. At a test temperature of 676 K, catastrophic failure did not occur at strain rates up
to 1 s−1. Failure stress was also found to decrease from 1545 to 1360 to 1219 MPa as test
temperatures increased from 616 to 636 to 656 K, respectively. These stresses are all sig-
nificantly less than the failure stress at room temperature (1906 MPa). The failure angles
of the specimens increased from 40◦ to 56◦ over the temperature range of 616 to 656 K,
indicating a change in the role of normal stress. This change in failure angle was attributed
to an increase in cohesive strength with increasing strain rate, based on the Mohr-Coulomb
criterion. Additionally, as the test temperature increased beyond the glass transition, the
characteristics observed on the fracture surfaces changed. Radial cores, which are typical
of tensile fracture surfaces at room temperature [28], as well as large areas of disorganized
flow, appeared on compressive fracture surfaces which were tested at 636 and 656 K, in
contrast to the organized veinal pattern observed on the fracture surface of the 616 K test
specimens, and likewise at room temperature.
The temperature-dependent deformation of an alloy of nearly the same composition
(Zr41.2Ti13.8Ni10Cu12.5Be22.5, Vitreloy1) was studied by Wang et al. [71]. The glass transi-
tion temperature of this material was determined to be 355 ◦C using differential scanning
calorimetry. Quasi-static compression experiments at a strain rate of 5x10−4 s−1 and test
temperatures ranging from 346 to 373 ◦C revealed a decrease in strength with increasing
temperature, as expected. The variation in the stress-strain response at a constant strain
rate and varying test temperature can be seen in Figure 2.23. In agreement with the defor-
mation map (Figure 2.2) made by Spaepen [24], non-Newtonian flow was observed at low
temperatures and high strain rates, whereas increases in temperature or decreases in strain
rate caused the BMG to undergo Newtonian flow.
Lu et al. [62] used Split Hopkinson Bar experiments to study the dynamic deformation
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Figure 2.23: Compressive stress-strain response of Zr41.2Ti13.8Ni10Cu12.5Be22.5 at a strain
rate of 5x10−4 s−1 and test temperatures of 346, 355, 364, and 373 ◦C [71] revealing a
decrease in flow stress with increasing test temperature.
behavior of Vitreloy1 (Tg∼623 K) over a range of strain-rates and temperatures. Figure
2.24 shows the compressive stress-strain response of Vitreloy1 at a strain rate of 1x10−1 s−1
and test temperatures of 295, 523, 643, 663, and 683 K. It is evident from the change in the
stress-strain response (brittle to ductile) that the deformation mechanism is changing from
inhomogeneous (failure along a single shear plane) to homogeneous (uniform macroscopic
deformation, no macroscopic shear) as temperature increases. A decrease in the elastic
modulus was also observed as the test temperature increased, and stress overshoot (due to
the free volume-induced structural relaxation) became evident at 663 K. This study showed
strain-rate sensitivity only in the temperature range near Tg, as can be seen in Figure 2.25,
however this sensitivity was insignificant at high strain rates (102-103 s−1). Strain rate
sensitivity was previously discussed in more detail in Section 2.3.2.4, but the overall results
from this study by Lu et al. [62] show that the effects of strain rate and temperature on
the deformation of bulk metallic glasses show opposing trends- as strain rate increases,
deformation changes from homogeneous to inhomogeneous, and as temperature increases,
deformation changes from inhomogeneous to homogeneous deformation.
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Figure 2.24: Effect of temperature on uniaxial stress-strain behavior of Vitreloy1 at a strain
rate of 1x10−1 s−1 and temperatures ranging from 295 to 683 K. A chance in deformation
mode from inhomogeneous to homogeneous can be seen between test temperatures of 643
and 663 K [62]. Stress overshoot due to free volume-induced structural relaxation was
evident at and above a temperature of 663 K.
Figure 2.25: Peak stress as a function of strain rate for test temperatures ranging from 295
to 663 K. This data shows significant strain-rate sensitivity at high test temperatures, but
this sensitivity becomes negligible at high strain rates [62].
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2.4 Constitutive Mechanical Behavior of Bulk Metallic Glasses
Both the tensile and compressive failure angles of metallic glasses deviate from the maxi-
mum shear stress plane (45◦) [19, 25, 31, 42, 43, 45, 46]. As previously mentioned (Section
2.3.1), the compressive failure angle of BMGs is ∼43◦ from the loading axis [19, 21, 22,
28, 31, 38, 42, 43, 45, 72] and the tensile failure angle is ∼56◦ (50-65◦) [19, 42, 43, 45, 46].
This deviation has been the basis of the premise that BMGs exhibit a normal stress depen-
dence [19, 21–23, 25, 28, 31, 38, 42–44, 72] and that their failure does not follow the von
Mises criterion [21, 23, 28, 31, 38, 45, 72–74]. The von Mises criterion, which incorporates
only shear stresses, predicts that yield will occur on any plane when the resolved shear
stress reaches a certain critical value. The Mohr-Coulomb (or a similar) criterion has been
found to be applicable to deformation and failure of BMGs [22, 23, 31, 38, 45, 72, 74, 75].
The Mohr-Coulomb criterion, which is given in Equation 1, incorporates the normal stress,
which activates the flow on the slip-plane:
τy = k0 − ασn (1)
In this equation, τy is the effective shear yield stress, k0 is the shear resistance of the glass,
σn is the stress normal to the plane of yielding, and α corresponds to the normal stress
coefficient, which is related to the deviation of the fracture surface from 45◦.
Verification of the applicability of this type of criterion has been provided by Dono-
van [23] on tests performed on Pd40Ni40P20 which showed that the yield strengths in uniax-
ial and plane strain compression are nearly the same, as expected from the criterion. Addi-
tionally, indentation studies coupled with simulations have been used by Vaidyanathan et
al. [75] to gain further insight into the deformation of bulk metallic glasses. Comparisons
were made between the experimental data and simulations utilizing elastic theory, and the
von Mises and Mohr-Coulomb yield criteria. The Mohr-Coulomb yield criterion provided
the closest approximation to the experimental data and this serves as further verification
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Figure 2.26: (a) Compilation of experimental data for multiaxial yield of metallic glasses
prepared by Lund and Schuh [22]; original data is from [31, 42, 72, 77, 78]. Plot of equiva-
lent stress, normalized by tensile yield stress, as a function of the triaxiality parameter. The
Mohr-Coulomb and Tresca criterion are shown, and the Mohr-Coulomb criterion shows
the appropriate negative trend with pressure and offers a reasonable description of the
data. (b) Simulation data produced by Lund and Schuh [22] for the biaxial yield surface of
amorphous materials including simulated Cu-Zr (•) [38] and a simulated glassy polymer
(◦) [76]. This shows that the Mohr-Coulomb criterion is a better descriptor than the Tresca
criterion for the yield of amorphous materials.
that metallic glasses do not follow von Mises yield criterion.
Lund and Schuh [22] compiled a review of the experimental and simulation-based ev-
idence for asymmetric yielding in metallic glasses, concluding that there is indeed a mea-
surable influence of normal stress on the plastic yielding of metallic glasses, and that the
Mohr-Coulomb criterion describes the appropriate negative trend with pressure, as shown
in Figure 2.26(a). Furthermore, simulations performed to gain insight into the yielding of
amorphous materials, including Cu-Zr metallic glasses [38] and a glassy polymer [76] have
shown that the data for the biaxial yield surface exhibits a clear asymmetry for both sets
of materials and this asymmetry was well-described by the Mohr Coulomb criterion, as
shown in Figure 2.26(b).
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The Drucker-Prager [79] constitutive model considers pressure-dependence of a mate-
rial and can be made to closely approximate the Mohr-Coulomb yield function. Because
of its similarities to Mohr-Coulomb and its inclusion of normal stress, the Drucker-Prager
model has been used to model the deformation of metallic glasses [74]. Indentation stud-
ies of Vitreloy1 coupled with simulations employing the extended Drucker-Prager model
have shown that this model is capable of capturing the material response during dynamic
indentation [29, 74]. Because this model shows potential for modeling the deformation of
a BMG composite, it was used in this work.
Because of the interest in understanding the failure criterion of metallic glasses, a few
studies have investigated the effects of pressure or normal stress on yield in the quasi-static
regime. Lu et al. [78] conducted experiments on Zr41.2Ti13.8Cu12.5Ni10Be22.5 BMG and re-
ported that critical shear stress is not necessarily a function of normal stress, but hydrostatic
pressure, as can be seen by the plot of shear stress as a function of pressure shown in Fig-
ure 2.27. In contrast, Lewandowski et al. [42, 72] reported evidence of a normal stress
dependence, with no significant dependence on hydrostatic pressure, for the same BMG,
as shown in Figure 2.28. Further investigation of these effects is undoubtedly necessary;
additionally, these effects have not yet been investigated in the high strain-rate regime. So
although there is a general agreement that the failure of BMGs is better described by a
Mohr-Coulomb type criterion in comparison to a von Mises type, many questions remain
about the constitutive behavior of BMGs.
2.5 Phase Stability of Bulk Metallic Glasses
2.5.1 Thermal Stability of Bulk Metallic Glasses
Bulk metallic glasses undergo several transitions with increasing temperature. When in
range of the glass transition temperature (Tg), crystallization temperature (Tx), and melt-
ing temperature (Tm), the properties of BMGs can be affected, and as such it is important
that these transitions are well characterized. Differential Scanning Calorimetry (DSC) has
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Figure 2.27: Critical shear stress as a function of pressure data for Vitreloy1 suggesting
that critical shear stress is a function of hydrostatic pressure [78].
Figure 2.28: Fracture stress as a function of superimposed hydrostatic pressure data for
Vitreloy1 suggesting no dependence of failure on hydrostatic stress [72].
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Figure 2.29: DSC curves for LM106 (and various composite compositions) revealing a
glass transition temperature of 405-414 ◦C and a crystallization temperature of 478-480
◦C [7]. As is shown by the comparison of the curves for the monolithic glass and the
glass containing 10% W, these transition temperatures were not affected by the addition of
tungsten particles.
been used to investigate the thermal properties of Zr-based BMGs, as shown in the Figures
2.29 and 2.30. Figure 2.29 shows the DSC curves for LM106 as well as various composite
compositions revealing a glass transition temperature of 405-414 ◦C and a crystallization
temperature of 478-480 ◦C [7]. This study also demonstrated that these transition tempera-
tures were not affected by the addition of tungsten particles. Figure 2.30 shows DSC curves
of a slightly different BMG, Zr55Cu30Ni10Al5. The thermal properties of this BMG were
studied as a function of heating rate and it was shown that the glass transition temperature
was unchanged but the crystallization temperature increased with heating rate.
2.5.2 Stress and Strain-rate-induced Crystallization
It is known that BMGs crystallize with the availability of thermal energy. The phenomenon
of stress-induced crystallization in BMGs has also been investigated in a few studies.
Stress-induced nano-crystallization of bulk metallic glasses has been observed by Kim et
al. [80] and Boucharat et al. [81] using nanoindentation and high-stress (6 GPa) torsion
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Figure 2.30: DSC curves of Zr55Cu30Ni10Al5 at different heating rates showing an increase
in crystallization temperature with heating rate, but no effect on the glass transition tem-
perature [30].
straining, respectively. Kim et al. [80] took extreme caution to insure that the nanocrystal-
lites that formed were a result of stress and not thermal effects; for example, the indenta-
tions were performed at 2mN/s and TEM specimens were thinned from the side opposite
the indent. TEM images of indents made by Kim et al. [80] and corresponding single
area diffraction patterns showing nanocrystallites are shown in Figure 2.31. This phe-
nomenon of stress-induced crystallization was described as a consequence of flow dilata-
tion in shear bands and radically enhanced diffusional mobility. The nanocrystals observed
by Boucharat et al. [81] were observed to appear predominantly in the shear bands, but
also in the surrounding amorphous matrix, which is an indication that there is another pro-
cess besides enhanced mobility within the shear bands that is contributing to deformation-
induced crystallization. The phenomenon of stress-induced crystallization in BMGs has
not previously been investigated at high stresses (above 6 GPa). Furthermore, the effect of
stress-induced crystallization on mechanical properties has yet to be investigated.
Lohwongwatana et al. [82] observed strain-rate-induced crystallization during splat
cooling. Whereas a purely amorphous specimen could be produced at low strain rates,
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Figure 2.31: TEM images of indents and corresponding single area diffraction patterns
showing nanocrystallites formed as a result of applied stress (and with no temperature
rise) [80].
increases in rate caused the final alloy to be only partially amorphous. A phase separation
process was suggested to explain the crystallization behavior, but this could simply be an
effect of changes in cooling rate at different strain rates.
2.5.3 Equation of State and High Pressure Phase Transformations
As discussed in previous sections, the high-strain-rate behavior of bulk metallic glasses
have been investigated in some detail, but few studies have been conducted to investi-
gate the high-pressure equation of state (EOS), phase stability behavior, and shock wave
response of monolithic bulk metallic glasses. When studying the shock response of amor-
phous materials, it is not unexpected for stress traces to show considerable dispersion in
the shock front in the rising part of the waveform, as shown schematically in Figure 2.32,
due to their negative first pressure derivative of elastic modulus [67]. Additionally, when
evaluating the equation of state of bulk metallic glasses in shock velocity-particle velocity
(Us-Up) space, the effects of the dispersed elastic shock front are evidenced by a negative
slope in the elastic region, as shown schematically in Figure 2.33.
The shock wave response of Zr41.2Ti13.8Cu12.5Ni10Be22.5 (LM1) has been investigated
by Zhuang et al. [63] up to stresses of 24 GPa and by Yuan et al. [64] in the stress range
of 5-7 GPa using planar impact experiments instrumented with VISAR to capture the wave
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Figure 2.32: Schematic profiles of longitudinal stress as a function of time for a single
crystal, polycrystal and amorphous material, which shows dispersion in its shock front due
to the negative first pressure derivative of elastic modulus [67].
Figure 2.33: Schematic of shock velocity as a function of particle velocity for a single
crystal, polycrystal and amorphous material [67]. An amorphous material commonly ex-
hibits a negative slope in the elastic regime due to the dispersion in the rising part of the
shock front (Figure 2.32) due to the negative first pressure derivative of elastic modulus.
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Figure 2.34: Compression data of Zr41.2Ti13.8Cu12.5Ni10Be22.5 at room temperature ob-
tained using synchrotron x-ray diffraction measurements. Solid curve is the Birch equation
of state [83].
profiles. This same BMG (Zr41.2Ti13.8Cu12.5Ni10Be22.5) was also studied by Jiang et al. [83]
using high-stress x-ray diffraction measurements with synchrotron radiation up to a stress
of ∼47 GPa. Results from this study are shown in Figure 2.34. The pressure-volume
equation of state of a slightly different BMG, Zr41Ti14Cu12.5Ni10Be22.5, was studied by Pan
et al. [84] using a piston-cylinder displacement technique up to a stress of 4.5 GPa; the
authors observed remarkable non-linear characteristics in the low stress regime, indicative
of the existence of a large amount of free volume. Results from the study by Pan et al. [84]
are shown in Figure 2.35. Similarly, Wang et al. [85] noticed pressure-induced structural
relaxation of the BMG, which gave rise to rapid volumetric changes in Pd39Ni10Cu30P21 up
to 23.5 GPa in their investigation using high pressure energy dispersive x-ray diffraction
with a synchrotron radiation source.
Turneaure et al. [66] studied the shock wave response of Zr56.7Cu15.3Ni12.5Nb5Al10Y0.5
in the stress range of 9-13 GPa using planar impact experiments instrumented with VISAR.
The compression behavior of Zr44Nb7Cu13.5Ni10.8Be24.3 was investigated by Gong et al. [86]
using high-stress energy dispersive x-ray diffraction with a synchrotron radiation source
coupled with calculations of the radial distribution function at stresses up to 39 GPa.
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Figure 2.35: Compression data of Zr41Ti14Cu12.5Ni10Be22.5 obtained using a piston-
cylinder technique [84]. Equations 1-3 are polynomial fits to the data. The non-linear
characteristics in the low stress regime indicate existenc eof a large amount of free volume.
Mashimo et al. [68] have recently investigated the Hugoniot compression curve of amor-
phous Zr55Al10Ni5Cu30 and a fully crystalline alloy of the same composition (consisting
of crystals of cF-Zr2Ni, tIZr2Cu, and hP-AlCu2Zr) up to stresses of 50 GPa using the in-
clined mirror technique. This study by Mashimo et al. [68] revealed a kink in the Us-Up
data for the BMG at approximately 14 GPa, which was attributed to a probable phase tran-
sition. The crystalline alloy did not show any kink indicative of a phase transition. This
data is shown in Figure 2.36. Although the Us-Up data indicated a phase transformation,
samples recovered by Mashimo et al. [68, 87] after shock experiments up to 40 GPa still
showed amorphous diffraction patterns. The authors suggested that this discrepancy was
either because the transition was to a crystalline phase which didn’t grow large enough
during the nano-microsecond duration of shock wave experiments to be identified by x-ray
diffraction, or because the transition was to a more dense amorphous phase followed by
a return to the original amorphous phase [87]. This discrepancy between recovered spec-
imens and shock-compression data is analogous to what was observed by Wackerle [88]
during an investigation of the Hugoniot of quartz in which recovered specimens seemed to
be unchanged from their starting state, although Us − Up data indicated a phase change.
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Figure 2.36: Hugoniot data of Zr55Al10Ni5Cu30 BMG and its fully-crystalline alloy up to
50 GPa. (a) Us-Up data revealing a kink, which is indicative of phase transformation, at
14 GPa in the BMG data. The crystalline alloy did not show any deviations from linearity
indicative of phase changes. (b) Pressure-density data again showing the phase change in
the amorphous alloy, but not its crystalline counterpart [68].
Under static high pressure to 30 GPa, the high pressure phase stability of Ce55Al45
BMG was investigated using a diamond anvil cell and in situ x-ray diffraction [89]. The
authors found that Ce55Al45 exhibited polyamorphism over this pressure range, evidenced
by a shifting of the diffraction peak to higher momentum transfer and changes in the diffrac-
tion intensity maximum, as shown in Figure 2.37. Perhaps this work helps to elucidate the
nature of some of the high pressure phase changes observed in amorphous metals under
shock loading since no crystalline phases have been detected in recovered materials but
there is evidence of phase transformation from shock experiments- the transitions are pos-
sibly occurring from one amorphous phase to another.
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Figure 2.37: X-ray diffraction patterns of Ce55Al45 BMG as a function of pressure in a
diamond anvil cell. (a) Data collected during compression, and (b) data collected during
decompression, and (c,d) intensity peak shift as a function of pressure [89]. Data shows
shifting of the diffraction peak to higher momentum transfer and changes in the diffraction
intensity maximum indicating transition from one amorphous state to another, or polyamor-
phism.
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2.6 Mechanical Behavior of Bulk Metallic Glass Matrix Com-
posites
2.6.1 Mechanical Behavior of Intrinsic Composites
During processing of metallic glasses, nanoscale crystalline particles can be formed in the
amorphous phase due to: (1) multistage crystallization process; (2) existence of homoge-
neous nucleation sites in the amorphous phase and a high nucleation rate; (3) suppression
of growth of solute element at nanocrystal/amorphous interface (low growth rate); and (4)
high thermal stability of the remaining amorphous phase by the redistribution of the solute
elements at the amorphous/crystalline interface [90].
An increase in the strength of amorphous alloys has been observed in alloys with
nanocrystals, formed by annealing the melt-spun amorphous single-phase, dispersed in an
amorphous matrix. The effects of nanocrystallites on the mechanical properties of a Zr-Nb-
Cu- Al alloys were investigated by Fan et al. [91]. The structures contained a homogeneous
dispersion of nanocrystals (<15 nm in size) in the amorphous matrix. The results, which
are presented in Figure 2.38, show a linear increase in tensile fracture strength (σ f ) and
Vicker’s hardness (Hv) with increasing volume fraction of nanocrystallites. This trend con-
tinued up to 50 vol%, where good bending ductility was still maintained. The value of σ f
increased from 1550 MPa with 0% nanocrystallites to 1910 MPa with 50 vol% nanocrystal-
lites. The value of Hv increased from 470 to 524 when the volume fraction of nanocrystal-
lites was increased from 0 to 50%. These effects have been seen in similar studies on many
other Zr-based alloy systems [20, 90–93]. The addition of nanocrystallites to amorphous
alloys has also been shown to increase plasticity. An example of compressive-strain curves
of a Zr-Cu-Pd-Al alloy containing varying amounts of nanocrystals can be seen in Figure
2.39. This figure illustrates an increase in plasticity (nearly double) upon 27% nanocrystal-
lization (Figure 2.39, curve (c)) of Zr60Cu20Pd10Al10 compared to the as-quenched material
(Figure 2.39, curve (b)). This plasticity does not increase further with increasing amount
of nanocrystals (> 27%), but an increase in compressive strength can be seen.
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Figure 2.38: Increases in tensile fracture strength (σ f ), Vicker’s hardness (Hv), and
Young’s modulus (E) with volume fraction (V f ) Zr2(Cu,Pd) nanocrystalline compound in
Zr60Al10Cu20Pd10 and Zr60Al10Cu22Au8 amorphous alloys [20].
Figure 2.39: Compressive stress-strain curves for (a) bulk Zr55Ni5Cu30Al10 metallic glass;
and (b), (c), (d), and (e) as-quenched and nanocrystalline bulk Zr60Cu20Pd10Al10 [92]. An
increase of ∼100% in plasticity upon 27% nanocrystallization is evident, but no further
increase is observed with >27% nanocrystallites. However, compressive strength continues
to increase with increasing volume fraction of nanocrystallites.
47
A change in the tensile fracture plane from ∼45◦ to perpendicular to the loading direc-
tion has been observed when the volume fraction of nanocrystallites was increased over
40% [1,20,90]. Aside from this difference, the fracture surfaces of these amorphous alloys
containing nanocrystalline phases are very similar to those of amorphous alloys, indicating
that good plastic deformability is retained before final fracture [1, 90].
The superior mechanical properties of amorphous alloys containing nanoscale crys-
tals has been explained by a combination of three factors: (1) the amorphous phase con-
tains a large amount of free volume due to annealing in the supercooled liquid region fol-
lowed by water quenching; (2) the glassy/amorphous interface has a highly dense-packed
atomic configuration due to a much lower energy at the solid/liquid interface compared to
the solid/solid interface; and (3) the crystals have a very small size and disperse homo-
geneously and isolatedly in the amorphous matrix [94]. The increased ductility in these
nanocrystalline composites has been attributed to the high interface-to-volume ratio of the
nanocrystals [92]. Nanocrystallites have also been shown to inhibit shear band propagation
and prevent failure along localized regions of shear [95]. The shear deformation of the
material can be effectively suppressed by the high-strength nanocrystalline particles, which
leads to the increase in fracture stress [1, 92, 93].
Aside from crystallization within a monolithic BMG, crystallization and reaction at
the matrix/particle interface in particle-reinforced BMG composites has also been docu-
mented. The effect of these interfacial nanocrystals on mechanical properties has not been
examined, but these nanocrystals potentially have the same positive effect on mechanical
properties. Previous studies on processing of BMG-matrix composites have shown that
the composites can be successfully made without significantly affecting the glass-forming
ability of the glass, resulting in retention of its amorphous character [3, 7]. However, com-
posites are commonly found to contain small amounts of new crystalline phases present
at the particle/matrix interfaces due to either partial crystallization of the matrix or inter-
facial reaction [4, 7]. In a study of W-Vitreloy106 composites, crystals were believed to
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have formed during the cooling process as a result of either heterogeneous nucleation at
the W/Vitreloy106 interface or reduced glass-forming ability of the matrix in the vicinity
of the W particles due to increased W concentration near the particles and decreased W
concentration in the remainder of the matrix [4, 7]. In another study, W particles diffused
into the matrix forming 50-100 nm crystals similar to the matrix composition, but depleted
of Ni [96].
In a study of Vitreloy106 reinforced with 50 or 80 vol% W particles or wires, the
interfacial characteristics and crystallinity of the matrix were examined after processing
at two different temperatures. It was found that the tungsten dissolves during processing,
so higher processing temperatures lead to more tungsten dissolution into the matrix. The
amorphous nature of the matrix was mostly retained after processing at 1150 K, but became
more crystalline after processing at 1425 K. The resulting microstructures suggested that
upon cooling the solubility of tungsten in the glass is exceeded, and it precipitates into the
matrix [5]. In another case, the matrix penetrated grains of W fiber, which was evidence of
grain boundary attack on the fiber by the melt [97].
If the crystallization during processing of composites can be controlled, the crystals,
and especially nanocrystals that form at the particle/matrix interface could potentially be a
tool for controlling the propagation of shear bands, in addition to the external reinforcement
provided by the W particles (described in following section). This would provide another
controllable factor that can be used to tailor the mechanical properties and deformation
mechanisms of BMG composites.
2.6.2 Mechanical Behavior of Extrinsic Composites
It is desirable to form BMG-matrix composites in order to improve upon the properties of
the monolithic BMG. Zr-Nb-Cu-Ni-Al alloys (Vitreloy family) are among the best glass
formers and are very resistant to heterogeneous nucleation at surfaces or interfaces, which
makes them an ideal matrix material for particle reinforced composites [4, 7]. Thus, many
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studies have investigated the mechanical properties of this alloy reinforced with various
materials (including WC, W, Ta, steel) [3, 5–7, 16, 98]. Crystalline materials are attractive
as reinforcement materials because they have the potential to improve the fatigue properties
of the BMG and toughen the material, in addition to hindering propagation of shear bands
and small cracks [3, 7, 16]. Reinforcement materials in BMG-matrix composites need to
have limited reactivity with the matrix [7], and the surface area of reinforcement particles is
also an important consideration since heterogeneous nucleation sites increase with surface
area [4]. Another consideration for reinforcement materials is the coefficient of thermal
expansion [7] since CTE mismatch with the matrix can induce additional stresses in the
composite.
Composites show an increase in ductile behavior with increasing volume fraction and
decreasing size of reinforcement [5]. Monolithic metallic glass shows only ∼0.5% plastic
deformation, whereas particle reinforced BMG-matrix composites have shown up to 16%
plastic strain before failure [3–7, 16, 42]. Compression tests performed on Vitreloy106-
particulate (WC, W, Ta) composites showed plastic elongation of 3-7%, as can be seen
in Figure 2.40, in comparison to 0.5% inelastic deformation of the pure glass, which was
shown in Figure 2.8. The tensile and compressive strengths were also shown to increase
from the addition of these reinforcement particles [7, 16]. The mechanism of tensile frac-
ture was found to be affected by the addition of reinforcement particles; pure Vitreloy106
fails following propagation of the first shear band, but with W particles present, the failed
composite had rims on its edges and a fracture surface similar to that observed in ductile
materials. The changes in the fracture surface, in addition to the increase in plastic strain to
failure, have suggested that the addition of particles increases the fracture toughness of the
BMG [7, 16]. There are two factors contributing to the increase in toughness: the restric-
tion that the particles place on the propagating shear band, causing it to slow and change
direction, and an increase in the surface area over which the fracture occurs [3,5]. The crit-
ical shear stress for shear band formation is larger in the composite than in the monolithic
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Figure 2.40: Stress-strain response of LM106 containing W, Ta, or WC particulate re-
inforcements. The composites show much more inelastic deformation (∼3-7%) than the
monolithic glass (∼0.5%) [3].
glass because the particle/matrix interaction provides an additional restraint. If the shear
stress remains equal, the energy required to fracture a composite is greater than that for a
monolithic BMG because of the additional surface area [16].
The strain-to-failure and ultimate strength of a BMG composite are much greater in
compression than in tension. In tension, the load is carried primarily by the matrix after
the particles yield. The applied stress approaches the UTS of the glass (1200 MPa for Vit-
reloy106 [4,16]), triggering shear band initiation and propagation. Since the material is not
constrained, shear bands become unstable and fracture occurs. Under compressive load-
ing, the composite is constrained so cracks cannot open and the distance a shear band can
propagate is limited, which encourages formation of multiple shear bands. Additionally,
the particle/matrix interfacial bond plays more of a role in tension because a tighter bond
is needed to transfer load or adhere the matrix to the reinforcement. As a result, the tensile
strength of a BMG composite is much less than its compressive strength and very similar
to the failure strain of the pure matrix material [4].
The compressive properties of Zr57Nb5Al10Cu15.4Ni12.6 reinforced with 60 vol% W par-
ticles have been studied over strain rates ranging from 10−4 to 104 s−1 and compared to the
compressive properties of monolithic glass [2]. The stress-strain curves for the compos-
ite, monolithic tungsten, and monolithic glass at quasi-static and dynamic strain rates are
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shown in Figure 2.41(a) and (b). The composite shows substantial plastic deformation at all
strain rates, with failure after 30% in the quasi-static regime and after 20-30% plastic strain
in the dynamic regime. In contrast to the glass, the composite shows strain-rate hardening
behavior, with a strain-rate hardening exponent of m=0.016, as shown in Figure 2.41(c).
This strain rate sensitivity, m, is close to a rule of mixtures approximation value based on
the strain rate sensitivities of monolithic glass (m=0) and tungsten (m=0.025). The strain-
rate dependence is more characteristic of the BCC tungsten phase, which dominates due
to the large volume fraction of tungsten as well as the restraint of the failure mode of the
amorphous matrix. At all strain rates, shear bands develop in the amorphous matrix, and
the tungsten particles provide obstacles to shear band propagation. The obstacles lead to
formation of multiple shear bands and allow for development of large plastic strains. The
final failure of the composites under dynamic loading (dε/dt = 103-104 s−1) has been ex-
plained by adiabatic heating, which decreases the strength of the particles, thus reducing
the constraint for shear band formation and allowing shear bands to form and propagate to
macroscopic failure.
As previously mentioned, the introduction of particulates into a BMG has been shown
to interfere with the propagating shear bands, causing them to slow and deflect, which de-
lays failure and improves the toughness of the material [4,7,16]. Monolithic glass fails due
to the propagation of a single catastrophic shear band, but the plastic strain in a particle-
reinforced composite is due to formation of multiple shear bands since the particles plas-
tically deform and interfere with the nucleation and propagation of any single shear band
in the matrix [4, 16]. The restriction of shear band propagation provided by a W particle
can be seen in Figure 2.42. The characteristic vein-like structure is attributed to localized
melting within shear bands, and the direction of the veins is indicative of the direction of
fracture. This image shows a reduced size of the vein pattern, which indicates that the flow
of the material has slowed in front of the particle, and the particle has therefore slowed the
propagation of the shear band [7, 16]. Around the sides and front of the particle, smooth
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Figure 2.41: Uniaxial compressive behavior of Zr57Nb5Al10Cu15.4Ni12.6 + 60 vol% W par-
ticle composites, monolithic W, and monolithic glass [2]. (a) Quasi-static loading (dε/dt =
10−4 s−1), and (b) Dynamic loading. Unloading in the composite at ∼0.3 strain is due to
fracture, and unloading in W at ∼0.2 strain is due to elastic unloading. Both the quasi-static
and dynamic loading conditions show the composites to exhibit an increase in plasticity
over Vit106. (c) Determination of the strain-rate sensitivity exponent, m. The open sym-
bols correspond to the logarithm of the flow stress at 5% strain for W and the composite
and 0.2% strain for the glass. The closed circles correspond to the logarithm of the fracture
stress of the pure glass.
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Figure 2.42: SEM micrograph of a compressive fracture surface of a Vitreloy106-matrix
composite with 5% W reinforcement particles [7]. The vein-like morphology is typical of
shear band failure, and it can be seen that the particle restricts the shear band propagation
since the size of the vein pattern in front of the particle is reduced. The arrow indicates the
direction of shear band propagation.
surfaces can be seen, which is a sign of fast fracture [16]. This image also shows flow of the
BMG over the particle, indicating a reduced viscosity of the glass inside the shear band [7].
The mechanism by which reinforcement particles inhibit shear band propagation has
been attributed to be as follows. The BMG matrix carries most of the load during yielding,
which triggers the onset of shear band formation. The residual stresses in the matrix then
guide the shear bands toward the reinforcement particles. For example, in a BMG-matrix
composite containing W wires, there will be high radial compressive stresses on the wires
since the CTE of the glass is nearly twice that of tungsten, so the tensile matrix hoop stress
guides the fracture path toward and through W wires [6].
Choi-Yim et al. [7] showed that as a BMG-matrix composite deforms, multiple shear
bands are formed, which suggests a change in the deformation mechanism as compared
to monolithic glass. They concluded that the constraint that the reinforcement particles
provide on the matrix prevents catastrophic failure and leads to formation of secondary
shear bands parallel to the initial band. This explanation is logical because the difference in
elastic properties between a metallic glass matrix and crystalline reinforcements can cause
stress concentrations to promote shear band initiation in the glass. Because the Poisson′s
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Figure 2.43: Comparison between maximum stress felt by BMGs, W and W-BMG com-
posites under quasistatic and dynamic loading. This plot illustrates that the W and the
composites exhibit positive strain-rate sensitivity, but the BMGs exhibit negative strain-
rate sensitivity [9].
ratio of the reinforcement (ν=0.28 for tungsten) is lower than that of the metallic glass
(ν=0.38 for Vitreloy106), confinement of the particles will lead to initiation of additional
shear bands, and the increased shear band density will allow much larger plastic strains to
develop than a monolithic glass can sustain [2]. Therefore, extended plasticity observed in
BMG-matrix composites can be attributed to the formation of multiple shear bands.
Li et al. [9] have also studied the mechanical behavior of W preform-reinforced BMGs
under quasistatic and dynamic (4000 s−1) loading. This study showed positive strain-rate
sensitivity for W and all of the composites, but negative strain-rate sensitivity for the mono-
lithic BMGs, as discussed previously (Section 2.3.2.4). These results are shown graphically
in Figure 2.43. Dalla Torre et al. [52] found negative strain-rate sensitivity for both Vit-
reloy105 and a Vitreloy105-graphite (6%) composite, although the strain rates investigated
only ranged up to 10−2 s−1.
Ballistic penetration tests performed on BMG-matrix composite rods have shown that
localized shear banding results in self-sharpening behavior [6, 98], and that reinforced
BMG-matrix composites have a higher penetrating capability than tungsten heavy alloys
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Figure 2.44: Reverse ballistic impact of (a) a BMG composite containing 85 vol% W
fiber in a Zr41.25Ti13.75Cu12.5Ni10Be22.5 matrix and (b) WHA into a 6061 Al target. (a) Self-
sharpening behavior with the diameter of the penetration hole smaller than the initial di-
ameter of the specimen and (b) mushrooming with the diameter of the penetration hole
being larger that the initial specimen diameter. (c) Normalized penetration depth (P/L) as
a function of impact velocity for ballistic impact tests [98]. This plot shows the increased
penetration depth that the BMG-composite can achieve due to its self-sharpening behavior.
(WHA) in both Al and steel targets [6, 98]. An example of results from a ballistic impact
test with a BMG composite versus a tungsten alloy can be seen in Figure 2.44. This plot
shows that the composite penetrators perform 10-20% better than the WHA penetrators.
The prior work that has been done on mechanical properties and phase stability of
bulk metallic glasses and their composites indicates the need to further investigate these




MATERIALS AND EXPERIMENTAL PROCEDURES
3.1 Overview
The main objective of this work was to determine the deformation and failure mechanisms
of Zr57Nb5Cu15.4Ni12.6Al10 (LM106) BMG and its composite with tungsten as a function
of stress state and strain rate and ultimately develop a complete understanding of deforma-
tion and failure mechanisms that can be used to develop a constitutive model that describes
the mechanical behavior over a range of loading conditions. It was a goal of this work to
develop structure-property relationships valid over a wide range of strain rates and stress
states for both the monolithic glass and the composite such that a complete understand-
ing of mechanical behavior and deformation mechanisms can be utilized when designing
materials for specific structural applications.
The overall approach for this work included a combination of experimental and ana-
lytical techniques. Mechanical testing experiments were performed at strain rates ranging
11 orders of magnitude. Testing techniques and apparatuses included quasi-static com-
pression, drop weight tower, Split Hopkinson Pressure Bar, Reverse Taylor impact, spall,
and plate impact. Diagnostics including high-speed photography, velocity interferometry,
streak photography, and stress and strain gauges were utilized during experiments. Addi-
tionally, effects of altering stress state, through use of sleeved specimens and compression-
shear specimens, were explored. The effects of temperature on mechanical behavior were
also explored. Finite element modeling was utilized to assess validity of existing constitu-
tive models and to obtain additional information from experiments by correlating simula-
tions with experimental results. The details of all of these techniques are described in this
chapter.
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Table 3.1: Density and sound speeds of monolithic LM106 and LM106-70W composite.
Densities were measured using Archimedes method, sound speeds for LM106 were calcu-
lated from elastic properties data in the literature [3,4], and sound speeds for LM106-70W
were measured using ultrasonic testing.














LM106 6.70±0.01 4903 2144 4232 3597
LM106-70W 15.58±0.09 4925±84 2588±40 3914±97 4187±59
3.2 Materials
3.2.1 LM106 Bulk Metallic Glass
The material under examination in this study is a Zr-based bulk metallic glass (Zr57Nb5-
Cu15.4Ni12.6Al10) known as LM106 (or Vitreloy106). The BMG was processed by Liquid-
metal Technologies, Inc. and provided in the form of rods of 10.12 mm diameter. The val-
ues of density (6.70 g/cm3) and sound speeds were measured using the archimedes method
and ultrasound, respectively, and are reported in Table 3.1. Each specimen was lapped with
25 µm diamond suspension to insure parallel surfaces (within ∼1%). This BMG has been
previously studied and the compressive and tensile strengths have been reported to be 1800
and 1200 MPa, respectively [3]. Prior work on thermal analysis of LM106 was shown in
Section 2.5.1 and reveals a Tg of ∼400 ◦C, Tx of ∼480 ◦C, and Tm of ∼815 ◦C.
3.2.2 Sleeved LM106 Bulk Metallic Glass
For some experiments, it was desirable to test the BMG surrounded by a confinement sleeve
to evaluate the effects of the altered stress state. For these experiments, Zr57Nb5Cu15.4Ni12.6-
Al10 (LM106) bulk metallic glass was fabricated by Liquidmetal Technologies by casting
into 316 stainless steel sleeves of ∼0.9 mm thickness, forming a thin layer (3 µm) of brittle
intermetallic between the BMG and the steel. Micrographs of the sleeve-specimen interface
are shown in Figure 3.1, revealing some porosity/cracking at the interface layer, but it is
believed that this physically bonded interface still provides better coupling than shrink
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Figure 3.1: SEM micrographs of the steel sleeve-BMG interface at increasing magnifica-
tions. The intermetallic interface layer measures ∼3 µm. At the lowest magnification (a),
the sleeve/BMG interface looks clean, but at 30X higher magnification (b) it is obvious that
the interface has some imperfections, in the form of voids and cracking, and the scale of
these imperfections can be seen in more detail in (c).
fitting or pressing the specimen into the sleeve would have. Specimens in the form of
rods (∼12.7 mm outer diameter, including sleeve) were cut to approximately 50 mm length
(∼4:1 length:diameter) and lapped with 45 µm diamond suspension to ensure parallelism
within ±0.004 mm. In order to evaluate the effect of the confining stress from the sleeve,
one specimen from this batch was prepared without a sleeve to allow for comparison. For
this specimen, the steel sleeve was removed using a lathe to reduce the thickness of the
steel sleeve until it could be peeled away from the BMG. The surface finish of the BMG
was then refined by grinding. All specimens included in this study were cast in the same
batch during processing, which eliminated any compositional or processing variability.
3.2.3 Tungsten-reinforced Bulk Metallic Glass Composite
The composite under investigation was a BMG-matrix composite consisting of a Zr57Nb5-
Cu15.4Ni12.6Al10 (LM106) matrix with 70 vol% crystalline tungsten reinforcement particles
(∼5 µm nominal size). The tungsten preforms were fabricated by SpectraMat and were
pressure infiltrated with BMG by Liquidmetal Technologies, Inc. The samples were then
provided by the Army Research Laboratory. The fabrication of these materials has been
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Figure 3.2: SEM micrograph showing the composite microstructure in its as-received
form. The light gray phase is the crystalline tungsten particles and the dark gray phase
is the amorphous BMG. The variation in intensity in the W is due to different intensities of
backscattered electrons of different crystal facets.
described in detail by Li et al. [9]. Briefly, at SpectraMat the W powder was cold isostati-
cally pressed at 30,000 psi and sintered above 900 ◦C in hydrogen. The infiltration of the W
preforms with BMG was done at Liquidmetal by heating the preform and BMG (encased
in a steel tube) above the liquidus of LM106 (842 ◦C ) while under vacuum, applying argon
gas pressure to force the viscous BMG into the preform, and finally quenching the steel
tube in water.
Composite samples studied in this work were from two different processing batches,
Lot 114 and Lot 092905, and although these two batches should have been identical, some
differences in mechanical behavior of samples between the two batches were observed, as
will be discussed later. The microstructure of the as-received composite is shown in Figure
3.2. The values of density and sound speeds for the composite are reported in Table 3.1.
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3.2.3.1 Differential Scanning Calorimetry and Differential Thermal Analysis
Differential Scanning Calorimetry (DSC) and Differential Thermal Analysis (DTA) were
used to investigate the thermal properties of the composite material. The DTA was done
in a Perkin Elmer DTA7 at a heating rate of 10 ◦C/min with Al2O3 as a baseline material.
The DTA results are shown in Figure 3.3 and reveal a Tx of ∼470-480 circC and a Tm of
∼816 circC. In the DSC, the specimen was heated and cooled twice at 10K/min. The DSC
results are shown in Figures 3.4 and 3.5 below. The results in Figures 3.4 show a possible
indication of a glass transition (during the first heating only, red curve) beginning at 348.5
◦C and lasting through 418 ◦C, although the signal is not clear. The melting event is clearly
seen in all four curves, and is shown more clearly in Figure 3.5, in which the temperature
scale is adjusted to focus on the melting event. The onset of melting was measured to
occur at 816.6 ◦C, on average. These measured values for Tg and Tm agree with what other
researchers have reported for the monolithic LM106 and LM106 + 10% W [7, 99]. It is
unknown why the crystallization event was not captured during these measurements, but
it is believed that it was due to the small sample size, 70% of which was W. Due to this,
thermal properties values from other studies (Tg ∼400 ◦C, Tx ∼480 ◦C, and Tm ∼815 ◦C)
were used as guidelines for determination of relevant temperatures for mechanical testing.
3.3 Mechanical Testing at Low and Intermediate Strain Rates
This work explores the mechanical behavior of LM106 BMG and its composite with tung-
sten over a wide range of strain rates and loading conditions. This section describes the
experimental procedures and details for the mechanical testing performed on the compos-
ite material in the low to intermediate strain rate regimes (∼ 10−3 to 103 s−1). These ex-
periments were performed in collaboration with Professor Lothar Meyer at the Technical
University of Chemnitz in Chemnitz, Germany.
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Figure 3.3: DTA curve showing heat flow as a function of temperature for LM106-70W.
The heating rate was 10 ◦C/min. The onset of crystallization (Tx) was observed between
470-480 ◦C and the onset of melting (Tm) at approximately 816 ◦C. The glass transition
was not observed.
Figure 3.4: DSC curves showing heat flow as a function of temperature for LM106-70W.
Two heating curves are shown in red and black, and two cooling curves are shown in pink
and purple. The heating and cooling rates were 10 K/min. A possible signature of the
Tg was observed at ∼348-418 ◦C during the first heating (red) and melting was clearly
observed at an average of ∼816.6 ◦C in all four curves.
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Figure 3.5: DSC curves (two on heating and two on cooling) showing heat flow as a
function of temperature for LM106-70W showing the temperature range of interest for the
melting event. Melting was measured to occur at 816.6 ◦C on average.
3.3.1 Specimen Preparation
The stress and strain distributions in materials are often inhomogeneous during high-strain
rate scenarios, leading to localized regions of increased shear deformation [100]. Ad-
ditionally, adiabatic shear failure often occurs in high-strength materials during uniaxial
compression tests. Pure shear or pure compression states are rare, and thus it is important
to study material response under not only uniaxial, but also biaxial loading to understand
the susceptibility of a material to adiabatic shear failure. Behavior of LM106-W specimens
under biaxial loading is of particular interest due to the tendency of BMGs to deform by
adiabatic shear banding [21, 23, 24], as was discussed in Section 2.2.
LM106-70W specimens for compression and compression-shear experiments conducted
under low and intermediate strain rate conditions were 6 mm in height and 6 mm in diam-
eter. Compression-shear specimens were oriented with an inclination of 6◦ off the loading
axis, as shown in the schematic in Figure 3.6, which illustrates the uniaxial and biaxial
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Figure 3.6: Schematic showing the uniaxial and biaxial (6◦ off-axis) specimen configura-
tions. The biaxial specimens resulted in 10.4% additional shear loading.
specimen configurations. As shown by Meyer and Krueger [100], the 6◦ inclination re-








= cos(6◦)cos(84◦) = 10.4%
The inclined specimen provides a dynamic biaxial stress state, allowing the material to
respond with its specific sensitivity to adiabatic shear failure. An example of varying stress-
strain responses of a Ti-6Al-4V with varying degrees of inclination is shown in Figure 3.7.
Specimen ends (uniaxial specimens only) were prepared by turning against a coarse pad
to create shallow circular grooves, which reduced friction effects. Specimens were then
cleaned in an ultrasonic bath with acetone.
Two strain gauges were applied to each uniaxial compression specimen, exactly op-
posite each other (9.4 mm apart around circumference of sample). To apply strain gages,
specimens were slightly sanded on the sides in the area where strain gauges were applied
and then the application sites were cleaned with propanol. The sample surface was then
treated with M-Prep conditioner and neutralizer (Vashay Micro Measurements). Strain
gauges were then positioned using tape and M-bond 610 Adhesive was applied to the spec-
imen surface and the bonding side of the gauge. The adhesive was allowed to dry by solvent
evaporation for at least half an hour, but no more than four hours, before the gauges were
affixed to the specimen with the partially-dry adhesive. Specimens were then fixed in a
clamp and heated in a furnace for 2 hours to complete the curing process, following which
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Figure 3.7: The variation in stress-strain response of Ti-6Al-4V due to different specimen
inclinations [100]. Increasing the angle of inclination resulted in increasing degrees of
additional shear stress during loading, and thus lower strains-to-failure.
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the specimens were allowed to cool in the furnace. The tape was then removed and excess
adhesive was scraped of the specimen ends. Two cables were soldered to each strain gauge
and the connections were sealed with a polyurethane coating after checking the continuity
of each connection with a voltmeter and verifying the 120 Ω resistance.
3.3.2 Quasi-Static Compression and Compression-Shear Testing (10−3 − 100 s−1)
Quasi-static mechanical testing for evaluation of the properties of the composite both under
uniaxial compression and biaxial compression-shear was performed using an Instron 8503
servo-hydraulic universal testing machine with a 250 kN load capacity. This technique was
used for testing at strain rates of 10−3, 5x10−2, and 100 s−1, which corresponded to loading
rates of 0.006, 0.3, and 6 mm/sec, respectively. The specimen was centered between two
hardened steel platens which were lubricated with MoS2 (Klüber Lubrication) to reduce
friction. On either side of the platens was an inductive (electronic proximity) sensor, which
detects metallic objects without touching them via sensing of the current flowing through
an inductive loop. These sensors were used to measure the displacement of the cross-head.
When compression-shear specimens were tested, it was important to orient the specimens
such that the platens would not shift toward the inductive sensors, possibly damaging them,
during the test. The free ends of the strain gauge cables were soldered to their correspond-
ing terminals for measurement and continuity was checked using a voltmeter to verify the
120 Ω resistance. A battery was used to supply voltage through the strain gages and as the
area of the strain gauges changed as the specimen was compressed, the resistance of the
gauges increased. The strain gauges were set up in a Half Wheatstone Bridge configura-
tion, in which the total resistance is measured over a bridge consisting of four resistors, two
of which (the strain gauges) have unknown values. A diagram of a half Wheatstone bridge
is shown in Figure 3.8, illustrating a schematic of the circuit in which the two strain gauges
served as resistors with unknown resistance values. The signals from the strain gauges were
passed through an AM 502 Differential Amplifier (100X) and a filter (1 kHz for 10−3 s−1
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Figure 3.8: Diagram of a half Wheatstone bridge incorporating two resistors with precisely
known resistance values and two unknown resistors (strain gauges) whose resistance values
were measured during the experiment [101].
and 10 kHz for 5x10−2 and 100 s−1). The data was recorded using Labview-based software
at a recording rate of 20 scans/sec for the 10−3 s−1 experiments and 5000 scans/sec for the
5x10−2 and 100 s−1 experiments. The recorded data included the time, load, cross-head
displacement (set s.t. 1V=1mm) measured with the average of the two inductive sensors,
and the voltage measured from the average of the two strain gauges. Two of each of the
inductive sensors and strain gauges were used to compensate for any bending such that if
bending did occur the two complimentary measuring devices would have opposite signals
which would average out.
Examples of the raw data obtained from compression testing using the Instron machine
can be seen in Figure 3.9. Data analysis was performed using FAMOS software to convert
load to stress (σ = P/A0) and displacement to strain (εcross−head = ∆l/l0 = displacement/l0).
The strain gauge signal was converted to strain according to: εS G = B·Ub·100%Ui·Kamp·KS G where B is
the type of the Wheatstone Bridge (in this case, B = 2 for half bridge), Ub is the measured
voltage signal, Ui is the voltage running through the circuit immediately before the start of
the test, Kamp is the amplification (100 X), and KS G is the K-factor of the strain gauge, which
is the proportionality factor between the relative change of the resistance (KS G=1.98). The
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strain gauges typically measured up to ∼5% strain, and this data was used for determination
of elastic modulus. After the strain gauge expired, the data from the inductive sensors was
used, after correcting it for the compliance of the testing machine. Strain gauges were not
used for the compression-shear specimens, since it has been observed in previous work that
the elastic portion of the curves from the uniaxial and biaxial specimens is identical, so it
was unnecessary. The data from these experiments was likewise corrected for compliance.
This data analysis procedure is described in more detail in Appendix A.1.
3.3.3 Drop Weight Compression and Compression-Shear Testing (ε̇ ≈200 s−1)
A drop-weight tower consists of a 600 kg weight which drops on a specimen, which is rest-
ing on an anvil [100]. Below the weight, a small hammer head is affixed to ensure precise
loading conditions. An advantage of this experimental configuration is that large amounts
of stored energy can be applied such that strain-rate history of the specimen material is not
influenced by its strain hardening. For this study, drop weight tests were performed at a















where V is the impact velocity, G is gravity, h is the fall height, ε̇ is strain rate, and h0
is the sample height. Strain gauges (with 700 Ω resistance) were affixed on the hammer
head to record load-time history. Displacement was measured with a light gate system in
which each gate passed generated a peak in the signal and the distance between peaks was
proportional to a known displacement. The optical gate system also served as the trigger
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Figure 3.9: Raw data obtained from the Instron testing machine. (a) Load, which was mea-
sured by the load cell and was used to calculate stress, (b) displacement, which was mea-
sured by the inductive sensor (1 V= 1 mm) and was used to calculate stress after removing
the machine compliance, and (c) voltage which was measured from the strain gauges on
the specimen through a half Wheatstone Bridge and was used to calculate strain during the
early stages of deformation.
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for the Textronix TDS744A Oscilloscope, which recorded the data. Strain rate was calcu-
lated from the recorded measurements. Examples of the raw data (load, displacement, and
voltage) obtained from these tests can be seen in Figure 3.12. Data analysis was performed
using FAMOS software. The scripts used to perform the calculations can be found in Ap-
pendix A.2. This setup also allowed for specimen recovery during any stage of deformation
since it is equipped with high-speed brakes and special stopping devices. After analysis of
the initial data, stopped tests were performed approximately at yield, failure, and at stages
in between for both the uniaxial and biaxial specimens. The dropped weight was stopped,
thus preventing further specimen deformation, using precision measured hardened steel
blocks. A schematic of this setup can be seen in Figure 3.10 and a photograph is shown in
Figure 3.11.
3.3.3.1 High Temperature Testing
Investigations of the compressive mechanical behavior of both uniaxial and biaxial spec-
imens were also explored as a function of test temperature using the drop weight testing
facility at a strain rate of 200 s−1. These tests were performed in the same way as those at
room temperature, but the specimens had a thermocouple point-welded onto their surface
to measure specimen temperature. The specimens were heated with inductive heating coils
which were positioned around the area where the sample was setup and where impact took
place. The heating coils can be seen in the photograph in Figure 3.11. The heating rate was
approximately 3 ◦C/s and experiments were performed at test temperatures of 200, 380,
450, 550, and 600 ◦C. These test temperatures allowed for investigation of the changes in
compressive mechanical behavior over a range of temperatures, beyond the glass transition
temperature (Tg∼405-414 ◦C [7, 99]), between Tg and and the crystallization temperature
(Tx∼478-480 ◦C [7,99]), and above Tx of LM106. (See Section 3.2.3.1 for thermal analysis
of this W-LM106 composite). Thus, the effects of these thermodynamic transitions on the
mechanical behavior of the composite could be evaluated.
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Figure 3.10: Schematic of the drop weight testing apparatus showing a weight (B) which
is dropped onto a specimen (E) resting on an anvil (D). Stopping devices (F) allowed for
specimen recovery at any stage of deformation. On the right is a schematic showing details
of the weight-specimen-anvil loading on an inclined specimen.
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Figure 3.11: Photographs of the drop weight testing apparatus. The photograph on the
left shows the 600 kg weight which is dropped on the specimen from a height specified
by Equations 2-4. The photograph on the right shows details of the specimen loading area
setup for a high temperature experiment with inductive heating coils positioned around the
specimen. Stop blocks used to stop deformation at any specified stage can be seen on the
right of the photograph.
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Figure 3.12: Raw data obtained from the Drop Weight testing machine. (a) Voltage mea-
sured by the optical gate system used to calculate displacement (only a small time window
shown so peaks are clear), (b) voltage measured by the strain gauge on the machine, which
was used to calculate strain, and (c) voltage measured by the strain gauges on the specimen
through a half Wheatstone Bridge, used to calculate strain in the early stages of deforma-
tion.
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3.3.4 Split Hopkinson Pressure Bar Experiments (ε̇ ≈1400-1800 s−1)
The Hopkinson (Kolsky) Bar is a commonly used experimental technique for probing ma-
terial behavior in the intermediate to high strain-rate regime [102]. In this setup, which is
shown schematically in Figure 3.13, a striker bar impacts the incident bar, which produces
a pulse in the incident bar that has a large length with respect to the specimen size. A small
piece of lead (3 mm diameter, <1 mm thick) was placed on the end of the incident bar
with grease to provide damping in the signal. After traveling through the incident bar, the
elastic wave reaches the specimen, which was lubricated with MoS2 on its ends and held
between the incident and transmitted bars. Removable hardened steel platens were used on
the ends of the incident and transmitted bars (on either side of the sample) to prevent dam-
age of the bars. These platens were replaced between each experiment. The plastic wave is
imparted to the specimen due to the amplitude of the wave. Strain gauges on the incident
and transmitted bars allow for measurement of a direct incident pulse, a reflected pulse,
and a transmitted pulse, which were recorded using an LDS Nicolet Digital Oscilloscope
Workstation, which was triggered by the force increase in the input bar. From these three
pulses, stress, strain, and strain rate for the specimen were derived as follows. Strain rate is
calculated as [103]:
ε̇ = dεdt =
V1(t)−V2(t)
L
where V1 and V2 are interface velocities at the incident bar/specimen interface and the spec-
imen/transmitted bar interface (shown schematically in Figure 3.13), respectively, and L is
the length of the specimen. The interface velocities can be defined as V1 = C0εI (at t=0)
and V2 = C0εT . At t > 0,V0 decreases due to the reflected wave according to:








ε̇(t) = C0L (εI − εR − εT )




[εI(t) − εR(t) − εT (t)]dt
Stress can be found as follows:
σ = P1(t)+P2(t)2A
where P1 and P2 are the forces acting on the incident bar/specimen interface and the speci-
men/transmitted bar interface, respectively, and are defined as:
P1(t) = A0E0(εI + εR)
P2(t) = A0E0εT
which gives:
σ = A0E02A [εI(t) + εR(t) + εT (t)]
where E0 is the elastic modulus of the bars and A0 is the cross-sectional area of the bars. At
equilibrium, P1(t) = P2(t) and εI(t) + εR(t) = εT (t), which gives:
σ(t) = E0 A0A εT (t)





The deformation and failure during impact were imaged using a Redlake MotionXtra
high-speed camera (maximum recording rate of 100,000 frames/sec) to record 250 images
(including a 50 image pre-trigger setting) at a rate of 30,000 frames/sec (330 µs interframe
time) utilizing two Dedocool lights to enhance the imaging. The camera was triggered by
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Figure 3.13: (a) Schematic of the setup of the Hopkinson bar experiments [104,105] show-
ing the striker bar, which impacts the incident bar producing a pulse, which subsequently
travels through the specimen. (b) Schematic closeup view of area where specimen is held
during the experiment (marked with gray box in (a)) showing the interfaces between the
incident bar, sample, and transmitted bar and the corresponding variables.
Figure 3.14: Photographs of the Hopkinson bar apparatus at TU Chemnitz. (a) The entire
length of the apparatus, with the diagnostics to the left side, (b) the two lights used for
imaging, the oscilloscope, and power source for the strain gauge measurements, and (c)
a close-up of the specimen between the removable platens attached to the incident and
transmitted bars.
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the oscilloscope. Photographs of the Hopkinson Bar apparatus at TU Chemnitz which was
used for these experiments are shown in Figure 3.14.
For the uniaxial specimens, a pair of strain gauges were mounted on opposite sides of
the specimen in order to obtain the correct stiffness and correct for the compliance of the
testing apparatus. The signal from the strain gauge was used to calculate strain according
to the procedure which was described in Section 3.3.2 for the quasi-static tests. Examples
of the raw data obtained from these tests can be seen in Figure 3.15. Data analysis was
performed using FAMOS software. The scripts used for perform the calculations can be
found in Appendix A.3.
After analysis of the initial data, stopped tests were performed approximately at yield,
failure, and at stages in between for both the uniaxial and biaxial specimens. The incident
bar was stopped, thus preventing further specimen deformation, using precision-machined
hardened steel rings which were placed around the sample (using glue to attach to the
platen) and were machined in 0.1 mm increments in order to stop tests at nearly any strain
increment desired.
3.3.5 Conversion to True Stress and Strain
Due to the high ductility of LM106-70W and the large strains experienced by the specimens
under some testing conditions, all engineering stress and strain data (for all strain rates) was
converted to true stress and strain. This conversion ensured that the material properties were
being measured and analyzed and not component properties. The conversion to true stress
and strain is based on the assumption of constant volume.
3.4 High Strain Rate Regime (103-105 s−1)
The high-strain rate (103-105 s−1) and very high-strain rate (>105 s−1) impact experiments
were performed using a single-stage helium-driven gas-gun at Georgia Tech (with the ex-
ception of five experiments performed at the NIMS in Japan, which will be discussed in
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Figure 3.15: Raw data obtained from the Split Hopkinson Pressure Bar testing. (a) Voltage
measured by the strain gauge affixed to the incident bar. The reflected wave (between the
red lines) was used to calculate strain. (b) Voltage measured by the strain gauge affixed to
the transmitted bar, which was used to calculate stress. (c) Voltage measured by the strain
gauges on the specimen through a half Wheatstone Bridge, used to calculate strain in the
early stages of deformation.
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Figure 3.16: Photographs of the single-stage gas gun at Georgia Tech. Diagnostics in-
cluded high-speed photography and velocity interferometry (VISAR). Samples were re-
covered post-impact from the soft-catch tank. The photograph on the left shows the 25 ft.
long barrel leading to the experiment chamber and catch tank. The photograph on the right
shows the experiment chamber with the high-speed camera positioned to capture images
through a window and cables connected from oscilloscopes to velocity pins through BNC
feed-throughs.
Section 3.5.1.2). Photographs of the GT gas gun are shown in Figure 3.16. The gun has an
80 mm diameter, 25 ft. long barrel, and is capable of impact velocities of 50 to 1150 m/s,
utilizing a wrap around breach firing mechanism for the lower end of the velocity range
and a double-rupture diaphragm firing mechanism for the higher impact velocities. During
experiments, the barrel and experiment chamber were evacuated to below 100 mtorr. The
experiment chamber is sealed from the catch tank with a thin (0.1778 mm) Mylar polyester
diaphragm to prevent necessity of evacuating the entire catch tank to the same vacuum
level. For each experiment, a series of shorting pins was used to measure the velocity of
the projectile (impact velocity) by dividing the measured distance between the pins by the
time between the electrical signal generated when the projectile shorted each pin. Two
crush pins (for redundancy) extending ∼3 mm in front of the impact face were used to
trigger the oscilloscopes and diagnostics. The velocity and triggering signals were passed
through an experiment chamber door with BNC feed-throughs. The velocity pin signals
were recorded on a series of HP 53131A counters, as well as a TDS 784D Tektronix oscil-
loscope for redundancy.
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3.4.1 Reverse Taylor Impact (Dynamic Compression) Tests
Dynamic compression experiments were performed using the reverse Taylor [57] anvil-
on-rod impact configuration. The rod-on-rigid-anvil impact experiment developed by G.I.
Taylor [57] in 1948 has become a standard method for investigating the high-strain rate
(∼103-105 s−1) deformation response of materials. In Taylor’s impact experiment, a rod-
shaped specimen is accelerated to impact a rigid anvil and deformation propagates through
the cylinder as a wave. Because of the dynamic nature of this experiment, the part of the
cylinder experiencing the impact undergoes a higher deformation and a higher strain rate
than the subsequent sections of the cylinder. After impact, the specimen is recovered and
the changes in its dimensions are used to infer its dynamic flow strength based on the as-
sumption of a rigid, perfectly plastic material response [57, 58, 106–108]. According to
Taylor’s analysis, conservation of mass across the elastic-plastic interface is given as:
A0(U + v) = Av, ρ0 = ρ (5)
where A is the cross-sectional area of the rod, U is the impact velocity, and v is the velocity
of the deformed material. If the stress on either side of the interface is σyd, the amplitude
of the elastic wave, then the conservation of momentum gives:
ρA0(U + v)U = σyd(A − A0) (6)


















Equation 7 is Taylor’s definition of strain, which will be used for analysis of results of
impact experiments in a subsequent chapter (Section 5.4.1.3). Equation 8 is Taylor’s def-
inition of the dynamic yield stress of a material. Although not a particularly useful value
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in an absolute sense, this dynamic strength represents the average yield stress of the mate-
rial during the particular conditions of that impact (including a range of stresses and strain
rates) and is typically significantly greater than the static yield strength of the material.
In 1973, Wilkins and Guinan [58] provided a new analysis of Taylor’s impact experi-
ment. This analysis assumed that the change in length with time was equal to the instanta-










where ρ0LA is the specimen’s mass and dUdt is its deceleration. Substitution of Equation 9






ln L1L0 = −
ρ0U2
2σyd
which is another definition of dynamic yield strength, and seems to give a more reasonable,
although still largely only an average measurement of dynamic strength of materials. The
definition of strain used by Wilkins and Guinan [58], however, is used in analysis of Taylor
impact experiments in Section 5.4.1.3.
Instrumented Taylor tests have also been used to generate stress-strain-strain-rate curves
[107, 109] and investigate the constitutive response of materials by comparing the experi-
mental and simulated final deformed shapes of the specimen through use of a constitutive
model [58, 110–120]. The correlation of simulations with experiments provides valida-
tion of constitutive models, often after extracting the constants from the experiment, by
matching the simulated final profile to that of the recovered specimen obtained during the
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impact experiment. However, matching the final shape of the specimen does not neces-
sarily provide a robust validation of the constitutive model since the deformation path is
not considered [121]. More recently, the Taylor impact test has been performed in its re-
verse configuration, with the rigid anvil impacting a stationary rod-shaped sample, allowing
for simultaneous velocity interferometry of the free (back) surface velocity [121–126] and
high-speed photography of the impact and specimen deformation throughout the entire im-
pact event. The implementation of multiple time-resolved diagnostics which monitor the
entire time-dependent deformation event and the elastic-plastic wave propagation and in-
teraction not only provides more information about the deformation history, but allows for
more robust validation of constitutive models [121, 122, 126]. For these reasons, dynamic
compression experiments were performed in the reverse Taylor impact configuration with
both high-speed photography and velocity interferometry.
A schematic of the reverse Taylor anvil-on-rod impact test setup can be seen in Figure
3.17. The projectile consisted of an 80 mm diameter Al sabot with a 10 mm thick high
strength AF1410 (Eglin) steel rigid anvil plate secured to the front surface. A cylindrical
rod (D=9 mm, L=50 mm) of W-LM106 composite, which was epoxy-mounted at ∼10
mm from its back end to an 1/8 in. thick Acrylic target ring in the experiment chamber,
served as the target. The brittle epoxy and Acrylic target ring fractured immediately upon
impact and did not interfere with deformation and fracture of the specimen. Specimens
were lapped with 25 µm diamond suspension to insure planar and parallel surfaces, and a
laser was used to align the specimen to insure planar impact within 3 mrad of tilt using a
two-axis adjustment (mounted to the gun muzzle) on the target ring and a laser alignment
system.
An Imacon-200 High-Speed Digital Camera captured images (16 frames) of the tran-
sient deformation of the specimen during impact. The images had a resolution of 1200
pixels by 980 pixels, which corresponds to approximately 18 pixels/mm in the field of
view used for these experiments. An example of the 16 frames captured is shown in Figure
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Figure 3.17: Schematic of anvil-on-rod impact (reverse Taylor) test setup used in a gas
gun with high-speed digital photography, velocity interferometry and soft recovery of the
sample. The projectile-flyer assembly accelerates down the barrel, first passing a series of
velocity and trigger pins (to trigger the flash) and then crush pins (to trigger the camera and
VISAR) before impacting the specimen. The high-speed camera captures 16 images during
deformation. The specimen is held in place with epoxy into an acrylic target ring, which
fractures immediately upon impact so as not to interfere with deformation. The VISAR
probe holding two optical fibers is positioned behind the specimen. A laser is shined onto
the back (free) surface of the specimen and the reflected light is collected into the second
fiber. The deformed or fractured specimen was recovered from the soft recovery catch tank
following impact.
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3.18 (frame 10 did not capture an image in this particular experiment). Shown in the center
of these images is the rod-shaped specimen and the Acrylic target ring (appears as a thick
line in the side view) which held it in place. The crush pins can be partially seen above and
below the specimen rod. The Al sabot with steel flyer plate mounted to its front surface can
be seen approaching from the left in each frame. These frames progress from left to right
starting in the upper left corner and ending in the lower right corner. Frames were typically
captured beginning immediately before impact and over a time duration of ∼100 µs. To
obtain quantitative dimensional and strain data from these images, measurements of the
specimen’s dimensions along its entire length and radius were performed. To make these
measurements, the profile of the deforming specimen was isolated from the image using
Adobe Photoshop software. Next, ImageJ software (National Institute of Health) was used
to create a vertical or horizontal profile along the entire specimen, and the length of each
line drawn by the ImageJ macro was subsequently measured in pixels and converted to mm.
Images showing examples of the image isolation and profile drawing are shown in Figure
3.19. Measurements of the dimensions of the rod-shaped specimen during deformation
were taken from the images and the error associated with these measurements is derived in
Appendix B.1.
The VISAR (velocity interferometry system for any reflector) system [127] (Valyn In-
ternational) was used to capture the free surface velocity of the composite rod during each
experiment. This system utilized an input laser, which was placed ∼30 µm from the rear
surface of the specimen and was focused in a 200 µm spot on its back (free) surface. The
specimen’s back surface was polished such that the light from the laser was reflected, and
some of this reflected light was captured by an output optical fiber. When the light was
transported back to the interferometer, it underwent a Doppler shift proportional to the
velocity of the specimen. Photomultiplier units then transduced the changes in light ampli-
tude to changes in electrical voltage, and the digitizing oscilloscope recorded the voltage
histories. These electrical histories were then processed using an algorithm in the PlotData
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Figure 3.18: Example of 16 high-speed images captured by the Imacon-200 high-speed
digital camera during a dynamic compression experiment. These frames progress from left
to right starting in the upper left corner and ending in the lower right corner. Frames were
typically captured beginning immediately before impact and over a time duration of ∼100
µs. Frame 10 is dark because it did not capture an image in this particular experiment.
Figure 3.19: Example of the process of isolating the specimen profile from the high speed
image and processing it with an ImageJ macro to obtain the specimen dimensions along
the entire deforming rod.
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Figure 3.20: Example of the two voltage traces generated by the VISAR system and the
free surface velocity trace that resulted after processing with PlotData software.
software (Sandia National Laboratories) to obtain the measured specimen surface velocity
history. An example of the data obtained from the VISAR system and the resulting free
surface velocity trace after post-processing is shown in Figure 3.20.
3.4.1.1 AUTODYN-2D Modeling of Reverse Taylor Impact Tests
Finite element simulations using the AUTODYN hydrocode were performed and correlated
with many of the impact experiments. A general description of the setup for these simula-
tions is described here. The simulations were set up in an axisymmetric configuration with
a gauge on the back surface of the sample rod which monitored the free surface velocity,
as shown in Figure 3.21, for correlation with experimentally-captured free surface veloc-
ities. For model validation, the deformed specimen profiles generated by the simulations
were captured at times corresponding to those of the images captured during each exper-
iment. The simulated and experimental transient profiles and sample back (free) surface
velocity traces were compared to verify model applicability at all velocities and to extract
additional information about deformation and failure by analyzing the simulation results in
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Figure 3.21: 2-D axisymmetric problem setup and mesh in AUTODYN-2D showing the
projectile (partial), rigid anvil, and specimen rod. The gauge on the back (free) surface of
the specimen tracks the free surface velocity.
conjunction with experimental results. Details of the models used and the specific goals for
using these simulations will be discussed in later chapters in correlation with the respective
results.
3.5 Very High Strain Rate Regime (ε̇ ≥ 105 s−1)
The stress required to generate strain rates on the order of ∼106 s−1 is generally much in
excess of the dynamic flow strength of a material, allowing for the shear stresses to be
neglected and the problem to be essentially one-dimensional. These conditions lead to
a shock wave, which is defined as a discontinuity in pressure, temperature (internal en-
ergy), and density. The calculations of shock wave parameters are based on the Rankine-
Hugoniot [128, 129] conservation equations. The assumptions governing these conser-
vation equations and calculations are (1) discontinuity of the shock front, (2) negligible
shear modulus, (3) negligible body forces, (4) no elasto-plastic behavior, and (5) no phase
transformations [103]. The conservation of mass across the shock front is described as fol-
lows [103]:
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mass in = mass out
mass moving toward the front: Aρ0(Us − U0)dt
mass moving away from the front: Aρ(Us − Up)dt
Hence,
Aρ0(Us − U0)dt = Aρ(Us − Up)dt
and if U0 = 0,
ρ0Us = ρ(Us − Up) (11)
The conservation of momentum across the shock front has the stipulation that the differ-
ence in momentum is equal to the impulse per unit area [103]:
Momentum=mass×velocity
Impulse=Fdt
Difference in momentum=(momentum)1-(momentum)0 =
ρA(Us − Up)dt − ρ0A(Us − U0)dtU0)
Impulse=Fdt=(PA − P0A)dt
Then equating the difference in momentum with impulse:
Aρ(Us − Up)Updt − Aρ0(Us − U0)U0dt = (P − P0)Adt
ρ0(Us − U0)(Up − U0) = P − P0
and if U0 = 0,
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(P − P0) = ρ0UsUp (12)
The difference in total energy between the two sides of the shock front is equal to the dif-
ference in work done by P and P0, which is equal to [103]:
∆W = (PA)(Updt) − (P0A)(U0dt)
The difference in total energy is equal to:
∆E = 12 [ρA(Us−Up)dt]U
2











U2p + EAρ(Us − Up)dt − E0Aρ0(Us)dt
PUp = 12ρ(Us − Up)U
2
p − E0ρ0Us + Eρ(Us − Up)




ρUsU2p − E0ρ0Us + Eρ0Us =
1
2
ρUsU2pρ0Us(E − E0) (13)
The conservation of energy equation can be simplified [103]:






Making substitutions from the conservation of momentum (Equation 12),













And with further substitutions from the conservation of mass (Equation 11),
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(ρ0 − ρ)Us = −ρUp = −
ρ(P−P0)
ρ0Us
ρ0U2s = −ρ(P − P0)
1
ρ0−ρ






And substituting back into Equation 14 gives:






which simplifies to the more common form of the conservation of energy equation:
E − E0 =
1
2
(P + P0)(V0 − V) (15)
In the above three conservation equations (Equations 12-14) there are five variables:
pressure, P, particle velocity, Up, shock velocity, Us, specific volume, V, or density, ρ,
and energy, E. Therefore, an additional equation is necessary in order to determine all
unknowns as a function of one parameter. A fourth equation, which relates shock velocity
and particle velocity, can be experimentally determined, and is referred to as the equation
of state (EOS).
3.5.1 Equation of State Experiments
The EOS often has the form:
Us = C0 + S 1Up + S 2U2p + ...,
where S1, S 2, etc. are empirical parameters and C0 is the sound speed in the material at zero
pressure. For most metals, the EOS reduces to a first order (linear) relationship. Once this
EOS has been determined, and one or more of the variables has been measured, all of the
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other parameters can be calculated. It should be noted that if the material undergoes any
phase transformations within the pressure range of interest, a new EOS is required for the
new phase. Since BMGs are relatively new materials and their EOSs have not been well-
characterized, it was of interest to determine the EOS of LM106 up to very high pressures
(∼120 GPa) to learn about the phase stability of this material. Two different techniques
were utilized to perform these EOS experiments and these are described in the following
sections.
3.5.1.1 Low Pressure Regime Experiments Utilizing Stress Gauges + VISAR Diag-
nostics
The equation of state data in the relatively low stress regime (<26 GPa) were obtained us-
ing the single-stage gas gun at Georgia Tech. Experiments were performed using a plate
impact configuration in which a (W-6Cu-4Ni alloy or Cu) flyer plate (∼50.8 mm diameter
and ∼5.1 mm thickness) impacted a (304 stainless steel or Cu) driver plate (∼57.15 mm
diameter and ∼2.8 mm thickness), which was backed by a ∼10 mm diameter and 2-2.5 mm
thickness BMG sample. In this configuration, the equation of state properties were mea-
sured using in situ polyvinylidine fluoride (PVDF) stress gauges (Ktech Corporation) and
VISAR [127] velocity interferometry (Valyn International), as illustrated in the schematic
shown in Figure 3.22. The PVDF gauge packages consist of a Bauer-type PVDF gauge
enclosed within two insulating films of 0.0001" PTFE, totaling 75 µm. The PVDF gauge
mounted along the driver-sample interface was used to record the input stress, P, and the
arrival time of the shock wave at the sample front. The gauge mounted on the sample’s
back surface was used to measure the propagated stress and arrival time of the shock wave
at the rear surface of the sample. In some cases, a back gauge was not used, and the VISAR
signal was instead used to measure the arrival of the shock wave at the rear surface of the
sample. The sample thickness divided by the travel time of the shock wave through the
sample (less the time of travel through the 75 µm gauge package thickness) allowed for
determination of the shock velocity, Us. The details of the experimental setup for each
91
equation of state experiment are reported in Table 7.1. The experimental setup has been
described in greater detail by Eakins [130] for a powder specimen.
Construction of the gauge packages and specimen assembly in the present work were
performed as follows. First, all mating surfaces are lapped to within 1% parallelism . Next,
a single PTFE film was attached to the back surface of the driver using Loctite Hysol thin-
film epoxy, and cured for 12 hours. During the cure stage, the films were placed under
approximately 7 kg of weight. The input PVDF gauge was then placed on the film, positive
lead (+) toward impact, and covered with a second PTFE film, ensuring that all air pockets
were removed. After curing of that layer, the specimen was then fixed (again with Loctite
Hysol thin-film epoxy) on top of the input gauge package. After curing of that layer, the
PTFE film-gauge-PTFE film procedure was repeated on the rear of the specimen. The input
and propagated gauges were aligned such that the they were oriented at 90◦ to one another
to prevent interference between them. Photographs taken during each stage of the driver-
gauge-specimen package assembly can be seen in Figure 3.23. The driver-gauge-specimen
package was mounted in a 3/8 in. thick PMMA ring, which was mounted to the muzzle of
the gun using 2 in. thick standoff blocks. Figure 3.23(d) shows a photograph of the entire
specimen assembly mounted inside the experiment chamber, with the VISAR probe behind
the specimen and CVRs attached to the PVDF gauges.
The mechanism by which the PVDF stress gauges measure stress is as follows [130].
The stress gauges are composed of PVDF films which had been polarized by the Bauer
process (U.S. patent #4684337). This polymer is piezoelectric and develops a bias (poten-
tial) in response to stress [131], and when placed in a circuit, the film produces current flow
proportional to the lattice strain. Applied stress and electrical response are related through
a well-characterized empirical relationship up to 100 GPa [132, 133]. The PVDF gauges
are placed in parallel with a current-viewing resistor (CVR) which provides precise resis-
tance on the time scale of these impact experiments. A Tektronix 1040A 4-channel GHz
92
Figure 3.22: Plate impact setup with PVDF stress gauges and VISAR velocity interfer-
ometry diagnostics. The flyer plate impacts a driver plate, which has a BMG specimen
mounted on its rear surface. PVDF stress gauges are attached to the sample’s front and rear
surfaces to measure the magnitudes of the input and propagated stresses. VISAR was used
to capture the free surface velocity on the rear surface of the BMG specimen.
frequency oscilloscope (1 ns/point resolution, triggered on an auxiliary line by the crush-
pins) monitors the potential (voltage) across the CVR after it has been channeled through
isolated BNC connections through the side of the experiment chamber. The input and prop-
agated PVDF signals are each split into low and high sensitivity channels such that the low
sensitivity channel captures the peak magnitude and the high sensitivity channel is used to
resolve the peak base. Using an algorithm within the Labview-based software, PlotData










where V is the measured voltage, I is the current, R is the CVR value and ρI is the current
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Figure 3.23: (a-c) Photographs taken at different stages of setup of driver-gauge- specimen
package. (a) Driver with Teflon film and input PVDF gauge, (b) sample, and (c) propagated
PVDF gauge and an extra specimen for redundancy or to measure a spall signal. (d) Pho-
tograph of the entire specimen assembly mounted in the experiment chamber. The VISAR
probe can be seen behind the specimen and the CVRs can be seen attached to the PVDF
gauges.
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density, A is the active area of the gauge, and ρQ is the charge density. An example of this
data reduction is shown in Figure 3.24.
VISAR was used to measure the free surface velocity, U f s, from which the particle




U f s (16)
Deducing the particle velocity from the VISAR free surface velocity, U f s, is a valid as-
sumption under the conditions that the entropy increase associated with the shock state is
small, and that the un-shocked material and that which has been shocked (moving at U f s
and returned to zero stress) have the same properties [134]. The experimentally measured
Up values were also compared with calculations utilizing the impedance matching tech-
nique [103, 135], which is described in Section 7.3.3 in conjunction with the presentation
of the results. This experimental method therefore allowed for measurement of three vari-
ables, Us, Up and P. Details of these measurements are described elsewhere [121,136,137].
The derivation of the error propagation associated with these measurements is given in Ap-
pendix B.2.
3.5.1.2 Inclined Mirror + Streak Camera Technique
The high stress equation of state experiments were performed on the two-stage light-
gas gun [138] at the National Institute for Materials Science (NIMS) in Tsukuba, Japan.
The shock velocity and particle velocity were measured using the inclined mirror tech-
nique [134] and the experiments were instrumented with a streak camera (Ultranac FS
501) with a streak rate of ∼55 ns/mm. Experiments were performed at impact velocities of
∼3000-4700 m/s, which corresponded to stresses in the range of ∼26-123 GPa. Impact ve-
locity was measured (within ±0.3%) using the x-ray beam cutting method, in which three
parallel beams are used to detect acceleration [138]. This was coupled with NaI scintil-
lators and photmultiplier tubes (PMTs), which are also used for triggering signals. Flash
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Figure 3.24: Examples of the sequence of (a) the raw voltage data obtained from the PVDF
gauges and the subsequent reduction to (b) current, (c) charge density, and (d) stress [130].
The oscillations are caused by reverberations within the gauge package.
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Figure 3.25: Photographs of the two-stage gas gun at the National Institute for Materials
Science in Tsukuba, Japan. The photograph on the left shows the entire length of the gas
gun. The photograph on the right shows the experiment chamber and the streak camera
positioned to record reflected light during experiments.
x-ray shadowography was used to photograph the projectile during free flight to confirm
planarity of impact [138].
The NIMS specimen setup consisted of a BMG sample (2-2.5 mm thickness) which was
epoxy-mounted to a driver plate (Al or 304 Stainless Steel). Five mirrors were then epoxy-
mounted to the sample + driver setup: one inclined mirror on the center of the sample,
two flat mirrors on either side of the inclined mirror, and two flat mirrors on the driver
plate adjacent to the sample, as can be seen in the schematic in Figure 3.26. The angle,
α, between the inclined mirror (IM) and the sample was measured using a laser reflection
technique. A trigger pin, which was used to trigger the streak camera, was epoxy-mounted
to the driver plate such that about 10 mm of the pin was protruding from the impact face.
The sample assembly was fixed to a steel target plate and hung in the experiment chamber.
The target was aligned using an indicator to insure parallel impact. Photographs of the
setup of these high-pressure plate impact experiments can be seen in Figure 3.27.
Figure 3.26 shows a schematic of the streak camera technique for recording extinction
times of light reflected off various mirrors mounted on the sample. As can be seen in the
schematic, a flash lamp is used to generate light during impact and this light is reflected off
of all five mirrors. The schematic and streak camera image in Figure 3.28 illustrate how
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Figure 3.26: Schematic of the streak camera and inclined mirror setup for measurement of
shock velocity and free surface velocity. The specimen was mounted on the back of a driver
plate, along with five mirrors (M1-M4 and IM). A streak camera recorded light reflected
off the mirrors during the experiment.
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Figure 3.27: EOS experiment setup images. (a) Photograph of mirrors mounted on the
sample and driver plate. (b) Schematic side view of the mirror, sample, and driver plate
assembly. The angle α is between the sample and inclined mirror. (c) Photograph of sample
assembly (back side) with trigger pin on target plate. (d) Photograph of sample assembly
hanging in experiment chamber.
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streak photography and the inclined mirror method are used to measured shock velocity
and particle velocity. Upon arrival of the shock wave at the back of the driver plate, the
light reflected off mirrors 1 and 4 (M1 & M4) becomes extinct. Similarly, when the shock
wave reached the back surface of the specimen, the light reflected from mirrors 2 and 3 (M2
& M3) becomes extinct. The time difference between the extinction of light from M1/M4
and M2/M3 is the travel time of the shock wave through the specimen thickness. Dividing
the sample thickness by the shock wave travel time yields the shock velocity, Us. The free
surface velocity of the specimen was related to the light reflected off the inclined mirror
(IM) by:






where W is the camera streak rate, M is the magnification of the streak camera image,
α is the angle between the inclined mirror and the sample (shown in the schematic in
Figure 3.28), and γ is the angle produced on the streak record from the extinction of the
light reflected off IM (shown in Figure 3.28). The particle velocity was then determined
using Equation 16, and was compared with values calculated using the impedance matching
technique [103,135]. The error associated with these measurements is derived in Appendix
B.2.
3.6 Recovery Experiments
Recovery experiments were performed on the single-stage gas gun at NIMS at impact ve-
locities of 794-1894 m/s and pressures of ∼8-60 GPa, which were estimated using 2D ax-
isymmetric AUTODYN simulations after the experiments. The recovery specimens were
discs of 10.12 mm diameter and 1-1.5 mm thickness. Each disc was lapped to ensure that
its surfaces were parallel. The discs were placed inside a 304 stainless steel capsule with
a 304 stainless steel ring surrounding the sample since the inner diameter of the capsule
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Figure 3.28: Schematic of driver plate+specimen+mirror setup showing flat mirrors (M1-
M4) and an inclined mirror (MI). An example of a streak image is also shown. Upon arrival
of the shock wave at the back of the driver plate, the light reflected off mirrors 1 and 4 (M1
& M4) becomes extinct. Similarly, when the shock wave reached the back surface of the
specimen, the light reflected from mirrors 2 and 3 (M2 & M3) becomes extinct. The time
difference between the extinction of light from M1/M4 and M2/M3 is the travel time of the
shock wave through the specimen thickness. The free surface velocity of the specimen was
related to the light reflected off the inclined mirror (IM) by U f s = WM
tanα
tanγ . The inset shows a
change in slope (change in γ) in the streak image, which is indicative of a phase transition.
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Figure 3.29: (a) Steel capsule with BMG sample disc inside. (b) Inside experiment cham-
ber before experiment. The capsule is inside the momentum trap, which is the cylindrical
part in the center of the photograph. (c) Momentum trap after the experiment showing
deformation due to impact.
was larger than the diameter of the specimens. This setup is shown in Figure 3.29(a). Fig-
ure 3.29(b) shows the inside of the experiment chamber before an experiment, and Figure
3.29(c) shows the momentum trap after an impact experiment. After each experiment, the
capsule was recovered and the specimen was removed and analyzed using x-ray diffraction
and scanning electron microscopy.
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CHAPTER IV
UNIAXIAL AND BIAXIAL COMPRESSIVE RESPONSE
OF LM106-70W OVER A RANGE OF STRAIN RATES
AND TEMPERATURES
4.1 Overview
The uniaxial and biaxial compressive responses of LM106-70W composite were investi-
gated over a range of strain rates (∼10−3 to 103 s−1) using an Instron universal testing ma-
chine (∼10−3 to 1 s−1), Drop Weight tester (∼200 s−1), and Split Hopkinson Pressure Bar
(∼103 s−1). The temperature dependence of the mechanical behavior was investigated at
temperatures ranging from RT to 600 ◦C using the instrumented Drop Weight testing appa-
ratus, mounted with an inductive heating device. After testing, the deformed and fractured
specimens were examined using optical and scanning electron microscopy. Stopped ex-
periments were used to investigate deformation and failure mechanisms at specified strain
intervals in both the Drop Weight and Split Hopkinson Bar tests. These stopped speci-
mens were also subsequently examined using optical and scanning electron microscopy to
observe shear band and crack formation and development after increasingly more strain.
The overall results showed an increase in yield strength with strain rate and a decrease
in failure strength, plasticity, and hardening with strain rate. Comparison of uniaxial and
biaxial loading gave evidence of a strong susceptibility to shear failure since the additional
10% shear stress caused failure at much lower strains in all cases. Results also showed
a decrease in flow stress and plasticity with increased temperature. Also notable was the
anomalous behavior at 450 ◦C, which lies between the Tg and Tx and as such is in a tem-
perature regime where homogeneous flow, as opposed to heterogeneous deformation via
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shear banding, is the dominant mechanism in the BMG.
4.2 Introduction and Motivation
Because of the dependence of the deformation mechanism (homogeneous vs. inhomoge-
neous) of BMGs on temperature and strain rate, it was of interest to investigate the depen-
dence of not only BMGs, but also their composites, as a function of both of these variables.
Strain-rate sensitivity in bulk metallic glasses has been the subject of several studies. A
few investigators have reported that BMGs exhibit positive strain-rate sensitivity [59, 60].
However, most studies on this topic have drawn the conclusion that BMGs exhibit negative
strain-rate sensitivity, with the fracture stress decreasing as strain rate increases [8, 9, 45,
49, 50, 52–54, 54, 61]. The mechanistic explanation given by Gu et al. [54] for the negative
strain rate sensitivity of these materials is that adiabatic processes occur during failure of
BMGs and higher strain rates favor adiabatic processes, thus leading to a lower failure
strength at higher loading rates when adiabatic processes are more prevalent. Another
explanation has been provided by Li et al. [8] suggesting that shear bands in a BMG initiate
well below the yield stress and grow upon continued quasi-static loading. Under dynamic
loading conditions, cracks initiate immediately upon shear band initiation due to the excess
energy that is available; these cracks lead to fracture of the specimen, and thus a lower
fracture stress. This explanation for the negative strain-rate sensitivity of BMGs was further
supported by work done by Mukai et al. [45], in which they observed that although the
quasi-statically tested specimens were failing at an "apparent" yield stress of ∼1.7 GPa,
they began to show serrations indicative of shear band formation, which is the mechanism
for accommodation of deformation in BMGs. As strain rate was increased, the specimens
could no longer accommodate the deformation quickly enough, and the failure strength
approached ∼1.4 GPa, which is the stress level when shear band initiation began.
The strain-rate sensitivity of BMG-matrix composites has also been investigated in a
few studies [2, 9, 52]. In a study by Jiao et al. [2], Zr57Nb5Al10Cu15.4Ni12.6 reinforced with
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60 vol% W particles showed strain-rate hardening behavior with a strain-rate hardening
exponent of m=0.016, which is close to a rule of mixtures approximation using the strain
rate sensitivity of the two respective phases [2]. As expected, the rate-dependence in this
composite is more characteristic of the BCC tungsten phase, which dominates due to the
large volume fraction of tungsten as well as the restraint of the failure mode of the amor-
phous matrix. Mechanistically, it was found that shear bands develop in the amorphous
matrix, and the tungsten particles provide obstacles to shear band propagation, which leads
to formation of multiple shear bands and allows for development of large plastic strains.
Similarly, Li et al. [9] studied W preform-reinforced BMGs and found positive strain-rate
sensitivity for W and all composites, but negative strain-rate sensitivity for the monolithic
BMGs.
Several studies have investigated the temperature dependence of the deformation and
mechanical properties of BMGs [24, 30, 62, 70, 71], although the effects of temperature
on BMG-matrix composites have yet to be investigated. In general, as the temperature is
raised past the glass transition of the BMG, a change in the stress-strain response from
brittle to ductile behavior can be observed as the deformation mechanism changes from
inhomogeneous (failure along a single shear plane) to homogeneous (uniform macroscopic
deformation, no macroscopic shear).
This study aimed to investigate the strain-rate sensitivity of the BMG composite con-
taining 70% W particles in the LM106 metallic glass matrix. In addition to probing the
effects of strain rate, different stress states were also investigated over the range of strain
rates by utilizing a cylindrical specimen for uniaxial loading and a 6◦ inclined cylindrical
specimen for biaxial loading. Additionally, the temperature dependence of the composite
material was investigated for both stress states.
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4.3 Approach
Investigation of the compression and compression-shear (6◦ inclined samples) response of
LM106-70W over a range of strain rates (∼10−3 s−1 to 103 s−1) and temperatures (RT to 600
◦C) was done using an Instron Universal testing machine, a Drop Weight testing machine,
and a Split Hopkinson Pressure Bar at the Technical University of Chemnitz in Germany.
The details of the experiments and analysis for each of these tests are discussed in Sections
3.3.2, 3.3.3, and 3.3.4, respectively. Investigations of the temperature dependence of the
mechanical response was done using the Drop Weight tower with an inductive heating de-
vice at temperatures of RT, 200, 380, 450, 550, and 600 ◦C, as described in Section 3.3.3.1.
This temperature range exceeds the glass transition (∼400 ◦C) and crystallization temper-
atures (∼480 ◦C) of the BMG (Sections 2.5.1 and 3.2.3.1 give thermal analysis results for
the monolithic glass and composite, respectively) and allows for determination of changes
in mechanical properties and deformation mechanisms due to these transitions.
4.4 Results and Discussion
4.4.1 Stress-Strain Response as a Function of Strain Rate
Compression tests were performed on both uniaxial and biaxial (6◦ off-axis) specimen con-
figurations at nominal strain rates of (a) 10−3, (b) 5x10−2, (c) 1, (d) 200, and (e) 103 s−1.
The true stress-strain response of both uniaxial and biaxial specimens is shown in Figure
4.1 for each strain rate investigated. This figure shows that the uniaxial and biaxial flow
stresses are generally the same. Uniaxial and biaxial specimens typically show similar flow
stresses until the point when more force becomes concentrated on the shear plane, which
is exaggerated in the biaxial specimens, and as a result the flow stress of the biaxial ge-
ometry is less than that of the uniaxial geometry. At low rates, uniaxial failure occurs at a
lower stress and strain than biaxial failure, whereas at intermediate to high rates, uniaxial
and biaxial failures occur at similar stress levels, but the biaxial specimens fail after less
plasticity. Also, failure was not observed in the data collected from the 1 s−1 (true strain
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rate of 0.79 s−1) data (Figure 4.1 (c)). This is believed to be due to either to being at the
upper limit of the Instron load cell’s sensitivity or the fact that the failure occurred in small
vertical cracks around the periphery of the specimen, which possibly did not affect the top










































































































































































Comparison of the true stress-strain response of (a) all uniaxial and (b) all biaxial spec-
imens over the range of strain rates is shown in Figure 4.2. These plots reveal that with
increasing strain rate there is an increase in yield stress, a decrease in failure stress (except
from drop weight to SHPB), a decrease in plasticity, and a decrease in strain hardening,
with the data at intermediate and high rates showing some softening behavior. Figure 4.3
shows the strain rate sensitivity of LM106-70W over the range of ∼10−3 to 103 s−1. The
plot shows log σ as a function of log ε̇ and the stresses plotted are measured at 5% strain in
each case. The uniaxial specimens show a consistently higher stress than the biaxial spec-
imens at each strain rate. Both the uniaxial and biaxial specimens show a slope of 0.015.





, where σ f is flow stress, dεdt is
the strain rate, the slope defines the strain-rate sensitivity exponent, m. This is comparable
to the value m=0.016 determined by Jiao et al. [2] for a composite of LM106 and 60% W.
We would expect the 70% tungsten composite to show a higher rate sensitivity due to the
larger content of BCC tungsten, but the difference is believed to be within experimental
error. Several investigators have observed negative strain-rate sensitivity of the monolithic
BMG [8, 9, 53], but no strain-rate sensitivity values have been reported. If the rule of mix-
tures is used in reverse to solve for the strain-rate sensitivity of the BMG phase, this yields
a strain-rate sensitivity, m, of -0.008 to -0.009 for the LM106 BMG.
Figure 4.4 shows the dependence of 0.2% flow stress and strain, and failure stress and
strain, on strain rate. At 7.2x10−4 s−1 (quasi-static), the 0.2% yield stress was measured to
be 1082 ± 21 MPa , which agrees well with a Rule of Mixtures value of 1065 MPa (0.7∗750
MPa + 0.3∗1800 MPa [3]). The stress and strain at yield both increase with strain rate, with
the biaxial specimens showing more strain-rate sensitivity. Failure stress and strain both de-
crease with increasing strain rate (except from drop weight (0.79 s−1) to SHPB (1400/1800
s−1), where an increase in failure stress is seen). The uniaxial and biaxial specimens show
similar strain-rate sensitivity with respect to failure stress, but biaxial specimens show a
more rapid decrease in failure strain with increasing strain rate than uniaxial specimens
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Figure 4.2: True stress-strain response of (a) uniaxial and (b) biaxial LM106-70W over
a range of strain rates. This is the same data as in Figure 4.1 plotted such that variation
in either uniaxial or biaxial behavior be compared over a range of strain rates. These plots
reveal that with increasing strain rate there is an increase in yield stress, a decrease in failure
stress (except from drop weight to SHPB), a decrease in plasticity, and a decrease in strain
hardening, with the data at intermediate and high rates showing some softening behavior.
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Figure 4.3: Strain rate sensitivity of LM106-70W. Plot shows log σ as a function of log
ε̇ and the stresses plotted are measured at 5% strain in each case. Both the uniaxial bi-
axial specimens show a strain rate sensitivity of 0.015, but the uniaxial specimens show a
consistently higher stress than the biaxial specimens at each strain rate.
do. Figure 4.5 shows the 0.2% yield stress and failure stress plotted together as a function
of strain rate. Yield stress increases with strain rate and failure stress decreases with strain
rate, so the two are approaching one another. At a strain rate of 103 s−1 the two stress values
are nearly the same, particularly in the case of the biaxial specimens, which show a more
rapid increase in yield stress than do the uniaxial specimens.
The hardening behavior of LM106-70W as a function of strain rate is shown in Figures
4.6 and 4.7. Figure 4.6(a) shows the natural log of true stress as a function of natural log
of true strain for determination of the hardening exponent, n, in the power law σ ∝ εn. The
dependence of n on strain rate is shown in Figure 4.6(b). For each rate, n was measured
from ln ε values of -4 to -2, which corresponds to strains of 1.8 to 13.5%. The trend
shows a decrease in hardening with increasing strain rate. It can be seen that the ln σ-
ln ε relationship is not perfectly linear and that the power law fit is not perfect, although it
illustrates the trend of decreasing hardening with increasing rate well. To further investigate
the hardening behavior, the stress at specified strain increments of 5, 10, 15, 20, and 25%
(when applicable) were measured for each rate and plotted as a function of true strain rate,
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Figure 4.4: (a) Plot of 0.2% flow stress and strain as a function of strain rate. The stress and
strain at yield both increase with strain rate, with the biaxial specimens showing a higher
degree of strain-rate sensitivity. (b) Plot of failure stress and strain as a function of strain
rate. Failure stress and strain both decrease with increasing strain rate (except from drop
weight (0.79 s−1) to SHPB (1400/1800 s−1), where an increase in failure stress is seen-
indicated with gray circle). The uniaxial and biaxial specimens show similar strain-rate
sensitivity with respect to failure stress, but biaxial specimens show a more rapid decrease
in failure strain with increasing strain rate than uniaxial specimens do.
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Figure 4.5: Plot of yield stress and failure stress as a function of strain rate. Yield stress
increases with strain rate and failure stress decreases with strain rate, so the two are ap-
proaching one another. By 103s−1 the two stress values are nearly the same, particularly in
the case of the biaxial specimens, which show a more rapid increase in yield stress than the
uniaxial specimens.
as shown in Figure 4.7(a). The corresponding incremental dσ/dε values are plotted as a
function of true strain rate in Figure 4.7(b). These figures illustrate that hardening occurs
from 5-10% ε at all ε̇, but the slope (dσ/dε), or degree of hardening, decreases as strain
rate increases. This indicates that the ability of LM106-70W (specifically the tungsten
particles) to accommodate dislocations decreases as strain rate increases. The 10−3 and
5x10−2 s−1 experiments show hardening at all strains, and experiments at rates of ≥1 s−1
show softening after 10% strain. The decrease in hardening with increasing strain rate can
be explained by the increased temperature generation at higher rates of deformation, which
causes increased softening behavior.
Figure 4.8 shows examples of high-speed images captured during Split Hopkinson Pres-
sure Bar impact of (a) a uniaxial specimen and (b) compression-shear biaxial specimen.
The three frames shown in each case illustrate the stages immediately before catastrophic
failure, during failure, and after failure, at which time light-emitting sparks can be seen.
Even at this high rate of compression, the uniaxial specimen is failing along its maximum
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Figure 4.6: (a) Natural log of true stress as a function of natural log of true strain. (b)
Hardening exponent, n, as a function of true strain rate. In all cases, n was measured from
ln ε of -4 to -2, which corresponds to strains of 1.8 to 13.5%. The trend shows a decrease in
hardening with increasing strain rate. The decrease in hardening with increasing strain rate
can be explained by the increased temperature generation at higher rates of deformation,
which causes increased softening behavior.
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Figure 4.7: (a) True stress at specified strain values of 5, 10, 15, 20, and 25% (when
applicable) and (b) dσ/dε at strain increments of 5-10, 10-15, 15-20, and 20-25% strain
showing the evolution of hardening with strain. These figures illustrate that hardening
occurs from 5-10% ε at all ε̇, but the slope (dσ/dε), or degree of hardening, decreases
as strain rate increases. This indicates that the ability of LM106-70W (specifically the
tungsten particles) to accommodate dislocations decreases as strain rate increases. The
10−3 and 5x10−2 s−1 experiments show hardening at all strains, and experiments at rates of
≥1 s−1 show softening after 10% strain.
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Figure 4.8: High-speed images captured during Split Hopkinson Pressure Bar impact test-
ing of (a) uniaxial specimen and (b) biaxial specimen. Interframe time is 330 µs. The three
frames shown in each case illustrate the stages immediately before catastrophic failure,
during failure, and after failure, at which time light-emitting sparks can be seen. Even at
this high rate of compression, the uniaxial specimen is failing along its maximum shear
stress planes at ∼45◦ from the loading axis, forming a conical region at either end, and the
biaxial specimen is failing along its maximum shear stress plane connecting the two 96◦
corners of the specimen.
shear stress planes at ∼45◦ from the loading axis, forming a conical region at either end,
and the biaxial specimen is failing along its maximum shear stress plane connecting the
two 96◦ corners of the specimen.
4.4.2 Microstructural Analysis
Uniaxial specimens tested at strain rates from 10 −3 to 1 s−1 showed vertical cracking around
the outside of the specimen and failure in the form of a forging cross, or 45◦ shear planes
that originated at the outer edges of the top and bottom of each specimen and intersected
in the center of the specimen’s height, as shown in Figure 4.9(a). Examination of the
cross sections of these specimens showed extensive shearing, as can be seen in the last
image in Figure 4.9(a). Biaxial specimens tested in this same strain rate regime showed
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Figure 4.9: (a) Uniaxial and (b) biaxial specimens recovered after compressive testing
on the Instron at ∼1 s−1. Uniaxial specimens show forging cross features from 45◦ shear
fracture and vertical cracks around the periphery of the specimen resulting from tensile
stress. Biaxial specimens show parallel shear cracks originating from the 96◦ corners of
the specimens.
parallel, diagonally-oriented shear cracks around the specimen peripheries, as illustrated in
the photograph in Figure 4.9(b). There are also notable differences in the cross-sections
of the biaxial specimens (last image in Figure 4.9(b)). The biaxial cross-sections show
qualitatively less damage and all visible damage is localized into the maximum shear stress
region.
In order to learn about the deformation and failure mechanisms, stopped experiments
were performed on both uniaxial and biaxial specimens using the Drop Weight and Split
Hopkinson Pressure Bar techniques, as described in Sections 3.3.3 and 3.3.4, respectively.
After the experiments, which were stopped at varying strain levels, specimens were sec-
tioned and polished and examined using microscopy. The results from the stopped exper-
iments performed using the Drop Weight Tower are shown in Figure 4.11 and the results
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Figure 4.10: Examination of the microstructure of the cross-section of a specimen tested
at ∼1 s−1 under uniaxial compression. The macroscopic cross-sectional views show that
the shear has been localized into symmetric regions at ∼45◦ from the loading axis and
the higher magnification micrographs show extensive shear deformation of the tungsten
particles.
from the stopped experiments performed using the SHPB technique are shown in Figure
4.12. Specimens stopped at strains near the onset of failure showed shear bands in the
expected locations (based on specimen geometry). The uniaxial specimens each showed
two 45◦ bands connecting opposite corners and the biaxial specimens showed a single band
connecting the 96◦ corners of the specimens. In general, the shear bands were found to be
more pronounced at higher strain rates, and the shear bands in the biaxial specimens were
more pronounced than those in the uniaxial specimens. Higher magnification views show
a shear band width on the order of 100 µm develops at a (nominal) strain rate of 200 s−1
and ∼10-20 µm at a strain rate of ∼1400-1800 s−1, regardless of specimen geometry. At
200 s−1, failure in uniaxial specimens begins with a tensile crack in the top center of the
specimen, and the crack propagates through mostly the BMG matrix and around the W par-
ticles, as illustrated in Figure 4.11. After the onset of failure, the shear bands evolve into
cracks and the tensile crack in the center of the specimen continues to grow. It appears that
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the simultaneous shear cracking from the corners and tensile cracking through the center
(lengthwise) cause failure in the uniaxial specimens, whereas the shear deformation alone









































































































































































































































































































































































































































































































































































































































































SEM micrographs of the shear planes and tensile fracture surfaces of specimens tested
with drop weight and SHPB techniques are shown in Figures 4.13-4.15. Figure 4.13 shows
the shear planes of both a compression and a compression-shear specimen. These two
shear planes look fairly similar, although the uniaxially loaded specimen exhibits a slightly
smoother surface since they failed at a higher strain. The uniaxially loaded specimen also
developed a tensile failure plane oriented parallel to loading, whereas the biaxially-loaded
specimen failed only along its maximum shear stress plane, which connected the two 96◦
corners of the specimen. The tensile fracture surface of the uniaxial specimen shows quite
different features from those of the shear plane. The deformation and elongation of the
tungsten particles is quite evident, as is the flow of the BMG around the tungsten. There
are a few fractured tungsten particles, but in general the fracture has occurred in the BMG
matrix.
The shear and fracture surfaces of a uniaxially-loaded SHPB specimen are shown in
Figure 4.14. The macroscopic image of the specimen shows the areas where each of the
micrographs was taken. This specimen shows conical shear failure, as would be expected
for this specimen geometry. The surfaces of the cone are quite smooth, as can be seen
in the micrograph on the upper left. The micrograph on the lower left shows a higher
magnification image of the conical shear surface and there are no apparent W particles,
just a continuously smooth surface that appears as if a liquid layer has formed and covered
it. Zhang et al. [37] quantified temperature rise near shear bands (as discussed in Section
2.2) and found increases in temperature in excess of 1100 K in a Zr-based system, so the
possibility of some melting of LM106, which has a Tm of approximately 815 ◦C, is likely,
especially considering there is additional energy available from the fracture process that
will also cause a temperature rise.
The tensile failure surface is shown in the two micrographs on the right of Figure 4.14.
These surfaces are more rough, with ridges apparent at low magnification, and distinct par-
ticles at higher magnification. This fracture surface shows more fractures through tungsten
122
Figure 4.13: SEM micrographs of the shear planes of uniaxally and biaxially-loaded drop
weight tested specimens, and the secondary (tensile) fracture surface of a uniaxially-loaded
drop weight tested specimen. Uniaxially loaded specimens exhibited a slightly smoother
surface due to failure at a higher strain, and they developed a tensile failure plane oriented
parallel to loading, whereas the biaxially-loaded specimen failed only along its maximum
shear stress plane, which connected the two 96◦ corners of the specimen. The tensile frac-
ture surface of the uniaxial specimen shows quite different features from those of the shear
plane. The deformation and elongation of the tungsten particles is quite evident, as is the
flow of the BMG around the tungsten. There are a few fractured tungsten particles, but in
general the fracture has occurred in the BMG matrix.
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Figure 4.14: SEM micrographs of the conical shear surface and secondary (tensile) frac-
ture surface of a uniaxially-loaded SHPB specimen. The surfaces of the cone are quite
smooth, as can be seen in the micrograph on the upper left. The micrograph on the lower
left shows a higher magnification image of the conical shear surface and there are no ap-
parent W particles, just a continuously smooth surface that appears as if a liquid layer has
formed and covered it. The tensile failure surface shown in the two micrographs on the
right are more rough, with ridges apparent at low magnification, and distinct particles at
higher magnification. This fracture surface shows more fractures through tungsten parti-
cles (examples indicated with yellow arrows) than were seen on the fracture surface of the
drop weight specimen, which is logical due to the higher rate.
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particles (examples indicated with yellow arrows) than were seen on the fracture surface of
the drop weight specimen, which is logical due to the higher rate. Also noticeable is that
the tungsten particles appear to be less deformed and elongated than they were in the drop
weight specimens. Again, this is logical since the drop weight specimens failed at ∼35%
strain whereas the SHPB specimens failed at ∼20-25% strain.
Shear and fracture surfaces of a biaxially-loaded SHPB specimen are shown in Figure
4.15. The macroscopic image of the specimen clearly shows the diagonal failure along
the maximum shear stress plane, as well as tensile failure. The biaxial shear plane is less
smooth than that of the uniaxial specimen, consistent with what was seen on the surfaces
of the drop weight specimens. This is likely because the uniaxial specimens are strained
more than the biaxial specimens, so there is more deformation/strain along the shear plane,
thus giving it a more smooth appearance (Figure 4.15). The tensile fracture surface shows
little deformation or elongation in the tungsten particles, although there are some that have
fractured, as can clearly be seen in the high magnification image. The biaxial SHPB spec-
imens failed at ∼10% strain, so it is not unexpected for the tungsten particles to appear
undeformed. The fracture appears to have taken place predominantly through the BMG
matrix, which shows evidence of dimple-like structure, indicative of flow and ductility.
4.4.3 Temperature Dependence of Compressive Response
The temperature dependance of of the uniaxial and biaxial compressive behavior of LM106-
70W was investigated at a nominal strain rate of 200 s−1 using the drop weight tower setup
(described in Section 3.3.3) with inductive heating and specimen temperature measure-
ment, as described in Section 3.3.3.1. Tests were performed on both uniaxial and biaxial
specimens at room temperature as well as at temperatures of 200, 380, 450, 550 and 600
◦C. The stress-strain curves generated from the high temperature tests are shown in Figure
4.16. The specimens tested at room temperature showed softening behavior, whereas the
specimens tested at higher temperatures showed almost no softening, which is contrary to
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Figure 4.15: SEM micrographs of the diagonally-oriented shear surface and secondary
(tensile) fracture surface of a biaxially-loaded SHPB specimen. The biaxial shear plane is
less smooth than that of the uniaxial specimen because the uniaxial specimens are strained
more than the biaxial specimens, so there is more deformation/strain along the shear plane,
thus giving it a more smooth appearance. The tensile fracture surface shows little deforma-
tion or elongation in the tungsten particles, although there are some that have fractured, as
can clearly be seen in the high magnification image. The biaxial SHPB specimens failed at
∼10% strain, so it is not unexpected for the tungsten particles to appear undeformed. The
fracture appears to have taken place predominantly through the BMG matrix, which shows
evidence of dimple-like structure, indicative of flow and ductility.
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what would be expected. The uniaxial specimen tested at 450 ◦C shows unique behavior in
comparison to the responses observed at other test temperatures. 450 ◦C is between in the
glass transition temperature and crystallization temperature of LM106 BMG (see thermal
analysis data in Appendices 3.2.3.1 and 2.5.1), and between these two transitions is the only
temperature range where the BMG will deform homogeneously, and not by localized shear
banding (when tested at high strain rates). Although the BMG is still in its amorphous state,
it has gone through its "brittle to ductile" transition, and is behaving in more of a ductile
("rubbery") manner, as evidenced by the different trend evident in its stress-strain response
(Figure 4.16 (a)). As the test temperature was increased further (550 ◦C), the crystalliza-
tion temperature was surpassed and the BMG transformed to a crystalline phase (although
probably not fully due to the fast heating rate). At this test temperature, the composite
again showed behavior analogous to that at lower test temperatures. Because the behavior
at all temperatures (except 450 ◦C) is similar in response, although not in magnitude, it
appears as if the tungsten may be dominating the mechanical response of the composite,
except in the temperature range (between Tg and Tx) where the BMG exhibits more ductile
or "rubbery" behavior, in which case the deformation of the BMG dominates the material
response. The compression-shear specimens recovered after high temperature testing are
shown in Figure 4.17. All specimens show shear failure in the form of a crack connecting
the 96◦ corners of the specimen. A vertically-oriented tensile crack also formed at all test
temperatures.
Figure 4.18 shows comparisons of uniaxial and biaxial stress-strain response for each
test temperature. This presentation of the plots reveals the similarity in flow stress between
the uniaxial and biaxial cases at most temperatures. At room temperature, however, the flow
stress of the biaxial specimens is somewhat lower than that of the uniaxial specimens. This
can be attributed to the development of shear bands in the BMG at stresses below yield [8],
which is more prevalent in the 6◦ specimen due to its stress state and susceptibility to
shear. At higher temperatures there was no significant difference between the flow stresses
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Figure 4.16: Stress-strain curves generated during high temperature testing of (a) uniaxial
and (b) biaxial specimens at ∼200 s−1. The specimens tested at room temperature showed
softening behavior, whereas the specimens tested at higher temperatures showed almost no
softening. The uniaxial specimen tested at 450 ◦C shows unique behavior in comparison to
the responses observed at other test temperatures. 450 ◦C is between in the glass transition
temperature and crystallization temperature of LM106 BMG, and between these two tran-
sitions is the only temperature range where the BMG will deform homogeneously, and not
by localized shear banding (when tested at high strain rates).
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Figure 4.17: Compression-shear specimens after drop weight testing at ∼200 s−1 over a
range of temperatures. All specimens show shear failure in the form of a crack connect-
ing the 96◦ corners of the specimen. A vertical tensile crack has also formed at all test
temperatures.
measured for the uniaxial and biaxial specimens, so the increase in temperature of the
glass phase must be causing a transition toward more homogeneous deformation and less
heterogeneous and localized deformation by shear band formation. If the response is more
homogeneous, it would be similar to that of the uniaxial specimen since the tendency to
develop shear bands would be expected to decrease, therefore making the additional shear
stress less significant. At 450 ◦C, the biaxial specimen shows a higher flow stress than the


































































































































































Plots of the 0.2% yield stress and failure stress as well as yield and failure strains are
shown in Figure 4.19. Because of the lack of clearly defined failure points in the true
stress-strain curves, the engineering stress-strain curves were used to investigate trends in
yield and failure since these curves show hardening up to a maximum stress, which could
easily be consistently measured, followed by failure. So although the values reported are
in engineering stress and strain, the trends are the same in true stress and strain. Several
obvious trends emerge from the yield and failure data. As shown in Figure 4.19(a), the
uniaxial and biaxial specimens yield at the same stress throughout the entire temperature
range investigated. For both uniaxial and biaxial specimens, yield stress decreases with
increasing test temperature, as expected, and this decrease occurs at the same rate, regard-
less of specimen configuration. Additionally, failure stress decreases with increasing test
temperature, again as expected, but the uniaxial failure stress, which is always above that of
the corresponding biaxial specimen, decreases at a much higher rate such that at 600 ◦C the
uniaxial and biaxial failure stresses are approximately the same. Both the failure stress and
failure strain measured for the 450 ◦C test temperature deviated from the otherwise nearly
linear trend; these data points are circled in the plots shown in Figure 4.19(a) and (b). This
deviation can be explained from the difference in the deformation mechanism of the glass
in that temperature range.
As shown in Figure 4.19(b), strain to failure decreases with increasing test temperature.
This trend was the opposite of what was expected since typically in metals an increase in
test temperature results in an increase in strain to failure. However, in an investigation of
W single crystals with various crack orientations, Gumbsch [139] showed that the fracture
toughness reaches a maximum at ∼100-200 ◦C after which it decreases. The mechanistic
explanation provided for this behavior was a transition from a process limited by disloca-
tion nucleation to one limited by dislocation mobility. At the peak fracture toughness (at
∼100-200 ◦C), dislocation nucleation is at a maximum, but mobility is at a minimum such
that dislocations are keeping cracks from propagating. However, as temperature continues
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Figure 4.19: Temperature dependance of mechanical behavior of uniaxial and biaxial
LM106-70W specimens tested at ∼200 s−1. (a) Yield and failure stresses as a function
of test temperature and (b) yield and failure strains as a function of temperature. In (a) and
(b) the data from the 450 ◦C tests (circled) deviates from the otherwise linear trend. For
both uniaxial and biaxial specimens, yield stress decreases with increasing test temperature,
and this decrease occurs at the same rate, regardless of specimen configuration. Addition-
ally, failure stress decreases with increasing test temperature, but the uniaxial failure stress,
which is always above that of the corresponding biaxial specimen, decreases at a much
higher rate such that at 600 ◦C the uniaxial and biaxial failure stresses are approximately
the same. AS seen in (b), strain to failure decreases with increasing test temperature. Both
the failure stress and failure strain measured for the 450 ◦C test temperature deviated from
the otherwise nearly linear trend; these data points are circled. This deviation can be ex-
plained from the difference in the deformation mechanism of the glass in that temperature
range.
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to increase, dislocation mobility increases, which allows cracks to propagate, and as a re-
sult decreases fracture toughness. Although this work was done on a single crystal, this
decrease in fracture toughness explains the decrease in plasticity of the BMG-W composite
with increasing temperature. Additionally, in work on a tungsten heavy alloy (95W-3.5Ni-
1.5Fe), Islam et al. [140] found a considerable decrease in ductility at high temperatures
(> 500◦C) which they attributed to a loss of bonding between the tungsten grains and the
matrix and an increase in the percentage of intergranular cleavage. Both the increase in
dislocation mobility in the tungsten allowing cracks to propagate and the loss of bonding
at the W/BMG interfaces could be contributing to the decrease in plasticity with increasing
temperature.
The temperature sensitivity of LM106-70W can be seen in Figure 4.20(a). This plot
shows the stress at 5, 10, 15, and 20% strain as a function of temperature for both uniaxial
and biaxial (5 & 10% strains only) specimens. The temperature sensitivity of this material
shows nearly the same slope at each measured strain, for both uniaxial and biaxial cases.
Also notable is that the stress values measured for the 450 ◦C specimen (circled in Figure
4.20) at each strain deviate from the otherwise linear trend, which is again due to this
temperature being between the Tg and Tx. Figure 4.20(b) shows the incremental slope of
the stress-strain curve (dσ/dε) at specified strain intervals (5-10%, 10-15%, 15-20%) and
reveals the hardening behavior as a function of temperature. The uniaxial specimens show
slight hardening from 5-10% strain followed by softening at further strains, whereas the
biaxial specimens show softening in the 5-10% strain range. Although the slopes in the
10-15% and 15-20% ranges are negative for all temperatures for the uniaxial specimens,
there is less softening in the 200 ◦C and 380 ◦C specimens than at room temperature, which
was unexpected. Above Tg the softening increases for all test temperatures, as expected,
with the most softening seen at 450 ◦C when the glass is in its "rubbery" phase.
Figure 4.21 shows the dependence of elastic modulus (obtained from slope of elastic
portion of stress-strain curves) on test temperature. An overall decrease in elastic modulus
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Figure 4.20: (a) Stress at 5, 10, 15, and 20% strain as a function of temperature. The
stress values measured for the 450 ◦C specimen (circled) at each strain deviate from the
otherwise linear trend, which is due to this temperature being between the Tg and Tx. (b)
Slope of the stress-strain curve (dσ/dε) at specified strain intervals (5-10%, 10-15%, 15-
20%) showing hardening behavior as a function of temperature. The temperature sensitivity
of this material shows nearly the same slope at each measured strain, for both uniaxial and
biaxial cases. The uniaxial specimens show slight hardening from 5-10% strain followed
by softening at further strains, whereas the biaxial specimens show softening in the 5-
10% strain range. Although the slopes in the 10-15% and 15-20% ranges are negative
for all temperatures for the uniaxial specimens, there is less softening in the 200 ◦C and
380 ◦C specimens than at room temperature. Above Tg the softening increases for all test
temperatures, as expected, with the most softening seen at 450 ◦C when the glass is in its
"rubbery" phase.
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Figure 4.21: Temperature dependence of elastic modulus showing an overall decrease
in E with increasing temperature. A plateau was observed from ∼200-450◦, so the glass
transition temperature was exceeded without any apparent effect on E. However, a dras-
tic decrease in elastic modulus was observed above the crystallization temperature of the
BMG.
was observed. The elastic modulus at room temperature was 220 GPa, and at 200 ◦C
it dropped to ∼190 GPa, where it plateaued, with no obvious decrease above the glass
transition temperature. However, a drastic decrease in elastic modulus was observed above
the crystallization temperature of the BMG.
Figure 4.22 shows (a) the calculated temperature rise in each uniaxial specimen during
testing and (b) the specimen temperature as a function of strain, taking ∆T into account.
These values were calculated according to ∆T = 0.9
ρcp
∫
σdε. Accordingly, the specimen
tested at 380 ◦C should have reached Tg with ∼4-5% strain, and thus would have been
expected to show marked changes in its behavior as it transitions from heterogeneous to
homogeneous deformation in the glass phase, as was observed in the 450 ◦C specimens.
However, the anomalous behavior was not observed, possibly due to the rapid rate of heat




Investigation of the compressive behavior of LM106-70W over a range of strain rates (10−3
to 103 s−1) showed an increase in yield strength and a decrease in failure strength, plasticity,
and hardening with increasing strain rate. Comparison of uniaxial and biaxial loading gave
evidence of a strong susceptibility of this material to shear failure since the additional 10%
shear stress inherent with biaxial loading caused failure at much lower strains in all cases.
Investigation of the compressive response of LM106-70W over a range of temperatures
(up to 600 ◦C) showed a decrease in flow stress and plasticity with increased temperature.
Also notable was the anomalous behavior at 450 ◦C, which lies between the Tg and Tx
and is in a temperature regime where homogeneous flow, as opposed to heterogeneous
shear banding, is the dominant deformation mechanism in the BMG. Overall, it can be
generalized that the tungsten dominates the deformation behavior of the composite given
the hardening and large degree of plasticity, which are characteristic of the BCC metal and
not the BMG. This is not surprising given that the tungsten is 70 vol% of the composite.
However, the additional shear stress during biaxial loading causes the BMG to play a strong
role. Additionally, at temperatures between Tg and Tx, the BMG deforms homogeneously
and this mechanistic change is so significant that the deformation of the BMG plays a
significant role in the overall deformation of the composite in spite of its minor volume
content (∼30%).
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Figure 4.22: (a) ∆T calculated for uniaxial specimens in each type of experiment per-
formed using ∆T = 0.9
ρcp
∫
σdε. (b) Specimen temperature (incorporating ∆T) as a function
of strain. Accordingly, the specimen tested at 380 ◦C should have reached Tg with ∼4-
5% strain, and thus would have been expected to show marked changes in its behavior as
it transitions from heterogeneous to homogeneous deformation in the glass phase, as was
observed in the 450 ◦C specimens. However, the anomalous behavior was not observed,
possibly due to the rapid rate of heat buildup, which may not provide enough time for the
specimen to transform to the "rubbery" phase.
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CHAPTER V
DYNAMIC COMPRESSIVE RESPONSE OF
LM106-70W
5.1 Overview
The mechanical properties, deformation mechanisms, and fracture characteristics of LM106-
70W composite were investigated at strain rates of 103 to 105 s−1 using gas gun anvil-on-rod
impact experiments instrumented with velocity interferometry (VISAR) and high-speed
digital photography [141]. The time-resolved elastic-plastic wave propagation response
obtained through VISAR and the transient deformation states captured with the camera
provided information about dynamic strength and deformation response of the compos-
ite. Comparison of experimental measurements with AUTODYN-simulated transient de-
formation profiles and free surface velocity traces allowed for validation of the pressure-
hardening Drucker-Prager model, which was used to describe the deformation response of
the composite and elucidate which phase dominates the deformation response- the glass
matrix, tungsten reinforcement, or a combination of properties of the two phases. The
microstructures of the recovered impacted specimens were analyzed to learn about the
mechanisms of dynamic deformation and their fracture characteristics. The overall results
from experiments and modeling revealed a strain to failure of ∼45% along the length and
∼7% in area, and the fracture initiation stress was found to decrease with increasing impact
velocity due to the negative strain-rate sensitivity of the BMG in this regime.
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5.2 Introduction and Motivation
The mechanical properties of BMGs and their composites have been studied in some detail
at low and intermediate strain rates, including tests performed under uniaxial and biaxial
loading as described in the previous section. Constitutive models have also been applied to
describe their behavior at low strain rates, however the high-strain-rate dynamic mechanical
behavior and fracture criterion are yet to be established. In addition, a constitutive model
(that relates stress as a function of strain, strain rate and temperature over a wide range of
parameters) is needed for design BMG-matrix composite materials with customized and
application-specific properties.
5.3 Approach
5.3.1 Dynamic Compression Experiments
The high-strain-rate mechanical properties and deformation mechanisms of a BMG-matrix
composite were investigated using reverse Taylor [57] anvil-on-rod impact experiments
performed on the Georgia Tech 80 mm single-stage gas gun. The impact experiments were
instrumented with high-speed digital imaging and VISAR [127] (velocity interferometry
system for any reflector) to provide information about the dynamic yield strength and allow
for validation of constitutive equations via correlation of numerically-simulated transient
deformation profiles and free surface velocity traces with those captured in real time during
the experiment.
Reverse Taylor [57] anvil-on-rod impact tests were performed on rod-shaped specimens
of the composite using a gas gun at impact velocities of Reverse Taylor (anvil-on-rod) im-
pact tests were performed on the composite material at 124, 130, 134, 146, 155, 186, and
244 m/s. These impact velocities correspond to maximum strain rates (at the impact face
during the initial stage of impact and deformation) of ∼3000 s−1 for the 130-155 m/s experi-
ments, ∼4000 s−1 for the 186 m/s experiment, and ∼10,000 s−1 for the 244 m/s experiment.
The range of velocities was chosen to examine processes involved in the early stages of
139
deformation and failure during impact.
5.3.2 Constitutive Modeling
In addition to studying the dynamic compressive and fracture behavior of this W-BMG
composite, constitutive modeling utilizing existing constitutive relationships was performed
to assess model validity for describing the deformation of this material at a range of im-
pact velocities, and to extract more information from the experimental data by coupling
simulations with experiments.
Numerical simulations using AUTODYN-2D (axisymmetric problem setup shown in
Figure 2(b)) were first performed and correlated with the sample back (free) surface ve-
locity trace and the final, recovered deformed state of the impacted sample at 134 m/s, to
determine if the deformation response of the composite is dominated either by the matrix
or the reinforcement phase, or a rule of mixtures combination of properties. The Steinberg-
Guinan [142] strength model or von Mises yield criterion were used for tungsten and the
Drucker-Prager [79] (Mohr-Coulomb) or von Mises yield criterion were used for the BMG.
Model parameters for tungsten were obtained from the AUTODYN library and those for
the BMG were obtained from the literature [4, 92]. The von Mises and Drucker-Prager
yield criteria were also used to model the composite based on properties obtained from the
rule of mixtures. The properties used for the composite are shown in Table 5.2. The von
Mises yield criterion and Steinberg-Guinian strength model were utilized in their standard
forms with a perfectly plastic flow rule. In the Steinberg-Guinan model, shear modulus and
yield strength are represented as functions of equivalent plastic strain, pressure and internal


















1 + β (ε + εi)













s.t.Y0 [1 + b (ε + εi)]n ≤ Ymax (20)
where η is the compression ratio (ν0/ν), β is the work hardening parameter, εi is the initial
equivalent plastic strain,Gp’ and Yp’ are dG/dP and dY/dP, respectively, at the reference
state and GT ’ and YT ’ are dG/dT and dY/dT, respectively, at the reference state. The sub-
script, 0, corresponds to the reference state where T=300 K, P=0 and ε=0. The Drucker-





[kY0 + 3(k − 1)p] (21)
where J2Y is the second invariant of the deviatoric stress at yield, Y0 is the strength in
simple tension, k is the ratio between the yield strengths in compression and tension, and p
is the pressure. The Drucker-Prager yield criterion was used with a non-associated, volume
independent flow rule. It should be noted that none of the models considers strain rate
effects, and while the Steinberg-Guinan does not incorporate strain hardening of BCC-W,
the strain-softening effect observed in the BMG [8,53] is not included in the models for the
glass.
5.4 Results and Discussion
5.4.1 Dynamic Compression Experiments
All specimens used in impact experiments were taken from Lot 114, except those tested
at impact velocities of 124 and 146 m/s, which were taken from Lot 092905. All of the
141
Figure 5.1: Free surface velocity traces captured using the VISAR velocity interferometry
system. Specimens from two different processing lots were tested. Impact velocities ranged
from 124-244 m/s and showed a trend of decreasing free surface velocity with increasing
impact velocity due to fracture. This trend held true within each lot, with Lot 092905
showing lower overall free surface velocities than those observed in Lot 114.
free surface velocity traces captured using VISAR velocity interferometry are shown in
Figure 5.1. It can be seen that free surface velocity decreased as impact velocity increased
due to energy loss because of fracture, and resulting changes in wave propagation due to
creation of new surfaces. This trend held true within each lot, with Lot 092905 showing
lower overall free surface velocities than those observed in Lot 114. The overall lower free
surface velocities for the specimens in Lot 092905 suggest some subtle differences between
the two processing batches of specimens.
Because of the observed differences in mechanical responses of the two specimen lots,
analysis and comparison was done within one processing lot (Lot 114). The 130 and 134
m/s impacts resulted in nearly identical transient deformation and recovered specimens
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Figure 5.2: Four of 16 high-speed images captured during impact at 134, 155, 186, and
244 m/s. Impact at 134 m/s showed deformation with no failure whereas higher impact
velocities showed increasing degrees of deformation and fracture with increasing impact
velocity. Impact at 244 m/s led to immediate, catastrophic failure with the front half of the
specimen rod disintegrating nearly to powder form.
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with very similar features, so results from only one of these two experiments will be pre-
sented for each type of analysis. The 244 m/s specimen fractured nearly immediately,
making analysis from camera images difficult, thus excluding it from much of the anal-
ysis. Examples of four of 16 high speed images captured during experiments performed
at impact velocities of 134, 155, 186, and 244 m/s are shown in Figure 5.2. Comparison
of these images shows differences in the material behavior caused by increases in impact
velocity over the range investigated. It can be seen that when impacted at 134 m/s, the
sample underwent deformation at the impact face, but remained intact with no catastrophic
failure, which was true upon recovery of the sample. On the other hand, samples impacted
at 155 and 186 m/s showed deformation followed by fracture to increasing degrees as im-
pact velocity was increased. Impact at 244 m/s led to immediate, catastrophic failure with
the front half of the specimen rod disintegrating nearly to powder form.
5.4.1.1 Analysis of Recovered Specimens
Photographs of specimens recovered post-impact are shown in Figure 5.3(a-c). The sam-
ples impacted at 155, 186, and 244 m/s resulted in fracture (Figure 5.3(b-d)), whereas the
lower velocity impact experiments (130 & 134 m/s) showed mushrooming typical of dy-
namic impact of ductile metals (Figure 5.3(a)). The specimens recovered after impact at
130 and 134 m/s also showed radial cracking on the impact face due to the tension caused
by the radial expansion, and shear cracks oriented at ∼45◦ to the loading axis on the outer
surface away from the impact face, as can be seen in Figure 5.3(a).
Microstructural analysis of the recovered specimens performed using scanning electron
microscopy yielded several interesting characteristics, which are shown in Figure 5.4(a-f).
Extensive deformation of the W particles was observed in regions along the crack tips on
the impact face (Figure 5.4(a & b)) of the 130 m/s specimen. The cracks were observed
to travel primarily through the glass matrix and around the W particles, which acted as
obstacles to crack propagation. Fracture surfaces of the 155 and 186 m/s impacted samples
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Figure 5.3: Specimens recovered from reverse Taylor impact tests at 130/134, 155, 186
and 244 m/s. (a) The specimens impacted at 130 and 134 m/s showed mushrooming at the
impact face and did not result in fracture. This specimen also showed radial tensile cracks
on the impact face and shear cracks on its outer surface. (b), (c), and (d) The specimens
impacted at 155, 186, and 244 m/s, respectively, fractured as a result of the impact. All
specimens have an initial diameter of 8.9 mm.
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were very similar to one another and revealed extensive flow in the glass. Cracking was
observed to occur primarily through the BMG matrix and at BMG-tungsten boundaries,
although a few fractured tungsten particles can be seen; an example is indicated by the
black arrow in Figure 5.4(c). Figure 5.4(d) reveals heavily deformed and sheared regions
with elongated and deformed W particles and flow of the BMG over the W particles. The
veinal pattern typical of BMG fracture surfaces is evident in some areas, as seen in Figure
5.4(d). Figure 5.4(e & f) show images of cracks propagating through the BMG matrix,
traveling primarily around the W particles, but occasionally fracturing the W, as indicated
by the white arrows.
Vicker’s Hardness indentation tests were performed across the impact face and along
the axial length of the specimen recovered after impact at 130 m/s to investigate the effects
of strain and strain-rate hardening as a function of location in the specimen. The results of
the indentation tests are shown in Figure 5.5. The hardness of the starting as-cast compos-
ite was 4.32±0.10 GPa. Strain hardening was evident in the recovered sample, as can be
seen from the increase in hardness along the impact face and length of the recovered spec-
imen, which is shown in the plot in Figure 5.5(a). The center of the impact face exhibited
a hardness value of ∼4.8 GPa and the impact end of the longitudinal section exhibited a
hardness of ∼4.9 GPa. An SEM micrograph showing a typical indentation is shown in Fig-
ure 5.5(b). The indentation encompasses several particles/regions of each phase and thus is
representative of the composite, although the strain hardening behavior is attributed to the
W phase alone. Hardness contour plots shown in Figure 5.5(c & d) were constructed using
the MATLAB script given in Appendix C.1 to better characterize the hardening behavior
in this impacted specimen. The contour plots of the axial length and impact face show the
same trends as seen in the plots in Figure 5.5(a). Figure 5.5(e) shows the impact face of
the recovered specimen, which shows several cracks. This image reveals that the hardness
values may be correlated with the position of the radial cracks. Since extreme deformation
was observed at the crack tips on the impact face, it is believed that the W particles became
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Figure 5.4: SEM micrographs of recovered specimens. (a & b) Crack on impact face of
specimen impacted at 130 m/s. (c-f) Fracture surface of specimen impacted at 155 m/s,
which exhibits similar features to the fracture surface from the 186 m/s impact experiment.
(c) Flow in the glass and evidence that the fracture typically occurs in the matrix around the
W boundaries, but occasionally through a W particle (indicated by the black arrow). (d) A
region where the W particles have become extremely deformed and elongated and there is
extensive flow of the BMG over the W particles. (e & f) Cracks propagating through the
glass matrix, showing that the W particles act as obstacles to the crack propagation. In a
few cases, however, the cracks propagate through the W particles, splitting them into two,
as indicated by the white arrows.
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extremely strained in this region and thus experience the most strain hardening, which may
explain the regions of high hardness that protrude out from the center of the impact face.
5.4.1.2 Free Surface Velocity and Yield Stress
Analysis of the free surface velocity data obtained by the VISAR system gave valuable
information about the dynamic mechanical behavior of these composites. VISAR traces
from experiments at impact velocities of 134, 155, 186 and 244 m/s are plotted together
in Figure 5.6. Comparison of these four traces shows that they all have the same initial
slope, as expected since this region represents elastic wave reflections. It is also notable
that the peak free surface velocity decreases with increasing impact velocity as a result
of fracture, which results in an energy loss. Dynamic material data can be determined
from these free surface velocity traces based on wave theory, as described in more detail
by Rohr et al. [124]. For each experiment, the dynamic yield stress can be calculated as
σy =
1




is the longitudinal wave speed, ρ is density, and ∆u f s is
the rise in free surface velocity during the first linear portion of the free surface velocity
trace before the slope changes (indicated in the inset schematic Figure 5.6). The strain at




, and the strain rate at yield can be calculated
as: dεdt =
∆ε
∆t . The values σy, ε, and
dε
dt for each experiment are reported in Table 5.1.
These results show an increase in yield stress with increasing impact velocity (strain rate),
which was expected due to the large fraction of BCC tungsten, which is highly strain-rate
sensitive. The experiment at 186 m/s deviates slightly from the trend, which is possibly due
to a material heterogeneity. It should be noted that the strain rates reported in Table 5.1 are
lower than those reported earlier in the description of the experiments. The aforementioned
values correspond to maximum strain rates, which are experienced during the initial stages
of impact. The strain rate at yield is expected to be lower than that during initial impact,
the significance of which will be discussed in more detail later.
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Figure 5.5: Vicker’s hardness data from the composite specimen recovered from impact
at 130 m/s. (a) Plot of hardness as a function of position along the center of the impact
face of the rod and along the center of a longitudinal section. These measurements showed
increased hardness values near the center of the impact face and at the impact end of the
longitudinal section. (b) SEM micrograph of an indent showing the relative size of the
indentation. (c) Hardness contour plot of a longitudinal section of the recovered specimen
made from indents in a 0.5 mm grid on half of the longitudinal section (the other half is a
mirror). (d) Hardness contour plot of the impact face of the recovered specimen made from
indents in a 0.5 mm grid on one quarter of the impact face (the remaining 34 of the impact
face is mirrored). (e) The impact face of the specimen in the same orientation as was used
for the hardness measurements. This image shows that the regions of higher hardness may
correlate with the extremely strained regions at the crack tips.
149
Figure 5.6: Free surface velocity traces (obtained using the VISAR system) from all exper-
iments used for yield strength analysis. Notable features include the decreasing final free
surface velocity with increasing impact velocity due to fracture. The values of free surface
velocity and time that were taken from the first linear portion in each trace and used in
calculations are indicated on the inset schematic.
Table 5.1: Dynamic material data including stress, strain, and strain rate at yield, deter-
mined from free surface velocity traces. Values were calculated using the analysis given by
Rohr et al. [124].
Impact Velocity (m/s) σy (GPa) ε at yield (103) dεdt at yield (s
−1)
134 1.47 ± 0.13 5.4 1114
155 1.61 ± 0.03 5.9 1282
186 1.33 ± 0.03 4.9 968
244 1.67 ± 0.03 6.1 1397
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5.4.1.3 Incremental Strain and Fracture Initiation
Incremental areal and axial strains in the impacted samples were measured from each of
the digital images captured and were plotted as a function of time after impact. These plots
are shown in Figure 5.7(a, b, c) for the 134, 155, and 186 m/s impacts, respectively. During
the 134 m/s impact experiment (Figure 5.7(a)), the areal strain steadily increased until a
constant maximum strain of ∼30% maximum areal strain was maintained, and fracture did
not occur. A similar trend is seen when examining the axial strain, although some elastic
recovery of the specimen length is observed, as will be seen more clearly in a later figure.
The incremental areal and axial strain plots for the 155 and 186 m/s impact experiments
(Figure 5.7(b & c)) show the effect of fracture, with the strains more abruptly reaching a
threshold of ∼4 to 5% areal strain and ∼7% axial strain, following which fracture occurred.
The final strain measurement in both of these plots is marked by an asterisk, indicating that
fracture was evident in the corresponding high-speed image at those times. The specimen
impacted at 244 m/s showed fracture even in the earliest image captured, so the incremental
strain to fracture initiation could not be measured. Figure 5.7(a, b, c) also shows the sample
back (free) surface velocities obtained for each experiment. The free surface velocity trace
recorded during impact at 134 m/s (Figure 5.7(a)) shows a clean, stepped profile up to
a constant free surface velocity. In the cases when fracture occurred (155 and 186 m/s
impact experiments shown in Figure 5.7(b & c)) this stepped profile was disrupted due
to creation of new surfaces and propagation of the failure front, resulting in a lower free
surface velocity. In fact, the free surface velocity decreased with increasing impact velocity
due to the increasing amount of energy/velocity lost as a result of fracture. Correlation of
the incremental strains and free surface velocity provided information about the time of
fracture initiation as well as the fracture initiation stress, which will be discussed later.
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Figure 5.7: Incremental areal (ε = 1-A0/A) and axial (ε = -ln(L/L0)) strains as a function
of time after impact for impacts velocities of (a) 134, (b) 155 and (c) 186 m/s. The strain
was measured from the high-speed images captured during the experiment. Also shown are
the free surface velocity traces recorded using VISAR during the experiment. The asterisk





Figure 5.8 shows a comparison of the free surface velocity traces generated using vari-
ous constitutive models (Stassi Drucker-Prager, von Mises, Steinberg-Guinan) and mate-
rial properties, and their correlation with the experimentally measured free surface velocity
trace from the 134 m/s impact experiment (black trace). It can be seen that the simulated
traces based on Stassi Drucker-Prager and von Mises models for single-phase BMG (traces
(b) &(c)) are quite different from the measured VISAR trace. The simulated traces based on
Steinberg-Guinan and von Mises models for single-phase tungsten (traces (d) and (e)) show
a better match, although with an earlier arrival of the wave at the back (free) surface and
a four-step rise to peak velocity. Simulated traces based on von Mises and Drucker-Prager
models with a rule of mixtures combination of properties of both constituents (traces (f)
and (g)) predict the best correlation with the measured free surface velocity trace in terms
of the arrival time and the stepped rise to peak velocity.
Figure 5.9 compares the simulated final shapes with those of the samples recovered after
impact at 134 m/s. Again it can be seen that the simulated final profiles based on models
using rule of mixtures combination of properties of both constituents (profiles (e) and (f))
provide the best correlation with imaged shape, in contrast to the models for single-phase
monolithic glass (profiles (a) and (b)) or tungsten (profiles (c) and (d)).
The final dimensions (impact face radius and rod length) of the recovered impacted
(mushroomed) rod and simulated sample profiles (based on rule of mixtures combination of
properties) along with the percent differences in the corresponding dimensions are listed in
Table 5.2. Values of the properties (experimentally determined or obtained from literature)
are also listed in Table 5.2. The von Mises model yields a difference of 3.9% in final
impact-face radius and 1.1% in final length and the Stassi Drucker-Prager model yields a
slightly better match with a difference of 3.3% in final impact-face radius and 0.9% in final
length.
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Figure 5.8: Comparison of experimental and simulated free surface velocity traces gen-
erated using different constitutive models and properties corresponding to the BMG, the
W, or a rule-of-mixtures combination. The von Mises (f) and Stassi Drucker-Prager (g)
models using the rule of mixtures properties of the composite provided the best fit to the
free surface velocity data.
Figure 5.9: Comparisons of simulated final shapes (top) with the final shape of the speci-
men (bottom) recovered after impact at 134 m/s. Contours correspond to effective plastic
strain: (a) von Mises model using properties of monolithic BMG; (b) Stassi Drucker-Prager
model using properties of monolithic BMG; (c) von Mises model using properties of tung-
sten; (d) Steinberg-Guinan model using properties of tungsten; (e) von Mises model using
properties of the composite obtained from rule-of mixtures and (f) Stassi Drucker-Prager
model using properties of the composite obtained from rule-of mixtures. Qualitatively, the












































































































































































































































































































































































































































Although the correlations reported in Table 5.2 reveal a good fit to the final (recovered)
deformed state of the impacted sample, the applicability of the constitutive models was
further validated by considering the transient deformation states in order to verify if the
effects of the path-dependent deformation history were captured by the models. Plots of
radial strain as a function of distance from the impact face at three different time intervals
following impact - 12.99, 32.99, and 52.99 µs, are presented in Figure 5.10. Also shown
are the simulated and experimental profiles at those same times. The plots and images show
the match of the simulated transient shapes to those captured during the experiment. The
simulations show the correct overall trend in deformation, although not a perfect match, as
revealed by the profiles shown in Figure 5.9 and the comparison of dimensions reported in
Table 5.2. Furthermore, no distinct differences between the von Mises and Drucker-Prager






















































































































































































































The results reveal that while the von Mises and Stassi Drucker-Prager constitutive mod-
els with a rule of mixtures combination of properties of the constituents can more accu-
rately predict the final deformation states of the impacted composite sample, prediction
of the transient states is less than perfect, illustrating the inability of the models to fully
capture the path dependence. Likewise, the simulations do not completely describe the
wave interactions, as evidenced from the correlations of the free surface velocity trace. The
differences are not unexpected since the models considered in this work do not incorpo-
rate dependence of strain rate or any description of inhomogeneous flow. Nevertheless, the
Drucker-Prager description of the deformation of the composite was considered to be the
most reasonable (of existing models) based on the aforementioned results and the funda-
mental physical reasons that a Mohr-Coulomb-type model is applicable to metallic glasses
(Section 2.4). Regardless of outcome, the results described illustrate the applicability of the
instrumented anvil-on-rod impact experiments for validating constitutive models that can
be used to predict the high strain-rate deformation response of metallic glasses and their
composites.
5.4.3 Drucker-Prager Model
After initial numerical simulations [126] were concentrated on the 134 m/s impacted sam-
ple which did not undergo fracture, and the Drucker-Prager strength model was determined
to provide the best description of the overall deformation history, the same simulation pa-
rameters were applied to the impact velocities of 155, 186, and 244 m/s until the point
where fracture initiated in these specimens. The goal of this exercise was to deduce infor-
mation about the fracture initiation process by comparison of experimental data to simu-
lated results up to the point of fracture.
5.4.4 Model Validation at Transient Times
The applicability of the Drucker-Prager model at each impact velocity was further vali-
dated by considering the transient deformation states in order to verify if the effects of the
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path-dependent (transient) deformation history were captured by the models. Composite
images, consisting of a lower half from the experimental image and upper half from the
simulated profile, of the deformed rod-shaped sample prior to fracture are presented in
Figure 5.11(a-c). These images comparing experiments with simulations gave evidence of
good agreement between the simulations and experiments. It can also be seen that once
fracture was evident in the experimental image (35.21 µs in the 155 m/s impact and 20.56
µs in the 186 m/s impact), the simulations began to deviate from the experiments, which is
expected since a failure model was not incorporated in the simulations. This comparison
was not made for the 244 m/s experiment because even the earliest images captured dur-
ing the experiment showed extensive fracture. Comparison between the simulations and



































































































































































































Simulated and experimental incremental areal and axial strains were also compared for
each impact velocity to better analyze the correlation and assess the validity of the model
for each impact velocity. These comparisons are shown as plots of incremental strain as a
function of time in Figure 5.12. It can be seen that the Drucker-Prager simulations exhibit
good agreement (within the pixel resolution of the camera) in length change and impact
face area change for each of the impact velocities. For the plots of the 134 m/s impact, it
can be seen that the amount of areal strain reaches a steady state around 32 µs after impact,
which is below the threshold value of strain that leads to failure for this composite. The
axial strain measurements and simulations of the specimen impacted at 134 m/s both show
elastic recovery. The specimen decreases in length and then subsequently increases, recov-
ering a small amount of strain. The strain data at 72 µs after impact at 134 m/s (Figure
5.12(a)) was measured at a point when the specimen had already separated from the flyer,
so deformation was complete. Both the 155 m/s and 186 m/s impacts resulted in fracture.
Because the simulations did not allow for fracture, the incremental strains from these ex-
periments (Figure 5.12(b & c)) could only be compared during deformation until the point
where fracture began and could be observed macroscopically. The last strain measurement
for each of these two experiments was taken at a time when the sample had clearly begun
to fracture, which is indicated by the asterisks in Figure 5.12(b & c). Comparisons of the
measured strain values with the simulations provided another means of determining when
fracture began. It can be seen from the measures of areal strain (Figure 5.12(b & c)) that
after fracture the measured strain value suddenly deviates from the simulated strain value.
From these graphs we can deduce that the threshold strain to failure values of areal and




































































































































































































































































































5.4.4.1 Comparison of Experimental and Simulated Free Surface Velocities
Comparison of experimentally-obtained and numerically-simulated free surface velocity
traces allowed for determination of fracture initiation stress based on quantification of the
loss of velocity due to fracture. Figure 5.13 shows the free surface velocity traces obtained
from the experiments (using VISAR) correlated with traces obtained from the Drucker-
Prager simulations. The simulation of the 134 m/s impact experiment generated a free
surface velocity trace that matched reasonably well [126] to the experimental trace (Fig-
ure 5.13(a)). Using this experiment as validation of the model describing the deforamtion
response, simulations at other velocities were then compared to the corresponding exper-
imental data. For the 155, 186, and 244 m/s impact experiments, significantly large dis-
crepancies were observed after fracture initiated in the experiment (since a failure model
was not incorporated in the simulations), but the simulated free surface velocities showed
a reasonable fit until fracture initiation. Further work is needed to develop constitutive
equations that include a failure model for validation at high velocities and strain rates.
The deviation between the experimental and simulated free surface velocity traces in
these cases when fracture occurred can be used to obtain information about fracture ini-
tiation. The difference in free surface velocity between the simulations and experiments
provides an indication of the velocity, and correspondingly the stress level, that would have
been reached in the absence of fracture. This loss in free surface velocity (and stress) is
indicated by the double-headed gray arrows in Figure 5.13. The magnitude of this stress,
based on the velocity loss, can be quantified by σ = 12ρ0cLu f s [144], where ρ0 and cL are
the density and sound speed of the material, respectively. The free surface velocity losses,
∆u f s, as a result of fracture were 51, 110, and 118 m/s in the 155, 186, and 244 m/s impact
experiments, respectively. These ∆u f s values correspond to stresses of 1.66, 3.56, and 3.85
GPa. These values indicate the additional stress that the composites would have to endure
in the absence of fracture, and these are clearly above the dynamic strength of this material.
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If the time when the simulated free surface velocity trace deviates from the experimen-
tal free surface velocity trace is taken to be the approximate time of fracture initiation, then
the fracture initiation stress can be calculated from the corresponding free surface veloc-
ity. The point on the free surface velocity trace at which this calculation was performed is
indicated by the single-headed gray arrows in Figure 5.13. This calculation yields fracture
initiation stresses of 4.50, 3.02, and 2.12 GPa for the impacts at 155, 186, and 244 m/s,
respectively, which indicates that fracture initiation stress decreases with increasing impact
velocity, which was also observed in the quasi-static to intermediate strain rate regimes
(Section 4.4.1). The decrease in fracture stress with increase in impact velocity is consis-
tent with the negative strain-rate sensitivity in the BMG [2, 8, 9], but is contrary to the data
reported by Li et al. [9] who found positive strain-rate sensitivity for similar composite, al-
beit at a somewhat lower strain rate. It appears that since the failure primarily occurs in the
BMG phase, as observed in the micrographs of recovered impacted samples (shown earlier
in Figure 5.4), the negative strain-rate sensitivity of the glass matrix has a more dominant
effect on the fracture response than the positive strain-rate sensitivity of the tungsten. While
the strength of tungsten may be increasing at higher rates, that of the BMG is decreasing,
which becomes the increasingly weaker phase permitting fracture at lower stresses. The
mechanism for this negative strain-rate sensitivity in BMGs, as explained by Li et al. [8], is
due to the tendency for the growth of shear bands to be increasingly more inhibited at high
loading rates, which promotes micro-cracking. Whereas shear band growth and propaga-
tion can accommodate strain and allow the material to endure higher stresses, micro-cracks
lead to immediate failure at lower stresses since there is no growth phase of the crack, just
immediate failure, which explains the decrease in fracture initiation stress as impact veloc-
ity is increased. Additionally, as impact velocity increases, the degree of adiabatic heating
increases, causing more softening of the W particles, which lessens their effectiveness as
obstacles to crack propagation through the BMG, as explained by Jiao et al. [2].
This trend of decreasing fracture stresses with increasing impact velocities is presented
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Figure 5.13: Experimental and Stassi Drucker-Prager simulated free surface velocity traces
for impact at 134, 155, 186 and 244 m/s. The models show good agreement with the exper-
iments until the occurrence of fracture. The single-headed arrows indicate the time/velocity
at which fracture initiated and the double-headed arrows indicate the loss in free surface
velocity due to fracture.
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graphically in Figure 5.14. This figure shows a vertical dotted line at 134 m/s indicating
an infinite fracture initiation stress since this specimen did not fail. It appears that the
data points from the higher velocity impacts may asymptotically approach this line. The
plot in Figure 5.14 also shows the yield stresses calculated from wave theory and VISAR
data in Section 5.4.1.3. Yield stress increases with increasing impact velocity, as shown
by the linear fit of the data. The linear fit to the yield stress data and the curve through
the fracture stress data appear to be approaching one another, indicating that at even higher
impact velocities, yield and fracture will happen simultaneously. Li et al. [8] suggested that
shear bands initiate below the yield stress, and as strain rate increases, these shear bands
immediately turn into micro-cracks due to the excess energy available, leading to failure
below the yield stress.
5.5 Summary
Dynamic impact experiments performed on LM106 BMG and its composite with 70 vol%
W particles have revealed microstructural deformation characteristics typical of BMGs,
such as shear bands leading to cracking and evidence of localized melting caused by adi-
abatic heating and creation of free volume in the shear regions. The shear behavior which
leads to catastrophic failure is restricted by the W particles, as evidenced by the deflection
or termination of the shear bands and cracks. The W particles remained undeformed in
some areas, and elongated in others, but generally did not fracture. It was observed that the
W dominated the deformation response, however once the threshold of the failure regime
of the BMG was reached, the fracture behavior of the composite was influenced by the
BMG.
Simulations of the dynamic deformation of a W-LM106 metallic glass composite were
performed using AUTODYN-2D with the Stassi Drucker-Prager model and validated by
comparing simulated transient deformation profiles and sample back-surface velocity traces
with those obtained from experiments. Comparison of the areal and axial strains measured
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Figure 5.14: Yield stress and fracture initiation stress as a function of impact velocity.
Yield stresses were obtained from wave theory and VISAR data (reported in Table 5.1).
Fracture initiation stresses were measured from the point at which the simulated free sur-
face velocity traces (no fracture) deviated from those which were experimentally measured
(fracture). The value plotted for the 134 m/s experiment was the maximum stress experi-
enced during that experiment, but fracture did not occur, so this is represented by an open
symbol and dotted line, which the other data points would possibly approach asymptoti-
cally, as suggested by the dashed line (guide to the eye). It appears that as impact velocity
increases, the yield stress and fracture stress approach one another.
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from the experiments and the simulations showed good agreement up to the initiation of
fracture, and revealed axial and areal strains to failure of ∼45% and ∼7%, respectively.
Yield stress was found to increase with increasing impact velocity, with the deformation
response being dominated by the positive strain-rate sensitivity of tungsten. However, the
fracture initiation stresses were found to decrease with increasing impact velocity as a
result of the fracture response being dominated by the negative rate sensitivity of the BMG
matrix. Further increase in impact velocity causes fracture to occur at stresses below the
yield point due to initiation of shear bands which propagate into cracks due to the large
amount of available energy.
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CHAPTER VI
DYNAMIC COMPRESSION OF LM106
6.1 Overview
Dynamic compression impact experiments were performed on zirconium-based bulk metal-
lic glass (LM106) rods with a stainless steel confinement sleeve (described in Section
3.2.2). The experiments were conducted using reverse Taylor anvil-on-rod impact tests
to generate strain rates on the order of 103 s−1. High-speed digital photography was used
to obtain transient images of the deformation history. VISAR velocity interferometry was
used to determine the free surface velocity of the specimen’s back surface during the im-
pact event. These diagnostics provided quantitative and qualitative information about the
transient deformation and failure response of the impacted specimens and allowed for cor-
relation of the deformation path with the final, recovered geometry. The recovered, im-
pacted specimens were analyzed using scanning electron microscopy. Numerical simula-
tions using AUTODYN-2D finite element wave propagation code were used to elucidate
the deformation and failure response of the bulk metallic glass and to better understand
the effects of the altered stress states caused by the confinement sleeve. Experimental and
simulated results showed a difference in deformation and failure behavior when comparing
the sleeved and unsleeved specimens, with the unsleeved specimen showing catastrophic
failure along many shear planes and the sleeved specimens showing failure along primarily
a single shear plane.
6.2 Introduction and Motivation
The compressive behavior of BMGs has been investigated in a number of studies [19, 21,
22, 28, 31, 38, 42, 43, 72] that have shown that BMGs fail at ∼43◦ from the loading axis,
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which deviates from the maximum shear stress plane of 45◦. This deviation has been the
basis of the premises that BMGs exhibit a normal stress dependence [25, 31, 42–44] and
that their failure does not follow the von Mises criterion [21, 28, 31, 38, 72–74], but instead
a Mohr-Coulomb-type criterion [22, 31, 38, 72, 74, 75].
Because of the interest in understanding the failure criterion of metallic glasses, a few
studies have investigated the effects of pressure or normal stress on yield in the quasi-
static regime. Lu et al. [78] conducted experiments on Zr41.2Ti13.8Cu12.5Ni10Be22.5 BMG
and reported that critical shear stress is not necessarily a function of normal stress, but
hydrostatic pressure (see Figure 2.27). In contrast, Lewandowski et al. [42, 72] reported
evidence of a normal stress dependence, with no significant dependence on hydrostatic
pressure, for the same BMG (see Figure 2.28). Further investigation of these effects is
undoubtedly necessary; additionally, these effects have not yet been investigated in the
high strain-rate regime.
The dynamic compressive behavior of BMGs has previously been explored using the
Split Hopkinson Bar technique [2, 3, 8, 9, 45, 47, 49–54, 62] at strain rates up to 103 s−1.
The Taylor [57] rod-on-anvil and reverse Taylor [121, 122, 124, 126, 145, 146] anvil-on-rod
impact experiments are other useful techniques for studying high-strain-rate mechanical
behavior in the strain rate regime of 103-105 s−1. The reverse configuration offers the advan-
tage of simultaneous use of both high-speed photography to monitor transient deformation
states and velocity interferometry to study elastic-plastic wave interactions. This combi-
nation of diagnostics allows for correlation between experiments and simulations based on
strength and failure models. Additionally, Taylor test specimens are of larger bulk size than
those used for Hopkinson Bar experiments, which allows for easier examination of recov-
ered fragments and fracture surfaces. Taylor test experiments have previously been used
to study the effects of radial confinement on dynamic deformation, utilizing a rod-shaped
material surrounded by a metal sleeve [147, 148].
Taylor impact tests have only been used in a limited number of studies to evaluate the
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dynamic mechanical behavior of bulk metallic glasses [55, 56]. Due to the limited plastic-
ity of BMGs and the tendency for a single shear band to propagate to immediate failure,
these tests did not yield any useful information about the dynamic deformation and failure
mechanisms based on analysis of recovered, impacted samples. In the current work, anvil-
on-rod impact experiments on BMG specimens with stainless steel confinement sleeves
were used to examine the effects of the altered stress state, imposed by the surrounding
sleeve, on deformation and fracture of the BMG. The confinement sleeve, which surrounds
the BMG rod during deformation, provides a means of altering the stress state by imposing
a radial confinement stress on the rod-shaped specimen. The sleeve also serves to "freeze"
the fracture process and preserve failure planes to allow for post-impact observation and
analysis.
6.3 Approach
6.3.1 Anvil-on-rod Impact Tests
Dynamic compression tests were performed using the reverse Taylor [57,121,122,124,145,
146] anvil-on-rod impact configuration instrumented with high-speed digital photography
and velocity interferometry (Section 3.4.1). Sleeved specimens were impacted at 59, 98 and
131 m/s and the unsleeved BMG was impacted at 98 m/s. This choice of test conditions
allowed for evaluation of the effects of impact velocity as well as those of the altered stress
state caused by the confinement sleeve.
The confining stress, σc, imposed by the sleeve on the BMG specimen in the early







where E and Es are the elastic modulus of the specimen (84.7 GPa [3,4]) and sleeve, respec-
tively, ν and νs are the Poisson’s ratio of the specimen (0.38 [3,4]) and sleeve, respectively,
a is the specimen diameter, b is the sleeve outer diameter, and σ is the axial stress in the
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loading direction. The axial stresses calculated using the impedance matching technique
were 0.96, 1.60, and 2.15 GPa for the 59, 98 and 131 m/s experiments, respectively. The
resulting confinement stresses were calculated to be 100, 167, and 224 MPa for the 59, 98
and 131 m/s experiments, respectively. These confinement stresses are on the order of 10%
of the axial stress, which is not insignificant, as will be seen later.
6.3.2 Numerical Simulations
Axisymmetric simulations of the impact experiments were performed using AUTODYN-
2D. The sleeve and specimen were modeled as two separate parts with joined meshes to
emulate the physical bond at the interface. This setup is believed to be representative of the
interface properties. Other interface options, such as friction and creating the specimen and
sleeve as one part containing two materials, were explored, but were found to misrepresent
the interface properties. Use of friction only (no physical joining) between the parts led to
their immediate separation, which was not representative of the events observed during the
experiments, since the steel and BMG traveled at different velocities after impact. Creating
the sleeve and specimen as one part filled with two different materials didn’t allow for
interfacial failure, as was seen in the experiments at some velocities. Thus, these two
methods for describing the sleeve-specimen interface were deemed to be misrepresentative,
and the physical bond at the interface was created by joining the nodes in the meshes of the
sleeve and specimen.
The Al projectile and steel flyer plate were modeled using well-established parameters
for the Johnson-Cook [110] and von Mises strength models, respectively. The stainless
steel sleeve was modeled using the Steinberg-Guinan [142] constitutive model, for which
parameters are also well-established.
The BMG was modeled using a linear equation of state (bulk modulus=118 GPa [3,4])
and the Stassi (pressure hardening) Drucker-Prager [79] strength model, owing to the
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fact that many studies have shown amorphous metals to be better described by a Mohr-
Coulomb-type yield criterion, as opposed to the von Mises yield criterion [21–23, 25, 28,
31, 38, 42, 45, 72–75]. The Stassi Drucker-Prager model, which was described earlier in
more detail, is given as J2Y = Y03 [kY0 + 3(k − 1)p], where J2Y is the second invariant of
the deviatoric stress at yield, Y0 is the strength in simple tension, k is the ratio between the
yield strengths in compression and tension, and p is the pressure. The shear modulus, com-
pressive strength and tensile strength were defined as 30.8 GPa, 1800 MPa, and 1200 MPa,
respectively [3, 4]. The Drucker-Prager yield criterion was used with a non-associated,
volume independent flow rule. Failure of the BMG was modeled using the Cumulative
Damage (CD) failure criterion, in which the plastic strain at zero damage and the plastic
strain at maximum damage (=1) were both defined to be 0.02. The same value of strain was
chosen for both the minimum and maximum damage because it has been shown that this
BMG has an elastic strain limit of 0.02 [3, 4], following which failure occurs immediately,
with no plasticity. Although there is a difference in the type of strain, the 0.02 strain level
was used as a descriptor for the failure threshold and was found to be an appropriate failure
criterion, as will be discussed later. Finally, erosion was set for geometric strain of 1 to
facilitate execution of the simulations without mesh entanglement.
The AUTODYN model setup is shown in Figure 6.1. The model utilizes an axisymmet-
ric configuration; although the recovered specimens did not necessarily undergo symmetric
failure, these simulations were used only as a tool to understand differences in stress and
damage accumulation as a result of the confinement stress provided by the sleeve. A gauge
placed on the back surface of the sample rod was used to monitor the free surface velocity.
The deformed specimen profile generated by the simulations was captured at times corre-
sponding to the images captured during each experiment. The simulated and experimental
transient profiles and sample back (free) surface velocity traces were compared to verify
the applicability of this model at all velocities and the resulting contour plots were used to
better understand wave propagation and accumulation of damage in these materials.
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Figure 6.1: Axisymmetric problem setup and mesh in AUTODYN-2D showing the projec-
tile, flyer, and sleeved sample. The gauge on the back (free) surface of the specimen tracks
the free surface velocity.
6.4 Results and Discussion
6.4.1 Quasi-static Compression
As a baseline for comparison, the monolithic BMG was tested under uniaxial compression
at a loading rate of 0.076 mm/sec, which corresponds to a strain rate of ∼1x10−4 s−1. The
unsleeved material showed a failure stress of 1600 MPa and an elastic limit of 1.7%. These
values are slightly less than those measured by other researchers [3, 4]. The sleeved mate-
rial exhibited a lower failure strength (1241 MPa) and a similar strain to failure. The reason
for the failure of the sleeved material at a lower stress is likely due to defects in the material
from the casting process, or from the instability of the intermetallic layer (see Figure 3.1)
formed at the sleeve-specimen interface. Figure 6.2 shows photographs of LM106 speci-
mens after failure under conditions of uniaxial quasi-static compression. The photograph
on the left shows the shear failure of the unsleeved sample, whereas the photograph on the
right shows failure of specimens that were tested with a steel confinement sleeve (which
was removed after the compression to examine the fracture behavior). All specimens failed
along one primary shear plane oriented at ∼43◦ to the loading axis, which was expected
based on previous results in the literature [19, 21, 22, 28, 31, 38, 42, 43, 45, 72]. The un-
sleeved specimen showed some additional failure near the top of the specimen, whereas
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Figure 6.2: Photographs of unsleeved and sleeved (after sleeve removal) specimens show-
ing failure along one primary shear plane oriented ∼43◦ to the loading axis after quasi-static
compression. The unsleeved specimen shows some additional failure aside from its primary
failure plane, whereas all failure of the sleeved specimens was confined to one plane.
the failure in the sleeved specimens was confined to only the primary shear plane.
6.4.2 Imaging Transient Deformation
An Imacon-200 high-speed camera captured 16 images of transient deformation during
each impact experiment. Examples of some of these images from three different exper-
iments are shown in Figure 6.3, where the projectile and flyer are accelerating from the
left to impact the rod-shaped specimen, which is centered in the image. The figure shows
four of 16 images (at different times) from the sleeved 59 and 98 m/s experiments and the
unsleeved 98 m/s experiment. These images allowed for evaluation of the effect of the con-
finement stress caused by the sleeve as well as the effect of impact velocity on deformation
and failure of the BMG. Figure 6.3(a) shows images captured during 59 m/s impact of a
sleeved specimen. These images show no noticeable deformation in the sleeve. As seen in
Figure 6.3(b), impact of a sleeved BMG at 98 m/s produces a bulge (indication of deforma-
tion in the BMG) in the sleeve as early as 13 µs after impact. The bulge only protrudes on
one side (top side of specimen in images) of the rod, which indicates that the BMG is fail-
ing by shear deformation at ∼45◦ to the loading axis, as has been seen during quasi-static
compression tests of BMGs with imposed pressure [42,72]. Figure 6.3(c) clearly shows the
failure of the unsleeved BMG (also impacted at 98 m/s) since there is no sleeve obstructing
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Figure 6.3: Four of 16 high-speed images captured during reverse Taylor impact experi-
ments. (a) Sleeved specimen impacted at 59 m/s, showing no noticeable deformation in the
sleeve. (b) Impact of a sleeved BMG at 98 m/s produces a bulge (indication of deformation
in the BMG) in the sleeve as early as 13 µs after impact. The bulge only protrudes on one
side (top side of specimen in images) of the rod, which indicates that the BMG is failing
by shear deformation at ∼45◦ to the loading axis, as has been seen during quasi-static com-
pression tests of BMGs with imposed pressure [42, 72]. (c) Impact of unsleeved specimen
at 98 m/s showing failure since there is no sleeve obstructing the view. Fractured fragments
appear to have formed by shear on multiple planes, revealing that without the confinement
of the steel sleeve, impact at 98 m/s results in catastrophic failure.
the view. Fractured fragments appear to have formed by shear on multiple planes, reveal-
ing that without the confinement of the steel sleeve, impact at 98 m/s results in catastrophic
failure.
6.4.3 Characterization of Recovered, Impacted Specimens
Photographs of the recovered, impacted specimens are shown in Figure 6.4. Figure 6.4(a)
shows all three sleeved specimens, clearly illustrating the effects of impact velocity on
deformation and failure. The sleeved specimens were used to learn about the failure of
the BMG under dynamic conditions since the sleeves provide a means of "freezing" the
fracture of the BMG, giving insight into its failure mechanisms. At 59 m/s, the steel sleeve
remained essentially undeformed, and the BMG fractured near the impact end along one
primary shear plane. As a result of 98 m/s impact, the steel sleeve showed a bulge and a
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tear. The BMG fractured, which was evident from the bulge in the sleeve. At 131 m/s, the
steel sleeve tore and peeled back, and the impact end of the BMG was completely fractured.
The impact face of the specimen fractured off in a cone shape (fragment marked by arrow in
Figure 6.4(a)). Figure 6.4(b) shows a side-by-side comparison of the sleeved and unsleeved
specimens that were impacted at 98 m/s. In contrast to the sleeved sample, the unsleeved
specimen shows that the impact end completely fractured into many pieces and the length
of the rod showed several fracture planes perpendicular to the loading axis. This difference
was seen to a lesser extent with the quasi-statically compressed specimens shown in Figure
6.2, with the failure of the sleeved specimens confined completely to a single plane and the
unsleeved specimen showing only minor additional failure aside from its primary failure
plane.
Figure 6.5 shows schematics and corresponding photographs of the deformation and
failure of the sleeved specimens. In Figure 6.5(a), which shows the deformation caused
by the 59 m/s impact, it can be seen that the steel sleeve remained undeformed, but the
BMG inside the sleeve fractured. This fracture occurred primarily along a single plane
oriented at 42.5◦ to the loading axis, which is the same as the failure angle in static tests
and is comparable to the failure angle that has been observed in other studies of BMGs
under compression [25, 31, 42–44]. A photograph of the corresponding fractured piece is
also shown in Figure 6.5(a). Figure 6.6 shows SEM micrographs of the fracture surfaces of
the sleeved BMG which was impacted at 59 m/s. Figure 6.6(a) shows the fracture surface
which was oriented 42.5◦ from the loading axis; this fracture surface reveals the uniform
veinal pattern which is typical of BMG failure in compression [28]. This veinal pattern
is very well-developed and highly organized, in contrast to that observed on the fracture
surface of the specimen impacted at 131 m/s (Figure 6.7). Figure 6.6(b) shows the fracture
surface that was oriented parallel to the impact surface of the specimen. This surface shows
a dimple structure, which is an indication of ductility [149]. Although this material is quite
brittle, there are signs of localized plasticity. It cannot be stated conclusively whether this
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Figure 6.4: (a) Sleeved specimens recovered after Taylor impact of all three sleeved spec-
imens, clearly illustrating the effects of impact velocity on deformation and failure. At 59
m/s, the steel sleeve remained essentially undeformed, and the BMG fractured near the
impact end along one primary shear plane. As a result of 98 m/s impact, the steel sleeve
showed a bulge and a tear. The BMG fractured, which was evident from the bulge in the
sleeve. At 131 m/s, the steel sleeve tore and peeled back, and the impact end of the BMG
was completely fractured. The impact face of the specimen fractured off in a cone shape
(fragment marked by arrow). (b) Sleeved and unsleeved specimens impacted at 98 m/s,
showing a side-by-side comparison of the sleeved and unsleeved specimens that were im-
pacted at 98 m/s. In contrast to the sleeved sample, the unsleeved specimen shows that the
impact end completely fractured into many pieces and the length of the rod showed several
fracture planes perpendicular to the loading axis.
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fracture surface (parallel to impact face) was created as a result of the wave propagation
within the rod after impact or whether it fractured as a result of secondary impact in the
































































































































































































































































































































The schematic and corresponding photograph of the deformation and failure of the
sleeved specimen impacted at 98 m/s is shown in Figure 6.5(b). The solid gray lines in-
dicate the tearing in the steel sleeve and the dashed gray lines indicate the approximate
locations of the shear planes in the BMG rod. The photograph of the impact end of the rod
(after the sleeve was removed) is shown below the schematic. Because the steel sleeve held
the BMG in place, the shear planes were preserved for recovery and analysis. There were
found to be three dominant shear planes, all at approximately 45◦ to the loading axis.
Figure 6.5(c) shows the schematic outline of the cone-shaped piece that fractured off
the impact face of the BMG during impact at 131 m/s. The symmetry of the failure is
not unexpected and is a result of the buildup of shear stresses originating at the BMG-
sleeve interface. This does bring up the question of why, then, did the other specimens not
fail symmetrically? It can be theorized that all shear bands have an equal opportunity to
propagate in order to accommodate strain, and the first one to successfully propagate often
provides adequate strain accommodation. Since compressive failure along one plane (∼42-
46◦ to the loading direction [25, 31, 42–44]) has been commonly seen during mechanical
testing of BMGs, this would then suggest that BMGs respond inhomogeneously, allow-
ing for propagation of one shear band to be more favorable than the propagation of any
other. It appears that the specimen impacted at 131 m/s was subjected to large strain such
that a single shear plane was not sufficient, and shear along multiple planes began prop-
agating simultaneously, resulting in cone formation. This rationale then does not explain
why the sleeved specimen impacted at 98 m/s fractured along three parallel planes. It is
likely that the deformation of bulk metallic glasses and the number and orientation of shear
bands is highly sensitive to the subtle, localized variations in free volume distribution or
atomic arrangements, different combinations of which could promote or inhibit shear band
nucleation and propagation in different orientations. However, this issue requires further
investigation and possibly additional experiments.
The fracture surface of the convex conical fracture surface at the impact face of the
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specimen impacted at 131 m/s was examined with SEM to gain insight into the failure
mechanism. Figure 6.7(a) shows the veinal pattern typical of compressive deformation in
BMGs and Figure 6.7(b) shows ductile features (dimple pattern), both of which were ob-
served on the surface of this cone-shaped fractured piece, but at two different locations.
Again, we see evidence of the large amount of localized plasticity although the BMG is a
macroscopically brittle material. It should be noted that in comparison with the fracture
surfaces from the 59 m/s experiment (Figure 6.6), these fracture surfaces show less homo-
geneity, and the veinal structures are not as well developed. This trend was also observed in
other work on dynamically tested specimens that failed along multiple planes [45, 47, 50].
Under dynamic conditions, more rough fracture surfaces (in comparison to fracture sur-
faces generated under static conditions) containing disorganized and randomly oriented
veinal patterns and liquid droplets were observed. Subhash et al. [47] explained the lesser
degree of homogeneity during more rapid loading by the minor fluctuations in the stress
and temperature fields which are associated with the inherent defects (voids or impurities)
in the material or the minor variations in chemical composition within the microstructure.
This theory could also explain the differences in macroscopic failure between different
specimens.
6.4.4 Correlation of Simulations with Experimental Results
Figure 6.8 shows results of simulations performed with AUTODYN-2D illustrating pres-
sure, shear stress, and damage contour plots (impact end, axisymmetric sections) at three
times during impact of unsleeved BMG at 98 m/s and sleeved BMG at 98 and 131 m/s. The
images show the evolution of pressure/shear stress/damage (strain), and subsequent failure.
Comparison of the two 98 m/s simulations performed on sleeved and unsleeved samples
shows the effect of the confinement stress imposed by the steel sleeve on the strain experi-
enced by the BMG. It is clear from these countour plots that the sleeve is changing the stress
distribution within the specimen rod, thus changing the location and orientation of failure
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Figure 6.6: Micrographs of fracture surfaces created during impact at 59 m/s. (a) Shear
fracture plane created at 42.5◦ to the loading axis showing veinal pattern typical of com-
pressive failure. (b) Fracture surface perpendicular to the loading axis showing dimple
structure. Rough fracture surfaces, containing disorganized and randomly oriented veinal
patterns and liquid droplets, are often observed under dynamic conditions due to more rapid
loading by the minor fluctuations in the stress and temperature fields which are associated
with the inherent defects (voids or impurities) in the material or the minor variations in
chemical composition within the microstructure [47].
Figure 6.7: Micrographs of two different locations on the conical fracture surface created
during impact at 131 m/s showing (a) veinal pattern and (b) dimple structure.
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plane(s). It can be seen from the shear stress and damage contours (Figure 6.8 (b) and (c))
that the sleeved specimen primarily fractures at approximately 45◦ to the loading axis (as
seen in the recovered specimen shown in Figure 6.5(b)), whereas the unsleeved specimen
has multiple fracture planes and the entire impact end of the rod essentially crumbles, as
seen in the recovered specimen in Figure 6.4(b). The unsleeved specimen shows accu-
mulation of damage on several planes perpendicular to the loading axis since the tension
generated from the radial release is not counteracted by radial confinement. The locations
and orientations of this accumulation of strain/damage correspond to the fracture observed
on the recovered specimen, which had fractured along many planes perpendicular to the
loading direction. The specimen recovered after the 131 m/s impact showed the forma-
tion of a cone at the impact face. This is also seen in the corresponding simulation, which
shows high shear stress and damage zones originating at the sleeve-specimen interface at
the impact face and propagating toward the center of the specimen rod at an angle of ∼45◦
and eventually cracking along these zones of maximum damage. The overlay of the simu-
lation on the photograph of the recovered sample in Figure 6.8 provides a clear illustration
of damage resulting in the cone-shaped failed section at the impact face of the rod-shaped
specimen.
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Figure 6.8: Simulated axisymmetric half-sections of the impact end of the rod showing
(a) pressure, (b) shear stress, and (c) damage (strain) at 5, 10 and 40 µs after impact of
sleeved and unsleeved BMG at 98 m/s and sleeved BMG at 131 m/s. Contours show the
development of the respective variables with time and indicate the locations where shear
stress is at a maximum. Also shown in (c) is a damage plot (using symmetry to get the full
diameter of the rod) of the sleeved specimen impacted at 131 m/s overlayed on a photograph
of the cone-shaped fragment recovered after impact. These show agreement in fracture


































































































































































































































































































































































































































































































































The sample back (free) surface velocity trace obtained from VISAR during impact of
the sleeved and unsleeved BMGs at 98 m/s as well as the sleeved BMG at 131 m/s and the
corresponding simulated traces are shown in Figure 6.9. These traces show a steep rise to
peak free surface velocity, followed by a steep drop. The drop in free surface velocity is
due to fracture of the specimen, much like that seen in a VISAR trace from a spall exper-
iment [150]. The failure in these experiments was compressive, however, and use of the
Cumulative Damage failure criterion with strain threshold of 0.02 was able to reproduce
the measured free-surface velocity traces fairly well, as shown in Figure 6.9. Although
the match beyond the initial peak velocity and subsequent drop is not perfect, the main
features, including the arrival time, steep rise, peak magnitude and steep drop, are evident
in the simulation. These correlations indicate agreement in elastic-plastic properties and
fracture initiation time as well as strain level at fracture initiation. The differences at later
times are due to differences in wave reverberations within the fractured specimen, but this
can be a factor of erosion, mesh size, and other such non-physical variables, refinement
of which was beyond the focus of this work. Overall, the qualitative match of the simu-
lations in terms of fracture path and free surface velocity was quite good, indicating that
the pressure-hardening Drucker-Prager yield criterion coupled with the Cumulative Dam-
age failure criterion (strain threshold of 0.02) describes the deformation and failure of the
monolithic BMG reasonably well.
6.5 Summary
Reverse Taylor anvil-on-rod impact experiments were performed on LM106 BMG speci-
mens, both with and without a 316 stainless steel confinement sleeve. Analysis of recovered
specimens showed compressive failure on shear planes oriented approximately 42-43◦ from
the loading axis in sleeved specimens impacted at 59 and 98 m/s. The unsleeved BMG un-
derwent catastrophic failure near the impact end as a result of impact at 98 m/s. The sleeved
specimen impacted at 131 m/s fractured in a cone shape due to the stress from the sleeve;
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this fracture was symmetrical, as may have been expected in all experiments, but was not
seen possibly due to localized inhomogeneities in the material. The differing shear band
configurations (symmetrical vs. parallel bands) from one specimen to another is a topic
which requires further investigation, but is most likely due to variations in local structure.
Numerical simulations showed the differences in accumulation of pressure, shear stress,
and strain, which led to varying degrees of damage in sleeved and unsleeved specimens. In
the sleeved specimens, cracks formed primarily along one shear plane at approximately 43◦
to the loading axis, which was seen in the recovered specimens. Simulation of impact of
the unsleeved specimen showed greater amounts of damage and fracture along multiple di-
rections at the impact end of the rod, as was seen in the experiment. Simulated free surface
velocity traces matched well with those from experiments, providing additional validation
of the failure criterion and simulated images of the transient state deformation and failure
response of bulk metallic glasses.
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CHAPTER VII
HIGH PRESSURE EQUATION OF STATE AND PHASE
STABILITY OF LM106
7.1 Overview
This chapter reports and discusses investigations aimed at determining the equation of state
of monolithic Zr57Nb5Cu15.4Ni12.6Al10 BMG and understanding its phase stability and pos-
sibility of stress-induced transformations at high stresses [151]. The phase stability of this,
or any, BMG has not previously been studied under these extreme conditions. The high
pressure Us-Up Hugoniot equation of state of LM106 BMG was determined using plate
impact experiments on disk-shaped samples of 10 mm diameter and 2 mm thickness. The
National Institute for Materials Science (NIMS) two-stage light-gas gun was utilized for
the high stress measurements (∼26-123 GPa) and the Georgia Institute of Technology (GT)
single-stage gas gun was utilized for the measurements at lower stresses (∼5-26 GPa).
NIMS experiments were instrumented with streak photography and utilized the inclined
mirror method to simultaneously measure shock velocity and particle velocity obtained
from free surface velocity measurements. GT experiments utilized polyvinylidene fluoride
(PVDF) stress gauges and velocity interferometry (VISAR) to simultaneously measure the
input stress, shock velocity, and free surface velocity. Results from the streak camera
records and PVDF gauges combined with VISAR traces, as well as impedance matching
calculations, were used to generate the Us-Up Hugoniot equation of state for the bulk metal-
lic glass over a wide range of stresses up to ∼123 GPa. The Us-Up data shows evidence of a
low pressure phase, a transition to a mixed phase region at ∼26 GPa, followed by transition
at ∼67 GPa to a high pressure phase of bulk modulus of 288 GPa, which is higher than that
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of the starting material.
7.2 Introduction and Motivation
Several previous studies have investigated stress and strain-rate induced crystallization (dis-
cussed in Section 2.5.2) and possibilities of high-pressure phase transformations in BMGs
(Section 2.5.3). The current work aims to investigate the shock wave response, phase stabil-
ity and Us-Up equation of state of LM106 bulk metallic glass up to pressures far exceeding
those previously investigated for any amorphous metal system. In order to determine the
relationship between pressure, P, particle velocity, Up, shock velocity, Us, specific volume,
V, and density, ρ, an equation of state relating Up and Us must be determined and evaluated
along with the expressions for conservation of mass, momentum, and energy. Determina-
tion of this EOS data and changes in the observed Us − Up trend will provide evidence of
phase transformations occurring in this BMG under high pressure conditions.
7.3 Experimental Approach and Results
Equation of state experiments performed at Georgia Tech were instrumented with PVDF
gauges and VISAR, as described in Section 3.5.1.1. Experimetns performed at NIMS were
instrumented with streak photography and the inclined mirror method, as described in Sec-
tion 3.5.1.2. The details of the setup for each experiment are given in Table 7.1, and the
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































7.3.1 PVDF Stress Gauge + VISAR Velocity Interferometry Data
The stress traces obtained by the input PVDF gauges from each experiment are shown in
Figure 7.1. It can be seen that these stress traces show considerable dispersion in the shock
front in the rising part of the waveform, and this is expected in amorphous materials due to
the negative first pressure derivative of elastic modulus [67], as discussed in Section 2.5.3.
Because of this dispersion, however, the magnitude of the input stress could not be precisely
determined using this method. Instead, the shock stress was estimated from the U f s (σ =
1
2ρ0C0U f s [150]) obtained from the VISAR traces as well as from impedance matching
calculations. The stress values calculated using impedance matching, are indicated with
arrows on the y-axis of Figure 7.1. The travel time of the shock wave through the thickness
of each sample was determined using the activation times of the input and propagated
voltage traces (less time of travel through PVDF gauge package), where applicable, or the
activation times of the input voltage and VISAR trace (shown in Figure 7.2). This travel
time was used with sample thickness to determine shock velocity (Us). The experimentally
determined values of Us, Up, and P are listed in Table 7.2.
Velocity interferometry using the VISAR was utilized to measure the free surface ve-
locity of the BMG specimens in order to monitor the free surface velocity and determine
the shock response of the BMGs. The free surface velocity traces for Shots 0675, 0676,
0701 and 0706 are shown in Figure 7.2. The particle velocities (Up) obtained from free
surface velocity (U f s) traces according to Equation 16 are listed in Table 7.2.
The free surface velocity traces from Shots 0675 and 0701 also show the existence of
a distinct two-wave structure indicative of a possible elastic-plastic transition in the re-
sponse. These two traces show an elastic precursor, corresponding to the Hugoniot Elastic
Limit (HEL), and a peak at the elastic front. The stress at the HEL represents the maxi-
mum normal stress that a material can withstand under one-dimensional compressive strain
without internal rearrangement taking place at the shock front [134]. The elastic peaks
are followed by a steeply rising plastic wave and a transition to the final plateau. The
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Figure 7.1: PVDF stress traces from Georgia Tech EOS experiments. These stress traces
show considerable dispersion in the shock front in the rising part of the waveform due to
the negative first pressure derivative of elastic modulus of amorphous materials [67]. Cor-
responding stress values calculated using impedance matching are indicated with arrows
on the y-axis.
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Figure 7.2: VISAR free surface velocity traces traces from Georgia Tech EOS experi-
ments. The free surface velocity traces from Shots 0675 and 0701 show the existence of a
distinct two-wave structure indicative of a possible elastic-plastic transition in the response.
These two traces show an elastic precursor, corresponding to the Hugoniot Elastic Limit
(HEL), and a peak at the elastic front. HEL points are indicated with arrows. The elastic
peaks are followed by a steeply rising plastic wave and a transition to the final plateau.
The σHEL values obtained from the free surface velocity traces (σ = 12ρ0C0U f s [150]) from
these two experiments were 6.61 GPa and 7.10 GPa, respectively, with an average value of
6.86 GPa.
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σHEL values obtained from the free surface velocity traces (σ = 12ρ0C0U f s [150]) from
these two experiments were 6.61 GPa and 7.10 GPa, respectively, with an average value of
6.86 GPa. This is comparable to the values reported by Turneaure et al. [66] and Yuan et
al. [64] for similar BMGs. The measured stress values correspond to ∼4.8% elastic strain,
which is in agreement with the ∼4% elastic strain reported by Turneaure et al. [66]. These
VISAR traces show characteristics typical of an ideal elasto-isotropic solid, in which shear
strength is catastrophically lost above the HEL [67]. Similar to what was observed by Yuan
et al. [64], the peak at the elastic precursor front seen in the VISAR traces (Figure 7.2)
becomes sharper with increasing impact velocity (from 412 m/s to 677 m/s), as is typical
for shock wave measurements on elasto-isotropic solids lacking strain-hardening capabil-
ity [64, 67], as has been previously discussed in Section 2.3.2.6.
7.3.2 Streak Camera Images
The streak camera images obtained from the high stress experiments performed at NIMS
are shown in Figure 7.3. A schematic of the setup showing the mirrors mounted on the
specimen, and the streak image from Shot 202, aligned with the schematic as an example,
is shown in Figure 7.3(a). It can be seen that the extinction times of the flat mirrors can
be clearly measured. Close examination of the streak from the inclined mirror (IM) shows
that there are two slopes, as indicated in the inset. The change in slope is indicative of a
phase transformation. The streak images from Shots 201, 206, 208 and 209 are shown in
Figure 7.3(b), (c), (d) and (e), respectively. The Usand Up values determined from these
images are reported in Table 7.2.
7.3.3 Analysis of Data
All experimental data are summarized in Table 7.2. Also reported in the table are val-
ues of density and pressure which were calculated using the Rankine-Hugoniot conserva-
tion equations [103]. (Pressure values were calculated for the streak camera experiments
and measured in the PVDF/VISAR experiments.) Experiments which showed a two-wave
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Figure 7.3: Streak camera images. (a) Schematic of driver plate+specimen+mirror setup
showing flat mirrors (M1-M4) and an inclined mirror (MI). The corresponding streak image
from Shot 202 is also shown. The inset shows a change in slope in the streak image, which
is indicative of a phase transition. (b) Streak record from Shot 201, (c) Streak record from
Shot 206, (d) Streak record from Shot 208, and (e) Streak record from Shot 209.
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structure in the form of an HEL (Shots 0675 and 0701) or possible phase transformation
(Shot 202) have two sets of data listed. Each final-state data point also has a correspond-
ing value determined using the impedance matching method [103, 135]. The impedance
matching calculations were performed by calculating the pressure at the flyer/driver inter-
face according to:
P = ρ0[C0 + S (V − Up)](V − Up), (22)
which is derived from the conservation equations (Equations 11,12,14). In this equation, V
is impact velocity. Next, pressure at the driver/sample interface was calculated over a range
of particle velocities according to:
P = ρ0[C0 + S Up]Up, (23)
Values for C0 and S are well-known for commonly used flyer and driver materials including
Al, steel, tungsten, etc. Next, the pressure in the specimen was calculated according to:
P = ρ0UsUp, (24)
with only the shock velocity and impact velocity being measured quantities from the cur-
rent experiment. The resulting P-Up relationships were plotted, along with the reflection
(when P=0 and Up=V) of the P-Up relationship for the flyer material. The intersection of
the reflected curve for the flyer material and the curve for the specimen material was calcu-
lated using the quadratic formula, yielding the calculated pressure and particle velocity at
impact. An example graphical representation of impedance matching calculations is shown
in Figure 7.4. The pressure-particle velocity data of interest for use in data analysis is the
intersection of the BMG curve (green) and the reflected steel flyer curve (dashed red).
The shock velocity (Us) versus particle velocity (Up) Hugoniot results are shown in Fig-
ure 7.5(a). In the high stress regime (≥67 GPa), where single wave structures are assumed,
the Up values determined using the impedance matching method are plotted since these
198
Figure 7.4: Example of graphical solution of impedance matching calculation for Shot
201. The pressure-particle velocity data of interest is the intersection of the BMG curve
(green) and the reflected steel flyer curve (dashed red). Impedance matching calculations
were performed using Equations 22-24.
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are more precise. The Us-Up plot shows four regions as a function of increasing particle
velocity; (1) HEL region (Up = 0.24 km/s), (2) the low pressure plastic region (0.27 ≤ Up
≤ 0.72 km/s) (Shots 0675, 0701, and 0676), (3) the mixed phase region (0.72 ≤ Up ≤ 1.71
km/s) (Shots 0676, 0201, and 0202), and (4) the high pressure plastic region (Up ≥ 1.71
km/s) (Shots 202, 209, 206, and 208). The onset stress for the phase transition correspond-
ing to Up = 1.71 km/s is approximately 26 GPa, which is higher than the corresponding






























































































































































































































































































































































































































































The Us-Up relation in the elastic region is given by Us=5.03-0.54Up (Up=0.24 km/s).
Although the slope in this region is negative, which is in contrast to the work by Mashimo
et al. [68] performed on another BMG, this negative slope is not unexpected due to the
aforementioned (Section 2.5.3) existence of dispersed elastic fronts in amorphous ma-
terials because of the negative first pressure derivative of elastic modulus [67]. How-
ever, since the negative trend is due to only one point (Shot 0675), it is not possible
to draw a conclusion either way. The Us-Up relations in the plastic regions are given
by Us=2.63+4.95Up (0.27≤Up≤0.72 km/s), Us=5.96-0.05Up (0.72≤Up≤1.71 km/s), and
Us=3.83+1.21Up (Up≥1.71 km/s).
The data plot in the form of pressure as a function of density is shown in Figure 7.5(b).
This plot again shows four distinct regions: an elastic region, a low pressure phase, a mixed
phase region and a high pressure phase. The transition in the plastic range occurs at ∼26
GPa, which is again higher than the corresponding phase transition observed by Mashimo
et al. [68] at ∼13.6 GPa (shown in Figure 2.36). The Birch-Murnaghan equation [155] was
used to calculate the pressure (PS )-density relationship of the LM106 BMG assuming no






















where P is pressure, ρ is the density of the material at pressure and ρ0 is the volume of
the material at zero stress. K0 is the bulk modulus and K0’ is the pressure derivative of
the bulk modulus. For the low pressure phase, this equation was plotted using the known
value of K0 (118 GPa [3]) and K0’ was taken to be 4S-1 [154], where S was determined
from the Us-Up plot in Figure 7.5(a). For the high pressure phase, the values of K0, K0’ and
ρ0’ (zero pressure density of the high pressure phase) were determined using least squares
regression to determine the best fit to the experimental data, as described in Appendix
C.2. The values of these parameters were determined to be 288 GPa, 2.3, and 7.8 g/cm3,
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respectively. The best fit of the Birch-Murnaghan Equation to the experimental data in the
high pressure region illustrates a shock-induced transition to a high pressure phase having
a bulk modulus of 288 GPa, which is ∼144% higher than the bulk modulus of this BMG
at ambient pressure [3]. A similarly high value of bulk modulus has also been reported
for the high pressure phase of Pd39Ni10Cu30P21 [85]. The authors of that work have noted
that this value is not unreasonably large, citing that some metals have similar or larger bulk
moduli at ambient pressures [156]. Although the current work shows evidence of a high
pressure phase transition, the structural characteristics of the high pressure phase are yet to
be determined.
7.3.4 Recovery Experiments
Five recovery experiments were performed on the BMG at high pressures. The experiments
were performed at impact pressures ranging from ∼8-60 GPa under the conditions listed
in Table 7.3. A photograph of the recovered capsules can be seen in Figure 7.6(a). The
BMG specimens were removed from the capsules post-impact using a lathe and analyzed
using x-ray diffraction and SEM to determine if any high-pressure phases were formed or
if the material had undergone any detectable changes. The specimens impacted at 8, 20
and 35 GPa could easily be removed from their respective capsules, but those impacted at
45 and 60 GPa appeared to have undergone melting or bonding of some sort and could not
be separated from the steel, as can be seen in Figure 7.6. Results of shock and particle ve-
locity measurements described in the previous section revealed transition to a mixed phase
region at ∼27 GPa in the Us-Up data and the transition to the high-pressure phase at 67
GPa. The recovered experiments were performed at a maximum pressure of 60 GPa, so we
would not expect to observe a fully-transformed state in any of these recovered specimens,
but specimens impacted at a pressure exceeding 27 GPa had the possibility to show some
evidence of phase change if the transition was irreversible. X-ray diffraction analysis of
the specimens impacted at 8, 20 and 35 GPa showed a completely amorphous structure,
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Table 7.3: Experimental setup conditions (shot number, impact velocity, flyer material, and
impact pressure) corresponding estimates of impact pressure, which were obtained using
numerical simulations, for recovery experiments.
Shot No. Impact Velocity (m/s) Flyer Material Impact Pressure (GPa)
BMG1 794 Al 8
BMG2 1014 304SS 20
BMG3 1627 304 SS 35
BMG4 1974 304SS 45
BMG5 1894 W 60
as shown in Figure7.7(a). The x-ray diffraction pattern of the as-received material is also
shown in the figure, and no change was detected between the as-received and impacted
materials. It should be noted, however, that x-ray diffraction may not be sensitive enough
to detect any subtle changes that may be occurring. X-ray diffraction patterns obtained for
the 45 and 60 GPa impacted samples are shown in Figure 7.7(b). Although these traces
show peaks representing crystallinity, the peaks correspond to NiFe impurities from the
steel capsules. There are a couple of unidentified peaks, but these did not correspond to
any crystalline compounds of the constituents of the BMG. It is believed that all of these
peaks are due to the steel capsules. Thus, x-ray diffraction did not lead to any information
about what sort of changes are taking place in LM106 to cause the high-pressure phase
transformation that was shown in Figure 7.5. This observation corresponds to that made by
Mashimo et al. [68] that recovered specimens showed no sign of phase transformation us-
ing through XRD analysis on recovered specimens shocked up to 40 GPa although Us-Up
data showed a very distinct kink. This discrepancy could perhaps be due to high-pressure
polyamorphism, as has been observed in BMG under static high pressure conditions [89].
Since polyamorphism is a transition to another amorphous phase with a different structure,
the transition would still be observed in Us-Up data, although XRD would not be useful in
identifying the second phase since both phases are amorphous.
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Figure 7.6: (a) Deformed capsules recovered after experiments. The BMG sample material
is inside the capsules. (b) Samples recovered after impact experiments. The three impacted
at the relatively lower pressures were easily removed from their capsules, but the two at
the highest pressures had bonded with their capsules. (c) Closer view of the three samples
impacted at 8-35 GPa. The increasing degrees of damage are evident as impact pressure
increased. (d) AUTODYN simulation of BMG5 recovery experiment (W flyer, 1894 m/s)
at 0.5 µs after impact. Pressure contours are shown and the pressure of interest is that
within the box marking the sample location. (e) Pressure traces generated by AUTODYN
to estimate the impact pressure.
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Figure 7.7: (a) XRD traces of the material recovered after the first three recovery exper-
iments (8-35 GPa). These show the sample amorphous structure as the starting material.
(b) XRD traces of the material recovered after recovery experiments at 45 and 60 GPa.
Although these show some crystallinity, the peaks correspond to NiFe in the steel capsule.
Traces are shifted in intensity for clarity.
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7.4 Summary
Equation of state experiments were performed on Zr57Nb5Cu15.4Ni12.6Al10 BMG using par-
allel plate impact experiments instrumented either with PVDF stress gauges + VISAR ve-
locity interferometry, or streak photography and the inclined mirror method. Shock veloc-
ity and particle velocity were measured in all experiments and stress was also measured
in the PVDF + VISAR experiments. These experiments explored a stress regime higher
than has been investigated previously and on a BMG of a composition different than those
which have previously been explored. The Rankine Hugoniot equations were then used
to calculate additional parameters, and impedance matching technique was used for com-
parison with experimental results. The HEL of the BMG was determined to be 6.86 GPa,
which is in agreement with other work [64, 68]. The Us-Up data shows evidence of a low
pressure phase, a transition to a mixed phase region at ∼26 GPa, followed by transition to
a high pressure phase at ∼67 GPa. Comparisons of the experimental data with the Birch-
Murnaghan Equation of State reveals that the bulk modulus value which provides the best
fit to the data for the high-pressure pahse is 288 GPa, which differs by ∼144% from the
ambient bulk modulus of 118 GPa [3]. Analysis of recovery specimens yielded amorphous




SUMMARY AND DISCUSSION OF RESULTS
8.1 Summary of Results
In this work, the high-strain-rate mechanical properties, deformation mechanisms, and frac-
ture characteristics of LM106 Zr-based bulk metallic glass and its composite with tungsten
were investigated. A summary of the key results and findings is listed below.
In the case of the composite:
1. Mechanical testing revealed positive strain-rate sensitivity of yield stress and negative
strain-rate sensitivity of failure stress over the range of strain rates evaluated. Work-
hardening decreased as strain-rate increased.
2. The deformation mode was found to transition from heterogeneous deformation be-
low the glass transition temperature (of the BMG), to homogeneous deformation
between the glass transition and crystallization temperatures, and then back to het-
erogeneous deformation behavior above the crystallization temperature.
3. A large susceptibility to shear failure was observed, as evidenced by much decreased
strain-to-failure in biaxial (compression-shear) specimens as compared to that in uni-
axial (compression) specimens.
4. Failure took place primarily in the glass matrix and at the tungsten particle interfaces
at all strain rates.
5. Overall, the deformation and failure behavior of the composite is dominated by that
of tungsten, but characteristics of BMG deformation and failure are evident, espe-
cially between the glass transition and crystallization temperatures, and at extremely
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high strain rates.
In the case of the monolithic BMG:
1. Fracture surfaces became increasingly more disorganized as strain rate increased,
with evidence of melting due to temperature rise during fracture.
2. The deformation and elastic-plastic wave propagation and interaction response based
on measured free surface velocity traces of the monolithic glass were well described
by the pressure-hardening Drucker-Prager model. Likewise, the deformation re-
sponse of the composite was described reasonably well considering a rule of mixtures
combination of properties of the BMG and W.
3. High-pressure equation of state experiments provided evidence of transition to a
mixed phase region (at ∼26 GPa) and then to a high-pressure phase (at ∼67 GPa)
with a bulk modulus of 288 GPa, 144% higher than that of the bulk modulus of the
ambient pressure. Specimens obtained from recovery experiments did not reveal any
transformation, indicating that the transformation is likely reversible or polymorphic.
The key results summarized above illustrate that strain-rate and high-pressure phase
stability are the two main parameters that play an important role in distinguishing the over-
all mechanical behavior of the BMG and its composite with W. Hence, the two effects are
discussed further in the following sections.
8.2 Mechanical Properties of LM106 and LM106-70W over
a Range of Strain Rates
During the course of this work, mechanical testing was performed in strain-rate regimes
ranging from quasi-static to the high-pressure dynamic regime. The strain rates investi-
gated ranged from approximately 10−4 s−1 to 106 s−1. Data from all experiments was com-
piled together using an analysis described by Rohr et al. [124, 157–160] which describes
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a procedure for converting VISAR free surface velocity traces from Taylor test and plate
impact experiments into stresses in a state that can be compared with measured stress-strain
data from the quasi-static and intermediate strain-rate regimes.











where ρ is density, cL is the longitudinal wave speed, u f s is the free surface velocity at the
elastic-plastic transition (first change in slope of the free surface velocity trace), and ∆ε and
∆t are the incremental values of strain and time, respectively, at the first change in slope of
the free surface velocity curve. This analysis was used for the Taylor Test data previously
presented in Section 5.4.1.2. The values obtained from this series of equations could be
directly compared with those obtained from uniaxial compression, drop weight, and SHPB
tests, which all yielded true stress-strain curves, since Taylor tests are performed under a
1-D state of stress.
For plate impact tests, the stress, strain, and strain rate at yield, are determined at the
HEL from the free surface velocity traces [124]. Stresses were corrected for the differences
in stress state such that comparisons could be made across the whole range of strain rates.
























K is bulk modulus and G is shear modulus, ∆tel is the rise time to the HEL. The resulting
data from this analysis on all Taylor Test and plate impact experiments is provided in tabular
form in Tables 8.4, 8.5 for the composite and monolithic BMG, respectively.
Failure stresses from Taylor experiments were determined by comparison with simu-
lations, as described in Section 5.4.4.1. Failure stress, strain, and strain rate from plate
impact experiments were calculated according to [124]:






















ε̇ f ail =
∆εelastic+plastic
∆telastic+plastic
The conversion from σmax to σ f ail is valid with the assumption that the solid behaves elasti-
cally up to failure [161], which is valid for BMGs, which exhibit almost no plasticity. Use
of the above equations allowed for comparison of yield and failure stress over strain rates
ranging eleven orders of magnitude and obtained using varying testing techniques.
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Figure 8.8 shows the compilation of (a) yield and (b) failure stress data from quasi-
static compression tests, drop weight tests, SHPB tests, Taylor tests, and plate impact tests
for LM106-70W composite and LM106 monolithic BMG. The yield stress data shown in
Figure 8.8(a) reveals that the composite clearly exhibits positive strain-rate sensitivity up to
strain rates on the order of 103 s−1, as was discussed in Section 4.4.1, and the added Taylor
Test data from Chapter V supports this trend and possibly displays an increase in strain-rate
sensitivity at ∼103 s−1. The monolithic BMG shows positive strain-rate sensitivity over the
entire range of strain rates, but there is only one data point at a strain rate between 10−4
and 106 s−1, so more data is necessary to confirm this trend, especially given that slightly
negative strain-rate sensitivity has been observed by other researchers (see Section 2.3.2.4).
The plate impact experiments (ε̇ ≈106 s−1) on the monolithic BMG show much higher yield
stresses (obtained from the HEL) than are seen at lower strain rates, indicating a possible
transition in the strain-rate effect on yield stress. Figure 8.8(b) shows the corresponding
failure stress trends as a function of strain rate. Whereas the composite has been shown to
exhibit negative strain-rate sensitivity in failure stress up to ∼103 s−1 (Section 4.4.1), the
addition of failure stress results from current Taylor Test data add some scatter near ∼103
s−1, indicating either the beginning of an increase in failure strength with strain rate, or
possibly just scatter and no obvious strain-rate sensitivity effect within that range of strain
rates. The trend in failure stress of the monolithic BMG shows a clear, significant increase
above strain rates on the order of 104 s−1.
In order to make a more complete comparison and analysis of the mechanical behavior
of LM106 BMG and LM106-70W composite, literature data was also collected and an-
alyzed using Rohr’s method. This data is also presented in Table 8.5 for the monolithic
glass and an additional table (Table 8.6) reports data tabulated from literature results on
tungsten. The addition of data on tungsten the monolithic glass provided a more complete
data set for analysis of the influence of strain rate on the mechanical behavior. Addition-
ally, all data was normalized in order to remove material-inherent effects (i.e. density and
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elastic properties) such that direct comparisons could be made between the three materials.
Figure 8.9 shows the compilation of (a) yield and (b) failure stress data normalized by ρc2L















and ρc2P is likewise the plastic modulus equivalent. In Figure 8.9, data from the present
work is plotted along with data calculated from results in the literature for LM106 [2, 9]
and W [2,9,162–164], resulting in data for all three materials spanning strain-rates ranging







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The normalized data plots shown in Figure 8.9 reveal more information regarding the
yield and failure trends of all three materials (LM106, LM106-70W, and W). It is obvi-
ous that normalizing eliminates the material-inherent properties and effects of the three
materials, providing a more generalized comparison and demonstrating the differences in
behavior between the W metal (BCC), the BMG, and the tungsten-containing BMG com-
posite. In Figure 8.9(a), the strain-rate strengthening effect seen in the composite is similar
to that seen in W up to strain rates of ∼103 s−1, which is not unexpected given the large
volume fraction of tungsten. The BMG data is significantly different, both in terms of
overall strength as well as the rate of the the significant strength increase at ε̇ >103 s−1.
The monolithic glass shows slight negative strain-rate sensitivity at strain rates up to 104
s−1, as previously discussed (Section 2.3.2.4), followed by a drastic increase in strength
above strain rates of approximately 104 s−1, which will be discussed further later. Tung-
sten, however, does not show any transition or drastic increase in yield stress at strain rates
as high as 105 s−1. It is not certain if the composite data at ε̇ ≈103 s−1 shows the begin-
nings of an abrupt increase in strength or is simply scatter, similar to what is seen in the W
data between 103 and 105 s−1. Further tests on the composite at higher rates are needed to
investigate the possibility of the drastic increase in its yield stress similar to the observed
behavior of the glass. The plot of failure stress as a function of strain rate (Figure 8.9 (b))
shows a clear drastic increase in failure strength of both the tungsten and the monolithic
glass above a strain rate of ∼104 s−1. The composite data at ∼104 s−1 remains within scatter
and additional data at higher strain rates is necessary to confirm the possibility of obvious
increase in its failure strength as was found in both of its constituents.
Curves drawn on the plots in Figures 8.8 and 8.9 are simply guides to they eye to
help illustrate the trends. In general, these curves show that the composite’s deforma-
tion (yield) behavior is largely dominated by tungsten up to intermediate strain rates, but
may slightly deviate more toward the behavior of the monolithic glass as strain rate in-
creases. No strengthening transition is observed in the composite behavior, although the
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Figure 8.8: (a) Yield stress and (b) failure stress as a function of strain rate for LM106 and
LM106-70W from experiments ranging from strain rates of 10−4 to 106 s−1 performed in
the present work. Curves are simply guides to the eye to aid in visualization of the trends.
Data shows positive strain-rate sensitivity in yield stress in all materials, with a significant
strengthening observed in the BMG above strain rates of ∼104 s−1 (a). Failure stress of
the BMG also shows a drastic increase above strain rates of ∼104 s−1 and the composite is
possibly also exhibiting a transition in toughening behavior (b).
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Figure 8.9: (a) Yield stress and (b) failure stress as a function of strain rate for LM106,
LM106-70W, and W from 10−4 to 106 s−1. LM106-70W data is from this work, LM106 data
is from this work as well as from [2, 9] and data on tungsten is from [2, 9, 162–164]. Yield
stress data is normalized by ρc2L (elastic modulus) and failure stress data is normalized by
ρc2P (plastic modulus) to remove material inherent effects of density and elastic properties
and allow for direct comparison. Curves are simply guides to the eye to aid in visualization
of the trends. Data shows distinct strengthening (a) and toughening (b) in the BMG above
strain rates of ∼104 s−1. The composite shows possible beginnings of toughening effects.
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un-normalized data (Figures 8.8(a)) shows possibility of the beginning of a strengthening
transition. There appears to be the beginning of a toughening transition in the composite,
as seen in Figure 8.9(b). However, it is of interest to test the composite at higher rates
to determine if the observed beginnings of a toughening transition in the BMG is in fact
a trend, and not just scatter. It is expected that the transition in strain-rate sensitivity re-
sponse would be observed in the failure stress (toughening) of the composite since LM106
shows the sudden fracture strength increase at strain rates >104 s−1. More experiments are
necessary to investigate both the strengthening and toughening effects of strain rate on the
composite at strain rates exceeding 104 s−1.
The increase in both yield and failure strengths of tungsten with increasing strain rate
can be explained by well-known dislocation theory. Increased strain-rate sensitivity in
BCC metals has been attributed to a transition in rate-controlling mechanism from thermal
activation at low strain rates to dislocation drag due to interaction with phonons at high
strain rates (> 103 s−1) [165, 166]. This same explanation does not apply to amorphous
materials, however, and as bulk metallic glasses have not previously been well character-
ized in the high strain rate regime (> 106 s−1), the strengthening mechanism is unknown.
A drastic increase in dynamic fracture toughness at crack initiation of LM1 has neverthe-
less been observed by Owen et al. [48] above loading rates of ∼106 s−1, as was discussed
in Section 2.3.2.2. This increase was attributed to effects of inertia and thermal soften-
ing on the dynamic crack initiation process, which would effectively cause crack blunting.
These theories would explain toughening in BMGs at high strain rates, but not the observed
strengthening effects.
With respect to polymers, another class of amorphous materials, other types of strength-
ening mechanisms have been proposed. Kauzmann [167] described units of flow in a mate-
rial as: "structures in a body whose motions past one another make up the unit shear stress
process...the unit of flow may be a single molecule or a group of many molecules, and the
barrier may arise directly from the repulsion between a few molecules or from some more
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complicated mechanism." For polymers, Zerilli [168] has suggested units of flow analo-
gous to dislocations in crystalline materials, where a line defect is the boundary between
slipped and unslipped regions. The application of dislocation theory to amorphous mate-
rials by replacing the constant Burgers displacement vector in crystalline materials with
the average of a fluctuating Burgers displacement in the amorphous material has also been
proposed [169]. In agreement with these analogies, increased strain hardening with strain
in polymers is logical since the probability for immobilization of flow units increases with
increasing strain and strain rate [168]. If the unit of flow in a BMG is the shear transfor-
mation zone, a similar analogy could apply. Similarly, it would follow that yield stress
and ultimate stress increase with strain rate because at high rates there is not enough time
for the shear transformation zones to operate in the typical deformation mode of BMGs
(shear banding), so there is effectively a shear transformation zone drag, analogous to dis-
location drag. While an argument of this type may explain strengthening in BMGs, it does
not explain the observed toughening effect. A third possible argument, however, offers
explanations fro both strengthening and toughening in BMGs at high-strain rates.
8.3 Phase Transformation Effect on Strain-Rate Sensitivity
The high pressure phase stability of monolithic LM106 was discussed in detail in Chapter
VII. The results from this work showed clear evidence of transformation to a mixed phase
region at 26 GPa and to a completely new second phase at 67 GPa [151]. For these phase
changes to be detectable on the bulk scale during the nanosecond time scale of shock exper-
iments, a significant portion of the specimen would have to have undergone the transition.
However, the onset of this transition is likely to occur locally at lower pressures than were
observed on the bulk scale. In this case, as the phase transformation begins to occur locally
in the BMG, the mechanical work and stress-strain energy is dissipated in causing the phase
change rather than in producing deformation and failure. As a result of this energy dissipa-
tion, the material would be able to withstand higher stresses. The BMG data presented in
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Figures 8.8 and 8.9 span the pressure range up to the observed transition to the mixed phase
(experiments at higher pressures did not utilize VISAR and thus could not be included in
this analysis). Local energy dissipation within the BMG as a result of the phase transfor-
mation that is beginning to occur can therefore also account for the increase in strength that
is observed in the BMG above 104 s−1. Additionally, the Birch-Murnaghan EOS provided
information about the high-pressure phase and revealed that it has a bulk modulus of 288
GPa, which is significantly higher than the ambient pressure modulus. Transition to a phase
with a higher modulus explains the observed strengthening effects.
The possible explanation linking the phase transformation to toughening observed at
high strain rates is analogous to the mechanism that occurs in transformation-toughening
in ceramics such as zirconia (TTZ). In the case of TTZ, an advancing crack provides the
necessary space and stress for the transformation to occur from the metastable tetragonal to
the more voluminous (and more energetically favorable) monoclinic phase. Hence, in ad-
dition to the dissipation of energy in causing the phase transition, the resulting cumulative
increase in volume of the material leads to closing of the crack, thus resulting in a higher
strength material. Although the specific details of the possible analogous transformation-
toughening mechanism are unclear in this BMG, and a subject of further study, the occur-
rence of phase transition at high-strain rates and pressure in this BMG can be an important
factor contributing to the observed strengthening and toughe ning effects.
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CHAPTER IX
CONCLUSIONS AND SUGGESTIONS FOR FUTURE
WORK
9.1 Conclusions
An investigation was conducted to study the high-strain-rate mechanical properties of LM106
BMG and its composite with tungsten to determine their deformation and failure responses
at high strain rates. For the composite, mechanical testing revealed positive strain-rate sen-
sitivity of its yield stress and negative strain-rate sensitivity of its failure stress over the
range of strain rates evaluated, and work-hardening decreased as strain-rate increased. The
deformation mode in the composite was found to transition from heterogeneous deforma-
tion below the glass transition temperature (of the BMG), to homogeneous deformation
between the glass transition and crystallization temperatures, and then back to heteroge-
neous deformation behavior above the crystallization temperature. The composite exhib-
ited a large susceptibility to shear failure, as evidenced by much decreased strain-to-failure
in biaxial (compression-shear) specimens as compared to that in uniaxial (compression)
specimens. Failure took place primarily in the glass matrix and at the tungsten particle
interfaces at all strain rates. Overall, the deformation and failure behavior of the compos-
ite is dominated by that of tungsten, but characteristics of BMG deformation and failure
are evident, especially between the glass transition and crystallization temperatures, and at
extremely high strain rates.
For the monolithic BMG, fracture surfaces became increasingly more disorganized as
strain rate increased, with evidence of melting due to temperature rise during fracture.
The deformation and elastic-plastic wave propagation and interaction response based on
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measured free surface velocity traces of the monolithic glass were quite well described by
the pressure-hardening Drucker-Prager model. Likewise, the deformation response of the
composite was described reasonably well considering a rule of mixtures combination of
properties of the BMG and W. High-pressure equation of state experiments provided evi-
dence of transition to a mixed phase region (at ∼26 GPa) and then to a high-pressure phase
(at ∼67 GPa) with a bulk modulus of 288 GPa, 144% higher than that of the bulk modulus
of the ambient pressure. Specimens obtained from recovery experiments did not reveal any
transformation, indicating that the transformation is likely reversible or polymorphic.
In the present work, mechanical testing was performed on the BMG and composite over
eleven orders of magnitude. A transition in the effect of strain-rate sensitivity was observed
at strain rates exceeding 104 s−1. The yield and failure stresses of LM106 increased drasti-
cally as a function of strain rate above this transition point. The transition in yield strength
(strengthening) is believed to be due to transition to a higher modulus phase and the tran-
sition in failure stress (toughening) is believed to be due to effects of energy dissipation
associated with the high-pressure phase transition.
9.2 Suggestions for Future Work
There are several areas where further investigation is necessary to answer some questions
which were revealed during the course of this work.
Although recovery experiments were performed on the monolithic BMG up to ∼60
GPa, no evidence of phase changed was observed in the recovered material to verify the
phase change observed in the Us-Up data. According to the experimental data, 60 GPa is
only in the mixed phase region and is not quite a high enough pressure to cause formation
of the second phase. This may mean that the transformation is reversible, not enough of the
material had transformed such that it could be detected, or that the transformation is poly-
morphic. To verify this, recovery experiments should be done to higher impact pressures
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such that the impact conditions are well within the second phase (>67 GPa). X-ray diffrac-
tion and transmission electron microscopy analysis can then be conducted on the recovered
samples. However, if the fraction of crystals formed is too small to be detected by XRD, or
if the phase change is from one amorphous state to another (polyamorphism), then elucida-
tion of the dynamic high-pressure phase may be unattainable. It may also be interesting to
perform static high-pressure experiments combined with in situ x-ray diffraction analysis.
However, the effects of the different state of stress (hydrostatic pressure vs. 1-dimensional
stress) may alter the observation of a phase transition. Collaborating work is currently in
progress at the University of Alabama, Birmingham to study the monolithic BMG under
static high pressure with in situ XRD. Molecular Dynamics simulations of high-pressure
impact/phase change also need to be performed (currently in progress in Dr. Mo Li’s group
at Georgia Tech) and may provide insight into this phenomenon.
As was discussed in the previous section, mechanical properties seem to be drastically
changing as the phase transition is approached. As such, once the nature of the high pres-
sure phase has been determined, its mechanical response should be investigated such that
this BMG can be used in design of composites for high strain rate applications and the
material behavior upon high pressure impact will be fully understood.
The compilation of mechanical properties (yield stress and strain, failure stress) results
ranging over eleven orders of magnitude provided valuable information about the mono-
lithic BMG and the composite. However, the results would be more complete with addi-
tional plate impact experiments on the composite since there are currently no data points
from the very high strain rate regime (>104 s−1) and the apparent transition in yield and
failure stress behavior at high rates needs to be investigated. This data could be obtained
from plate impact experiments. As plate impact experiments are being conducted, it would
be of interest to measure the high pressure equation of state for the composite material as
was done for the monolithic BMG. Equation of state parameters are often needed for cal-
culations (i.e. conversion of VISAR data to stress-strain curves for determination of 0.2%
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YS) so without these values, estimates must be used, which is not ideal or accurate. How-
ever, a complete understanding of the high pressure phase change taking place in the BMG
may be necessary before the composite can be fully understood.
Although constitutive modeling was done as a supplement to experiments in this work,
it is clear that none of the models used really provided an accurate description of the ma-
terial behavior over the entire range of strain rates investigated. This is a difficult problem
given that there really isn’t an appropriate model even for the monolithic glass, although
there are several investigators working on this. It is desirable to develop a constitutive
model that would describe the mechanical behavior of both the monolithic glass as well as
the composite such that finite element modeling could be used in correlation with experi-
ments to learn more about deformation and failure behavior. Additionally, the dependence
of shear stress on temperature and strain rate should be incorporated into such a model




ANALYSIS OF STRESS-STRAIN DATA USING FAMOS
SOFTWARE
This appendix describes the data analysis from the mechanical testing performed at TU
Chemnitz.
A.1 Quasi-static Data Analysis
This section describes the data analysis for the quasi-static experiments performed on the
Instron. Initially, the displacement data measured from the inductive sensors and the volt-
age data measured from the strain gauges was zeroed. Next, the data was smoothed to
decrease the noise in the signal that was a result of the hydraulic machine attempting to
keep a constant level. The stress was the calculated according to:
σ = P/A0











where B is the type of the Wheatstone Bridge (in this case, value of 2 for 1/2 bridge), Ub
is the measured voltage signal, Ui is the voltage running through the circuit immediately
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before the start of the test, Kamp is the amplification (100 X), and KS G is the K-factor of
the strain gauge, which is the proportionality factor between the relative change of the re-
sistance (KS G=1.98). The excess data which was recorded after specimen failure was then
removed and the stress-strain data was plotted. The strain data from the inductive sensors
was then corrected for the machine compliance. Finally, the 0.2% offset yield stress was
determined. The script used in FAMOS is given below for specimen W-BMG ]3 which
was tested in uniaxial compression:
;zero displacements, enter offsets from zero
displacement_WBMG_comp3=displacement_WBMG_comp3+6.365
sg_WBMG_comp3=sg_WBMG_comp3+4.031
;smooth data, enter smoothing values s.t. initial portion of curve, as well as yield and frac-







































A.2 Drop Weight Testing Data Analysis
This section describes the FAMOS script used to analyze the data obtained using the drop
weight testing apparatus. The following scripts were adapted from those written by Mr.
229
Muth. The raw data was obtained from the optical sensor, and the strain gauges on the ma-
chine and on the specimen were converted from voltage to stress or strain using sequences,
which are given in the Sections A.2.3,A.2.1, and A.2.2. The sampling rates of each data
channel were then made to be the same and the data was smoothed to remove noise and the
zero points were adjusted.
;DROP WEIGHT TESTING
;convert raw data to stress and strain
sequence dw_stress WBMG_C16_stress 5.999 9.485 0.002 0.005
sequence dw_strain WBMG_C16_strain 5.988 WBMG_C16_stress
sequence dw_sg WBMG_C16_sg 2 1.270 1.98 tds_ch3










The machine compliance was corrected and the strain measured from the optical sensor
was adjusted such that the elastic modulus measured from this data was the same as that
measured using the strain gauge on the specimen. Next, the stress-strain data was plotted












The 0.2% yield stress and failure stress were then determined as follows:






A.2.1 Sequence for Calculation of Stress from Strain Gauge on Machine
This section gives the sequence used for calculating stress from the voltage measured using
the strain gauge on the machine.
; NAME: dw_stress
; Stress calculation for Drop Weight Test
; 2 strain gages measure stress, 350 ohm each
; Amplification = 100
; 1.PARAMETER: name of result file
; 2.PARAMETER: specimen diameter (mm)
; 3.PARAMETER: machine strain gage voltage [V]
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; 4.PARAMETER: begin time [sec]















A.2.2 Sequence for Calculation of Strain from Optical Sensor
This section gives the sequence used for calculating strain from the voltage measured using
the optical sensor on the machine. The sTri function cuts the data with the given upper and
lower y limits. The peaks function then counts the number of peaks recorded in the data.
Each peak corresponds to an increment in displacement.
; NAME: dw_strain
; Strain calculation for Drop Weight Test
; strain measured using optical system on machine
; 1.PARAMETER: name of result file
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; 2.PARAMETER: sample height (mm)
















A.2.3 Sequence for Calculation of Strain from Strain Gauge on Specimen
This section gives the sequence used for calculating strain from the voltage measured using
the strain gauge on the specimen.
; NAME: dw_sg
; Strain Gauge calculation for Drop Weight Test
; strain measured using strain gauge on specimen
; Amplification = 100
; 1.PARAMETER: name of result file
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; 2.PARAMETER: bridge factor (=2 for half bridge)
; 3.PARAMETER: voltage (V)
; 4.PARAMETER: strain gauge k factor





A.3 Split Hopkinson Pressure Bar Data Analysis
This section describes the data analysis for the Split Hopkinson Pressure Bar experiments.
The FAMOS script is given below for compression specimen number 10.
;SHPB stress-strain
The reflected wave was isolated from the data recorded from the strain gauge on the inci-
dent bar.
;cut incident bar data to only include reflected wave, input time window
IncBar_WBMG_C10_cut=cut(IncBar_WBMG_C10,0.00027031,0.0005841)
A sequence was used to calculate strain from the incident bar reflected wave. The sequence
is given below in Section A.3.1 and the inputs correspond to the specimen height, input
voltage, file containing incident bar reflected wave, and name for new file containing strain
data.
;incident bar: voltage->displacement->strain
sequence displacement 6.006 5.098 IncBar_WBMG_C10_cut strain_WBMG_C10
Next, a sequence was used to calculate stress from the signal recorded by the strain
234
gauge on the transmitted bar. This sequence is given in Section A.3.2 and the inputs corre-
spond to new file name for stress data, specimen diameter, output voltage, and file contain-
ing raw data.
;transmitted bar: voltage->stress
sequence stress stress_WBMG_C10 6.005 5.123 TransBar_WBMG_C10
The stress trace needed to be zeroed:
;zero stress, input offset from zero
stress_WBMG_C10_zero=stress_WBMG_C10-210
and the data was smoothed to reduce the noise:
;smooth stress data
stress_WBMG_C10_zero_smooth=smo(stress_WBMG_C10_zero,3e-6)
A third sequence was required for specimens which utilized strain gauges. This se-
quence converted the strain gauge voltage signal to strain, as described for quasi-static
tests. This sequence is given in Section A.3.3 and the input values correspond to the value
of the Wheatstone Bridge (2 for half bridge), name of file containing raw data, voltage run-
ning through strain gauge, k-factor of strain gauge, and name for new file containing strain
data.
;strain gauge: voltage->strain
sequence straingauge 2 SG_WBMG_C10 1.790 1.98 strain_gauge_WBMG_C10
Next, all three traces (stress and both strain) needed to be transferred to the same time
scale, using the strain calculated from the specimen strain gauges as a reference. Once all
three traces were starting at the same time, they were grouped together and the sampling
rates were adjusted such that they were all the same for plotting purposes.
;move incident bar strain data and stress data to strain gauge->change X0
;group 3 traces together under name data
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;make all data have same sampling rate
data_edit=rsamp(data,data:stress_WBMG_C10_zero_smooth)
The two strain traces were combined such that the strain gauge data was used during the
beginning of deformation until it was damaged (∼2%) and then the strain data from the
incident bar was used thereafter.
















Finally, the 0.2% yield stress was determined by plotting a line:








A.3.1 Sequence for Calculation of Strain from Incident Bar
The following sequences were adapted from those written by Stefan Syla. This section de-
scribes the calculation of strain from the strain gauge on the incident bar, as was described
in Section 3.3.4.
; NAME: Displacement_IncBar
;15.05.2000 / Stefan Syla
;calculate the displacement from the reflected wave of the input bar
;Displacement calculation
; bar (2X2) active strain gauge (350 Ohm) k=3.22
; Amplification 100
; 1.PARAMETER: sample height (mm)
; 2.PARAMETER: input voltage (V)
; 3.PARAMETER: name of cut IncBar file












A.3.2 Sequence for Calculation of Stress from Transmitted Bar
This section describes the calculation of stress from the strain gauge on the transmitted bar,
as was described in Section 3.3.4.
; NAME:stress_TransBar
; Stress calculation for Hopkinson bar 20mm (corrected Sequence, without factor)
; effective from 8.11.2000
; 1.PARAMETER: name of result file
; 2.PARAMETER: specimen diameter (mm)
; 3.PARAMETER: output voltage [V]





;————————Elastic modulus of bar————————-
;calculated using measured value of sound speed vc=4772000 mm/s














;———————-sample area and bar area calculation————-
s0 = sqr (PA2) * PI / 4















A.3.3 Sequence for Calculation of Strain from Strain Gauges on Specimen
This section describes the calculation of strain from the strain gauges on the specimen, as
was described for quasi-static tests in Section 3.3.2.
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;NAME:strain_strain-gauge
;Strain calculation strain gauge
;09.05.2000 Stefan Syla
; 1.PARAMETER: Bridge factor B (2=half bridge,4=quarter bridge,1=full bridge)
; 2.PARAMETER: file name
; 3.PARAMETER: voltage over strain gauge
; 4.PARAMETER: K-Factor of strain gauge
; 5.PARAMETER: new file name







The following error propagation analyses were derived based on the theory described by
Taylor [153]. This analysis was used to insure that in as much as possible all error as-
sociated with these experiments was captured accurately as it propagated throughout cal-
culations to yield final results. In all of the following equations, δz is the value of error
associated with the measurement of each respective parameter, z, which is notated as a the
subscript of δ. The error has units corresponding to those of parameter z.
B.1 Error in Measurements Taken from High-Speed Im-
ages during Taylor Tests
Much of the data from Taylor impact experiments is derived from measurements taken
on the high-speed camera images. This error propagation analysis helps to quantify the
error derived from the resolution of the camera and the human factor of making repeated
measurements. The variables relevant to the measurements made on the high-speed camera
images are given in Table B.1.
The specimen diameter was measured according to:


















Correspondingly, specimen radius is measured according to:



















Table B.1: Variables associated with error propagation originating with measurements
taken on high-speed images captured during Taylor impact tests.
Variable Definition Units
A0 initial cross-sectional area of impact face m2
A cross-sectional area of impact face at time when strain is measured m2
d0 initial diameter of impact face m
d diameter of impact face at time when strain is measured m
D0 initial diameter of impact face measured from static image px
D diameter of impact face at time when strain is measured px
εareal areal strain, as defined by Taylor [57] none
εaxial areal strain, as defined by Wilkins [58] none
l0 initial length of sample m
l length of sample at time when strain is measured m
L0 initial length of sample measured from static image px
L length of sample at time when strain is measured px
r0 initial radius of impact face m
r radius of impact face at time when strain is measured m
RD image resolution over sample diameter (= D0d0 ) px/m
RL image resolution over sample length (= L0l0 ) px/m
Specimen length was measured according to:


















Areal strain, as defined by Taylor [57], was determined according to:
εareal = 1 − AA0 = 1 −
r20
r2 = 1 −
d20
d2 = 1 −
d20
(D/RD)2





)2 = 1 − D20D2
































Similarly, axial strain, as defined by Wilkins [58], was measured according to:




















































Table B.2: Variables associated with error propagation originating with measurements
taken on high-speed images captured during Taylor impact tests.
Variable Definition Units
α angle between the inclined mirror and the sample radians
d distance between the outer mirrors measured from the image px
D physically measured distance between the outer mirrors m
γ streak angle measured from the streak image radians
h sample thickness m
M image magnification none
P pressure Pa
r resolution of the streak image px/m
R resolution if the image of the mirrors px/m
ρ current material density g/cm3
ρ0 starting material density g/cm3
t travel time of shock wave through sample s
t f time shock wave arrives at front of sample s
tb time shock wave arrives at back of sample s
∆t travel time of shock wave between first phase and second phase s
U f s free surface velocity m/s
Up particle velocity m/s
Us shock velocity m/s
V current material volume m3
V0 starting material volume m3
W streak rate s/m
x travel time of the shock wave through the sample px
X travel time of the shock wave between first and second phase px
B.2 Error Propagation in Equation of State Measurements
Determination of equation of state data also required measurement from images (streak
camera), which was one source of error, and additionally, there was error associated with
the inclined mirror method for determining Up and U f s, as well as with the PVDF gauge
and VISAR measurements. The variables relevant to the equation of state experiments
(both experimental setups) in Table B.2:
Streak image magnification is defined as:
M = dRD

















For the streak camera experimental setup, the travel time of the shock wave through the
thickness of the specimen is measured as:
t = xWr
















When using PVDF gauges, the travel time of the shock wave through the specimen thick-
ness is measured as:
t = tb − t f









In the case when a phase transition was observed as a kink in the streak camera image, the
travel time of the shock wave between the first and second phases is:
∆t = XWr
















Particle velocity was measured from streak camera images using the inclined mirror method
according to:







The error associated with measurement of particle velocity is:






















If applicable, the particle velocity of the second phase is:





























When using the streak camera experimental setup, the shock velocity was measured as:
Us1 = hrxW





















































































The shock velocity measurement when using PVDF gauge instrumentation is done accord-
ing to:
Us = ht











Pressure was calculated from measured quantities according to:
P1 = ρ0Us1Up1














The pressure of the second phase, if applicable, and its associate error were calculated in a
similar manner.




























and similarly for the compressibility of the second phase.




















































and similarly for the density of the second phase.
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APPENDIX C
MATLAB SCRIPTS USED FOR DATA ANALYSIS
The following scripts were used in MATLAB to assist with data analysis.
C.1 MATLAB Script for Creating Contour Plots of Hard-
ness Data on Impact Face of Recovered Taylor Speci-
men
This script was used to create a contour plot from the hardness data that was measured by
doing indentations in a grid on a quarter of the impact face of a recovered impacted speci-
men.
function data = contourHalf(excelfile,sheet,contoursVec)
%takes in an excel file of one quadrant of a sample and returns a contour map of the hard-
ness of that sample.
%excelfile = ’filename’, sheet =’sheet name’, and contoursVec = [vector of lines to be
shown]
%example: contourHalf(’justHalfData.xls’,’quarter’,[300 350 400 430 440 450 460 470
480 490 500 505]) would return a contour from the given inputs; origData = xlsread(excelfile,sheet);
[col, row] = size(origData)
data = zeros(2*col,2*row);
%horizontal Mirror
for k = 1:col








[C, h1] = contour(interp2(data,4),contoursVec);
%text_handle = clabel(C,h1);
%set(text_handle,’BackgroundColor’,[1 1 .6],...
% ’Edgecolor’,[.7 .7 .7])
legend(’Hardness’)
end
C.2 MATLAB Script for Regression Fitting of Birch-Murnaghan
Equation
The following is the MATLAB script that was applied to use least-squares regression to
determine the values of the variables K0 (bulk modulus), K0’ (pressure derivative of bulk
modulus) and ρ0’ (zero pressure density of the high pressure phase) in the Birch-Murnaghan
Equation of State for the high pressure phase:




The ’k’ data set is approximate starting values for the bulk modulus and pressure derivative
of bulk modulus, and ’p’ and ’v’ are pressure and corresponding volume (current volume
normalized by initial volume) data obtained from experiments, respectively. Next, the func-
tion was defined:





p = 1.5. ∗ k(1). ∗ (v(:, 1).(7/3)− (v(:, 1)).(5/3)). ∗ (1 + 3. ∗ (k(2)./4− 1). ∗ (v(:, 1).(2/3)− 1));
Finally, the non-linear regression was performed to find the values of bulk modulus, pres-
sure derivative of bulk modulus, and zero-pressure density of the high pressure phase that
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