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Abstract
In this paper, criteria for limit-point (n) case of a singular discrete Hamiltonian system are estab-
lished. Furthermore, the lower bound of the essential spectrum is obtained and the present of pure
point spectrum is discussed for such system by using the spectral theory of self-adjoint operators in
a Hilbert space.
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1. Introduction
For difference equations or difference systems, many authors considered the disconju-
gacy, disfocality, and oscillation properties, the reader may see [1–4] and references therein
along this line. There have been only a few literature concerning the spectrum problem up
to now. Since its important statue in mathematics and in piratical applications, the spectrum
problem has been an object of recent interest. The authors in [5–8] studied the spectrum
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540 J. Qi, S. Chen / J. Math. Anal. Appl. 295 (2004) 539–556problem of discrete Sturm–Liouville difference equations of order two, as well as linear
Hamiltonian difference systems. But these papers considered only the regular spectrum
problem, i.e., an equation or a system defined on a finite closed interval. In this paper, we
will study the singular spectrum problem of a discrete Hamiltonian difference system. The
study of such problem is very difficult and complex because there maybe exist other kinds
of spectra for singular problem besides eigenvalues. Furthermore, some of methods and
techniques used in scalar cases or in regular cases are not available to deal with higher-
dimensional singular difference Hamiltonian systems.
In this paper, we shall discuss the spectra of a singular linear discrete Hamiltonian dif-
ference system. Utilizing Weyl–Titchmarsh theory and the spectral theory of a self-adjoint
operator in a Hilbert space [9–12], we obtain the lower bound of essential spectrum and
the sufficient conditions for the presence of pure point spectrum.
In Section 2, we introduce some basic knowledge about a discrete Hamiltonian sys-
tem including properties of deficiency index, Theorems 1 and 2. In order to ensure the
self-adjointness of the corresponding Hamiltonian difference operator (defined later) in an
appreciate Hilbert space in Section 4, we establish the limit-point (n) case criteria, Theo-
rems 3 and 4 in Section 3. Then, we give our main results in Section 5, Theorems 5–8 by
using the spectral theory of a self-adjoint operator in a Hilbert space.
2. Preliminary knowledge
Consider the singular discrete Hamiltonian system
Ly(t) := J∆y(t)−Q(t)
(
x(t + 1)
u(t)
)
= λW(t)
(
x(t + 1)
u(t)
)
, t ∈ N, (I)
where λ is a complex parameter, N = {0,1, . . .}, y(t) = ( x(t)
u(t)
)
is a 2n × 1 matrix, x(t),
u(t) ∈ Cn for t ∈ N, ∆y(t) is the forward difference operator defined by
∆y(t) = y(t + 1)− y(t) (2.1)
and J = ( 0 −In
In 0
)
with In the identity matrix, Q∗(t) = Q(t), W∗(t) = W(t)  0 are 2n ×
2n complex-valued Hermitian matrices. Here Q∗ is the complex conjugate transpose of Q
and inequalities of Hermitian matrices are in the positive, non-negative sense. Let
W(t) =
(
W1(t) 0
0 W2(t)
)
, Q(t) =
(−C(t) A∗(t)
A(t) B(t)
)
, (2.2)
where W∗1 (t) = W1(t) 0, W∗2 (t) = W2(t) 0, C∗(t) = C(t), B∗(t) = B(t). Then (I) can
be rewritten into{
∆x(t) = A(t)x(t + 1)+ [B(t) + λW2(t)]u(t),
∆u(t) = [C(t)− λW1(t)]x(t + 1)−A∗(t)u(t), t ∈ N. (I
′)
Let y(t) = ( x(t)
u(t)
)
be a solution of (I′). Then we have
y∗(t + 1)Jy(t + 1)− y∗(0)Jy(0)
= 2i Imλ
t∑(
x∗(s + 1), u∗(s))W(s)(x(s + 1)
u(s)
)
, t ∈ N. (2.3)s=0
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U(s)
)
of (I′),
Y ∗(t + 1, λ)JY (t + 1, λ)− Y ∗(0, λ)JY (0, λ)
= 2i Imλ
t∑
s=0
(
X∗(s + 1),U∗(s))W(s)(X(s + 1)
U(s)
)
, t ∈ N. (2.4)
We also need the inhomogeneous system associated to (I′),{
∆x(t) = A(t)x(t + 1)+B(t)u(t) +W2(t)f2(t),
∆u(t) = C(t)x(t + 1)−A∗(t)u(t) −W1(t)f1(t), t ∈ N, (2.5)
where f (t) = ( f1(t)
f2(t)
)
and f1(t), f2(t) ∈ Cn for t ∈ N.
Lemma 1. If y = y(t) solves (2.5) for some f , then
∆
(
x∗(t)u(t)
)= x∗(t + 1)C(t)x(t + 1)− x∗(t + 1)W1(t)f1(t + 1)
+ u∗(t)B(t)u(t) + f ∗2 (t)W2(t)u(t), t ∈ N. (2.6)
Specially, if y(t) = ( x(t)
u(t)
)
is a solution of (I′), then
∆
[
x∗(t)u(t)
]= x∗(t + 1)[C(t) − λW1(t)]x(t + 1)
+ u∗(t)[B(t) + λW2(t)]u(t), t ∈ N. (2.7)
Proof. Since ∆[x∗(t)u(t)] = x∗(t + 1)∆u(t) + [∆x(t)]∗u(t), (2.6) easily follows from
(2.5). Specially, if y(t) = ( x(t)
u(t)
)
is a solution of (I′), then f1 = λx and f2 = λu in (2.6).
Hence, (2.6) yields (2.7) in this case. 
In order to ensure the existence and uniqueness of solutions for (I′) and (2.5), we assume
that
(A1) In −A(t) is invertible for t ∈ N.
Under such condition, one can see that for any x(m) = xm and u(m) = um (m ∈ N), the
left-forward or right-forward solution of (I′) (or (2.5)) exists and is unique.
Let l∞2n be the set of all 2n-dimensional vector sequence. Define
L2W =
{
y ∈ l∞2n;
∞∑
s=0
(
x∗(s + 1), u∗(s))W(s)(x(s + 1)
u(s)
)
< ∞
}
. (2.8)
Definition 1. Let λ ∈ C, we denote d(λ) by the number of linearly independent solutions
of (I′) in L2W . We say (I′) is in the limit-point (n) case (LP(n) for short) if d(λ) ≡ n for any
λ ∈ C \ R.
Theorem 1. For any λ ∈ C \ R, d(λ) n.
To prove Theorem 1, we need the following lemmas.
542 J. Qi, S. Chen / J. Math. Anal. Appl. 295 (2004) 539–556Lemma 2. Let D,D1,D2 be n × n Hermitian matrices and V be an n × n matrix. Let
λk(D) be eigenvalues of D such that λ1(D) · · · λn(D).
(1) (Courant–Fischer theorem) Let 1  k  n be an integer and Sk be a k-dimensional
subspace of Cn. If x∗Dx  C1x∗x for all x in Sk , then λn(D)  · · ·  λn−k+1(D)
 C1. If x∗Dx C2x∗x for all x in Sk , then λ1(D) · · · λk(D) C2.
(2) (Weyl theorem) For any integer 1 k  n,
λk(D1)+ λ1(D2) λk(D1 +D2) λk(D1)+ λn(D2).
(3) λk(V ∗DV ) = θkλk(D) for any integer 1 k  n, where λ1(V ∗V ) θk  λn(V ∗V ).
Lemma 3. Let F(t, β) be continuous in N × S1k , where S1k is the unite sphere of Sk . If
F(t, β) satisfies
(1) For any given β ∈ S1k , F(t, β) F(s,β) as t  s ∈ N;
(2) For any given β ∈ S1k , F(t, β) → ∞ as t → ∞ and t ∈ N.
Then F(t, β)→ ∞ as t → ∞ uniformly in S1k .
Proof of Theorem 1. Let Y (t, λ) = (X(t,λ)
U(t,λ)
)
be a matrix-valued solution of (I′) such that
Y (0, λ) = I2n. Then Y ∗(0, λ)JY (0, λ) = J . Let
D1(t, λ) =
t∑
s=0
(
X∗(s + 1),U∗(s))W(s)(X(s + 1)
U(s)
)
,
D2(t, λ) = J/(2i Imλ), D(t, λ) = 12 ImλY
∗(t + 1, λ)J/iY (t + 1, λ). (2.9)
By (2.4), we know D = D1 + D2. Suppose d(λ) < n. Then there is an integer k > n such
that ∀β ∈ Sk , Y (t, λ)β /∈ L2W . Set F(t, β) = β∗D1(t, λ)β , t ∈ N, β ∈ S1k . Clearly F(t, β)
satisfies the conditions of Lemma 3, and hence F(t, β) → ∞ as t → ∞ uniformly on S1k .
Then for any M > 0, ∃N ∈ N such that β∗D1(t, λ)β M for N 	 t N and ∀β ∈ S1k . By
(1) of Lemma 2 we have λm(D1(t, λ)) → ∞ (n− k + 1m n). By (2) of Lemma 2 we
have
λm
(
D(t,λ)
)
 λm
(
D1(t, λ)
)+ λ1(D2(t, λ))→ ∞, t → ∞, (2.10)
and hence D(t,λ) has k’s positive eigenvalues. Since J/i has n’s negative eigenvalues, it
follows from (3) of Lemma 2 that D(t,λ) has n’s negative eigenvalues which is clearly a
contradiction. 
Let α = (α1, α2), α1 and α2 are n× n matrices satisfying
rankα = n, α1α∗1 + α2α∗2 = In, α1α∗2 = α2α∗1 . (2.11)
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θ2(t,λ)
)
, φ(t, λ) = ( φ1(t,λ)
φ2(t,λ)
)
be 2n × n matrix-valued solutions of (I′) satis-
fying
θ(0, λ) =
(
α∗1
α∗2
)
, φ(0, λ) =
(−α∗2
α∗1
)
. (2.12)
Let Y (t, λ) = (θ(t, λ),φ(t, λ)). Then for any λ1, λ2 ∈ C,
Y ∗(0, λ1)JY (0, λ2) = J, αθ(0, λ1) = In, αφ(0, λ1) = 0. (2.13)
Theorem 2. If φ(t, λ)β /∈ L2W for all λ in C \ R and all β 
= 0 in Cn, then d(λ) ≡ n in
C \R, i.e., (I′) is in the limit-point (n) case.
Proof. Since d(λ) n by Theorem 1, we choose a 2n × n matrix-valued solution χ(t, λ)
of (I′) satisfying χ ∈ L2W and there exist n× n matrices K1,K2 such that
rank
(
K1
K2
)
= n, χ(t, λ) = θ(t, λ)K1 + φ(t, λ)K2 = Y (t, λ)
(
K1
K2
)
. (2.14)
We claim that K−11 exists. In fact, if there exists β ∈ Cn such K1β = 0, then φ(t, λ)K2β =
χ(t, λ)β ∈ L2W and hence K2β = 0 by the assumption of Theorem 2. Now rank
(K1
K2
)= n
and K1β = K2β = 0 yield that β = 0 and hence K−11 exists.
Set χˆ(t, λ) = χ(t, λ)K−11 . Then
χˆ(t, λ) = θ(t, λ)+ φ(t, λ)K, K = K2K−11 . (2.15)
Clearly Yˆ (t, λ) = (χˆ(t, λ),φ(t, λ)) is a fundamental matrix-valued solution of (I′). One
can see that if
L2W 	 Yˆ (t, λ)
(
β1
β2
)
= χˆ(t, λ)β1 + φ(t, λ)β2, β1, β2 ∈ Cn,
if and only if φ(t, λ)β2 ∈ L2W and hence β2 = 0. Therefore, every solution of (I′) in L2W
must be of the form χˆ(t, λ)β , β ∈ Cn, and hence d(λ) ≡ n in C \R. 
Remark. We will use Theorem 2 to set up some concrete criteria of the limit-point (n)
case for system (I′) in Section 3.
3. LP(n) criteria for a singular discrete Hamiltonian system
In this section, we will give some LP(n) criteria for the semi-degenerate discrete Hamil-
tonian system{
∆x(t) = A(t)x(t + 1)+B(t)u(t),
∆u(t) = [C(t)− λIn]x(t + 1)−A∗(t)u(t), t ∈ N, (II)
i.e., the system (I) with W1(t) ≡ In and W2(t) ≡ 0 in (2.2) for t ∈ N, where A,B,C are
defined in Section 2. We need the inhomogeneous system associated to (II),{
∆x(t) = A(t)x(t + 1)+B(t)u(t),
∗ (II′)∆u(t) = C(t)x(t + 1)−A (t)u(t) − f1(t), t ∈ N,
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By Lemma 1 every solution y = ( xu ) of (II) satisfies
∆
(
x∗(t)u(t)
)= x∗(t + 1)[C(t) − λIn]x(t + 1)+ u∗(t)B(t)u(t), (3.1)
and every solution y = ( xu ) of (II′) satisfies
∆
(
x∗(t)u(t)
)= x∗(t + 1)C(t)x(t + 1)− x∗(t + 1)f1(t + 1)
+ u∗(t)B(t)u(t). (3.2)
Throughout this section we suppose the condition (A1) and the following “controllable
condition” (see [6]) hold, i.e.,
(A2) 0 = B(t)u(t) for t  1 and ∆u(t) = −A∗(t)u(t) for t  0 has only the solution
u(t) ≡ 0 for t ∈ N.
One can see that for any non-trivial solution y = ( xu ) of (II), there exists some m ∈ N,
for t ∈ N and t m,
t∑
s=0
x∗(s + 1)x(s + 1) > 0. (3.3)
Theorem 3. Suppose C(t) is bounded below, B(t)  b(t)In  0 and ‖A(t)‖  a(t) for
t ∈ N. If there exists M > 0 such that Mb(t) a2(t) and
∞∑
t=0
√
b(t) = ∞, (3.4)
then (II) is LP(n).
Proof. Let φ(t, λ) be defined as in (2.12). By Theorem 2 we need only to prove φ(t, λ)β /∈
L2W for all λ in C \R and all β 
= 0 in Cn.
Set y(t) = ( x(t)
u(t)
)=: φ(t, λ)β with Imλ 
= 0 and 0 
= β ∈ Cn. By (3.1) we have
x∗(t + 1)u(t + 1) = −β∗α2α∗1β +
t∑
s=0
x∗(s + 1)C(s)x(s + 1)
+
t∑
s=0
u∗(s)B(s)u(s) − λ
t∑
s=0
x∗(s + 1)x(s + 1).
Let r1(t) = Re(x∗(t)u(t)), r2(t) = Im(x∗(t)u(t)). Then r1(0) = −β∗α2α∗1β by (2.11) and
r2(0) = 0. Fixed λ = µ− iν with ν 
= 0. Then we have
r1(t + 1) = r1(0)+
t∑
s=0
x∗(s + 1)[C(s) −µIn]x(s + 1)
+
t∑
u∗(s)B(s)u(s), (3.5)
s=0
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t∑
s=0
x∗(s + 1)x(s + 1). (3.6)
Notice that B(t)  b(t)In  0 and C(t) is bounded below, namely C(t) C0In for some
C0 ∈ R. Then (3.5) gives
r1(t + 1) r1(0)+ (C0 −µ)
t∑
s=0
x∗(s + 1)x(s + 1)+
t∑
s=0
b(s)u∗(s)u(s). (3.7)
It follows from (3.3) and (3.6) that for some m ∈ N and l > 0,∣∣r2(t)∣∣> l, t m and t ∈ N. (3.8)
Set f (t) = x∗(t)x(t) and g(t) = u∗(t)u(t). Notice that for t m,
f (t)g(t) = x∗(t)x(t)u∗(t)u(t) ∣∣x∗(t)u(t)∣∣2  r21 (t) + r22 (t) > l2. (3.9)
This also means f (t) > 0 for t m. Suppose y = φ(t, λ)β ∈ L2W , i.e., x ∈ L2(N), where
L2(N) =
{
x = (x(0), x(1), . . .); x(t) ∈ Cn, ∞∑
t=0
x∗(t)x(t) < ∞
}
.
It follows from (3.9) that
b(t)g(t) b(t)
∣∣r2(t)∣∣2/f (t) l2b(t)/f (t),
which implies
t∑
s=0
u∗(s)B(s)u(s)
t∑
s=0
b(s)u∗(s)u(s) =
t∑
s=0
b(s)g(s) l2
t∑
s=0
b(s)/f (s)
 l2
[
t∑
s=0
√
b(s)
]2/ t∑
s=0
f (s) → +∞ (3.10)
by (3.4) since ∑∞s=0 f (s) < +∞. Set R(t) = x∗(t + 1)u(t) and R1(t) = ReR(t). Since
x(t + 1)− x(t) = ∆x(t) = A(t)x(t + 1)+B(t)u(t),
we have
x∗(t + 1)u(t) = x∗(t)u(t) + u∗(t)B(t)u(t) + x∗(t + 1)A∗(t)u(t)
and hence
Re
(
x∗(t + 1)u(t))= r1(t)+ u∗(t)B(t)u(t) + Re(x∗(t + 1)A∗(t)u(t)).
Since |Re(x∗(t + 1)A∗(t)u(t))| ‖A(t)‖|x(t + 1)||u(t)| a(t)√f (t + 1)g(t), we know
by (3.5) that
R1(t) r1(0)+
t−1∑
s=0
x∗(s + 1)[C(s) −µIn]x(s + 1)
+
t∑
b(s)g(s)−M − 1
4M
a2(t)f (t + 1)g(t). (3.11)s=0
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∑∞
s=0 f (s) < +∞, or f (t) → 0 as t → +∞.
It follows from (3.10) and (3.11) that there exists m1 >m such that
R1(t)
1
2
t∑
s=m1
u∗(s)B(s)u(s) 1
2
t∑
s=m1
b(s)g(s) =: 1
2
G(t) (3.12)
and G(t) > 0 for t m1. Using the equality
f (t + 1)g(t) = x∗(t + 1)x(t + 1)u∗(t)u(t) ∣∣x∗(t + 1)u(t)∣∣2 R21(t),
we have
∆G(t) = b(t + 1)g(t + 1) b(t + 1)∣∣R1(t + 1)∣∣2/f (t + 2)
 1
4
b(t + 1)G2(t + 1)/f (t + 2) 1
4
b(t + 1)G(t)G(t + 1)/f (t + 2),
t m1.
Hence
1
G(t)
− 1
G(t + 1) =
∆G(t)
G(t)G(t + 1) 
1
4
b(t + 1)
f (t + 2) , t m1 and t ∈ N. (3.13)
Adding (3.13) from m1 to t we have
1
G(m1)
− 1
G(t + 1) 
1
4
t+1∑
s=m1+1
b(s)
f (s + 1)
 1
4
[
t+1∑
s=m1+1
√
b(s)
]2/ t+2∑
s=m1+2
f (s). (3.14)
Since
∑∞
s=0
√
b(s)= ∞ and ∑∞s=0 f (s) < ∞, by (3.14) we have a contradiction. 
If (3.4) does not hold, then we can make strong restriction on C(t) under which (II) is
also LP(n).
Theorem 4. Suppose C(t) is bounded below, B(t)  b(t)In  0 and ‖A(t)‖  a(t) for
t ∈ N. Let C(t)  (C0 + 1)In and q(t) = λmin[C(t) − C0In]. If there exists M > 0 such
that Mb(t)  a2(t) and for some ε0, 0 < ε0 < 1/2, and some sufficiently large number
K > 0,
∞∑
t=1
√
b(t + 1)
[
t−1∏
s=1
[
1 +K√b(s)q(s − 1) ]
]ε0
= ∞, (3.15)
then (II) is LP(n).
Proof. Let y(t), r1(t), r2(t), f (t), g(t), R1(t) and λ be defined as in the proof of Theo-
rem 3. For this case, (3.5)–(3.8) hold, too. Let C¯(t) = C(t)−C0In. Suppose y = φ(t, λ)β ∈
L2W . Using (3.11) and similarly with (3.12) we have (µ0 = C0 −µ)
R1(t) r1(t)+ b(t)g(t)/2. (3.16)
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r1(t) r1(0)+ 2
t−1∑
s=1
√
b(s)q(s − 1)(f (s)g(s))1/2 +µ0 t−1∑
s=0
f (s + 1). (3.17)
Using (3.9) and the fact that ∑∞s=1 f (s) < ∞ we know by (3.16) that
r1(t) C1 + 2l
t−1∑
s=1
√
b(s)q(s − 1), t N,
for some C1 ∈ R and sufficiently large N ∈ N. From (3.15) and q(s)  1 it follows
that
∏∞
s=1(1 +
√
b(s)q(s − 1) ) = ∞, and hence ∑∞s=1 √b(s)q(s − 1) = ∞. Thus, (3.17)
yields r1(t) 1+2∑t−1s=m √b(s)q(s − 1)r1(s) and r1(m) >K for sufficiently large m ∈ N
and hence
r1(t)
t−1∏
s=m
[
1 +K√b(s)q(s − 1) ].
This together with (3.16) gives
R1(t + 1)
t∏
s=m
[
1 +K√b(s)q(s − 1) ]=: η(t). (3.18)
Notice that (3.12) holds for this case, i.e.,
R1(t)
1
2
t∑
s=m
b(s)g(s) =: 1
2
G(t) > 0. (3.19)
Therefore, by (3.18) and (3.19) we get for 0 < ε = 1 − 2ε0 < 1 and t m,
∆G(t) = b(t + 1)g(t + 1) b(t + 1)R21(t + 1)/f (t + 2)
 db(t + 1)R1−ε1 (t + 1)G1+ε(t + 1)/f (t + 2)
 db(t + 1)η1−ε(t)G1+ε(t + 1)/f (t + 2), (3.20)
where d = 2−1−ε . Notice that G(t + 1)G(t) > 0. It follows that
Gε(t + 1)−Gε(t)
Gε(t + 1)Gε(t)  ε
G(t + 1)−G(t)
G1+ε(t + 1) = ε
∆G(t)
G1+ε(t + 1) .
Then (3.20) implies
1
Gε(t)
− 1
Gε(t + 1)  εdb(t + 1)η
1−ε(t)/f (t + 2), t m. (3.21)
Adding (3.21) from m to t > m we have
1
Gε(m)
>
1
Gε(m)
− 1
Gε(t + 1)  εd
t∑
s=m
b(s + 1)η1−ε(s)/f (s + 2)
 dε
[
t∑
s=m
√
b(s + 1)ηε0(s)
]2/ t∑
s=m
f (s + 2). (3.22)
Then, (3.15) and (3.22) yield a contradiction since ∑∞s=0 f (s) < ∞. 
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Corollary 1. Suppose the conditions in Theorem 3 or Theorem 4 hold. Then for any solu-
tion y(t) = ( x(t)
u(t)
)
of (II) with λ ∈ (−∞,µ0), y /∈ L2W provide that x∗(0)u(0) 0.
Corollary 2. Suppose the conditions in Theorem 3 or Theorem 4 hold. Then x∗(t)u(t) → 0
as t → ∞ for any solution y(t) = ( x(t)
u(t)
)
of (II′) provided that y ∈ L2W and f1 ∈ L2(N).
4. Properties of Hamiltonian difference operators
In this section, we will study the minimal Hamiltonian difference operator (defined
later) generated by the system (I), i.e.,
Ly(t) := J∆y(t)−Q[Fy(t)]= λW[Fy(t)], t ∈ N, (I)
where J , W , and Q are defined in Section 2 and
Fy(t) =
(
x(t + 1)
u(t)
)
, t ∈ N. (4.1)
Let L2W be defined by (2.8). An inner product in L2W is defined as
〈y1, y2〉 =
∞∑
s=0
[Fy2]∗(s)W(s)[Fy1](s) :=
∞∑
s=0
Fy∗2WFy1(s)
for y1, y2 ∈ L2W , (4.2)
where yk =
( xk
uk
)
. Define
‖y‖2 = 〈y, y〉 =
∞∑
s=0
Fy∗WFy(s) for y ∈ L2W . (4.3)
In general, ‖ · ‖ is not a norm but a semi-norm because W(t) may be degenerate. If we
define y = 0 in L2W in the sense of
∞∑
s=0
Fy∗WFy(s) = 0 ⇔ W(t)Fy(t) ≡ 0 for t ∈ N, (4.4)
then the quotient space generated by the equivalence relation of (4.4) in L2W is a Hilbert
space with the norm ‖ · ‖. For convenience, we denote L2W by the quotient space without
any confusion. Define
l02n =
{
y ∈ l∞2n; y(0)= 0 and ∃N ∈ N, s.t. y(t) = 0 for t N
}
, (4.5){
D(h) = {y ∈ L2W ∩ l02n; ∃f ∈ L2W , s.t. Ly(t) = WFf (t)},
h :D(h) → L2W , hy = f if Ly(t) = WFf (t),
(4.6)
{
D(H) = {y ∈ L2W ; ∃f ∈ L2W , s.t. Ly(t) = WFf (t)},
H :D(H) → L2 , Hy = f if Ly(t) = WFf (t). (4.7)W
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by the discrete Hamiltonian system (4.1). We say D(h) (D(H)) is the minimal (maximal)
domain.
Definition 2. We say h is symmetric if
(1) h is Hermitian, that is 〈hy1, y2〉 = 〈y1, hy2〉 for any y1, y2 ∈ D(h);
(2) D(h) = L2W .
In order to prove h is symmetric we need the following “definiteness condition” (see
[5] for continuous case)
(A3) For any non-zero solution y(t) of (I), ∑ts=0 Fy∗WFy(s) > 0 for t ∈ N sufficiently
large.
Remark. For semi-degenerate Hamiltonian systems, the “controllable condition” (A2) im-
plies the “definiteness condition” (A3).
Lemma 4.
(i) (A3) holds iff any non-trivial solution of J∆y(t) = QFy(t) is not the zero element
of L2W .
(ii) Suppose (A1) and (A3) hold. Then for any f = ( f1
f2
) ∈ L2W , at least one solution y(t)
of J∆y(t)= QFy(t) +WFf (t) is not the zero element of L2W .
Proof. If WFy(t) ≡ 0 for t ∈ N, then y(t) is a solution of (I) iff y(t) is a solution of
J∆y(t)= QFy(t). So that the conclusion of (i) is true by (A3).
Let y0(t) be a non-trivial solution of J∆y(t) = QFy(t) and Φ(t) be a fundamental
matrix-valued solution of J∆y(t) = QFy(t). Then
y0(t) −Φ(t)
[
t∑
s=0
Φ−1(s)JW(s)Ff (s − 1)
]
=: y0(t) + f0(t)
and f0(t) are all solutions of J∆y(t) = QFy(t) + WFf (t), where WFf (−1) = 0. If
f0 
= 0 in L2W , then we take y(t) = f0(t). If f0 = 0 in L2W , then we take y(t) = y0(t) +
f0(t). Since y0(t) 
= 0 in L2W by (i), then y 
= 0 in L2W . 
Theorem 5. Suppose (A1) and (A3) hold. Then h is symmetric.
Proof. One can easily verify that for any y1, y2 ∈ l∞2n and m ∈ N,
t∑
s=0
[(
x∗2 (s + 1), u∗2(s)
)
Ly1(s) − (Ly2)∗(s)
(
x1(s + 1)
u1(s)
)]
= y∗2 (s)Jy1(s)|m+1. (4.8)s=0
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〈hy1, y2〉 =
∞∑
s=0
Fy∗2WFhy1(s) =
∞∑
s=0
Fy∗2Ly1(s) =
∞∑
s=0
(Ly2)
∗Fy1(s)
= 〈y1, hy2〉, (4.9)
and hence h is Hermitian.
To prove D(h) = L2W , we need only to prove that 〈y, r〉 = 0 for all y in D(h) implies
r = 0 in L2W since L2W is a Hilbert space and D(h) is a linear subspace of L2W .
Let r ∈ L2W be fixed and 〈y, r〉 = 0 for all y in D(h). By (ii) of Lemma 4, we choose a
solution f (t) of J∆y(t)= QFy(t) +WFr(t) such that f 
= 0 in L2W . If we prove that
Lf (t) = J∆f (t) −QFf (t) = 0, t ∈ N, (4.10)
then r = 0 in L2W .
By the definition of D(h) we know for any y ∈ D(h), y(0) = 0 and y(t) = Ly(t) = 0,
t m for some m ∈ N. Then using (4.8) we have for any y ∈ D(h),
〈hy,f 〉 =
∞∑
s=0
Ff ∗WFhy(s) =
m∑
s=0
Ff ∗Ly(s)
=
m∑
s=0
(Lf )∗Fy(s)+ f ∗(s)Jy(s)|m+1s=0
=
m∑
s=0
Fr∗WFy(s) =
∞∑
s=0
Fr∗WFy(s) = 〈y, r〉 = 0. (4.11)
Since f 
= 0 in L2W , there is an integer number N0 ∈ N such that
t∑
s=0
Ff ∗WFf (s) > 0, t N0. (4.12)
Let N ∈ N. Define
lN2n =
{
y = (y(0), . . . , y(N)); y(t) ∈ C2n, 0 t N}.
Denote SN by the solution space of Ly(t) = 0 for 0  t N and S by the solution space
of Ly(t) = 0 for t ∈ N. For y = (y(0), . . . , y(N), . . .) ∈ l∞2n , set yN = (y(0), . . . , y(N)).
We claim that fN ∈ SN for any N ∈ N. If it is true, then f ∈ S, and hence Lf (t) = 0 for
t ∈ N.
Take N ∈ N and N > N0. Suppose fN /∈ SN . Note that SN is a linear subspace of lN2n,
which is also a Hilbert space in the sense of (4.4), and fN 
= 0 in lN2n by (4.12). Then by the
Hahn–Banach theorem we know there is wN = (w(0), . . . ,w(N)) ∈ lN2n such that
〈yN,wN 〉 = 0, ∀yN ∈ SN, 〈fN ,wN 〉 
= 0. (4.13)
Set w = (w(0), . . . ,w(N),0, . . .). Let g be the solution of
Lg(t) = WFw(t), t ∈ N, g(0) = 0. (4.14)
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0 = 〈yN,wN 〉 =
N∑
s=0
Fw∗NWFyN(s) =
N∑
s=0
Fw∗WFy(s) =
N ′−1∑
s=0
Fw∗WFy(s)
=
N ′−1∑
s=0
(Lg)∗Fy(s) =
N ′−1∑
s=0
Fg∗Ly(s)+ g∗(s)Jy(s)|N ′s=0.
Notice that y ∈ S implies Ly(t) = 0 for t ∈ N. Then for all y ∈ S,
g∗(t)Jy(t)|N ′s=0 = g∗(N ′)Jy(N ′) = 0. (4.15)
By the condition (A1) we know {y(N ′); y ∈ S} = C2n, then (4.15) gives g(N ′) = 0 for
any N ′ >N . Combining this fact with (4.14) we have g ∈ D(h), and hence 〈f,hg〉 = 0 by
(4.11). Then 〈fN ,wN 〉 = 〈f,w〉 = 〈f,hg〉 = 0 by (4.14), which contradicts to (4.13). 
From the above proof we have the following useful result (see (4.10) and (4.11)).
Corollary 3. Suppose f ∈ l∞2n and f 
= 0 in L2W . If
〈hy,f 〉 = 0, ∀y ∈ D(h),
then Lf (t) ≡ 0 for t ∈ N.
In the sequel, we will study the adjoint operator h∗ of h.
Definition 3. An operator h∗ is said to be the adjoint operator of h if
(i) y ∈ D(h∗) ⇔ 〈hx,y〉 is continuous for all x in D(h);
(ii) For any y ∈ D(h∗), h∗y = y∗ ⇔ 〈hx,y〉 = 〈x, y∗〉 for all x in D(h).
By Theorem 5, we know the adjoint operator h∗ of h exists uniquely.
Theorem 6. h∗ = H , i.e., D(h∗) = D(H) and h∗y = Hy for all y in D(H).
Proof. Notice that y(0) = 0 and y(t) = Ly(t) = 0 for t  m as y ∈ D(h), where m is
a sufficiently large integer dependent on the choices of the y ∈ D(h). Then ∀z ∈ D(H),
∀y ∈ D(h),
〈hy, z〉 =
∞∑
s=0
Fz∗WFhy(s) =
∞∑
s=0
Fz∗Ly(s)
=
m∑
s=0
Fz∗Ly(s) =
m∑
s=0
(Lz)∗Fy(s) + z∗(s)Jy(s)|m+1s=0
=
m∑
s=0
(FHz)∗WFy(s) =
∞∑
s=0
(FHz)∗WFy(s) = 〈y,Hz〉, (4.16)
and hence z ∈ D(h∗) and h∗z = Hz.
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exist y0 ∈ D(h∗) but y0 /∈ D(H), i.e., y0 − z 
= 0 in L2W for any z ∈ D(H). Note that∀y ∈ D(h),
〈hy,y0〉 = 〈y,h∗y0〉 =
∞∑
s=0
(Fh∗y0)∗WFy(s). (4.17)
Let z be a solution of Lz(t) = WFh∗y0(t). Since h∗y0 ∈ L2W , z ∈ D(H) and for any
y ∈ D(h),
∞∑
s=0
(Fh∗y0)∗WFy(s) =
∞∑
s=0
(Lz)∗Fy(s) =
∞∑
s=0
Fz∗Ly(s)
=
∞∑
s=0
Fz∗WFhy(s) = 〈hy, z〉. (4.18)
Then (4.17) and (4.18) imply that 〈hy,y0 − z〉 = 0 for all y ∈ D(h). In view of y0 − z 
= 0
in L2W and Corollary 1, we have L(y0 − z)(t) ≡ 0 for t ∈ N. Then Ly0 = Lz = WFh∗y0
and hence y0 ∈ D(H), which is a contradiction. 
5. Properties of spectrum for semi-degenerate discrete Hamiltonian systems
In this section, we will study the lower bound of the essential spectrum and the present
of pure point spectrum for a semi-degenerate discrete Hamiltonian system with self-adjoint
boundary value conditions. First of all, we introduce some preliminary notations of self-
adjoint operators in a Hilbert space. The reader is referred to [5] for the general theory.
Let H be a Hilbert space and T be a closed operator, i.e., {(x, T x); x ∈ D(T )} is closed
in H × H. Let I be the identity operator in H. The resolvent set ρ(T ) of T is the set of
all λ ∈ C satisfying (T − λI)−1 :H → H exists and is a bounded operator. The spectrum
σ(T ) of T is the complement of ρ(T ) in C. The set of all eigenvalues of T is denoted by
σp(T ). The set σe(T ) consisting of all λ ∈ σ(T ) satisfying the dominate set R(T − λI) is
not closed, is called the essential spectrum. The set of isolated points of σ(T ) is called the
point spectrum and is denoted by σip(T ). If σ(T ) = σip(T ), then we say the T has pure
point spectrum.
For the property of the essential spectrum, H. Weyl gave the following description.
Proposition 1. Let T be a closed operator in a Hilbert space and suppose that for each λ ∈
σp(T ), the null manifold {x; (T − λI)x = 0} is finite dimensional. Then λ ∈ σe(T ) if and
only if there exists a bounded sequence {fm} of elements of D(T ) such that limt→∞(T −
λ0I)fn exists but {fm} has no strong convergent subsequence.
If T is a self-adjoint operator in H, then
σ(T ) ⊂ R, σe(T ) = σ(T )− σip(T ), σip(T ) ⊂ σp(T ). (5.1)
The spectrum σ(T ) of a self-adjoint operator T has the following important property.
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σ(T ) iff there is a sequence {fm} of elements in D(T ) such that ‖fm‖ = 1 and ‖(T −
λI)fm‖ → 0 as m → ∞.
Let T be a symmetric operator and T ∗ the adjoint operator of T . Then for any symmetric
extension T˜ of T ,
T ⊂ T˜ ⊂ T˜ ∗ ⊂ T ∗, σe(T ) = σe(T˜ ) = σe(T ∗). (5.2)
Somewhat stronger results about spectrum can be stated for special classes of operators in
the sense of the following definition.
Definition 4 (See [9, Definition XII 5.1]). A symmetric operator T is bounded below
(bounded above) if there is a real number µ0 such that 〈T x,x〉  µ0〈x, x〉 (〈T x,x〉 
µ0〈x, x〉) for all x in D(T ). If T is bounded below or bounded above we say that T is
semi-bounded. The number µ0 is called a bound for T and the largest (smallest) such µ0
is called the lower (upper) bound for T .
By Proposition 2 and Corollary XIII.7.27 in [9], the following results hold.
Proposition 3. If µ0 is the lower bound for a self-adjoint operator T , then σ(T ) ⊂
[µ0,∞).
From now on we study the spectrum of (II) with a self-adjoint boundary condition
αy(0) = 0. Let h and H be the minimal operator and the maximal operator generated
by (II), respectively. Let Hα be the operator generated by (II) with the self-adjoint bound-
ary condition αy(0) = 0, i.e.,{
D(Hα) = {y ∈ L2W ; αy(0)= 0, ∃f ∈ L2W , s.t. Ly(t) = WFf (t)},
Hα :D(Hα) → L2W , Hαy = f if Ly = WFf,
(5.3)
where W(t) = ( In 00 0 ). From the definitions of h and H in (4.6) and (4.7), one can see that
h ⊂ Hα ⊂ H . We claim that Hα is self-adjoint extension of h, i.e., h ⊂ Hα = H ∗α ⊂ H
under either the conditions in Theorem 3 or Theorem 4. To this end, we need the following
lemma.
Lemma 5. Suppose the conditions in Theorem 3 (or Theorem 4) hold. Then for any pair
y1, y2 ∈ D(H),
lim
t→∞y
∗
2 (t)Jy1(t) = 0. (5.4)
Proof. By Corollary 2 in Section 3 we have for all y = ( xu ) ∈ D(H), limt→∞ x∗(t)u(t)
= 0. Set yk =
( xk
uk
)
, k = 1,2, and z1 = y1 + y2, z2 = y1 + iy2. Then z1, z2 ∈ D(H) since
D(H) is a linear manifold of L2W . Thus
lim
(
x1(t)+ x2(t)
)∗(
u1(t)+ u2(t)
)= lim (x1(t)+ ix2(t))∗(u1(t) + iu2(t))= 0,
t→∞ t→∞
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x∗1u1(t) + x∗2 (t)u2(t) + x∗1 (t)u2(t) + x∗2 (t)u1(t) → 0,
x∗1u1(t) + x∗2 (t)u2(t) + i(x∗1 (t)u2(t) − x∗2 (t)u1(t)) → 0.
(5.5)
Notice that x∗k (t)uk(t) → 0 as t → ∞. Then (5.5) gives x∗1 (t)u2(t), x∗2 (t)u1(t) → 0 as
t → ∞ and hence
lim
t→∞y
∗
2 (t)Jy1(t) = limt→∞
[(
x∗1 (t)u2(t)
)∗ − x∗2 (t)u1(t)]= 0. 
Lemma 6. Let Hα be defined by (5.3). If the conditions in Theorem 3 (or Theorem 4) hold,
then Hα = H ∗α .
Proof. Take any pair y1, y2 ∈ D(Hα). By Lemma 5 and (4.8) we have
〈Hαy1, y2〉 = lim
t→∞
t∑
s=0
Fy∗2WFHαy1(s)
= lim
t→∞
[
t∑
s=0
(FHαy2)
∗WFy1(s)+ y∗2 (s)Jy1(s)|t+1s=0
]
= lim
t→∞
t∑
s=0
(FHαy2)
∗WFy1(s) = 〈y1,Hαy2〉,
and hence Hα is symmetric. In view of (5.2), h ⊂ Hα ⊂ H ∗α ⊂ H . Then for any z ∈ D(H ∗α )
and ∀y ∈ D(Hα),
〈Hαy, z〉 = 〈y,H ∗αz〉 = 〈y,Hz〉. (5.6)
On the other hand, we have by Lemma 5 that
〈Hαy, z〉 = lim
t→∞
t∑
s=0
Fz∗WFHαy(s) = lim
t→∞
[
t∑
s=0
(Lz)∗Fy(s) + z∗(s)Jy(s)|t+1s=0
]
=
∞∑
s=0
(FHz)∗WFy(s) + z∗(0)Jy(0)= 〈y,Hz〉 + z∗(0)Jy(0). (5.7)
Then (5.6) and (5.7) yield that z∗(0)Jy(0) = 0 for all y ∈ D(Hα). Since each solution
y = y(t) of (II′) with y(0) = (−α∗2
α∗1
)
β for all β ∈ Cn is in D(Hα), we get z∗(0)J
(−α∗2
α∗1
)
β
= 0, or β∗αz(0) = 0 for all β ∈ Cn. Hence αz(0) = 0 which implies z ∈ D(Hα) and hence
Hα = H ∗α . 
Theorem 7. Suppose the conditions in Theorem 3 (or Theorem 4) hold. Let C(t)  µ0In
for t ∈ N. Then
(i) σe(Hα) ⊂ [µ0,∞);
(ii) If α2α∗1 = α1α∗2  0, then σ(Hα) ⊂ [µ0,∞).
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〈Hαy,y〉 = lim
t→∞
t∑
s=0
Fy∗WFHαy(s)
= lim
t→∞
[
t∑
s=0
x∗(s + 1)[−∆u(s)+C(s)x(s + 1)−A∗(s)u(s)]
]
= lim
t→∞
[
t∑
s=0
x∗(s + 1)C(s)x(s + 1)
− x∗(s + 1)[∆u(s)+A∗(s)u(s)]
]
. (5.8)
Since ∆(x∗(t)u(t)) = x∗(t + 1)∆u(t) + (∆x(t))∗u(t) and ∆x(t) = A(t)x(t + 1) +
B(t)u(t),
−
t∑
s=0
x∗(s + 1)[∆u(s)+A∗(s)u(s)]
=
t∑
s=0
u∗(s)B(s)u(s) − x∗(t + 1)u(t + 1)+ x∗(0)u(0). (5.9)
Then by Corollary 2 in Section 3, (5.8) and (5.9) yield
〈Hαy,y〉 =
∞∑
s=0
[
x∗(s + 1)C(s)x(s + 1)+ u∗(s)B(s)u(s)]+ x∗(0)u(0). (5.10)
Choose α0 = (α01, α02) such that α01(α0)∗2  0. Let H0 be defined by (5.2) with α replaced
by α0. Since x∗(0)u(0)= −β∗α02(α01)∗β  0 for some β ∈ Cn, (5.10) yields
〈H0y, y〉µ0
∞∑
s=0
x∗(s + 1)x(s + 1) = µ0〈y, y〉, (5.11)
and hence σ(H0) ⊂ [µ0,∞) by Proposition 3, which implies (ii) of Theorem 7. Since
σe(Hα) = σe(H0) ⊂ σ(H0) ⊂ [µ0,∞), and hence (i) of Theorem 7 is true by (5.2) and
Lemma 6. 
In what follows we will study the pure point spectrum of Hα . Let H(N) be the restric-
tion of H on [N,∞)∩ N. Then we have
Lemma 7. σe(H) = σe(H(N)).
Proof. Notice that D(H) = D(H(N))⊕ S(N), where S(N) is a finite-dimensional linear
subspace of L2W . Then σe(H) = σe(H(N)) follows from Proposition 1. 
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= ∞, then σ(Hα) = σip(H).
Proof. Since limt→∞ C(t) = ∞, for any µ> 0 there is an integer N > 0 such that C(t)
µIn for t  N and t ∈ N. Let L2W(N) be the restriction of L2W on [N,∞) ∩ N. Let γ =
(γ1, γ2) be a self-adjoint boundary value condition and Hγ be defined by

D(Hγ ) = {y ∈ L2W(N); γy(N) = 0, ∃f ∈ L2W(N),
s.t. Ly(t) = WFf (t), t N},
Hγ :D(Hγ (N)) → L2W(N), Hγ y = f if Ly(t) = WFf (t) for t N.
(5.12)
Clearly Hγ (N) = H ∗γ (N) ⊂ H(N) by Theorem 6. With the similar argument in Theorem 7
we know σe(Hγ (N)) ⊂ [µ,∞), then σe(H) = σe(H(N)) = σe(Hγ (N)) ⊂ [µ,∞). Since
µ is arbitrary, we have σe(H) = ∅ and hence (5.1) and (5.2) yield that σe(Hα) = ∅. Then
σ(Hα) = σip(Hα). 
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