On Fermat's principle for causal curves in time oriented Finsler
  spacetimes by Torromé, Ricardo Gallego et al.
ar
X
iv
:1
20
2.
38
69
v2
  [
ma
th.
DG
]  
27
 Se
p 2
01
2
On Fermat’s principle for causal curves in time oriented Finsler
spacetimes
November 12, 2018
Ricardo Gallego Torrome´1, Paolo Piccione2, Henrique Vito´rio3
Abstract
In this work, a version of Fermat’s principle for causal curves with the same energy
in time orientable Finsler spacetimes is proved. We calculate the second variation of
the time arrival functional along a geodesic in terms of the index form associated with
the Finsler spacetime Lagrangian. Then the character of the critical points of the time
arrival functional is investigated and a Morse index theorem in the context of Finsler
spacetime is presented.
1 Introduction
Finsler spacetimes appear in a natural way when modeling several physical phenomena.
For instance, they are useful for the investigation of the propagation of light in locally
anisotropic media (see for instance [23, 25]), the investigation of multi-refringence [30,
31] or as geometric models for classical point electrodynamics Randers spaces [8, 27].
Recently, several results of phenomenology of quantum gravity have been related with
Finsler spacetimes. It turns out that quantum gravity models generally predict modified
dispersion relations at low energy. The investigation of such dispersion relations has
shown that they can be associated with (in general not regular) Finsler geometries [13].
Another example where Finsler spacetimes appear is in relation with the theory of very
special relativity of Cohen and Glashow [7]. It was shown by Gibbons et al. [12] that
such spacetime geometries correspond to Finsler spacetimes of Bogoslosvky’s type [5].
Applications to cosmology has been found in [19]. It is also of relevance the relation
with Lorentz violations models (see for instance [18]).
The theory of Finsler geometry of positive definite metrics admits a complete set
of tools to be investigated in a similar way as for Riemannian geometry [2]. In a
less developed stage is the geometry of Finsler spacetimes. One of the objectives of the
present work is to show how some relevant methods can be transported from Lorentzian
geometry to Finsler spacetime geometry in a natural way. In particular, we will con-
centrate on the extension of Fermat’s principle to Finsler spacetimes and the associated
variational theory.
In the framework of static solutions of the Einstein equations, Fermat’s principle
appears in the work of H. Weyl [33]. For light-like geodesics in a general spacetime,
Fermat’s principle was formulated mathematically by V. Perlick [22], as an attempt to
formalize the theory of I. Kovner [17]. A complementary version of Fermat’s principle
for timelike curves in a time-oriented spacetime was investigated by [11], among others
generalizations appearing in the literature. For lightlike curves, there is already a
version of Fermat’s principle for Finsler spacetimes in the sense of J. Beem’s [25]. In
this paper we present a Fermat’s principle for both lightlike and timelike Finsler in
time oriented Finsler spacetimes. We also discuss the character of the critical points of
the time arrival functional and we describe how to obtain by using standard methods
1Instituto de Matema´tica e Estat´ıstica - USP, Sa˜o Paulo, Brazil. email: rgallegot@gmx.de. Financially
supported by FAPESP, process 2010/11934-6
2Instituto de Matema´tica e Estat´ıstica - USP, Sa˜o Paulo, Brazil. Partially Sponsored by CNPq and
Fapesp, Brazil
3Instituto de Matema´tica e Estat´ıstica - USP, Sa˜o Paulo, Brazil. Financially supported by CNPq, process
150124/2011-2
1
borrow from Lorentzian geometry a Morse index theorem for the time arrival functional
for timelike curves.
Currently, there are several frameworks for Finsler spacetimes in the literature where
notions of lightlike, timelike and spacelike curves and causal structure are available. The
definition of Finsler spacetime that we took was introduced by J. Beem [3]. With such
definition one can extend the results of Perlick [22] for causal curves (both timelike and
lightlike) and obtain a formula for the second variation of the time arrival functional.
Beem’s framework does not contemplate all the Finsler spacetime models appearing
in physical applications. For instance, a convenient way to describe the motion of a
point charged particle in a external field is by a Randers metric [27]. However, it is
still an open problem if Randers spaces of Lorentzian signature are naturally described
in Beem’s formalism. Also, some of the Finsler spacetime geometries associated with
phenomenology of quantum gravity contain singular sectors in the tangent bundle of
the base manifold, where the fundamental tensor is not enough regular. In order to
deal with such models, one needs to consider weaker hypothesis in Beem’s definition,
restricting the domain of definition of the Lagrangian L to regions where the geometric
objects (metrics, connections, etc) have enough regularity. We demonstrate that this
natural modification of Beem’s theory constitutes a convenient framework to investigate
mathematical properties of Finsler spacetimes and in particular, to investigate Fermat’s
principle and related results.
2 Geometric framework
2.1 Finsler spacetimes
Following J. Beem [3], we introduce the basic notation and fundamental notions of
Finsler spacetimes. Let M be a differentiable manifold and TM the tangent bundle of
M . Local coordinates (U, x) on M induce local natural coordinates (TU,x, y) on TM .
The slit tangent bundle is N = TM \ {0}, where 0 is the zero section of TM .
Definition 2.1 A Finsler spacetime is a pair (M,L) where
1. M is an n-dimensional real, second countable, Hausdorff C∞-manifold.
2. L : N −→ R is a real smooth function such that
(a) L(x, ·) is positive homogeneous of degree two in the variable y,
L(x, ky) = k2 L(x, y), ∀ k ∈]0,∞[, (2.1)
(b) The vertical Hessian
gij(x, y) =
∂2 L(x, y)
∂yi ∂yj
(2.2)
is non-degenerate and with signature (−,+, ...,+) for all (x, y) ∈ N .
Direct consequences of this definition and Euler’s theorem for positive homogeneous
functions are the following relations,
∂L(x, y)
∂yk
y
k = 2L(x, y),
∂L(x, y)
∂yi
= gij(x, y)y
j
, L(x, y) =
1
2
gij(x, y)y
i
y
j
. (2.3)
Note that because homogeneity property on y, it is equivalent to provide the Lagrangian
L(x, y) or the corresponding fundamental tensor gij(x, y).
There are other definitions of Finsler spacetime in the literature with its own merits.
One of them goes back to Asanov [1]. His notion of Finsler spacetime is useful when
dealing with timelike trajectories, and it can be applied to investigate for instance
timelike curves in Randers type Finsler spacetimes [27]. However, it does not allow a
covariant notion of lightlike vectors and curves. A related theory of Finsler spacetimes
is the notion conic Finsler spaces, developed by Javaloyes and Sanchez [16]. In such
formulation, the timelike vectors at each point of the spacetime are defined on an open
cone on each tangent space TxM . It does not consider lightlike vectors and curves.
Other useful theory of Finsler spacetimes was introduced by Pfeifer and Wohlfarth
[26]. Their theory allows to consider some relevant Finsler spacetimes that are outside
Beem’s framework (for instance, bi-metric spaces). Still, Pfeifer-Wohlfarth theory does
not contemplate lightlike curves in Randers types of Finsler spacetimes.
The following is the notion of reversibility that we will consider,
2
Definition 2.2 A Finsler spacetime (M,L) is reversible iff
L(x, y) = L(x,−y) (2.4)
for any (x, y) ∈ N . Otherwise, (M,L) is a non-reversible Finsler spacetime.
This notion of reversibility is different from the one considered by Beem [3] and also
different than the one considered in [26]. Our definition of reversible metric is stronger
than the corresponding notions of Beem and that the one considered in the theory of
Pfeifer-Wohlfart.
2.2 Elementary causality notions for Finsler spacetimes
The fundamental causal notions of a Finsler spacetime (M,L) is a natural generalization
of the Lorentzian causal framework [4]. A vector field X ∈ ΓTM is said to be timelike
if L(x,X(x)) < 0 at all points x ∈ M and a curve λ : I −→ M is timelike if the
tangent vector field is timelike L(λ(s), λ˙(s)) < 0. A vector field X ∈ Γ is lightlike
if L(x,X(x)) = 0, ∀x ∈ M ; a curve is lightlike if its tangent vector field is lightlike.
Similar notions hold for spacelike vector and curves. A curve is causal if it is either
timelike and has constant speed gλ˙(λ˙, λ˙) := L(λ, λ˙) = gij(λ˙, T )λ˙
iλ˙j or if it is lightlike.
The following facts can be proved from the definition of Finsler spacetime,
1. The function L(x, y) defines a positive definite, homogeneous function F (x, y) =√
−L(x, y) of degree one on the sub-bundle of timelike vectors
T
+
M := {(x, y) ∈ TM,y ∈ TxM s.t. L(x, y) < 0}.
2. Each connected component of T+x M is an open convex cone [25].
The Finsler function F (x, y) =
√
−L(x, y) defined on T+x M determines a Finsler space-
time in the sense of Asanov. The function F can be extended in a non-smooth way to
the whole bundle TM ; for a spacelike vector it is defined by F (x, y) =
√
L(x, y) for
spacelike vectors y such that L(x, y) and zero for vectors y in the null cone,
C := {(x, y) ∈ TM, y ∈ TxM s.t. L(x, y) = 0}. (2.5)
A time orientation is a smooth timelike vector field T ∈ ΓTM ,
gT (T, T ) < 0. (2.6)
Definition 2.3 A timelike tangent vector v ∈ TxM is future pointed respect to T if
gv(v, T ) < 0. It is easy to see that the set of future pointed vectors respect to T form
an open sub-set of the space of timelike vectors. A timelike curve λ : I −→ M is future
pointed respect to T if its tangent vector field is future pointed,
gλ˙(λ˙, T ) = gij(λ(t), λ˙(t))T
i
λ˙
j
< 0.
Similar notions hold for lightlike vectors and curves and for past pointed vectors. Note
that for general Finsler spacetime (M,L), given a tangent vector v in the connected
cone component where T is contained, one does not expect that is future pointed respect
to T . However, for close enough curves γ˜ : I → M to γ : I → M , tangent vectors v˜ to
v, it holds by continuity of the function
g·(T, ·) : T
+
x M → R, v˜ 7→ gv˜(v˜, T )
that if gv(v, T ) < 0, then gv˜(v˜, T ) < 0. This fact is needed when doing variation
calculations.
An observer is described by a future pointed timelike curve γ : [a, b] → M ;if there
is a time orientation T , an observer is future pointed iff gγ′(γ
′, T ) < 0. where γ′ is the
tangent vector associated with the observer γ.
In general, an observer is not necessarily described by integral curves of the time
orientation T . Also, given a future pointed vector w ∈ T+x M it can happen that for
two observers γ and γ˜, one has that gw(w, γ
′) < 0 but for the second observer one can
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have that gw(w, γ˜) > 0. This fact implies that one cannot decide the future pointed
character of the vector w from observations (that is, from measurements made by a
given observer). Since the character of the sign of gw(w, T ) is not controlled by the
sign of the observable gw(w, γ
′), one needs to assume the sign of gw(w, T ). Also, note
the following fact: in general, one has that
gw(w,−Z) = −gw(w,Z).
In particular, given a time orientation T , one has that gw(w,−T ) = −gw(w, T ) and
gγ′(γ
′, T ) = − gγ′(γ
′, T ).
In contrast, one has in general that
g−w(−w,Z) 6= −gw(w,Z) (2.7)
for any Z ∈ ΓN . In particular, one has the property that for a time orientation T and
an observer γ, one has in general that
g−γ′(−γ
′
, T ) 6= −gγ′(γ
′
, T ). (2.8)
Also surprising, when L is not reversible, if v is a causal vector, then −v is not nec-
essarily causal. An example of non-reversible Finsler spacetime is provided by Ruth
solution of a Finsler generalization of Einstein equations discussed bellow (see the space
defined by equation (2.16)).
One way to avoid these puzzling consequences is to consider reversible metrics:
Proposition 2.4 If the Finsler spacetime (M,L) is reversible, then
g−w(−w,Z) = −gw(w,Z). (2.9)
In particular, for any time orientation T and observer γ, one has that
g−γ′(−γ
′
, T ) = −gγ′(γ
′
, T ).
Proof. That (M,L) is reversible means that L(x, y) = L(x,−y). Therefore, for any
vector fields w and Z, one has that
g−w(−w,Z) = gw(−w,Z) = −gw(w,Z).
The second equality follows directly from (2.9). ✷
Note that the symmetry condition (2.9) hold for Lorentzian spacetimes, which makes
the condition for (M,L) being reversible a natural condition for some physical models.
However, we observe that reversibility of L is indeed not required for the proofs of the
main results of this paper. Therefore, we will consider Finsler spacetimes that could
also be non-reversible. Let us note that Randers spacetimes were introduced as a model
where irreversibility in evolution was contained in the geometry of the spacetime [27].
Although this is not necessarily our position, we should be alert that any un-necessary
restriction could private us of a framework to explore general physical models.
Despite these subtleties that surround the notion of time orientation and non-
reversibility in Finsler spacetimes, the notion of future pointed vector is a geometric
notion in the sense that does not depend on the observer γ. It depends on the vector
field T and the vector w only. In order to make sense of this notion, the vector field T
needs to be fixed and should be measurable for any physical observer γ. In particular,
any future pointed observer should agree on the criteria gγ′(γ
′, T ) < 0. By the discus-
sion above, for each x ∈ TxM , for each x ∈ M , this select the curves from the open
convex component of the timelike vectors at x containing T (x).
Once T is fixed, the future pointed observers are well defined, as well as the past
pointed observers. However, for a generic Finsler spacetime (M,L), the relation be-
tween time orientation, future pointed observer, time inversion operation and past
pointed observers is not the usual one.
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2.3 Examples of Finsler spacetimes
We collect several examples of Finsler spacetimes investigated in the literature. The
examples below do not exhaust the intense use of Finsler geometries in physical appli-
cations. On the other hand, such a bunch of examples partially motivates the mathe-
matical investigation of Finsler spacetimes.
Example 2.5 The first example to consider are Lorentzian spacetimes (M,h), where
h is a Lorentzian metric. In this case, the Lagrangian is given by
L(x, y) = hx(y, y), y ∈ TxM. (2.10)
Example 2.6 Let M be an n-dimensional manifold and let us consider the following
Lagrangian function,
L(x, y) =
1
2
(
ℓ(x, y)2 − Ui(x)Uj(x) y
i
y
j
)
(2.11)
where U(s) defines a 1-form on M and ℓ(x, v) are such that following conditions:
1. ℓ(x, ky) = k ℓ(x, y) for positive k,
2. ∂
2ℓ2(x,y)
∂yi∂yj
wi wj > 0 if U(x)(w) > 0 and
3. There is a unique vector field V (x) defined by U(V ) = −1 and ∂
2ℓ2(x,y)
∂yi∂yj
V i(x) = 0,
ω 6= 0.
These conditions guarantee that the matrix of fundamental tensor components
gij(x, y) =
1
2
∂2ℓ2(x, y)
∂yi∂yj
− U iU j (2.12)
is non-degenerate and with signature (−1, 1, ..., 1). The relevance of this example to
physics resides in that it describes light propagation in a linear, dielectric and permeable
medium [23].
Example 2.7 A family of Finsler spacetimes that have been considered in the physics
literature are based on Berwald-Moor Finsler metrics [20]. Let (M,η) be the Minkowski
spacetime and W a timelike vector field on M . An Euclidean metric induced by W is
ηˆx(y, y) = ηx(y, y)− 2
η2x(y,W )
ηx(W,W )
. (2.13)
Let yˆ be the orthogonal component of y to W using ηˆ and φ a 2p-tensor. Then the
fundamental tensor g is of the form
gx(y, y) = ηx(y, y) + ηˆx(y, y)
(1
p
φ(yˆ, ...., yˆ)
ηˆx(y, y)p
)
. (2.14)
This tensor determines a Finsler spacetime iff φ is small enough compared with ηˆ. Ex-
perimentally, Finsler spacetimes of Berwald-Moor type are constrained to be Lorentzian
with a very high accuracy [20].
Example 2.8 Not directly related with physical models is the following example [3].
The spacetime manifold is M = R3 and the Lagrangian is the highly non-reversible
function L
L(y) =
(y1)3 − y1(y2)2(
(y1)2 + (y2)2
) 1
2
. (2.15)
Then L(−y) = −L(y) and the indicatrix has six connected components.
The following examples share the common fact that they are not regular in the
whole slit tangent space of a spacetime manifold. In order to consider such examples
one needs to relax the conditions of the Finsler spacetime (some notions of weak Finsler
structures can be found in [27, 26]).
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Example 2.9 Rutz has investigated a non-Riemannian solutions of a Einstein-Finsler
theory in vacuum [29]. Let coordinates (t, r, θ, ϕ) be local spherical coordinate system.
In spherical coordinates, a tangent vector y ∈ TM is expressed as
y = yt
∂
∂t
+ yr
∂
∂r
+ yθ
∂
∂t
+ yϕ
∂
∂ ϕ
,
Ruth’s Finsler spacetime is a static, spherical symmetric, Finsler space-time, with
spacetime manifold M = R×R+ × S2 and Lagrangian
L(x, y) :=
(
−
(
1−
2m
r
)(
1− δ
dΩ
dt
)
dt
2 +
1(
1− 2m
r
) dr2 + r2dΩ2) · (y, y), (2.16)
where the function dΩ
dt
is defined by
dΩ
dt
:=
√
y2θ + sin
2 θ y2ϕ
yt
, yt 6= 0
and the parameter δ is small compared with 1.
The Schwarzschild’s solution of Einstein’s equations [4],
LS(x, y) := ds
2
S · (y, y) =
(
−
(
1−
2m
r
)
dt
2 +
1(
1− 2m
r
) dr2 + r2dΩ2) · (y, y),
(2.17)
(M,LR) is a singular Finsler spacetime, since it is not regular in the full N . Indeed, it
is smooth on N \ A, where A contains the set where dΩ
dt
= 0, the sub-manifolds {y ∈
TxM | yt = 0} →֒ TxM and at the Schwarzschild radius rS = 2m. The corresponding
fundamental tensor
(gR)ij =
∂2LR(x, y)
∂yi∂yj
is non-degenerate on N \ A and has Lorentzian signature for δ small enough4. Also,
note that is not a reversible metric.
Example 2.10 The rainbow metric is a phenomenological description of the modifica-
tion of the dispersion relations produced by possible quantum gravity corrections [13].
Let (M,η) be a stationary Lorentzian spacetime such that LW η = 0. There is a folia-
tion on M given by integral curves of W . The orthogonal spacelike hypersurfaces Σt
furnish an induced Riemannian metric η¯ by isometric embedding. The rainbow metric
is determined by the following lagrangian function L (compare with [13]),
L(x, y) =
(√
η(x, y)− C1(m)
η¯(y¯, y¯)
3
2
η
1
2 (x, y)
)2
. (2.18)
This metric is not regular in the light cone η(x, y) = 0. This singularity is related
with the mass of the particle m. Therefore, each specie of elementary particle has
its particular metric (this is why the name rainbow metric). The rainbow metric is
non-reversible.
Example 2.11 Related with very special relativity of Cohen and Glashow, there are
related Finsler metrics of Bogoslovsky type. In particular, very special relativity group
leaves invariant the line element of norm
L(x, y) = η(y, y)(1−b) n(y)2b, (2.19)
with η the Minkowski metric in 4 dimensions, n a 1-form corresponding to the null
direction νµ = δµ+ and b 6= 1 is the deformation parameter [12]. Bogoslovsky metric
contains singularities on the cone η(y, y) = 0.
4Note that since the fundamental tensor associated with LR is different than the generalized metric gR
associated with the line element ds2R. That is, the form (2.16) defines a Finsler spacetime in the sense of
Beem’s and a generalized metric in the sense of Miron and Anastasiei [21]. The distance function coincide,
but the fundamental tensors are different.
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Example 2.12 Bi-metric theories have been considered in the literature associated
with birefringent crystal optics [30]. They are constructed from two Lorentzian space-
times (M,L+) and (M,L−) by the Lagrangian
L(x, y) :=
√
L+(x, y)L−(x, y). (2.20)
These metrics are singular on each of the null cones L+(x, y) = 0 and L−(x, y) = 0,
since the corresponding fundamental tensor gij =
1
2
∂yi∂yj L(x, y) is not smooth [31].
2.4 Variational setting
Definition 2.13 An affine parameterized geodesic of a Lagrangian L is a solution of
the Euler-Lagrange equation
d
ds
∂L(λ(s), λ˙(s))
∂λ˙i
−
∂L(λ(s), λ˙(s))
∂λi
= 0, i = 1, ..., n, (2.21)
with λ˙i(s) = dλ
i(s)
ds
. In this case s is an affine parameter.
An arbitrarily parameterized geodesic is a solution of the differential equation
d
ds
∂L(λ(s), λ˙(s))
∂λ˙i
−
∂L(λ(s), λ˙(s))
∂λi
= f(s)λ˙i, i = 1, ..., n (2.22)
for a given function f : I −→M and with λ˙i(s) = dλ
i(s)
ds
.
Given an arbitrarily parameterized geodesic of an affine connection on M , it is possible
to find a positive re-parameterization such that with the new parameter the curve is
an affine geodesic.
Using the equation (2.21) and the homogeneity condition (2.1), one can show that
L(λ, λ˙) is preserved along affine parameterized geodesics,
d
ds
L(λ(s), λ˙(s)) =
∂L(λ(s), λ˙(s))
∂λi
λ˙i +
∂L(λ(s), λ˙(s))
∂λ˙i
λ¨i
=
d
ds
(
∂L(λ(s), λ˙(s))
∂λ˙i
)
λ˙
i +
∂L(λ(s), λ˙(s))
∂λ˙i
λ¨
i
=
d
ds
(∂L(λ(s), λ˙(s))
∂λ˙i
λ˙
i
)
= 2
d
ds
(
L(λ(s), λ˙(s))
)
,
from which follows that L(λ, λ˙) is constant along λ (and therefore, also along any
equivalent arbitrarily re-parameterized geodesic). Therefore, a causal geodesic is a
geodesic with gλ˙(s)(λ˙, λ˙) ≤ 0; for a timelike geodesic gλ˙(s)(λ˙, λ˙) ≤ 0 and for a lightlike
geodesic gλ˙(s)(λ˙, λ˙) = 0. Note that the causal character of a geodesic is preserved
by re-parameterization and that time orientation is preserved by monotone increasing
re-parameterizations.
Let us consider a point q ∈ M , a constant c ≤ 0 and a future pointed, timelike
curve γ : I −→M . Then the space of admissible curves is the space
Cq,γ,c :=
{
λ : [0, 1] −→M, smooth such that
1. λ(0) = q,
2. ∃ τ (λ) ∈ I s.t. λ(1) = γ(τ (λ)),
3. L(λ(s), λ˙(s)) = −c2, ∀s ∈ [0, 1],
4. gij(λ(s), λ˙(s)) λ˙
i(s)T j(λ(s)) < 0
}
.
Note that if λ ∈ Cq,γ,c, λ will not be parameterized necessarily by the proper time,
defined by the integral
tλ˜(λ˜(r)) =
∫ r2
r1
√
−gij(λ˜(r),
˙˜
λ(r))
˙˜
λi(r)
˙˜
λj(r) dr. (2.23)
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Definition 2.14 An allowed variation of λ ∈ Cq,γ,c is a smooth map
Λ : (−ǫ0, ǫ0)× [0, 1] −→M, ǫ0 > 0
such that
1. Each of the curves Λ(ǫ, ·) is allowed,
(ǫ, s) 7→ Λ(ǫ, ·) ∈ Cq,γ,c ∀ǫ ∈ [−ǫ0, ǫ0],
2. The central curve is Λ(0, s) = λ(s).
We introduce two functionals relevant for our purposes,
Definition 2.15 Let C∞([0, 1],M) be the space of smooth parameterized curves of M
parameterized in the interval [0, 1]. The energy functional is
E : C∞([0, 1],M) −→ R, λ 7→ E(λ) :=
∫ 1
0
L(λ(s), λ˙(s)) ds, (2.24)
Note that for any allowed variation, the energy E of each curve is −c2. Therefore, we are
considering causal curves with prescribed energy. As a consequence of the prescription
of the energy one has that
d
dǫ
∣∣∣
ǫ=0
(∫ 1
0
L(Λ(ǫ, s), Λ˙(ǫ, s)) ds
)
= 0. (2.25)
All the curves in the class Cq,γ,c have constant energy equal to E = −c
2.
Definition 2.16 Let Cq,γ,c be the space of admissible curves. The time arrival func-
tional is
τ : Cq,γ,c −→ R, λ 7→ τ (λ). (2.26)
3 Fermat’s principle for causal curves in time oriented Finsler spacetimes
3.1 Regularity of the time arrival functional
In standard treatments of Fermat’s principle for lightlike geodesics it is assumed that
the time arrival functional acting on any allowed variation Λ(ǫ, s) is of class C1 in the
variable ǫ [22, 25]. Such regularity holds when L is a Lorenztian metric and the allowed
curves λ are timelike [11]. Indeed one has the following result,
Proposition 3.1 Let (M,L) be a Finsler spacetime, Λ : (−ǫ, ǫ) × [0, 1] −→ M a
variation of a causal geodesic λ and γ : I −→M a timelike, positive temporary oriented
curve. Then the function τ (Λ(ǫ, ·)) is smooth on ǫ.
Proof. Let us consider the time arrival functional acting on the variation Λ(ǫ, s), i.e.,
the function
t : (−ǫ0, ǫ0) −→ R, ǫ 7→ γ
−1(Λ(ǫ, 1)) = γ−1 ◦ Λ(ǫ, 1),
The function
Λ(·, 1) : (−ǫ0, ǫ0) −→M, ǫ 7→ Λ(ǫ, 1)
is smooth. Since γ(σ) is smooth, (γµ)′(σ) = dγ
µ(σ)
dσ
6= 0 for any σ ∈ I and γ(σ)
does not have self-intersections, γ−1 : γ(I) −→ R is smooth. Therefore, since t(ǫ) =
γ−1(Λ(ǫ, ·)) = τ (Λ(ǫ, ·)) is smooth on ǫ the result follows. ✷
The smoothness on ǫ of the time arrival functional is fundamental in the formulation
of Fermat’s principle as well as for related results.
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3.2 Fermat’s principle in Finsler spacetimes for causal curves
Let us fix the time positive oriented timelike curve γ : I −→M . Fermat’s principle for
causal curves can be stated as follows
Proposition 3.2 Let (M,L) be a time orientable Finsler spacetime. Then the causal
curve λ : [0, 1] −→ M is a geodesic (pre-geodesic in the lightlike case) of L iff it is a
critical point of the time arrival functional (2.26),
d
dǫ
∣∣∣
ǫ=0
τ (Λ(ǫ, s)) = 0, (3.1)
for any allowed variation Λ(ǫ, s) of λ(s).
Remark 3.3 This is a generalization of the Finslerian version of Fermat’s principle for
lightlike curves obtained in [22] and of the Lorentzian Fermat’s principle for timelike
curves [11]. Note that the allowed curves are different from the above mentioned
principles. For instance, one does not require time orientation for the light-like curves
[22]; for Fermat’s principle contained in [11] the notion of time-orientation is slightly
different than the principle considered in this work. Also, because a technicality in the
prove of the theorem, we will require future pointed oriented curves. This is in contrast
with [22], where only a positivity orientation is required when observed by γ.
Remark 3.4 For a timelike geodesic, the parameter of λ(s) is an affine parameter.
This is not the case if λ is a lightlike curve.
Before we prove proposition 3.2, let us write some intermediate formulas. First note
that a smooth curve λ is a critical point of the functional energy E iff equation (2.25)
holds for any allowed variation Λ(ǫ, s). Also note that since Λ(ǫ, 1) = γ(τ (Λ(ǫ, 1))) one
has that in local coordinates
d
dǫ
∣∣∣
ǫ=0
Λi(ǫ, 1) = (γi)′(τ (λ))
∂
∂ǫ
∣∣∣
ǫ=0
(
τ (Λ(ǫ, s))
)
, i = 1, ..., n, (3.2)
for any allowed variation Λ(ǫ, s).
Proof of proposition 3.2. The “only if” is proven following a similar argument
as in [25]. The condition that all the curves in the allowed variation Λ are of fixed
energy and that the allowed variation Λ is indeed a smooth function on ǫ and s implies
the following relation,
0 =
∫ 1
0
∂
∂ǫ
∣∣
ǫ=0
(
L(Λ(ǫ, s), Λ˙(ǫ, s))
)
ds
=
∫ 1
0
( ∂L
∂λi
∂
∂ǫ
∣∣
ǫ=0
(Λi(ǫ, s)) +
∂L
∂λ˙i
∂
∂ǫ
∣∣
ǫ=0
Λ˙i(ǫ, s)
)
ds
=
∫ 1
0
( ∂L
∂λi
∂
∂ǫ
∣∣
ǫ=0
(Λi(ǫ, s)) +
∂L
∂λ˙i
d
ds
∂
∂ǫ
∣∣
ǫ=0
Λi(ǫ, s)
)
ds
=
∫ 1
0
(( ∂L
∂λi
−
d
ds
∂L
∂λ˙i
) ∂
∂ǫ
∣∣
ǫ=0
Λi(ǫ, s))
)
ds +
(∂L(λ, λ˙(s))
∂λ˙i
∂
∂ǫ
∣∣
ǫ=0
Λi
)∣∣∣1
0
.
Then using the relation (3.2) one obtains
∫ 1
0
( ∂L
∂λi
−
d
ds
∂L
∂λ˙i
) ∂
∂ǫ
∣∣
ǫ=0
(Λi(ǫ, s)) ds+
∂L(λ, λ˙)
∂λ˙i
(γi)′(τ (λ))
d
dǫ
∣∣
ǫ=0
(
τ (ǫ, s)
)
= 0
and by the homogeneity property of L,
∫ 1
0
(
∂L
∂λi
−
d
ds
∂L
∂λ˙i
)
d
dǫ
∣∣
ǫ=0
(Λi) ds+
(
gjl(λ(1), λ
′(1))λ˙l(1)(γj)′(τ (λ))
) d
dǫ
∣∣
ǫ=0
(
τ (ǫ, s)) = 0.
(3.3)
Given a curve λ ∈ Cq,γ,c, one has the condition
gλ˙(s)(λ˙(1), γ
′(τ (λ))) = gjl(λ(1), λ˙(1))λ˙
l(1)(γj)′(τ (λ)) 6= 0. (3.4)
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Let us parameterize the geodesic by an affine parameter s ∈ [0, 1], which means that
equation (2.21) holds. Then it is clear from (3.3) that for curves of fixed energy E =
−c2 ≤ 0, the solutions of the Euler-Lagrange equations are critical points of the time
arrival functional,
∂L(λ, λ˙)
∂λi
−
d
ds
∂L(λ, λ˙)
∂λ˙i
= 0, E = −c2 ⇒
d
dǫ
∣∣
ǫ=0
τ (Λ(ǫ, s)) = 0.
This implication is independent of the signature of the metric. It strongly depends on
the requirement that the energy E has a fixed valued for all the allowed curves.
The “if” implication in proposition 3.2 can be proved as follows. Let us consider a
variation of Cq,γ,c ∋ λ : [0, 1] −→M defined by
Λα(ǫ, s) = λα(s) + ǫAα(s), α = 1, ..., n− 1, (3.5)
with Aα arbitrary smooth functions. In order to be an allowed variation along the
curve λ(s) ∈ Cqγ,c, Λ(ǫ, s) must satisfy the condition
L(Λ, Λ˙) = −c2 (3.6)
with initial condition Λ(ǫ, 0) = −c2. If we cover the image of Λ by local coordinate
charts, this condition can be expressed explicitly in a convenient local coordinate sys-
tem such that the last coordinate xn corresponds to the integral curves of the time
orientation vector field T (x). In such coordinate system
∑n
i=1 gni(Λ, Λ˙)Λ˙
i 6= 0 holds
and one has the constrain
c
2 +
n−1∑
α,β=1
gαβ(Λ, Λ˙)Λ˙
αΛ˙β +
n∑
i=1
gni(Λ, Λ˙)Λ˙
i Λ˙n = 0. (3.7)
The fact that
∑n
i=1 gni(Λ, Λ˙)Λ˙
i 6= 0 can be used to solve Λ˙n in (3.7),
1∑n
i=1 gni(Λ, Λ˙)Λ˙
i
c
2 +
∑n−1
α,β=1 gαβ(Λ, Λ˙)Λ˙
αΛ˙β∑n
i=1 gni(Λ, Λ˙)Λ˙
i
+ Λ˙n = 0. (3.8)
Let us fix the value of ǫ. Since (3.8) does not contain any derivative ∂
∂ǫ
, the variable
ǫ can be considered as a continuous parameter of the differential equation (3.8) that s
considered as an ODE. Then one uses standard ODE theory to establish local existence,
uniqueness and smoothness of Λ(ǫ, s) on the parameter ǫ for s ∈ [0, s0] for some s0 (see
for instance [6, Chapter 1]). Such solution can be extended further. Indeed, the solution
can be extended to an interval ]s0 − δ, s0 + δ[, with the convenient initial data at the
point s0 − δ ∈ [0, s0[ and with a smooth dependence on 0 < ǫ < ǫ1 ≤ ǫ0. Repeating
this procedure one can extend the solution to a finite collection of open sets of R which
is maximal and contained in λ([0, 1]). Let smax ≤ 1 be the maximal value of s such
that the dependence on ǫ ∈ Λ(ǫ, s) is smooth. There are two possibilities,
1. λ ∈ Cq,γ,c. In this case, smax = 1, since otherwise one can extend smax leading
to a contradiction with ODE theory.
2. λ does not intersect γ. This is in contradiction with the hypothesis λ(1) = γ(τ (λ)).
Let us consider the minimum ǫmin of the above ǫk, that by compactness of [0, 1] must
be finite. Using again a compactness argument, one can show that there is a finite open
cover of λ : [0, 1] −→ M such that the differential equation (3.8) contains an unique
solution on each local chart. Because paracompact property of M , there is an adapted
partition of the unity. Using bump functions [32], one can patch in a smooth way a
solution in an open subset of [0, 1], obtaining a global solution λ for (3.8) in [0, 1]. This
proves the existence of allowed variations of λ satisfying the ODE (3.8).
Using the local existence and uniqueness of ODE’s theory locally one can write the
expression
Λ˙n(ǫ, s)(ǫ, s) = f˜0(s,A(s)) + ǫ
∫ s
0
( n−1∑
α=1
A
α(s)h˜α(s) + ǫ
2
f˜2(s,A(s), ǫ¯)
)
ds (3.9)
for some unique, smooth functions {h˜α(s)}. Integrating respect to s both sides (3.9)
one obtains
Λn(ǫ, s)(ǫ, s) = f0(s,A(s)) + ǫ
( n−1∑
α=1
A
α(s)h˜α(s)
)
+ ǫ2 f2(s,A(s), ǫ¯),
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Then the variation of the relation (3.3) is equivalent to
∫ 1
0
( n−1∑
α=1
( ∂L
∂Λα
−
d
ds
∂L
∂Λ˙α
)
A
α(s) +
( ∂L
∂Λn
−
d
ds
∂L
∂Λ˙n
) ( n−1∑
α=1
A
α(s)h˜α(s)
))
ds
= −
∫ 1
0
d
ds
(
(γi)′(τ (λ))
∂L(λ, λ˙(s))
∂λ˙i
d
dǫ
|ǫ=0
(
τ (Λ(ǫ, s))
)
ds.
For critical points of the arrival time functional it holds that
d
dǫ
∣∣
ǫ=0
(τ (Λ(ǫ, ·))) = 0.
This implies
∫ 1
0
( n−1∑
α=1
( ∂L
∂Λα
−
d
ds
∂L
∂Λ˙α
)
A
α(s)+
( ∂L
∂Λn
−
d
ds
∂L
∂Λ˙n
) ( n−1∑
α=1
A
α(s)h˜α(s)
))
ds = 0.
Therefore, one can write the relations
0 =
∫ 1
0
( n−1∑
i=1
∂L
∂λi
−
d
ds
∂L
∂λ˙i
)
B
i(s)
)
ds (3.10)
for the arbitrary, small enough functions (B1(s), ..., Bn−1(s)). Also note that since for
each s for some (A1(s), ..., An−1(s)) the expression
( n−1∑
α=1
A
α(s)h˜α(s)
))
,
is arbitrarily large, one finds the condition
∂L
∂λn
−
d
ds
∂L
∂λ˙n
= 0. (3.11)
The functions {B1(s), ..., Bn−1(s)} determine a (n − 1)-dimensional vector space at
each point λ(s). Each of such (n − 1)-vector subspaces are orthogonal to the tangent
vector λ˙(s). Let us consider a basis {B1(s), ..., Bn−1(s)} for the subspace of Tλ(s)M
orthogonal to λ˙. Using the fact that g is non-degenerate, the expression (3.10) can be
rewritten as
0 =
∫ 1
0
gλ˙(ω(s),Bα(s)) ds (3.12)
for some vector field ω : [0, 1] −→M defined by the relation
gλ˙(ω(s),B(s)) =
( ∂L
∂Λi
−
d
ds
∂L
∂Λ˙i
)
B
i(s)
for each space-like vector (B1(s), ..., Bn−1(s)). Since the functions B
i(s) are arbitrary,
we can extract from the integral the local condition
gλ˙(ω(s),Bα(s)) = 0. (3.13)
This implies that for a fixed s the vector ω(s) is parallel to λ˙(s). This can be proven as
follows. If ω(s) is not parallel to λ˙(s), there is vector C(s) such that gλ˙(C(s), B(s)) = 0
for all B(s) ∈ span{B1, ..., Bn−1}. As we say, the dimension of the variational fields
B(s) orthogonal to λ˙(s) is n − 1 for all s. The dimension of span{λ˙(s), Bi(s), C(s)}
must be maximum n. Therefore, C(s) = 0 and it follows ω(s) is parallel to λ˙(s).
Since equation (3.13) holds for the arbitrary n − 1 B(s) functions, it must hold that
ωi(s) = 0, i = 1, ..., n− 1. ✷
It is remarkable the use of time orientation in the above proof to isolate Λ˙(ǫ, s) and
be able to use ODE theory. Also note, that as in the positive case, if γ : I → M with
I = [a, b] compact is a geodesic, then λˆ : −I → M, γˆ := γ(−s) is not necessarily a
geodesic. Therefore, if γ is a critical point of the time arrival functional τ , then the
reversed curve γˆ is not a geodesic.
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3.3 Formula for the first variation of the time arrival functional
The above calculation provides the formula of the first variation of the time arrival
functional. Writing
gjl(Λ(1, ǫ), Λ˙(1, ǫ)Λ˙
l(1, ǫ)(γj)′(τ (Λ(ǫ, s))) = gΛ˙(Λ˙, γ
′(τ (Λ))),
the first variation of the functional τ (Λ) is given by the expression:
gΛ˙(Λ˙, γ
′(τ (Λ)))
d
dǫ
(
τ (Λ(ǫ, s))
)
= −
∫ 1
0
(
∂L(Λ(ǫ, s), Λ˙(ǫ, s))
∂Λi
−
d
ds
∂L(Λ(ǫ, s), Λ˙(ǫ, s))
∂Λ˙i
)
d
dǫ
Λi(ǫ, s) ds. (3.14)
Note that in this formula ǫ has not been fixed to have the value ǫ = 0.
4 Second variation formula
4.1 The Chern connection on the pull-back bundle π∗TM
Our way to introduce Chern’s connection for Finsler spacetimes is as follows. The
Cartan tensor components are defined by
Cijk :=
1
2
∂gij
∂yk
, i, j, k = 1, ..., n, (4.1)
differently to the way it is introduced in [2] by a factor 1
F
. Therefore, because of the
homogeneity of the tensor g, Euler’s theorem implies
C(x,y)(y, ·, ·) =
1
2
y
k ∂gij
∂yk
= 0. (4.2)
The formal second kind Christoffel symbols γi jk(x, y) are defined by the expression
γ
i
jk =
1
2
g
is(
∂gsj
∂xk
−
∂gjk
∂xs
+
∂gsk
∂xj
), i, j, k, s = 1, ..., n.
The non-linear connection coefficients are defined on N := TM \ {0} to be
N
i
j = γ
i
jky
k −Ci jkγ
k
rs y
r
y
s
, i, j, k, r, s = 1, ..., n,
where Ci jk = g
ilCljk.
The connection coefficients define a connection on N in the sense of Ehresmann,
defining a decomposition
TN = H⊕ V, (4.3)
where V = ker(dπ). An adapted frame to the above decomposition is determined by
the smooth tangent basis for TuN, u ∈ N :{
δ
δx1
|u, ...,
δ
δxn
|u,
∂
∂y1
|u, ...,
∂
∂yn
|u
}
,
δ
δxj
|u =
∂
∂xj
|u −N
i
j
∂
∂yi
|u, i, j = 1, ..., n.
(4.4)
Given a tangent vector X ∈ TxM and u ∈ π
−1(x), there is a unique horizontal tangent
vector h(X) ∈ TuN with dπ(h(X)) = X (horizontal lift of X).
The pull-back bundle π∗TM is the maximal subsect of the cartesian product N ×
TM such that the diagram
π∗TM
π1

π2
// TM
π0

N
π
// M
is commutative. The projections on the first and second factors are
π1 : π
∗
TM −→ N, (u, ξ) 7→ u, π2 : π
∗
TM −→ TM, (u, ξ) 7→ ξ.
A Chern type connection is defined through the following
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Theorem 4.1 Let (M,F ) be a Finsler structure. The pull-back vector bundle π1 :
π∗TM → N admits a unique linear connection determined by the connection 1-forms
{ωj
i, i, j = 1, ..., n} such that the following structure equations hold:
1. Torsion free condition
d(dxi)− dxj ∧ wj
i = 0, i, j = 1, ..., n. (4.5)
2. Almost g-compatibility condition
dgij − gkjwi
k − gikwj
k = 2Cijkδy
k
, i, j, k = 1, ..., n. (4.6)
This result is proved along the same lines as in [2] for the existence of the Chern
connection. This is because the hypothesis that one uses and the Christoffel trick is
the same as in the positive case.
Corollary 4.2 Let h(X) and v(X) be the horizontal and vertical lifts of X ∈ ΓTM to
TN , and π∗g the pull back-metric. For the Chern connection the following properties
hold:
1. The almost g-compatibility metric condition is equivalent to
∇v(X)π
∗
g = 2C(X, ·, ·), ∇h(X)π
∗
g = 0, X ∈ ΓTN. (4.7)
2. The torsion-free condition of the Chern connection is equivalent to the following:
(a) Null vertical covariant derivative of sections of π∗TM :
∇v(X)π
∗
Y = 0, (4.8)
for any vertical component v(X) of X.
(b) Let us consider X,Y ∈ TM and their horizontal lifts h(X) and h(Y ). Then
∇h(X)π
∗
Y −∇h(Y )π
∗
X − π∗([X,Y ]) = 0. (4.9)
The proof of this corollary is similar to the positive case that one can be find in [9].
Given a Finsler structure, the curvature endomorphism of the Chern connection
have two pieces different from zero [2]. One of the pieces correspond to the hh-curvature
and its components are given by
R
i
jkl =
δΓi jk
δxl
−
δΓi jl
δxk
− Γi hlΓ
h
jk + Γ
i
hkΓ
h
jl, h, i, j, k, l = 1, ..., n. (4.10)
Lemma 4.3 Let λ : [0, 1] −→ M be a geodesic of L. Then along λ : [0, 1] −→ M the
following relations are true for the Chern connection,
1. The connection preserves g along λ in the sense that
d
dr
(
gλ˙(Y,W )
)
= gλ˙(∇h(X)(λ˙)π
∗
Y, π
∗
W ) + gλ˙(π
∗
Y, ∇h(X)(λ˙)π
∗
W ), (4.11)
holds for all X,Y,W ∈ ΓTM.
2. The connection ∇ is torsion free: if [X,Y ] = 0, then
∇h(X)(λ, λ˙) π
∗
Y = ∇h(Y )(λ, λ˙) π
∗
X, X ∈ ΓTM. (4.12)
Proof. The first property is the evaluation of the almost metric compatibility condition
of the Chern connection along u(s) = (λ(s), λ˙), and with d
dr
the derivative along the
vector field X ∈ Γπ∗TM . When the condition (4.6) is evaluated at u, the left hand
side is
(dgij − gkjwi
k − gikwj
k)(X) = dgij |u(X) − gkj |u wi
k(X) − gik|u wj
k(X)
=
d
dr
(gij |u (X)) − gkj |u wi
k(X) − gik|u wj
k(X).
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This expression is proportional to the Cartan tensor evaluated along λ and contracted
with λ˙. along the causal geodesic λ evaluated in the first entry at λ˙(s). However, the
Cartan tensor along a critical point of L = −F 2 is zero,
2 yk Cijk(x, y) = 0
by homogeneity of degree zero of g and by Euler’s theorem. The second statement is a
consequence of the torsion free condition of the Chern connection. ✷
Lemma 4.4 Let ∇ be the Chern connection on π∗TM −→ N . The first variation of
the functional E is given by the expression
0 = gΛ˙(Λ˙(1, ǫ), γ
′(τ (Λ)))
d
dǫ
(
τΛ(ǫ, s)
)
−
∫ 1
0
gΛ˙(∇h(Λ˙)(Λ˙) Λ˙,
d
dǫ
Λ(ǫ, s)
)
ds, (4.13)
where h(Λ˙) ∈ TN is the horizontal lift of Λ˙ ∈ TλM .
Proof. If a connection is torsion-free and preserves the metric along a geodesic (as it
is the case because of (4.7) and lemma 4.3, one obtains the relation
∫ 1
0
ds
(∂L(Λ(ǫ, s), Λ˙(ǫ, s))
∂Λi
−
d
ds
∂L(Λ(ǫ, s), Λ˙(ǫ, s))
∂Λ˙i
)
Λi(s) =
∫ 1
0
ds
1
2
gΛ˙(∇h(Λ˙)(Λ˙) Λ˙,
d
dǫ
Λ(ǫ, s)),
from which follows the result. ✷
Definition 4.5 Let λ ∈ Cq,γ,c and Λ1, Λ2 be two allowed variations of λ such the
corresponding vector fields along λ are A(s) = dΛ1(s,ǫ)
dǫ
|ǫ=0 and B(s) =
dΛ2(s,ǫ)
d ǫ
|ǫ=0.
We define the index form acting on A(s) and B(s) to be
Jλ(A,B) :=
∫ 1
0
(
gλ˙
(
B(s),Rλ˙(A(s), λ˙(s))(λ˙(s))
)
− gλ˙(∇λ˙A(s),∇λ˙B(s))
)
ds, (4.14)
where R is the hh-curvature of the covariant derivative +∇ along λ induced from the
Chern connection.
Since the Cartan tensor along a geodesic is zero, the hh-curvature tensor along λ is
equal to the Riemann curvature tensor along λ,
R
i
jkl =
∂γi jk
∂xl
−
∂γi jl
∂xk
− γi hlγ
h
jk + γ
i
hkγ
h
jl, h, i, j, k, l = 1, ..., n. (4.15)
One can relate the space TλCq,γ,c with the space of tangent vector fields along the
geodesic λ,
Tλ :=
{
A : [0, 1] −→ TM, C∞ functions s.t.
1.π(A) = λ,
2. A(0) = 0,
3. A(1) = 0,
4. gλ˙ (λ˙(s), A(s)) = 0
}
.
Lemma 4.6 Given a causal geodesic λ : [0, 1] −→ M , the vector spaces Tλ and TλCq,γ,c
are isomorphic.
Proof. We prove that the vector spaces coincide. For both spaces A(0) = 0. From
property 2 in the definition of Cq,γ,c one has that for any A ∈ TλCq,γ,c and homogeneity
of L
d
ds
L
(
Λ(s, ǫ), Λ˙(s, ǫ)
)∣∣∣
ǫ=0
=
∂ L
∂λi(s)
A
i(s) +
∂ L
∂λ˙i(s)
A˙
i(s) + gij(λ, λ˙(s))λ˙
j(s) A˙i(s) = 0.
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Using the condition that λ is a geodesic this reduces to
d
ds
L
(
Λ(s, ǫ), Λ˙(s, ǫ)
)∣∣∣
ǫ=0
=
d
ds
( ∂ L
∂λ˙i(s)
)
A˙
i + gij(λ, λ˙(s))λ˙
j(s) A˙i(s)
=
d
ds
(
gij(λ, λ˙(s))λ˙
j(s)Ai(s)
)
= 0.
This conservation law proves that A(s) satisfies point 3. To check point 3, let us note
that A(1) = aγ′(τ (λ)). By point 3,
0 = gλ˙(A(1), λ˙(1)) = gλ˙(a
d
dt
γ(τ (λ)), λ˙(1)) = a gλ˙(γ
′(τ (λ)), λ˙(1)).
In the last expression the factor gλ˙(γ
′(τ (λ)), λ˙(1)) cannot be zero, since T and γ˙ are
both not mutually non-orthogonal timelike vectors and the hypothesis that
gλ˙(λ˙, T (λ(1))) < 0.
Therefore, a = 0 and the result is proved. ✷
Lemma 4.6 is used in the proof of the second variation formula and in the index
formula in the next section.
4.2 Second variation of the time arrival functional
Note that for each allowed variation Λ(ǫ, s) the time arrival functional is a smooth
function on the variable ǫ. Therefore, the hessian is defined along a critical point.
Proposition 4.7 Let λ : [0, 1] −→ M be in Cq,γ,c a causal geodesic. Let Λ(ǫ, s) an
allowed variation with A = d
dǫ
∣∣
ǫ=0
Λ(ǫ, s). Then
d2
dǫ2
τ (Λ(ǫ, ·))
∣∣∣
ǫ=0
=
Jλ(A,A)
gλ˙(γ
′(τ (λ)), λ˙(1))
. (4.16)
Proof. From the first variation formula (4.13) we take the second derivative respect
to ǫ,
0 =
d
d ǫ
(
gΛ˙(Λ˙(ǫ, 1), γ
′(τ (Λ)))
d
dǫ
(
τ (Λ(ǫ, s))
)
−
∫ 1
0
2 gΛ˙(∇h(Λ˙)(Λ˙) Λ,
∂
∂ǫ
Λ˙(s, ǫ)
)
ds
)∣∣∣
ǫ=0
=
d
d ǫ
(
gΛ˙(Λ˙(ǫ, 1), γ
′(τ (Λ)))
)∣∣∣
ǫ=0
d
dǫ
∣∣∣
ǫ=0
(
τΛ(ǫ, s)
)
+ gΛ˙(Λ˙(ǫ, 1), γ
′(τ (Λ)))
d
d ǫ
∣∣∣
ǫ=0
(
d
dǫ
(
τΛ(ǫ, s)
))
−
d
d ǫ
(∫ 1
0
gΛ˙(∇h(Λ˙)(Λ˙) Λ˙,
∂
∂ǫ
Λ(ǫ, s)
)
ds
)∣∣∣
ǫ=0
.
Evaluated on a geodesic, the first term is zero, since by Proposition 3.2
d
dǫ
∣∣
ǫ=0
(
τ (Λ(ǫ, s))
)
= 0.
Using the metric compatibility and the torsion free conditions along λ, the condition
[Λ˙, ∂
∂ǫ
Λ] = 0 and the geodesic equation in terms of the connection ∇λ˙(λ˙) λ˙ = 0, one
obtains the following expression
d
d ǫ
( ∫ 1
0
gΛ˙(∇h(Λ˙)(Λ˙) Λ˙,
d
dǫ
Λ(ǫ, s)
)
ds
)∣∣∣
ǫ=0
=
∫ 1
0
d
d ǫ
(
gΛ˙(∇h(Λ˙)(Λ˙) Λ˙,
d
dǫ
Λ(s)
)
ds
)∣∣∣
ǫ=0
=
∫ 1
0
gλ˙
(
∇h(A)(λ˙)∇h(λ˙)(λ˙) λ˙, A
)
ds+
∫ 1
0
gλ˙
(
∇h(λ˙)(λ˙) λ˙, ∇h(A)(λ˙)A
)
ds
=
∫ 1
0
gλ˙
(
∇(A)(λ˙)∇h(λ˙)(λ˙) λ˙, A
)
ds
=
∫ 1
0
gλ˙
(
∇h(λ˙)(λ˙)∇h(A˙)(λ˙) λ˙+ R(A, λ˙)λ˙, A
)
.
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In the last line, the first term can be computed more explicitly:
∫ 1
0
gλ˙
(
∇h(λ˙)(λ˙)∇h(A)(λ˙) λ˙, A
)
ds = −
∫ 1
0
gλ˙
(
∇h(A)(λ˙) λ˙, ∇h(λ˙)(λ˙)A
)
ds
+
∫ 1
0
d
ds
(
gλ˙
(
∇h(λ˙)(λ˙)A,A
))
ds
= −
∫ 1
0
gλ˙
(
∇h(λ˙)(λ˙)A, ∇h(λ˙)(λ˙)A
)
ds,
where in the last equality we have used Lemma 4.6. Combining this last relation with
the definition of the index Jλ one obtains the result. ✷
The proof of proposition 4.7 suggests to compile the following properties in a lemma,
Lemma 4.8 Let λ ∈ Cq,γ,c be a causal geodesic. Then along any geodesic λ the follow-
ing properties hold:
1. The connection is torsion-free along λ.
2. The Cartan tensor is zero along a geodesic. Therefore, it is metric compatible
along λ.
3. The hh-curvature reduces to the Riemann curvature (4.15) along a geodesic.
Proof. For Finslerian quantities, the base point vector is fixed along a geodesic. Then
1. For the Chern’s connection, the connection is torsion-free on whole N .
2. The Cartan tensor along a geodesic is zero [2].
As consequence that the Cartan tensor is zero, the hh-curvature reduces to a formal
Riemann curvature 4.15. ✷
5 Applications
As a consequence of lemma 4.8, most of the proofs from [4, Chapter 10], [22] can be
adapted to Finsler spacetimes with minimal changes. Using this fact, we provide two
applications. First, sice the relation between the second variation of time functional
and the index form along a causal geodesic is the same than in [22], one can study
the character of the critical points of the time arrival functional as in the Lorentzian
case. These results serve to illustrate that indeed one can transplant the methods of
the Lorentzian case to the Finsler spacetime category. Also note that the result is
valid for causal geodesics, not only timelike geodesics. Second, one can translate the
techniques from [4] to obtain a Morse index theorem for timelike geodesics of time
orientable Finsler spacetimes. This is related with the index of the Hessian of the time
arrival functional.
5.1 The character of the critical points of the time arrival functional
Let us consider the vector spaces
V
⊥(λ) := { all piecewise smooth vector fields A along λ s.t. gλ˙(λ˙, A(s)) = 0}
V
⊥
0 (λ) := {A ∈ V
⊥
, s.t. A(0) = A(1) = 0}.
A direct application of lemma 4.8 is that for arbitrary smooth vector fields along λ, the
index form (4.14) is
Jλ(A,B) =
− gλ˙(∇h(λ˙)A,B)|
1
0+,
∫ 1
0
(
gλ˙
(
B(s),∇h(λ˙)∇h(λ˙)A(s) +Rλ˙(A(s), λ˙(s))(λ˙(s))
))
ds.
(5.1)
If B ∈ V ⊥0 (λ) and A are smooth vector fields along λ, the index form is
Jλ(A,B) =
∫ 1
0
(
gh(λ˙)
(
B(s),∇h(λ˙)∇h(λ˙)A(s) +Rλ˙(A(s), λ˙(s))(λ˙(s))
))
ds, (5.2)
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Definition 5.1 Let (M,L) be a Finsler spacetime and Cq,γ,c ∋ λ : [a, b] −→ M a
causal geodesic.
1. A Jacobi field is a vector field Y along λ such that is a solution of the Jacobi
equation
∇h(λ˙)∇h(λ˙) Y + Rλ˙(Y, λ˙)λ˙ = 0, (5.3)
2. Let Cq,γ,c ∋ λ : [a, b] −→ M be a causal geodesic. Then λ(t1) and λ(t2) are
conjugate points along λ iff there is a non-zero Jacobi field such that Y (t1) =
Y (t2) = 0.
Lemma 5.2 Let λ ∈ Cq,γ,c be a causal geodesic without conjugate points. Then Jλ(A,A) <
0 for any A ∈ V ⊥0 (λ).
Proof. We learnt from the proof of proposition 4.7 and lemma 4.8 that Lorentzian
properties along geodesics carry over from the Lorentzian case to Finsler spacetime
case. This makes the proof of the lemma completely analogous to the Lorentzian case
(see [4] for the timelike case and [4, 22] for the light-like case). ✷
The following proposition is a restatement of known results in Lorentzian geometry
[4],
Proposition 5.3 Let (M,L) be a Finsler spacetime and λ : [0, 1] −→ M ∈ Cq,γ,c a
causal geodesic and Y a Jacobi field along λ. Then
1. The function along λ given by gλ˙(Y, λ˙) is an affine function.
2. Let Y such that Y (t0) = Y (t1) = 0 for different t1, t2 ∈ [0, 1]. Then
(a) If λ is a timelike geodesic, then Y ∈ V ⊥0 (λ).
(b) If λ is a lightlike geodesic, then Y is either orthogonal or parallel to λ˙ (there-
fore, it is lightlike).
3. Let Y such that Y (0) = Y (1) = 0 for different t1, t2 ∈ [0, 1]. Then
(a) If λ is a timelike geodesic, then ∇h(λ˙) Y ∈ V
⊥
0 (λ).
(b) If λ is a lightlike geodesic, then ∇h(λ˙) Y is orthogonal to λ˙ (therefore, it is
lightlike).
Proof. The proof follows closely the proof for lemma 10.9, corollary 10.10 and 10.11
in [4], through the use of lemma 4.8. ✷
The following theorem is proved in a similar way as in [22],
Theorem 5.4 Let Cq,γ,c ∋ λ : [a, b] −→M be a causal geodesic and τ the time arrival
functional. Then
1. If λ does not have conjugate points, then it is a local minimum of τ .
2. If λ has intermediate conjugate points, then it is a local saddle point of τ .
Proof. The proof of the first statement follows the same steps than the Lorentzian
case (see [22]): from the formula for the second variation of the arrival time functional
(4.16), it follows that if Jλ < 0(A;A) (by lemma 5.2), then the time arrival is a local
minimal .
The proof of the second statement is identical to the proof in [4] for the case of
timelike geodesics and to [22] for lightlike geodesics and will not be rewrite here. Note
that it is essential in the proof both lemma 4.8 and proposition 5.3, which provide
exactly the same tools as in the Lorentzian case. ✷
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5.2 Morse index theorem for the arrival time functional in Finsler space-
time spacetimes
The common feature of the results and techniques in the Finsler and Lorentzian case
suggests that there is also a Finsler spacetime version of the Morse index theorem.
Indeed, there is such result as we indicate below. The index of λ is equal to the number
on conjugate points along c counted with multiplicity, that is, counting the dimension
of the vector space of Jacobi fields Ji ∈ V
⊥
0 (λ) vanishing at each conjugate point λ(si),
I(λ) :=
∑
s∈ (0,1)
dim(Ji). (5.4)
The index of the bilinear form τ along λ denoted by I(τ, λ) is the supreme of the
dimensions of all subspaces of V ⊥0 (λ) on which the Hessian Hess(τ ) is negative. Then
one has the following result,
Theorem 5.5 Given a timelike geodesic λ : [0, 1] −→ M , the number of conjugate
points I(λ) is given by
I(λ) = I(τ, λ) =
∑
s∈ (0,1)
dim(Ji). (5.5)
Proof. The methods and results described before suggest the existence of a version of
the Morse index theorem for the functional energy for general Finsler spacetime . That
this is the case will be seen in [10]. By lemma 4.6, one relates such index with I(τ, λ)
by formula (4.16). ✷
Remark 5.6 It is worth to mention that one can establish theorem 5.4 as a direct
consequence of the index theorem 5.5.
6 Discussion
In this paper we have investigated a generalization of Fermat’s principle for causal
curves in time oriented Finsler spacetimes and some related results. The second varia-
tion formula and Morse index theorem associated with the time arrival functional have
also been investigated. One notes easily that there is not formal difference with the
corresponding Lorentzian results [22]. However, this formal analogy is only apparent,
since the geometric objects in Finsler spacetime lives on N and not onM directly. Still,
we have shown that Beem’s theory of Finsler spacetimes offers an adequate framework
to generalize the standard theory of Lorentzian geometry to Finsler spacetimes.
There are several questions considered in this paper that deserve further discussion.
For instance, the framework discussed here is a restriction of a more general formulation
of Finsler spacetimes. In particular, the question of the choice of the base point where
the geometric quantities are evaluated is non-trivial (for a discussion of this issue see
[28] and [15]). When we define the notion of causal curves λ : I → M , the base-point
(x, y) ∈ TM \ {0} where the function L(x, y) is evaluated is
(λ(s), y(s)) = (λ(s), λ˙(s)), λ˙ ∈ TλM.
This choice is not necessary, as it was pointed out by Ishikawa [15]. On the other hand,
it is a natural choice, since the expressions appearing in the formulation of Fermat’s
principle, the second variation formula and the Morse index theorem must be evaluated
along the curves λ : I →M at (λ(s), λ˙(s)).
It is also convenient to use weaker regularity conditions for the Lagrangian L than
the required in Beem’s definition. This is for instance the situation in the examples 2.10
to 2.12, where although motivated from physical models, they are not regular on all the
slit tangent bundle N = TM \ {0}. Example 2.12 is indeed quite pathological, since
in this case the Lagrangian L is singular in the full null cone. A convenient theory to
deal with some of such singular examples is the theory of conic metrics [16]. However,
even such general framework is not enough to deal with all the interesting problems
appearing from physical applications.
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Of particular importance has been the fact that the Finsler spacetime is time ori-
entable. At present, this hypothesis is necessary in the proof of Fermat’s principle 3.2.
One wonders if there is a proof of Fermat’s principle without the requirement of time
orientability. Indeed, such proof exists for lightlike Finsler geodesics [25]. This question
for the timelike case remains open.
Similarly, one can investigate the Morse index theorem for timelike geodesics of a
Finsler spacetime in complete analogy to the Lorentzian case. The extension to light-
like geodesics must be done more carefully, because in the case of Finsler spacetimes,
additional singularities could appear in the light cones.
As we said before, there is a hierarchy of reversible conditions. Our definition of
reversible Lagrangian 2.2 is stronger than the reversibility condition in Beem’s theory,
which is still stronger than the definition of reversibility in Pfeifer-Wohlfart’s theory
[26]. The merit of our definition is based on the Lagrangian L, that is the function
that appears in the formulation of Fermat’s principle and that we emphasize as the
fundamental object (together with M) in the definition of a Finsler spacetime and that
is applicable to any causal curve or vector (in contrast with Beem’s definition, that
relies on the Finsler function F (x, y), which is non-singular on the lightcone). The
hierarchy described before also justifies why one does need to restrict to reversible
spacetimes, since it could be a strong assumption, eliminating interesting spaces by
being non-reversible.
We did not restrict our considerations to reversible Finsler spacetimes in the sense of
definition 2.2. However, we have in mind that non-reversibility of the Lagrangian could
produce additional difficulties for a consistent causal structure of L. In particular, one
should impose conditions preventing possible almost-everywhere smooth, continuous
causal loops.
Let us mention that the Fermat’s principle for Finsler spacetimes, the second vari-
ation formula and the Morse index theorem, apply not only in Finsler spacetimes
describing gravity, but also to geometric models that describe the motion of particles
under the action of gravity in combination with other interactions. This type of models
include the motion in locally anisotropic media.
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