Forming an accurate representation of a task environment often takes place incrementally as the information relevant to learning the representation only unfolds over time. This incremental nature of learning poses an important problem: it is usually unclear whether a sequence of stimuli consists of only a single pattern, or multiple patterns that are spliced together. In the former case, the learner can directly use each observed stimulus to continuously revise its representation of the task environment. In the latter case, however, the learner must first parse the sequence of stimuli into different bundles, so as to not conflate the multiple patterns. We created a video-game statistical learning paradigm and investigated (1) whether learners without prior knowledge of the existence of multiple ''stimulus bundles" -subsequences of stimuli that define locally coherent statistical patterns -could detect their presence in the input and (2) whether learners are capable of constructing a rich representation that encodes the various statistical patterns associated with bundles. By comparing human learning behavior to the predictions of three computational models, we find evidence that learners can handle both tasks successfully. In addition, we discuss the underlying reasons for why the learning of stimulus bundles occurs even when such behavior may seem irrational.
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Introduction
One of the fundamental challenges in navigating the world is to guide our own behavior appropriately by forming a representation that captures the essential features of the task environment. Understanding how people construct this representation is a central problem in the study of learning and cognition. Importantly, in most real-world circumstances, this learning process must rely on input that unfolds gradually over time. Several formalisms have been proposed to explain how such learning occurs. For example, under the framework of Bayesian belief updating, learners are assumed to represent the task environment as a probabilistic model and update their estimates of model parameters after each observation (e.g., Anderson, 1991; Sanborn, Griffiths, & Navarro, 2010) . In connectionist and other associative theories, learners are assumed to represent the associative weights between the variables of the task environment (both observable and hidden), and revise them according to the degree to which their previous settings had correctly predicted a new observation (e.g., Love, Medin, & Gureckis, 2004; McClelland & Rumelhart, 1981; Sakamoto, Jones, & Love, 2008) . Regardless of which broad category an incremental learning model falls into, a common assumption is that the task environment can be summarized by a single set of parameters. Under this view, learning is essentially a process of continuously revising this single set of parameters, as the average properties of the input will eventually converge onto the true properties of the task environment with more and more observations. While this assumption holds true for many laboratory tasks that have been employed in learning experiments, many real-world situations may challenge its validity (see also Gallistel, Krishan, Liu, Miller, & Latham, 2014; Gershman, Blei, & Niv, 2010; Kleinschmidt & Jaeger, 2015; Kording, Tenenbaum, & Shadmehr, 2007; Yu & Cohen, 2008 for similar concerns). For example, consider a task where a naive learner observes a sequence of daily weather phenomena over the course of a year. For a knowledgeable learner, this sequence of stimuli will contain four subsequences that exhibit unique and localized patterns -a spring subsequence that mainly consists of sunny and warm days, a summer subsequence of hot days, a fall subsequence of rainy days and a winter subsequence of snowy days. 1 This example is purposefully simplified in at least two aspects. First, there are also systematic changes within a season that can be learned and predicted. Second, the learning of seasons is not a purely statistical learning problem, but one that depends on the knowledge of astrophysics. However, to a naive learner, the learning of seasons can be (almost) treated as a categorization problem where the concept of seasons emerges primarily from the observation of the statistical patterns in daily weather.
