Abstract Introduction: One of the challenges in developing Computer-Aided Diagnosis (CAD) systems is their accurate and comprehensive assessment. This paper presents the conduction and results of a systematic review (SR) that aims to verify the state of the art regarding the assessment of CAD systems. This survey provides a general analysis of the current status of the design, development and assessment of such systems and includes discussions on the most used metrics and approaches that could be utilized to obtain more objective evaluation methods. Methods: The SR was conducted using the scientifi c databases, ACM Digital Library, IEEE Xplore Digital Library, ScienceDirect and Web of Science. Inclusion and exclusion criteria were defi ned and applied to each retrieved work to select those of interest. From 156 studies retrieved, 100 studies were included. Results: There is a number of abnormalities that have been used for the development of CAD systems. Images from computed tomographies and mammographies are the most encountered types of medical images. Additionally, a number of studies used public databases for CAD evaluations. The main evaluation metrics and methods applied to CAD systems include sensitivity, accuracy, specifi city and receiver operating characteristic (ROC) analyses. In the assessed CAD systems that used the segmentation method, 30.0% applied the overlap measure. Discussion: There remain several topics to explore for the assessment of CAD schemes. While some evaluation metrics are traditionally used, they require a prior knowledge of case characteristics to test CAD systems. We were not able to identify articles that use software testing to evaluate CAD systems. Thus, we realize that there is a gap between CAD assessments and traditional practices of software engineering. However, the scope of this research is limited to scientifi c and academic works and excludes commercial interests. Finally, we discuss potential research studies within this scope to create a more objective and effi cient evaluation of CAD systems.
Introduction
Computer-Aided Diagnosis (CAD) schemes are computer systems aiming at providing second opinions to physicians to aid in diagnoses (Doi, 2007) . These systems compute outputs based on information from diverse sources, primarily from medical images captured using various methods. According to van Ginneken et al. (2010) , CAD has become the most active fi eld of research in medical imaging. Further, Doi (2006) showed that CAD systems provide consistent interpretations of medical images to improve the precision of a diagnosis.
The assessment of CAD schemes is one of the major diffi culties encountered in their development. Because results can vary depending on the used set of images, it is not an easy task to determine the effectiveness of a particular technique. To ascertain the feasibility of a technique, tests should be conducted with a set of images that preferably have varied acquisition characteristics. Additionally, this image set should meet the requirements of the purpose of the technique, i.e., they should contain the structures sought by the computer system. This entails a collaborative effort with hospitals and clinics to perform detailed and thorough analyses to obtain appropriate medical images and their respective reports. The cataloging of these images based on their characteristics allow for their fast and accurate retrieval. This paper presents a systematic review (SR) aiming to verify the state of the art regarding the assessment of CAD systems. Additionally, we analyzed data from the included studies, such as computational techniques employed in the development of CAD schemes, abnormalities investigated and modalities of the most explored medical imaging. Thus, this survey made possible a general analysis of the current scope regarding the design, development and assessment of such systems.
Overviews on the development and trends of CAD schemes have been presented by Doi (2007) and Shiraishi et al. (2009) . Doi (2007) carried out a historical review regarding the development of CAD schemes. Examples of works that explored different modalities of medical imaging were also presented to Volume 30, Número 4, p. 355-383, 2014 aid in diagnosing several abnormalities, such as lung nodules, vertebral fractures and intracranial aneurysms. Doi also discussed the potential of such schemes for applications in clinical routines. Shiraishi et al. (2009) presented a review on the application of analyses using Receiver Operating Characteristic (ROC) curves to assess CAD systems. The review included studies published in Radiology Journal between 1997 and 2006. The review also analyzed the participation of human observers in the assessment processes and identified the most explored medical imaging modalities.
In our study, the presented unique systematic review is based on a set of criteria characterizing the differences and relevance between results, as listed below:
• A comprehensive selection of scientific databases as reference sources, allowing access to diverse publications in the field (these databases were selected after carrying out an exploratory study that defined relevant research sources); • A definition and disclosure of an SR protocol that was strictly followed during the review (this protocol permitted a reproducible review and audited the used criteria); and An analysis of results taking into account each automated task to aid individual diagnoses (i.e., segmentation, detection and classification of abnormalities and regions of interest).
In addition to this introductory section, the paper is organized as follows. The "Methods" section presents concepts about the SR, the protocol used and the process of conducting the review. The "
Results and discussion" section presents and discusses the results.
Methods
The systematic review is a rigorous methodology of bibliographic research that aims to identify primary and secondary studies related to a particular research topic. It permits the assessment and interpretation of all relevant research on a particular issue or topic of interest (Kitchenham, 2004) .
According to Biolchini et al. (2007) and Kitchenham (2004) , an SR is carried out in three well-defined phases: planning, conduction and analysis of results. In the planning phase, a protocol is defined specifying research questions and the methodology to be employed in the conduction of the review. Furthermore, this protocol defines purposes for the SR, reference sources, criteria for the inclusion or exclusion of primary studies, keywords and other topics of interest. In the conduction phase, the bibliographic research is carried out. In this phase, studies are selected according to the defined inclusion and exclusion criteria. Finally, in the analysis of results, the data extraction is performed, and the results are compared.
A major difference between an SR and the nonsystematic review of the literature is the fact that the establishment of a protocol allows the SR to be reproduced and audited. Other researchers can follow the same protocol and assess the methods used for the case at issue (Biolchini et al., 2007) . The following subsections describe each of the previously cited phases applied in the SR carried out in the present work.
Planning
First, research questions are defined:
• What are the methodologies currently applied for the assessment of CAD systems based on medical imaging? • What are the modalities of medical imaging, abnormalities and computational techniques involved in the development of CAD systems? • What are the advantages and limitations presented by the assessment methodologies employed in CAD systems? An exploratory analysis on CAD was carried out over several scientific databases. This preliminary survey aided in selecting reference sources and the definition of the keywords used in the SR. Based on our experiences with journals, we consulted databases that traditionally published articles on the subject. The following databases were selected:
From the defined keywords of the protocol, queries for papers on journals or proceedings of scientific conferences were carried out in the selected databases. Only recent studies (published since 2006) were considered for assessing the state of the art of CAD.
The selection of acknowledged reference sources in the field made it possible to retrieve a significant number of studies on CAD. Moreover, defining adequate criteria for the inclusion and exclusion of works focused the sources to the relevant subject matter. A composition of terms was used to initially narrow the scope of the reference sources. These terms had to be present in the title, abstract or keywords to qualify a source (these indices were searchable by means of advanced search tools available for each database). The defined terms were as follows:
(evaluation OR testing OR assessment) AND ("computer-aided diagnosis system" OR "computeraided diagnosis scheme" OR "computer-assisted diagnosis system" OR "computer-assisted diagnosis scheme" OR "diagnosis support system" OR "diagnostic support system") Table 1 presents the compositions of terms translated for each of the search engines of the consulted databases.
To select only relevant papers for the subject of study, we defined the inclusion and exclusion criteria. We included only studies that met at least one of the inclusion criteria and none of the exclusion criteria.
Sources that met the defined inclusion criteria had to:
(a) present or discuss concepts, criteria and methodologies to assess CAD systems whose outputs are presented as images or use images processed in a way to enable diagnoses; (b) apply a specific methodology in the assessment of some CAD system with the characteristics mentioned in the first inclusion criterion; or (c) present concepts or historical reviews on CAD. In turn, excluded sources that met all the defined exclusion criteria had to:
(d) be similar, in content and results, with other studies by the same authors retrievable from any of the consulted databases; (e) have a publication year outside the specified deadline (i.e., earlier than 2006); and 
Yes
(evaluation or assessment or testing or Keywords:evaluation or Keywords:assessment or Keywords:testing) and ("computer-aided diagnosis system" or "computer-aided diagnosis scheme" or "computer-assisted diagnosis system" or "computer-assisted diagnosis scheme" or "diagnosis support system" or "diagnostic support system" or Keywords:"computeraided diagnosis system" or Keywords:"computer-aided diagnosis scheme" or Keywords:"computer-assisted diagnosis system" or Keywords:"computer-assisted diagnosis scheme" or Keywords:"diagnosis support system" or Keywords:"diagnostic support system")
IEEE

Command search Search: metadata only
Yes
("Document Title":evaluation OR "Abstract":evaluation OR "Author Keywords":evaluation OR "Document Title":assessment OR "Abstract":assessment OR "Author Keywords":assessment OR "Document Title":testing OR "Abstract":testing OR "Author Keywords":testing ) AND ("Document Title":"computer-assisted diagnosis scheme" OR "Abstract":"computer-assisted diagnosis scheme" OR "Author Keywords":"computer-assisted diagnosis scheme" OR "Document Title":"computer-assisted diagnosis system" OR "Abstract":"computer-assisted diagnosis system" OR "Author Keywords":"computer-assisted diagnosis system" OR "Document Title":"computer-aided diagnosis system" OR "Abstract":"computeraided diagnosis system" OR "Author Keywords":"computer-aided diagnosis system" OR "Document Title":"computer-aided diagnosis scheme" OR "Abstract":"computer-aided diagnosis scheme" OR "Author Keywords":"computer-aided diagnosis scheme" OR "Document Title":"diagnosis support system" OR "Abstract":"diagnosis support system" OR "Author Keywords":"diagnosis support system" OR "Document Title":"diagnostic support system" OR "Abstract":"diagnostic support system" OR "Author Keywords":"diagnostic support system") SD Advanced search Yes pub-date > 2005 and TITLE-ABSTR-KEY(evaluation OR testing OR assessment) and TITLE-ABSTR-KEY("computer-aided diagnosis system" OR "computer-aided diagnosis scheme" OR "computer-assisted diagnosis scheme" OR "computer-assisted diagnosis system" OR "diagnosis support system" OR "diagnostic support system")
Yes Topic: (evaluation OR testing OR assessment) AND Topic: ("computeraided diagnosis system" OR "computer-aided diagnosis scheme" OR "computer-assisted diagnosis scheme" OR "computer-assisted diagnosis system" OR "diagnosis support system" OR "diagnostic support system") (f) not be fully available in the consulted databases or in any other database accessible on the Internet.
Conduction and data extraction
The searches were carried out between April and June 2014. In total, 156 studies were retrieved. As a whole, 100 studies (64.10%) were included, 96 of which had CAD schemes and the employed assessment methodologies. Four papers contained conceptual contents as described in the subsection "Review and theoretical papers". Every conduction stage of the SR was duly documented based on the models proposed in Biolchini et al. (2007) and Kitchenham (2004) . The produced documents and the tools used are described below.
Conduction form: One form was produced for each consulted database. They document all the relevant information of the search: access dates, a composition of terms used, a list of retrieved studies and their satisfied inclusion criteria and other observations. Data extraction form: For each included study, in addition to the bibliographic and reference information, a summary of the study and documented topics of interest were included. The main topics of interest extracted included: the purpose of the system used/ proposed, assessment method of the employed CAD, modality and number of images/cases used in the test, main tests and results and other information relevant research. Table 2 shows the studies included, and their satisfied inclusion criteria. We retrieved studies published in scientific journals, conference proceedings and other collections of articles. In particular, a significant variety of medical publications, computational intelligence, and imaging processing and analyses (other than pattern recognition) were observed. Table 3, Table 4 and Table 5 show the Table 2 . Criteria met by each included paper. sources from which studies included in this SR were taken. The next section presents and discusses the results obtained through this SR. Table 6 presents the 98 CAD systems reported in the 96 included studies (Pietka et al. (2010) reported the development of three distinct systems). In the following subsections, an overview of the state of the art regarding the development and assessment of CAD systems is presented based on the studies included through the SR.
Reference
Results and Discussion
Abnormalities studied
As seen in Table 6 , there is a significant variety of abnormalities that are currently subjects of study for the development of CAD systems. As shown in Figure 2 , breast cancer and lung cancer are the diseases most commonly studied within the scope of this SR. Such evidence is significant, considering the importance of early diagnoses of many different types of neoplasia is well known. In addition to the diseases mentioned, other abnormalities were also reported, encompassing the processing of medical images of different structures and organs of the human body, including brain, skin, retina, bones, heart, arteries, liver, ear, prostate, and gastrointestinal tract, among others (Table 6 ). CAD systems are the subject of study and research with applicability in a wide range of various medical areas. Although many approaches are still far from clinical application, the variety of ideas, techniques and application areas show that one can expect significant development in computational applications for the diagnosis of many well-known abnormalities.
Modalities of medical imaging exploited
Different types of medical imaging have been objects of study for the development of CAD systems. This statement is confirmed by observing the results of this SR. From the 29 systems that reported dealing with breast cancer, eighteen (62.07%) addressed mammograms. Mammography is the most effective technique for the early diagnosis of breast cancer . Thus, the utilization of such images is still very important due to the possibility that a physician may misread or misinterpret an exam (Giannakopoulou et al. 2010; Jasmine et al. 2009; Osman et al. 2009; Verma, 2009) . Five other systems (17.24%) reported work with ultrasound imaging, a technique that has been very important, in conjunction with mammography, in increasing the precision of breast cancer diagnosis Lee et al., 2009; Shen et al., 2007) . Other reported imaging modalities dealing with breast cancer included magnetic resonance imaging (10.34%), microscopic/cytologic imaging (6.90%) and digital tomosynthesis (3.45%). Works with magnetic resonance, microscopic/cytologic imaging and digital tomosynthesis have only been recently developed, which suggests the use of new imaging techniques to aid in breast cancer diagnoses. The literature search also yielded thirteen CAD systems focused on lung cancer, nine of which (69.23%) used images from CT examinations. The other four systems (30.77%) used chest radiography images.
Five systems reported in this review addressed the diagnosis of Alzheimer's disease. Four (80%) used CT images, while only one report used magnetic resonance images.
Four systems reported using images from dermatoscopy examinations to address skin cancer, while only one used images from fluorescence spectroscopy.
Five systems were reported to diagnose eye diseases affecting the retina using processed retinography images. In turn, the system used to diagnose nuclear cataracts (Huang et al., 2009b) worked with images obtained by means of a slit lamp.
The graph in Figure 3 presents the number of systems for each medical imaging method in the studies. In this graph, each reported system is evaluated for modality, independent of the studied abnormality. As seen, images from CTs and mammographies were the most exploited for the development of CAD systems.
Tasks for computer-aided diagnosis systems
Each developed technique performed a specific task utilizing a computer-aided diagnosis. In general, a complete CAD system involved segmented structures, the detection of abnormalities and the extraction of their characteristics for a subsequent classification of the problem (e.g., normal, benign or malignant, depending on the case). For example, to classify structures, the previous stages of segmentation and detection are required. Studies with CAD schemes have contributed to the automation of these tasks, either by means of developing a new technique or improving an existing technique. For each task of interest, the charts presented in Figure 4 , Figure 5 and Figure 6 show the number of reported systems that contributed innovations. Most of the CAD systems used for the diagnosis of breast cancer (Figure 4 ) aimed at classifying microcalcifications, lesions or other regions of interest (ROIs). This indicates that the main focus of CAD technology for breast cancer is the identification of suspicious structures in medical images and the determination of whether these structures are benign or malignant (i.e., capable of being cancerous). This can help physicians diagnose the disease and its severity level, thereby reducing chances of misinterpretation and aiding in determining recommended treatments. He et al. (2011) presented an approach to risk classifications for breast cancer, i.e., a formula to determine the risk of developing the disease. This risk was estimated by analyzing mammary tissue patterns through mammography.
For lung cancer CAD systems (Figure 5 ), most systems were designed to detect nodules. Regardless of the disease studied, it can be seen that the main tasks of interest were the detection and classification of abnormalities (Figure 6 ). This was expected because these are the tasks that most reflect the contribution of CAD systems.
Among the reported systems in the reviewed studies, different techniques have been proposed to complete the different aforementioned tasks. Systems utilizing segmentation used techniques based on thresholding (Ashwin et al., 2012; Korfiatis et al., 2007; Liu et al., 2012; Pietka et al., 2010; Suganthi and Madheswaran, 2010; Usha and Sandya, 2013) , morphological operators (Beuren et al., 2012; Lerdsinmongkol et al., 2011; Li et al., 2012; Usha and Sandya, 2013; Volpi et al., 2009) , fuzzy k-means clustering (Beuren et al., 2012; Li et al., 2012; Wittenberg et al., 2012) , region growing (Wittenberg et al., 2012; Zheng et al., 2008) , and Gaussian mixture models (Haindl et al., 2007; Tan et al., 2010) , among others.
For systems focused on detecting abnormalities, images were analyzed by using techniques to segment structures in the images. A few of the segmentation techniques were based on the Fuzzy Set Theory (Huang et al., 2007; Pietka et al., 2010) , thresholding Gomathi and Thangaraj, 2010) and models (Mumcuoglu et al., 2011; Schilham et al., 2006) . Detection approaches were based on the use of classifiers, such as artificial neural networks (Ashwin et al., 2012; Bevilacqua, 2013; García-Orellana et al., 2008; Itai et al., 2009; Kumar et al., 2011; Li et al., 2009; López et al., 2011; Mironică et al., 2011; Sasaki et al., 2010) , k-nearest neighbor (AlAbsi et al., 2012; Li et al., 2009; Mironică et al., 2011; Sanchez et al., 2011; Schilham et al., 2006) , support vectors machine (Grana et al., 2011; Li et al., 2009; Martinez-Murcia et al., 2014; Mironică et al., 2011; Miyaki et al., 2013; Segovia et al., 2012; Shilaskar and Ghatol, 2013; Wang et al., 2009 ) and probabilistic classifiers (Li et al., 2012; Liu et al., 2013; Mironică et al., 2011; Ramírez et al., 2009; Vertan et al., 2011) .
Finally, for classification tasks, we observed the use of classifiers such as k-nearest neighbor (Filipczuk et al., 2013; Gedik and Atasoy, 2013; Gopinath and Shanthi, 2013; He et al., 2011; Muramatsu et al., 2013; Nava et al., 2014; Odeh et al., 2006; Osman et al., 2009; Raja et al., 2010; Verikas et al., 2006) , artificial neural networks (Barhoumi et al., 2007; Geetha et al., 2008; Jasmine et al., 2009; López et al., 2008; Raja et al., 2007; Streba et al., 2012; Verma, 2009; Wu et al., 2006) , Bayesian classifiers (Ampeliotis et al., 2007; Bhooshan et al., 2011; Garnavi et al., 2012; Gruszauskas et al., 2008 Gruszauskas et al., , 2009 Retter et al., 2013; Tolouee et al., 2011) techniques based on linear discriminant analysis (Lee et al., 2009; Muramatsu et al., 2013; Tanner et al., 2006) and logistic regression models (Shen et al., 2007; Tanner et al., 2006) .
A few studies combined clustering algorithms with classification algorithms. He et al. (2011) and Raja et al. (2010) both used the k-means and k-nearest neighbor algorithms. Verma (2009) used a clustering algorithm with artificial neural networks trained with back propagation. Barhoumi et al. (2007) classified skin lesions by combining results from artificial neural networks with results of a content-based image retrieval (CBIR) scheme through the Dempster-Shafer Theory.
Public databases of medical images
One of the difficulties encountered in the development of CAD systems is the lack of availability of test cases. It is not always possible to obtain a medical image database containing various acquisition characteristics, structures or abnormalities that a technique requires for the detection, analysis or diagnosis of a disease. Factors such as partnerships with clinics and hospitals, ethical issues, and image access permissions, tend to hamper the task.
For this reason, a few projects have been developed and maintained aiming to provide medical images for research groups that develop CAD technologies. These projects consist of public databases of medical images that document reports made by physicians and often include information about structures of interest in the images.
We cataloged various public databases from the systems reported in the studies. (García-Orellana et al., 2008; Haindl et al., 2007; Muramatsu et al., 2013; Ramos et al., 2012; Song et al., 2010; Suganthi and Madheswaran, 2010; Verma, 2009; Wang et al., 2009; Zheng et al., 2008) : maintained by the University of South Florida, this database serves as a resource for research in mammographic imaging analysis (Heath et al., 2001 ). The database contains 2,620 cases divided into 43 volumes, each composed of normal cases, cases containing suspicious structures proved benign or proven cases of cancer. Delineations of regions of interest (i.e., ground truth regions), if any, are provided. A set of programs for decoding and manipulating mammography images are also included.
D i g i t a l D a t a b a s e f o r S c re e n i n g Mammography -DDSM
The mini-MIAS database of mammograms (Gedik and Atasoy, 2013; Geetha et al., 2008; He et al., 2011; Jasmine et al., 2009; López et al., 2008; Osman et al., 2009; Tahmasbi et al., 2011; Wu et al., 2006) : this database is maintained by the Mammographic Image Analysis Society (MIAS) and offers 322 mammograms for use in research. In addition to mammograms, the database contains information concerning the type, severity and coordinates of the central pixel of abnormalities, if any, in each image (Suckling et al., 1994) .
Lung Image Database Consortium -LIDC (Korfiatis et al., 2007; Pietka et al., 2010) : this public database is the result of an initiative that aimed to provide chest CT images to support the development, training and assessment of CAD schemes for the detection of pulmonary nodules (Armato III et al., 2011) . The database provides exams of 1,010 patients, delimitations of existing lesions, and a software for the manipulation of images.
Japanese Society of Radiological Technology (JSRT) database (Al-Absi et al., 2012; Nagata et al., 2013; Schilham et al., 2006) : this database of chest radiographs of the JSRT was created in cooperation with the Japan Radiological Society in 1998. It consists of 247 images, comprising 154 cases of a single pulmonary nodule (grouped by subtlety) and 93 cases without nodules. It also provides information about patients (e.g., age and gender), diagnoses (i.e., benign or malignant) and central coordinates of each node (Shiraishi et al., 2000) .
MESSIDOR Digital Retinal Images (Sanchez et al., 2011) : the MESSIDOR database was developed to facilitate CAD studies for diabetic retinopathy. It contains 1,200 images of the eye fundus. Moreover, for each image, it provides scores given by experts indicating the level of the retinopathy, and the risk of macular edema (Messidor, 2014) .
Digital Retinal Images for Vessel Extraction -DRIVE (Hatanaka et al., 2011; Jiménez et al., 2010) : this database was established with the aim of enabling a comparative study on the segmentation of blood vessels in retinal images. To this end, 40 photographs of the retina (eye fundus) are available. For each photo, there are two manually segmented blood vessel images (Staal et al., 2004) . Researchers who use the database to test methods for segmentation of blood vessels can submit their results through the home-page of the project, to make them available for comparison with other studies in the area.
STructured Analysis of the Retina -STARE (Jiménez et al., 2010) : The STARE project, initiated in 1975 at the University of California, focuses on developing a system to aid in the detection of diseases of the human eye (McCormick and Goldbaum, 1975) . The project has a database with 402 eye fundus photographs and a corresponding diagnosis for each image.
Alzheimer 's Disease Neuroimaging
Initiative -ADNI (López et al., 2011; Segovia et al., 2012) : The ADNI (Mueller et al., 2005) has the goal of defining the progression of Alzheimer's disease. To this end, it aims to collect and validate data, such as images from positron emission tomography, magnetic resonance imaging and other sources, to predict the disease. The initiative provides collected data for research purposes. The database contains data and images on 895 patients.
Assessment of CAD systems
As previously mentioned, the main objectives of this SR were to examine and analyze the state of the art of CAD systems. We have already presented the studied abnormalities, medical imaging modalities, tasks of interest and public databases used in the testing and development of the reported systems. In this section, the assessment techniques are discussed.
From Table 6 , we see that assessments of CAD systems involved carrying out segmentations, detections or classifications based on a set of inputs and on previously known correct results (provided mostly by specialists) to obtain performance metrics for the system. None of the assessed studies used test criteria established in the literature, such as functional or structural techniques. From this point of view, the assessment is made on an ad hoc basis. Figure 7 , Figure 8 and Figure 9 show charts for each diagnosis and the metrics and assessment methods applied to the reported systems. We only considered mentioned methods. However, for the analysis of these results, we considered the main tasks of each system and any secondary metrics and methods (Figure 7) . For example, if the main task of interest of a given work is the classification of lesions but also reported on the assessment of a previous segmentation task (i.e., mentioning the metrics and/or methods used), these were included in the chart concerning segmentations. For each chart, the total number of reported systems is shown.
Assessment metrics
The graph in Figure 7 shows that six systems that assessed a segmentation method applied the overlap measure. This measurement consisted obtaining the relative area of the intersection between two considered regions (Gruszauskas et al., 2008; Korfiatis et al., 2007) by means of assessing the set of pixels resulting from the segmentation process. Given |A seg |, the area of an automatically segmented region A seg , and |A man |, the area of a region A man , which is considered correct for the segmentation process (e.g., generated manually), the overlap measure is defined by Equation 1. A value of 0 indicates the worst performance, i.e., there is no intersection between the correct area and the automatically obtained area. A value of 1 indicates a perfect segmentation. 
A relative area difference metric, applied in the assessment of three systems (Beuren et al., 2012; Tan et al., 2010; Zheng et al., 2008) , predicts an extension of the automatically segmented region that does not match the expected correct region (Tan et al., 2010) . This measure can be obtained through Equation 2. It is seen, that if A seg = A man , then the relative area difference is 0. A metric applied to evaluate segmentation results, reported in three systems (Endo et al., 2012; Li et al., 2012; Liu et al., 2012) , is Dice's coefficient. This metric calculates overlapping areas between an automatically segmented region and the correct expected region 
Other metrics that were also observed for the segmentation assessment included accuracy and sensitivity. These metrics are part of a set of very traditional statistic metrics in the assessment of CAD systems. They are based on true positive (TP), true negative (TN), false positive (FP) and false negative (FN) results , which are concepts defined by Wagner et al. (2007) :
• True positive: a positive detection result of an abnormal structure present in the organ or tissue represented in the image, or a correct classification for a detected structure; • True negative: a negative detection result of an image of an organ or tissue that does not show any abnormal structure, or a correct classification that indicates an abnormal structure that does not belong to a particular class; • False positive: a positive detection result of an image of an organ or tissue that does not represent any abnormal structure, or an incorrect classification that indicates a particular structure belonging to a given class when, in fact, it does not; and • False negative: a negative detection result of an image of an organ or tissue that presents one or more abnormal structures that should be detected, or an incorrect classification that indicates a structure that does not belong to a given class when, in fact, it does. In the case of segmentation, an approach for the use of these metrics is to define TP pixels (i.e., segmented and within the region of interest), TN (outside the region of interest and not segmented), FP (segmented and not within the region of interest) and FN (within the region of interest and not segmented). Later in this section, these metrics are presented in relation to final results of CAD systems. Other methods and assessment metrics, applicable to segmentation routines, were observed in the reported systems are listed in Table 6 and their references.
The metrics and assessment methods applied for the classification and detection tasks are mostly the same. The graphs in Figure 8 and Figure 9 show the metrics and methods used for each particular task, and the chart in Figure 10 show the results for both tasks.
As we can be seen, there was a predominant use of metrics based on TP, TN, FP and FN for the assessment of classification and detection tasks in reported systems. In the combined cases, the sensitivity metric is the most considered method for evaluating a CAD system. Table 7 lists the key reported metrics in Garnavi et al. (2011) .
ROC curve
Another widely known method used in the assessment of CAD systems is the Receiver Operating Characteristic (ROC) curve. As seen in Figure 7 -10, this method was used to assess 45% of the classification systems reported. Figure 10 combines the applied classification and detection methods and metrics.
This curve represents the sensitivity as a function of the fraction of false positives (FFP = 1 -specificity; Metz, 1999; Wagner et al., 2007) . An example of an ROC curve trace is shown in Figure 11 . An ideal CAD system presents an operating point (0,1) on the graph, where 0 represents the minimum FFP and 1 represents the maximum sensitivity. The ROC curve estimates operating points that the CAD system can present with variations of specific parameters. For example, this permits the comparison of performances of multiple techniques, and considers performance changes with parameter variations.
An assessment metric extracted from the ROC curve and often employed in the assessment process of the systems is the area under the ROC curve. The larger the area under the curve, the better the performance of the CAD system. More details regarding this metrics can be obtained in Metz (1999) and other included studies.
FROC curve
Another curve used in the assessment of CAD systems is the Free-Response Receiver Operating Characteristic (FROC) curve. This curve represents the sensitivity as a function of the average number of false positives per image (Nishikawa, 2007) . Despite having been employed in few reported systems, this method is worth mentioning given the scope of this SR.
To show the differences between an FROC curve and a conventional ROC curve, Metz (1999) used an example of structure detection. A conventional ROC curve provides the probability for a positive region (i.e., containing an abnormal structure) to be diagnosed as positive (sensitivity) and the probability for a negative region (i.e., containing no abnormal structure) to be diagnosed as positive (FFP). An FROC curve provides the probability that a randomly selected lesion will be detected after an average number of FP detections. Metz (1999) also showed that ROC curves are restricted to cases in which there are two detection possibilities for each image or region processed. FROC curves can be used when a lesion may be present in more than one position in each image; the CAD scheme attempts to detect the lesion in all possible locations (Metz, 1999) .
Review and theoretical papers
Four review and theoretical papers about CAD systems and trends in the last decade were included in this SR. Shiraishi et al. (2009) conducted a survey on the use of ROC curves in medical imaging analyses from studies published in Radiology Journal. The researchers analyzed 295 studies published between 1997 and 2006 containing the phrase, "receiver operating characteristic". Approximately 79% of the studies reported findings based on subjective diagnoses or objective measurements, while 14.6% did not include human observers. Most works of the latter evaluated CAD systems. Pietka et al. (2011) presented and discussed the participation of health professionals and technicians in various stages of the life cycle (i.e., design, assessment and implementation) of CAD systems. The researchers used their own CAD systems to examine how consecutive stages were developed by the multidisciplinary team. Zhang et al. (2011) presented a review about recent advances in breast tissue classification technologies of CAD systems for breast cancer. The researchers did not present the review methodology; instead, they discussed three classification approaches (texture feature analysis, statistical modeling and machine learning) and compared results obtained from analyzed studies. According to the researchers, machine learning is the most feasible approach to developing universal CAD systems. Korotkov and Garcia (2012) presented a review about computerized analyses of pigmented skin lesions in microscopic (dermatoscopic) and macroscopic (clinical) images. The researchers presented an extensive background about applied field concepts and described features and methodologies used in the analyzed studies.
Trends and opportunities
From the studies included in this review, the most explored subjects were breast and lung cancers. However, we believe other diseases diagnoses are as important, especially those related to the heart and the brain, which have caused many deaths worldwide. CAD schemes for aiding early disease diagnoses in these areas could potentially improve treatment therapies and thereby effect higher rates of positive outcomes.
Several types of images have been used in the reviewed studies, with X-ray images being the most frequent. However, most CAD systems only considered one type of image, perhaps due to the difficulty in simultaneously evaluating multiple images with diverse formats and characteristics. The evaluation of the combination of different image types may be an interesting subject to explore.
All analyzed studies developed techniques for detecting, segmenting or classifying structures to compose CAD systems. No study proposed any other procedure; all works used traditional approaches to evaluate their results. The limitations of these approaches and the non-standardization of the databases used in evaluations are further discussed in the following section.
Traditional metrics (e.g., ROC and FROC curves) are based on TP, TN, FP and FN results; thus, they depend on prior knowledge of case characteristics used to test CAD systems. For example, to identify actual lesions from medical images, the actual details and characteristics of structures of lesions in an image must be known beforehand. Therefore, there is a chance for normal, benign structures to be mistakenly considered as lesions.
Typically, in this type of evaluation, physician participation is mandatory every time the CAD presents a new technique or approach. The "visual" analyses of each case and the comparison of CAD results against traditional diagnoses must be performed by an experienced medical professional (e.g., a physician or radiologist). Therefore, the testing and evaluation of CAD systems using such metrics is resource-intensive. Whenever any part of the system is modified, subsequent results validation is required. An additional complication is that a physician evaluation can vary, depending on factors such as experience, fatigue, and time availability, as cited by Aziz et al. (2004) , Barlow et al. (2004) , and Pindborg et al. (1985) . Appropriate method for evaluating these systems have yet to be determined and can constitute new opportunities for exploration. Consequently, more reliable systems may be able to decrease variations and improve the quality of diagnoses.
We did not encounter any articles mentioning the use of software engineering techniques, such as software testing, in conjunction with other evaluation approaches. While traditional techniques are not ideal subjects for new publications, it is well known that in specific domains, testing activities require adapted or new techniques. In particular, complexities of input and output domains of image processing software might pose a real challenge for software engineers. Selecting robust test cases from a large, complex and diverse data set is not a trivial task and has not been adequately studied. In addition, using software testing metrics with traditional approaches for CAD evaluations has not yet been explored. However, the present study considers only scientific and academic works; commercial products were out our scope. Thus, we only considered data related to the studied articles.
We suggest and discuss some research approaches within this scope by using Content-Based Image Retrieval (CBIR) concepts to evaluate CAD outputs and test criteria definitions and applications. This permits the identification of errors in the software and computational testing tools. As a result, the CAD evaluation becomes more objective and effective.
In recent years, CBIR techniques have been explored to aid in image retrieval and to assist the physician in composing a diagnosis based on data from similar cases. CBIR systems use features related to color, shape, texture and distance to calculate the similarity between images and their features. We believe concepts from CBIR could be extended to compose more objective approaches to evaluate CAD systems. In the suggested CBIR approach, the expert is required to determine one correct solution (i.e., a model image), and extractors automatically verify whether the answer produced by the image processing program has similar characteristics as that of the model image. Thus, our approach avoids a reliance on potentially biased diagnoses for verification. From a software engineering standpoint, this is an important improvement because testing processes are resource-intensive and are often required during software development and maintenance.
A few standardized databases were used in the reviewed studies. However, none of these databases were complete, i.e., a few databases did not have all structure types, others presented hard-to-process image formats, and still others did not provide enough information for testing techniques. Thus, the creation of image databases to serve as reliable benchmarks, with standardized image formats, mechanisms to select cases of interest and data that allow performance comparisons of different CADs requires further study.
One of our future goals is to define a methodology that reduces the complexity and repetition required to assess CAD systems. To this end, we intend to use the concept of CBIR for a comparison of graphical outputs (i.e., images) of CAD systems while considering their respective outputs as correct (Delamaro et al., 2013) . The existence of public databases favors this approach because such databases often contain expert diagnoses that are associated with the images. This paper presented the results of a systematic review that allowed the survey and analysis of the state of the art regarding the design, development and evaluation of systems for computer-aided diagnoses. We cataloged 98 CAD systems designed to automate various tasks to aid in disease diagnoses. These systems are described in the studies retrieved from five databases of published scientific papers.
Several groups worldwide have developed CAD systems. Thus, there are vast numbers of published papers analyzing diseases and various modalities of medical imaging, as presented here.
A non-systematic review may not fully explore the state of the art and can even require rework due to the lack of a detailed record on the performance of the review. In this context, the performance of a systematic review, specifically for CAD systems, provides both a general overview and specific details for interested groups. Furthermore, regular updates to the review and the ease of auditing presented results provide increased productivity in the bibliographic research.
The results confirm traditional metrics, which are based on true positives, true negatives, false positives and false negatives as the primary means to assess and compare the performance of CAD systems. ROC and FROC curves use methods derived from these metrics to assist in the assessment of system behaviors, given variations in their parameters.
However, these metrics and methods require the repetitive and exhausting participation of physicians and radiologists for verifying the accuracy of each version of a CAD system. While such participation is essential, the authors of this paper intend to focus on automating these verification tasks by using CBIR to compare the graphical output (i.e., images) of CAD systems with their respective database. In this future work, we will aim to determine an objective methodology for assessing CAD systems.
This study contributed an extensive literature review of the past six years on the state of the art of the design, development and assessment of CAD systems. We presented tasks of interest, relevant public databases of medical images, the main metrics and assessment methods, and a general analysis over the entire art.
