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Abstract
We consider the homogeneous stochastic differential equation with unknown
parameter to be estimated. We prove that the standard maximum likelihood
estimate is strongly consistent under very mild conditions. There are also es-
tablished the conditions for strong consistency of the discretized estimator.
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1. Introduction
There is an extended literature devoted to standard and nonstandard ap-
proaches to the drift parameter estimation in the diffusion models, both for
discrete and continuous observations. We mention only the books [1], [2], [3],
[4] and references therein. Many complicated models have been studied. How-
ever, there was a curious gap even in the case of simplest homogeneous diffusion
model: there were no conditions for the strong consistency of the standard maxi-
mum likelihood estimator that are close to be necessary and are sufficiently mild.
We have filled the gap, applying the results of the paper [5] and have proved that,
in some sense, the standard maximum likelihood estimator is always strongly
consistent unless the drift coefficient is identically zero.
The paper is organized as follows. In Section 2 we prove that the denom-
inator in the stochastic representation of the maximum likelihood estimator
tends to infinity under very mild conditions and deduce from here the strong
consistency. In Section 3 we establish the sufficient conditions for the strong con-
sistency of the discretized version of the maximum likelihood estimator. Some
simulation results are included.
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2. Preliminaries
Let (Ω,ℑ, {ℑt}t≥0, P ) be a complete probability space with filtration that
satisfies the standard conditions. LetW = {Wt,ℑt, t ≥ 0} be a standardWiener
process. Consider a homogenous diffusion process X = {Xt,ℑt, t ≥ 0} that is a
solution to the stochastic differential equation
Xt = x0 + θ
t∫
0
a(Xs)ds+
t∫
0
b(Xs)dWs. (2.1)
Here x0 ∈ R; θ ∈ R is unknown parameter to be estimated, a, b : R → R
are measurable functions, b(x) 6= 0 for any x ∈ R, a is not zero identically.
In general, we only need the existence and uniqueness of the weak solution of
equation (2.1) on the whole axis. Recall that any of the following groups of
conditions on a and b supplies the existence-uniqueness for the strong solution:
Yamada conditions ([6], [7]):
(i) Linear growth: there exists K > 0 such that for any x ∈ R
|a(x)| + |b(x)| ≤ K(1 + |x|);
(ii) There exists such convex increasing function k : R+ → R+ that k(0) =
0,
∫
0+
k−1(u)du = +∞ and for any x, y ∈ R |a(x)− a(y)| ≤ k(|x− y|);
(iii) There exists such strictly increasing function ρ : R+ → R+ that ρ(0) =
0,
∫
0+ ρ
−2(u)du = +∞ and for any x, y ∈ R |b(x)− b(y)| ≤ ρ(|x− y|).
Krylov–Zvonkin conditions [8]:
(i) Function a is bounded, function b is separated from 0: b(x) ≥ α >
0, x ∈ R;
(ii) Function b has locally bounded variation: for any N > 0
var[−N,N ]b := sup
−N=x0<x1<...<xn=N
∑
|b(xk+1)− b(xk)| <∞.
Existence of the weak solution of equation (2.1) holds under continuity and
linear growth of the coefficients. It was initially proved in [9]. Then the condi-
tions of existence and uniqueness of the weak solution were generalized in [10]
and the most general conditions were obtained in [11] and [12].
3. Strong consistency of the drift parameter maximum-likelihood es-
timator constructed for continuous observations
Denote the functions c(x) = a(x)b2(x) , d(x) =
a2(x)
b2(x) . In what follows we suppose
that the following condition holds:
(A) functions
1
b2
, d and
d
b2
are locally integrable.
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Furthermore, denote Lt(x) = b
2(x) limε↓∞
1
2ε
t∫
0
1{|Xs − x| < ε}ds the local
time of the processX at the point x on the interval [0, t], t ≥ 0. Then, according,
e.g., to [13], for any locally integrable function f the following equality holds:
t∫
0
f(Xs)ds =
∫
R
f(x)
b2(x)
Lt(x)dx, t ≥ 0.
Therefore, under the condition of local integrability,
t∫
0
d(Xs)ds < ∞ for any
t > 0. As it is well-known, a likelihood function for equation (2.1) has a form
dPθ(t)
dP0(t)
= exp
{
θ
t∫
0
a(Xs)
b(Xs)
dWs +
θ2
2
t∫
0
d(Xs)ds
}
= exp
{
θ
t∫
0
c(Xs)dXs
−
θ2
2
t∫
0
d(Xs)ds
}
,
and the maximum likelihood estimator of parameter θ constructed by the ob-
servations of X on the interval [0, t], has a form
θˆt =
t∫
0
c(Xs)dXs
t∫
0
d(Xs)ds
= θ +
t∫
0
a(Xs)
b(Xs)
dWs
t∫
0
d(Xs)ds
. (3.1)
In order to establish the criteria of the strong consistency of θˆt in terms of the
coefficients a and b, denote ϕ(x) = exp
{
− 2θ
x∫
0
c(y)dy
}
, Φ(x) =
x∫
0
ϕ(y)dy.
Concerning the asymptotic behavior of the integral
t∫
0
d(Xs)ds under the fixed
value of parameter θ 6= 0, two cases can be considered.
Let for some θ ∈ R Φ(+∞) = −Φ(−∞) = +∞. In this case the diffusion
process X is recurrent and its trajectories have the property: limt→∞Xt = +∞
a.s. and limt→∞Xt = −∞ a.s.
Furthermore,
∞∫
0
f(Xs)ds =
∫
R
f(x)
b2(x)L∞(x)dx. However, as it was mentioned
in [13] and [14], L∞(x) = ∞ P -a.s. for any x ∈ R and recurrent process X . It
means that
∞∫
0
f(Xs)ds =∞ a.s. for any f that is not identically 0, and in this
case
∞∫
0
d(Xs)ds =∞ P − a.s. (3.2)
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Now, let at least one of the integrals Φ(+∞) or Φ(−∞) be finite. In this
case the process X is transient. We shall apply the following result that is the
reformulation of Theorem 2.12 from [5]. Denote ψ+(x) =
+∞∫
x
ϕ(y)dy
ϕ(x) , ψ−(x) =
x∫
−∞
ϕ(y)dy
ϕ(x) , J∞(f) =
+∞∫
0
f(Xs)ds.
Theorem 3.1. ([5])
• Let ψ+(0) <∞, ψ−(0) =∞.
If I1(f) :=
+∞∫
0
|f(x)|
a2(x)ψ+(x)dx <∞, then J∞(f) ∈ R P -a.s.
If I1(f) =∞ then J∞(f) =∞ P -a.s.
• Let ψ+(x) =∞, ψ−(x) <∞.
If I2(f) :=
0∫
−∞
|f(x)|
a2(x)ψ−(x)dx <∞, then J∞(f) ∈ R P -a.s.
If I2(f) =∞ then J∞(f) =∞ P -a.s.
• Let ψ+(x) <∞, ψ−(x) <∞.
If I1(f) <∞, then J∞(f) ∈ R P -a.s. on the set X
x
s → +∞.
If I1(f) =∞ then J∞(f) =∞ P -a.s. on the set X
x
s → +∞.
If I2(f) <∞, then J∞(f) ∈ R P -a.s. on the set X
x
s → −∞.
If I2(f) =∞ then J∞(f) =∞ P -a.s. on the set X
x
s → −∞.
Theorem 3.2. (1) Let for some θ 6= 0 Φ(+∞) < +∞. Then
I1(d) =
+∞∫
0
d(x)
b2(x)
ψ+(x)dx = +∞.
(2) Let for some θ 6= 0 Φ(−∞) <∞. Then I2(d) :=
0∫
−∞
d(x)
b2(x)ψ−(x)dx =∞.
Proof. We prove only the first statement since the second one can be proved
similarly. Note that ϕ(y)ϕ(x) = exp
{
−2θ
∫ y
x c(u)du
}
and d(x)b2(x) = θ
2c2(x). It means
that without loss of generality, we can put θ = 1. Therefore, applying Fubini
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theorem for nonnegative integrands and Schwartz inequality, we get
I1(d) =
∫ ∞
0
c2(x)
∫ ∞
x
exp
{
− 2
∫ y
x
c(u)du
}
dydx
=
∫ ∞
0
∫ y
0
c2(x) exp
{
− 2
∫ y
x
c(u)du
}
dxdy
≥
∫ ∞
0
(∫ y
0
c(x) exp
{
−
∫ y
x
c(u)du
}
dx
)2 dy
y
≥
∫ ∞
1
(∫ y
1
c(x) exp
{
−
∫ y
x
c(u)du
}
dx
)2 dy
y
=
∫ ∞
1
(
1− exp
{
−
∫ y
1
c(u)du
)2 dy
y
.
(3.3)
It is sufficient to prove that the last integral in (3.3) diverges. However, it
consists of three terms, one of which,
∫∞
1
dy
y diverges, and two other converge:∫ ∞
1
exp
{
−
∫ y
1
c(u)du
}dy
y
≤ (Φ(∞))
1
2
( ∫ ∞
0
dy
y2
) 1
2
<∞
and ∫ ∞
1
exp
{
− 2
∫ y
1
c(u)du
}dy
y
≤ Φ(∞) <∞.
Corollary 3.1. As an immediate consequence of Theorems 3.1, 3.2 and formula
(3.2), we get the following statement: let equation (2.1) have the weak solution,
the coefficients a and b satisfy the condition (A) and a be not identically zero.
Then
∫∞
0 d(Xs)ds = +∞ P -a.s.
The next theorem is the main result in this section.
Theorem 3.3. Let equation (2.1) has the weak solution, coefficients a and b
satisfy condition (A) and a is not identically zero. Then maximum likelihood
estimator θˆt is strongly consistent as t→∞.
Proof. According to representation (3.1), θˆt is strongly consistent if for locally
square-integrable martingale Mt =
t∫
0
a(Xs)
b(Xs)
dWs we have that
Mt
〈M〉t
→ 0 P -a.s.
However, according to the strong law of large numbers for martingales (Theorem
10, §6, Chapter 2, [15]), under condition 〈M〉t →∞, t→∞ P-a.s., we have that
Mt
〈M〉t
→ 0 P-a.s. The proof immediately follows now from Corollary 3.1.
4. Discretization and strong consistency
In this section we suppose that the coefficients a, b and c are bounded and
Lipschitz, more precisely, satisfy condition: for some a0 > 0 and K > 0 and for
any x, y ∈ R
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(B) |a(x)| + |b(x)|+ |c(x)| ≤ a0, |a(x)− a(y)|+ |b(x)− b(y)| ≤ K|x− y|.
Let 0 < α < 12 . Suppose that we observe the process X that is the solution
of equation (2.1), only at discrete moments of time tnk =
k
n , 0 ≤ k ≤ n
1+α.
Consider a discretized version of the estimate θˆt:
θˆdn =
n1+α∑
k=0
c(X k
n
)△Xnk
1
n
n1+α∑
k=0
d(X k
n
)
,
where △Xnk = X k+1
n
−X k
n
. Then
θˆdn =
(
1
n
n1+α∑
k=0
d(X k
n
)
)−1( n1+α∑
k=0
d(X k
n
)
(
θ
k+1
n∫
k
n
a(Xs)ds+
k+1
n∫
k
n
b(Xs)dWs
))
=
= θ +
(
1
n
n1+α∑
k=0
d(X k
n
)
)−1( n1+α∑
k=0
c(X k
n
)θ
k+1
n∫
k
n
(a(Xs)− a(X k
n
))ds+
+
n1+α∑
k=0
a(X k
n
)
b(X k
n
)
△Wnk +
n1+α∑
k=0
c(X k
n
)
k+1
n∫
k
n
(b(Xs)−b(X k
n
))dWs
)
=: θ+In1 +I
n
2 +I
n
3 .
Theorem 4.1. Let equation (2.1) has the weak solution, coefficients a and b
satisfy condition (B) and a is not identically zero. Then θˆdn is strongly consistent
as n→∞.
Proof. It is sufficient to prove that Inr → 0, r = 1, 2, 3 a.s. as n→∞. Evidently,
the denominator
(
1
n
n1+α∑
k=0
d(X k
n
)
)−1
tends to infinity a.s. as n → ∞. Consider
the numerator, say Jn1 , for I
n
1 :
|Jn1 | =
∣∣∣ n
1+α∑
k=0
c(X k
n
)θ
k+1
n∫
k
n
(a(Xs)− a(X k
n
))ds
∣∣∣
≤ |θ|a0n
α sup
0≤k≤n1+α, k
n
≤s≤ k+1
n
|a(Xs)− a(X k
n
)|
≤ K|θ|a0n
α sup
0≤k≤n1+α, k
n
≤s≤ k+1
n
|Xs −X k
n
|.
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In turn, |Xs −X k
n
| ≤ a0n + |
s∫
k
n
b(Xu)dWu|. Therefore,
Jn1 ≤ K|θ|a
2
0n
α−1 +K|θ|a0ξn,
where ξn = n
α sup0≤k≤n1+α, k
n
≤s≤ k+1
n
|
s∫
k
n
b(Xu)dWu|. For any ε > 0 denote
An = {ω : ξn ≥ ε}. Then it follows from Burkholder-Gundy inequality that for
any p > 1
P (An) ≤ Cpε
−pnαp
n∑
k=1
E(
k+1
n∫
k
n
|b(Xu)|
2du)
p
2 ≤ Cpa
p
0ε
−pnαp−
p
2
+1,
and
∑∞
n=1 P (An) < +∞ if we choose p >
4
1−2α . It means that for any ω ∈ Ω
there exists n(ω) such that for n > n(ω)
nα sup
0≤k≤n1+α, k
n
≤s≤ k+1
n
|
s∫
k
n
b(Xn)dWu| ≤ ε.
Therefore, In1 → 0, n → ∞ P-a.s. Consider the term I
n
2 . Denote martingale
Nn :=
∑n1+α
k=0
a(X k
n
)
b(X k
n
) △W
n
k . Then I
n
2 =
Nn
〈N〉n
→ 0, t→∞ a.s. since 〈N〉t →∞
a.s.
Consider the numerator for In3 . It is the square-integrable martingale with
respect to the discretized filtration {ℑ k
n
= σ{X i
n
, 0 ≤ i ≤ k}, 0 ≤ k ≤ n1+α}.
Denote it sa Pn. Its quadratic characteristic equals
〈P 〉n =
n1+α∑
k=0
c2(X k
n
)
k+1
n∫
k
n
E((b(Xs)− b(X k
n
))2/ℑ k
n
)ds,
and
〈P 〉n ≤ a
2
0n
α sup
0≤k≤n1+α, k
n
≤s≤ k+1
n
E((b(Xs)− b(X k
n
))2/ℑ k
n
)
≤ 2K2a20n
α−2 + 2K2a20n
α−1 ≤ Cnα−1
with some constant C > 0. Now we use the fact from [15] that for any locally
square integrable martingale Y and for any constant a > 0 Yta+〈Y 〉t converges a.s.
to some finite random variable as t → ∞. Therefore, we can take some a > 0
and conclude that
Pn
a+ 〈P 〉n
−→ξ a.s.,
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where ξ is some random variable and consequently
Pn
1
n
∑n1+α
k=1 d(X kn
)
=
Pn
a+ 〈P 〉n
·
a+ 〈P 〉n
1
n
∑n1+α
k=1 d(X kn
)
→ 0
a.s. as n→∞.
5. Some simulation results
We simulated the model and set the discretization interval ∆t = 0.01; num-
ber of the simulated trajectories is 1000; the value of the parameter to be esti-
mated equals 1. Let us consider three cases:
(i) Let a(x) = 1+ x, b(x) = x−1/3. Then for different t we have the values of
θˆt as presented in the Table 1.
Table 1
t 1 10 20 30
θˆt 0.870 0.999 1 - 5×10
−8 1 + 10−11
(ii) Let a(x) = 1+ x, b(x) = 2+ sinx. Then for different t we have the values
of θˆt as presented in the Table 2.
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Table 2
t 5 10 20 30
θˆt 0.908 0.997 1 + 2×10
−7 1 + 6×10−11
(iii) Let a(x) = |x|1{|x|≤1}, b(x) = 1. Then for different t we have the values
of θˆt as presented in the Table 3.
Table 3
t 5 10 50 100 500 1 000 10 000
θˆt 1.962 1.67 1.35 1.31 1.19 1.1 1.07
We see that in the last case, when the process is recurrent, the convergence is
slow. It can be explained in such a way: the drift coefficient “often” equals zero.
When it is zero, we can not estimate the value of parameter. So, we must wait
until sufficient quantity of information comes.
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