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Abstract—In the current work a downlink scenario is studied
where packets for each user are buffered at the base station
waiting for service. The service rates are considered constant
and determined by QoS requirements. Errors due to outages
occur and are reported to the base station via a reliable binary
feedback link. Erroneous packets are held in the queues and an
Automatic Retransmission Request protocol that can be power-
controlled repeats transmission until success. Having a total
power budget Ptot available per slot to divide among users,
the question which is the stability region of such a system is
investigated and a power allocation that stabilizes the queues
for all vectors within the aforementioned region is introduced.
The optimal power allocation is the solution of a nonconcave
maximization problem, the properties of which are analyzed.
Algorithms based on the Lagrange dual problem are proposed
that provide the actual or a relatively good approximation of
the solution.
I. INTRODUCTION
The general problem of optimally allocating power and
rate to a wireless buffered communications system so that
stability can be guaranteed, has been a major topic of research
during the recent years. Starting as a server allocation prob-
lem in [1], the investigation was generalized to the problem
of a joint power/rate allocation for parallel queues in [2] and
resulted in a cross-layer analytical framework for systems
with interference and buffered transmitters [3] where delay
and throughput optimal allocations were provided. In the
investigations mentioned above – and others following –
transmission errors did not play an important role – not to
mention having a direct impact – on the system model and the
allocation policies introduced. The systems have either been
considered error-free or in the case of errors the packets were
simply discarded.
Due to the stochastic nature of the channel and the use
of ﬁnite-length codewords in practice, communications is
subject to errors which can be dealt with by relying on
Automatic Retransmission Request (ARQ) protocols. With
the aid of error detection codes [4], a packet can be declared
erroneous by reception. For each packet transmission the base
station is informed via a zero-delay error-free feedback link
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and use of an ACK/NACK signal, whether the transmission
has been successful or not. Assuming a simple Stop-and-Wait
ARQ Protocol, in case a NACK is fed back by some user,
the erroneous message remains in the user’s queue at the
base station and a new effort for transmission follows. This
suggests that retransmission protocols may provide error-free
communications at the cost of increased packet delay and
reduction of the input arrival rates that can be supported under
system stability requirements.
In section II the queuing model under study is presented.
The stability region and a power control policy that stabilizes
the system under all possible arrival rates lying within
this region is provided in Section III. The optimal power
allocation per time slot is derived by solving a nonconcave
maximization problem. Its solution is approached in Section
IV by the Lagrange dual formulation and two algorithms
are implemented that provide the actual or a relatively good
approximation to the solution. A comparison between the
algorithmic solutions completes the work.
II. THE MODEL UNDER STUDY
We focus on a downlink scenario where a base station
communicates with multiple access terminals k = 1,...,K
with constant transmission rate per user k, given by the vector
    = ( 1,..., K) and determined by Quality of Service
(QoS) requirements. Packets destined to each user arrive from
an input stream ak, k = 1,...,K with average arrival rates
  λ = (λ1,...,λK) and are buffered, waiting for processing
at each server Sk. Inﬁnite buffer capacity is assumed. The
feedback is given by the vector   X = (X1,...,XK), Xk ∈
{0,1}, where 0 represents a NACK and 1 an ACK. The model
under study is illustrated in ﬁg. 1.
We may use the method of imbedded Markov chains to
describe the evolution of queues in time [5], pp. 174. The
queue backlog is observed at each time instant a packet
transmission is attempted. The duration of each slot equals
Tk = 1
 k and is different for each user. At each time slot
n the base station decides over which transmission power
level to assign to each user, under a short-term sum power
constraint. The set of all possible power assignment vectors
is P (Ptot) :=
n
  ρ = (ρ1,...,ρK) :
PK
k=1 ρk ≤ Ptot
o
. WeFig. 1. The downlink power allocation model under study, with constant
transmission rates and varying per slot success probabilities
consider the class Π of stationary policies, that allocate the
vector   ρ(n) at slot n based on some system information
available to the controller at n, denoted by I(n). I is the
state space where I(n) lies. The mapping π : I → P is an
element of Π. Since the transmission rates  k are considered
constant, the allocation of different power levels per slot can
solely affect the success transmission probabilities. This is
stated by the notation X
(n)
k
￿
  ρ(n);I(n)￿
. The queue evolution
for user k at slot n is given by the one-step recursion
u
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  ρ
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k ;I(n)
￿ (3)
where ∆
(n)
k = 1
n
u
(n)
k >0
o is the indicator function for the
non-empty queue. The system of K queues described by
(1) (or (2)) forms a K-dimensional Markov chain under
the following three conditions: (a) The memoryless property
holds for the inter-arrival intervals, (b) The controller decides
over the power allocation based on   u(n), in other words
I(n) ≡   u(n) and (c) The random variables X
(1)
k ,...,X
(n)
k for
each user are independent non-identically distributed, given
the power allocations ρ
(1)
k ,...,ρ
(n)
k . Under these conditions
the next queue state   u(n+1) depends only on the previous
queue states at slot n. Observe that the whole information
over the arrivals and the success or failure of messages up
to n is summarized in   u(n). The average per slot arrivals are
ﬁnite and equal E
h
a
(n)
k
i
= λk   1
 k [packets/sec][sec]. The
second moment of the Poisson arrival processes is also ﬁnite.
Throughout the work, the only information fed back to
the base station is the per slot ACK/NACK vector   X(n). In
particular, no channel state information is available at the
transmitter. We assume however knowledge on the fading
statistics to describe the success probability as a real valued
function q (  ρ), which is a mapping q : RK
+ → [0,1]. The
dependence of the success on the entire allocation vector is
reasonable when interference is taken into account.
Examples of success probability functions for the downlink
can be found for a ﬂat block-fading Gaussian channel in
which the user’s fading at each slot
￿
￿
￿h
(n)
k
￿
￿
￿, k = 1,...,K is
i.i.d. according to some distribution (say Rayleigh). In such
cases qk (  ρ) = 1 − Pout,k (  ρ), where Pout,k is the outage
probability given a threshold SIRth
k determined by  k
qk (  ρ) = Pr
 
ρk |hk|
2
σ2 + |hk|
2 PK
n =k ρn
) ≥ SIRth
k
!
(4)
where SIRth
k := e k − 1 and σ2 equals the noise variance.
Considering cases where the power allocation for each user
solely affects his/her own success qk (ρk) (e.g. for channels
with no interference) we may obtain rather simple success
functions e.g. the expression for the single-user outage
qk (ρk) = Pr
￿
ρk |hk|
2 /σ2 ≥ SIRth
k
￿
(5)
For Rayleigh fading qk (ρk) = exp
￿
1−e
µk
ρk
￿
. q (ρ) is a dis-
tribution function having the properties of right - continuity
and monotonicity (non-decreasing) with respect to power [6].
Moreover limρ→0 q (ρ) = 0 and limρ→∞ q (ρ) = 1. The
properties play a crucial role in the section IV.
III. ARQ DOWNLINK STABILITY REGION WITH
CONSTANT TRANSMISSION RATES
Let us observe the downlink queuing system of K users as
illustrated in ﬁg.1. For each queue k, the actual processing
rate at slot n, equals  
(n)
k :=  kX
(n)
k ∆
(n)
k and hence equals 0
whenever either the queue is empty or the transmission is not
successful and the packet remains in queue. Following [2],
since power control π may result in a nonergodic processing
rate, the processing time-average is deﬁned as
¯  k := lim
n→∞inf
1
n
n X
i=1
 
(i)
k := lim
n→∞inf
1
n
n X
i=1
 kX
(i)
k ∆
(i)
k (6)
A power allocation policy π ∈ Π which controls the
retransmission protocols of all users should guarantee that
none of the K queues "explodes" to inﬁnity. Stability deﬁ-
nitions to be used in the current work are overﬂow stabilityintroduced in [2] as well as weak stability. The former utilizes
the discrete "overﬂow" function
g (M) = lim
n→∞
sup
1
n
n X
i=1
1{u(i)>M} (7)
which should tend to zero as M → ∞ for the queue to
be overﬂow stable. Weak stability may be determined by
the Foster-Lyapunov drift criteria [7], [8] vastly used in the
communications and control literature e.g. [9], [1], [2]. We
ﬁrst provide a necessary condition for stability
Lemma 1 If the system of K queues in (1) is overﬂow stable
under some policy π ∈ Π, the input rate vector   λ belongs to
the region S, given by
S = co
[
  ρ ∈ P (Ptot)
n
  λ ∈ RK
+ : λk ≤  kqk (  ρ),∀k
o
(8)
where co denotes the convex hull of the set.
Proof: Stability of the K user system implies that each
queue uk, k = 1,...,K is overﬂow stable. From [2] a
necessary conditon for stability of a single queue is λk ≤ ¯  k,
where ¯  k is the time average in (6). We may write
λk ≤ lim
n→∞
inf
1
n
n X
i=1
 kX
(i)
k (9)
where we use the fact that ∆
(n)
k X
(n)
k ≤ X
(n)
k . The equality
cannot hold ∀n since the queue is assumed stable and the
empty queue state is visited inﬁnitely often [5], pp.279.
Hence for arrival rates arbitrary close to the right handside
stability depends on the frequency of visits to the empty state.
Furthermore, since
￿
￿ ￿X
(n)
k
￿
￿ ￿ ≤ 1, ∀n (the random variables
are uniformly bounded) the weak law of large numbers for a
sequence of independent non-identically distributed random
variables [10],pp. 253-255 applies.
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￿
￿
￿
￿
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> ǫ
!
→ 0 (10)
Combined with (9) it follows that
λk ≤ lim
n→∞inf
1
n
n X
i=1
 kqk
￿
  ρ
(i)
￿
=
∞ X
j=1
πj    kqk (  ρj), ∀k (11)
In the above, πj is simply the fraction of time-slots that
the power vector ρj ∈ P is allocated to the users under
some policy π ∈ Π. It holds
P∞
j=1 πj = 1. From the right
handside of (11) we deduce that if the system is stable,   λ
belongs to the interior of the convex hull of the set of vectors
( 1q1 (  ρ),..., KqK (  ρ)),   ρ ∈ P ([11], pp. 25).
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Fig. 2. Two User Stability Region: a) Calculated, b) Simulated where
instability is declared if the backlog of at least one queue exceeds 150
packets
An illustration of the two user stability region given
constant SIRth
k for k = 1,2 and for the special case of
Rayleigh fading statistics is provided in the above ﬁgure.
The convex hull is calculated be ﬁnding the strict supporting
hyperplanes [11] that are tangential to the convex part and at
the same time pass through the edge points (0, 1q1(Ptot))
and ( 2q2(Ptot),0) respectively. As a sufﬁcient condition, the
following Lemma is provided. Its proof follows [2]
Lemma 2 The system of K queues in (1) is overﬂow stable
under some policy π∗ ∈ Π, if the input rates belong to the
region described in (8). The policy π∗ to stabilize all   λ ∈ S
chooses at each slot n the power vector
  ρ
∗ = argmax
  ρ∈P
K X
k=1
u
(n)
k qk (  ρ) (12)
Proof: Sketch: The test function used is a sum of queue
backlog squares. It is shown that ∀  λ ∈ S the inequality PK
k=1 u
(n)
k
λk
 k ≤ max  ρ∈P
PK
k=1 u
(n)
k qk (  ρ) always holds.
Using such an optimal power allocation policy and for
all input rates within the region, the system of K queues
is proved to be weakly stable using the Foster-Lyapunov
criterion, hence also overﬂow stable.
Theorem 1 The necessary and sufﬁcient condition for the
system (1) of K queues with retransmissions to be overﬂow
stable under some policy π ∈ Π is that   λ ∈ S, where S
is given in (8). As long as this condition holds, the policy
π∗ ∈ Π that chooses per slot the power allocation vector
  ρ(n) =   ρ∗ according to (12) always stabilizes the system.
Observe that the stability optimal contol policy in fact aims
to minimize the weighted sum of the expected change of
queue lengths from the current slot n to the next, where the
current queue lengths play the role of the weights.IV. OPTIMAL AND SUBOPTIMAL POWER ALLOCATION
The maximization of the weighted sum in (12) is a rather
difﬁcult task, due to the fact that the success functions qk (  ρ)
are generally non-concave. The problem may be cast in
the general framework of non-concave utility maximization
which has received much attention in the recent years, the
reason being that most natural utility functions are non-
concave. The utility here is the success probability of each
user. Starting with the seminal work by Kelly over Network
Utility Maximization [12] efforts on maximizing sums of
nonconcave utilities include [13] where a convex sum-of-
squares relaxation is employed and [14] where a resource
allocation problem for the downlink is posed and distributed
algorithms based on the Lagrange dual function provide
a rather satisfactory approximation to the social optimal
solution. The works in [15] and [16] are also closely related.
Conditions for convergence to the global optimal solution are
presented in [17], whereas in [18] "self-regulating" heuristics
which exclude some users with sigmoidal-like utilities from
accessing the resources leads to algorithms that always con-
verge to feasible but possibly not optimal allocations.
The downlink formulation in our context, together with
the outage expression in (4) provides a rather important
simpliﬁcation summarized in the following
Theorem 2 If   ρ is a power allocation vector such that PK
k=1 ρk < Ptot then another vector   ˆ ρ can be always
found such that
PK
k=1 ˆ ρk = Ptot and
PK
k=1 ukqk
￿
  ˆ ρ
￿
>
PK
k=1 ukqk (  ρ).
Proof: The outage probability for user k at the downlink
is given in (4) where the SIRth
k = e k − 1 ≥ 0. Choose a
power vector   ρ that activates the short term power constraint PK
k=1 ρk < Ptot. The expression may be reformulated as
qk (  ρ)
zk:=σ
2/|hk|
2
= Pr
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ρk
SIRth
k
+ ρk −
K X
n=1
ρn
!
zk is a new random variable. Let us choose   ˆ ρ = c     ρ such
that
PK
k=1 ˆ ρk = Ptot and ˆ ρk = c ρk,∀k = 1,...,K, c > 1.
It can directly be seen that qk
￿
  ˆ ρ
￿ c>1
≥ qk (  ρ), ∀k
For the vector   ˆ ρ, we may write SIRk
￿
  ˆ ρ
￿
=
ˆ ρk
Ptot−ˆ ρk+zk.
Observe that this last expression depends no more on the
entire allocation vector but only on the value of the assigned
individual power ˆ ρk. That is: qk
￿
  ˆ ρ
￿
= qk (ˆ ρk) and the
maximization problem in (12) is equivalent to
maximize
PK
k=1 u
(n)
k qk (ρk)
subject to
PK
k=1 ρk ≤ Ptot
ρk ≥ 0, ∀k
(13)
The distribution functions in the objective often admit a
sigmoidal-like form with a single inﬂection point ρo
k which
has the property that qk (ρ) is convex for ρ < ρo
k and concave
for ρ > ρo
k as shown in ﬁg. 3.a. Depending on the available
Ptot and the transmission rate  k the function may by convex
in the whole domain [0,Ptot]. The Lagrangian is
L(  ρ,λ) =
K X
k=1
ukˆ qk (ρk) + λ
 
Ptot −
K X
k=1
ρk
!
(14)
where the non-negativity constraints are implicitly stated in
the ˆ qk (ˆ qk = qk for 0 ≤ ρk ≤ Ptot, otherwise −∞).
Observe in (14) that if the constraint Ptot ≥
PK
k=1 ρk
is violated, users incur an extra charge proportional to the
amount of violation with price λ. The Lagrange dual function
is given by
g(λ) = max
0≤ρk≤Ptot,∀k
(
K X
k=1
ukqk (ρk) + λ
 
Ptot −
K X
k=1
ρk
!)
  ρ(λ) is the optimizing variable for a certain shadow-price
λ and will be called price-based power allocation [17].
g(λ) is always an upper bound for the primal optimum,
which is achieved by allocating the power vector   ρ∗. The
problem of maximizing the Lagrangian is seperable, due to
the locality of each user’s function to its individual power
allocation and hence may be decomposed in K independent
optimization problems, which are equivalent to ﬁnding the
conjugate function of each utility ukqk (ρk)
ρk (λ) = arg max
0≤ρk≤Ptot
{ukqk (ρk) − λρk} (15)
Solving the following dual problem gives the best possible
upper bound to the solution of the primal problem that we
may obtain, for optimal price λ∗.
minimize g(λ) = L(  ρ(λ),λ)
subject to λ ≥ 0 (16)
The dual function g (λ) is always convex but may not be dif-
ferentiable. The solution can be algorithmicallyattained using
bisection [16], [14] or an iterative subgradient method [16],
[17] that updates the dual variables in the direction of the
subgradient Ptot −
PK
k=1 ρk (λ). There are however certain
drawbacks in the dual approach suggested. Most importantly,
the duality gap deﬁned as g(λ∗) −
PK
k=1 ukqk (ρ∗
k) ≥ 0
can be strictly positive. The sufﬁciency condition for zero
duality gap in [17] requires continuity of the price-based
power allocation   ρ(λ) at the optimal prices λ∗ which unfor-
tunately cannot be guaranteed for sigmoidal-like functions.
This implies that even if the problem in (16) is solved we
may obtain only an upper bound, given the price λ∗ and0 2 4 6 8 10
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the price-based allocation   ρ(λ∗) may not provide the primal
global optimum or may even be an infeasible allocation.
We summarize, based on [14], the properties of the power
allocation   ρ(λ) solving (15). We have ﬁrst to deﬁne
λmax
k = argmin
λ≥0
￿
max
ρk≥0
{ukqk (ρk) − λρk} = 0
￿
λmin
k = argmax
λ≥0
{ρk (λ) = Ptot}
In other words λmax
k is the maximum price per user for which
(15) yields max{ukqk (ρk) − λρk} > 0 and λmin
k is the
highest price for which user k requires the total power. For
sigmoidal-like functions ρk (λ) is
• discontinuous at λ = λmax
k
• positive and decreasing for λmin
k ≤ λ ≤ λmax
k
• equal to 0 for λ > λmax
k
• equal to Ptot for λ ≤ λmin
k
The properties are illustrated in ﬁg. 3.b for the Rayleigh
fading case and different choices of transmission rates.
Algorithm 1: For the solution of the maximization prob-
lem in (13) we will follow the algorithmic suggestion in [14]
and apply it for simplicity to the speciﬁc case of Rayleigh
fading statistics and parallel channels .The algorithm involves
two steps. In the ﬁrst one a subset M out of the K users
is selected to allocate power. The K − M users left out
are excluded from the power allocation. In the next step a
utility maximization problem is solved among the M users
which always provides a Pareto optimal allocation and can be
solved by a simple bisect algorithm. The solution is either the
exact social optimal power allocation or a rather satisfactory
approximation.
For the user selection part, the users are ordered ﬁrst in
descending order based on the value of their λmax
k . For the
Rayleigh fading case it can be shown that λmax
k = 1
e
uk
eµk−1.
u1 ´
e 1 ´− 1
≥
u2 ´
e 2 ´− 1
≥ ... ≥
uK ´
e K ´− 1
(17)
where k ´is the index of the ordered users. The decomposed
problems in (15) can be shown to attain at most one solution
for 0 < ρk < Ptot which may be estimated algorithmically
(e.g. Newton’s method). The idea of sorting is based on the
facts that each user has the maximum willingness to pay per
unit power and also that as the price decreases the requested
per user power increases (see properties). Starting from the
highest λmax
1 ´ = λ the required power only for the ﬁrst user
is estimated. For all other users it holds λmax
k ´ < λ and from
the properties ρk ´(λ) = 0, ∀k ´ = 1. If the price-based power
is less that Ptot, both the ﬁrst and second user in order are
considered with λ = λmax
2 ´ , else the algorithm ends with
M = 1 and λ∗ = λmax
1 ´ . Remember that the power of the ﬁrst
user increases as the price decreases. Hence for the second
iteration, if the sum of power allocations equals Ptot the
algorithm ends with λ∗ = λmax
2 ´ and M = 2. If it is higher
than Ptot then the algorithm stops and only the ﬁrst user is
selected. The optimal price then lies between λmax
2 ´ < λ∗ <
λmax
1 ´ . If the sum is lower, another user (third) is considered
and the price decreases, and so on.
Based on this ordering, if all users were to transmit with
equal rate  , users with higher queue lengths are prefered
compared to those with lower queue lengths. For equal queue
lengths u, users with lower transmission rate are prefered
to those with higher rates. The reason for the latter is that
users with lower rates have a higher inter-service interval 1/ 
and hence higher expected number of arrivals which tend to
increase their queue length relatively faster. After the M users
are selected the following problem should be solved
maximize
PM
k=1 u
(n)
k qk (ρk)
subject to
PM
k=1 ρk ≤ Ptot
ρk ≥ 0, ∀k = 1,...,M
(18)
This can be shown to be equivalent to a convex programming
problem, since the M users selected require power that al-
ways lies in the concave part of the sigmoidal-like functions.
For more details on the algorithmthe reader is refered to [14].Algorithm 2: An alternative algorithm to be used is based
on an iterative subgradient method that updates the dual
variable λ to solve the problem in (16). The subgradient for
the dual function g (λ) is d(λ) = Ptot −
PK
k=1 ρk (λ) [16]
λ
(t+1) =
"
λ
(t) − s
(t)
 
Ptot −
K X
k=1
ρk
￿
λ
(t)
￿!#+
(19)
Certain selection of step sizes such as s(t) = β/t or β/
√
t
or β, where β is a real positive constant, guarantee that the
sequence of dual variables converges to the dual optimal λ∗
as t → ∞ [17]. After initializing λ, the sequence of actions
(a) Solve (15) and (b) Update the price at the direction of
the subgradient using (19) until the price converges, forms
a Canonically Distributed Algorithm (CDA) that globally
solves the primal and dual problems in case the utilities
are concave. For non-concave utilities the solutions produced
may be infeasible or suboptimal, since the duality gap can be
strictly positive. A sufﬁcient condition for the convergence
of the CDA to the global optimal solution is provided in [17]
and it requires continuity of the price-based allocation at all
optimal prices, which can unfortunately not be guaranteed
for the sigmoidal-like functions under investigation.
We provide in the following some numerical evaluation
for the power allocation solved using the algorithm in [14]
and compare it with the CDA for the case of Rayleigh
Fading, 7 users competing for the short-term power budget
Ptot = 20 and different transmission rates. In all examples
the algorithm in [14] provides a solution that brings an equal
or even higher sum of utilities, compared to CDA. The latter
may produce infeasible solutions as shown in Table II. Both
algorithms exclude some users from the power allocation,
the users excluded by CDA being usally less. The power
allocated to each user is generally not proportional to his/her
λmax (see e.g. Table II where among the chosen users, the
one with lowest λmax receives the highest power). For both
algorithms, the tables support the conclusions derived from
the ordering in (17). Generally speaking users with higher
backlog and lower rates are most probable to be chosen for
the power allocation, something which is reasonable since
transmission errors for such users cannot be accepted.
µk 1.9 2.7 1.4 1.1 2.9 1.9 2.3
uk 10 7 3 3 2 3 15
λmax
k 0.65 0.19 0.36 0.55 0.04 0.19 0.62
ρk (CDA) 6.5 0 1.6 2 0 0 9.9
ρk ([14]) 7.1 0 0 2.2 0 0 10.7
Fig. 4. TABLE I: A scenario with 7 users with different queue lengths
and transmission rates. The weighted sum for CDA equals 11.75 while for
algo[14] 12.18
µk 1.9 2.7 1.4 1.1 2.9 1.9 2.3
uk 4 4 4 4 4 4 4
λmax
k 0.26 0.11 0.48 0.73 0.09 0.26 0.16
ρk (CDA) 5.23 0 4.81 4.22 0 5.23 5.37
ρk ([14]) 7.85 0 6.55 5.60 0 0 0
Fig. 5. TABLE II: Constant queue lengths and different transmission
rates. The power allocation for the CDA is infeasible while for algo[14]
the weighted sum equals 7.25
µk 1.9 1.9 1.9 1.9 1.9 1.9 1.9
uk 10 7 3 3 2 3 15
λmax
k 0.65 0.45 0.19 0.19 0.13 0.19 0.97
ρk (CDA) 6.52 4.46 0 0 0 0 9.02
ρk ([14]) 8.59 0 0 0 0 0 11.41
Fig. 6. TABLE III: Constant transmission rates and different queue lengths.
The weighted sum for CDA equals 14.13 while for algo[14] 14.27
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