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Abstract
Two Banach spaces X and Y are said to be almost isometric if for every λ > 1 there exists a
λ-isomorphism f : X → Y . That is, a linear surjective map such that 1λ ‖x‖ ≤ ‖f(x)‖ ≤ λ ‖x‖ for
every x ∈ X. In this thesis we prove a Ryll-Nardzewski-style characterization of ω-categoricity up
to almost isometry for Banach spaces using the concept of perturbations of metric structures and
tools developed by Ben Yaacov ([6] and [5]). To this end we construct a single-sorted signature Lc
for the study of the model theory of Banach spaces in the setting of continuous first order logic, we
give an explicit axiomatization for the class of Lc-structures that come from unit balls of Banach
spaces and we construct a perturbation system that is adequate for the study of almost isometric
Banach spaces.
Additionally, we study the algebraic closure construction for metric structures in the setting of
continuous first order logic. We give several characterizations of algebraicity, and we prove basic
properties analogous to ones that the algebraic closure satisfes in classical first order logic.
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Preface
In the 1960s and early 1970s J. Bretagnole, D. Dacunha-Castelle and J.-L. Krivine introduced the
concept of ultraproducts of Banach spaces (see [10] and [11]). During the same period, W. A. J. Lux-
emburg introduced the equivalent construction of the nonstandard hull of a Banach space (see [20]).
These notions were inspired by ideas from mathematical logic, and have since become important
and widely used tools in functional analysis. In the mid 1970s, work by C. W. Henson aimed to
establish a logical framework such that the diagonal map from a Banach space into an ultrapower is
an elementary embedding. As a result, Henson introduced positive bounded logic with approximate
semantics for normed space structures (see [14]). This was further developed by Henson and J.
Iovino in [15]. While this framework could be extended to metric structures in general, a detailed
explanation of the necessary construction and its applications was never published.
More recently, Henson, in collaboration with I. Ben Yaacov, A. Berenstein and A. Usvyatsov,
developed a continuous first-order logic for metric structures (see [8]). The language of continuous
logic is very close to that of analysis and geometry, and it is easier to use in applications than
positive bounded formulas. This makes this framework more accessible to non-logicians. On the
other hand, while continuous first-order logic for metric structures is not a first-order logic, it does
satisfy analogues of the most important theorems of ordinary model theory such as the compactness
theorem, the Keisler-Shelah characterization of axiomatizability and the Lowenheim-Skolem theo-
rems (see Section 1.5). Moreover, classical model-theoretic concepts have analogues in continuous
logic, and their definitions and properties in the continuous logic setting are very similar to those in
the first-order setting. These features of continuous logic make it also more appealing to logicians.
Indeed, the experts consider this framework to be the best available for making model theory a
powerful tool in analysis, probability and geometry.
For λ ≥ 1 and Banach spaces X and Y , a λ-isomorphism, f : X → Y , is a linear surjective map
such that 1λ ‖x‖ ≤ ‖f(x)‖ ≤ λ ‖x‖ for every x in X. If for every λ > 1 there is a λ-isomorphism
from X onto Y , we say that X and Y are almost isometric. In the positive bounded framework,
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Henson proved a Ryll-Nardzewski-style characterization of ω-categoricity up to almost isometry
(unpublished). This result inspired Ben Yaacov to develop in [6] a formalization and generalization
of the idea of perturbing certain parts of a metric structure. In this thesis we prove a version of
Henson’s result using Ben Yaacov’s tools.
We begin by establishing a signature for the study of the model theory of Banach spaces. We
give an explicit axiomatization for the structures that come from unit balls of Banach spaces and
we show that this approach is equivalent to the positive bounded framework. Finally, we construct
a perturbation system that is adequate for the study of almost isometric Banach spaces.
This thesis also discusses the algebraic closure construction for metric structures. We show that
the algebraic closure can be characterized in ways that are parallel to the definition in ordinary
model theory. In addition, we prove that the algebraic closure in continuous first-order logic has
properties that are analogous to the properties of the classic model-theoretic algebraic closure.
Chapter 1 is an introduction of the basics of continuous first-order logic necessary for this thesis.
Most of this material is adapted from [8]. In section 1.5 we introduce the concept of big models.
These are the rich structures that we will use in this thesis as the “monster” models.
Chapter 2 is an introduction to the concept of perturbations. We give Ben Yaacov’s definition of
a perturbation system by means of a family of perturbation metrics as in [6] and [5]. In Section 2.1
we give a characterization for families of maps from a big model to itself that are the perturbation
maps for some perturbation system. The rest of this chapter summarizes the results from [6] that
will be used in this thesis. Additionally, in section 2.5 we prove a sufficient condition for separable
perturbed categoricity that will be useful for the examples.
In Chapter 3 we introduce a signature Lc for metric structures appropriate for the study of the
unit balls of Banach spaces. We give a theory Banc satisfied by all structures that come from the
unit ball of a Banach space. Section 3.2 explores the general properties of models of Banc. The
goal is to establish the necessary tools to prove, in Section 3.3, that all models of Banc are unit ball
structures of some Banach space. In Section 3.4 we prove that important model-theoretic concepts
have the same meaning for Banach spaces considered as normed space structures and their unit balls
considered as Lc-structures. Section 3.5 establishes a characterization of models of Banc that have
λ-isomorphic ultrapowers. This is an adaptation of some of the results of [13] to the continuous
logic framework.
In Chapter 4 we give a characterization of ω-categoricity up to almost isometry. This means
that we characterize Lc-theories T such that if M and N are two models of T that come from
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separable Banach spaces X and Y (as explained in Section 3.1), then there is a λ-isomorphism
between X and Y for every λ > 1. The characterization is in terms of the Banach-Mazur metric
on the type spaces, which is introduced in Section 4.1. In Section 4.2 we build a perturbation
system for unit ball structures that is appropriate to study λ-isomorphisms. In Section 4.3 we link
this perturbation system to the Banach-Mazur metric and prove the main result (Theorem 4.3.6).
Section 4.4 contains a family of examples of Banach spaces whose corresponding Lc-theories are
ω-categorical up to almost isometry, but not ω-categorical.
In Chapter 5 we study the algebraic closure construction in continuous first-order logic. Section
5.1 gives the definition and some alternate characterizations. In Section 5.2 we prove the basic
model-theoretic properties of this construction.
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Chapter 1
Preliminaries: Model Theory of Metric
Structures
We will follow Ben Yaacov, Berenstein, Henson and Usvyatsov’s exposition in [8] to introduce
continuous first order logic for metric structures, with a few modifications to better suit the particular
languages and structures studied in this thesis. Most of the content of this chapter can be found
in [8]. Any results that are not found in that article are presented here with complete proofs. For
an alternative exposition of continuous first order logic, the reader is referred to [9]. We will study
single-sorted structures for convenience, but the results here can be extended to the many-sorted
case.
1.1 Metric structures and signatures
Metric structures
A metric structure consists of:
• A complete, bounded metric space (M,d).
• A family of uniformly continuous maps (Ri | i ∈ I). For each i ∈ I there exists ni ≥ 1 (the
arity of Ri) such that Ri maps Mni into some bounded interval of R+. We will refer to these
maps as the predicates of M.
• A family of uniformly continuous maps (Fj | j ∈ J). For each j ∈ J there exists nj ≥ 1 (the
arity of Fj) such that Fj maps Mnj into M . We will refer to these maps as the functions or
operations of M.
• A family of elements (ak | k ∈ K) of M . We will refer to these as the distinguished elements
of M
When we introduce such a metric structure , we will often denote it as
M = (M,Ri, Fj , ak | i ∈ I, j ∈ J, k ∈ K).
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Any of the index sets I, J,K may be empty. In the case when they are all empty, M is a pure
bounded metric space. The underlying metric space of M will be denoted (M, dM).
Signatures
To each metric structure M we associate a signature L which consists of:
• A predicate symbol P for each predicate R of M, and an integer arity(P ), which is required
to equal the arity of R; we denote R by PM.
• A function symbol f for each function F of M and an integer arity(f), which is required to
equal the arity of F ; we denote F by fM.
• A constant symbol c for each distinguished element a; we denote a by cM.
Up to this point, L is identical to a signature of first-order model theory. In addition, a signature
for metric structures must provide:
• A closed bounded interval IP ⊆ R+ and a modulus of uniform continuity ∆P for each predicate
symbol P , with the requirements that PM takes its values in IP and that ∆P is a modulus of
uniform continuity for PM.
• A modulus of uniform continuity ∆f for each function symbol f with the requirement that it
is a modulus of uniform continuity for fM.
• A non-negative real number DL, with the requirement that it is a bound for the diameter of
the complete metric space (M, dM).
When all of the requirements above are met, we say that M is an L-structure.
Basic concepts such as embedding and isomorphism have natural definitions for metric structures:
1.1.1 Definition. Let L be a signature for metric structures and suppose that M and N are
L-structures.
An embedding from M to N is a metric space isometry
T : (M,dM)→ (N, dN )
that commutes with the interpretations of the predicates, function and constant symbols of L in the
following sense:
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Whenever P is an n-ary predicate symbol of L and a1, . . . , an ∈M we have
PN (T (a1), . . . , T (an)) = PM(a1, . . . , an);
whenever a1, a2 ∈M we have
dN (T (a1), T (a2)) = dM(a1, a2);
whenever f is an n-ary function symbol of L and a1, . . . , an ∈M we have
fN (T (a1), . . . , T (an)) = T
(
fM(a1, . . . , an)
)
;
and whenever c is a constant symbol of L we have
cN = T (cM).
An isomorphism is a surjective embedding. We say that M and N are isomorphic, and write
M ∼= N if there exists an isomorphism between M and N . An automorphism of M is an isomor-
phism between M and itself. The set of all automorphisms of M is denoted by Aut(M).
We say thatM is a substructure of N , and writeM⊆ N if M ⊆ N and the inclusion map from
M to N is an embedding of M into N .
1.2 Formulas and their interpretation
Fix a signature L for metric structures.
L-symbols
The nonlogical symbols of L are the predicate, function and constant symbols. The remaining
symbols will be called the logical symbols of L. Among the logical symbols is a symbol d for the
metric on the underlying metric space of an L-structure; this is treated formally as equivalent to
a predicate of arity 2, with Id = [0, DL]. The logical symbols also include an infinite set VL of
variables, usually taken to be countable, unless otherwise necessary. The remaining logical symbols
consist of a symbol for each continuous function u : [0,∞)n → [0,∞) of finitely many variables n ≥ 1
(these play the roles of connectives) and the symbols sup and inf, which play the role of quantifiers
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in this logic.
L-terms
The L-terms are formed inductively, in exactly the same way as in first-order logic. Each variable
and constant symbol is an L-term. If f is an n-ary function symbol and t1, . . . , tn are L-terms, then
f(t1, . . . , tn) is an L-term. All L-terms are constructed in this way.
Atomic L-formulas
Atomic L-formulas can be of two forms:
• P (t1, . . . , tn), where P is an n-ary predicate symbol and t1, . . . , tn are L-terms.
• d(t1, t2), where t1 and t2 are L-terms.
Note that the logical symbol d for the metric is treated formally as a binary predicate symbol. This
is analogous to how the equality symbol = is treated in first-order logic.
L-formulas
We define the class of L-formulas and their corresponding range interval inductively.
1. The atomic formula P (t1, . . . , tn) is an L-formula with range interval IP . The atomic formula
d(t1, t2) is an L-formula with range interval [0, DL].
2. If u : [0,∞)n → [0,∞) is a continuous function (i.e. a connective) and ϕ1, . . . , ϕn are L-
formulas with range intervals Iϕ1 , . . . , Iϕn , respectively, then u(ϕ1, . . . , ϕn) is an L-formula
with range interval u (
∏n
i=1 Iϕi).
3. If ϕ is an L-formula with range interval Iϕ and x is a variable, then supx ϕ and infx ϕ are
L-formulas with range interval Iϕ.
The class of L-formulas is the smallest class of expressions satisfying the three requirements above.
Note that the range interval Iϕ of an L-formula ϕ is always a closed bounded interval in R+. This
can be easily proved by induction on formulas.
Free and bound occurrences of variables in L-formulas are defined in a manner similar to how
this is done in first-order logic, with sup and inf playing the role of quantifiers.
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An L-formula is quantifier free if it is generated inductively from atomic formulas without using
the third rule above. An L-sentence is an L-formula with no free variables. When t is an L-term
and the variables occurring in it are among the distinct variables x1, . . . , xn, we indicate this by
writing t as t(x1, . . . , xn). Similarly, we write an L-formula ϕ as ϕ(x1, . . . , xn) to indicate that its
free variables are among the variables x1, . . . , xn.
Semantics
Let M be an L-structure. If A is a subset of M , we can extend L to a signature L(A) by adding
a new constant symbol c(a) to L for each a ∈ A. We extend the interpretation given by M in a
canonical way, by taking c(a)M = a. We call c(a) the name of a in L(A). Indeed, we will often
write a instead of c(a) when no confusion can result from doing so.
Given an L-term t(x1, . . . , xn), we define, exactly as in first-order logic, the interpretation of t
in M, which is a continuous function tM : Mn →M .
For each L(M)-sentence σ with range in Iσ, we define σM ∈ Iσ, the value of σ inM, by induction
on formulas:
1. For L(M)-terms t1, t2 without variables,
(d(t1, t2))M = dM(tM1 , t
M
2 ).
2. For L(M)-terms t1, . . . , tn without variables, and n-ary predicate P ,
(P (t1, . . . , tn))M = PM(tM1 , . . . , t
M
2 ).
3. For an n-ary connective u and for L(M) sentences σ1, . . . , σn,
(u(σ1, . . . , σn))M = u(σM1 , . . . , σ
M
n ).
4. For any L-formula ϕ(x) with range in Iϕ we define (supx ϕ(x))M and (infx ϕ(x))M to be the
supremum and infimum, respectively, in Iϕ of the set {ϕ(a)M | a ∈M}.
Given an L(M)-formula ϕ(x1, . . . , xn), we let ϕM : Mn → Iϕ be the function defined by
ϕM(a1, . . . , an) = (ϕ(a1, . . . , an))M.
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An important observation about formulas in continuous logic for metric structures is that their
interpretations are always uniformly continuous functions. Moreover, the modulus of uniform con-
tinuity for the resulting predicate does not depend on the structure M, but only on the data given
by the signature L. This can be proved by induction on the complexity of formulas (see [8, Theo-
rem 3.5]).
L-conditions
An L-condition E is a formal expression of the form ϕ = 0 where ϕ is an L-formula. We say that
E is a closed condition if ϕ is a sentence. We write E(x1, . . . , xn) to indicate that E has the form
ϕ(x1, . . . , xn) = 0 (that is, the free variables of E are among x1, . . . , xn).
If E is the L-condition ϕ(x1, . . . , xn) = 0 and a1, . . . , an ∈M , we say that E is true of a1, . . . , an
in M and write M |= E[a1, . . . , an] if ϕM(a1, . . . , an) = 0.
1.2.1 Definition. Let E1 be the L-condition ϕ1(x1, . . . , xn) = 0 and E2 be the L-condition
ϕ2(x1, . . . , xn) = 0. We say that E1 and E2 are logically equivalent if for every L-structure M
and every a1, . . . , an ∈M we have M |= E1[a1, . . . , an] if and only if M |= E2[a1, . . . , an].
1.2.2 Remark. When ϕ and ψ are L-formulas, the L-condition |ϕ − ψ| = 0 is true of a in an
L-structure M if and only if ϕM(a) = ψM(a). Therefore we may use the expression ϕ = ψ as
an abbreviation for such an L-condition. Since each nonnegative real number r is a connective
(thought of as a constant function), expressions of the form ϕ = r (where ϕ is an L-formula and r is
a nonnegative real number) will be regarded as abbreviations of L-conditions of the form |ϕ−r| = 0.
1.2.3 Definition. We define a binary connective −. : [0,∞)2 → [0,∞) by
−. (x, y) = max(x− y, 0) =

x− y if x ≥ y
0 otherwise
Usually, we will write x−. y in place of −. (x, y).
1.2.4 Remark. The connective above will be useful in expressing ϕ ≤ ψ and ψ ≥ ϕ using the
L-condition ϕ−. ψ = 0.
The following result will be very useful for expressing certain kinds of implications, as well as
to reformulate the concept of uniform continuity. (The interval [0, 1] can be replaced by any closed
bounded interval in the real numbers.)
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1.2.5 Proposition. If ∆: (0, 1]→ (0, 1] is an increasing function, then there exists an increasing,
continuous function α : [0, 1] → [0, 1] with α(0) = 0 and with the following property: Whenever
F,G : X → [0, 1] are arbitrary functions such that
∀ε > 0 ∀x ∈ X (F (x) ≤ ∆(ε)⇒ G(x) ≤ ε),
we have
∀x ∈ X (G(x) ≤ α(F (x))).
Proof. See [8, Proposition 2.10, Remark 2.12].
1.2.6 Remark. We can regard the L-condition ϕ−. ψ = 0 as a family of implications, from the
condition ψ ≤ r to the condition ϕ ≤ r for each r ∈ R+. To express the single implication
ψ = 0⇒ ϕ = 0 we will use Proposition 1.2.5 above (see [8, Proposition 7.15]).
1.3 Model theoretic concepts
Fix a signature L for metric structures. In this section we introduce several of the most fundamental
model theoretic concepts.
1.3.1 Definition. An L-theory is a set of closed L-conditions. If T is an L-theory and M is an
L-structure, we say thatM is a model of T and writeM |= T ifM |= E for every condition E ∈ T .
We write ModL(T ) for the collection of all L-structures that are models of T . (We will omit the
subscript L when it is clear from the context.) An L-theory T is satisfiable if Mod(T ) 6= ∅.
If T is an L-theory and E is a closed L-condition, we say that E is a logical consequence of T
and write T |= E if M |= E for every M∈ Mod(T ).
If T1 and T2 are L-theories, we say that T1 is equivalent to T2 if Mod(T1) = Mod(T2).
If M is an L-structure, the theory of M, denoted Th(M), is the set of all closed L-conditions
that are true in M. If an L-theory T is equivalent to Th(M) for some L-structure M, then we say
that T is complete.
1.3.2 Definition. Let M and N be L-structures.
1. We say that M and N are elementarily equivalent, and write M ≡ N , if σM = σN for all
L-sentences σ. Equivalently, this holds if Th(M) = Th(N ).
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2. IfM⊆ N we say thatM is an elementary substructure of N , and writeM N , if whenever
ϕ(x1, . . . , xn) is an L-formula and a1, . . . , an are elements of M , we have
ϕM(a1, . . . , an) = ϕN (a1, . . . , an).
In this case we will also say that N is an elementary extension of M.
3. A function F from a subset of M into N is an elementary map from M into N if whenever
ϕ(x1, . . . , xn) is an L-formula and a1, . . . , an are elements of the domain of F , we have
ϕM(a1, . . . , an) = ϕN (F (a1), . . . , F (an)).
4. An elementary embedding ofM into N is a function from all of M into N that is an elementary
map from M into N .
1.3.3 Remarks. 1. Every elementary map from one metric structure into another is distance
preserving.
2. The collection of elementary maps is closed under composition and formation of the inverse.
3. Every isomorphism between metric structures is an elementary embedding.
4. An elementary embedding ofM into N is simply an isomorphism betweenM and an elemen-
tary substructure of N .
1.4 Ultraproducts
Ultralimits
Let X be a topological space and (xi | i ∈ I) an indexed family of elements in X. If D is an
ultrafilter on I and x ∈ X, we write
lim
i,D
xi = x
and say that x is the D-limit of (xi | i ∈ I) if for every neighborhood U of x, the set {i ∈ I | xi ∈ U}
is in the ultrafilter D. A basic fact from general topology is that a topological space X is Hausdorff
compact if and only if for every indexed family (xi | i ∈ I) in X and every ultrafilter D on I, the
D-limit of (xi | i ∈ I) exists and is unique.
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Ultraproducts of bounded metric spaces
Let ((Mi,di) | i ∈ I) be a family of bounded metric spaces with diameter ≤ K for some fixed
constant K. Let D be an ultrafilter on I. We define a function d:
∏
i∈IMi ×
∏
i∈IMi → [0,K] by
d(x, y) = lim
i,D
di(xi, yi)
where x = (xi | i ∈ I) and y = (yi | i ∈ I). Then d is a pseudometric on the cartesian product∏
i∈IMi. For x, y ∈
∏
i∈IMi, define x ∼D y to mean that d(x, y) = 0. Then ∼D is an equivalence
relation, so we may define (∏
i∈I
Mi
)
D
=
(∏
i∈I
Mi
)/
∼D .
The pseudometric d on
∏
i∈IMi induces a metric on this quotient space, and we will also denote
this metric by d. The bounded metric space
(∏
i∈IMi
)
D
, with the induced metric d is called the
D-ultraproduct of ((Mi,di) | i ∈ I). We denote the equivalence class of (xi | i ∈ I) ∈
∏
i∈IMi under
∼D by ((xi)i∈I)D.
If (Mi,di) = (M,d) for all i ∈ I, the space
(∏
i∈IMi
)
D
is called the D-ultrapower of M and
is denoted (M)D. In this situation, the map T : M → (M)D defined by T (x) = ((xi)i∈I)D where
xi = x for every i ∈ I, is an isometric embedding. It is called the diagonal embedding of M into
(M)D.
Since we require that metric structures are based on complete metric spaces, it is useful to note
that every ultraproduct of such spaces is itself complete. (See [8, Proposition 5.3].)
Ultraproducts of functions
Let ((Mi,di) | i ∈ I) and ((M ′i ,d′i) | i ∈ I) be two families of bounded metric spaces, all of diameter
≤ K. Fix n ≥ 1 and suppose fi : Mni → M ′i is a uniformly continuous function for each i ∈ I.
Moreover, suppose there is a single bounded real valued function ∆ that is a modulus of uniform
continuity for all of the functions fi. Given an ultrafilter D on I, we define a function(∏
i∈I
fi
)
D
:
(∏
i∈I
Mi
)n
D
→
(∏
i∈I
M ′i
)
D
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as follows. If (xki | i ∈ I) ∈
∏
i∈IMi for each k = 1, . . . , n, define(∏
i∈I
fi
)
D
(((x1i )i∈I)D, . . . , ((x
n
i )i∈I)D) =
((
fi(x1i , . . . , x
n
i )
)
i∈I
)
D
.
This defines a uniformly continuous function for which ∆ is a modulus of uniform continuity.
(See the discussion of ultraproducts of functions in [8, Section 5].)
Ultraproducts of L-structures
Let L be a signature for metric structures, and let (Mi | i ∈ I) be a family of L-structures. Let D
be an ultrafilter on I. Suppose the underlying metric space ofMi is (Mi,di). Since DL is a uniform
bound for the diameter of these metric spaces, we may form their D-ultraproduct. For each function
symbol f of L, the functions fMi all have the same modulus of uniform continuity ∆f . Therefore
the D-ultraproduct of this family of functions is well defined. The same is true if we consider a
predicate symbol P of L. Moreover, the functions PMi all have ranges in IP , whose D-ultrapower
can be identified with IP itself (being compact); thus the D-ultraproduct of (PMi | i ∈ I) can be
regarded as an IP -valued function on M .
Therefore we may define the D-ultraproduct of the family (Mi | I ∈ I) of L-structures to be the
L-structure M that is specified as follows:
• The underlying metric space of M is given by the ultraproduct of metric spaces
M =
(∏
i∈I
Mi
)
D
.
• For each predicate symbol P of L, the interpretation of P in M is given by the ultraproduct
of functions
PM =
(∏
i∈I
PMi
)
D
,
which maps Marity(P ) to IP .
• For each function symbol f of L, the interpretation of f in M is given by the ultraproduct of
functions
fM =
(∏
i∈I
fMi
)
D
,
which maps Marity(f) to M .
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• For each constant symbol c of L, the interpretation of c in M is given by
cM = ((cMi)i∈I)D.
If all of the L-structuresMi are equal to the same structureM0, thenM is called the D-ultrapower
of M0 and is denoted by (Mo)D.
The following theorem illustrates the usefulness of this ultraproduct construction. It is the
analogue in this setting of the well-known result in first-order logic proved by J.  Los. This is
sometimes known as the Fundamental Theorem of Ultraproducts. (See [8, Theorem 5.4].)
1.4.1 Theorem. Let (Mi | i ∈ I) be a family of L-structures. Let D be an ultrafilter on I and let
M be the D-ultraproduct of (Mi | i ∈ I). Let ϕ(x1, . . . , xn) be an L-formula. If ak = ((aki )i∈I)D
are elements of M for k = 1, . . . n, then
ϕM(a1, . . . , an) = lim
i,D
ϕMi(a1i , . . . , a
n
i ).
1.4.2 Corollary. If M is an L-structure and T : M → (M)D is the diagonal embedding, then T is
an elementary embedding of M into (M)D.
Proof. From Theorem 1.4.1.
1.4.3 Corollary. IfM and N are L-structures and they have isomorphic ultrapowers, thenM≡ N .
Proof. Immediate from the preceding result.
1.5 Basic continuous model theory
Elementary Chains
If Λ is a linearly ordered set, a Λ-chain of L-structures is a family of L-structures (Mλ | λ ∈ Λ)
such that Mλ ⊆ Mη whenever λ < η. If this holds, we can define the union of the chain, denoted
by
⋃
λ∈ΛMλ as the structure whose underlying metric space is the completion of
⋃
λ∈ΛMi, and the
interpretation of each predicate or function symbol S is the extension by continuity of the union of
(SMλ | λ ∈ Λ) to the metric space above.
1.5.1 Definition. A chain of structures (Mλ | λ ∈ Λ) is called an elementary chain if Mλ Mη
for all λ < η.
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1.5.2 Proposition. If (Mλ | λ ∈ Λ) is an elementary chain and η ∈ Λ, then Mη 
⋃
λ∈ΛMλ.
Proof. See [8, Proposition 7.2].
Elementary equivalence
1.5.3 Definition. An ultrapower chain over M0 is a sequence of L-structures (Mn | n ≥ 0) such
that for every n ≥ 0 the structure Mn+1 is an ultrapower of the structure Mn.
Note that if (Mn | n ≥ 0) is an ultrapower chain, then by Corollary 1.4.2 we have that the
diagonal embedding Mn →Mn+1 is an elementary embedding for every n ≥ 0. If we identify each
Mn with all its images under successive diagonal embeddings, we can consider this ultrapower chain
as an elementary chain. We will say that the union M of this elementary chain is the union of the
ultrapower chain.
1.5.4 Proposition. If (Mn | n ≥ 0) is an ultrapower chain and M is its union, then Mn  M
for every n ≥ 0.
Proof. This result follows directly from Proposition 1.5.2 when we consider the ultrapower chain as
an elementary chain by identifying each Mn with its images under the successive diagonal embed-
dings.
1.5.5 Lemma. Let M and N be L-structures, A ⊆ M and B ⊆ N . Suppose f : A → B is a
surjective elementary map. Then there is an ultrapower M′ of M and an elementary embedding
g : N →M′ such that for every b ∈ B we have f(g(b)) = b.
Proof. Let S+ be the set of L(N)-conditions of the form ϕ(b, c) ≤ ε such that b = (b1, . . . , bm) is a fi-
nite tuple of elements of B, c = (c1, . . . , cn) is a finite tuple of elements ofN , ϕ(x1, . . . , xm, y1, . . . , yn)
is an L-formula such that ϕN (b, c) = 0 and ε > 0. Let I be the collection of all finite subsets of S+
and let D be an ultrafilter on I containing all the sets of the form {α ∈ I | (ϕ(b, c) ≤ ε) ∈ α} for
each choice of ϕ, b, c and ε as above. (Such an ultrafilter exists because this family of sets has the
finite intersection property.)
Fix α ∈ I, say α = {ϕi(b, c) ≤ εi | 1 ≤ i ≤ k} for some b = (b1, . . . , bm) in B and c =
(c1, . . . , cn) in N \ B. By definition, we have that max(ϕN1 (b, c), . . . , ϕNk (b, c)) = 0. Therefore
N |= infy1 . . . infyn max(ϕ1(b, y), . . . , ϕk(b, y)) = 0. Since the map f is elementary and surjective,
it is invertible, and M |= infy1 . . . infyn max(ϕ1(a, y), . . . , ϕk(a, y)) = 0, where a = (a1, . . . , am) =
(f−1(b1), . . . , f−1(bm)). Hence, there exist e = (e1, . . . , en) in M such that ϕMi (a, e) ≤ εi for every
12
i = 1, . . . , k. We define a function gα : N → M by gα(b) = a where f(a) = b ∈ B, gα(ci) = ei for
1 ≤ i ≤ n, and gα(x) is any element of M for the remaining x ∈ N .
We perform the construction above for each α ∈ I, and define the function
g =
(∏
α∈I
gα
)
D
: N → (M)D.
Let M′ = (M)D.
1.5.6 Claim. Let ϕ(x1 . . . , xn) be an L-formula and c1, . . . , cn ∈ N . Then ϕM′(g(c1), . . . , g(cn)) = 0
if and only if ϕN (c1, . . . , cn) = 0.
(⇐) Assume ϕN (c1, . . . , cn) = 0 and let ε > 0. Then for every α such that (ϕ(c1, . . . , cn) ≤ ε) ∈ α
we have ϕM(gα(c1), . . . , gα(cn)) ≤ ε. Since {α ∈ I | (ϕ(c1, . . . , cn) ≤ ε) ∈ α} ∈ D, we have
that {α ∈ I | ϕM(gα(c1), . . . , gα(cn)) ≤ ε} ∈ D. Therefore, by the Fundamental Theorem of
Ultraproducts, ϕM
′
(g(c1), . . . , g(cn)) ≤ ε.
(⇒) Assume ϕM′(g(c1), . . . , g(cn)) = 0 and let ε > 0. Consider the L-formula ψ(x) = ε−. ϕ(x).
By the assumption on ϕ, we have that U = {α ∈ I | ϕM(gα(c1), . . . , gα(cn)) < ε/2} ∈ D. Hence
{α ∈ I | ψM(gα(c1), . . . , gα(cn)) ≤ ε/2} = U c /∈ D. Therefore, {α ∈ I | (ψ(c1, . . . , cn) ≤ ε/2) ∈
α} /∈ D, yielding that ψN (c1, . . . , cn) 6= 0. This proves that ϕN (c1, . . . , cn) < ε.
The claim above implies that g is an elementary map of N intoM. Moreover, since gα(f(a)) = a
for every a ∈ A and every α ∈ I, we have that g(f(a)) = a for every a ∈ A and, equivalently,
f(g(b)) = b for all b ∈ B.
1.5.7 Theorem. Let M and N be L-structures. Then M≡ N if and only if there exist ultrapower
chains (Mn | n ≥ 0) and (Nn | n ≥ 0) over M and N , respectively, such that
⋃
(Mn|n ≥ 0) ∼=⋃
(Nn|n ≥ 0).
Proof. (⇒) Let M0 =M and N0 = N and let f0 be the map that takes, for each constant symbol
c of L, its interpretation cM0 in M0 to its interpretation cN0 in N0 (this map may be empty, if
L has no constant symbols). Since M0 ≡ N0, the map f0 is elementary. Apply Lemma 1.5.5 to
obtain an ultrapower M1 of M0 and an elementary embedding g0 : N0 → M1 that extends f−10 .
Then apply Lemma 1.5.5 to this map to obtain an ultrapower N1 of N0 and an elementary map
f1 : M1 → N1 that extends g−10 . Continue this construction inductively to obtain ultrapower chains
(Mn | n ≥ 0) and (Nn | n ≥ 0) and elementary maps fn : Mn → Nn and gn : Nn → Mn+1 such
that fn+1 extends g−1n and gn extends f
−1
n for each n ≥ 0. Let M′ be the union of the chain
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(Mn | n ≥ 0) and N ′ be the union of the chain (Nn | n ≥ 0). Note that all fn and gn maps are
uniformly continuous. Let f : M ′ → N ′ be the extension by continuity of ⋃n≥0 fn and g : N ′ →M ′
be the extension by continuity of
⋃
n≥0 gn. Then f and g are elementary and inverses of each other.
Therefore, M′ ∼= N ′.
(⇐) Suppose there exist ultrapower chains over M and N such that their unions, say M′ and
N ′, are isomorphic. By Proposition 1.5.2, we have that MM′ and N  N ′. So we have
M≡M′ ∼= N ′ ≡ N .
Therefore, M≡ N .
Compactness theorem
1.5.8 Theorem. Let T be an L-theory and K a class of L-structures. If every finite subset of T
is satisfiable in K (i.e. T is finitely satisfiable in K), then there exists an ultraproduct of structures
from K that is a model of T .
Proof. See [8, Theorem 5.8].
Axiomatizability of classes of structures
1.5.9 Definition. let K be a class of L-structures. We say that K is axiomatizable if there exists
a set T of closed L-conditions such that ModL(T ) = K. When this holds, we say that T is a set of
axioms for K in L.
The following result allows one to prove axiomatizability of a class of structures in an indirect
fashion. The ideas are patterned after a well known characterization of axiomatizability in first-order
logic due to Kiesler [18].
1.5.10 Proposition. let K be a class of L-structures. The following statements are equivalent:
1. K is axiomatizable in L;
2. K is closed under isomorphisms and ultraproducts, and closed under ultraroots (i.e. the col-
lection {M | M is an L-structure not in K}, is closed under ultrapowers).
Proof. See [8, Proposition 5.14]
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Lo¨wenheim-Skolem theorem
Recall that the density character of a topological space is the smallest cardinality of a dense subset
of the space. If X is a topological space, we denote its density character by density(X).
1.5.11 Theorem (Downward Lo¨wenheim-Skolem). Let κ be an infinite cardinal and assume that
Card(L) ≤ κ. Let M be an L-structure. Suppose A ⊆ M has density(A) ≤ κ. Then there exists a
substructure N of M such that
1. N M;
2. A ⊆ N ⊆M ;
3. density(N) ≤ κ.
Proof. See [8, Proposition 7.3].
Saturated structures
1.5.12 Definition. Let Γ(x1, . . . , xn) be a set of L-conditions and let M be an L-structure. We
say that Γ(x1, . . . , xn) is satisfiable in M if there exist elements a1, . . . , an ∈ M such that M |=
Γ[a1, . . . , an].
1.5.13 Definition. Let M be an L-structure and let κ be an infinite cardinal. We say that M is
κ-saturated if the following statement holds: whenever A ⊆M has cardinality < κ and Γ(x1, . . . , xn)
is a set of L(A)-conditions, if every finite subset of Γ is satisfiable in (M, a)a∈A, then the entire set
Γ is satisfiable in (M, a)a∈A.
In saturated structures, the meaning of L-conditions can be analyzed using the usual quantifiers
∀ and ∃, as the next result shows:
1.5.14 Proposition. Let M be an L-structure and suppose E(x1, . . . , xm) is the L-condition
(Q1y1 . . . Q
n
ynϕ(x1, . . . , xm, y1, . . . , yn)) = 0
where each Qi is either inf or sup and ϕ is quantifier free. Let E be the mathematical expression
Q˜1y1 . . . Q˜
n
yn(ϕ(x1, . . . , xm, y1, . . . , yn) = 0
where Q˜iyi is ∃yi if Qi is inf and is ∀yi if Qi is sup
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If M is ω-saturated, then for any elements a1, . . . , am of M , we have
M |= E[a1, . . . , am] if and only if E(a1, . . . , am) is true in M.
Proof. See [8, Proposition 7.7].
1.5.15 Proposition. Let M be an L-structure. For every infinite cardinal κ, M has a κ-saturated
elementary extension.
Proof. See [8, Proposition 7.10].
Strongly homogeneous structures
1.5.16 Definition. Let M be an L-structure and let κ be an infinite cardinal. We say that M is
strongly κ-homogeneous if the following statement holds: whenever L(C) is an extension of L by
constants with Card(C) < κ and f, g are functions from C into M such that
(M, f(c))c∈C ≡ (M, g(c))c∈C
we have
(M, f(c))c∈C ∼= (M, g(c))c∈C .
Note that an isomorphism from (M, f(c))c∈C onto (M, g(c))c∈C is an automorphism of M that
takes f(c) into g(c) for each c ∈ C.
1.5.17 Proposition. Let M be an L-structure. For every infinite cardinal κ, M has a κ-saturated
elementary extension N such that each reduct of N to a sublanguage of L is strongly κ-homogeneous.
Proof. See [8, Proposition 7.12]
Robinson’s joint consistency lemma
1.5.18 Definition. Let M be an L-structure. We denote by EDiag(M) the L(M)-theory of the
structure (M, a)a∈M .
1.5.19 Lemma. Let M and N be L-structures. Then M can be elementarily embedded into N if
and only if N has an expansion N ′ which is a model of EDiag(M).
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Proof. If g : M ↪→ N is an elementary embedding, then it is clear that N ′ = (N , g(a))a∈M |=
EDiag(M). Conversely, if N ′ = (N , g(a))a∈M is an expansion of N which models EDiag(M), then
it is clear that the map g is elementary.
1.5.20 Lemma. Let L1 and L2 be expansions of L such that L1 ∩ L2 = L. Suppose M1 |= T1 and
M2 |= T2 are such that M1
∣∣
L
≡ M2
∣∣
L
. Then there exists M′1  M1 and f : M2 → M ′1 such that
f is an elementary embedding of M2
∣∣
L
into M′1
∣∣
L
.
Proof. Let Σ = EDiag(M1) ∪ EDiag(M2
∣∣
L
). We claim that Σ is consistent. By compactness, it
suffices to prove that Σ is finitely satisfiable. So let Σ0 = {σ1 = 0, . . . , σm = 0, τ1 = 0, . . . τn = 0}
where σi = 0 is in EDiag(M1) for i = 1, . . . ,m and τj = 0 is in EDiag(M2
∣∣
L
) for j = 1, . . . , n.
Then there exist a1, . . . , ak ∈ M1 and b1, . . . , bl ∈ M2, an L1-formula ϕ(x1, . . . , xk) and an L-
formula ψ(y1, . . . , yl) such that min(σ1, . . . , σm) = ϕ(a1, . . . , ak) and min(τ1, . . . , τn) = ψ(b1, . . . , bl).
Since M1 |= min(σ1, . . . , σm) = 0, we have that M1 |= infx1 . . . infxk ϕ(x1, . . . , xk) = 0. Sim-
ilarly, M2 |= infy1 . . . infyl ϕ(y1, . . . , yl) = 0. The latter is an L-condition, therefore M1 |=
infy1 . . . infyl ϕ(y1, . . . , yl) = 0 because M1
∣∣
L
≡ M2
∣∣
L
. Let N  M1 be ω-saturated. Then, by
[8, Proposition 7.7] there exist a′1, . . . , a
′
k, b
′
1, . . . , b
′
l ∈ N such that N |= ϕ(a′1, . . . , a′k) = 0 and
N |= ψ(b′1, . . . , b′l) = 0. Therefore, N |= Σ0, proving that Σ is finitely satisfiable.
Let N |= Σ and M′1 = N
∣∣
L1
. Without loss of generality we may assume that aN = a for every
a ∈M . This implies thatM1 M′1. Moreover, by Lemma 1.5.19 there is an elementary embedding
of M2
∣∣
L
into M′1
∣∣
L
because M′1
∣∣
L
has an expansion which is a model of EDiag(M2
∣∣
L
), namely
N .
1.5.21 Theorem (Robinson’s Joint Consistency Lemma). Let L1 and L2 be expansions of L such
that L1∩L2 = L. For i = 1, 2, let Ti be a consistent Li-theory. For i = 1, 2, let Ti
∣∣
L
be the restriction
of Ti to L (i.e. the set of L-conditions that are logical consequences of Ti). If T1
∣∣
L
= T2
∣∣
L
and this
common reduct is a complete L-theory, then T1 ∪ T2 is consistent.
Proof. We are given, for each i = 1, 2, a consistent theory Ti; the theory T = T1
∣∣
L
= T2
∣∣
L
is assumed
to be complete in L = L1∩L2. We wish to show that T1∪T2 is consistent. LetM1 |= T1 andN1 |= T2.
Since T is complete, we have that Th(M1
∣∣
L
) = Th(N1
∣∣
L
). Then, by Lemma 1.5.20 there is a model
N2  N1 and a map f1 : M1 → N2 that embedsM1
∣∣
L
intoN2
∣∣
L
. Next we apply Lemma 1.5.20 to the
structures (M1, a)a∈M1 and (N2, f(a))a∈M1 in the languages L1(M1) and L2(M1), respectively. We
have (M1, a)a∈M1
∣∣
L(M1)
= (M1
∣∣
L
, a)a∈M1 and (N2, f1(a))a∈M1
∣∣
L(M1)
= (N2
∣∣
L
, f1(a))a∈M1 . Hence
(M1, a)a∈M1
∣∣
L(M1)
≡ (N2, f1(a))a∈M1
∣∣
L(M1)
since (M1
∣∣
L
, a)a∈M1 ≡ (N2
∣∣
L
, f1(a))a∈M1 . Therefore,
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by Lemma 1.5.20, there is a model (M2, a)a∈M1  (M1, a)a∈M1 and an elementary embedding g1 of
(N2
∣∣
L
, f1(a))a∈M1 into (M2
∣∣
L
, a)a∈M1 . Note that the last two structures are reducts to the language
L(M1) = L1(M1) ∩ L2(M1). So we have M1  M2 and N1  N2 and maps f1 : M1 → N2 and
g1 : N2 → M2 that are elementary embeddings with respect to L-formulas. In addition, we have
that g1(f1(a)) = a for every a ∈M1.
We continue this back-and-forth construction inductively. The result is a pair of elementary
chains M1  M2  M2  . . . and N1  N2  N2  . . . and maps fn : Mn → Nn+1
and gn : Nn+1 → Mn+1 that are elementary embeddings with respect to L-formulas and satisfy
gn(fn(x)) = x for all x ∈Mn and fn+1(gn(y)) = y for all y ∈ Nn+1. Note that for all n ≥ 1 we have
fn+1
∣∣
Mn
= fn and gn+1
∣∣
Nn+1
= gn.
Let M = ⋃n≥1Mn, N = ⋃n≥1Nn, f = ⋃n≥1 fn and g = ⋃n≥1 gn. Then we have M |= T1
since M1 |= T1 and M M1. Similarly N |= T2. Moreover, we have that f is an isomorphism of
M∣∣
L
onto N ∣∣
L
whose inverse is g. Then, using the map f to rename all elements, we can obtain
an isomorphic copy N ′ of N such that N ′∣∣
L
= M∣∣
L
. Define an (L1 ∪ L2)-structure A so that
A
∣∣
L1
= M and A∣∣
L2
= N . The fact that N ′∣∣
L
= M∣∣
L
guarantees that the interpretations of the
symbols of L1 ∩ L2 = L are well-defined. It is clear then that A |= T1 ∪ T2 since A
∣∣
L1
= M |= T1
and A
∣∣
L2
= N |= T2.
Big models
The concept of a big model in first-order logic was introduced by Hodges [17, Chapter 8]. The
following generalization to metric structures was suggested by Henson.
1.5.22 Definition. Let κ be an infinite cardinal. An L-structure M is said to be κ-big if it is
κ-saturated, strongly κ-homogeneous and has the property that if L′ is any expansion of L by fewer
than κ symbols and N is any L′-structure whose L-reduct is elementarily equivalent to M, then
there is an expansion of M to an L′-structure M′ such that M′ ≡ N .
1.5.23 Theorem. Let T be a satisfiable L-theory and κ ≥ |L| an infinite cardinal. Then T has a
κ-big model.
Proof. Let L′ be an extension of L by exactly κmany new function symbols of each arity and modulus
of uniform continuity, new predicate symbols of each arity and modulus of uniform continuity, and
constant symbols. Let {Ti | i ∈ I} enumerate all possible complete theories Ti ⊇ T in any expansion
Li ⊆ L′ of L by fewer than κ-symbols. Without loss of generality, we may assume that if i, j ∈ I
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and i 6= j, then Li ∩ Lj = L. Let T ′ =
⋃
i∈I Ti. We claim that T
′ is consistent. By compactness, it
suffices to prove that every finite subset of T ′ is consistent, so let Σ ⊆ T ′ be finite. Then Σ∩ Ti = ∅
for all but finitely many values of i ∈ I, say i1, . . . , ik. An iterated application of Theorem 1.5.21
shows that Ti1 ∪ · · · ∪ Tik is consistent, therefore Σ is consistent because Σ ⊆ Ti1 ∪ · · · ∪ Tik . Let
N |= T ′ be κ-saturated and such that every reduct to a sublanguage of L′ is strongly κ-homogeneous
(see Proposition 1.5.17), and let M = N ∣∣
L
. Then M is κ-saturated because N is, and strongly
κ-homogeneous by the properties of N . Moreover, suppose L̂ is an expansion of L by fewer than κ
symbols and M̂ is an L̂-structure such that M̂∣∣
L
≡M. We may assume without loss of generality
that L̂ ⊆ L′. Then ThbL
(
M̂
)
= Ti and L̂ = Li for some i ∈ I. Therefore, N
∣∣
Li
≡ M̂ and N ∣∣
Li
is
an expansion of M′ to L̂. So M is κ-big.
1.5.24 Proposition. Let κ be an infinite cardinal and M a κ-big L-structure. Then for every
A ⊆M with |A| < κ, the L(A)-structure (M, a)a∈A is κ-big.
Proof. It is clear that (M, a)a∈A is κ-saturated and strongly κ-homogeneous. Let L′ be an expansion
of L(A) by fewer than κ symbols and N an L′-structure such that N ∣∣
L(A)
≡ (M, a)a∈A. Then L′
is an expansion of L by fewer than κ symbols and N ∣∣
L
≡M. Therefore, there exists an expansion
of M to an L′-structure M′ such that M′ ≡ N . Since M is strongly κ-homogeneous, there is an
automorphism h of M such that h(aM′) = a for every a ∈ A. Let M′′ be the isomorphic copy of
M′ via h. Then M′′ is an expansion of (M, a)a∈A and M′′ ≡ N .
1.5.25 Lemma. Let κ be an infinite cardinal,M a κ-big L-structure, L′ an expansion of L by fewer
than κ symbols and Σ a set of closed L′-conditions such that for every finite Γ ⊆ Σ there exists an
expansion of M to an L′-structure MΓ such that MΓ |= Γ. Then there exists an expansion of M
to an L′-structure M′ such that M′ |= Σ.
Proof. The premises imply that Σ∪Th(M) is finitely satisfiable. Therefore, by compactness there is
an L′-structure N |= Σ∪Th(M). Since N |= Th(M), the L-reduct of N is elementarily equivalent
toM. Therefore, sinceM is κ-big there exists an expansion ofM to an L′-structureM′ such that
M′ ≡ N . Hence M′ |= Σ.
1.6 Spaces of types
Fix a signature L for metric spaces and a complete L-theory T .
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Suppose M is a model of T and A ⊆M . Denote the L(A)-structure (M, a)a∈A by MA and let
T (A) be the L(A)-theory of MA. Note that any model of T (A) is isomorphic to a structure of the
form (N , a)a∈A where N |= T and A ⊆ N .
1.6.1 Definition. Let T (A) be as above and let x1, . . . , xn be distinct variables. A set p of L(A)
conditions with all free variables amond x1, . . . , xn is called an n-type over A if there exists a
model (N , a)a∈A of T (A) and elements e1, . . . , en of N such that p is the set of all L(A)-conditions
E(x1, . . . , xn) for which N |= E[e1, . . . , en].
When this holds, we call p the type in N of (e1, . . . , en) over A and we denote it by
tpN (e1, . . . , en/A). Alternatively, we say that (e1, . . . , en) realizes p in N . (The superscript N
will be omitted if doing so causes no confusion; A will be omitted if it is empty.)
The collection of all such n-types over A is denoted by Sn(T (A)), or simply by Sn(A) if the
context makes the theory T (A) clear. If A = ∅, then we will write Sn(T ) instead of Sn(T (∅)).
1.6.2 Remarks. Let M and A be as above, and let e, e′ be n-tuples from M .
1. tpM(e/A) = tpM(e′/A) if and only if (MA, e) ≡ (MA, e′).
2. If M N , then tpM(e/A) = tpN (e/A).
The logic topology on types
Fix T (A) as above. If ϕ(x1, . . . , xn) is an L(A)-formula and ε > 0, we let [ϕ < ε] denote the set
{q ∈ Sn(T (A)) | for some 0 ≤ δ < ε the condition (ϕ ≤ δ) is in q}.
1.6.3 Definition. The logic topology on Sn(T (A)) is defined is follows. If p is in Sn(T (A)), the
basic open neighborhoods of p are the sets of the form [ϕ < ε] for which the condition ϕ = 0 is in p
and ε > 0.
Note that the logic topology is Hausdorff.
1.6.4 Proposition. For any n ≥ 1, the type-space Sn(T (A)) is compact with respect to the logic
topology.
Proof. This is a restatement of the Compactness Theorem (Theorem 1.5.8). See [8, Proposition 8.6].
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The d-metric on types
Let T (A) be as above. Let MA = (M, a)a∈A be a model of T (A) in which each type in Sn(T (A))
is realized, for each n ≥ 1. (In fact, any model of T (A) that is κ-saturated with κ > Card(A) will
have this property, and such a model exists by Proposition 1.5.15.) Let (M,d) be the underlying
metric space of M. The metric d induces a natural metric on Sn(T (A)), which we will also denote
by d. For p, q ∈ Sn(T (A)), define d(p, q) to be
inf{ max
1≤j≤n
d(bj , cj) | MA |= p[b1, . . . , bn], M |= q[c1, . . . , cn]}.
Note that this expression for d(p, q) does not depend on MA, since MA realizes every type of a
2n-tuple (b1, . . . , bn, c1, . . . , cn) over A. It follows easily that d is a pseudometric on Sn(T (A)). Note
that if p, q ∈ Sn(T (A)), then by the Compactness Theorem and the assumptions about MA, there
exist realizations (b1, . . . , bn) of p and (c1, . . . , cn) of q inMA such that max1≤j≤n d(bj , cj) = d(p, q).
In particular, if d(p, q) = 0, then p = q; so d is indeed a metric on Sn(T (A)).
1.6.5 Proposition. The topology induced by the d-mteric is finer than the logic topology on
Sn(T (A)).
Proof. This follows from the uniform continuity of formulas. See [8, Proposition 8.7].
1.6.6 Proposition. The metric space (Sn(T (A)),d) is complete.
Proof. See [8, Proposition 8.8].
1.7 Definability in metric structures
LetM be a metric structure, and let L be a signature forM. Let A be any subset of M , which we
think of as a set of possible parameters to use in definitions. For simplicity, in this section we will
assume that every L-formula is [0, 1]-valued.
Definable predicates
1.7.1 Definition. A predicate P : Mn → [0, 1] is definable in M over A if and only if there is
a sequence (ϕk(x1, . . . , xn) | k ≥ 1) of L(A)-formulas such that the predicates ϕMk (x1, . . . , xn)
converge uniformly to P (x1, . . . , xn) on Mn. That is,
∀ε > 0 ∃N ∀k ≥ N ∀x ∈Mn (|ϕk(x)− P (x)| ≤ ε).
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If A = ∅, we will say that P is 0-definable.
1.7.2 Proposition. Let P : Mn → [0, 1] be a predicate. Then P is definable in M over A if and
only if there is a continuous function u : [0, 1]N → [0, 1] and L(A)-formulas (ϕMk | k ∈ N) such that
for all x ∈Mn we have
P (x) = u(ϕMk | k ∈ N).
Proof. See [8, Proposition 9.3].
1.7.3 Proposition. Let Pi : Mn → [0, 1] be definable in M over A for i = 1, . . . ,m and consider
N  M with A ⊆ N . Let Qi be the restriction of Pi to Nn for each i. Then (N , Q1, . . . , Qm) 
(M, P1, . . . , Pm).
Proof. See [8, Proposition 9.7].
1.7.4 Proposition. Let P : Mn → [0, 1] be definable in M over A and consider an elementary
extension N of M. There is a unique predicate Q : Nn → [0, 1] such that Q is definable in N over
A and P is the restriction of Q to Mn. This predicate satisfies (M, P )  (N , Q).
Proof. See [8, Proposition 9.8].
Distance predicates
Let D ⊆Mn. The predicate giving the distance in Mn to D is given by
dist(x,D) = inf{d(x, y) | y ∈ D}
where x = (x1, . . . , xn) and y = (y1, . . . , yn) range over Mn and we consider the metric d on Mn
defined by
d(x, y) = max
1≤i≤n
d(xi, yi)
Distance predicates of the form dist(x,D) are important in the model theory of metric structures.
We show here that they can be characterized by axioms in continuous logic.
Consider a predicate P : Mn → [0, 1] and the following conditions.
sup
x
inf
y
max(P (y), |(P (x)− d(x, y)|) = 0; (E1)
sup
x
|P (x)− inf
y
min(P (y) + d(x, y), 1)| = 0. (E2)
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Observe that for any nonempty D ⊆Mn, the predicate P (x) = dist(x,D) satisfies E1 and E2.
1.7.5 Theorem. Let (M, F ) be an L-structure satisfying conditions E1 and E2. Let D = {x ∈
Mn | F (x) = 0} be the zeroset of F . Then F (x) = dist(x,D) for all x ∈Mn.
Proof. See [8, Theorem 9.12].
Zerosets
1.7.6 Definition. Let D ⊆ Mn. We say that D is a zeroset in M over A if there is a predicate
P : Mn → [0, 1] definable in M over A such that D = {x ∈Mn | P (x) = 0}
1.7.7 Proposition. For D ⊆Mn, the following are equivalent.
1. D is a zeroset in M over A.
2. There is a sequence (ϕk | k ≥ 1) of L(A)-formulas such that
D = {x ∈Mn | ϕMk (x) = 0 for all k ≥ 1}
=
⋂
k≥1
zeroset of ϕMk
Proof. See [8, Proposition 9.14].
Definability of sets
1.7.8 Definition. A closed set D ⊆ Mn is definable in M over A if and only if the distance
predicate dist(x,D) is definable in M over A.
The importance of this concept of definability for sets is shown by the following result. It
essentially says that in continuous first-order logic we will retain definability of predicates if we
quantify (using sup or inf) over sets that are definable in this sense, but not if we quantify over
other sets.
1.7.9 Theorem. For a closed set D ⊆Mn the following statements are equivalent:
1. D is definable in M over A.
2. For any predicate P : Mm×Mn → [0, 1] that is definable inM over A, the predicate Q defined
by
Q(x) = inf{P (x, y) | y ∈ D}
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is definable in M over A.
Proof. See [8, Theorem 9.17].
The following result shows another useful property of definable sets that need not be true of
zerosets.
1.7.10 Proposition. Let N  M be L-structures, and let D ⊆ Mn be definable in M over A,
where A ⊆ N . Then:
1. For any x ∈ Nn, we have that dist(x,D) = dist(x,D ∩Nn). Thus D ∩Nn is definable in N
over A.
2. (N ,dist(·, D ∩Nn))  (M,dist(·, D)).
3. If D 6= ∅, then D ∩Nn 6= ∅.
Proof. See [8, Proposition 9.18]
1.7.11 Proposition. Let M be an ω1-saturated L-structure and A ⊆ M . If C ⊆ Mn is compact,
then the following are equivalent:
1. C is a zero set in M over A.
2. C is definable in M over A.
Proof. See [8, Proposition 10.6].
1.8 Omitting types and ω-categoricity
For this section, we assume that the signature L has countably many nonlogical symbols. Let T be
a complete L-theory.
Principal types
Let p ∈ Sn(T ). If M is a model of T , we denote by p(M) the set of realizations of p in M.
1.8.1 Definition. Let p ∈ Sn(T ). We say that p is principal if for every model M of T , the set
p(M) is definable in M over ∅.
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1.8.2 Definition. Let κ be an infinite cardinal. We say that T is κ-categorical if T has models
of density character equal to κ, and whenever M and N are models of T having density character
equal to κ, we have that M is isomorphic to N .
Recall that in a space X with two topologies T1 and T2, we say that T1 and T2 agree at a point
x ∈ X if every T1-neighborhood of x contains a T2-neighborhood of x and vice-versa.
1.8.3 Proposition. Let p ∈ Sn(T ). The following statements are equivalent:
1. p is principal.
2. The logic topology and the d-metric topology agree at p.
3. For each ε > 0, the ball {q ∈ Sn(T ) | d(p, q) ≤ ε} has nonempty interior in the logic topology.
Proof. See Proposition 12.4 and Proposition 12.5 in [8].
1.8.4 Theorem (Omitting Types Theorem, local version). Let T be a complete theory in a countable
signature, and let p ∈ Sn(T ). The following statements are equivalent:
1. p is principal.
2. p is realized in every model of T .
Proof. See [8, Theorem 12.6].
ω-categoricity
1.8.5 Definition. Let κ be an infinite cardinal. We say that T is κ-categorical if wheneverM and
N are models of T having density character equal to κ, we have that M is isomorphic to N .
The following is a characterization of ω-categoricity for complete theories in continuous logic,
extending the Ryll-Nardzewski Theorem from first-order model theory. Note that Ben Yaacov has
proved the analogue of Morley’s Theorem concerning uncountable categoricity. (See [4].)
1.8.6 Theorem. Let T be a complete theory in a countable signature. The following statements are
equivalent:
1. T is ω-categorical.
2. For each n ≥ 1, every type in Sn(T ) is principal.
3. For each n ≥ 1, the metric space (Sn(T ),d) is compact.
25
4. For each n ≥ 1, the d-metric topology agrees with the logic topology on Sn(T ).
Proof. See [8, Theorem 12.10] for the equivalence of the first three statements. The equivalence of
these to the fourth statement is a direct consequence of Proposition 1.8.3.
1.8.7 Theorem (Henson). Let L be a continuous signature and M be a noncompact separable
L-structure. If T = Th(M), then the following are equivalent:
1. T is ω-categorical.
2. For every ε > 0 and n ≥ 1 there exist finitely many tuples, say a1, . . . , al ∈ Mn such that for
every b ∈Mn there exist 1 ≤ j ≤ l and F ∈ Aut(M) such that
max
1≤i≤n
d(F (aji ), bi) < ε
Proof. See [19, Theorem 4.25].
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Chapter 2
Preliminaries: Perturbations of Metric
Structures
When establishing a model theoretic framework for metric structures, the concept of approximate
truth arises naturally. This led to the development by Henson [14] of the logic of positive bounded
formulas with approximate truth semantics, and to subsequent modifications and applications, like
Anderson’s “almost” implies “near” theorem in [1] and Fajardo and Keisler’s forcing methods in [12].
These two articles provide tools for proving existence results by finding objects that approximately
satisfy the desired property. In Anderson’s article we find the explicit idea of allowing arbitrarily
small perturbations of some relations of the given structure. On the other hand, natural notions
in analysis (like the λ-isomorphisms studied in Chapter 4 of this thesis) led to the study of maps
between metric structures in a given signature that perturb certain parts of the structures by a
quantifiable amount.
Ben Yaacov developed in [6] a formalization of the idea of perturbing some parts of a metric
structure by arbitrarily small amounts, starting from the point of view of types. In [5], Ben Yaacov
revisits these concepts, and presents them from the point of view of a system of metrics on the type
spaces, within the more general framework of topometric spaces (see Definition 2.4.1 below). In this
chapter we present a summary of the results in these two articles, leading to a Ryll-Nardzewski style
characterization of ω-categoricity up to perturbations. However, we choose to present the material
from the point of view of the perturbation maps. We will begin by proving that this approach is
equivalent to the system of metrics approach.
2.1 Definitions and characterizations
Fix a signature L for metric structures, and a complete L-theory T .
For a map σ : n → m, where m,n ∈ N, let σ∗ : Sm(T ) → Sn(T ) denote the induced map given
by σ∗(tp(a1, . . . , am)) = tp(aσ(1), . . . , aσ(n)).
2.1.1 Definition. A system of perturbation metrics for the theory T is a family of metrics dp,n on
27
Sn(T ) for each n ≥ 1 satisfying the following conditions:
1. For each n ≥ 1 the set {(p, q, ε) ∈ Sn(T )2 × R+ | dp,n(p, q) ≤ ε} is closed in Sn(T )2 × R+,
with respect to the product of the logic topology on both copies of Sn(T ) and the standard
topology on R+.
2. For every m,n ∈ N and every map σ : n→ m, the induced map σ∗ satisfies for all p ∈ Sm(T )
and q ∈ Sn(T )
dp,m(p, (σ∗)−1(q)) = dp,n(σ∗(p), q).
If {dp,n | n ≥ 1} is a system of perturbation metrics for T , p ∈ Sn(T ) and ε > 0, then we denote
by pn(ε) the set {(p, q) ∈ Sn(T ) | dp,n(p, q) ≤ ε} and by pp(ε) the set {q ∈ Sn(T ) | dp,n(p, q) ≤ ε}.
We will say that p is a perturbation system for T .
2.1.2 Definition. Let p be a perturbation system for T . Let M,N |= T and ε > 0. A p(ε)-
perturbation is a bijection f : M → N such that dp,n(tpM(a1, . . . , an), tpN (f(a1), . . . , f(an))) ≤ ε
for every n ≥ 1 and all (a1, . . . , an) ∈Mn. We will denote the set of all such maps by Pertp(ε)(M,N ).
In the special case of the perturbations from a model to itself, we will use Pertp(ε)(M) to denote
Pertp(ε)(M,M).
When no confusion arises from doing so, we will write dp for dp,n. Whenever f is a map and
a = (a1, . . . , an) is an n-tuple of elements of the domain of f , we will denote by f(a) the n-tuple
(f(a1), . . . , f(an)).
2.1.3 Lemma. Let p be a perturbation system for T and ε > 0.
1. There exists a map ∆ε that is a modulus of uniform continuity for every f ∈ Pertp(ε)(M,N )
for every M,N |= T .
2. For every δ > 0 there exists γ > 0 such that whenever M,N |= T and f ∈ Pertp(ε)(M,N ), if
a, b ∈M are such that dM(a, b) > δ we have dN (f(a), f(b)) ≥ γ.
Proof. 1. This follows from the particular instance σ : 2 → 1 of condition 2 of the definition of
dp. See the discussion preceeding [5, Fact 4.3].
2. Note that if f ∈ Pertp(ε)(M,N ), then f is invertible and f−1 ∈ Pertp(ε)(N ,M). The result
follows directly by applying part 1 to f−1.
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2.1.4 Proposition. Let p be a perturbation system for T and ε > 0. If M,N |= T and a ∈ Mn
and b ∈ Nn, then the following are equivalent:
1. dp(tp(a), tp(b)) ≤ ε
2. There are elementary extensions M′  M and N ′  N and a perturbation f ∈
Pertp(ε)(M′,N ′) such that f(a) = b.
Proof. This is a consequence of some specific instances of condition 2 of the definition of dp. See
the discussion preceding [5, Fact 4.3] and [6, Proposition 1.15].
The above Proposition implies that a perturbation system is entirely determined by its pertur-
bations. The following is a characterization of families of maps that induce a perturbation system.
It differs from the one given in [5, Theorem 4.4] in that we focus on a single big model of T .
2.1.5 Theorem. Let L be a signature for continuous first order logic. Let κ ≥ ω1 + Card(L) be a
cardinal and M a κ-big model of a complete L-theory T . Let Bij(M) be the collection of all bijections
of M onto itself, and let P : R+ → P(Bij(M)) be a map. Then there exists a perturbation system p
of T such that Pertp(ε)(M) = P(ε) for all ε ≥ 0 if and only if the following conditions are satisfied:
1. P(0) = Aut(M);
2. for every ε ≥ 0, if f ∈ P(ε), then f−1 ∈ P(ε);
3. for every ε, ε′ ≥ 0, if f ∈ P(ε) and g ∈ P(ε′), then f ◦ g ∈ P(ε+ ε′);
4. for every ε ≥ 0, if εk ↘ ε, then P(ε) =
⋂
k P(εk);
5. for every ε ≥ 0 there is a signature L(fε) with an associated modulus of uniform continuity ∆ε
for fε and an L(fε)-theory Γε with the property that for every ε′ > ε and function f : M→M,
we have f ∈ P(ε) if and only if (M, f) is an L(fε′)-structure and (M, f) |= Γε;
6. for every ε ≥ 0, if f : M → M is such that for every finite A ⊆ M there exists g ∈ P(ε) such
that f
∣∣
A
= g
∣∣
A
, then f ∈ P(ε).
Proof. First we prove that these conditions guarantee the existence of p. To this end we define a
family of distances on the spaces of types as follows: for n ≥ 1 and p, q ∈ Sn(T ) define
dP,n(p, q) = inf{ε > 0 | ∃f ∈ P(ε) ∃a |= p such that f(a) |= q}
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2.1.6 Claim. For each n ≥ 1 the map dP,n is a metric on Sn(T ).
• dP,n(p, q) = 0 if and only if p = q:
dP,n(p, p) = 0 because condition 1 implies that id ∈ P(0). For the other direction, assume
dP,n(p, q) = 0. Then for every N ≥ 1 there exist ε < 1N , a map fN ∈ P(ε) and aN |= p
such that fN (aN ) |= q. By condition 4, fN ∈ P
(
1
N
)
because ε < 1N , and since M is strongly
κ-homogeneous there is, for each N ≥ 1, an automorphism hN such that hN (a1) = aN . Then
hN ∈ P(0) and by condition 3, the map FN = hN ◦ fN ∈ P( 1N ). Note that P( 1N ) ⊆ P(1) by
condition 4, so (M, FN ) is an L(f1)-structure. This proves that the set of L(f1)-conditions
p(x) ∪ q(f(x)) ∪⋃N Γ 1N (where Γδ is given by condition 5) is finitely realized in the class of
L(f1)-structures {(M, f) | f ∈ P(ε) for some 0 ≤ ε ≤ 1}. Therefore, since M is κ-big, we can
apply Lemma 1.5.25 to obtain f : M→M such that (M, f) |= Γ 1
N
for every N ≥ 1 and a |= p
such that f(a) |= q. By condition 5 (with ε′ = 1), f ∈ ⋂N P(1/N). But by conditions 1 and
4, the map f must be an automorphism, so a ≡ f(a) and p = q.
• dP,n(p, q) = dP,n(q, p) because of condition 2.
• dP,n(p, r) ≤ dP,n(p, q) + dP,n(q, r):
Suppose dP,n(p, q) ≤ ε and dP,n(q, r) ≤ ε′. Let f ∈ P(ε) and a |= p be such that f(a) |= q,
and g ∈ P(ε′) and b |= q be such that g(b) |= r. Since M is strongly κ-homogeneous, there
is an automorphism h that takes f(a) into b, because they both realize the same type. So
g ◦ h ◦ f(a) |= r. On the other hand, by condition 1, we have h ∈ P(0), and by condition 3, we
have g ◦ h ◦ f ∈ P(ε+ ε′). Therefore, dP,n(p, r) ≤ ε+ ε′. We conclude
dP,n(p, r) ≤ inf{ε+ ε′ | dP,n(p, q) ≤ ε, dP,n(q, r) ≤ ε′}
≤ inf{ε | dP,n(p, q) ≤ ε}+ inf{ε′ | dP,n(q, r) ≤ ε′}
≤ dP,n(p, q) + dP,n(q, r)
2.1.7 Claim. For every n ≥ 1, the set An = {(p, q, ε) ∈ S2n(T )×R+ | dP,n(p, q) ≤ ε} is closed with
respect to the product of the logic topology on both copies of Sn(T ) and the standard topology on
R+.
Since the language is countable, the logic topology is metrizable. So it suffices to show that An is
closed under taking limits of sequences that converge in the logic topology. Let {(pk, qk, εk) | k ≥
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1} ⊆ An be a sequence converging to (p0, q0, ε0). Consider the set of L(fε0+1)-conditions
Σ(x) =
{
ϕ(x)−. 1
m
= 0
∣∣∣∣ m ≥ 1, ϕ = 0 ∈ p0}∪{
ψ(f(x))−. 1
m
= 0
∣∣∣∣ m ≥ 1, ψ = 0 ∈ q0} ∪ ⋃
m≥1
Γε0+ 1m
where Γε0+ 1m is given by condition 5 for each m ≥ 1. Let Σ0(x) ⊆ Σ(x) be finite. Then there exists
k ≥ 1 such that:
• if Γε0+ 1m ∩ Σ0 6= ∅, then ε0 +
1
m ≥ εk;
• if ϕ = 0 ∈ p0 and ϕ(x)−. 1m ∈ Σ0, then ϕ−. 1m = 0 ∈ pk; and
• if ψ = 0 ∈ q0 and ψ(f(x))−. 1m ∈ Σ0, then ψ−. 1m = 0 ∈ qk.
Since (pk, qk, εk) ∈ An, there exist f ∈ P(εk) and a |= pk such that f(a) |= qk. By condition 4, we
have that f ∈ P(ε0 + 1m ) for all m such that ε0 + 1m ≥ εk. Thus (M, f) is an L(fε0+1)-structure and
(M, f) |= Σ0(a) by condition 5 (with ε′ = ε0 +1). Therefore Σ(x) is finitely satisfiable in the class of
L(fε0+1)-structures {(M, f) | f ∈ P(ε) for some 0 ≤ ε ≤ ε0 +1}. Since M is κ-big, by Lemma 1.5.25,
this implies that for some ε ≥ 0, some f : M → M and some a ∈ M, we have (M, f) |= Σ(a). By
the construction of Σ and condition 5, the map f is in P(ε0 + 1m ) for all m ≥ 1, and a and f(a)
are realizations of p0 and q0, respectively. By condition 4, this implies that f ∈ P(ε0). Therefore,
dP,n(p0, q0) ≤ ε0, and (p0, q0, ε0) ∈ An.
2.1.8 Claim. Let σ : n → m be a map, p ∈ Sm(T ) and q ∈ Sn(T ). Then dP,m(p, (σ∗)−1(q)) =
dP,n(σ∗(p), q).
(≥) Assume that dP,m(p, (σ∗)−1(q)) < ε. Then, there exists some q′ ∈ (σ∗)−1(q) such that
dP,m(p, q′) < ε. That is, there exist f ∈ P(ε) and (a1, . . . , am) |= p such that (f(a1), . . . , f(am)) |= q′.
Let a′i = aσ(i) for i = 1, . . . , n. Then (a
′
1, . . . , a
′
n) |= σ∗(p), and (f(a′1), . . . , f(a′n)) |= q. Therefore,
dP,n(σ∗(p), q) ≤ ε.
(≤) Assume that dP,n(σ∗(p), q) < ε. Then there exist f ∈ P(ε) and (a1, . . . , an) |= σ∗(p) such
that (f(a1), . . . , f(an)) |= q. Since M is κ-saturated, there exists a tuple (c1, . . . , cm) ∈ Mm such
that tp(c1, . . . , cm) = p and cσ(i) = ai for each 1 ≤ i ≤ n. Then tp(f(c1), . . . , f(cm)) ∈ (σ∗)−1(q).
Therefore, dP,m(p, (σ∗)−1(q)) ≤ ε.
Claims 2.1.6, 2.1.7 and 2.1.8 prove that {dP,n | n ≥ 1} is a system of perturbation metrics for T .
Let p be the corresponding perturbation system.
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2.1.9 Claim. P(ε) = Pertp(ε)(M) for every ε ≥ 0.
Fix ε ≥ 0. It is clear that P(ε) ⊆ Pertp(ε)(M), so we prove the other containment.
Let f ∈ Pertp(ε)(M). Fix an arbitrary finite set A = {a1, . . . , an} ⊆ M. Then we have
dP,n(tp(a1, . . . , an), tp(f(a1), . . . , f(an))) ≤ ε. Therefore, there exist a realization (a′1, . . . , a′n)
of p and a map g ∈ P(ε) such that tp(g(a′1), . . . , g(a′n)) = tp(f(a1), . . . , f(an)). By strong κ-
homogeneity of M, there exist h1, h2 ∈ Aut(M) such that h1(ai) = a′i and h2(g(a′i)) = f(ai) for each
i = 1, . . . , n. So we have h1 ◦ g ◦ h2(a) = f(a) for every a ∈ A. By conditions 1 and 3 we have that
gA = h1 ◦ g ◦ h2 ∈ P(ε). Therefore, by condition 6 we have that f ∈ P(ε). This concludes the right
to left proof of Theorem 2.1.5.
Now we turn to the left to right direction of the proof of Theorem 2.1.5. So we assume that p
is a perturbation system for T such that P(ε) = Pertp(ε)(M) for all ε ≥ 0. It follows easily that for
any n ≥ 1 and any p, q ∈ Sn(T ) we have dp,n(p, q) = dP,n(p, q). Since dp,n is a metric for each n,
this implies conditions 1, 2, and 3 of the Theorem.
For condition 4, let ε > 0 and εk ↘ ε. If f ∈ P(ε) = Pertp(ε)(M), then for every n ≥ 1 and every
a ∈Mn we have dp,n(tp(a), tp(f(a))) ≤ ε < εk for every k ≥ 1. Therefore, f ∈ Pert(εk) = P(εk) for
every k ≥ 1. Hence P(ε) ⊆ ⋂k P(εk).
To prove the other containment, suppose f ∈ ⋂k P(εk). Let n ≥ 1 and An = {(p, q, δ) ∈ Sn(T )2×
R+ | dp,n(p, q) ≤ δ}. If a ∈ Mn, then (tp(a), tp(f(a)), εk) ∈ An for every k ≥ 1. Since (εk | k ≥ 1)
converges to ε in the standard topology on R+, we have that ((tp(a), tp(f(a)), εk) | k ≥ 1) converges
to (tp(a), tp(f(a)), ε) in the product topology of the logic topology on both copies of Sn(T ) and
the standard topology on R+. By condition 1 of Definition 2.1.1, the set An is closed with respect
to this product topology. Therefore, (tp(a), tp(f(a)), ε) ∈ An. Hence dp,n(tp(a), tp(f(a))) ≤ ε for
every n and every a ∈Mn, proving that f ∈ Pertp(ε)(M) = P(ε). This yields P(ε) =
⋂
k P(εk).
To prove condition 5, we begin by considering, for each ε ≥ 0, the class of triples
Kε = {(M,N , f) | M,N |= T, f ∈ Pertp(ε)(M,N )}
considered as metric structures in a 2-sorted signature Lε that consists of two disjoint copies of L
and a unary function symbol fε from the first sort to the second. By Lemma 2.1.3, there is a map ∆ε
that is a modulus of uniform continuity for all perturbations f ∈ Pertp(ε)(M,N ) for every choice of
M,N |= T . So we will use ∆ε as the prescribed modulus of uniform continuity for the new function
symbol of Lε. We will prove that Kε is axiomatizable for every ε ≥ 0. By Proposition 1.5.10, it
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suffices to prove that each Kε is closed under ultraproducts and ultraroots.
Let D be an ultrafilter on an index set I. Let (Mi,Ni, fi) ∈ Kε for each i ∈ I and (M,N , f) =(∏
i∈I(Mi,Ni, fi)
)
D
. Then M,N |= T . Since each fi is surjective, for a given y = ((yi)i∈I)D, we
can define x = ((f−1i (yi))i∈I)D ∈ M . Then we have that f(x) = y, proving that f is surjective.
To prove that f is one-to-one, let x, y ∈ M be such that x 6= y. Let δ > 0 be such that d(x, y) >
δ. This means that if (xi)i∈I , (yi)i∈I ∈
∏
i∈IMi are such that ((xi)i∈I)D = x and ((yi)i∈I)D,
then {i ∈ I | d(xi, yi) ≥ δ} ∈ D. By part 2 of Lemma 2.1.3, there exists γ > 0 such that
{i ∈ I | d(fi(xi), fi(yi)) > γ} ∈ D. Therefore, d(f(x), f(y)) ≥ γ, proving that f is injective. It
remains to prove that f ∈ Pertp(ε)(M,N ). Let a = ((ai)i∈I)D ∈ Mn. Then, for each i ∈ I, we
have dp,n(tp(ai), tp(fi(ai))) ≤ ε. This implies that dp,n(tp(a), tp(f(a))) ≤ ε, because {(p, q, ε) ∈
Sn(T )2 × R+ | dp,n(p, q) ≤ ε} is closed, by condition 1 of Definition 2.1.1.
On the other hand, assume that the ultrapower (M,N , f)D ∈ Kε. We wish to prove that
(M,N , f) ∈ Kε. Since (M)D, (N)D |= T , we know that M,N |= T . So we need to prove that
f ∈ Pertp(ε)(M,N ). The map f is injective because (f)D is injective. To prove that f is surjective,
consider b ∈ N . Then there exists (ai | i ∈ I) ∈M I such that (f)D((ai)i∈I)D = (b)D. This implies
that for each n ≥ 1 there exists in ∈ I such that d(f(ain), b) < 1/n. Therefore, by the triangle
inequality we have d(f(aim), f(ain)) < 1/m+ 1/n. Hence,
lim
m,n→∞d ((f)D(aim)D, (f)D(ain)D) = 0.
It follows from part 2 of Lemma 2.1.3 that limm,n→∞ d((aim)D, (ain)D) = 0. Therefore, we have
that limm,n→∞ d(aim , ain) = 0, so (ain | n ≥ 1) is a Cauchy sequence in (M,d). Since M is an
L-structure, it is a complete metric space. Hence, (ain | n ≥ 1) converges in (M,d), say to a. Now,
f is continuous because (M,N , f) is an Lε-structure. Therefore, we have f(a) = b. It remains to
prove that f is a p(ε)-perturbation. For a ∈Mn, we have
dp,n(tp(M)D ((a)D), tp(N )D ((f)D((a)D))) ≤ ε.
But tp(M)D ((a)D) = tpM(a) and tp(N )D ((f)D((a)D)) = tp(N )D ((f(a))D) = tpN (f(a)). So
dp,n(tpM(a), tpN (f(a))) ≤ ε.
Let L(fε) be the signature obtained by adding the function symbol fε to the signature L, with
∆ε as the prescribed modulus of uniform continuity. Let Γε be the theory of all L(fε)-structures
(M, f) such that (M,M, f) ∈ Kε.
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2.1.10 Claim. Let ε > 0. Then, for any ε′ > ε and any f : M→ M we have that f ∈ Pertp(ε)(M)
if and only if (M, f) is an L(fε′)-structure and (M, f) |= Γε.
To prove this claim, fix ε′ > ε > 0 and f : M→ M. First we prove the left to right direction, so
assume that f ∈ Pertp(ε)(M). Note that for any a ∈ Mn we have dp,n(tpL(a), tpL(f(a))) ≤ ε < ε′.
Therefore, f ∈ Pertp(ε′)(M). Hence, ∆ε′ is a modulus of uniform continuity for f . So (M, f) is
an L(fε′)-structure. On the other hand, since f ∈ Pertp(ε)(M), we have that (M,M, f) ∈ Kε, so
(M, f) |= Γε.
For the right to left direction of the claim, suppose (M, f) is an L(fε′)-structure and (M, f) |= Γε.
Note that Γε contains all L(fε)-conditions of the form
sup
x
sup
y
min(λ−. d(x, y),d(fε(x), fε(y))−. µ) = 0,
where µ > 0 and λ = ∆ε(µ). This collection of conditions expresses that ∆ε is a modulus of uniform
continuity for fε. Since (M, f) |= Γε, we have that ∆ε is a modulus of uniform continuity for f .
Therefore, (M,M, f) is an Lε-structure, and (M,M, f) ∈ Kε. Hence f ∈ Pertp(ε)(M). This concludes
the proof of condition 5.
It remains to prove that P satisfies condition 6. Note that if N1,N2 |= Th(M) and g ∈
Pertp(ε)(N1,N2) and N ′1  N1 and g(N ′1) = N ′2  N2, then it is clear that g
∣∣
N ′1
∈ Pertp(ε)(N ′1,N ′2).
Therefore, in order to prove that P satisfies condition 6 it suffices to prove that if f : M → M is
such that for every finite A ⊆M there exists gA ∈ P(ε) such that f
∣∣
A
= gA
∣∣
A
, then there is a model
N M and g ∈ Pertp(ε)(N ,N ) such that f = g
∣∣
M.
Let I = {A ⊆ M : |A| < ω}, and let D be an ultrafilter over I such that for every a ∈ M the
set {A ∈ I | a ∈ A} is in D. Such an ultrafilter exists because this family of sets has the finite
intersection property. Let (N , g) = (∏A∈I(M, gA))D. For a ∈M , we have {A ∈ I | a ∈ A} ⊆ {A ∈
I | gA(a) = f(a)}. Therefore, g((a)D) = (f(a))D. If we identify M with the image of the diagonal
embedding, we have M  N . By the remark above, this proves that f ∈ P(ε). Hence P satisfies
condition 6.
2.2 Saturation up to perturbation
Fix a signature L, a complete L-theory T and a perturbation system p for T . Following the notation
in [6], if p(x) is any partial type, and ε > 0, then p(xε) denotes the partial type ∃y (p(y)∧ d(x, y) ≤
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ε). We define p(xε1, x
δ
2, . . . ) in a similar way. We will use this notation in conjunction with the
perturbation system, so
• a satisfies pp(ε)(xδ) if and only if there exists b such that d(a, b) ≤ δ and dp(tp(b), p) ≤
ε. Alternatively, this means there exists b such that d(a, b) ≤ δ and there exists a p(ε)-
perturbation f such that f(b) |= p.
• a satisfies p(xδ)p(ε) if and only if there exist b, c such that b |= p, d(b, c) ≤ δ and
dp(tp(a), tp(c)) ≤ ε. Alternatively, this means there exists a p(ε)-perturbation f such that
f(a) is within δ of a realization of p.
These two concepts are closely related, because the uniform continuity of perturbations implies that
for every ε > 0 and every δ > 0 there exists γ > 0 such that
[pp(ε)(xγ)] ⊆ [p(xδ)p(ε)] and [p(xγ)p(ε)] ⊆ [pp(ε)(xδ)].
The notation above will be often used within spaces of types with parameters, in the following
sense. Suppose a = (a1, . . . , am) is a finite tuple of elements of some model of T . Then, for ε, δ, γ ≥ 0
and b = (b1, . . . , bn) we say that tp(b/a) ∈ [pp(ε)(xδ, aγ)] if and only if there exist a′ = (a′1, . . . , a′m)
and b′ = (b′1, . . . , b
′
m) such that d(a
′, a) ≤ γ, d(b′, b) ≤ δ and dp,n+m(tp(b′, a′), p(x, y)) ≤ ε.
2.2.1 Definition. An L-structure M is p-approximately ω-saturated if for every finite tuple a =
(a1, . . . , am) in M , every n ≥ 1, every type p(x, a) ∈ Sn(T (a)) and every ε > 0, the partial type
pp(ε)(xε, aε) is realized in M. That is, there exists b ∈ Mn such that there exists N  M and
a′ ∈ Nm and b′ ∈ Nn such that d(a, a′) ≤ ε, d(b, b′) ≤ ε and dp,n+m(tp(b′, a′), p(x, y)) ≤ ε.
Alternatively, we can interpret this kind of saturation in terms of perturbations: If κ ≥ ω1 is a
cardinal and M is a κ-big model of T , thenM⊆M is p-approximately ω-saturated if and only if for
every finite tuple a = (a1, . . . , am) in M , every c ∈ M and every ε > 0 there exists f ∈ Pertp(ε)(M)
such that d(f(a), a) ≤ ε and d(f(c),M) ≤ ε.
2.2.2 Definition. Two L-structures M,N are p-isomorphic if for every ε > 0 we have
Pertp(ε)(M,N ) 6= ∅.
2.2.3 Proposition. Any two separable p-approximately ω-saturated structures that are elementarily
equivalent are p-isomorphic.
Proof. See [6, Proposition 2.7].
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2.3 Categoricity up to perturbation
Let L be a countable signature for metric structures, T a complete L-theory and p a perturbation
system for T .
2.3.1 Definition. Let κ be an infinite cardinal. The theory T is p-κ-categorical if T has models of
density character κ, and for any two models M and N of T with density(M) = density(N) = κ we
have that M and N are p-isomorphic.
2.3.2 Lemma. T is p-ω-categorical if and only if all separable models of T are p-approximately
ω-saturated.
Proof. See [6, Lemma 3.4].
2.3.3 Theorem. The following statements are equivalent:
1. The theory T is p-ω-categorical.
2. For every n ≥ 1, every finite tuple a in a model of T , every type p ∈ Sn(T (a)) and every ε > 0,
the set [pp(ε)(xε, aε)] has nonempty interior in Sn(T (a)).
3. The same as above, but restricted to n = 1.
Proof. See [6, Theorem 3.5].
The d˜p metric
In order to get a characterization of p-ω-categoricity closer to the unperturbed one (Theorem 1.8.6),
we need a metric on types that combines the perturbation metric dp and the standard d-metric
induced by the metric on L-structures.
2.3.4 Definition. For p, q ∈ Sn(T ), we define d˜p,n(p, q) to be the infimum of all ε > 0 such that
there are models M,N |= T , realizations a of p in M and b of q in N and a perturbation f ∈
Pertp(ε)(M,N ) such that for all i = 1, . . . , n and all c ∈M we have |dM(c, ai)− dN (f(c), bi)| ≤ ε.
When no confusion arises from doing so, we will write d˜p for d˜p,n.
The following result is suggested in [6] without proof. The details of the proof presented here
are due to C. Ward Henson.
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2.3.5 Proposition. For every n ≥ 1 there exists an increasing, continuous function α : [0,∞) →
[0,∞) with α(0) = 0 such that for every p, q ∈ Sn(T ),
d˜p(p, q) ≤ min(d(p, q), α(dp(p, q)))
Proof. Let κ ≥ ω1 be a cardinal, and let M be a κ-big model of T . Then there exist realizations a
and b of p and q, respectively, such that d(a, b) = max1≤i≤n(d(ai, bi)) = d(p, q). Let f = idM. Then
f ∈ Pertp(ε)(M) for all ε > 0, in particular for ε = d(p, q). Then, for any c ∈M and any 1 ≤ i ≤ n
|d(c, ai)− d(f(c), bi)| = |d(c, ai)− d(c, bi)| ≤ d(ai, bi) ≤ d(p, q).
So d˜p(p, q) ≤ d(p, q).
Now, let g : M → M be a map. If g ∈ Pertp(δ)(M) for every δ > 0, then g is an elementary
map. And in that case, for every ε > 0, we have supx supy |d(x, y) − d(g(x), g(y))| ≤ ε. Let σε
be the L(g)-formula supx supy |d(x, y) − d(g(x), g(y))|−. ε, and T ′ = T ∪
⋃
m≥1 Γ 1m (f). Then for
every (N , g) |= T ′, we have σNε = 0 for every ε > 0. By compactness, for each ε > 0 there is
a finite Σε ⊆ T ′ such that Σε ` σε = 0. Hence, for every ε > 0 there exists δ > 0 such that if
g ∈ Pertp(δ)(M), then for every a, c ∈ M we have |d(a, c) − d(f(a), f(c))| ≤ ε. Let p, q ∈ Sn(T ).
Then for every ε > 0 there exists δ > 0 such that if g : M → M is a p(δ)-perturbation taking a
realization (a1, . . . , an) of p into a realization (b1, . . . , bn) of q (i.e. dp(p, q) ≤ δ), then for every
c ∈M and every 1 ≤ i ≤ n we have |d(ai, c)− d(bi, c)| ≤ ε. Assuming δ ≤ ε, we can conclude that
if dp(p, q) ≤ δ, then d˜p(p, q) ≤ ε. This implies (see Proposition 1.2.5) that there is a continuous,
increasing function α as desired.
2.3.6 Corollary. The topology induced by the metric d˜p is coarser than those induced by dp and
the d-metric, and finer than the logic topology.
Proof. The first part is a direct consequence of Proposition 2.3.5. The second part is proved in [6,
Lemma 3.8].
2.3.7 Lemma. For every p(x, a) ∈ Sn(T (a)), the family {[pp(ε)(xε, aε)]} forms a basis of neighbor-
hoods for the topology induced by d˜p on Sn(T (a)).
Proof. See [6, Lemma 3.8].
37
We can now restate Theorem 2.3.3 in terms of the metric d˜p. The last clause is an observation
due to Henson.
2.3.8 Theorem. The following statements are equivalent:
1. The theory T is p-ω-categorical.
2. For every n ≥ 1, every finite tuple a, every type p ∈ Sn(T (a)) and every ε > 0, the ε-ball
Bd˜p(p, ε) has nonempty interior in Sn(T (a)) with respect to the logic topology.
3. The same as above, but restricted to n = 1.
4. For all n ≥ 1 and every finite tuple a there is a d˜p-dense subset of Sn(T (a)) where the logic
topology agrees with the topology induced by d˜p (i.e. for each type p in that dense subset and
each ε > 0 there is a basic open logic neighborhood of p contained in the d˜p ball of radius ε
centered at p).
Proof. See [6, Theorem 3.9] for the equivalence of the first three statements. For the fourth, see [5,
Lemma 2.3, Remark 4.6].
2.3.9 Proposition. If the topology induced by d˜p agrees with the logic topology on Sn(T ) for all
n ≥ 1, then T is p-ω-categorical.
Proof. See [6, Proposition 3.10].
Open and weakly open perturbation systems
Theorem 1.8.6 shows that the converse of Proposition 2.3.9 is true for the special case of the trivial
perturbation system (where all the perturbations are elementary maps). We now give sufficient
conditions on the perturbation system p to guarantee that the converse of Proposition 2.3.9 is true.
2.3.10 Definition. Let ρ be a metric on a topological space X. We say that ρ is open if for every
open set U ⊆ X and every ε > 0, the set Uρ<ε = {x ∈ X | ρ(x, U) < ε} is open.
2.3.11 Definition. 1. We say that p is open if dp is open on Sn(T ) for every n ≥ 1.
2. We say that p is weakly open if for all ε > 0 and n ≥ 1 there is δ > 0 such that for every logic
open set U ⊆ Sn(T ) we have that U d˜p<δ is contained in the logic interior of U d˜p<ε.
2.3.12 Lemma. 1. If p is open, then it is weakly open.
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2. If d˜p is open on Sn(T ) for every n ≥ 1, then p is weakly open.
Proof. See [6, Lemma 3.14].
2.3.13 Theorem. Suppose p is weakly open. Then T is p-ω-categorical if and only if the topology
induced by d˜p agrees with the logic topology on Sn(T ) for every n ≥ 1.
Proof. See [6, Theorem 3.15].
2.3.14 Proposition. If the topology induced by d˜p agrees with the logic topology on Sn(T ) for all
n ≥ 1, then p is weakly open, and therefore T is p-ω-categorical.
Proof. Let U ⊆ Sn(T ) be open and ε > 0. If the topology induced by d˜p agrees with the logic
topology, then the open ball {p ∈ Sn(T ) | d˜p(p, q) < ε} is open with respect to the logic topology
for every q ∈ Sn(T ). Since U d˜p<ε =
⋃
q∈U{p ∈ Sn(T ) | d˜p(p, q) < ε}, this proves that U d˜p<ε is open
in the logic topology. Therefore d˜p is open for all n ≥ 1. So p is weakly open by Lemma 2.3.12.
2.4 Topometric spaces
The existence of several interesting, well-behaved metrics on type spaces inspired Ben Yaacov to
develop a general theory of topological spaces with “nice” metrics.
2.4.1 Definition. A topometric space is a triplet (X, T , d) where X is a set of points, T is a
topology on X and d is a [0,∞]-valued metric on X such that:
1. The topology induced by the metric d is finer than the topology T .
2. For every r ∈ R the set {(a, b) ∈ X2 | d(a, b) ≤ r} is closed.
2.4.2 Proposition. Every compact topometric space is complete.
Proof. See [5, Proposition 1.11].
2.4.3 Proposition. Let L be a signature for metric structures and T an L-theory. Let n ≥ 1
and let L denote the logic topology on Sn(T ). Then (Sn(T ),L,dp) and (Sn(T ),L, d˜p) are compact
topometric spaces.
Proof. Proposition 1.6.4 says that (Sn(T ),L) is compact. The basic properties of dp imply that
(Sn(T ),L,dp) is a topometric space. The metric d˜p refines L by Corollary 2.3.6. It remains to
prove that Aε = {(p, q) ∈ Sn(T )2 | d˜p(p, q) ≤ ε} is closed for all ε > 0. Since the logic topology is
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metrizable, it suffices to prove thatAε is closed under taking limits of sequences. Let ((pk, qk) | k ≥ 1)
be a sequence in Aε that converges to (p, q). Let L′ be the signature for metric structures in the
class Kε of triples (M,N , f) where M,N |= T and f ∈ Pertp(ε)(M,N ). Let Σ(x, y) be the set of
L′-conditions
{
ϕ(x) ≤ 1
m
: m ≥ 1, (ϕ = 0) ∈ p
}
∪
{
ψ(y) ≤ 1
m
: m ≥ 1, (ψ = 0) ∈ q
}
∪{sup
z
|d(z, xi)− d(f(z), yi)| ≤ ε : i = 1, . . . , n}
where x = (x1, . . . , xn) and y = (y1, . . . , yn). If Σ0 ⊆ Σ is finite, then there exist L′-formulas ϕ(x)
and ψ(y) and m ≥ 1 such that Σ0 is a logical consequence of
Λ(x, y) =
{
ϕ(x) ≤ 1
m
,ψ(y) ≤ 1
m
}
∪ {sup
z
|d(z, xi)− d(f(z), yi)| ≤ ε : i = 1, . . . , n}
Since pk converges to p and qk converges to q, there exists K ≥ 1 such that pk ∈ [ϕ ≤ 1/K] and
qk ∈ [ψ ≤ 1/K]. Let M,N |= T and f ∈ Pertp(ε)(M,N ). Let a ∈ Mn be such that M |= pk[a]
and let b = (f(a1), . . . , f(an)). Then N |= qk[b]. It is clear then that (M,N , f) |= Λ[a, b], therefore
(M,N , f) |= Σ0[a, b]. This proves that Σ is finitely satisfiable in Kε. Since Kε is closed under
ultraproducts (as we have seen that it is axiomatizable), the Compactness Theorem implies that
Σ is satisfiable in Kε. This proves that d˜p(p, q) ≤ ε, and therefore (p, q) ∈ Aε, yielding that Aε is
indeed closed.
2.4.4 Proposition. Let p be a perturbation system for an L-theory T . Then (Sn(T ),dp) and
(Sn(T ), d˜p) are complete metric spaces.
Proof. This is a direct consequence of Proposition 2.4.2 and Proposition 2.4.3.
2.5 A sufficient condition for p-ω-categoricity
In this section we give a sufficient condition for perturbed separable categoricity analogous to the
implication (2)⇒ (1) of the characterization of ω-categoricity given in Theorem 1.8.7.
2.5.1 Lemma. Let T be a complete theory, and M |= T . Then for every n ≥ 1 the set Σn ⊆ Sn(T )
of n-types that are realized in M is dense in Sn(T ).
Proof. Let q ∈ Sn(T ). A basic neighborhood of q is of the form [ϕ < ε] where ϕ(x1, . . . , xn) = 0
is in q, and ε > 0. Since ϕ is consistent with T , the condition infx1 . . . infxn ϕ(x1, . . . , xn) = 0 is in
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T . Therefore, there exists (a1, . . . , an) ∈Mn such that ϕM(a1, . . . , an) < ε. Hence tp(a1, . . . , an) ∈
Σ ∩ [ϕ < ε].
2.5.2 Theorem. Let L be a countable continuous signature, M an L-structure and T = Th(M).
Suppose that p is a perturbation system for T with the following properties:
1. There exist D : [0,∞) → [1,∞) and γ : [0,∞) → [0,∞) non-decreasing functions, continuous
at 0, with D(0) = 1 and γ(0) = 0 such that for every δ > 0, every p(δ)-perturbation f : M →M
and every x, y ∈M we have that d(x, y) > γ(δ) implies d(f(x), f(y)) ≤ D(δ) d(x, y).
2. For every n ≥ 1, every ε > 0 and every δ > 0 there exist finitely many tuples, say a1, . . . , al ∈
Mn such that for every b ∈ Mn there exist 1 ≤ j ≤ l and a p(δ)-perturbation F : M → M
such that
max
1≤i≤n
d(F (aji ), bi) < ε.
Then for every n ≥ 1 the topology induced by d˜p on Sn(T ) coincides with the logic topology.
2.5.3 Remark. Condition 1 in Theorem 2.5.2 expresses the assumption that for each δ > 0, all
p(δ)-perturbations are Lipschitz at distances bounded away from 0. Moreover, the bound and the
Lipschitz constant depend only on the value of δ.
Proof of Theorem 2.5.2. Fix n ≥ 1. Since the topology induced by d˜p on Sn(T ) is finer than the
logic topology, it suffices to show that (Sn(T ), d˜p) is compact. And because (Sn(T ), d˜p) is complete
(see Proposition 2.4.4), it suffices to show that (Sn(T ), d˜p) is totally bounded. Let Σ be the set of
all n-types realized in M.
2.5.4 Claim. Σ is totally bounded with respect to d˜p.
Let ε > 0 and ∆ε be a modulus of uniform continuity for all p(ε)-perturbations. If DL is
the bound for the diameter of L-structures, let α : [0, DL] → [0, DL] be an increasing, continuous
function given by Proposition 1.2.5 for ∆ε. Fix 0 < δ ≤ ε such that γ(δ) ≤ ε, α(γ(δ)) ≤ ε/4
and D(δ) ≤ min
(
2, 1 + ε4DL
)
. Let a1, . . . , al ∈ Mn be given by condition 2 for ε/4 and δ. Let
pj = tp(aj) for each 1 ≤ j ≤ l. Let q ∈ Σ, so q = tp(b) for some b ∈Mn. Then we know that there
exist 1 ≤ j ≤ l and a p(δ)-perturbation f : M → M such that max1≤i≤n d(f(aji ), bi) < ε/4. Note
that f ∈ Pertp(ε)(M) (since δ ≤ ε), so for every x, y ∈M we have d(f(x), f(y)) ≤ α(d(x, y)).
Let c ∈M and 1 ≤ i ≤ n. Assume first that d(c, aji ) ≤ γ(δ). Then,
d(f(c), bi) ≤ d(f(c), f(aji )) + d(f(aji ), bi) ≤ α(d(c, aji )) +
ε
4
≤ α(γ(δ)) + ε
4
≤ ε
2
.
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Therefore, |d(f(c), bi)− d(c, aji )| ≤ max(d(f(c), bi),d(c, aji )) ≤ max(ε/2, γ(δ)) ≤ ε.
Now we examine the case when d(c, aji ) > γ(δ). Then, d(f(c), f(a
j
i )) ≤ D(δ) d(c, aji ). Therefore,
d(f(c), bi)− d(c, aji ) ≤ d(f(c), f(aji )) + d(f(aji ), bi)− d(c, aji )
≤ D(δ) d(c, aji ) +
ε
4
− d(c, aji )
≤ (D(δ)− 1) d(c, aji ) +
ε
4
≤ ε
2
On the other hand, we have
d(c, aji )− d(f(c), bi) ≤ d(c, f−1(bi)) + d(f−1(bi), aji )− d(f(c), bi) (?)
Note that the map f−1 ∈ Pertp(δ)(M) so by condition 1 we have that d(x, y) > γ(δ) implies
d(f−1(x), f−1(y)) ≤ D(δ) d(x, y) for every x, y ∈ M . Moreover, since δ ≤ ε, we have that f−1 ∈
Pertp(ε)(M). Therefore, d(f−1(x), f−1(y)) ≤ α(d(x, y)) for every x, y ∈M . So, if d(f(c), bi) ≤ γ(δ),
then d(c, f−1(bi)) ≤ α(d(f(c), bi)) ≤ α(γ(δ)) ≤ ε/4. On the other hand, if d(f(c), bi) > γ(δ), then
d(c, f−1(bi)) ≤ D(δ) d(f(c), bi). Therefore, in either case we have
d(c, f−1(bi)) ≤ max
(ε
4
, D(δ) d(f(c), bi)
)
≤ ε
4
+D(δ) d(f(c), bi). (I1)
Similarly, if d(bi, f(a
j
i )) ≤ γ(δ), then d(f−1(bi), aji ) ≤ α(d(bi, f(aji ))) ≤ α(γ(δ)) ≤ ε/4. If
d(bi, f(a
j
i )) > γ(δ), then d(f
−1(bi), a
j
i ) ≤ D(δ) d(bi, f(aji )) ≤ D(δ)ε/4 ≤ ε/2. Therefore, in ei-
ther case we have
d(f−1(bi), a
j
i ) ≤
ε
2
(I2)
Substituting (I1) and (I2) back into inequality (?), we get
d(c, aji )− d(f(c), bi) ≤
ε
4
+D(δ) d(f(c), bi) +
ε
2
− d(f(c), bi)
≤ 3ε
4
+ (D(δ)− 1) d(f(c), bi)
≤ 3ε
4
+ (D(δ)− 1)DL ≤ ε
Hence, |d(f(c), bi)− d(c, aji )| ≤ ε in this case as well.
So we have an ε-perturbation f , a tuple aj realizing pj and a tuple b realizing q, and we proved
that |d(c, aji )− d(f(c), bi)| ≤ ε for every c ∈ M . Therefore, the definition of d˜p gives d˜p(pj , q) ≤ ε,
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proving Claim 2.5.4.
Now, let q ∈ Sn(T ). The set Σ is dense in Sn(T ) with the logic topology by Lemma 2.5.1, so
there is a sequence (qm|m ≥ 1) in Σ converging to q in the logic topology. Since Σ is totally bounded
with respect to d˜p, there is a subsequence (qmk |k ≥ 1) which is Cauchy with respect to the d˜p metric.
Since (Sn(T ), d˜p) is complete, (qmk) is convergent in the d˜p metric, and it must converge to q with
respect to d˜p, since the topology induced by d˜p is finer than the logic topology and the subsequence
converges to q in the logic topology, which is Hausdorff. Hence Σ is dense in (Sn(T ), d˜p), yielding
that (Sn(T ), d˜p) is totally bounded.
2.5.5 Corollary. If M, T and p satisfy conditions 1 and 2 in Theorem 2.5.2, then T is p-ω-
categorical.
Proof. Proposition 2.3.9 says that if topology induced by d˜p coincides with the logic topology, then
T is p-ω-categorical.
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Chapter 3
Continuous Model Theory for Banach
Spaces
Henson introduced in [14], and then further developed with Iovino in [15] the logic of positive
bounded formulas with approximate semantics as a way to introduce the notions and tools of model
theory to the study of normed spaces. In this framework, the vector space operations (addition,
subtraction and multiplication by a scalar) are always part of the signatures, as well as the identity
element for vector addition. We will denote by Lpb the (positive bounded) signature of pure normed
spaces. The class of normed spaces over R is what is called a uniform class of structures, which
ensures that ultraproducts of structures from this class are well-defined (see [15, Chapter 8]).
The class of Banach spaces, considered as Lpb-structures, is closed under ultraproducts and
ultraroots. Therefore, by [15, Proposition 13.6], it it can be characterized as the class of all models
of a set of positive bounded sentences from Lpb. Let Banpb be some set of Lpb-sentences whose
complete models are the Banach spaces.
In continuous first-order logic, metric structures must be bounded. We can study Banach spaces
in this framework by looking at their unit ball structures. In this chapter we give an appropriate
signature and an explicit axiomatization for such structures. We also verify that this approach is
equivalent to the positive bounded one by proving that basic model theoretic concepts have precisely
the same meaning in both settings.
3.1 Banach spaces in continuous logic
3.1.1 Definition. Let Lc be the continuous signature consisting of:
• A unary predicate symbol ‖·‖ with values in [0, 1] and modulus of uniform continuity ∆‖·‖(ε) =
ε.
• A unary function symbol t(·) with modulus of uniform continuity ∆t(ε) = ε/2.
• A unary function symbol −(·) with modulus of uniform continuity ∆−(ε) = ε.
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• A binary function symbol a(·, ·) with modulus of uniform continuity ∆a(ε) = ε.
• A constant symbol 0.
• A bound for the diameter of Lc-structures, DLc = 2.
3.1.2 Definition. For each dyadic fraction q ∈ [−1, 1] we define the Lc-term qx as follows. Let
0x = 0 and 1x = x. For q > 0 of the form m2n where n ≥ 0 is an integer and 0 < m < 2n is
an odd integer we define qx inductively. Having defined qx for q = k
2l
for all 0 ≤ l ≤ n and all
0 ≤ k ≤ 2l, let q = m2n+1 where m = 2k + 1 < 2n+1. Then define qx = a
(
k
2nx,
k+1
2n x
)
. For q < 0,
define qx = |q|(−(x)). Note that, in particular, this defines 12x = a(0, x).
3.1.3 Definition. Let Banc be the Lc-theory that consists of the following closed conditions:
V 1: supw supx supy supz(d(a(a(w, x), a(y, z)), a(a(y, w), a(z, x)))) = 0.
V 2: supx supy(min(
1
2−. max(‖x‖, ‖y‖),d(t(a(x, y)), a(t(x), t(y))))) = 0.
V 3: supx(d(a(x, x), x)) = 0.
D1: supx(d(x, t(a(0, x)))) = 0.
D2: For each dyadic fraction q ∈ [0, 1]
sup
x
(
min
(
‖qx‖−. 1
2
,d(t(x), t(qx))
))
= 0.
N1: supx supy |d(x, y)− 2 ‖a(x,−(y))‖| = 0.
N2: supx supy(‖a(x, y)‖−. 12 (‖x‖+ ‖y‖)) = 0.
N3: For each dyadic fraction q ∈ [0, 1]
sup
x
|‖qx‖ − q‖x‖| = 0.
3.1.4 Definition. Given a Banach space X, we define the Lc-structure BX as follows:
• The universe is BX = {x ∈ X| ‖x‖ ≤ 1}.
• dBX (x, y) = ‖x− y‖.
• ‖x‖BX = ‖x‖.
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• tBX (x) =
 2x if ‖x‖ ≤ 1/21‖x‖x if ‖x‖ > 1/2
• −BX (x) = −x.
• aBX (x, y) = 12 (x+ y).
• 0BX = 0.
It is easy to check that these definitions respect the moduli of uniform continuity prescribed by
the signature.
3.1.5 Remark. Each axiom in Banc is related to the basic properties of Banach spaces, interpreted
as Lc-structures as above. More specifically:
• Axiom V 1 is an associativity principle for the average function a.
• Axiom V 2 is the distributivity property of the doubling function t over the average function
a, when restricted to the open ball of radius 1/2.
• Axiom V 3 says that the average function a satisfies a(x, x) = x for every x.
• Axiom D1 gives a relationship between the average function and the doubling function, which
can be expressed as t
(
1
2x
)
= x.
• Axiom D2, when combined with axiom N3, says that the doubling function assigns the same
value to an element with norm greater than 1/2 as to any of its multiples that have norm
greater than 1/2.
• Axiom N1 gives the connection between the metric and the norm.
• Axiom N2 is a triangle inequality for the norm.
• Axiom N3 says that the norm is homogeneous.
3.1.6 Proposition. If X is a Banach space, then BX |= Banc
Proof. Axioms V 1, V 2 and V 3 follow directly from the vector space properties of X. Axioms D1
and D2 are satisfied because of the definition of aBX and tBX . Axiom N1 is a rephrasing of the
definition of dBX with respect to the norm. Axioms N2 and N3 follow from the properties of a
norm.
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3.2 Properties of models of Banc
In this section we look at the general properties of models of Banc. The aim is to develop technical
properties of models of Banc sufficient to prove (in Section 3.3) that every model of Banc is iso-
morphic to one coming from the unit ball of a Banach space as described in Definition 3.1.4. This
requires using a and t to define arbitrary absolutely convex combinations of elements in a modelM
of Banc, and proving properties of these operations sufficient to show that they come from a vector
space structure on a set in which M is contained.
3.2.1 Lemma. If q, r ∈ [−1, 1] are dyadic fractions satisfying |q|+ |r| ≤ 1, then for every x, y ∈M
we have ‖aM (qx, ry) ‖M ≤ 12
Proof.
‖aM (qx, ry) ‖M ≤ 1
2
(‖qx‖M + ‖ry‖M) (N2)
≤ 1
2
(|q|‖x‖M + |r|‖y‖M) (N3)
≤ 1
2
(|q|+ |r|) ≤ 1
2
3.2.2 Definition. For dyadic fractions q, r ∈ [−1, 1] with |q|+ |r| ≤ 1, define
qx+ ry = t(a(qx, ry))
3.2.3 Remark. Since −1x = −M(x), we will denote −M(x) by −x.
3.2.4 Lemma.
1. aM(0M, 0M) = 0M.
2. tM(0M) = 0M.
3. ‖0M‖M = 0.
Proof. 1. This is a direct application of axiom V 3 and the fact that d is a metric:
d(aM(0M, 0M), 0M) = 0, therefore aM(0M, 0M) = 0M.
2. This is an application of axiom D1, together with the previous result: d(0M, tM(0M)) =
d(0M, tM(aM(0M, 0M))) = 0.
47
3. Apply axiom N3 with q = 0 and any x ∈M . Then qx = 0M. Therefore, ‖0M‖M = 0‖x‖M =
0.
3.2.5 Lemma. aM(x, y) = aM(y, x) for all x, y ∈M .
Proof.
aM(x, y) = aM
(
aM(x, x), aM(y, y)
)
(V 3)
= aM
(
aM(y, x), aM(y, x)
)
(V 1)
= aM(y, x). (V 3)
3.2.6 Lemma (Commutativity). If x, y ∈ M and q, r ∈ [−1, 1] are dyadic fractions satisfying
|q|+ |r| ≤ 1, then
qx+ ry = ry + qx.
Proof. This is a direct consequence of Lemma 3.2.5.
3.2.7 Lemma (Distributivity over scalar addition). For every x ∈ M and dyadic fractions q, r ∈
[−1, 1] with |q|+ |r| ≤ 1,
(q + r)x = qx+ rx
Proof. We first prove the result for q = 2k+12m ≥ 0 and r = 2l+12n ≥ 0. We may assume m ≥ n without
loss of generality, by Lemma 3.2.6. We proceed by induction on m:
If m = 0, then q = 0 or q = 1. In the latter case r = 0 and (1 + 0)x = 1x = x+ 0M = 1x+ 0x.
In the former case, regardless of the value of r we have (0 + r)x = rx = 0M + rx = 0x+ rx.
Assume the result is true for all r when q = i2m , for any 0 ≤ i ≤ 2m. Now let q = 2k+12m+1 . We
proceed now by induction on n: if n = 0, then the result is true by a similar argument as the one
given above. Assume the result is true when r = j2n for any 0 ≤ j ≤ 2n, and let r = 2l+12n+1 .
Assume m = n. Then,
qx+ rx = tM
(
aM
(
aM
(
k
2m
x,
k + 1
2m
x
)
, aM
(
l
2m
x,
l + 1
2m
x
)))
(Definitions 3.1.2 and 3.2.2)
= tM
(
aM
(
aM
(
k + 1
2m
x,
k
2m
x
)
, aM
(
l
2m
x,
l + 1
2m
x
)))
(Lemma 3.2.5)
= tM
(
aM
(
aM
(
l
2m
x,
k + 1
2m
x
)
, aM
(
l + 1
2m
x,
k
2m
x
)))
(V 1)
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Note that we have
∥∥aM ( l+12m x, k2mx)∥∥M ≤ l+1+k2m+1 ‖x‖M ≤ 12 by axioms N2 and N3. Similarly,∥∥aM ( l2mx, k+12m x)∥∥M ≤ 12 . So
qx+ rx = aM
(
tM
(
aM
(
l
2m
x,
k + 1
2m
x
))
, tM
(
aM
(
l + 1
2m
x,
k
2m
x
)))
(V 2)
= aM
(
l
2m
x+
k + 1
2m
x,
l + 1
2m
x+
k
2m
x
)
(Definition 3.2.2)
= aM
(
k + l + 1
2m
x,
k + l + 1
2m
x
)
(Induction hypothesis)
=
k + l + 1
2m
x =
(
2k + 1
2m+1
+
2l + 1
2m+1
)
x = (q + r)x (V 3)
Suppose now that m > n. Then we can write r = 2m−nj/2m+1 with j = 2l+ 1. Note that since
k
2m ,
k+1
2m < q and q + r ≤ 1, we have k2m + r ≤ 1 and k+12m + r ≤ 1. So
∥∥aM ( k2mx, rx)∥∥M ≤ 12 and∥∥aM (k+12m x, rx)∥∥M ≤ 12 by Lemma 3.2.1. Therefore,
(q + r)x =
2k + 1 + 2m−nj
2m+1
x =
2(k + 2m−n−1j) + 1
2m+1
x
= aM
(
k + 2m−n−1j
2m
x,
k + 2m−n−1j + 1
2m
x
)
(Definition 3.1.2)
= aM
(
k
2m
x+
2m−n−1j
2m
x,
k + 1
2m
x+
2m−n−1j
2m
x
)
(Induction hypothesis)
= aM
(
tM
(
aM
(
k
2m
x, rx
))
, tM
(
aM
(
k + 1
2m
x, rx
)))
(Definition 3.2.2)
= tM
(
aM
(
aM
(
k
2m
x, rx
)
, aM
(
k + 1
2m
x, rx
)))
(V 2)
= tM
(
aM
(
aM (rx, rx) , aM
(
k
2m
x,
k + 1
2m
x
)))
(V 1, Lemma 3.2.5)
= rx+
2k + 1
2m+1
x (V 3, Definitions 3.1.2, 3.2.2)
= qx+ rx (Lemma 3.2.6)
If q < 0 and r < 0, then |q + r| = |q|+ |r| and
(q + r)x = |q + r|(−x) = |q|(−x) + |r|(−x) = qx+ rx
If q ≥ 0 and −q ≤ r < 0, then
qx+ rx = (q + r + |r|)x+ rx = (q + r)x+ |r|x+ (−|r|)x = (q + r)x
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Finally, if q ≥ 0 and r < −q, then
(q + r)x = (|r|+ (−q))(−x) = |r|(−x) + (−q)(−x) = rx+ qx = qx+ rx.
The case when r ≥ 0 and q < 0 follows from the cases when q ≥ 0 and r < 0 above and
Lemma 3.2.6.
3.2.8 Lemma. tM
(
1
2x
)
= x for all x ∈M .
Proof. By Axiom D1 we have tM
(
1
2x
)
= tM
(
aM(0M, x)
)
= x.
3.2.9 Lemma. aM(x, y) = 12x+
1
2y for all x, y ∈M .
Proof.
1
2
x+
1
2
y = tM
(
aM
(
1
2
x,
1
2
y
))
(Definition 3.2.2)
= aM
(
tM
(
1
2
x
)
, tM
(
1
2
y
))
(N3, V 2)
= aM(x, y) (Lemma 3.2.8)
3.2.10 Lemma.
1. − (−x) = x for all x ∈M .
2. −0M = 0M.
Proof. 1. Let x ∈M . Then,
d (− (−x) , x) = 2 ∥∥aM (− (−x) ,−x)∥∥M (N1)
= 2
∥∥aM (−x,− (−x))∥∥M (Lemma 3.2.5)
= d (−x,−x) (N1)
= 0.
2. Using the previous result, we have
d(0M,−0M) = 2‖aM(0M,−(−0M))‖M (N1)
= 2‖aM(0M, 0M)‖M (Previous result)
= 2‖0M‖M = 0. (Lemma 3.2.4)
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3.2.11 Lemma. ‖x‖M = d(x, 0M) for every x ∈M .
Proof.
d
(
x, 0M
)
= 2
∥∥aM (x,−0M)∥∥M (N1)
= 2
∥∥aM(x, 0M)∥∥M (Lemma 3.2.10)
= 2
∥∥aM(0M, x)∥∥M (Lemma 3.2.5)
= 2
∥∥∥∥12x
∥∥∥∥M = ‖x‖M (Definition 3.1.2, N3)
3.2.12 Lemma. ‖ − x‖M = ‖x‖M for every x ∈M .
Proof.
‖−x‖M = ∥∥aM (−x,−x)∥∥M (V 3)
=
1
2
d (−x, x) (N1)
=
1
2
d (x,−x)
=
∥∥aM (x,− (−x))∥∥M (N1)
=
∥∥aM(x, x)∥∥M = ‖x‖M . (Lemma 3.2.10, V 3)
3.2.13 Remark. Let x ∈ M . It is clear by axiom N3 and Lemma 3.2.12 that for every dyadic
fraction q ∈ [−1, 1] we have ‖qx‖ = |q|‖x‖.
3.2.14 Lemma. For every x, y ∈M we have aM(x, y) = 0M if and only if y = −x.
Proof. (⇒) Assume aM(x, y) = 0M. Then
d (y,−x) = 2 ∥∥aM (y,− (−x))∥∥M (N1)
= 2
∥∥aM(y, x)∥∥M (Lemma 3.2.10)
= 2
∥∥aM(x, y)∥∥M (Lemma 3.2.5)
= 2
∥∥0M∥∥M = 0 (Lemma 3.2.4)
(⇐) Apply Lemma 3.2.11 to aM(x,−x), then axiom N1 with y = x.
d
(
aM (x,−x) , 0M) = ∥∥aM (x,−x)∥∥M = 1
2
d(x, x) = 0.
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Since d is a metric, this proves that aM (x,−x) = 0M
3.2.15 Corollary. − (aM(x, y)) = aM (−x,−y) for all x, y ∈M .
Proof. Axiom V 1 implies
aM
(
aM (−x,−y) , aM(x, y)) = aM (aM (x,−x) , aM (y,−y))
= aM
(
0M, 0M
)
= 0M. (Lemma 3.2.4)
By Lemma 3.2.14, this proves that − (aM(x, y)) = aM (−x,−y).
3.2.16 Lemma. qaM(x, y) = aM(qx, qy) for all x, y ∈M and all dyadic q ∈ [−1, 1].
Proof. We first prove by induction on n ≥ 0 that qaM(x, y) = aM(qx, qy) for q = m2n with 0 ≤ q ≤ 1:
If n = 0, then q = 0 or q = 1. In the former case we have aM(0x, 0y) = aM
(
0M, 0M
)
= 0M =
0aM(x, y). The latter case is obvious.
Assuming the result is true for m2n for all 0 ≤ m ≤ 2n, we prove it for q = 2k+12n+1 . Then
qaM(x, y) = aM
(
k
2n
(
aM(x, y)
)
,
k + 1
2n
(
aM(x, y)
))
(Definition 3.1.2)
= aM
(
aM
(
k
2n
x,
k
2n
y
)
, aM
(
k + 1
2n
x,
k + 1
2n
y
))
(Induction hypothesis)
= aM
(
aM
(
k + 1
2n
x,
k
2n
x
)
, aM
(
k + 1
2n
y,
k
2n
y
))
(V 1)
= aM
(
2k + 1
2n+1
x,
2k + 1
2n+1
y
)
= aM(qx, qy) (Definition 3.1.2)
For the case −1 ≤ q < 0,
qaM(x, y) = |q|(−aM(x, y))
= |q|aM (−x,−y) (Corollary 3.2.15)
= aM (|q|(−x), |q|(−y))
= aM(qx, qy).
3.2.17 Corollary. −(qx) = (−q)x for all x ∈M and all dyadic q ∈ [−1, 1].
Proof. By Lemma 3.2.14 it suffices to prove that aM(qx, (−q)x) = 0M. By Lemmas 3.2.5 and 3.2.16
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we have
aM(qx, (−q)x) = aM(|q|x, (−|q|)x) = aM(|q|x, |q|(−x)) = |q|aM(x,−x) = 0.
3.2.18 Lemma. If q, r ∈ [−1, 1] are dyadic fractions, then for any x ∈M we have
d(qx, rx) ≤ |q − r|
Proof. Note that if q, r ∈ [−1, 1], then ∣∣ q2 ∣∣ + ∣∣− r2 ∣∣ ≤ 1, so the convex combination q2x + −r2 x is
defined. We have
d(qx, rx) = 2‖aM(qx,−rx)‖M = 2
∥∥∥∥q2x+ −r2 x
∥∥∥∥M (N1, Lemma 3.2.9)
= 2
∥∥∥(q
2
− r
2
)
x
∥∥∥M = |q − r|‖x‖M ≤ |q − r|. (Lemma 3.2.7,N3)
The previous Lemma implies that if (qn | n ≥ 1) is a convergent sequence of dyadic fractions
and x ∈M , then (qnx | n ≥ 1) is a Cauchy sequence in M , and therefore convergent. Furthermore,
if (qn | n ≥ 1) and (q′n | n ≥ 1) converge to the same number, then (qnx | n ≥ 1) and (q′nx | n ≥ 1)
converge to the same point in M . Therefore, the following definition makes sense:
3.2.19 Definition. For every α ∈ [−1, 1] and x ∈ M let αx = limn→∞ qnx where (qn | n ≥ 1) is
any sequence of dyadic fractions such that limn→∞ qn = α.
3.2.20 Remark. For α ∈ [−1, 1] nondyadic, let (qn | n ≥ 1) be a sequence of dyadic fractions that
converges to α such that for every n ≥ 1 and every k, l > n we have |qk − ql| ≤ 2−n. Add a new
unary function symbol fα to Lc, with modulus of uniform continuity ∆fα(ε) = ε/α. Add to Banc
the Lc(fα)-conditions
sup
x
sup
y
|d(fα(x), y)− d(qn+1x, y)| ≤ 2−n
for each n ≥ 1. The resulting theory is an extension by definitions of Banc. (See [8, Section 9].)
Let Ban′c be the theory resulting from performing the extension by definitions above for each
α ∈ [−1, 1] that is not a dyadic fraction. Let L′c be the corresponding expansion of Lc.
Suppose M |= Banc, and M′ |= Ban′c is an expansion of M. Let α ∈ [−1, 1] be nondyadic,
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x ∈M and αx be as in Definition 3.2.19. Then for every n ≥ 1
d(fM
′
α (x), αx) = d(f
M′
α (x), αx)− d(qn+1x, αx) + d(qn+1x, αx)
≤ 2−n + d(qn+1x, αx).
Taking the limit as n→∞, we get that fM′α = αx. Therefore, we can view the multiplication by α
for any nondyadic α ∈ [−1, 1] as a unary function in an extension by definitions of Banc.
3.2.21 Remark. By Remark 3.2.13 and the continuity of the map ‖ · ‖M, for every x ∈ M and
every α ∈ [−1, 1] we have ‖αx‖M = |α|‖x‖M.
3.2.22 Lemma. For any α ∈ [−1, 1] we have α0M = 0M.
Proof. Apply Remark 3.2.21 with x = 0M to obtain ‖α0M‖ = 0. Then, Lemma 3.2.11 gives
d(α0M, 0M) = 0. Since d is a metric, it follows that α0M = 0M.
3.2.23 Definition. For any α, β ∈ [−1, 1] with |α|+ |β| ≤ 1 and x, y ∈M , let
αx+ βy = tM(aM(αx, βy)).
It is easy to see that a simple argument of continuity will prove that the results in Lemma 3.2.6
and Lemma 3.2.7, as well as Lemma 3.2.18 above are also true for arbitrary convex combinations
and scalar multiplication.
3.2.24 Lemma. If x ∈M is such that ‖x‖M ≤ 12 , then −
(
tM(x)
)
= tM (−x).
Proof. Suppose ‖x‖M < 12 . Then, by Lemma 3.2.12 we have ‖ − x‖M < 12 , so axiom V 2 implies
aM
(
tM(x), tM (−x)) = tM (aM (x,−x))
= tM
(
0M
)
= 0M (Lemma 3.2.4)
By Lemma 3.2.14, this proves that − (tM(x)) = tM (−x).
In the case where ‖x‖M = 12 , let qn = (2n − 1)/2n for n ≥ 1. Then, by Lemma 3.2.18, the
sequence (qnx | n ≥ 1) converges to x. Since the maps tM and −M are continuous, the sequences
− (tM(qnx)) and tM (−qnx) converge to − (tM(x)) and tM (x), respectively. Since qn < 1 for
every n ≥ 1, axiom N3 implies that ‖qnx‖M < 12 . Therefore, by the previous case we have
− (tM(qnx)) = tM (−qnx). Hence − (tM(x)) = tM (−x).
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3.2.25 Lemma. tM(aM(x, y)) = aM(tM(x), tM(y)) for every x, y ∈ M with ‖x‖M ≤ 12 and
‖y‖M ≤ 12 .
Proof. Let qn = (2n − 1)/2n for n ≥ 1. Then, by Lemma 3.2.18, the sequences (qnx | n ≥ 1)
and (qny | n ≥ 1) converge to x and y, respectively. Since the maps aM and tM are continu-
ous, the sequences tM(aM(qnx, qny)) and aM(tM(qnx), tM(qny)) converge to tM(aM(x, y)) and
aM(tM(x), tM(y)), respectively. Moreover, since qn < 1 for every n ≥ 1, we have that ‖qnx‖ < 12
and ‖qny‖ < 12 . Therefore, axiom V 2 implies that tM(aM(qnx, qny)) = aM(tM(qnx), tM(qny)) for
every n ≥ 1. Hence tM(aM(x, y)) = aM(tM(x), tM(y)).
3.2.26 Lemma. If α ∈ [−1, 1] and x ∈M with ‖x‖M ≤ 12 , then tM(αx) = αtM(x).
Proof. We first prove the result for α = m2n with 0 ≤ m ≤ 2n for all n ≥ 0 by induction. If n = 0, then
α = 0 or α = 1. In the former case, by Lemma 3.2.4 we have tM(0x) = tM(0M) = 0M = 0tM(x).
In the case α = 1 the result is trivial. Assume the result is true for all m2n with 0 ≤ m ≤ 2n, and let
α = 2k+12n+1 < 1. Then the assumption ‖x‖M ≤ 12 implies that
∥∥ k
2nx
∥∥M < 12 and ∥∥k+12n x∥∥M ≤ 12 by
axiom N3, since k2n < 1 and
k+1
2n ≤ 1. Therefore,
tM(αx) = tM
(
aM
(
k
2n
x,
k + 1
2n
x
))
(Definition 3.1.2)
= aM
(
tM
(
k
2n
x
)
, tM
(
k + 1
2n
x
))
(Lemma 3.2.25)
= aM
(
k
2n
tM(x),
k + 1
2n
tM(x)
)
= αtM(x) (Induction hypothesis)
If −1 ≤ α < 0 is a dyadic fraction, then
tM(αx) = tM (|α| (−x)) = |α|tM (−x)
= |α| (−tM(x)) (Corollary 3.2.24)
= αtM(x)
Suppose now that α ∈ [−1, 1] is arbitrary. Let (αn | n ≥ 1) be a sequence of dyadic fractions
converging to α. Then tM(αnx) = αntM(x) for each n ≥ 1 by the previous cases. By continuity of
tM, it follows that tM(αx) = αtM(x).
3.2.27 Corollary. If x ∈M is such that ‖x‖M ≤ 12 , then 12 tM(x) = x.
Proof. If ‖x‖ ≤ 12 , then by Lemma 3.2.26 and Lemma 3.2.8 we have 12 tM(x) = tM
(
1
2x
)
= x.
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3.2.28 Corollary. ‖t(x)‖M = 2‖x‖ for all x ∈M with ‖x‖M ≤ 12 .
Proof. This is a direct consequence of Corollary 3.2.27 and axiom N3.
3.2.29 Lemma. For every x ∈M and every α ∈ [−1, 1] we have α2 x = 12 (αx)
Proof. We first prove the result for 0 ≤ α = m2n ≤ 1 by induction on n ≥ 0. When n = 0, then α = 0
or α = 1. In either case the result is obvious. Assume the result is true for m2n for all 0 ≤ m ≤ 2n,
and let α = 2k+12n+1 . Then
α
2 =
2k+1
2n+2 and
1
2
(αx) = aM
(
0M, aM
(
k
2n
x,
k + 1
2n
))
(Definition 3.1.2)
= aM
(
a
(
0M, 0M
)
, aM
(
k
2n
x,
k + 1
2n
))
(Lemma 3.2.4)
= aM
(
a
(
0M,
k
2n
x
)
, aM
(
0M,
k + 1
2n
))
(V 1, Lemma 3.2.5)
= aM
(
1
2
(
k
2n
x
)
,
1
2
(
k + 1
2n
x
))
(Definition 3.1.2)
= aM
(
k
2n+1
x,
k + 1
2n+1
x
)
=
α
2
x (Induction hypothesis, Definition 3.1.2)
If α < 0 is a dyadic fraction, then
α
2
x =
∣∣∣α
2
∣∣∣ (−x) = 1
2
(|α| (−x)) = 1
2
(αx).
Suppose now that α ∈ [−1, 1] is arbitrary. Let (αn | n ≥ 1) be a sequence of dyadic fractions
converging to α. Then αn2 x =
1
2 (αnx) for each n ≥ 1 by the previous cases. By Definition 3.2.19,
the sequence
(
αn
2 x | n ≥ 1
)
converges to α2 x, and the sequence
(
1
2 (αnx) | n ≥ 1
)
converges to 12 (αx)
by continuity of the multiplication by 12 . Therefore,
α
2 x =
1
2 (αx).
3.2.30 Lemma (Associativity of scalar multiplication). For all x ∈ M and all α, β ∈ [−1, 1] we
have (αβ)x = α(βx)
Proof. First we prove this for dyadic fractions 0 ≤ α, β ≤ 1 with α = k2n and β = m2n , by induction
on n ≥ 0. The cases when n = 0 are trivial, since this implies that α and β must each be 0 or 1.
Suppose the result is true for n, and let α = k2n+1 and β =
m
2n+1 . This is a new case only if at least
one of k or m is odd.
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Assume then that k = 2i+ 1 and m = 2j. Then,
α(βx) = aM
(
i
2n
(
j
2n
x
)
,
i+ 1
2n
(
j
2n
x
))
= aM
(
ij
22n
x,
(i+ 1)j
22n
x
)
=
1
2
(
ij
22n
x+
(i+ 1)j
22n
x
)
(Lemma 3.2.9)
=
1
2
(
(2i+ 1)j
22n
x
)
(Lemma 3.2.7)
=
(2i+ 1)j
22n+1
x (Lemma 3.2.29)
= (αβ)x
If k = 2i and m = 2j + 1, then
α(βx) =
i
2n
(
aM
(
j
2n
x,
j + 1
2n
x
))
=
i
2n
(
1
2
(
j
2n
x+
j + 1
2n
x
))
(Lemma 3.2.9)
=
i
2n
(
1
2
(
2j + 1
2n
x
))
(Lemma 3.2.7)
=
i
2n+1
(
2j + 1
2n
x
)
(Induction Hypothesis)
=
1
2
(
i
2n
(
2j + 1
2n
x
))
(Lemma 3.2.29)
=
1
2
(
i(2j + 1)
22n
x
)
(Induction Hypothesis)
=
i(2j + 1)
22n+1
x = (αβ)x (Lemma 3.2.29)
If k = 2i+ 1 and m = 2j + 1, then
α(βx) = aM
(
i
2n
(βx),
i+ 1
2n
(βx)
)
= aM
((
i
2n
β
)
x,
(
i+ 1
2n
β
)
x
)
(by the previous case)
=
1
2
((
i
2n
β
)
x+
(
i+ 1
2n
β
)
x
)
(Lemma 3.2.9)
=
1
2
((
2i+ 1
2n
β
)
x
)
(Lemma 3.2.7)
= (αβ)x (Lemma 3.2.29)
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If α < 0 and β < 0 are dyadic fractions, then
α(βx) = |α| (− (|β| − (x))) = |α| (|β| (− (−(x)))) = |αβ|x = (αβ)x
If α < 0 and β ≥ 0 are dyadic fractions, then
α(βx) = |α| (−(βx)) = |α| (r (−x)) = (|α|β) (−x) = (αβ)x
Finally, if α ≥ 0 and β < 0 are dyadic fractions, then
α(βx) = α (|β| (−x)) = (α|β|) (−x) = (αβ)x.
Suppose now that α, β ∈ [−1, 1] are arbitrary. Let (αi | i ≥ 1) and (βj | j ≥ 1) be sequences of
dyadic fractions converging to α and β, respectively. By the previous cases we have that αi(βjx) =
(αiβj)x for every i, j ≥ 1. Taking limits on both sides, we get α(βx) = (αβ)x by Lemma 3.2.18 and
Definition 3.2.19.
In light of this Lemma, we may write αβx without specifying the order of the operations.
3.2.31 Lemma (Distributivity over convex combinations). If x, y ∈M and α, β, γ ∈ [−1, 1] satisfy
|α|+ |β| ≤ 1, then
γ(αx+ βy) = γαx+ γβy
Proof. First assume that α, β and γ are dyadic fractions. By Lemma 3.2.1 ‖aM(αx, βy)‖M ≤ 12 , so
γ(αx+ βy) = tM
(
γaM(αx, βy)
)
(Lemma 3.2.26)
= tM
(
aM(γαx, γβy)
)
(Lemma 3.2.16)
= γαx+ γβy. (Definition 3.2.2)
For the general case, let (αi | i ≥ 1), (βj | j ≥ 1) and (γk | k ≥ 1) be sequences of dyadic fractions
converging to α, β and γ, respectively. The previous case shows that γk(αix+βjy) = γkαix+γkβjy
for every i, j, k ≥ 1. Taking limits on both sides we get γ(αx+ βy) = γαx+ γβy by Lemma 3.2.18
and Definition 3.2.19.
Given x, y, z ∈ M and α, β, γ ∈ [−1, 1] with |α| + |β| + |γ| ≤ 1, there are two natural ways to
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interpret the expression αx+ βy + γz as a convex combination of two elements, namely
(|α|+ |β|)
(
α
|α|+ |β|x+
β
|α|+ |β|y
)
+ γz, and
αx+ (|β|+ |γ|)
(
β
|β|+ |γ|y +
γ
|β|+ |γ|z
)
.
Note that both of these expressions depend on Definitions 3.2.19 and 3.2.23, since even when α,
β and γ are dyadic fractions, the coefficients above might not be. The following result shows that
these two expressions agree.
3.2.32 Lemma (Associativity of convex combinations). If x, y, z ∈ M and α, β, γ ∈ [−1, 1] are
such that |α|+ |β|+ |γ| ≤ 1, then
(|α|+ |β|)
(
α
|α|+ |β|x+
β
|α|+ |β|y
)
+ γz
= αx+ (|β|+ |γ|)
(
β
|β|+ |γ|y +
γ
|β|+ |γ|z
)
Proof. Note that if α = 0 and β = 0 or if β = 0 and γ = 0, then a denominator is zero. However, in
either one of these cases it is obviously true that (αx+βy)+γz = αx+(βy+γz) (and both expressions
are defined), because αx+ βy = αx and βy + γz = γz. Assume first that ‖x‖M, ‖y‖M, ‖z‖M ≤ 12 .
Let δ = |α|+ |β| and ε = |β|+ |γ|. Then
δ
(
α
δ
x+
β
δ
y
)
+ γz = tM
(
aM
(
δ
(
α
δ
x+
β
δ
y
)
, γz
))
= tM
(
aM (αx+ βy, γz)
)
(Lemma 3.2.31)
= tM
(
aM
(
tM
(
aM (αx, βy)
)
,
1
2
tM(γz)
))
(Cor. 3.2.27)
= tM
(
aM
(
aM
(
tM(αx), tM(βy)
)
, aM
(
0, tM(γz)
)))
(Lemma 3.2.25)
= tM
(
aM
(
aM
(
0, tM(αx)
)
, aM
(
tM(γz), , tM(βy)
)))
(V 1)
= tM
(
aM
(
αx, tM
(
aM(γz, βy)
)))
(Cor. 3.2.27, (Lemma 3.2.25)
= tM
(
aM (αx, βy + γz)
)
(Lemma 3.2.6)
= tM
(
aM
(
αx, ε
(
β
ε
y +
γ
ε
z
)))
(Lemma 3.2.31)
= αx+ ε
(
β
ε
y +
γ
ε
z
)
Now, for the general case, note that ‖ 12x‖ ≤ 12 , ‖ 12y‖ ≤ 12 and ‖ 12z‖ ≤ 12 . We apply Lemma 3.2.8
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and the previous case.
δ
(
α
δ
x+
β
δ
y
)
+ γz = tM
(
1
2
(
δ
(
α
δ
x+
β
δ
y
)
+ γz
))
= tM
(
δ
(
α
δ
(
1
2
x
)
+
β
δ
(
1
2
y
))
+ γ
(
1
2
z
))
= tM
(
α
(
1
2
x
)
+ ε
(
β
ε
(
1
2
y
)
+
γ
ε
(
1
2
z
)))
= tM
(
1
2
(
αx+ ε
(
β
ε
y +
γ
ε
z
)))
= αx+ ε
(
β
ε
y +
γ
ε
z
)
.
As a consequence of this Lemma, we can define arbitrary convex combinations. That is, we may
write
∑
i≤n αixi for any α1, . . . , αn ∈ [−1, 1] with
∑
i≤n |αi| ≤ 1.
We now prove that ‖ · ‖M has the properties of a norm in M . Lemma 3.2.11 and the fact
that d is a metric imply that ‖x‖M = 0 if and only if x = 0M. The homogeneity with respect to
multiplication by a scalar in [−1, 1] follows from Remark 3.2.13 and Lemma 3.2.18.
3.2.33 Lemma (Triangle inequality). If α, β ∈ [−1, 1] are such that |α| + |β| ≤ 1, then for all
x, y ∈M ,
‖αx+ βy‖M ≤ |α|‖x‖M + |β|‖y‖M.
Proof. We first prove by induction on n ≥ 0 that for all 0 ≤ l,m ≤ 2n,
∥∥∥∥ l2nx+ m2n y
∥∥∥∥M ≤ l2n ‖x‖M + m2n ‖y‖M.
If n = 0, then l = m = 0; or l = 1 and m = 0; or l = 0 and m = 1. In each case the result is trivial.
Assume that the result is true for all 0 ≤ l,m ≤ 2n, and let q = l2n+1 and r = m2n+1 . This is a new
case only if at least one of l and m is odd.
Assume l = 2j + 1 and m = 2k + 1. Then q + r ≤ 1 implies that j+k+12n ≤ 1 and therefore, by
induction hypothesis
∥∥∥∥j + 12n x+ k2n y
∥∥∥∥M ≤ j + 12n ‖x‖M + k2n ‖y‖M∥∥∥∥ j2nx+ k + 12n y
∥∥∥∥M ≤ j2n ‖x‖M + k + 12n ‖y‖M.
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Then,
‖qx+ ry‖M =
∥∥∥∥12
(
j
2n
x+
k + 1
2n
y
)
+
1
2
(
j + 1
2n
x+
k
2n
y
)∥∥∥∥M (Lemmas 3.2.6, 3.2.30, 3.2.32)
≤ 1
2
(∥∥∥∥ j2nx+ k + 12n y
∥∥∥∥M + ∥∥∥∥j + 12n x+ k2n y
∥∥∥∥M
)
(N2)
≤ 1
2
(
j
2n
‖x‖M + k + 1
2n
‖y‖M + j + 1
2n
‖x‖M + k
2n
‖y‖M
)
(Induction hypothesis)
≤ q‖x‖M + r‖y‖M
Suppose now that m = 2j and l = 2m+ 1. Then the assumption q + r ≤ 1 implies j + k < 2n,
therefore j+k2n < 1 and
j+k+1
2n ≤ 1. Therefore, by induction hypothesis
∥∥∥∥ j2nx+ k2n y
∥∥∥∥M ≤ j2n ‖x‖M + k2n ‖y‖M∥∥∥∥ j2nx+ k + 12n y
∥∥∥∥M ≤ j2n ‖x‖M + k + 12n ‖y‖M.
Then,
‖qx+ ry‖M =
∥∥∥∥12
(
j
2n
x+
k
2n
y
)
+
1
2
(
j
2n
x+
k + 1
2n
y
)∥∥∥∥M (Lemmas 3.2.6, 3.2.30, 3.2.32)
≤ 1
2
(∥∥∥∥ j2nx+ k2n y
∥∥∥∥M + ∥∥∥∥ j2nx+ k + 12n y
∥∥∥∥M
)
(N2)
≤ 1
2
(
j
2n
‖x‖M + k
2n
‖y‖M + j
2n
‖x‖M + k + 1
2n
‖y‖M
)
(Induction hypothesis)
≤ q‖x‖M + r‖y‖M
The case when m is odd and l is even follows from the previous one by Lemma 3.2.6.
When q < 0 or r < 0 (or both), the result follows from the previous cases and Lemma 3.2.12.
Finally, if α, β ∈ [−1, 1] are any real numbers with |α| + |β| ≤ 1, then the result follows from
continuity: If (αn | n ≥ 1) is a sequence of dyadics converging to α and (βn | n ≥ 1) is a se-
quence of dyadics converging to β, then
(‖αnx+ βny‖M | n ≥ 1) converges to ‖αx + βy‖M and(|αn|‖x‖M + |βn|‖y‖M | n ≥ 1) converges to |α|‖x‖M + |β|‖y‖M.
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3.3 Banach spaces and models of Banc
Given a Banach space X, Proposition 3.1.6 shows that the unit ball of X gives rise to a model of
Banc in a natural way. In this section we prove a converse to that result, with two components: first,
every model of Banc arises in this way, and second, the correspondence between X and its associated
unit-ball model of Banc is bijective (up to isomorphism). Section 3.2 contains the technical tools we
need to accomplish this.
3.3.1 Proposition. For every M |= Banc there exists a Banach space X(M) such that BX(M) is
isomorphic to M.
Proof. We will construct X(M) as the direct limit of a direct system of structures.
Construction of the system {{Mi | i ≥ 1}, {fi,j | 1 ≤ i ≤ j}}.
For i ≥ 0, let Mi be the structure consisting of:
• The set Mi = M (the same underlying set as the Lc-structure M);
• the operations αx + βy where α, β ∈ [−1, 1] are such that |α| + |β| ≤ 1 and x, y ∈ M , as in
Definition 3.2.2 and Definition 3.2.19;
• the map Ni : M → R+ defined by Ni(x) = 2i‖x‖M;
• the function tMi : {x ∈Mi | Ni(x) ≤ 2i−1} →Mi defined by tMi(x) = tM(x);
• the distinguished element 0Mi = 0M.
Note that the convex combination operations contained in these structures include the average of x
and y ( 12x +
1
2y), the average of x and −y ( 12x − 12y) and the operation −x, as well as the scalar
multiplication αx for all α ∈ [−1, 1]. Note also that the structures Mi are not Lc-structures, but
we can define dMi(x, y) = 2Ni
(
1
2x− 12y
)
, by analogy with the relationship between ‖·‖M and dM.
Then dMi(x, y) = 2i dM(x, y) so dMi is a metric on Mi.
For i ≤ j, define the map fi,j : Mi →Mj by
fi,j(x) =
(
1
2
)j−i
x.
Note that, in particular, fi,i+1(x) = 12x.
{{Mi | i ≥ 1}, {fi,j | 1 ≤ i ≤ j}} is a direct system.
62
fi,i+1 is an embedding for every i ≥ 1. Let x, y ∈Mi and α, β ∈ [−1, 1] be such that |α|+ |β| ≤ 1.
Then,
fi,i+1(αx+ βy) =
1
2
(αx+ βy) =
1
2
αx+
1
2
βy (Lemma 3.2.31)
= α
(
1
2
x
)
+ β
(
1
2
y
)
= αfi,i+1(x) + βfi,i+1(y). (Lemma 3.2.30)
By axiom N3 we have, for x ∈Mi,
Ni+1(fi,i+1(x)) = 2i+1
∥∥∥∥(12
)
x
∥∥∥∥M = 2i‖x‖M = Ni(x).
If x ∈ Mi is such that Ni(x) ≤ 2i−1, then Ni+1(fi,i+1(x)) = Ni(x) ≤ 2i−1. Therefore
tMi+1(fi,i+1(x)) is defined. By Lemma 3.2.26 we have
tMi+1(fi,i+1(x)) = tM
(
1
2
x
)
=
1
2
tM(x) = fi,i+1(tMi(x)).
Finally, we have that fi,i+1(0Mi) = 120
M = 0M = 0Mi+1 by Lemma 3.2.22.
For 1 ≤ i ≤ j ≤ k we have fi,k(x) = fj,k(fi,j(x)) for every x ∈Mi. This is a direct consequence
of Lemma 3.2.30.
This concludes the proof that {{Mi | i ≥ 1}, {fi,j | 1 ≤ i ≤ j}} is a direct system.
Definition of X(M).
Let X(M) be the direct limit of the system {{Mi | i ≥ 1}, {fi,j | 1 ≤ i ≤ j}}, and for each i ≥ 1
let fi : Mi → X(M) be the canonical embedding. Each operation on the structures Mi induces an
analogous operation on X(M). In particular, we will denote by ‖ · ‖X(M) the map induced by the
maps Ni. That is, ‖fi(x)‖X(M) = Ni(x). Also, we will denote by 0 the distinguished element of
X(M) induced by the distinguished elements 0Mi .
Normed vector space operations in X(M).
3.3.2 Claim. Let x ∈ M . Then for every i ≥ 1 we have that ‖x‖X(M) ≤ 2i if and only if there
exists x′ ∈Mi such that fi(x′) = x.
Let x ∈M , say x = fj(x′′) for some j ≥ 1 and x′′ ∈Mj . The right to left direction of the claim
is a direct consequence of the definition of ‖ · ‖X(M). Suppose that ‖x‖X(M) ≤ 2i. If j > i, then
take x′ = fi,j(x′′). On the other hand, if j < i, then ‖x′′‖M =
(
1
2
)i ‖x‖X(M) ≤ ( 12)i−j . Therefore,
x′′ is in the range of fj,i. Since fj,i is injective, there is a unique x′ such that fj,i(x′) = x′′. In either
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case we have fi(x′) = fj(x′′) = x as desired.
Note that if ‖x‖X(M) ≤ 2i−1 and x′ ∈ Mi is as in Claim 3.3.2 above, then Ni(x′) ≤ 2i−1.
Therefore, ‖x′‖M ≤ 1/2.
3.3.3 Definition (Vector addition in X(M)). Let x, y ∈ X(M). Let i ≥ 1 be such that
max(‖x‖X(M), ‖y‖X(M)) ≤ 2i−1. Let x′, y′ ∈ Mi be such that fi(x′) = x and fi(y′) = y, as
given by Claim 3.3.2. Then Ni
(
1
2x
′ + 12y
′) ≤ 2i−1. Define
x+ y = fi
(
tMi
(
1
2
x′ +
1
2
y′
))
Definition 3.3.3 does not depend on the choice of i. Suppose x, y ∈ M , i ≥ 1 and x′, y′ ∈ Mi
are as above, and j ≥ 1 is such that max(‖x‖X(M), ‖y‖X(M)) ≤ 2j−1. Let x′′, y′′ ∈Mi be such that
fj(x′′) = x and fj(y′′) = y, as given by Claim 3.3.2. We may assume, without loss of generality,
that j > i. Then, since fj(x′′) = fi(x′) and fj(y′′) = fi(x′), we must have that fi,j(x′) = x′′ and
fi,j(y′) = y′′. Therefore,
fj
(
tMj
(
1
2
x′′ +
1
2
y′′
))
= fj
(
tMj
(
1
2
fi,j(x′) +
1
2
fi,j(y′)
))
= fj
(
fi,j
(
tMi
(
1
2
x′ +
1
2
y′
)))
= fi
(
tMi
(
1
2
x′ +
1
2
y′
))
= x+ y.
3.3.4 Definition (Multiplication by a scalar in X(M)). Let x ∈ X(M) and α ∈ R. Let i ≥ 1 be
such that |α| ≤ 2i, ‖x‖X(M) ≤ 2i and |α| ‖x‖X(M) ≤ 2i. Let x′ ∈ Mi be such that fi(x′) = x, as
given by Claim 3.3.2. Note that we have α ‖x′‖M ≤ |α| ‖fi(x′)‖X(M) /2i ≤ 1. Therefore, for any
0 ≤ k ≤ i − 1, if (tMi)k is the iteration k times of the function tMi , then by Corollary 3.2.28 and
Remark 3.2.21 we have
Ni
((
tMi
)k ( α
2i
x′
))
= 2i
(
2k
|α|
2i
‖x′‖M
)
= 2k|α| ‖x′‖M ≤ 2k ≤ 2i−1.
Hence,
(
tMi
)i ( α
2ix
′) is defined in Mi. Define
αx = fi
((
tMi
)i ( α
2i
x′
))
Note that if α < 1, then αfi(x) = fi(αx).
Definition 3.3.4 does not depend on the choice of i. Suppose x ∈ M , α ∈ R, i ≥ 1 and x′ ∈ Mi
are as above. Let j ≥ 1 be such that max
(
|α|, ‖x‖X(M) , |α| ‖x‖X(M)
)
≤ 2j . Then Claim 3.3.2
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gives x′′ ∈ Mj such that fj(x′′) = x. Without loss of generality, we may assume that i ≤ j. Then
we must have fi,j(x′) = x′′. Since |α|/2j <≤ 1, by Lemma 3.2.30 we have
α
2j
x′′ =
1
2j−i
( α
2i
x′′
)
.
Therefore, by Lemma 3.2.8 we have
fj
((
tMj
)j ( α
2j
x′′
))
= fj
((
tMj
)j ( α
2j
fi,j(x′)
))
= fj
((
tMj
)i ( α
2i
fi,j(x′)
))
= fj
(
fi,j
(
tMi
)i ( α
2i
x′
))
= fi
((
tMi
)i ( α
2i
x′
))
= αx
X(M) with the above operations is a normed vector space.
Commutativity of vector addition: follows directly from Lemma 3.2.5.
Distributivity over scalar addition: Let x ∈ X(M) and α, β ∈ R. Choose i ≥ 1 such that
max(|α|, |β|) ≤ 2i, ‖x‖X(M) ≤ 2i and |α+ β|‖x‖X(M) ≤ 2i, while max(|α|‖x‖X(M), |β|‖x‖X(M)) ≤
2i−1. Let x′ ∈Mi be such that fi(x′) = x. Then, by Lemma 3.2.7, we have
(α+ β)x = fi
((
tMi
)i(α+ β
2i
x′
))
= fi
((
tM
)i(α+ β
2i
x′
))
= fi
((
tM
)i( α
2i
x′ +
β
2i
x′
))
= fi
(
tM
(
1
2
(
tM
)i ( α
2i
x′
)
+
1
2
(
tM
)i( β
2i
x′
)))
Note that max
(∥∥(α/2i)x′∥∥M ,∥∥(β/2i)x′∥∥M) ≤ 1/2i+1. Therefore, for every 1 ≤ k ≤ i we have∥∥(tM)k((α/2i)x)∥∥M ≤ 1/2 by Corollary 3.2.28. So Lemma 3.2.8, Lemma 3.2.31 and successive
applications of axiom V 2 give
(
tM
)i( α
2i
x′ +
β
2i
x′
)
=
(
tM
)i+1(1
2
(
α
2i
x′ +
β
2i
x′
))
=
(
tM
)i+1( α
2i+1
x′ +
β
2i+1
x′
)
= tM
(
1
2
(
tM
)i ( α
2i
x′
)
+
1
2
(
tM
)i( β
2i
x′
))
.
Therefore,
(α+ β)x = fi
(
tM
(
1
2
(
tM
)i ( α
2i
x′
)
+
1
2
(
tM
)i( β
2i
x′
)))
= αx+ βx.
Associativity of scalar multiplication: Let x ∈ X(M) and α, β ∈ R. Then for large enough
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i = m+ n with |α/2m| ≤ 1 and |β/2n| ≤ 1 there exists x′ ∈Mi such that fi(x′) = x. Then
(αβ)x = fi
((
tM
)i(αβ
2i
x′
))
= fi
((
tM
)i( α
2m
(
β
2n
x′
)))
(Lemma 3.2.30)
= fi
((
tM
)m( α
2m
((
tM
)n( β
2n
x′
))))
(Lemma 3.2.26)
= fi
((
tM
)i( 1
2n
(
α
2m
((
tM
)i( 1
2m
(
β
2n
x′
))))))
(D1)
= fi
((
tM
)i( α
2i
((
tM
)i(( β
2i
x′
)))))
(Lemma 3.2.29)
= α(βx)
Distributivity over vector addition: Let x, y ∈ X(M) and α ∈ R. Then let i ≥ 1 be such
that ‖x‖X(M) ≤ 2i, ‖y‖X(M) ≤ 2i, ‖x + y‖X(M) ≤ 2i, |α| ≤ 2i and |α|‖(x + y)‖X(M) ≤ 2i, while
|α|‖x‖X(M) ≤ 2i−1 and |α|‖αy‖X(M) ≤ 2i−1. Let x′, y′ ∈Mi be such that fi(x′) = x and fi(y′) = y.
Then we have
α(x+ y) = fi
((
tM
)i( α
2i
tM
(
1
2
x′ +
1
2
y′
)))
(Lemma 3.2.9)
= fi
((
tM
)i+1( α
2i
(
1
2
x′ +
1
2
y′
)))
(Lemma 3.2.26)
= fi
((
tM
)i+1 ( α
2i+1
x′ +
α
2i+1
y′
))
(Lemma 3.2.31)
= fi
((
tM
)i+2 (
aM
( α
2i+1
x′,
α
2i+1
y′
)))
(Definition 3.2.2)
= fi
(
tM
(
aM
((
tM
)i+1 ( α
2i+1
x′
)
,
(
tM
)i+1 ( α
2i+1
y′
))))
(V 2)
= fi
((
tM
)i+1 ( α
2i+1
x′
))
+ fi
((
tM
)i+1 ( α
2i+1
y′
))
(Definition 3.3.3)
= αx+ αy
Associativity of vector addition: Let x, y, z ∈ X(M). Let i ≥ 1 be large enough so that∥∥ 1
2x+
1
2y
∥∥
X(M) ≤ 2i−1 and
∥∥ 1
2y +
1
2z
∥∥
X(M) ≤ 2i−1. Therefore, there exist x′, y′, z′ ∈ Mi with
fi(x′) = x, fi(y′) = y and fi(z′) = z. Then, by definition we have
(x+ y) + z = fi
(
tM
(
1
2
tM
(
1
2
x′ +
1
2
y′
)
+
1
2
z
))
Note that
∥∥ 1
2x+
1
2y
∥∥M ≤ 12 ‖x‖M + ‖y‖M ≤ 12 and ∥∥ 12z∥∥M ≤ 12 . Therefore,
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(x+ y) + z = fi
((
tM
)2((1
4
x′ +
1
4
y′
)
+
1
4
z′
))
(V 2, Cor. 3.2.27)
= fi
((
tM
)2(1
4
x′ +
(
1
4
y′ +
1
4
z′
)))
(Lemma 3.2.32)
= fi
(
tM
(
1
2
x+
1
2
tM
(
1
2
y′ +
1
2
z′
)))
(V 2, Cor. 3.2.27)
= x+ (y + z)
It is clear that 0 is the identity of vector addition, and that x + (−x) = 0 and 1x = x for all
x ∈ X(M). This completes the proof that X(M) is a vector space.
The map ‖·‖X(M) defines a norm on X(M). Let x ∈ X(M). Let i ≥ 1 be such that ‖x‖X(M) ≤
2i. Then, there exists x′ ∈ Mi with fi(x′) = x. Then ‖x‖X(M) = 0 if and only if Ni(x′) = 0. By
Lemma 3.2.11, this is equivalent to dM(x, 0M) = 0. Since dM is a metric, this is equivalent to
x = 0M. Therefore, ‖x‖X(M) = 0 if and only if x = 0.
Let x ∈ X and α ∈ R. Choose i ≥ 0 such that ‖x‖X(M) ≤ 2i, |α| ≤ 2i and |α|‖x‖X(M) ≤ 2i−1.
Then there exists x′ ∈Mi such that fi(x′) = x. And we have
‖αx‖X(M) = 2i
∥∥∥(tM)i ( α
2i
x′
)∥∥∥M
= 22i
∥∥∥ α
2i
x′
∥∥∥M (Corollary 3.2.28)
= 22i
∣∣∣ α
2i
∣∣∣ ‖x′‖M (N3)
= |α|2i‖x′‖M = |α|‖x‖X(M)
Let x, y ∈ X(M). Choose i so that there exist x′, y′ ∈Mi with fi(x′) = x and fi(y′) = y. Then
‖x+ y‖X(M) = 2i
∥∥∥∥tM(12x′ + 12y′
)∥∥∥∥M = 2i+1 ∥∥∥∥12x′ + 12y′
∥∥∥∥M
≤ 2i+1
(
1
2
‖x′‖M + 1
2
‖y′‖M
)
≤ ‖x‖X(M) + ‖y‖X(M)
Therefore X(M) is a normed space.
X(M) is complete with respect to the norm ‖·‖X(M). Let (xn | n ≥ 1) be a Cauchy sequence in
X(M). Then there exists i such that for all n ≥ 1 we have ‖xn‖X(M) ≤ 2i. So for each n ≥ 1 there
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exists x′n ∈ Mi such that f(x′n) = xn. Therefore, (x′n | n ≥ 1) is a Cauchy sequence in (Mi,dMi).
Hence, it is a Cauchy sequence in (M,dM). Since M is an Lc-structure, it is a complete metric
space. Therefore (x′n) converges in (M,d
M), say to x. Then ‖fi(x)−xn‖X(M) = 2Ni
(
1
2x− 12x′n
)
=
2i+1
∥∥ 1
2x− 12x′n
∥∥M, so (xn) converges to fi(x) in X(M).
Finally, the map f0 is an isomorphism from M onto BX(M) by Claim 3.3.2.
3.3.5 Proposition. Banc is an axiomatization of the class of Lc-structures
{BX : X is a Banach space}.
Proof. This is a direct consequence of Proposition 3.1.6 and Proposition 3.3.1.
3.3.6 Proposition. Let M1,M2 |= Banc and f : M1 → M2 be an isomorphism. If X1 and X2
are Banach spaces, and g1 : M1 → BX1 and g2 : M2 → BX2 are isomorphisms, then there exists a
linear isometry F : X1 → X2 such that for all x ∈M1 we have F (g1(x)) = g2(f(x)).
Proof. For i = 1, 2, let gi : Mi → BXi be an isomorphism. For x ∈ X1, define
F (x) = ‖x‖X1
(
g2 ◦ f ◦ g−11
(
x
‖x‖X1
))
.
We claim that F is as desired.
It is clear that for all x ∈M1 we have F (g1(x)) = g2(f(x)).
F is one-to-one: Let x, y ∈ X1 be such that F (x) = F (y). Since f , g1 and g2 are isomorphisms
of Lc-structures, so is h = g2 ◦ f ◦ g−11 . Therefore, h preserves the norm and
∥∥∥∥h( x‖x‖X1
)∥∥∥∥BX2 = ∥∥∥∥h( y‖y‖
)∥∥∥∥
X2
= 1,
so ‖F (x)‖X2 = ‖x‖X1 and ‖F (y)‖X2 = ‖y‖X1 . Therefore ‖x‖X1 = ‖y‖X1 , and h (x/‖x‖X1) =
h (y/‖y‖X1). Now, h is one-to-one so this implies x/‖x‖X1 = y/‖y‖X1 . Therefore, x = y.
F is surjective: Let y ∈ X2. Since h is a bijection x = ‖y‖X2h−1 (y/‖y‖X2) ∈ X1, and it is clear
that F (x) = y.
F is an isometry: As argued before, since h is an isometry, we know that
∥∥∥h( x‖x‖X1 )∥∥∥X2 = 1,
therefore ‖F (x)‖X2 = ‖x‖X1 .
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F is linear: Let x, y ∈ X1 and α, β ∈ R. Then, because h is an isomorphism,
F (αx+ βy) = ‖αx+ βy‖h
(
αx+ βy
‖αx+ βy‖
)
= ‖αx+ βy‖
(
αh
(
x
‖αx+ βy‖
)
+ βh
(
y
‖αx+ βy‖
))
= ‖αx+ βy‖
(
αh
( ‖x‖
‖αx+ βy‖‖x‖x
)
+ βh
( ‖y‖
‖αx+ βy‖‖y‖y
))
= ‖αx+ βy‖
(
α‖x‖
‖αx+ βy‖h
(
x
‖x‖
)
+
β‖y‖
‖αx+ βy‖h
(
y
‖y‖
))
= α‖x‖h
(
x
‖x‖
)
+ β‖y‖h
(
y
‖y‖
)
= αF (x) + βF (y)
As a consequence of the previous Proposition, we can say that if M |= Banc, then X(M) is the
unique (up to isomorphism over M) Banach space such that BX(M) ∼=M.
3.3.7 Corollary. If M |= Banc and f ∈ Aut(M), then there exists F ∈ Aut(X(M)) such that if
[x] ∈ BX(M), then F ([x]) = [f(x)].
Proof. This is a direct application of Proposition 3.3.6, with M1 = M2 = M and X1 = X2 =
X(M).
3.4 Banc and Banpb
This section intends to prove that the two frameworks discussed thus far to study Banach spaces (as
normed space structures in the positive bounded setting and using the unit ball metric structures
in the continuous logic setting) are equivalent. We do this by showing that basic model theoretic
concepts have the same meaning in both settings.
Fix a Banach space E. Let Tpb = ThLpb(E) and Tc = ThLc(BE). Throughout this section we
will use the subscripts c and pb to differentiate concepts in the continuous logic and the positive
bounded frameworks, respectively.
3.4.1 Lemma. Let D be an ultrafilter over an index set I.
1. Let (Xi | i ∈ I) be a family of models of Banpb. Then
B(QXi)D =
(∏
BXi
)
D
.
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2. Let (Mi | i ∈ I) be a family of models of Banc. Then
X
(∏
Mi
)
D
∼=
(∏
X(Mi)
)
D
.
Proof. 1. We begin by showing that the underlying sets are the same: It is clear that B(QXi)D ⊆
(
∏
BXi)D. For the other containment, let x = ((xi)i∈I)D ∈ (
∏
BXi)D. Then we have that
{i ∈ I | ‖xi‖ ≤ r} ∈ D for every r > 1. Let yi = xi for every i ∈ I such that ‖xi‖ ≤ 1, and
yi = xi/‖xi‖ otherwise. Then d(xi, yi) = 0 if ‖xi‖ ≤ 1, and d(xi, yi) = ‖xi‖ − 1 if ‖xi‖ > 1.
Let ε > 0. Then, for every i ∈ I we have that d(xi, yi) ≤ ε if and only if ‖xi‖ ≤ 1 + ε.
Therefore, {i ∈ I | d(xi, yi) ≤ ε} = {i ∈ I | ‖xi‖ ≤ 1 + ε} ∈ D. Since this is true for arbitrary
ε > 0, we have that d(((xi)i∈I)D , ((yi)i∈I)D) = 0. In other words, ((yi)i∈I)D = x. We chose
yi so that yi ∈ BXi for every i ∈ I. Therefore x ∈ B(QXi)D .
Since the ultraproduct constructions for normed space structures described in [15] and for
metric structures described in Section 1.4 both use the same definition of the ultraproduct of
functions, the interpretations of the function symbols t, − and a in the Lc-structures B(QXi)D
and (
∏BXi)D are the same. It is clear that the interpretations of the constant symbol 0 also
agree: it is ((0Xi)i∈I)D (where 0Xi is the identity of vector addition in the Banach space Xi)
in both structures.
2. This follows from the previous result and Proposition 3.3.6.
3.4.2 Lemma. Let Lc(C) and Lpb(C) be expansions of the signatures Lc and Lpb, respectively, by
a common set of constants C. If M,N |= Banc, and f : C →M and g : C → N are functions, then
(M, f(c))c∈C ≡c (N , g(c))c∈C if and only if (X(M), f(c))c∈C ≡pb (X(N ), g(c))c∈C .
Proof. By Theorem 1.5.7, if the metric structures (M, f(c))c∈C and (N , g(c))c∈C are ele-
mentarily equivalent, then there exist ultrapower chains ((Mi, fi(c))c∈C | i ≥ 0) and
((Ni, gi(c))c∈C | i ≥ 0), with (M0, f0(c))c∈C = (M, f(c))c∈C and (N0, g0(c))c∈C =
(N , g(c))c∈C such that
⋃
i≥0(Mi, fi(c))c∈C ∼=
⋃
i≥0(Ni, gi(c))c∈C . By Proposition 3.3.6 this im-
plies
⋃
i≥0(X(Mi), fi(c))c∈C ∼=
⋃
i≥0(X(Ni), gi(c))c∈C . By Lemma 3.4.1, (X(Mi+1), fi+1(c))c∈C
is isomorphic to an ultrapower of (X(Mi), fi(c))c∈C , and (X(Ni+1), gi+1(c))c∈C is isomor-
phic to an ultrapower of (X(Ni), gi(c))c∈C for every i ≥ 0. Therefore, if we identify each
structure with its image under the diagonal embedding, we have that (X(Mi), fi(c))c∈C pb
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(X(Mi+1), fi+1(c))c∈C and (X(Ni), gi(c))c∈C pb (X(Ni+1), gi+1(c))c∈C for every i ≥ 0. In
other words, ((X(Mi), fi(c))c∈C | i ≥ 0) and ((X(Ni), gi(c))c∈C | i ≥ 0) are both elemen-
tary chains. Therefore, (X(M), f(c))c∈C ≡pb
⋃
i≥0(X(Mi), fi(c))c∈C and (X(N ), g(c))c∈C ≡pb⋃
i≥0(X(Ni), gi(c))c∈C . Hence, (X(M), f(c))c∈C ≡pb (X(N ), g(c))c∈C .
For the converse, by [15, Chapter 10], the assumption that (X(M), f(c))c∈C ≡pb (X(N ), g(c))c∈C
implies that there exists an ultrafilter D over an index set I such that (((X(M))D, (f(c))D))c∈C ∼=
(((X(N ))D, (g(c))D))c∈C . By Proposition 3.3.6 this implies
((M)D, (f(c))D)c∈C ∼= ((N )D, (g(c))D)c∈C .
Therefore, by Corollary 1.4.3 we have (M, f(c))c∈C ≡c (N , g(c))c∈C .
3.4.3 Corollary (Ultrapower Theorem for Banach spaces). Let M and N be models of Banc.
Then we have M ≡Lc N if and only if there exists an ultrafilter D over some index set such that
(M)D ∼= (N )D.
Proof. (⇐) follows from the fact that the diagonal embeddings of M into (M)D and N into (N )D
are elementary maps.
(⇒) M ≡Lc N implies, by Lemma 3.4.2, that X(M) ≡ X(N ). Then, by [15, Theorem 10.7]
there exists an ultrafilter D over some index set such that (X(M))D ∼= (X(N ))D. Therefore,
(M)D ∼= (N )D by Proposition 3.4.1.
From Lemma 3.4.2 it follows that if M |= Tc and A ⊆ M and a, b ∈ Mn, then tpMLc(a/A) =
tpMLc(b/A) if and only if tp
X(M)
Lpb
(a/A) = tpX(M)Lpb (b/A). We can then define a function as follows.
3.4.4 Definition. Let A be a set of parameters in a model of Tc. For n ≥ 1, let
S≤1n (Tpb(A)) =
p ∈ Sn(Tpb(A)) : p(x1, . . . , xn) |=A ∧
1≤i≤n
‖xi‖ ≤ 1
 .
Define F : Sn(Tc(A))→ S≤1n (Tpb(A)) by F (tpMLc(a/A)) = tp
X(M)
Lpb
(a/A).
3.4.5 Proposition. The map F defined above is a homeomorphism with respect to the logic topolo-
gies, and an isometry with respect to the d-metrics.
We will prove below (see Proposition 3.4.5) that this map is a homeomorphism with respect to
the logic topologies and an isometry with respect to the d-mterics. This will require the following
technical lemmas:
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3.4.6 Lemma. Let K ⊆ Sn(Tc(A)), and
K∗ = {((M, a)a∈A, b) | ∃p ∈ K ((M, a)a∈A |= Tc(A) ∪ p(b))}.
Then K is closed in Sn(Tc(A)) if and only if K∗ is closed under ultraproducts.
Proof. (⇒) Assume K is closed. Let D be an ultrafilter over an index set I, and let
((Mi, a)a∈Ai , bi) ∈ K∗ for each i ∈ I. Let ((M, a)a∈A, b) =
(∏
i∈I((Mi, a)a∈Ai , bi)
)
D
. By
the Fundamental Theorem of Ultraproducts (Theorem 1.4.1), for any Lc(A)-formula ϕ we have
ϕM(b) = limi,D ϕMi(bi). Therefore, if ϕM(b) = 0, then for any ε > 0 the set {i ∈ I | ϕMi(bi) < ε}
is in D. This means that the set {i ∈ I | tpLc(bi/Ai) ∈ [ϕ < ε]} is in D for any logic neighborhood
[ϕ < ε] of tpLc(b/A). Therefore, tpLc(b/A) = limi,D tpLc(bi/Ai). Since K is closed, this implies
that tpLc(b/A) ∈ K. Finally, since (Mi, a)a∈Ai |= Tc(A) for all i ∈ I we have (M, a)a∈A |= Tc(A).
Therefore, ((M, a)a∈A, b) ∈ K∗.
(⇐) Assume K∗ is closed under ultraproducts. Since the language is countable, to prove that K
is closed it suffices to prove that it is closed under taking limits of sequences from K that converge
in the logic topology. Let (pi | i ≥ 1) be a convergent sequence in K, and let p = limi→∞ pi. For
each i ≥ 1, let (Mi, a)a∈Ai |= Tc(A) ∪ pi(bi), so ((Mi, a)a∈Ai , bi) ∈ K∗. Let D be an ultrafilter
over N and ((M, a)a∈A, b) =
(∏
i∈N((Mi, a)a∈Ai , bi)
)
D
. Then ((M, a)a∈A, b) ∈ K∗ and therefore,
by definition of K∗, we have p = tpLc(b/A) ∈ K.
3.4.7 Lemma. Let K ⊆ S≤1n (Tpb(A)), and
K̂ = {((X, a)a∈A, b) : ∃p ∈ K X |=A Tpb(A) ∪ p(b)}.
Then K is closed in Sn(Tpb(A)) if and only if K̂ is closed under ultraproducts.
Proof. An argument analogous to the one used in the previous proof applies here.
Proof of Proposition 3.4.5. To prove that F is a homeomorphism, we prove that for any K ⊆
Sn(Tc(A)) we have that K is closed in Sn(Tc(A)) if and only if F (K) is closed in S≤1n (Tpb(A)). By
Lemma 3.4.6, the set K is closed in Sn(Tc(A)) if and only if K∗ is closed under ultraproducts. If K∗
is closed under ultraproducts and ((X, a)a∈A, b) = (
∏
((Xi, a)a∈Ai , bi))D where ((Xi, a)a∈Ai , bi) ∈
F̂ (K) for each i ∈ I, then by Lemma 3.4.1 we have ((BX , a)a∈A, b) ∼= (
∏
((BXi , a)a∈Ai , bi))D ∈ K∗.
Therefore tpLc(b/A) ∈ K and ((X, a)a∈A, b) ∈ F̂ (K). Conversely, if F̂ (K) is closed under ul-
traproducts and ((M, a)a∈A, b) = (
∏
((Mi, a)a∈Ai , bi))D where ((Mi, a)a∈Ai , bi) ∈ K∗ for every
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i ∈ I, then by Lemma 3.4.1 we have ((X(M), a)a∈A, b) ∼= (
∏
((X(Mi), a)a∈Ai , bi))D ∈ F̂ (K). So
tpLc(b/A) ∈ K and ((M, a)a∈A, b) ∈ K∗. Finally, by Lemma 3.4.7 we have that F̂ (K) is closed
under ultraproducts if and only if F (K) is closed in S≤1n (Tpb(A)).
The fact that F is an isometry with respect to the d-metrics follows from the fact that for any
M |= Tc we have dM = dX(M)
∣∣
M
.
3.4.8 Proposition. If κ is an infinite cardinal and M |= Banc, then M is κ-saturated as an
Lc-structure if and only if X(M) is κ-saturated as an Lpb-structure.
Proof. Let T˜c = ThLc(M) and T˜pb = ThLpb(X(M)).
(⇐) Assume that X(M) is κ-saturated. Let A ⊆M be such that |A| < κ, and let p ∈ Sn(T˜c(A)).
Then F (p) ∈ S≤1n (T˜pb(A)), so by saturation of X(M) there exists a realization a of F (p) in X(M).
Therefore a is a realization of p in BX(M) ∼=M. Hence M is κ-saturated.
(⇒) Assume thatM is κ-saturated. LetA ⊆ X(M) be such that |A| < κ, and let p ∈ Sn(T˜pb(A)).
Let X ′  X(M) realizing p, say by a′. Define a map ζ : X ′ → B′X by ζ(0) = 0 and ζ(x) = x‖x‖
if x 6= 0. Let A′ = {ζ(c) | c ∈ A}, and consider q = tpLpb (ζ(a′1), . . . , ζ(a′n)/A′) ∈ S≤1n (T˜pb(A′)).
Then there exists a realization a of F−1(q) in M, by saturation. Therefore X(M) |=A q(a). Let
b = (‖a′1‖a1, . . . ‖a′n‖an), so tpLpb(b/A′) = tpLpb(a′/A′). Since each element of A is a scalar multiple
of an element of A′, we have tpLpb(b/A) = tpLpb(a
′/A) = p. Hence X(M) is κ-saturated.
3.4.9 Proposition. If κ is an infinite cardinal and M |= Banc, then M is strongly κ-homogeneous
as an Lc-structure if and only if X(M) is strongly κ-homogeneous as an Lpb-structure.
Proof. (⇐) Let C be a set of new constants with |C| < κ and f, g : C →M . Then by Lemma 3.4.2,
(M, f(c))c∈C ≡c (M, g(c))c∈C implies that (X(M), f(c))c∈C ≡pb (X(M), g(c))c∈C . The strong
homogeneity of X(M) guarantees the existence of an automorphism h of X(M) such that h(f(c)) =
g(c) for every c ∈ C. But h is a linear isometry, and therefore h∣∣
M
∈ Aut(M), proving that M is
strongly κ-homogeneous.
(⇒) Let C be as above, and f, g : C → X(M). Define f˜ , g˜ : C →M by f˜(c) = f(c)‖f(c)‖ if f(c) 6= 0
and f˜(c) = 0 if f(c) = 0, and g˜(c) = g(c)‖g(c)‖ if g(c) 6= 0 and g˜(c) = 0 if g(c) = 0. Suppose
that (X(M), f(c))c∈C ≡pb (X(M), g(c))c∈C . Then we have (X(M), f˜(c))c∈C ≡pb (X(M), g˜(c))c∈C
because ‖f(c)‖ = ‖g(c)‖ for every c ∈ C. So by Lemma 3.4.2 (M, f˜(c))c∈C ≡c (M, g˜(c))c∈C .
Therefore, by strong homogeneity ofM, there exists an automorphism h ofM such that h(f˜(c)) =
g˜(c) for every c ∈ C. By Corollary 3.3.7, h extends to an automorphism H of X(M). Then
H(f(c)) = ‖f(c)‖H(f˜(c)) = g(c). This proves that X(M) is strongly κ-homogeneous.
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3.4.10 Definition. Let κ be an infinite cardinal and A a set of parameters. An Lpb(A)-structure
X is said to be κ-big if it is κ-saturated, strongly κ-homogeneous and has the property that if L′
is an expansion of Lpb(A) by fewer than κ symbols and Y ′ is a normed space L′-structure whose
Lpb(A)-reduct is elementarily equivalent to X (as Lpb(A)-structures), then there is an expansion of
X to an L′-structure X ′ such that X ′ ≡pb Y ′.
3.4.11 Proposition. Let κ be an infinite cardinal and X a κ-big Lpb-structure. If A ⊆ X has
cardinality less than κ, then (X, a)a∈A is κ-big.
Proof. The proof follows the same argument as Proposition 1.5.24.
3.4.12 Proposition. If κ is an infinite cardinal and M |= Banc, then M is κ-big if and only if
X(M) is κ-big.
Proof. (⇐) Suppose that X(M) is κ-big. ThenM is κ-saturated by Proposition 3.4.8, and strongly
κ-homogeneous by Proposition 3.4.9. Let L′c be an expansion of Lc by fewer than κ symbols. For
each new constant symbol a in L′c, add a constant symbol (i.e. a 0-ary function symbol) Fa to Lpb.
For each new predicate symbol P in L′c, add to Lpb a function symbol FP with range in the real
sort and the same arity as P . For each new function symbol f in Lc, add to Lpb a function symbol
Ff with the same arity as f and with range in the normed space sort. Let L′pb be the resulting
expansion of Lpb. Let N ′ be any L′c-structure whose Lc-reduct N is a model of Banc. We define an
L′pb-structure X
′(N ′) by expanding the Lpb-structure X(N ) with the following interpretations for
the new symbols in L′pb:
• For each constant symbol Fa, let FX
′(N ′)
a = aN
′
.
• For each n-ary function symbol FP , let FX
′(N ′)
P (x1, . . . , xn) = P
N ′(x′1, . . . , x
′
n) where x
′
i = xi
if ‖xi‖ ≤ 1, and x′i = xi/‖xi‖ otherwise.
• For each function symbol Ff , let FX
′(N ′)
f (x1, . . . , xn) = f
N ′(x′1, . . . , x
′
n) where x
′
i = xi if
‖xi‖ ≤ 1, and x′i = xi/‖xi‖ otherwise.
Since the interpretations of all predicate and function symbols in L′c \ Lc must have the moduli of
uniform continuity prescribed by L′c, it follows that the above interpretations of the corresponding
symbols in L′pb \ Lpb are uniformly continuous (and hence bounded) on every bounded set of their
respective domains. So the resulting structure is indeed a normed space L′pb-structure.
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Note that by direct calculations we can show that if D is an ultrafilter and x ∈ (X(N ))nD, then
for any n-ary predicate symbol P and function symbol f in L′c \ Lc we have that
(
F
X′(N ′)
P
)
D
(x) = F
X′((N ′)D)
P (x) and
(
F
X′(N ′)
f
)
D
(x) = F
X′((N ′)D)
f (x).
Therefore, by Lemma 3.4.1 we have that (X ′(N ))D ∼= X ′ ((N )D). Then, arguments identical to
those in the proof of Lemma 3.4.2 show that if N ′1 and N ′2 are L′c-structure whose Lc-reducts N are
models of Banc, then N ′1 ≡c N ′2 if and only if X ′(N ′1) ≡pb X ′(N ′2).
Suppose N ′ is an L′c-structure whose Lc-reduct N is elementarily equivalent to M (as Lc-
structures). Then we have that the Lpb-reduct of X ′(N ′) (namely, X(N )) is elementarily equivalent
to X(M) (as Lpb-structures) by Lemma 3.4.2. Since X(M) is κ-big, it can be expanded to an
L′pb-structure X such that X ≡pb X ′(N ′). We now construct an expansion ofM to an L′c-structure
M′ with the following interpretations for the new symbols in L′c:
• For each constant symbol a, note that ‖FXa ‖ = ‖FYa ‖ ≤ 1, so FXa ∈ BX and we can define
aM
′
= FXa .
• For each predicate symbol P define PM′ = FP
∣∣
BX
.
• For each function symbol f define fM′ = Ff
∣∣
BX
.
If P is an n-ary predicate symbol, then for every ε > 0 the property that |FP (x) − FP (y)| ≤ ε
whenever x = (x1, . . . , xn) and y = (y1, . . . , yn) are such that max1≤i≤n ‖xi‖ ≤ 1, max1≤i≤n ‖yi‖ ≤ 1
and max1≤i≤n ‖xi− yi‖ < ∆P (ε) can be expressed using positive bounded sentences. This property
is true in X ′(N ′) by construction. Therefore, this property is true in X. Hence, the interpretation
PM
′
defined above satisfies the modulus of uniform continuity ∆P prescribed by L′c. Moreover, if
[0,K] is the range prescribed in L′c for the predicate symbol P , then by construction it is true in
X ′(N ′) that 0 ≤ FP (x) ≤ K for every x = (x1, . . . , xn) such that max1≤i≤n ‖xi‖ ≤ 1. This property
can also be expressed using positive bounded formulas. Therefore, it is also true in X. Hence the
range of PM
′
is in [0,K].
The same argument as above applies for an n-ary function symbol f , so the interpretation fM
′
satisfies the prescribed modulus of uniform continuity ∆f . The property that ‖Ff (x)‖ ≤ 1 for
every x = (x1, . . . , xn) such that max1≤i≤n ‖xi‖ ≤ 1 is true in X ′(N ′), and can be expressed using
positive bounded formulas. Therefore, this property is also true in X. So the interpretation fM
′
is
a function from Mn into M .
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Note that for any predicate symbol P in L′c \ Lc the property that FP (x1, . . . , xi, . . . , xn) =
FP
(
x1, . . . ,
xi
‖xi‖ , . . . , xn
)
for every (x1, . . . , xn) whenever ‖xi‖ > 1 is true for all i = 1, . . . , n and
can be expressed with positive bounded formulas. Therefore, it is also true in X. The same applies
for a function symbol f . It follows that X ′(M′) = X. So we have X ′(M′) ≡pb X ′(N ′). Therefore,
M′ ≡c N ′.
(⇒) Suppose that M is κ-big. Then X(M) is κ-saturated by Proposition 3.4.8, and strongly
κ-homogeneous by Proposition 3.4.9. Let L′pb be an expansion of Lpb by fewer than κ symbols. Let
Y ′ be an L′pb-structure whose Lpb-reduct Y is elementarily equivalent to X(M) (as Lpb-structures).
Note that if F is a new n-ary function symbol in L′pb, then F
Y ′ is uniformly continuous on every
bounded subset of Y n. Therefore, for every k ≥ 1 there is a map ∆F,k : (0,∞) → (0,∞) that is a
modulus of uniform continuity for the restriction of FY
′
to kBY , the ball of radius k. Moreover, for
each k ≥ 1 there exists ρF,k > 0 such that ‖FY ′(x)‖ ≤ ρF,k for every x ∈ kBY . (If the range of F
is in the real sort, then ρF,k > 0 is such that |FY ′(x)| ≤ ρF,k for every x ∈ kBY .) Let L′c be an
expansion of Lc with
• a constant symbol ac for each constant symbol c in L′pb \ Lpb;
• a set of predicate symbols {Pk | k ≥ 1} for each function symbol P in L′pb \ Lpb with range in
the real sort, with moduli of uniform continuity given by ∆Pk(ε) = ∆P,k(ε)/k, with the same
arity as P and with range in [0, 2ρP,k];
• a set of function symbols {Fk | k ≥ 1} for each function symbol F in L′pb \ Lpb with range in
the normed space sort, with moduli of uniform continuity given by ∆Fk(ε) = ∆F,k(ε)/k and
with the same arity as F .
We expand the Lc-structure BY to an L′c-structure N by giving the following interpretations to the
new symbols:
• For each constant symbol ac in L′c \ Lc, if cY
′
= 0, then define aNc = 0
BY . Otherwise, define
aNc = c
Y ′/‖cY ′‖.
• For each n-ary predicate symbol Pk in in L′c \ Lc, define PNk (x) = ρP,k + PY
′
(kx) for each
x ∈ BnY .
• For each n-ary function symbol Fk in in L′c\Lc, define FNk (x) = FY
′
(kx)/ρP,k for each x ∈ BnY .
It is clear that these interpretations respect the prescribed ranges and moduli of uniform continuity.
Note that for any function symbols P and F of L′pb \ Lpb with ranges in the real and normed space
76
sorts, respectively, and any l > k ≥ 1 we have PNk (x) − ρP,k = PNl
(
k
l x
) − ρP,l and ρF,kFNk (x) =
ρF,lF
N
l
(
k
l x
)
for every x ∈ BY . Moreover, these properties can be expressed using closed L′c-
conditions. Since Y ≡pb X(M), we have that N
∣∣
Lc
= BY ≡c M by Lemma 3.4.2. Since M is
κ-big, there is an expansion of M to an L′c-structure M′ such that M′ ≡c N . We now use the
interpretations inM of the symbols in Lc to expand X(M) into an L′pb-structure X ′ in the following
way:
• For each constant symbol c in L′pb \ Lpb, define cX
′
= ‖cY ‖aM′c .
• For each function symbol P in L′pb \ Lpb with range in the real sort and for each x ∈ X(M),
let k ≥ 1 be least so ‖x‖ ≤ k and define PX′(x) = PM′k
(
x
k
) − ρP,k. Note that if l > k, then
PM
′
l
(
x
l
) − ρP,l = PX′(x). Therefore, the restriction of PX′ to any bounded set is uniformly
continuous (and hence bounded).
• For each function symbol F in L′pb \ Lpb with range in the normed space sort and for each
x ∈ X(M), let k ≥ 1 be least so ‖x‖ ≤ k and define FX′(x) = ρP,kFM′k
(
x
k
)
. Note that if
l > k, then ρP,lFM
′
l
(
x
l
)
= FX
′
(x). Therefore, the restriction of FX
′
to any bounded set is
uniformly continuous (and hence bounded).
Note that performing a similar construction on N produces the L′pb-structure Y ′. Furthermore, per-
forming the same construction on ultrapowers (M′)D and (N )D produces L′pb-structures isomorphic
to (X ′)D and (Y ′)D, respectively. SinceM′ ≡c N , an ultrapower chain argument similar to the one
given in the proof of Lemma 3.4.2 shows that X ′ ≡pb Y .
3.5 Spaces with λ-isomorphic elementary extensions
In this section we give necessary and sufficient conditions for two Banach spaces to have λ-isomorphic
elementary extensions. This is the continuous logic analogue of some of the results in [13]. That
article gives a characterization based on positive bounded formulas. In converting these conditions
to continuous logic, we restricted our attention to those Lc-formulas that express properties of the
norms of elements of the space. We will call these formulas limited, for lack of a better name. We will
work in the L′c-theory Ban
′
c, the extension by definitions mentioned in Remark 3.2.20. Occasionally,
we will commit a slight abuse of notation and denote by BX the L′c-structure that corresponds to a
Banach space X, with the understanding that the interpretation of each fα is the multiplication by
α as explained in Definition 3.2.19 and Remark 3.2.20. In this setting, if 1 < |α| ≤ 2, we will write
77
αx for t
(
α
2 x
)
. If |α| ≤ 1, then αx is as in Definition 3.1.2 if α is a dyadic fraction, and αx = fα(x)
otherwise. Note that, in particular, 1x = x.
Note that the ball of radius 1/2 in any model M of Ban′c is exactly the range of aM(0, y) = 12y.
So we will write the expressions sup‖y‖≤1/2 ψ(x¯, y) and inf‖y‖≤1/2 ψ(x¯, y) as abbreviations of the
expressions supz ψ(x¯, a(0, z)) and infz ψ(x¯, a(0, z)), respectively.
3.5.1 Definition. We say that an L′c-formula is limited if it satisfies the following inductively
defined condition:
• An atomic L′c-formula is limited if it is of the form ‖τ(x¯)‖−. r or r−. ‖τ(x¯)‖ where τ(x¯) is an
L′c-term and r > 0 is a rational number.
• If ϕ and ψ are limited, then max(ϕ,ψ) and min(ϕ,ψ) are limited.
• If ψ is limited, then sup‖y‖≤1/2 ψ and inf‖y‖≤1/2 ψ are limited.
3.5.2 Definition. Let µ be a rational number in the interval [1/2, 2]. We define inductively the
µ-approximation of a limited formula, which is itself a limited formula:
• (‖τ(x¯)‖−. r)µ = ‖τ(x¯)‖−. µr;
• (r−. ‖τ(x¯)‖)µ = rµ−. ‖τ(x¯)‖;
• (max(ϕ,ψ))µ = max(ϕµ, ψµ);
• (min(ϕ,ψ))µ = min(ϕµ, ψµ);
•
(
sup‖y‖≤1/2 ψ(x¯, y)
)
µ
= sup‖y‖≤1/2 ψµ
(
x¯, 1µy
)
;
• (inf‖y‖≤1/2 ψ(x¯, y))µ = inf‖y‖≤1/2 ψµ (x¯, µy).
3.5.3 Lemma. If ϕ is a limited formula, then
1. ϕ1 = ϕ;
2. if µ and ν are rational numbers such that 12 ≤ µ ≤ ν ≤ 2, then for every M |= Ban′c and
suitable tuple a¯ of elements of M we have that (ϕµ)
M (a¯) ≥ (ϕν)M (a¯);
3. (ϕµ)ν = ϕµν for every µ, ν ∈ [1/2, 2].
Proof. We will prove each of these results by induction on the complexity of formulas:
1. • (‖τ(x¯)‖−. r)1 = ‖τ(x¯)‖−.r = ‖τ(x¯)‖−. r;
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• (r−. ‖τ(x¯)‖)1 = r1−. ‖τ(x¯)‖ = r−. ‖τ(x¯)‖;
• (max(ϕ,ψ))1 = max(ϕ1, ψ1) = max(ϕ,ψ);
• (min(ϕ,ψ))1 = min(ϕ1, ψ1) = min(ϕ,ψ);
•
(
sup‖y‖≤1/2 ψ(x¯, y)
)
1
= sup‖y‖≤1/2 ψ1
(
x¯, 11y
)
= sup‖y‖≤1/2 ψ(x¯, y);
• (inf‖y‖≤1/2 ψ(x¯, y))1 = inf‖y‖≤1/2 ψ1 (x¯, 1y) = inf‖y‖≤1/2 ψ(x¯, y).
2. Fix a model M of Banc and rational numbers 12 ≤ µ ≤ ν ≤ 2.
• Since µ ≤ ν, we have that µr ≤ νr for every rational r > 0. Therefore, if τ(x¯) is an
Lc-term, we have that
∥∥τM(a¯)∥∥M−. µr ≥ ∥∥τM(a¯)∥∥M−. νr. If ϕ(x¯) is the limited formula
τ(x¯)−. r, then this means ((ϕ)µ)M (a¯) ≥ ((ϕ)ν)M (a¯).
• Since µ ≤ ν, we have that rµ ≥ rν for every rational r > 0. Therefore, if τ(x¯) is an
Lc-term, we have that rµ−.
∥∥τM(a¯)∥∥M ≥ rν−. ‖τ(a¯)‖M. If ϕ(x¯) is the limited formula
r−. τ(x¯), then this means ((ϕ)µ)M (a¯) ≥ ((ϕ)ν)M (a¯).
• Suppose ϕ and ψ are limited formulas such that ϕMµ (a¯) ≥ ϕMν (a¯) and ϕMµ (a¯) ≥
ϕMν (a¯) for every suitable tuple a¯ in M . Then it is clear that min(ϕ
M
µ (a¯), ψ
M
µ (a¯)) ≥
min(ϕMν (a¯), ψ
M
ν (a¯)) and max(ϕ
M
µ (a¯), ψ
M
µ (a¯)) ≥ max(ϕMν (a¯), ψMν (a¯)) for every suitable
tuple a¯ in M .
• Suppose ψ(x¯, y) is a limited ψMµ (a¯, b) ≥ ψMν (a¯, b) for every suitable tuple a¯ and element
b ∈ M . Note that {αb | b ∈ M, ‖b‖M ≤ 1/2} = {b ∈ M | ‖b‖M ≤ α/2} for every
α ∈ [1/2, 2]. Therefore,
sup
{
ψMµ
(
a¯,
1
µ
b
)
| b ∈M, ‖b‖M ≤ 1/2
}
= sup
{
ψNµ (a¯, b) | b ∈M, ‖b‖M ≤
1
2µ
}
.
Note also that, since µ ≤ ν, we have
{b ∈M | ‖b‖M ≤ 1/(2µ)} ⊇ {b ∈M | ‖b‖M ≤ 1/(2ν)}.
Hence, sup
{
ψNµ (a¯, b) | b ∈M, ‖b‖M ≤ 1/(2µ)
}
≥ sup
{
ψNν (a¯, b) | b ∈M, ‖b‖M ≤ 1/(2ν)
}
.
If ϕ(x¯) is the limited formula sup‖y‖≤1/2 ψ(x¯, y), then this means ((ϕ(a¯))µ)
M ≥
((ϕ(a¯))ν)
M.
• Suppose ψ(x¯, y) is a limited formula such that ψMµ (a¯, b) ≥ ψMν (a¯, b) for every suitable
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tuple a¯ and element b ∈M . Since µ ≤ ν, we have
{b ∈M | ‖b‖M ≤ mu/2} ⊆ {b ∈M | ‖b‖M ≤ ν/2}.
Hence, inf
{
ψNµ (a¯, b) | b ∈M, ‖b‖M ≤ µ2
}
≥ sup
{
ψNν (a¯, b) | b ∈M, ‖b‖M ≤ ν2
}
. If
ϕ(x¯) is the limited formula inf‖y‖≤1/2 ψ(x¯, y), then this means ((ϕ(a¯))µ)
M ≥ ((ϕ(a¯))ν)M.
3. •
(
(‖τ(x¯)‖−. r)µ
)
ν
= (‖τ(x¯)‖−. µr)ν = ‖τ(x¯)‖−. ν(µr) = ‖τ(x¯)‖−. µνr = (‖τ(x¯)‖−. r)µν ;
•
(
(r−. ‖τ(x¯)‖)µ
)
ν
=
(
r
µ−. ‖τ(x¯)‖
)
ν
= rµν−. ‖τ(x¯)‖ = (r−. ‖τ(x¯)‖)µν ;
•
(
(max(ϕ,ψ))µ
)
ν
= (max(ϕµ, ψµ))ν = max((ϕµ)ν , (ψµ)ν) = max(ϕµν , ψµν);
•
(
(min(ϕ,ψ))µ
)
ν
= (min(ϕµ, ψµ))ν = min((ϕµ)ν , (ψµ)ν) = min(ϕµν , ψµν);
•
((
sup‖y‖≤1/2 ψ(x¯, y)
)
µ
)
ν
=
(
sup‖y‖≤1/2 ψµ
(
x¯, 1µy
))
ν
= sup‖y‖≤1/2(ψµ)ν
(
x¯, 1ν
(
1
µy
))
= sup‖y‖≤1/2 ψµν
(
1
µν y
)
=
(
sup‖y‖≤1/2 ψ(x¯, y)
)
µν
;
•
((
inf‖y‖≤1/2 ψ(x¯, y)
)
µ
)
ν
=
(
inf‖y‖≤1/2 ψµ (x¯, µy)
)
ν
= inf‖y‖≤1/2(ψµ)ν (x¯, ν(µy))
= inf‖y‖≤1/2 ψµν (x¯, µνy) =
(
inf‖y‖≤1/2 ψ(x¯, y)
)
µν
.
Since the L′c-conditions that we are considering are of the form ϕ = 0, the natural logical
“negation” of such a condition would be K−. ϕ = 0, where ϕ is [0,K]-valued. However, if ϕ is a
limited formula, K−. ϕ is not. But we can define a useful weak negation within this restricted set of
formulas.
3.5.4 Definition. We define the weak negation of a limited formula inductively:
• neg (‖τ(x)‖−. r) = r−. ‖τ(x)‖;
• neg (r−. ‖τ(x)‖) = ‖τ(x)‖−. r;
• neg (max(ϕ,ψ)) = min (neg(ϕ),neg(ψ));
• neg (min(ϕ,ψ)) = max (neg(ϕ),neg(ψ));
• neg
(
sup‖y‖≤1/2 ψ
)
= inf‖y‖≤1/2 neg(ψ);
• neg (inf‖y‖≤1/2 ψ) = sup‖y‖≤1/2 neg(ψ).
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A standard argument by induction on limited formulas shows that the weak negation of a limited
formula is also a limited formula. The basic properties of the weak negation are summarized in the
following lemma:
3.5.5 Lemma. Let ϕ(x1, . . . , xn) be a limited formula, M |= Ban′c be and a¯ ∈Mn. Then:
1. ϕM(a¯) 6= 0 implies neg(ϕ)M(a¯) = 0.
2. For every rational 1 < µ ≤ 2 we have that neg (ϕµ)M (a¯) = 0 implies ϕM(a¯) 6= 0.
3. For every pair of rationals 1 ≤ ν ≤ µ ≤ 2 we have (neg (ϕµ))ν = neg
(
ϕµ/ν
)
.
Proof. 1. We proceed by induction on the complexity of ϕ:
If ϕ(x¯) is an atomic formula, say ‖τ(x¯)‖−. r, then ϕM(a¯) 6= 0 means that ‖τM(a¯)‖M > r.
Therefore, neg(ϕ)M(a¯) = r−. ‖τM(a¯)‖M = 0. The case of the other type of atomic limited formulas
is similar.
If ϕ(x¯) = max(ψ(x¯), ξ(x¯)), then ϕM(a¯) 6= 0 means ψM(a¯) 6= 0 or ξM(a¯) 6= 0. Therefore
neg(ψ)M(a¯) = 0 or neg(ξ)M(a¯) = 0. Hence neg(ϕ)M(a¯) = min
(
neg(ψ)M(a¯),neg(ξ)M(a¯)
)
= 0.
Similarly, if ϕ(x¯) = min(ψ(x¯), ξ(x¯)), then ϕM(a¯) 6= 0 means ψM(a¯) 6= 0 and ξM(a¯) 6= 0. Therefore
neg(ψ)M(a¯) = 0 and neg(ξ)M(a¯) = 0. Hence neg(ϕ)M(a¯) = max
(
neg(ψ)M(a¯),neg(ξ)M(a¯)
)
= 0.
If ϕ(x¯) = sup‖y‖≤1/2 ψ(x¯, y), then ϕM(a¯) 6= 0 means that there is some b ∈M with ‖b‖ ≤ 12 such
that ψM(a¯, b) > 0. So neg(ψ)M(a¯, b) = 0 and therefore, neg(ϕ)M(a¯) = inf‖y‖≤1/2 neg(ψ)M(a¯, y) =
0. Similarly, if ϕ(x¯) = inf‖y‖≤1/2 ψ(x¯, y), then ϕM(a¯) 6= 0 means that there is some δ > 0 such that
for every b ∈ M with ‖b‖ ≤ 12 we have ψM(a¯, b) > δ, so neg(ψ)M(a¯, b) = 0 for every b ∈ M with
‖b‖ ≤ 12 and, therefore, neg(ϕ)M(a¯) = sup‖y‖≤1/2 neg(ψ)M(a¯, y) = 0.
2. Fix a rational 1 < µ ≤ 2. We proceed by induction on the complexity of ϕ:
If ϕ(x¯) = ‖τ(x¯)‖−. r, then ϕµ(x¯) = ‖τ(x¯)‖−. µr and neg(ϕµ)(x¯) = µr−. ‖τ(x¯)‖. Suppose
µr−. ‖τM(a¯)‖M = 0. Then ‖τM(a¯)‖M ≥ µr > r. So ϕMµ (a¯) = ‖τM(a¯)‖M−. r 6= 0. Similarly,
if ϕ(x¯) = r−. ‖τ(x¯)‖, then ϕµ(x¯) = rµ−. ‖τ(x¯)‖ and neg(ϕµ)(x¯) = ‖τ(x¯)‖−. rµ . Suppose ‖τ(a¯)‖−. rµ = 0.
Then ‖τM(a¯)‖M ≤ rµ < r. So ϕMµ (a¯) = r−. ‖τM(a¯)‖M 6= 0.
Suppose that ϕ(x¯) is the limited fomula max(ψ(x¯), ξ(x¯)) and neg(ϕµ)M(a¯) = 0. This means
min(neg(ψµ)M(a¯),neg(ξµ)M(a¯)) = 0. Therefore neg(ψµ)M(a¯) = 0 or neg(ξµ)M(a¯) = 0. So
ψM(a¯) 6= 0 or ξM(a¯) 6= 0. Hence ϕM(a¯) 6= 0. Similarly, if ϕ(x¯) = min(ψ(x¯), ξ(x¯)) and
neg(ϕµ)M(a¯) = 0, then max(neg(ψµ)M(a¯),neg(ξµ)M(a¯)) = 0. Therefore neg(ψµ)M(a¯) = 0 and
neg(ξµ)M(a¯) = 0. So ψM(a¯) 6= 0 and ξM(a¯) 6= 0. Hence ϕM(a¯) 6= 0.
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Suppose that ϕ(x¯) is the limited fomula sup‖y‖≤1/2 ψ(x¯, y). Then neg(ϕµ)M(a¯) = 0 means
that inf‖y‖≤1/2 neg(ψµ)M
(
a¯, 1µy
)
= 0. Let N be an ω-saturated elementary extension of M.
Then inf‖y‖≤1/2 neg(ψµ)N
(
a¯, 1µy
)
= 0. By saturation there exists b ∈ N with ‖b‖N ≤ 12 such
that neg(ψµ)N
(
a¯, 1µb
)
= 0. Therefore, ψN
(
a¯, 1µb
)
6= 0. Since µ ≥ 1 we have
∥∥∥ 1µb∥∥∥ ≤ 12 , so
ϕN (a¯) = sup‖y‖≤1/2 ψN (a¯, y) 6= 0. Hence ϕM(a¯) 6= 0.
Finally, suppose ϕ(x¯) is the limited fomula inf‖y‖≤1/2 ψ(x¯, y). Then neg(ϕµ)M(a¯) = 0 means
that sup‖y‖≤1/2 neg(ψµ)M (a¯, µy) = 0. Let N be an ω1-saturated elementary extension ofM. Then
sup‖y‖≤1/2 neg(ψµ)N (a¯, µy) = 0, so for every b ∈ N with ‖b‖M ≤ 12 we have neg(ψµ)N (a¯, µb) = 0.
Renaming µb = c, we get neg(ψµ)N (a¯, c) = 0 for every c ∈ N with ‖c‖N ≤ µ2 . But, since µ ≥ 1, we
have µ2 ≥ 12 , so we conclude that neg(ψµ)N (a¯, c) = 0 for every c ∈ N with ‖c‖N ≤ 12 . So for every
c ∈ N with ‖c‖N ≤ 12 we have ψN (a¯, c) 6= 0. Since N is ω-saturated, this implies ϕN (a¯) = 0 by
Proposition 1.5.14. Therefore, ϕM(a¯) = 0.
3. Once again, we proceed by induction on the complexity of ϕ:
If ϕ = ‖τ(x¯)‖−. r, then ϕµ/ν = ‖τ(x¯)‖−. µ/νr and neg(ϕµ) = µr−. ‖τ(x¯)‖. So
neg(ϕµ/ν) =
µr
ν
−. ‖τ(x¯)‖ = (neg(ϕµ))ν .
Similarly, if ϕ = r−. ‖τ(x¯)‖, then ϕµ/ν = νrµ −. ‖τ(x¯)‖ and neg(ϕµ) = ‖τ(x¯)‖−. rµ . So
neg(ϕµ/ν) = ‖τ(x¯)‖−. νr
µ
= (neg(ϕµ))ν .
The cases of the connectives max and min are trivial.
If ϕ is the limited formula sup‖y‖≤1/2 ψ(x¯, y), then ϕµ/ν = sup‖y‖≤1/2 ψµ/ν
(
x¯ νµy
)
and neg(ϕµ) =
inf‖y‖≤1/2 neg(ψµ)
(
x¯, 1µy
)
. So
neg(ϕµ/ν) = inf‖y‖≤1/2
neg(ψµ/ν)
(
x¯,
ν
µ
y
)
= (neg(ϕµ))ν .
Similarly, if ϕ is the limited formula inf‖y‖≤1/2 ψ(x¯, y), then ϕµ/ν = inf‖y‖≤1/2 ψµ/ν
(
x¯, µν y
)
and
neg(ϕµ) = sup‖y‖≤1/2 neg(ψµ) (x¯, µy). So
neg(ϕµ/ν) = sup
‖y‖≤1/2
neg(ψµ/ν)
(
x¯,
µ
ν
y
)
= (neg(ϕµ))ν .
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3.5.6 Definition. Let 1 ≤ λ < 2 and M,N |= Ban′c. We will write M ≡λ N if for every limited
sentence σ and every rational µ with λ < µ ≤ 2, we have that σM = 0 implies (σµ)N = 0.
3.5.7 Lemma.
1. If M,N |= Ban′c and 1 ≤ λ < 2, then M≡λ N implies N ≡λM.
2. If M1,M2,M3 |= Ban′c and 1 ≤ λ1, λ2 < 2, with λ1λ2 < 2, then M1 ≡λ1 M2 and M2 ≡λ2
M3 imply M1 ≡λ1λ2 M3.
Proof. 1. AssumeM≡λ N . We will prove the contrapositive. Let σ be a limited sentence such that
(σµ)M 6= 0 for some rational λ < µ ≤ 2. By Lemma 3.5.5 (1), neg(σµ)M = 0, so
(
(neg(σµ))ν
)N = 0
for all rational λ ≤ ν ≤ 2. Choose ν such that λ < ν < µ. By Lemma 3.5.5 (3), this means
neg(σµ/ν)N = 0. Since
µ
ν > 1, Lemma 3.5.5 (2) implies σ
N 6= 0.
2. Let σ be a limited sentence such that σM1 = 0, and ν a rational number such that λ1λ2 < ν ≤
2. Then there are rational numbers µ1 and µ2 such that λ1 < µ1 ≤ 2, λ2 < µ2 ≤ 2 and µ1µ2 = ν.
SinceM1 ≡λ1 M2, we have (σµ1)M2 = 0. And sinceM2 ≡λ2 M3, we get (σν)M3 = ((σµ1)µ2)M3 =
0.
3.5.8 Lemma. Let X and Y be Banach spaces, X0 ⊆ X and Y0 ⊆ Y be subspaces and 1 ≤ λ < 2.
Suppose f : X0 → Y0 is a λ-isomorphism. Assume that for every limited formula ϕ(x1, . . . , xn),
every a1, . . . , an ∈ BX0 and every rational λ < µ ≤ 2 we have that ϕBX (a1, . . . , an) = 0 implies
(ϕµ)BY (f(a1), . . . , f(an)) = 0. Then there exists M  BX and a λ-embedding g : Y → X(M) such
that g ◦ f = idX0 and for every limited formula ϕ(x1, . . . , xn), every b1, . . . , bn ∈ BY and every
rational λ < µ ≤ 2 we have that ϕBY (b1, . . . , bn) = 0 implies (ϕµ)M (g(b1), . . . , g(bn)) = 0.
Proof. Let κ = Card
(
1
2BY
)
, andM BX be κ-saturated. Let (bα)α<κ be an ordinal enumeration of
1
2BY such that (bα)α<β =
1
2BY0 . For α < β, define g(bα) = f
−1(bα). Then, since BX ≡λ BY implies
BY ≡λ BX , we have that for every limited formula ϕ(x1, . . . , xn), every rational µ with λ < µ ≤ 2 and
every α1, . . . , αn < β it is true that ϕBY (bα1 , . . . , bαn) = 0 implies (ϕµ)
BX (g(bα1), . . . , g(bαn)) = 0,
which in turn implies (ϕµ)M(g(bα1), . . . , g(bαn)) = 0. We continue to define g inductively. Assume
that we have defined g(bγ) for all γ < α satisfying the property above. Let Σ be the set of all L′c({bγ |
γ < α})-formulas ϕ(x, bγ1 , . . . , bγn) such that ϕ(x, y1, . . . , yn) is a limited formula, γ1, . . . , γn < α
and ϕBY (bα, bγ1 , . . . , bγn) = 0. (We can think of Σ as the “limited type” of bα over (bγ)γ<α in BY : It
is the collection of L′c((bγ)γ<α)-conditions in tpL′c(bα/(bγ)γ<α) that only involve limited formulas.)
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Then, for every finite Σ0 ⊆ Σ,
BY |= inf‖x‖≤1/2 max(ϕ(x, bγ1 , . . . , bγn) ∈ Σ0) = 0
Therefore, by the induction hypothesis we have that for every finite Σ0 ⊆ Σ and every rational µ
with λ < µ ≤ 2
M |= inf
‖x‖≤1/2
max(ϕµ(µx, g(bγ1), . . . , g(bγn)) | ϕ(x, bγ1 , . . . , bγn) ∈ Σ0) = 0.
Since M is κ-saturated, the infimum is actually realized. Therefore, the set of conditions
{ϕµ(µx, g(bγ1), . . . , g(bγn)) = 0 | ϕ(x, bγ1 , . . . , bγn) ∈ Σ} is finitely realized in M for each rational
λ < µ ≤ 2. Hence, for each rational λ < µ ≤ 2 there exists aµ ∈ M such that ‖aµ‖M ≤ 12
and (ϕµ)M(µaµ, g(bγ1), . . . , g(bγn)) = 0 whenever ϕ(x, bγ1 , . . . , bγn) ∈ Σ. Let Γ be the set of
all L′c({g(bγ) | γ < α})-conditions (ϕµ)M(x, g(bγ1), . . . , g(bγn)) = 0 such that µ is a rational
with λ < µ ≤ 2, γ1, . . . γn < α and ϕ(x, bγ1 , . . . , bγn) ∈ Σ. Let Γ0 ⊆ Γ be finite and ν =
min{µ | (ϕµ)M(µaµ, g(bγ1), . . . , g(bγn)) ∈ Γ0}. Now, (ϕν)M(νaν , g(bγ1), . . . , g(bγn)) = 0 whenever
ϕ(x, bγ1 , . . . , bγn) ∈ Σ, therefore (ϕµ)M(νaν , g(bγ1), . . . , g(bγn)) = 0 whenever ϕ(x, bγ1 , . . . , bγn) ∈ Σ
and ν ≤ µ ≤ 2. In particular, νaν satisfies Γ0. This proves that Γ is finitely satisfied in M, so by
saturation it is realized by some a ∈M . Define g(bα) = a.
This induction defines a total map g : 12BY →M. The fact that g is a λ-embedding follows from
looking at the atomic limited formulas. We can then extend this map linearly to a λ-embedding
g : Y → X(M).
3.5.9 Lemma. Let X and Y be Banach spaces, let M and N be the respective models of Ban′c, and
let 1 ≤ λ < 2. If there is a λ-isomorphism f : X → Y , then M≡λ N .
Proof. We prove by induction on the complexity of formulas that for every limited formula
ϕ(x1, . . . , xn), every a1, . . . , an ∈ BX and every rational µ such that λ < µ ≤ 2 it is true that
ϕM(a1, . . . , an) = 0 implies that (ϕµ)N (f(a1) . . . , f(an)) = 0. Fix λ < µ ≤ 2.
Note that any L′c-term τ(x1, . . . , xn) is a linear combination of x1, . . . , xn, so if a1, . . . , an ∈ BX ,
then τN (f(a1) . . . , f(an)) = f(τM(a1, . . . , an)). So
1
λ
‖τM(a1, . . . , an)‖M ≤ ‖τN (f(a1) . . . , f(an))‖N ≤ λ‖τM(a1, . . . , an)‖M
If ϕ(x1, . . . , xn) = ‖τ(x1, . . . , xn)‖−. r, then ϕM(a1, . . . , an) = 0 means that ‖τM(a1, . . . , an)‖M ≤ r.
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So
‖τN (f(a1) . . . , f(an))‖N ≤ λ‖τM(a1, . . . , an)‖M ≤ λr < µr.
Therefore (ϕµ)N (f(a1) . . . , f(an)) = ‖τN (f(a1) . . . , f(an))‖N−. µr = 0. Similarly, if ϕ(x1, . . . , xn) =
r−. ‖τ(x1, . . . , xn)‖, then ϕM(a1, . . . , an) = 0 means that ‖τM(a1, . . . , an)‖M ≥ r. So
‖τN (f(a1) . . . , f(an))‖N ≥ 1
λ
‖τM(a1, . . . , an)‖M ≥ r
λ
>
r
µ
.
Therefore (ϕµ)N (f(a1) . . . , f(an)) = rµ‖τN (f(a1) . . . , f(an))‖N = 0
The cases of the connectives max and min are trivial.
If ϕ(x1, . . . , xn) = sup‖y‖≤1/2 ψ(x1, . . . , xn, y), then ϕM(a1 . . . , an) = 0 means that for every
b ∈M with ‖b‖M ≤ 12 we have ψM(a1, . . . , an, b) = 0. So for every b ∈M with ‖b‖M ≤ 12 we have
(ψµ)N (f(a1), . . . , f(an), f(b)) = 0. Now, for every c ∈ N with ‖c‖N ≤ 12 we have
∥∥∥ 1µc∥∥∥N ≤ 12µ ,
so
∥∥∥f−1 ( 1µc)∥∥∥M ≤ 12 . Hence (ψµ)N (f(a1), . . . , f(an), 1µc) = 0 for every c ∈ N with ‖c‖N ≤ 12 .
Therefore (ϕµ)N (f(a1), . . . , f(an)) = sup‖y‖≤1/2(ψµ)N
(
f(a1), . . . , f(an), 1µy
)
= 0.
Finally, suppose that ϕ(x1, . . . , xn) = inf‖y‖≤1/2 ψ(x1, . . . , xn, y). Without loss of gener-
ality we may assume that the ultrafilter D is countably incomplete, so M and N are ω1-
saturated. Then, by Proposition 1.5.14 we have that ϕM(a1 . . . , an) = 0 means that there
exists b ∈ M such that ‖b‖M ≤ 12 and ψM(a1, . . . , an, b) = 0. Then ‖f(b)‖N ≤ λ2
and (ψµ)N (f(a1), . . . , f(an), f(b)) = 0. Let c = 1µf(b). Then ‖c‖N ≤ 12 , so c witnesses
(ϕµ)N (f(a1), . . . , f(an)) = inf‖y‖≤1/2(ψµ)N (f(a1), . . . , f(an), µy) = 0.
3.5.10 Theorem. Let X and Y be Banach spaces and 1 ≤ λ < 2. Then BX ≡λ BY if and only if
there exist an ultrafilter D and a λ-isomorphism f : (X)D → (Y )D.
Proof. (⇐) Let M and N be the L′c-structures corresponding to (X)D and (Y )D, respectively. By
Lemma 3.5.7 we have that BX ≡1 M and BY ≡1 N . Then, Lemma 3.5.9 says that M ≡λ N .
Therefore, by Lemma 3.5.7 we have BX ≡λ BY .
(⇒) Using Lemma 3.5.8 we construct inductively two elementary chains of models of Ban′c, say
BX =M1  M2  . . . and BY = N1  N2  . . . , and λ-embeddings fj : X(Mj) → X(Nj+1) and
gj : X(Nj+1) → X(Mj+1) for j ≥ 1 such that gj(fj(x)) = x for all x ∈ X(Mj) and fj+1(gj(y)) =
y for all y ∈ X(Nj+1). Let M =
⋃
jMj and N =
⋃
j Nj . Note that by Proposition 3.3.6,⋃
j X(Mj) ∼= X(M) and
⋃
j X(Nj) ∼= X(N ). So by the construction there is a λ-isomorphism
f : X(M)→ X(N ). Also by construction, BX ≡M so by Corollary 3.4.3 there exists an ultrafilter
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D1 such that (BX)D1 ∼= (M)D1 . Now, BY ≡ N , so (BY )D1 ≡ (N )D1 and therefore, there exists
a second ultrafilter D2 such that (BY )D1×D2 ∼= ((BY )D1)D2 ∼= ((N )D1)D2 ∼= (N )D1×D2 . Let D =
D1 ×D2. Then there is a λ-isomorphism between (X)D ∼= X ((M)D) and (Y )D ∼= X ((N )D).
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Chapter 4
Almost Isometric Categoricity for Banach
Spaces
As we mentioned in Chapter 2, the notion of perturations of metric structures was partially inspired
by the study of maps like λ-isomorphisms bewteen Banach spaces: maps that preserve the vector
space structure and perturb the norm by no more than a fixed factor. (See Definition 4.1.1 below.) In
this chapter we focus on the study of these maps from the point of view of perturbations of the unit
ball structures of Banach spaces. We will use the tools from Chapter 2 to prove a characterization
of ω-categoricity up to arbitrarily small perturbations of the norm in terms of topological properties
of an appropriate metric in the spaces of types.
Throughout this chapter, we will work with infinite-dimensional Banach spaces over R, unless
otherwise specified.
4.1 The Banach-Mazur metrics on types
Fix a Banach space E. Let Tpb = ThLpb(E) and Tc = ThLc(BE). In this section we introduce a new
metric on the spaces of Lpb-types of linearly independent tuples of elements of models of Tpb and
an analogous metric on the spaces of Lc-types of linearly independent tuples of elements of models
of Tc. Then we prove that the natural map between Lc-types and Lpb-types is an isometry with
respect to these metrics.
4.1.1 Definition. Let X and Y be Banach spaces, and λ ≥ 1. A λ-isomorphism is a surjective
linear map f : X → Y such that for every x ∈ X
1
λ
‖x‖ ≤ ‖f(x)‖ ≤ λ‖x‖.
4.1.2 Definition. If X and Y are Banach spaces such that for all λ > 1 there is a λ-isomorphism
from X onto Y , we say that X and Y are almost isometric.
4.1.3 Lemma. Suppose X,Y |= Tpb. Let κ be an infinite cardinal larger than the density characters
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of X and Y . Let X |= Tpb be κ-big, where κ is bigger than the density characters of X and Y . If
h1 : X → X and h2 : Y → X are elementary embeddings and f : X → Y is a λ-isomorphism, then
there exists a λ-isomorphism F : X→ X such that F (h1(x)) = h2(f(x)) for every x ∈ X.
Proof. Consider the triple (X,Y, f) as a normed space structure in a 2-sorted signature that consists
of two disjoint copies of Lpb and a function symbol from the first sort to the second. Since X ≡pb Y ,
there exists an ultrafilter D such that (X)D ∼= (Y )D, say g : (Y )D → (X)D is an isometry. Let
h = g ◦ (f)D : (X)D → (X)D. Then the isomorphism (id(X)D , g) proves that ((X)D, (Y )D, (f)D) ∼=
((X)D, (X)D, h). Note that the fact that f is a λ-isomorphism can be expressed with positive
bounded sentences in this new signature. Therefore, (f)D is a λ-isomorphism, and so is h. Let
τ = density(X) + density(Y ) < κ. If A and B are dense subsets of X and Y , respectively, such
that |A| = density(X) and |B| = density(Y ), then A′ = A ∪ f−1(B) and B′ = B ∪ f(A) are dense
subsets of X and Y , respectively, and they both have cardinality τ . Let {ai | i < τ} and {bi | i < τ}
be enumerations of A′ and B′, respectively, such that f(ai) = bi for each i < τ . Then we have
(X, h1(ai), h2(bi))i<τ ≡pb ((X)D, (ai)D, g((bi)D))i<τ . Since X is κ-big, so is (X, h1(ai), h2(bi))i<τ by
Proposition 3.4.11. Therefore, there exists a mapH : X→ X such that ((X, h1(ai), h2(bi))i<τ , H) ≡pb
(((X)D, (ai)D, g((bi)D))i<τ , h). In (((X)D, (ai)D, g((bi)D))i<τ , h) it is true that h((ai)D) = g((bi)D)
for every i < τ . Therefore, in ((X, h1(ai), h2(bi))i<τ , H) it is true that H(h1(ai)) = h2(bi) for every
i < τ . It follows by continuity that H(h1(x)) = h2(f(x)) for every x ∈ X. Moreover, h is a
λ-isomorphism, so the map H is a λ-isomorphism as well.
For the remaining of this section, we fix a cardinal κ > ω1 and a κ-big model X of Tpb. Note
that by Proposition 3.4.12 this implies that BX is κ-big.
4.1.4 Definition. Let A ⊆ X be finite. Let S∗n(Tpb(A)) denote the sets of Lpb-types over A of
n-tuples of elements of X that are linearly independent over A.
In these spaces of types, we define the Banach-Mazur distance:
4.1.5 Definition. Let A ⊆ X be finite. For p, q ∈ S∗n(Tpb(A)), define DBM (p, q) to be the infimum
of lnλ such that there are models (M, a)a∈A, (N , a)a∈A |= Tpb(A), realizations a ∈ Mn of p and
b ∈ Nn of q, and a λ-isomorphism f : M → N such that f ∣∣
A
= id and f(a) = b.
4.1.6 Definition. For n ≥ 1 and p ∈ S∗n(Tpb), let
sp = min

∥∥∥∥∥∥
∑
1≤i≤n
λiai
∥∥∥∥∥∥ : (a1, . . . , an) |= p,
∑
1≤i≤n
|λi| = 1
 .
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Note that sp > 0.
The following Lemma is part of the proof of [6, Corollary 4.39]. We include the proof with all
the details here for the sake of completeness.
4.1.7 Lemma. Let n ≥ 1, q ∈ S∗n(Tpb) and λ ∈ (1, e). If X |= Tpb and a1 . . . , an, b1, . . . , bn ∈ X
with (b1, . . . , bn) |=A q and max(d(ai, bi) | i = 1, . . . , n) ≤ sq lnλn , then there exists a λ-isomorphism
F : X → X such that F (ai) = bi for all i = 1, . . . , n.
Proof. Fix n, q and λ as above. Let δ = sq lnλn . Fix a1, . . . , an, b1, . . . , bn ∈ X such that
(b1, . . . , bn) |=A q and max(d(ai, bi) | i = 1, . . . , n) ≤ δ. Define ηi : Span(b1, . . . , bn) → R by
ηi (
∑
λkbk) = λi. Then ‖ηi‖ ≤ 1sq , for if ‖
∑
λkbk‖ = 1, we can write
∑
k
λkbk =
∑
j
|λj |
(∑
k
λk∑
j |λj |
bk
)
and
∑
k
∣∣∣λk/(∑j |λj |)∣∣∣ = 1, so ∥∥∥∑k (λk/∑j |λj |) bk∥∥∥ ≥ sq. Therefore,
1 =
∥∥∥∥∥∑
k
λkbk
∥∥∥∥∥ = ∑
j
|λj |
∥∥∥∥∥∑
k
λk∑
j |λj |
bk
∥∥∥∥∥ ≥ sq∑
j
|λj |.
Hence 1sq ≥
∑
j |λj | ≥ |λi| = |ηi (
∑
k λkbk)|.
By the Hahn-Banach Theorem each ηi extends to η˜i : X → R with ‖η˜i‖ ≤ 1sq . Define f : X → X
by f(x) =
∑
η˜i(x)(bi − ai). It is clear that f(bi) = bi − ai. If ‖x‖ = 1, then ‖f(x)‖ ≤
∑ ‖η˜i‖‖bi −
ai‖ ≤ nδsq = lnλ. Hence ‖f‖ ≤ lnλ < 1 so I − f (where I is the identity map) is invertible, namely
(I − f)−1 = 1 + f + f2 + . . . . We also have (I − f)(bi) = ai and
1
λ
‖x‖ ≤ (1− lnλ) ‖x‖ ≤ ‖(I − f)(x)‖ ≤ (1 + lnλ)‖x‖ ≤ λ‖x‖
for every x ∈ X. In other words, I − f is a λ-isomorphism. Let F = (I − f)−1. Then F : X → X is
a λ-isomorphism and F (ai) = bi for all i = 1, . . . , n.
4.1.8 Corollary. Let A ⊆ X be finite. For every q ∈ S∗n(Tpb) there is δ > 0 such that for every
p ∈ S∗n(Tpb) if d(p, q) < δ then DBM (p, q) is finite.
Proof. Suppose A = c1, . . . , ck. Without loss of generality, we may assume that A is linearly in-
dependent. Let q′ = tpLpb(b
′
1, . . . , b
′
n, c1, . . . , ck) ∈ S∗n+k(Tpb) where (b′1, . . . , b′n) is an approximate
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realization of q, and let δ = sq′/(n + k). If d(p, q) < δ, then there exist X |= Tpb, approxi-
mate realizations (a1, . . . , an) and (b1, . . . , bn) of p and q, respectively, and 1 < λ < e such that
max1≤i≤n+k(d(ai, bi)) ≤ sq lnλ/(n+ k), where an+j = bn+j = cj for j = 1, . . . , k. By Lemma 4.1.7,
we have that there exists a λ-isomorphism F : X → X such that F (ai) = bi for all i = 1, . . . , n+ k.
In particular, F fixes A. Therefore, DBM (p, q) ≤ lnλ <∞.
4.1.9 Proposition. DBM is a metric on S∗n(Tpb(A)).
Proof. To prove that DBM is symmetric, note that if f is a λ-isomorphism fixing A and f(x) = f(y),
then ‖x− y‖ ≤ ‖λf(x− y)‖ = λ‖f(x)− f(y)‖ = 0. So f is injective and, therefore, invertible. It is
clear then that f−1 is also a λ-isomorphism fixing A. It follows that DBM (p, q) ≤ λ if and only if
DBM (q, p) ≤ λ.
Since the identity map is a 1-isomorphism, it is clear that DBM (p, p) = 0 for any p ∈ S∗n(Tpb(A)).
On the other hand, suppose that DBM (p, q) = 0. Then for every k ≥ 1 there exist (Mk, a)a∈A,
(Nk, a)a∈A models of Tpb(A), an e1/k-isomorphism fk : Mk → Nk fixing A, and an n-tuple ak ∈Mnk
such that Mk |= p(ak) and Nk |= q(fk(ak)). Then, fk is surjective for every k ≥ 1, and the map ∆
defined by ∆(ε) = ε/e is a modulus of uniform continuity for fk for every k ≥ 1. We can view each
triple (Mk,Nk, fk) as a normed space structure in a two sorted signature consisting of two disjoint
copies of Lpb and a unary function symbol that takes elements of the first sort into the second. Since
the maps fk have a common modulus of uniform continuity, the collection {(Mk,Nk, fk) | k ≥ 1} is
a uniform family of structures. Let U be an ultrafilter over N and (M,N , f) = (∏(Mk,Nk, fk))U .
Then M,N |= Tpb, M |= p((ak | k ≥ 1)U ), N |= q(f((ak | k ≥ 1)U )) and f is a linear map
that fixes A (here we identify A with its image under the diagonal embedding). Moreover, for each
k ≥ 1 the map f−1k is an e1/k-isomorphism. So the map ∆ described above is a modulus of uniform
continuity for f−1k for every k ≥ 1. Therefore, the map
(∏
k f
−1
k
)
U is well defined, and it is the
inverse of f . Hence f is surjective. Let x = (xk | k ≥ 1) ∈ M and ε > 0. Then, for all k ≥ 1ε
we have e−ε‖xk‖Mk ≤ ‖fk(xk)‖Mk ≤ eε‖xk‖Mk . Therefore e−ε‖x‖M ≤ ‖f(x)‖M ≤ eε‖x‖M for
all ε > 0. Hence ‖f(x)‖M = ‖x‖M for all x ∈ M . So f is an isometry, and (M, ((ak)k≥1)U ) ∼=
(N , f (((ak)k≥1)U )), yielding p = q.
For the triangle inequality, suppose that DBM (p, q) ≤ lnλ and DBM (q, r) ≤ lnλ′. Then, there
exist M1,M2,M3,M4 |= Tpb(A), a realization a ∈Mn1 of p, two realizations b ∈Mn2 and b′ ∈Mn3
of q, a realization c ∈ Mn4 of r, a λ-isomorphism f : M1 → M2 fixing A such that f(a) = b, and
a λ′-isomorphism g : M3 → M4 fixing A such that g(b′) = c. Let τ = Card(M1) + Card(M2) +
Card(M3) + Card(M4), and let (Y, a)a∈A be a κ-big model of Tpb(A). Then, by saturation there
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exist elementary embeddings hi : Mi → (Y, a)a∈A for i = 1, 2, 3, 4. By Lemma 4.1.3 there is a
λ-isomorphism F : Y → Y such that F (h1(x)) = h2(f(x)) for every x ∈ M1, and there is a λ′-
isomorphism G : Y→ Y such that G(h3(x)) = h4(g(x)) for every x ∈M3. Note that F and G both
fix A. Since tpLpb(b/A) = tpLpb(b
′/A), we have that tpLpb(h2(b)/A) = tpLpb(h3(b
′)/A). Therefore,
by strong homogeneity there exists H ∈ Aut((Y, a)a∈A) such that H(h2(b)) = h3(b′). Then, the map
H is linear, surjective and norm-preserving. In other words, H is a 1-isomorphism. Therefore, the
map G ◦H ◦ F : Y→ Y is a (λλ′)-isomorphism fixing A, and we have a realization h1(a) of p and a
realization h4(c) of r such that G◦H ◦F (h1(a)) = h4(c). Hence, DBM (p, r) ≤ ln(λλ′) = lnλ+ lnλ′,
so
DBM (p, r) ≤ inf{lnλ+ lnλ′ | DBM (p, q) ≤ lnλ, DBM (q, r) ≤ lnλ′}
≤ inf{lnλ | DBM (p, q) ≤ lnλ}+ inf{lnλ′ | DBM (q, r) ≤ lnλ′}
≤ DBM (p, q) +DBM (q, r).
Finally, we must prove that DBM (p, q) is finite for every p, q ∈ S∗n(Tpb(A).
4.1.10 Claim. S∗n(Tpb(A)) is path connected.
Suppose A = {c1, . . . , cm}. Without loss of generality, we may assume that A is linearly in-
dependent. Let p, q ∈ S∗n(Tpb(A)). Let a = (a1, . . . , an), b = (b1, . . . , bn) ∈ Xn be approximate
realizations of p and q, respectively. To prove there is a path between p and q, it suffices to prove
there is a path between p and r = tp(b′/A) where b′ = (b′1, . . . , b
′
n) ∈ Xn is linearly independent
from {a1, . . . , an, b1, . . . , bn} over A, because this proves there is a path between q and r as well, and
we can conjoin the two paths.
For t ∈ [0, 1] and j = 1, . . . , n, let vj(t) = tb′j + (1 − t)aj . If α1, . . . , αm, β1, . . . , βn ∈ R are not
all zero, then
m∑
i=1
αici +
n∑
j=1
βjvj(t) =
m∑
i=1
αici +
n∑
j=1
βjtb
′
j + βj(1− t)aj .
This is a linear combination of the elements of A, b′ and a in which not all the coefficients are 0.
Since b′ is linearly independent of a over A, we have that
∑m
i=1 αici +
∑n
j=1 βjvj(t) 6= 0. Therefore,
v(t) = (v1(t), . . . , vn(t)) is linearly independent over A. Hence tp(v(t)/A) ∈ S∗n(Tpb(A)).
Let γ : [0, 1] → S∗n(Tpb(A)) be defined by γ(t) = tp(v(t)/A).Then γ(0) = p and γ(1) = r.
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Moreover, for s, t ∈ [0, 1] and 1 ≤ i ≤ n we have
‖vi(s)− vi(t)‖ = ‖sb′i + (1− s)ai − tb′i − (1− t)ai‖ = ‖(s− t)(b′i − a′i)‖ = |s− t| ‖b′i − ai‖ .
Therefore, max1≤i≤n(d(vi(s), vi(t))) = |s− t|max1≤i≤n d(b′i, a′i). This implies
d(γ(s), γ(t)) ≤ |s− t|d(r, p),
which proves that γ is continuous. Therefore, γ is a path connecting p and r. This completes the
proof of the claim.
For p, q ∈ S∗n(Tpb(A)), define p ∼BM q if DBM (p, q) is finite. Since DBM is symmetric and
satisfies DBM (p, p) = 0 and the triangle inequality, the relation ∼BM is an equivalence relation. We
will denote the equivalence class of an Lpb(A)-type p by [p]BM . By Lemma 4.1.7, each equivalence
class is open. Let p, q ∈ S∗n(Tpb(A)). By Claim 4.1.10 there exists a path γ : [0, 1] → S∗n(Tpb(A))
such that γ(0) = p and γ(1) = q. Let t0 = sup{t ∈ [0, 1] | γ(t) ∈ [p]BM}. Since [p]BM is open and
γ is continuous, we have that t0 6= 0. Moreover, since [γ(t0)]BM is open, there exists δ > 0 such
that γ((t0 − δ, t0 + δ) ∩ [0, 1]) ⊆ [γ(t0)]BM . By definition of t0, there exists t1 ∈ (t0 − δ, t0) ∩ [0, 1]
such that γ(t1) ∈ [p]BM . Therefore, [p]BM = [γ(t0)]BM . On the other hand, by the definition of t0
we have that γ(t) 6∈ [p]BM for every t ∈ (t0, t0 + δ) ∩ [0, 1]. Therefore, (t0, t0 + δ) ∩ [0, 1] = ∅. This
means t0 = 1 and γ(t0) = q. Hence, DBM (p, q) is finite.
As in the positive bounded setting, we define the Banach-Mazur metric on Lc-types of linearly
independent tuples:
4.1.11 Definition. Let A ⊆ BX be finite. Let S∗n(Tc(A)) denote the sets of Lc-types over A of
n-tuples of elements of BX that are linearly independent over A.
4.1.12 Definition. For p, q ∈ S∗n(Tc(A)), define DBM (p, q) to be the infimum of lnλ where λ is
such that there are realizations a, b ∈ BnX of p and q, respectively, and a λ-isomorphism f : X → X
such that f
∣∣
A
= id and f(a) = b.
4.1.13 Proposition. DBM is a metric on S∗n(Tc(A)).
Proof. The proof is the same as for the positive bounded case. See Proposition 4.1.9.
4.1.14 Proposition. The map F : S∗n(Tc) →
(
S≤1n
)∗ (Tpb) defined by F (tpLc(a)) = tpLpb(a) is an
isometry with respect to the Banach-Mazur metrics.
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Proof. Let λ ≥ 1 and p, q ∈ S∗n(Tc). Suppose DBM (p, q) ≤ lnλ. This means there exist a, b ∈ BnX and
a λ-isomorphism f : X→ X such that tpLc(a) = p, tpLc(b) = q and f(a) = b. But tpLpb(a) = F (p)
and tpLpb(b) = F (q), so DBM (F (p), F (q)) ≤ lnλ. Therefore DBM (F (p), F (q)) ≤ DBM (p, q). Now
assume that DBM (F (p), F (q)) ≤ lnλ. Then, there exist X,Y |= Tpb, approximate realizations
a ∈ Xn and b ∈ Y n of F (p) and F (q), respectively, and a λ-isomorphism f : X → Y such that
f(a) = b. Let τ be a cardinal larger than the cardinalities of X and Y , and let Y |= Tpb be τ -
big. Then, by saturation of Y, there exist elementary embeddings h1 : X → Y and h2 : Y → Y.
Therefore, a′ = h1(a) is a realization of p and b′ = h2(b) is a realization of q. By Lemma 4.1.3,
there exists a λ-isomorphism F : Y → Y such that F (h1(x)) = h2(f(x)) for every x ∈ X. In
particular, F (a′) = b′. Since BX is κ-saturated, there exist realizations a′′, b′′ ∈ BnX of p and q,
respectively. Since X is κ-big, so is (X, a′′, b′′), by Proposition 3.4.11. Note that X |= F (p)(a′)
and X |= F (q)(b′). Therefore, (X, a′′, b′′) ≡pb (Y, a′, b′). Therefore, there exists a map G : X → X
such that (X, a′′, b′′, G) ≡pb (Y, a′, b′, F ). Then G is a λ-isomorphism and G(a′′) = b′′. Hence,
DBM (p, q) ≤ lnλ. Therefore, DBM (p, q) = DBM (F (p), (q)).
4.1.15 Definition. For n ≥ 1 and p ∈ S∗n(Tc), let
sp = min

∥∥∥∥∥∥
∑
1≤i≤n
λiai
∥∥∥∥∥∥ : (a1, . . . , an) |= p,
∑
1≤i≤n
|λi| = 1
 .
Note that sp > 0.
4.1.16 Lemma. Let n ≥ 1, q ∈ S∗n(Tc) and λ ∈ (1, e). If X is a Banach space with BX |= Tc,
a1 . . . , an ∈ X and b1, . . . , bn ∈ BX with (b1, . . . , bn) |= q and max(d(ai, bi) | i = 1, . . . , n) ≤ sq lnλn ,
then there exists a λ-isomorphism F : X → X such that F (ai) = bi for all i = 1, . . . , n.
Proof. This is just a rephrasing of Lemma 4.1.7, using Proposition 4.1.14.
4.1.17 Corollary. For every n ≥ 1, every q ∈ S∗n(Tc) and every ε > 0 there exists δ > 0 such that
[q(xδ)] ⊆ BDBM (q, ε).
Proof. This is a direct application of Lemma 4.1.16 with λ = eε, making ε closer to 0 if necessary.
4.2 A perturbation system for λ-isomorphisms
An unpublished result of C. Ward Henson gives a characterization, in the positive bounded frame-
work, of theories of Banach spaces, all of whose separable models are almost isometric. This charac-
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terization is in the same spirit as Theorem 1.8.6, using topological conditions of the Banach-Mazur
metric on Lpb-types. The main objective of this chapter is to use the tools developed by Ben Yaacov
in [6] (and summarized in Chapter 2) to prove a continuous logic version of this result. Ben Yaacov
does this in [7], using a newly developed logic for unbounded metric structures. We get around the
apparent need for unbounded structures by introducing a suitable perturbation system for the unit
ball structures.
Fix a Banach space E. Let Tc = ThLc(BE). Note that any bijection between models of Tc
that perturbs the norm must also perturb other aspects of the structure. Indeed, suppose M and
N are models of Tc and f : M → N is a bijection that doesn’t perturb the interpretations of any
of the nonlogical symbols t, −, a and 0. Then f is a bijection between the unit balls of X(M)
and X(N ) that preserves all convex combinations and multiplication by −1. Therefore, f extends
to a linear isometry of X(M) onto X(N ). Hence f also preserves the norm. So a perturbation
system for unit balls of Banach spaces that perturbs the norm must also perturb some of the other
nonlogical symbols. In this section we construct a perturbation system for Tc that is adequate for
the study of almost isometric Banach spaces. In Section 4.3 we relate this perturbation system to
the Banach-Mazur metric.
4.2.1 Definition. Let X and Y be Banach spaces. For a λ-isomorphism F : X → Y (with λ ≥ 1)
we define F̂ : BX → BY by F̂ (0) = 0 and, if x 6= 0, then F (x) 6= 0 so we set
F̂ (x) =
‖x‖
‖F (x)‖F (x).
Note that if F̂ is as above, then ‖F̂ (x)‖ = ‖x‖ for every x ∈ BX .
4.2.2 Lemma. If X and Y are Banach spaces, λ ≥ 1 and F : X → Y is a λ-isomorphism, then
F̂ : BX → BY is a bijection.
Proof. First, we prove that F̂ is injective. Let x, y ∈ BX . It is clear from Definition 4.2.1 that if
x 6= 0, then F̂ (x) 6= 0, so assume x 6= 0 and y 6= 0. If ‖x‖ 6= ‖y‖, then ‖F̂ (x)‖ 6= ‖F̂ (y)‖, hence
F̂ (x) 6= F̂ (y). Suppose now that ‖x‖ = ‖y‖ and assume F̂ (x) = F̂ (y). By definition, this means
‖x‖
‖F (x)‖F (x) =
‖y‖
‖F (y)‖F (y). Therefore,
F (y) =
‖F (y)‖
‖F (x)‖F (x) = F
(‖F (y)‖
‖F (x)‖x
)
.
Since F is injective, this implies that y = (‖F (y)‖/‖F (x)‖)x. But we assumed ‖y‖ = ‖x‖, so
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y = (‖F (y)‖/‖F (x)‖)x implies that (‖F (y)‖/‖F (x)‖) = 1 and y = x.
To prove that F̂ is surjective, let y ∈ BY . Since F is a bijection, F−1 is a function, so let
x = ‖y‖‖F−1(y)‖F
−1(y). Then ‖x‖ = ‖y‖ and F (x) = ‖y‖‖F−1(y)‖y. Therefore, F̂ (x) = y.
4.2.3 Lemma. If X is a Banach space, λ ≥ 1 and F : X → X is a λ-isomorphism, then
d(F (x), F̂ (x)) ≤ λ3 − λ2 for every x ∈ BX .
Proof. Let F be as above, and x ∈ BX . If x = 0 then F̂ (x) = F (x) = 0, so the result is obvious.
Assume that x 6= 0. Then ‖F (x)‖ − ‖x‖ ≤ λ‖x‖ − ‖x‖ = ‖x‖(λ− 1) ≤ λ− 1, and ‖x‖ − ‖F (x)‖ ≤
‖x‖ − 1λ‖x‖ = ‖x‖
(
λ−1
λ
) ≤ λ− 1. So |‖F (x)‖ − ‖x‖| ≤ λ− 1, and
d(F (x), F̂ (x)) =
∥∥∥∥F (x)− ‖x‖‖F (x)‖F (x)
∥∥∥∥ = ∣∣∣∣1− ‖x‖‖F (x)‖
∣∣∣∣ ‖F (x)‖ ≤ ∣∣∣∣‖F (x)‖ − ‖x‖‖F (x)‖
∣∣∣∣λ‖x‖
≤ λ2 |‖F (x)‖ − ‖x‖| ≤ λ2(λ− 1) = λ3 − λ2.
4.2.4 Corollary. If X is a Banach space and F : X → X is a λ-isomorphism, then for every
x, y ∈ BX
d(F̂ (x), F̂ (y)) ≤ λ d(x, y) + 2(λ3 − λ2).
Proof. Let F be as above, and x, y ∈ BX . Then,
d(F̂ (x), F̂ (y)) ≤ d(F̂ (x), F (x)) + d(F (x), F (y)) + d(F (y), F̂ (y))
≤ λ3 − λ2 + λ d(x, y) + λ3 − λ2.
4.2.5 Definition. Given Banach spaces X and Y , we define the map
BMBX ,BY : R+ → P({f : BX → BY })
as follows: f ∈ BMBX ,BY (ε) if f = F̂ for some eε-isomorphism F : X → Y .
4.2.6 Lemma. Let ε ≥ 0. The map ∆ε : R+ → R+ defined by ∆ε(δ) = δ/(2e2ε + 1) is a modulus
of uniform continuity for every f ∈ BMBX ,BY (ε), for any BX ,BY |= Banc.
Proof. Let BX ,BY |= Banc. Suppose x 6= 0 and y 6= 0 are elements of BX and f ∈ BMBX ,BY (ε).
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Therefore, f = F̂ for some eε-isomorphism F : X → Y . Let λ = eε. Then,
‖f(x)− f(y)‖ =
∥∥∥∥ ‖x‖‖F (x)‖F (x)− ‖y‖‖F (y)‖F (y)
∥∥∥∥
=
∥∥∥∥ ‖x‖‖F (x)‖F (x)− ‖y‖‖F (x)‖F (x) + ‖y‖‖F (x)‖F (x)− ‖y‖‖F (y)‖F (x)+
‖y‖
‖F (y)‖F (x)−
‖y‖
‖F (y)‖F (y)
∥∥∥∥ .
Therefore, by the triangle inequality we have
‖f(x)− f(y)‖ ≤ ‖F (x)‖‖F (x)‖ |‖x‖ − ‖y‖|+ ‖y‖‖F (x)‖
∣∣∣∣ 1‖F (x)‖ − 1‖F (y)‖
∣∣∣∣+
‖y‖
‖F (y)‖‖F (x)− F (y)‖
≤ ‖x− y‖+ ‖y‖‖F (x)‖‖F (x)‖‖F (y)‖ |‖F (y)‖ − ‖F (x)‖|+ λ
2‖x− y‖
≤ (2λ2 + 1)‖x− y‖
If y = 0, then f(y) = 0 so ‖f(x)− f(y)‖ = ‖f(x)‖ = ‖x‖. Note that ∆ε(δ) ≤ δ. It follows that
for any δ > 0 and any x, y ∈ BX , if ‖x − y‖ < ∆ε(δ), then ‖f(x) − f(y)‖ ≤ δ. Hence, ∆ε is a
modulus of uniform continuity for every f ∈ BM(ε).
Fix a cardinal κ > ω1 and a κ-big model BX of Tc. For each ε ≥ 0, let BM(ε) = BMBX,BX(ε).
4.2.7 Proposition. There exists a perturbation system bm of Tc such that Pertbm(ε)(BX) = BM(ε)
for every ε ≥ 0.
Proof. We will prove that BM satisfies all the conditions of Theorem 2.1.5.
(1) BM(0) = Aut(BX).
By definition, f ∈ BM(0) means that f = F̂ for some isometry F . Therefore ‖F (x)‖ = ‖x‖ for
every x ∈ BX . Hence f(x) = F (x) for every x ∈ BX , so f preserves 0, convex combinations and
multiplication by −1. Therefore, f ∈ Aut(BX). For the other containment, suppose f ∈ Aut(BX).
Then f is surjective and it preserves convex combinations and multiplication by −1. Therefore, f
can be extended to a linear isometry F : X→ X. It is clear that F̂ = F ∣∣
BX
= f .
(2) For every ε ≥ 0, if f ∈ BM(ε), then f−1 ∈ BM(ε).
Let ε ≥ 0. Suppose f ∈ BM(ε), that is f(x) = F̂ (x) for some eε-isomorphism F : X→ X. Then
F−1 is also an eε-isomorphism. Therefore, if we define g(x) = F̂−1(x), then we have g ∈ BM(ε). It
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is clear that f(g(0)) = f(0) = 0. If x 6= 0 is an element of BX, then
F (g(x)) = F
( ‖x‖
‖F−1(x)‖F
−1(x)
)
=
‖x‖
‖F−1(x)‖F
(
F−1(x)
)
=
‖x‖
‖F−1(x)‖x.
Therefore,
f ◦ g(x) = ‖g(x)‖‖F (g(x))‖F (g(x)) =
‖x‖
‖x‖2
‖F−1(x)‖
‖x‖
‖F−1(x)‖x = x.
Hence f−1 = g ∈ BM(ε).
(3) For every ε, ε′ ≥ 0, if f ∈ BM(ε) and g ∈ BM(ε′), then f ◦ g ∈ BM(ε+ ε′).
Let ε, ε′ ≥ 0 and f ∈ BM(ε) and g ∈ BM(ε′). Let F be an eε-isomorphism such that f = F̂ and
G an eε
′
-isomorphism such that g = Ĝ. Then, f ◦ g(0) = 0 = F̂ ◦G(0). If x 6= 0 is an element of
BX, then
f ◦ g(x) = ‖g(x)‖‖F (g(x))‖F (g(x)) =
‖x‖
‖x‖
‖G(x)‖‖F (G(x))‖
‖x‖
‖G(x)‖F (G(x))
=
‖x‖
‖F (G(x))‖F (G(x)) = F̂ ◦G(x)
Therefore, f ◦ g = F̂ ◦G. Since F ◦G is an eε+ε′ -isomorphism, we have that f ◦ g ∈ BM(ε+ ε′).
(4) For every ε ≥ 0, if εk ↘ ε, then BM(ε) =
⋂
k BM(ε).
Let ε ≥ 0. Suppose (εk | k ≥ 0) is a sequence such that εk ↘ ε. Since an eε-isomorphism is also
an eεk -isomorphism for every k ≥ 0 (because εk ≥ ε), it is clear that BM(ε) ⊆
⋂
k BM(εk). For the
other direction, let f ∈ ⋂k BM(εk). This means that for each k ≥ 0 there is an eεk -isomorphism
Fk such that f = F̂k. Since εk ≤ ε0 for every k ≥ 0, we have that Fk is an eε0-isomorphism for
every k ≥ 0. Therefore, the map defined by ∆(δ) = δ/ε0 is a modulus of uniform continuity for Fk
for every k ≥ 0. So, if D is a nonprincipal ultrafilter on N, then F = (∏k Fk)D : (X)D → (X)D is
well-defined. Note that every Fk is linear; therefore, F is also linear. Moreover, since F−1k is an e
ε0-
isomorphism for every k ≥ 0, the map ∆ is a modulus of uniform continuity for F−1k for every k ≥ 0.
Therefore, the map
(∏
k F
−1
k
)
D
is well defined, and it is the inverse of F . Hence, F is surjective.
For every k ≥ 0 and every x ∈ X we have e−εk‖x‖ ≤ ‖Fk(x)‖ ≤ eεk‖x‖. Therefore, taking D-limits
we obtain e−ε‖x‖ ≤ ‖F (x)‖ ≤ eε‖x‖ for every x ∈ (X)D. So F is an eε-isomorphism. Identify X
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with its image in (X)D under the diagonal embedding, and let x ∈ BX. If x 6= 0, then
F̂ (x) =
‖x‖
‖F (x)‖F (x) =
‖x‖
limk,D ‖Fk(x)‖ limk,D Fk(x)
= lim
k,D
‖x‖
‖Fk(x)‖Fk(x) = f(x),
and F (0) = 0 = f(0). Therefore F̂
∣∣
BX
= f . Hence, F (x) = ‖F (x)‖‖x‖ f(x) ∈ X for every x 6= 0 element
of BX. Since F is linear, we have that F (X) ⊆ X. Let y 6= 0 be an element of X and z = F−1 (y).
Then z 6= 0 and
F̂
(
z
‖z‖
)
=
1∥∥∥F ( z‖z‖)∥∥∥F
(
z
‖z‖
)
=
1
‖F (z)‖F (z) =
y
‖y‖ ∈ BX.
Since f : BX → BX is a bijection, we have that z‖z‖ = f−1(y) ∈ BX; therefore, z ∈ X. Hence
F (X) = X. Let G = F
∣∣
X. Then G : X→ X is an eε-isomorphism and Ĝ = f . Hence f ∈ BM(ε).
(5) For each ε ≥ 0 there exist a signature Lc(fε) and an Lc(fε)-theory Γε(fε) such that for
every ε′ > ε ≥ 0 and every f : BX → BX we have that f ∈ BM(ε) if and only if (BX, f) is an
Lc(fε′)-structure and (BX, f) |= Γε(f).
Consider, for each ε ≥ 0, the family of triples
Kε = {(M,N , f) | M,N |= Tc, f ∈ BMM,N (ε)}
viewed as metric structures in a 2-sorted signature Lε consisting of two disjoint copies of Lc and
a unary function symbol fε from the first sort to the second. The prescribed modulus of uniform
continuity for the function symbol fε is the map ∆ε given by ∆ε(δ) = δ/(2e2ε + 1). Note that
this map is a modulus of uniform continuity for every f ∈ BMM,N (ε) for every M,N |= Tc by
Lemma 4.2.6, so the structures in Kε are indeed Lε-structures. We now prove that for any ε ≥ 0
the class Kε is axiomatizable by proving that it is closed under ultraproducts and ultraroots. (See
Proposition 1.5.10.)
Let I be an index set and D an ultrafilter on I. Suppose that (Mi,Ni, fi) ∈ Kε for every i ∈ I,
and let (M,N , f) = (∏i∈I(Mi,Ni, fi))D. Then M,N |= Tc. Since fi ∈ BMMi,Ni(ε) for every
i ∈ I, there exist eε-isomorphisms Fi : X(Mi) → X(Ni) such that F̂i = fi for each i ∈ I. Let
F =
(∏
i∈I Fi
)
D
and x = (xi | i ∈ I)D ∈ M. If x = 0 then it is clear that F̂ (x) = 0 = f(x).
Otherwise, we may assume without loss of generality that there is some δ > 0 such that ‖xi‖ ≥ δ
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for every i ∈ I (by changing xi for a set of indeces not in D, if necessary). This implies that
‖Fi(xi)‖ ≥ e−εδ for every i ∈ I. Therefore, limi,D ‖Fi(xi)‖ 6= 0. Then
F̂ (x) =
‖x‖
‖F (x)‖F (x) =
limi,D ‖xi‖
limi,D ‖Fi(xi)‖ (Fi(xi) | i ∈ I)D
=
(( ‖xi‖
‖Fi(x)‖Fi(xi)
)
i∈I
)
D
=
(
(fi(xi))i∈I
)
D
= f(x)
Hence f ∈ BM(ε) and (M,N , f) ∈ Kε. Closure under ultraroots follows from the following claim.
4.2.8 Claim. Let (M,N , f) ∈ Kε. Suppose M′  M, N ′  N and f ′ = f
∣∣
M ′ are such that
f ′(M ′) = N ′. Then (M′,N ′, f ′) ∈ Kε.
Since M′ and N ′ are elementary substructures of models of Tc, we have that M′,N ′ |= Tc.
Since f ∈ BMM,N (ε), we have that f = F̂ for some eε-isomorphism F : X(M) → X(N ). Let
F ′ = F
∣∣
X(M′). It is clear that F̂
′ = f ′. Furthermore, since F ′(x) = ‖F ′(x)‖ f ′
(
x
‖x‖
)
for every
nonzero x ∈ X(M′), we have F ′(X(M′)) = X(N ′) because f ′(M′) = N ′. Therefore, F ′ is an
eε-isomorphism between X(M′) and X(N ′), yielding f ′ ∈ BMM′,N ′(ε). Hence (M′,N ′, f ′) ∈ Kε,
thus proving the claim.
For every Lc-structureM and ultrafilter D, we may indentifyM with its image in (M)D under
the diagonal embedding. Then we have M  (M)D. Therefore, Claim 4.2.8 implies that Kε is
closed under ultraroots for every ε ≥ 0. Hence, Kε is axiomatizable for every ε ≥ 0.
For each ε ≥ 0, let Lc(fε) be signature obtained by adding the function symbol fε to the
signature Lc, with ∆ε as the prescribed modulus of uniform continuity. Let Γε be the theory of all
Lc(fε)-structures (M, f) such that (M,M, f) ∈ Kε. We claim that this collection of signatures and
theories is as desired.
Let ε′ > ε ≥ 0 and f : BX → BX. Assume first that f ∈ BM(ε). Then, by condition (4) above we
have that f ∈ BM(ε′). Therefore, by Lemma 4.2.6 the map ∆ε′ is a modulus of uniform continuity
for f . Hence, (BX, f) is an Lc(fε′)-structure. Moreover, (BX,BX, f) ∈ Kε; hence, (BX, f) |= Γε. For
the other direction, assume that (BX, f) is an Lc(fε′)-structure and (BX, f) |= Γε. Note that Γε
(viewed as an Lc(fε′)-theory) contains Lc(fε′)-conditions that say that ∆ε is a modulus of uniform
continuity for fε′ . So the fact that (BX, f) |= Γε implies that ∆ε is a modulus of uniform continuity
for f . Therefore (BX,BX, f) is an Lε structure and it is an element of Kε by definition of Γε. Hence
f ∈ BM(ε).
(6) For every ε ≥ 0, if f : BX → BX is such that for every finite A ⊆ BX there exists gA ∈ BM(ε)
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such that g
∣∣
A
= f
∣∣
A
, then f ∈ BM(ε).
An argument identical to that used at the end of the proof of Theorem 2.1.5 shows that
Claim 4.2.8 and the fact that the class Kε defined above is closed under ultraproducts imply (6).
4.2.9 Remark. If X is a separable Banach space such that BX is a model of Tc, then there exists
an elementary embedding h : BX → BX because BX is κ-big. Moreover, we can extend h by linearity
to a linear isometry H : X → X.
4.2.10 Proposition. Let BX and BY be separable models of Tc and h1 : BX → BX and h2 : BY → BX
be elementary embeddings. If λ ≥ 1, then there is a λ-isomorphism from X onto Y if and only if
there exists f ∈ BM(lnλ) such that f(h1(BX)) = h2(BY )
Proof. (⇐) If f ∈ BM(lnλ) is such that f(h1(BX)) = h2(BY ), then f = F̂ for some λ-
isomorphism F : X → X. Let H1 : X → X and H2 : Y → X be the extensions by linearity
of h1 and h2, respectively. Note that F (0) = 0, and if x 6= 0 is an element of H1(X) then
F (x) = ‖x‖F (x/ ‖x‖) = ‖F (x)‖ f(x/ ‖x‖) ∈ H2(Y ) because f(x/ ‖x‖) ∈ H2(BY ). Therefore
F ◦H1(X) ⊆ H−12 (Y ). Let G = H−12 ◦F ◦H1 : X → Y . Then, since H1 and H2 are linear isometries,
we have that G is a linear map, and 1λ‖x‖ ≤ ‖G(x)‖ ≤ λ‖x‖. If y 6= 0 is an element of H2(Y ), then
F−1(y) = ‖y‖F−1(y/ ‖y‖) = ∥∥F−1(y)∥∥ f−1(y/ ‖y‖) ∈ H1(X). Therefore F−1 ◦H2(Y ) ⊆ H1(X). It
is clear that the map H−11 ◦ F−1 ◦H2 : Y → X is the inverse of G, so G is surjective. Therefore, G
is a λ-isomorphism from X to Y .
(⇒) Since Tc is a complete theory, we have BX ≡ BY . Therefore, by Corollary 3.4.3 there exists
an ultrafilter D such that M = (BX)D ∼= (BY )D = N . Say h : N →M is an isomorphism. Assume
F : X → Y is a λ-isomorphism. Let G = (F )D : X(M) → X(N ). Then G is a λ-isomorphism
and Ĝ ∈ BMM,N (lnλ). Now, let g = h ◦ Ĝ. Then g ∈ BMM,M(lnλ) and g({(a)D | a ∈ BX}) =
{h((b)D) | b ∈ BY }. Let X0 and Y0 be countable dense subsets of BX and BY , respectively,
such that F (X0) = Y0. Then (BX, h1(a), h2(b))a∈X0,b∈Y0 ≡ (M, (a)D, h((b)D))a∈X0,b∈Y0 . Since BX
is κ-big, we have that (BX, h1(a), h2(b))a∈X0,b∈Y0 is κ-big by Proposition 1.5.24, so there exists
f : BX → BX such that ((BX, h1(a), h2(b))a∈X0,b∈Y0 , f) ≡ ((M, (a)D, h((b)D))a∈X0,b∈h(Y0), g). Now,
(M, g) |= Γlnλ (see the proof of (5) in Proposition 4.2.7), so (BX, f) |= Γlnλ. Hence, f ∈ BM(lnλ).
Moreover, f({h1(a) | a ∈ X0}) = {h2(b) | b ∈ Y0}. This implies f(h1(BX)) = h2(BY ) by continuity
of f .
4.2.11 Corollary. Let X and Y be separable Banach spaces such that BX ,BY |= Tc. Then X and
Y are almost isometric if and only if BX and BY are bm-isomorphic.
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Proof. This result follows directly from the previous Proposition.
The following is a direct application of Theorem 2.3.3 and Theorem 2.3.8 combined with Corol-
lary 4.2.11.
4.2.12 Proposition. The following are equivalent:
1. If X and Y are separable Banach spaces such that BX ,BY |= Tc, then X and Y are almost
isometric.
2. For every n ≥ 1, finite tuple a of elements of BX, Lc(a)-type p ∈ Sn(Tc(a)) and ε > 0, the set
[pbm(ε)(xε, aε)] has nonempty interior in Sn(Tc(a)) with respect to the logic topology.
3. Same as statement 2, but restricted to n = 1.
4. For every n ≥ 1, finite tuple a of elements of BX, Lc(a)-type p ∈ Sn(Tc(a)) and ε > 0, the
ε-ball Bd˜p (p, ε) has nonempty interior in Sn(Tc(a)) with respect to the logic topology.
5. Same as statement 4, but restricted to n = 1.
4.3 Almost isometric categoricity and the Banach-Mazur
distance
We wish to restate Proposition 4.2.12 in a way that refers only to the Banach-Mazur metric on the
space of types of tuples of linearly independent elements, as opposed to the metric d˜bm induced by
the perturbation system bm. To that end, we will investigate the relation between the perturbation
metrics dbm and d˜bm, and the Banach-Mazur metric DBM . As before, we fix a Banach space E
and a cardinal κ > ω1. Let Tc = ThLc(BE) and BX be a κ-big model of Tc. Let BM = BMBX,BX as
defined in the previous section. We begin with a technical lemma.
4.3.1 Lemma. For every ε > 0 and every f ∈ BM(ε), a set {a1, . . . , an} is linearly independent if
and only if the set {f(a1), . . . , f(an)} is linearly independent.
Proof. Suppose that {f(a1), . . . , f(an)} is linearly dependent. Since f is injective and f(0) = 0, if
f(ai) = 0 for some 1 ≤ i ≤ n, then ai = 0 and {a1, . . . , an} is linearly dependent. So assume that
f(ai) 6= 0 for all 1 ≤ i ≤ n. Then we have
∑
1≤i≤n αif(ai) = 0 for some coefficients α1, . . . , αn that
are not all zero. By definition, f = F̂ for some eε-isomorphism F . Note that since f(ai) 6= 0 for all
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1 ≤ i ≤ n, we have that F (ai) 6= 0 for all 1 ≤ i ≤ n. It follows that
F
 ∑
1≤i≤n
αi
‖ai‖
‖F (ai)‖ai
 = ∑
1≤i≤n
αi
‖ai‖
‖F (ai)‖F (ai) =
∑
1≤i≤n
αif(ai) = 0.
Since F is injective and F (0) = 0, this implies that
∑
1≤i≤n αi
‖ai‖
‖F (ai)‖ai = 0 so the set {a1, . . . , an}
is linearly dependent. The other direction follows from this one applied to f−1.
We now establish the strong relation between the Banach-Mazur metric and the topologies
associated to the perturbation system bm (induced by the metrics dbm and d˜bm).
4.3.2 Lemma. Let A = {c1, . . . , cn} be a finite set of parameters in a model of Tc and p ∈ S∗n(Tc(A)).
1. For every ε > 0 there exists δ > 0 such that for every q ∈ S∗n(Tc(A)), if DBM (p, q) ≤ δ, then
q ∈ [pbm(ε)(xε, A)].
2. For every ε > 0 there exists δ > 0 such that for every q ∈ S∗n(Tc(A)), if dbm(p, q) ≤ δ, then
DBM (p, q) ≤ ε.
Proof. (1) Let 0 < δ < ε be such that e3δ − e2δ < ε. Suppose DBM (p, q) ≤ δ. By Definition 4.1.12,
this means that there exist (a1, . . . , an) |= p and an eδ-isomorphism F : X → X such that F (c) = c
for all c ∈ A and (F (a1), . . . , F (an)) |= q. Then F̂ (c) = c for all c ∈ A and, by Lemma 4.2.3 we
have d(F (ai), F̂ (ai)) ≤ e3δ− e2δ < ε for each i = 1, . . . , n. Let r = tpLc(F̂ (a1), . . . , F̂ (an)/A). Then
dbm(r, p) ≤ δ ≤ ε and q ∈ [r(xε, A)]. Therefore, q ∈ [pbm(ε)(xε, A)].
(2) By Lemma 4.3.1, any map in BM(ε) preserves linear dependencies in A. So we can drop
superfluous parameters and assume that A is linearly independent. Given p ∈ S∗n(Tc(A)), we can
write it as p(x,A) where p(x, y) ∈ S∗n+m(Tc). Without loss of generality, we may assume ε < 2. Let
η = (sp(x,y)ε)/(2(n + m)). Let 0 < δ < ε/2 be such that e3δ − e2δ < η. Let q(x,A) ∈ S∗n(Tc(A))
be such that dbm(p(x,A), q(x,A)) ≤ δ. Then there exist (b1, . . . , bn) |= q and an eδ-isomorphism
F : X → X such that F̂ (c) = c for all c ∈ A and (F̂ (b1), . . . , F̂ (bn)) |= p. By Lemma 4.2.3 we have
d(F (bi), F̂ (bi)) ≤ e3δ − e2δ ≤ η and d(F (c), c) ≤ e3δ − e2δ ≤ η for all c ∈ A. By Lemma 4.1.16 and
the choice of η, this implies that there is an eε/2-isomorphism G : X→ X such that G(F (bi)) = F̂ (bi)
and G(F (c)) = c for all c ∈ A. Then G ◦F : X→ X is an eε/2+δ-isomorphism, and therefore, it is an
eε-isomorphism which fixes A and takes a realization of q(x,A) to a realization of p(x,A). Hence
DBM (p, q) ≤ ε.
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4.3.3 Corollary. For every n ≥ 1, every p ∈ S∗n(Tc), every 0 < ν < sp and every ε > 0 there
exists δ > 0 such that for every r ∈ [p (xν)] ∩ S∗n(Tc) and every q ∈ S∗n(Tc), if dbm(q, r) ≤ δ, then
DBM (q, r) ≤ ε.
Proof. Fix p, ν and ε as above. Without loss of generality, we may assume ε < 1. Recall from the
proof of part 2 of Lemma 4.3.2 that for every r ∈ [p (xν)]∩S∗n(Tc) and every q ∈ S∗n(Tc), if dbm(q, r) ≤
δr, thenDBM (q, r) ≤ ε, where 0 < δr < ε/2 is such that e3δr−e2δr < srε2n . Now, if r ∈ [p (xν)]∩S∗n(Tc)
and (a1, . . . , an) |= r, then there exists (b1, . . . , bn) |= p such that max1≤i≤n(‖bi − ai‖) ≤ ν. So, for
λ1, . . . , λn such that
∑
1≤i≤n |λi| = 1 we have
∥∥∥∥∥∥
∑
1≤i≤n
λibi
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
1≤i≤n
λi(bi − ai) +
∑
1≤i≤n
λiai
∥∥∥∥∥∥
≤
∑
1≤i≤n
|λi|‖bi − ai‖+
∥∥∥∥∥∥
∑
1≤i≤n
λiai
∥∥∥∥∥∥ ≤ ν +
∥∥∥∥∥∥
∑
1≤i≤n
λiai
∥∥∥∥∥∥ .
Therefore,
∥∥∥∑1≤i≤n λiai∥∥∥ ≥ ∥∥∥∑1≤i≤n λibi∥∥∥ − ν. Hence sr ≥ sp − ν > 0. Let 0 < δ < ε/2 be such
that e3δ− e2δ ≤ (sp−ν)ε2n . Then δ < δr for all r ∈ [p (xν)], so for every r ∈ [p (xν)]∩S∗n(Tc) and every
q ∈ S∗n(Tc) we have that dbm(q, r) ≤ δ implies DBM (q, r) ≤ ε.
4.3.4 Lemma. The following are equivalent:
1. For every n ≥ 1, finite set of parameters A ⊆ BX, Lc(A)-type p ∈ S∗n(Tc(A)) and ε > 0, the
set {q ∈ S∗n(Tc(A)) | DBM (p, q) ≤ ε} has nonempty interior in S∗n(Tc(A)) with respect to the
logic topology.
2. For every n ≥ 1, finite set of parameters A ⊆ BX, Lc(A)-type p ∈ Sn(Tc(A)) and ε > 0, the
set [pbm(ε)(xε, Aε)] has nonempty interior in Sn(Tc(A)) with respect to the logic topology.
Proof. (1 ⇒ 2): Assume that statement 1 is true. Fix A = {c1, . . . , cm} ⊆ BX, a type p(x,A) ∈
Sn(Tc(A)) and ε > 0. By Lemma 4.3.1, any map in BM(ε) preserves linear dependencies in A. So
we can drop superfluous parameters and assume that A is linearly independent. We have two cases:
If p(x,A) ∈ S∗n(Tc(A)), let 0 < δ < ε be given by part 1 of Lemma 4.3.2 and let P be the set of
types q in S∗n(Tc(A)) such that there exists an e
δ-isomorphism F that fixes A and takes a realization
of p into a realization of q. Then, by the choice of δ, we have P ⊆ [pbm(ε)(xε, A)] ⊆ [pbm(ε)(xε, Aε)].
Moreover, since P = {q ∈ S∗n(Tc(A)) | DBM (p, q) ≤ δ}, this set has nonempty interior in S∗n(Tc(A))
by statement 1. Hence, [pbm(ε)(xε, Aε)] has nonempty interior in S∗n(Tc(A)). Since S
∗
n(Tc(A)) is
open in Sn(Tc(A)), this proves that
[
pbm(ε)(xε, Aε)
]
has nonempty interior in Sn(Tc(A)).
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The second case is when p(x,A) 6∈ S∗n(Tc(A)). Then we can rearrange the variables (if needed)
and write p = p(x, y,A) where x = (x1, . . . , xk), y = (y1, . . . , yl), k+l = n, q(x,A) = p
∣∣
x
∈ S∗k(Tc(A))
and p |= d(yj , fj(x, c1, . . . , cm)) = 0 for some linear combinations fj , for each j = 1, . . . , l. Let
0 < δ < ε/2 be such that e3δ − e2δ ≤ ε/2. We proved above that [qbm(δ)(xδ, A)] has nonempty
interior in S∗k(Tc(A)). Hence, there exists an Lc(A)-formula ϕ(x,A) such that the open set O =
{t(x,A) ∈ S∗k(Tc(A)) : t |= ϕ(x,A) < 12} is nonempty and contained in [qbm(δ)(xδ, A)]. Consider, in
Sn(Tc(A)), the set
U =
t(x, y,A) : t |= ϕ(x,A) < 12 ∧ ∧
1≤j≤l
d(yj , fj(x, c1, . . . , cm)) ≤ ε
 .
Then U is open and nonempty.
4.3.5 Claim. U ⊆ [pbm(ε)(xε, yε, Aε)]
Let t ∈ U . Moving y a distance less than ε/2 we obtain t′ ∈ [t(x, yε/2, A)] such that t′∣∣
x
= t
∣∣
x
and t′ |= d(yj , fj(x, c1 . . . , cm)) = 0 for j = 1, . . . , l. Therefore t′
∣∣
x
∈ O ⊆ [qbm(δ)(xδ, A)].
This means there exists r ∈ S∗k(Tc(A)) such that t′
∣∣
x
∈ [r(xδ, A)] and dbm,k(r, q) ≤ δ. Let
r′ ∈ Sn(Tc(A)) be such that r′
∣∣
x
= r and r′ |= d(yj , fj(x, c1 . . . , cm)) = 0 for j = 1, . . . , l. Then
t′ ∈ [r(xδ, y, A)]. On the other hand, let σ : k ↪→ n be the natural embedding and σ∗ : Sn(Tc(A))→
Sk(Tc(A)) be the induced map defined by σ∗(tp(a1, . . . , an/A) = tp(aσ(1), . . . , aσ(n)). Then
r = σ∗(r′). Therefore, by Definition 2.1.1 we have dbm,n(r′, (σ∗)−1(q)) = dbm,k(σ∗(r′), q) ≤ δ.
Hence, there exists q′ ∈ Sn(Tc(A)) such that q′
∣∣
x
= q and dbm,n(r′, q′) ≤ δ. Therefore,
t′ ∈ [(q′)bm(δ)(xδ, y, A)]. We claim that q′ ∈ [p(xε/2, yε/2, Aε/2)]. Indeed, since dbm,n(r′, q′) ≤ δ,
there is an eδ-isomorphism F : X → X and (a1, . . . , ak, b1, . . . , bl) |= r′ such that F̂ (c) = c for
all c ∈ A and (F̂ (a1), . . . , F̂ (ak), F̂ (b1), . . . , F̂ (bl)) |= q′. Then bj = fj(a1, . . . , ak, c1, . . . , cm)
for all j = 1, . . . , l. Therefore F (bj) = fj(F (a1), . . . , F (ak), F (c1), . . . , F (cm)) because F is lin-
ear. By Lemma 4.2.3 and the choice of δ, we have d(F (c), c) ≤ ε/2 for every c ∈ A, and
d(F (ai), F̂ (ai)) ≤ ε/2 for i = 1, . . . , k and d(F (bj), F̂ (bj)) ≤ ε/2 for j = 1, . . . , l. Since
q′
∣∣
x
= q = p
∣∣
x
, we conclude that q′ ∈ [p(xε/2, yε/2, Aε/2)]. Hence t′ ∈ [pbm(δ)(xδ+ε/2, yε/2, Aε/2)].
Therefore t ∈ [pbm(δ)(xδ+ε/2, yε, Aε/2)] ⊆ [pbm(ε)(xε, yε, Aε)]. This proves Claim 4.3.5, and since U
is open and nonempty, the set [pbm(ε)(xε, yε, Aε)] has nonempty interior.
(2 ⇒ 1): First we prove the case without parameters. Let p ∈ S∗n(Tc) and fix ε > 0. Let 0 <
ν ≤ ε/2 be given by Corollary 4.1.17 for p and ε/2. That is, ν is such that [p (xν)] ⊆ BDBM (p, ε/2).
Without loss of generality, we may assume ν < sp, by making ν smaller if necessary. Let 0 < δ < ν
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be given by Corollary 4.3.3 for p, ν and ε/2. That is, δ is such that for every r ∈ [p (xν)]∩S∗n(Tc) and
every q ∈ S∗n(Tc), if dbm(q, r) ≤ δ, then DBM (q, r) ≤ ε/2. Assuming that statement 2 is true, we
conclude that the interior of
[
pbm(δ)
(
xδ
)]
is nonempty in Sn(Tc). Now, in any model BX of Tc the
set of n-tuples of linearly independent elements of BX is dense in BnX , therefore S
∗
n(Tc) is d-dense,
thus logic-dense, in Sn(Tc). So the interior of
[
pbm(δ)
(
xδ
)]
is nonempty in S∗n(Tc). Say t ∈ S∗n(Tc)
is in the interior of
[
pbm(δ)
(
xδ
)]
. Then, there exists r ∈ [p (xδ)] ∩ S∗n(Tc) such that dbm(t, r) ≤ δ.
Since δ < ν, we have that r ∈ [p (xν)] ∩ S∗n(Tc) so DBM (p, r) ≤ ε/2 by the choice of ν. Moreover,
we have DBM (t, r) ≤ ε/2 by the choice of δ. Hence, DBM (p, t) ≤ ε. This proves that the interior of[
p
(
xδ
)]
in S∗n(Tc) is a subset of BDBM (p, ε), and therefore the interior of BDBM (p, ε) is nonempty
in S∗n(Tc). So BDBM (p, ε) has nonempty interior in S
∗
n(Tc).
To prove the case with parameters A = (c1, . . . , cm), consider p(x, c) ∈ S∗n(Tc(A)). Then,
by the assumption that c1, . . . , cm are linearly independent, we have p(x, y) ∈ S∗n+m(Tc). So
we argue as above to find δ > 0 such that the interior of [pbm(δ)(xδ, yδ)] in S∗n+m(Tc) is a
subset of BDBM (p(x, y), ε). Therefore the interior of [p
bm(δ)(xδ, cδ)] in S∗n(Tc(A)) is a subset of
BDBM (p(x, c), ε), yielding the same conclusion as above.
Proposition 4.2.12 and Lemma 4.3.4 imply the following characterization of separable categoricity
up to almost isometry:
4.3.6 Theorem. The following are equivalent:
1. If X and Y are separable Banach spaces such that BX and BY are models of Tc, then X and
Y are almost isometric.
2. For every n ≥ 1 and finite A ⊆ BX, there is a dense subset of S∗n(Tc(A)) in which the topology
induced by the Banach-Mazur metric and the logic topology agree.
4.4 Examples
It is clear that if a complete theory of Banach spaces is ω-categorical, then it is bm-ω-categorical.
In this section we show that the converse is not true, by exhibiting a family of examples of Banach
spaces whose unit ball structures have theories that are bm-ω-categorical, but not ω-categorical. We
begin with a couple of technical results characterizing the geometry of extreme points of the unit
ball of an `2-direct sum of Banach spaces.
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Recall that if X is a Banach space and A ⊆ X, then x ∈ A is an extreme point of A if for every
u, v ∈ A if x = αu+ βv for some α, β ≥ 0 with α+ β = 1, then u = v = x.
4.4.1 Lemma. Let (Fn | n ≥ 1) be a collection of Banach spaces and X =
⊕
2(Fn | n ≥ 1). If
u = (un | n ≥ 1) and v = (vn | n ≥ 1) are elements of BX such that ‖u‖ = ‖v‖ = 1 and for all
α, β ≥ 0 with α + β = 1 we have ‖αu + βv‖ = 1, then for each n ≥ 1 we have ‖un‖ = ‖vn‖ and
either un = vn = 0 or
∥∥∥α un‖un‖ + β vn‖vn‖∥∥∥ = 1 for every α, β ≥ 0 with α+ β = 1.
Proof. First we prove that for every α, β ≥ 0 with α+β = 1 we have ‖αun+βvn‖ = α‖un‖+β‖vn‖.
Indeed, by the triangle inequality, we have ‖αun + βvn‖ ≤ α‖un‖ + β‖vn‖ for every n ≥ 1 and
every α, β ≥ 0 with α + β = 1. Suppose that for some choice of n, α and β as above we have
‖αun + βvn‖ < α‖un‖+ β‖vn‖. Then, using the Cauchy-Schwarz inequality, we have
1 = ‖αu+ βv‖2 =
∑
k≥1
‖αuk + βvk‖2 <
∑
k≥1
(α‖uk‖+ β‖vk‖)2
< α2
∑
k≥1
‖uk‖2 + β2
∑
k≥1
‖vk‖2 + 2αβ
∑
k≥1
‖uk‖‖vk‖
< α2‖u‖2 + β2‖v‖2 + 2αβ‖u‖‖v‖ = (α+ β)2 = 1,
which is a contradiction, thus yielding ‖αun +βvn‖ = α‖un‖+β‖vn‖. As a consequence of this, we
have that un 6= −vn for every n ≥ 1 unless un = vn = 0, and
1 =
∑
n≥1
∥∥∥∥12un + 12vn
∥∥∥∥2 = ∑
n≥1
(
1
2
‖un‖+ 12‖vn‖
)2
=
1
4
∑
n≥1
‖un‖2 +
∑
n≥1
‖vn‖2 + 2
∑
n≥1
‖un‖‖vn‖

=
1
2
+
1
2
∑
n≥1
‖un‖‖vn‖
Therefore
(∑
n≥1 ‖un‖‖vn‖
)2
= 1 =
(∑
n≥1 ‖un‖2
)(∑
n≥1 ‖vn‖2
)
. This is the equality case of
the Cauchy-Schwarz inequality for (‖un‖ | n ≥ 1) and (‖vn‖ | n ≥ 1), which implies that there
exists some γ > 0 such that ‖un‖ = γ‖vn‖ for all n ≥ 1. But since
∑
n≥1 ‖un‖2 = ‖u‖2 = ‖v‖2 =∑
n≥1 ‖vn‖2 we have γ = 1. Hence ‖un‖ = ‖vn‖ for every n ≥ 1. Moreover, if un 6= 0 (and,
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consequently, vn 6= 0) and α, β ≥ 0 are such that α+ β = 1, then
∥∥∥∥α un‖un‖ + β vn‖vn‖
∥∥∥∥ = 1‖un‖‖αun + βvn‖
=
1
‖un‖ (α‖un‖+ β‖vn‖) = α+ β = 1.
4.4.2 Lemma. Let (Fn | n ≥ 1) be a collection of Banach spaces, at least one of which is nonzero.
Let X =
⊕
2(Fn | n ≥ 1). Then x = (xn | n ≥ 1) ∈ BX is an extreme point of BX if and only if
‖x‖ = 1 and for every n ≥ 1 we have xn = 0 or xn‖xn‖ is an extreme point of BFn .
Proof. (⇒) It is clear that 0 is not an extreme point of BX , since for any u ∈ BX with u 6= 0 we
have 0 = 12u +
1
2 (−u). Let x = (xn | n ≥ 1) be a nonzero element of BX . If ‖x‖ < 1, then for
α = ‖x‖2−‖x‖ we have x = α
x
‖x‖ + (1 − α)x2 , so x is not an extreme point of BX . Assume, then,
that ‖x‖ = 1, and suppose that for some i ≥ 1 we have xi 6= 0 and xi‖xi‖ is not an extreme point
of BFi . Therefore, there exist a, b ∈ BFi , not equal to xi‖xi‖ , such that 12a + 12b = xi‖xi‖ . Then we
must have ‖a‖ = ‖b‖ = 1. Let un = vn = xn for each n 6= i and ui = ‖xi‖a and vi = ‖xi‖b. Let
u = (un | n ≥ 1) and v = (vn | n ≥ 1). Then ‖u‖ = ‖v‖ = ‖x‖ = 1, so u, v ∈ BX . Clearly,
1
2u+
1
2v = x so x is not an extreme point of BX .
(⇐) Let x = (xn | n ≥ 1) ∈ BX with ‖x‖ = 1, and suppose x is not an extreme point of BX .
Therefore, there exist u, v ∈ BX , not equal to x, such that 12u + 12v = x. Then we must have
‖u‖ = ‖v‖ = 1 and, therefore, for every α, β ≥ 0 with α + β = 1 we have ‖αu + βv‖ = 1. Then
‖un‖ = ‖vn‖ for every n ≥ 1 by Lemma 4.4.1. Moreover, un 6= −vn unless un = vn = 0. Since
u 6= v, there is some n ≥ 1 such that un 6= vn, which implies that un is not a multiple of vn because
‖un‖ = ‖vn‖. Moreover, xn 6= 0 because un 6= −vn. Therefore, xn‖xn‖ is not an extreme point of BFn
because xn‖xn‖ =
1
2
un
‖un‖ +
1
2
vn
‖vn‖ .
A Banach space whose Lc-theory is bm-ω-categorical, but not
ω-categorical
Let v : N → N be an injective map such that limn→∞ v(n) = ∞. For each n ≥ 1 let Fn be a
2-dimensional Banach space such that the unit ball BFn is a regular polygon with exactly v(n)
vertices (i.e. extreme points). Note that the identity map fn : Fn → `2(2) is a
(
1/ arccos
(
pi
v(n)
))
-
isomorphism. Let X =
⊕
2(Fn | n ≥ 1) and for each n ≥ 1, let pin : X → Fn be the projection onto
the nth component. For m ≥ 1, let Xm =
⊕
2(Fn | 1 ≤ n ≤ m) ⊕2
⊕
2(`2(2) | n ≥ m + 1). Let
Tm = ThLc(BXm) for each m ≥ 1 and T = ThLc(BX). Let κ ≥ ω1 be a cardinal, and BX be a κ-big
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model of T . Note that X is separable, so there exists an elementary embedding from BX into BX.
We will identify BX with its image under this embedding (thus assuming BX ⊆ BX).
4.4.3 Proposition. For every λ > 1 there exists m ≥ 1 such that there is a λ-isomorphism
Gm : X → Xm.
Proof. Fix λ > 1. Since limn→∞ v(n) = ∞, we have that limn→∞
(
1/ arccos
(
pi
v(n)
))
= 1. There-
fore, there exists m ≥ 1 such that 1 <
(
1/ arccos
(
pi
v(n)
))
< λ for every n ≥ m. Note that for every
n ≥ m the identity map fn : Fn → `2(2) mentioned above is a λ-isomorphism. Define
Gm = (idF1 , . . . , idFm , fm+1, fm+2, . . . ) : X →
(
m∏
n=1
Fn
)
×
( ∞∏
n=m+1
`2(2)
)
.
If x = (xn | n ≥ 1) is an element of X, then we have ‖x‖ =
(∑∞
n=1 ‖xn‖2Fn
)1/2 and Gm(x) =
(x1, . . . , xm, fm+1(xm+1), fm+2(xm+2)). Then we have
1
λ
∑
n≥1
‖xn‖2Fn
1/2 ≤ ( m∑
n=1
‖xn‖2Fn +
∞∑
n=m+1
‖fn(xn)‖22
)1/2
≤ λ
∑
n≥1
‖xn‖2Fn
1/2 <∞.
Therefore, Gm(x) ∈ Xm for every x ∈ X. Similarly, for y = (yn | n ≥ 1) ∈ Xm, let x = (xn |
n ≥ 1) ∈ ∏n≥1 Fn where xn = yn if n ≤ m and xn = f−1n (yn) if n > m. Then, since f−1n is a
λ-isomorphism for every n > m, we have
∑
‖xn‖2Fn =
∑
n≤m
‖yn‖2Fn +
∑
n>m
‖f−1n (yn)‖2Fn ≤
∑
n≤m
‖yn‖2Fn +
∑
n>m
λ2‖yn‖22 ≤ λ2‖y‖2 <∞
Hence, x ∈ X and Gn(x) = y. This proves that Gm is surjective. Moreover, since each component
of Gm is linear, so is Gm. Therefore, Gm : X → Xm is a λ-isomorphism.
4.4.4 Proposition. For every m ≥ 1, the theory Th(BXm) is ω-categorical.
Proof. We will use the criterion from Theorem 1.8.7. Let ε > 0, n ≥ 1 and m ≥ 1. Recall that
Xm =
⊕
2(Fi | 1 ≤ i ≤ m) ⊕2 H where H =
⊕
2(`2(k) | j ≥ m) is a separable infinite dimensional
Hilbert space. On one hand, Em =
⊕
2(Fi | 1 ≤ i ≤ m) is finite-dimensional, so BEm is compact,
and so is BnEm . Therefore there exists a finite ε/
√
2-net, say a1, . . . , ar ∈ BnEm . On the other hand,
Th(BH) is ω-categorical because all separable Hilbert spaces are isomorphic. So by Theorem 1.8.7
there exist finitely many n-tuples, say b1, . . . , bs ∈ BnH such that for every b ∈ BnH there exists
f ∈ Aut(BH) such that min1≤j≤s max1≤l≤n d(bl, f(bjl )) ≤ ε/
√
2. For each 1 ≤ i ≤ r and 1 ≤ j ≤ s,
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let ci,j = ((ai1, b
j
1), . . . , (a
i
n, b
j
n)) ∈ BnXm . Let (a, b) ∈ BXm , where a ∈ BEm and b ∈ BH . Let
1 ≤ i ≤ r be such that max1≤l≤n d(al, ail) ≤ ε/
√
2 and let f ∈ Aut(BH) and 1 ≤ j ≤ s be such that
max1≤l≤n d(bl, f(bil)) ≤ ε/
√
2. Let F = (idBEm , f) ∈ Aut(BXm). Then
max
1≤l≤n
d((a, b), ci,j) ≤
√
max
1≤l≤n
(d(al, ail)2) + max
1≤l≤n
(d(bl, f(bil))2) ≤ ε
proving that the n-tuples c1,1, . . . , cr,s satisfy condition (2) of Theorem 1.8.7 for the given ε. Hence
Th(BXm) is ω-categorical.
4.4.5 Lemma. For every n ≥ 1, ε > 0 and λ > 1 there exist finitely many n-tuples, say a1, . . . , al ∈
BnX such that for every b ∈ BnX there exist H ∈ BM(lnλ) and 1 ≤ j ≤ l such that H(BX) = BX
and max1≤i≤n(d(H(a
j
i ), bi)) ≤ ε.
Proof. Let η > 1 be such that η2 ≤ λ and η3−η2 ≤ ε/4. By Proposition 4.4.3 there exists m ≥ 1 such
that there is an η-isomorphism Gm : X → Xm. By Proposition 4.4.4 and Theorem 1.8.7, there exist
finitely many n-tuples, say c1, . . . , cl ∈ BnXm , such that for every x ∈ BnXm there exist F ∈ Aut(BXm)
and 1 ≤ j ≤ l such that max1≤i≤n(d(F (cji ), xi)) ≤ ε2η . Let gm = Ĝm ∈ BMBX ,BXm (ln η). Let
aji = g
−1
m (c
j
i ) for each 1 ≤ i ≤ n and 1 ≤ j ≤ l. Now, let b ∈ BnX . Then there exist F ∈ Aut(BXm)
and 1 ≤ j ≤ l such that max1≤i≤n(d(F (gm(aji )), xi)) ≤ ε/2λ. Let h = g−1m ◦ F ◦ gm. Then
h ∈ BMBX ,BX (2 ln η) ⊆ BMBX ,BX (lnλ) and, by Lemma 4.2.3
d(h(aji ), bi) ≤ d(h(aji ), G−1m (F (gm(aji )))) + d(G−1m (F (gm(aji ))), G−1m (gm(bi)))
+ d(G−1m (gm(bi)), bi)
≤ η3 − η2 + η d(F (gm(aji )), gm(bi)) + η3 − η2
≤ ε
4
+ η
ε
2η
+
ε
4
= ε
Since BX is κ-big, so is (BX, a)a∈X0 where X0 is a countable dense subset of X such that
aji ∈ X0 for all 1 ≤ i ≤ n, 1 ≤ j ≤ l. Now, (BX , a)a∈X0 ≡ (BX, a)a∈X0 . Hence there exists
H : BX → BX such that (BX , h, a)a∈X0 ≡ (BX, H, a)a∈X0 . Therefore H ∈ BM(lnλ), H(BX) = BX
and min1≤j≤l max1≤i≤n(d(H(a
j
i ), bi)) ≤ ε for every b ∈ BnX .
4.4.6 Lemma. Let S ∈ Aut(BX) and fix k ≥ 1. If z ∈ pi−1k (BFk), then pin(S(z)) 6= 0 if and only if
n = k.
Proof. Let a1, . . . , al be the extreme points of pi−1k (BFk). Suppose that for each i = 1, . . . , l we have
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that ai and ai+1 are adjacent, in the sense that ‖αai+βai+1‖ = 1 for every α, β > 0 with α+β = 1
(with the convention that al+1 = a1). By Lemma 4.4.2, a1, . . . , al are extreme points of BX . For
each i = 1, . . . , l, let xi = (xin | n ≥ 1) = S(ai). Then x1, . . . , xl are also extreme points of BX ,
and xi and xi+1 are adjacent for every i = 1, . . . , l (again, with the convention that xl+1 = x1).
Lemma 4.4.2 and Lemma 4.4.1 applied to each of the pairs (xi, xi+1) imply that for every n ≥ 1 we
have ‖x1n‖ = ‖x2n‖ = · · · = ‖xln‖ and either xin = 0 for every i = 1, . . . , l or xin/‖xin‖ and xi+1n /‖xi+1n ‖
are adjacent extreme points of BFn . For each n ≥ 1 such that x1n 6= 0, let γn = 1/‖x1n‖.
Let z ∈ pi−1k (BFk). Without loss of generality, we may assume that ‖z‖=1, since pin(S(z)) = 0 if
and only if pin (S (z/‖z‖)) = 0. Then, there exist 1 ≤ i ≤ l and α, β ≥ 0 with α + β = 1 such that
z = αai + βai+1. Therefore S(z) = αxi + βxi+1. Hence, pin(S(z)) = αγnxin + βγnx
i+1
n for every
n ≥ 1. If x1n = 0, then pin(S(z)) = 0. Let n be such that x1n 6= 0, then
γnpin(S(z)) = αγnxin + βγnx
i+1
n = α
xin
‖xin‖
+ β
xi+1n
‖xi+1n ‖
.
Hence ‖γnpin(S(z))‖ = 1. Let Tn = γn(pin ◦S ◦pi−1k ). Then Tn is linear, and by the argument above
it is an isometry from BFk to BFn . This proves that BFk ∼= BFn , which implies that BFk and BFn
have the same number of extreme points, i.e. v(n) = v(k). However, the map v was chosen to be
one-to-one. Therefore, n = k.
4.4.7 Proposition. T is bm-ω-categorical, but not ω-categorical.
Proof. We check the conditions of Theorem 2.5.2 are satisfied: Let D(ε) = eε + 2
√
e3ε − e2ε and
γ(ε) =
√
e3ε − e2ε for ε ≥ 0. Then D and γ are non-decreasing, continuous at 0, and D(0) = 1 and
γ(0) = 0. If x, y ∈ BX are such that d(x, y) > γ(ε) and f ∈ BM(ε), then by Corollary 4.2.4 we have
d(f(x), f(y)) ≤ eε d(x, y) + 2(e3ε − e3ε ≤ D(ε) d(x, y).
So condition 1 is satisfied. Lemma 4.4.5 proves that condition 2 is satisfied. Therefore T is bm-ω-
categorical.
Suppose, towards a contradiction, that T is ω-categorical. Then, by Theorem 1.8.7 there exist
finitely many elements, say a1, . . . , al ∈ BX such that for every b ∈ BX there exists S ∈ Aut(BX)
such that min1≤i≤l d(S(ai), b) < 1/4. For each i = 1, . . . , l, let Ni = min{N ≥ 1 |
∑∞
n=N+1 ‖ain‖ <
1/4}, let cin = ain if n ≤ Ni and cin = 0 for n > Ni. Then d(ai, ci) =
∑∞
n=Ni+1
‖ain‖ < 1/4. It
follows that for every b ∈ BX there exists S ∈ Aut(BX) such that min1≤i≤l d(S(ci), b) < 1/2. Let
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N = max{N1, . . . , Nl}+ 1 and consider bN ∈ BFN such that ‖bN‖ = 1 and bn = 0 for n 6= N . Then
b = (bn | n ≥ 1) ∈ BX and, if S ∈ Aut(BX), then for any i = 1 . . . , l we have, by Lemma 4.4.6
d(S(ci), b) =
( ∞∑
n=1
‖pin(S(ci))− bn‖2
)1/2
=
(
‖bN‖+
Ni∑
n=1
‖pin(S(ci))‖2
)1/2
> 1.
This is a contradiction. Therefore, T is not ω-categorical.
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Chapter 5
Algebraic Closure in Continuous Logic
In this chapter we study the algebraic closure construction for metric structures in the setting of
continuous first order logic. We give several characterizations of algebraicity, and we prove basic
properties analogous to ones that algebraic closure satisfies in classical first order logic.
5.1 Definition and characterizations
Let L be a countable signature. For simplicity, we will assume that L is one-sorted and [0, 1]-valued.
5.1.1 Definition. Let M be an L-structure and A ⊆ M . The algebraic closure of A in M,
denoted aclM(A), is the union of all compact subsets of M that are A-definable in M. An element
a ∈ aclM(A) is said to be algebraic over A in M (or simply algebraic in M in the case A = ∅).
For many proofs in this section we will take A = ∅, for simplicity of notation. This is done without
loss of generality, since aclM(A) = aclM(A)(∅), whereM(A) is the L(A)-structure (M, a)a∈A. Recall
that all metric structures are taken to be complete for their metrics. We will denote by A¯ the closure
of a set A in the metric topology.
The following result about compact 0-definable sets will prove useful. It is suggested by the
analogy between compact sets in continuous logic and finite sets in classical first order logic.
5.1.2 Lemma. Let M be a metric structure, and let K be a compact subset of M , 0-definable in
M. Let M′  M and let Q : M ′ → [0, 1] be a predicate such that (M′, Q(x))  (M,dist(x,K)).
Then the zeroset of Q in M′ is K.
Proof. Let n ≥ 1 be arbitrary. Since K is compact, it has a finite 1n -dense set, say of size kn.
Extend the language with a set of new constants (c(n)j | 1 ≤ j ≤ kn), to be interpreted in M by a
1
n -dense subset of K. Then, in M it is true that for all x ∈ M , if dist(x,K) = 0, then there exists
1 ≤ j ≤ kn such that d(x, c(n)j ) ≤ 1n . By the triangle inequality, this implies that for every x ∈ M ,
if dist(x,K) < 1n , then there exists 1 ≤ j ≤ kn such that d(x, c(n)j ) ≤ 2n . This can be expressed in
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continuous logic by the condition
sup
x
(
min
(
1
n
−. dist(x,K),d(x, c(n)j )−.
2
n
∣∣∣∣ j = 1, . . . , kn)) = 0.
This holds inM′; hence, for each x ∈M ′ we have that Q(x) < 1n implies that for some 1 ≤ j ≤ kn,
min(d(x, c(n)j )) ≤ 2n . Let K ′ be the zeroset of Q in M′.
Performing the same construction as above for every n ≥ 1, we conclude that every element of
K ′ is the limit of some sequence from {c(n)j | n ≥ 1, 1 ≤ j ≤ kn}, which is a subset of K. So
K ′ ⊆ K¯ = K. Hence K ′ = K.
5.1.3 Corollary. Let MM′ be L-structures. If K ⊆M is compact and 0-definable in M, then
K is 0-definable in M′.
Proof. By Proposition 1.7.4, there exists a predicate Q : M ′ → [0, 1] which is 0-definable inM′ such
that
(M′, Q(x))  (M,dist(x,K)).
Q is in fact the uniform limit inM′ of a sequence of formulas that converges uniformly to dist(x,K)
inM. By the previous lemma we have that the zeroset of Q inM′ is K. On the other hand, inM
the following conditions are true of dist(x,K).
sup
x
inf
y
max(dist(y,K), |dist(x,K)− d(x, y)|) = 0; (E1)
sup
x
|dist(x,K)− inf
y
min(dist(y,K) + d(x, y), 1)| = 0. (E2)
Hence in M′ the same conditions are true of Q(x), that is
sup
x
inf
y
max(Q(y), |Q(x)− d(x, y)|) = 0;
sup
x
|Q(x)− inf
y
min(Q(y) + d(x, y), 1)| = 0.
By Theorem 1.7.5 we have that Q(x) = dist(x,K) for all x ∈ M ′. Therefore K is 0-definable in
M′.
5.1.4 Corollary. Let M N be L-structures, and A ⊆M . Then aclM(A) = aclN (A).
Proof. As mentioned above, without loss of generality we may set A = ∅.
113
(⊆) Let K be a compact subset of M which is 0-definable in M. Then K is compact in N , and
0-definable in N by the previous corollary, so aclM(∅) ⊆ aclN (∅).
(⊇) Let K be a compact subset of N which is 0-definable in N . By Proposition 1.7.10, K ∩M
is 0-definable in M. Moreover, since M is complete, K ∩M is compact. Furthermore, (N ,K) 
(M,K ∩M). So, by Lemma 5.1.2 we have that K = K ∩M ⊆ aclM(∅).
The following is a useful characterization of algebraicity, inspired by the usual characterization
of algebraicity in first order model theory.
5.1.5 Lemma. Let M be an L-structure, A ⊆ M and a ∈ M . Then a ∈ aclM(A) if and only if
there is some predicate P : M → [0, 1] that is A-definable in M, such that P (a) = 0 and {u ∈ N |
Q(u) = 0} is compact for all (N , Q)  (M, P ).
Proof. As before, we set A = ∅ without loss of generality.
(⇒) By definition, a ∈ aclM(∅) implies that a is in a compact set K which is 0-definable in
M. This implies that dist(x,K) is 0-definable in M. Let P (x) = dist(x,K). By Lemma 5.1.2, if
(N , Q)  (M, P ), the zeroset of Q in N is K, so it is compact.
(⇐) Let P : M → [0, 1] be 0-definable in M and such that P (a) = 0 and {u ∈ N | Q(u) = 0} is
compact for all (N , Q)  (M, P ). In particular, choose N to be ω1-saturated and let K = {u ∈ N |
Q(u) = 0}. Then by Proposition 1.7.11, K is 0-definable in N . Hence K ∩M is 0-definable in M,
and compact since M is complete. Therefore a ∈ aclM(∅).
Note that for the proof from right to left the full strength of the condition was not needed; in
fact, we have the following:
5.1.6 Corollary. Let M be an L-structure, A ⊆ M and a ∈ M . Then a ∈ aclM(A) if and
only if there is some predicate P : M → [0, 1] that is A-definable in M, such that P (a) = 0 and
{u ∈ N | Q(u) = 0} is compact for some (N , Q)  (M, P ) where N is ω1-saturated.
Another natural notion of closure is one related to the boundedness of the set of realizations of
a type. The bounded closure is a notion that occurs widely in model theory.
5.1.7 Definition. LetM be an L-structure, and A ⊆M . The bounded closure of A inM, denoted
bddM(A), is the collection of all a ∈M for which there is some cardinal τ such that for any N M,
the set of realizations of tp(a/A) in N has cardinality less than or equal to τ .
In the setting of metric structures, bounded closure and algebraic closure are in fact the same:
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5.1.8 Lemma. Let M be an L-structure, and A ⊆M . Then aclM(A) = bddM(A).
Proof. Without loss of generality, we set A = ∅.
(⊆) Let a ∈ aclM(∅). Let P be as in Lemma 5.1.5. Let (N , Q)  (M, P ), and X be the set
of realizations of tp(a) in N . Then X ⊆ {u ∈ N | Q(u) = 0}; since this latter set is compact,
|{u ∈ N | Q(u) = 0}| ≤ 2ℵ0 . Therefore |X| ≤ 2ℵ0 , and hence a ∈ bddM(∅).
(⊇) By Corollary 5.1.4, we may assume without loss of generality that M is ω1-saturated. Let
a ∈M\ aclM(∅).
5.1.9 Claim. There exists n ≥ 1 such that for all L-formulas ϕ(x) such that ϕM(a) = 0, the zeroset
of ϕ in M has no finite 1n -dense set.
Suppose this is not the case. Then for each n there is an L-formula ϕn such that ϕMn (a) = 0
and the zeroset of ϕn in M, call it Cn, has a finite 1n -dense set. Let K =
⋂
n Cn. Then, by
Proposition 1.7.7, K is also a zeroset, and it is clearly compact; therefore, by Proposition 1.7.11 it
is 0-definable. But this contradicts the assumption that a 6∈ aclM(∅), thus proving the claim.
Fix n as in the claim. Let τ be any cardinal. Take a collection (xα|α < τ) of new variables and
let
Σ =
{
ϕ(xα) = 0 | α < τ , ϕM(a) = 0
} ∪{ 1
n
−. d(xα, xβ) = 0
∣∣∣∣ α < β < τ}
By the claim above, Σ is finitely satisfied in M. Let M′ be a κ-saturated elementary extension of
M, with κ > τ . Then Σ is realized in M′, say by (aα | α < τ). But clearly for any α < τ , it is
true that aα is a realization of tp(a) in M′, so the set of realizations of tp(a) in M′ has cardinality
greater than τ . Therefore a 6∈ bddM M(∅).
This last proof gives an interesting dichotomy for sets defined by a complete type in a saturated
structure, which we restate:
5.1.10 Proposition. Let M be a κ-saturated L-structure, with κ > 2ℵ0 . Let X be the set of
realizations in M of a complete type, say tp(a/A), with |A| < κ. Then either |X| ≤ 2ℵ0 and X is
an algebraic set (i.e. a is algebraic over A), or |X| ≥ κ.
The remaining results in this section give alternative characterizations of algebraicity. Fix an
L-structure M, an element a ∈M and a set A ⊆M .
5.1.11 Proposition. a ∈ aclM(A) if and only if for every N M, every realization of tp(a/A) in
N is in M.
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Proof. (⇒) Let a ∈ aclM(A). Then by Lemma 5.1.8 we have a ∈ bddM(A). By Definition 5.1.7, if
N  M and a′ ∈ N has the same type as a, then a′ ∈ bddN (A). Therefore, by Lemma 5.1.8 and
Corollary 5.1.4 we have a′ ∈ aclN (A) = aclM(A) ⊆M .
(⇐) Let τ = |M | and N  M. Since the set of all realizations of tp(a/A) in N is a subset of
M , it has cardinality at most τ . Therefore a ∈ bddM(A) = aclM(A).
5.1.12 Proposition. a ∈ aclM(A) if and only if for every ε > 0 there exist an L(A)-formula ϕ(x)
and δ > 0 such that ϕM(a) = 0 and {b ∈M | ϕM(b) < δ} has a finite ε-dense set.
Proof. As usual, we assume without loss of generality that A = ∅.
(⇒) We prove the contrapositive. Suppose there exists ε > 0 such that for every δ > 0 and for
every L-formula ϕ such that ϕM(a) = 0 the set {b ∈M | ϕM(b) < δ} has no finite ε-dense set. Let
τ be any cardinal. Then the set of L-conditions
Σ =
{
ϕ(xα) <
1
n
∣∣∣∣ n ≥ 1, α < τ, ϕM(a) = 0} ∪ {d(xα, xβ) ≥ ε | α < β < τ}
is finitely realized in M. Therefore, by compactness there exists an ultrapower of M, say (M)D
where Σ is realized, say by (aα | α < τ). It is clear by construction that tp(aα) = tp(a) for every
α < τ . So the set of realizations of tp(a) in (M)D has cardinality at least τ . Hence a 6∈ bddM(∅).
Yielding a 6∈ aclM(∅) by Lemma 5.1.8.
(⇐) By Corollary 5.1.4 we may assume that M is ω1-saturated. Suppose that for each n ≥ 1
there exists an L-formula ϕn(x) and δn > 0 such that ϕMn (a) = 0 and Cn = {b ∈M | ϕMn (b) < δn}
has a finite 1n -dense set. Let K =
⋃
n≥1{b ∈ M | ϕMn (b) = 0}. Then K is totally bounded
because K ⊆ Cn for all n ≥ 1. Since K is closed and (M,d) is complete, K is compact. Thus, by
Proposition 1.7.11 K is 0-definable because it is a compact zeroset and M is ω1-saturated. Clearly
a ∈ K, so a ∈ aclM(∅).
5.1.13 Proposition. a ∈ aclM(A) if and only if for all N M the set of realizations of tp(a/A)
in N is compact.
Proof. (⇒) Suppose a ∈ aclM(A), and let C be the set of realizations of tp(a/A) in M. By
Proposition 5.1.11, C is the set of realizations of tp(a/A) in every elementary extension of M, so it
suffices to prove that C is compact. Since a is algebraic over A, there is a compact K ⊆M that is
definable in M over A such that a ∈ K. Then C is a closed subset of K, so it is compact.
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(⇐) For simplicity we set A = ∅, which we may do without loss of generality. Let N  M be
ω1-saturated, and K be the set of realizations of tp(a) inM. Since L is countable, tp(a) is countable,
so K is a zeroset, and compact by assumption. So K is 0-definable in N by Proposition 1.7.11. Then
K ∩M is 0-definable in M and compact because (M, d) is complete. Therefore a ∈ aclM(∅).
5.1.14 Corollary (of the proof). Let N  M be ω1-saturated. Then a ∈ aclM(A) if and only if
the set of realizations of tp(a/A) in N is compact.
5.2 Basic properties
We first check that aclM actually does define a closure operation. So we fix a κ-saturated, strongly
κ-homogeneous metric structureM (for κ sufficiently large) and subsets A and B of M of cardinality
less than κ. When there is no confusion, we omit the subscript M from aclM.
5.2.1 Proposition. A ⊆ acl(A).
Proof. Suppose a ∈ A. Then {a} is compact and dist(x, {a}) = d(x, a) is A-definable.
5.2.2 Proposition. If A ⊆ B, then acl(A) ⊆ acl(B).
Proof. Since A ⊆ B, if K ⊆M is A-definable, then it is B-definable.
5.2.3 Proposition. If A ⊆ aclM(B), then aclM(A) ⊆ aclM(B).
Proof. Let a ∈ aclM(A). Note that, by strong homogeneity of M, for any element b we have
tp(b/B) = tp(a/B) if and only if there exists σ ∈ AutB(M) such that σ(a) = b. For each b with the
same type as a over B, fix such an automorphism, and call it σb. Define the following equivalence
relation in X, the set of realizations of tp(a/B) in M: b1 ∼ b2 if σb1(x) = σb2(x) for all x ∈ A
(the fact that this is an equivalence relation is easy to check, and left to the reader). Note that if
b1 ∼ b2, then tp(b1/σb1(A)) = tp(b2/σb1(A)). Therefore, the number of equivalence classes |X/ ∼ |
is less than or equal to the number of possible images of A under an automorphism ofM that fixes
B. However, since every element of A is algebraic over B, by Lemma 5.1.8 and Proposition 5.1.10 it
can have at most 2ℵ0 distinct images under such automorphisms. Therefore |X/ ∼ | ≤ (2ℵ0)|A|. On
the other hand, for any given b ∈ X the equivalence class [b]∼ is a subset of the set of realizations
of tp(σb(a)/σb(A)). But the set of realizations of tp(σb(a)/σb(A)) is of the same size as the set
of realizations of tp(a/A). By Proposition 5.1.10, ths set of realizations of tp(a/A) has cardinality
≤ 2ℵ0 because a is algebraic over A. Thus |[b]∼| ≤ 2ℵ0 , and therefore |X| ≤
(
2ℵ0
)|A| 2ℵ0 = 2ℵ0|A|.
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In other words, X is bounded, which by Proposition 5.1.10 implies that in fact |X| ≤ 2ℵ0 . Therefore
a ∈ aclM(B), by Lemma 5.1.8.
5.2.4 Proposition. acl(A¯) = acl(A).
Proof. (⊇) is a corollary of Proposition 5.2.3.
(⊆) Let K ⊆ M be compact, A¯-definable in M. By definition, this means that dist(x,K) is
the uniform limit of a sequence of L(A¯)-formulas (ϕn(x) | n ≥ 1). Say an is the tuple of elements
of A¯ that occur in ϕn, that is ϕn(x) is ϕn(x, an). Since each an is a tuple of elements of A¯,
for each n there is a sequence (a(k)n | k ≥ 1) of tuples of elements of A that converges to an.
Without loss of generality (by taking subsequences), we may assume that for every n ≥ 1 we have
|ϕMn (x, an) − dist(x,K)| < 12n for all x in M . Let ∆n be the modulus of uniform continuity of
ϕMn . By taking a subsequence of (a
(k)
n ), if necessary, we may assume that for each n ≥ 1 we have
d(an, a
(k)
n ) < ∆n( 12n ) for k ≥ n. This implies that |ϕMn (x, an) − ϕMn (x, a(n)n )| < 12n for all x in M .
Therefore |dist(x,K) − ϕMn (x, a(n)n )| ≤ |dist(x,K) − ϕMn (x, an)| + |ϕMn (x, an) − ϕMn (x, a(n)n )| ≤ 1n
for every x in M. So (ϕn(x, a(n)n ) | n ≥ 1) converges uniformly to dist(x,K), proving that K is
A-definable.
5.2.5 Lemma (Local Character). If a ∈ acl(A), then there exists a countable subset A0 of A such
that a ∈ acl(A0).
Proof. Let a ∈ acl(A). By definition, this means that a ∈ K for some A-definable compact K.
Therefore, the predicate dist(x,K) is the uniform limit of a sequence (ϕn(x, an) | n ≥ 1) of L(A)-
formulas (here, an is a tuple of elements of A, and ϕn(x, y) is an L-formula.) If we let A0 = {an |
n ≥ 1}, then it is clear that K is A0-definable, so a ∈ acl(A0).
5.2.6 Proposition. | acl(A)| ≤ |L(A)|ℵ0
Proof. The number of A-definable predicates is bounded by the number of sequences of L(A)-
formulas, |L(A)|ℵ0 . Therefore, the number of A-definable compact sets is bounded by this same
value. Each compact set has at most 2ℵ0 elements, so acl(A) (the union of all the A-definable
compact sets) has at most |L(A)|ℵ0 · 2ℵ0 = |L(A)|ℵ0 elements.
5.2.7 Proposition. Let M and N be L-structures, A ⊆ M and B ⊆ N . If f : A → B is an ele-
mentary map, then there exists an elementary map F : aclM(A)→ aclN (B) extending f . Moreover,
if f is surjective, then so is F .
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Proof. Choose a cardinal κ > ω1 + |M |+ |N |. There exists a κ-saturated, strongly κ-homogeneous
L-structureM′ and elementary embeddings g : M →M ′ and h : N →M ′. By strong κ-homogeneity
of M′, the map h ◦ f ◦ g−1 : g(A)→ h(B) extends to an automorphism F ′ of M′. Suppose K ⊆M
is compact. Then by continuity of F ′ ◦ g, the set F ′ ◦ g(K) is compact. And if K is A-definable,
then by Proposition 1.7.2 there exists a continuous function u : [0, 1]ω → [0, 1] and a sequence
of L(A)-formulas (ϕk(x, a1, . . . , ank) | k ≥ 1) such that for every x ∈ M we have dist(x,K) =
u(ϕMk (x, a1, . . . , ank) | k ≥ 1). Therefore, dist(x, F ′ ◦ g(K)) = u(ϕM
′
k (x, F
′ ◦ g(a1), . . . , F ′ ◦ g(ank)) |
k ≥ 1) = u(ϕM′k (x, h ◦ f(a1), . . . , h ◦ f(ank)) | k ≥ 1). Hence F ′ ◦ g(K) is h(B)-definable in M′. So
F ′ ◦ g(K) ⊆ aclM′(h(B)). Therefore, by Corollary 5.1.4 we have F ′ ◦ g(K) ⊆ aclh(N )(h(B)). Hence
h−1 ◦ F ′ ◦ g(K) ⊆ aclN (B). So F = h−1 ◦ F ′ ◦ g is as desired.
Suppose now that f(A) = B, and let b ∈ aclN (B). Then h(b) ∈ aclh(N )(h(B)) = aclM′(h(B)).
So by Proposition 5.1.13 the set C of realizations of tp(h(b)/h(B)) inM′ is compact. Since F ′ is an
automorphism, the map (F ′)−1 is continuous. Therefore (F ′)−1(C) is compact and it is the set of
realizations of tp((F ′)−1(h(b))/(F ′)−1(h(B))) = tp((F ′)−1(h(b))/g(A)). Hence, by Corollary 5.1.14
we have that (F ′)−1(h(b)) ∈ aclM′(g(A)). So by Corollary 5.1.4 (F ′)−1(h(b)) ∈ aclg(M)(g(A)).
Therefore, a = g−1((F ′)−1(h(b))) ∈ aclM(A) and clearly F (a) = b.
All the definitions and properties above are valid when a denotes a tuple of elements, in which
case the compact sets in question would be subsets of the appropriate cartesian product of M , and
the predicates would be of the corresponding arity. We now verify that such definitions are well
behaved.
5.2.8 Proposition. Let M be an L-structure and A ⊆ M and a = (a1, . . . , an) ∈ Mn. Then
a ∈ acl(A) if and only if ai ∈ acl(A) for all i = 1, . . . , n.
Proof. As before, we may assume A = ∅ without loss of generality.
(⇐) Let pii : Mn → M be the projection on the ith coordinate. If K ⊆ Mn is compact and 0-
definable inM, then pii(K) is also compact as pii is continuous, and 0-definable as dist(xi, pii(K)) =
infy∈K(d(xi, yi)) = infy(d(xi, yi) + dist(y,K)).
(⇒) If Ki ⊆M is compact and 0-definable for each i = 1, . . . , n, then K =
∏
1≤i≤kKi is compact,
and 0-definable, since
dist(x,K) = max(dist(xi,Ki) | i = 1, . . . , n).
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