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Abstract
We deduce eigenvalue asymptotics of the Neumann–Poincare´ operators in three dimensions.
The region Ω is C2,α (α > 0) bounded in R3 and the Neumann–Poincare´ operator K∂Ω :
L2(∂Ω)→ L2(∂Ω) is defined by
K∂Ω[ψ](x) := 1
4pi
∫
∂Ω
〈y − x,n(y)〉
|x− y|3 ψ(y) dSy
where dSy is the surface element and n(y) is the outer normal vector on ∂Ω. Then the ordering
eigenvalues of the Neumann–Poincare´ operator λj(K∂Ω) satisfy
|λj(K∂Ω)| ∼
{3W (∂Ω)− 2piχ(∂Ω)
128pi
}1/2
j−1/2 as j →∞.
Here W (∂Ω) and χ(∂Ω) denote, respectively, the Willmore energy and the Euler charateristic
of the boundary surface ∂Ω. This formula is the so-called Weyl’s law for eigenvalue problems
of Neumann–Poincare´ operators.
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1 Introduction and Results
The Neumann–Poincare´ (abbreviated by NP) operator is a boundary integral operator which
appears naturally when solving classical boundary value problems using layer potentials. Its study
(for the Laplace operator) goes back to C. Neumann [41] and H. Poincare´ [45] as the name of the
operator suggests. If the boundary of the domain, on which the NP operator is defined, is C1,α
smooth, then the NP operator is compact. Thus the Fredholm integral equation, which appears
when solving Dirichlet or Neumann problems, can be solved using the Fredholm index theory [22].
If the domain has corners, the NP operator is not any more a compact operator, but a singular
integral operator. The solvability of the corresponding integral equation was established in [58].
Regarding spectral properties of the NP operator, it is proved in [32] that the NP operator
can be realized as a self-adjoint operator by introducing a new inner product on the H−1/2-space
(see also [29]), and so the NP spectrum consists of continuous spectrum and discrete spectrum
(and possibly the limit points of discrete spectrum). If the domain has corners, the corresponding
NP operator may exhibit a continuous spectrum (as well as eigenvalues). For recent development
in this direction we refer to [28, 30, 43, 44]. If the domain has the smooth boundary, then the
spectrum consists of eigenvalues converging to 0. We refer to [9, 40] for progress on the convergence
rate of NP eigenvalues in two dimensions. However the satisfactory answers of decay rates in three
dimensions were less-known even for smooth cases since it uses the smoothness of the kernel of
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NP operators in two dimensions [40]. With this in mind, the purpose of this paper is to prove the
so-called “Weyl law” which is the asymptotic behavior of NP eigenvalues in three dimensions.
To state the result in a precise manner, let Ω be a C1,α bounded region in R3. The NP operator
K∂Ω : L2(∂Ω)→ L2(∂Ω) is defined by
K∂Ω[ψ](x) := 1
4pi
∫
∂Ω
〈y − x,n(y)〉
|x− y|3 ψ(y) dSy (1.1)
where dSy is the surface element and n(y) is the outer normal vector on ∂Ω. As described
above, we know that K∂Ω is a compact operator on L2(∂Ω) and its eigenvalues consist of at most
countable numbers, with 0 the only possible limit point. It is also known that the eigenvalues
of the NP operator lie in the interval (−1/2, 1/2] and the eigenvalue 1/2 corresponds to constant
eigenfunctions. We denote the set of NP eigenvalues counting multiplicities by
σ(K∂Ω) = { λj(K∂Ω) | 1
2
= |λ0(K∂Ω)| > |λ1(K∂Ω)| ≥ |λ2(K∂Ω)| ≥ · · · ≥ 0}. (1.2)
Here our main purpose is to deduce the asymptotic behavior of NP eigenvalues by using the basic
ingredients of surface geometry. To do this, we also define the Willmore energy W (∂Ω) by
W (∂Ω) :=
∫
∂Ω
H2(x) dSx (1.3)
where H(x) is the mean curvature of the surface. Then we have:
Theorem 1.1. Let Ω be a C2,α bounded region with α > 0. Then
|λj(K∂Ω)| ∼
{3W (∂Ω)− 2piχ(∂Ω)
128pi
}1/2
j−1/2 as j →∞. (1.4)
Here W (∂Ω) and χ(∂Ω) denote, respectively, the Willmore energy and the Euler characteristic of
the surface ∂Ω.
Thus the NP operator has infinite rank [32] and the decay rate of NP eigenvalues is j−1/2 for
C2,α regions. Furthermore, the integral (1.3) is specially interesting because it has the remarkable
property of being invariant under Mo¨bius transformations of R3 [14, 59]. Thus we find that the
asymptotic behavior of NP eigenvalues is also Mo¨bius invariant since the Euler characteristic is
topologically invariant. We will present some further facts and applications later (See section 5).
To clarify the meaning of Theorem 1.1, let us consider the case ∂Ω = S2. It is proved by
Poincare´ [45] that the NP eigenvalues on a two-dimensional sphere are 12(2k+1) for k = 0, 1, 2 . . .
and their multiplicities are 2k + 1 (see also [10]). So we may enumerate them as
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It easily follows that the j = k2th eigenvalue satisfies
|λj(KS2)| = 1
2(2k + 1)
∼ 1
4
j−1/2.
In contrast, one can verify these asymptotics from Theorem 1.1:
|λj(KS2)| ∼
{3W (S2)− 2piχ(S2)
128pi
}1/2
j−1/2 =
1
4
j−1/2
since W (S2) = 4pi and χ(S2) = 2. This calculation, of course, is consistent with the asymptotic of
the explicit eigenvalues.
It is worth comparing the decay rates for three dimensional NP eigenvalues obtained here with
those for two dimensional NP eigenvalues. For the two dimensional cases, it is well known that
2
the eigenvalues of the integral operator K∂Ω are symmetric with respect to the origin [15, 51].
The only exception is the eigenvalue 1/2 corresponding to constant eigenfunctions. NP eigenvalues
are invariant under Mo¨bius transformations [50]. One of the main distinguished features is that
the decay rates deeply depend on the smoothness of the boundary. Indeed, we [9, 40] proved the
decay rate which depends on the smoothness of the Ck smooth boundary ∂Ω, that is, for any
τ > −k + 3/2,
|λ±j (K∂Ω)| = o(jτ ) as j →∞,
where o means the small order. Moreover for the analytic boundary, we have the exponential decay
rate:
|λ±j (K∂Ω)| ≤ Ce−j as j →∞,
for any j. Here  is the modified Grauert radius of ∂Ω (See [9] for the precise statement).
We also remark that K∂Ω is not self-adjoint on L2(∂Ω). This difficulty can be circumvented by
restating from singular values into NP eigenvalues. To do this, this paper is organized as follows: In
the next section we introduce the notations of surface geometry and state the relationships among
singular- and eigenvalues using Ky-Fan theorem and the triangular representation of NP operators.
In section 3, we provide the approximate pseudo-differential operators for NP operators. Then the
relationships given in section 2 yield the Weyl law of NP eigenvalues in section 4. The applications
are provided in section 5. This paper ends with some discussions and a brief conclusion.
Acknowledgement: I am grateful to Prof. H. Kang and Prof. K. Ando for useful discussions
on the early stages of this work. I would also like to thank the members of Inha university for
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2 Preliminaries and Notations
As preliminaries, we shall mention the notations of surface geometry and some results of Schatten
class used in this paper.
2.1 Surface geometry
Let M be a two-dimensional surface without bounday and r = r(s, t) be a regular parametrization
of a surface in R3, where r is a smooth (at least C2) vector-valued function of two variables. It
is common to denote the partial derivatives of r with respect to s and t by rs and rt. The first
fundamental form is the inner product on the tangent space of a surface in three-dimensional
Euclidean space which is induced canonically from the dot product of R3. We denote the first
fundamental form the Roman numeral I:
I = Eds2 + 2Fds dt+Gdt2. (2.1)
Let r(s, t) be a parametric surface. Then the inner product of two tangent vectors is
I(ars + brt, crs + drt)
= ac(rs · rs) + (ad+ bc)(rs · rt) + bd(rt · rt)
= Eac+ F (ad+ bc) +Gbd,
Thus
E = rs · rs, F = rs · rt, G = rt · rt (2.2)
and hereafter we often write E = g11, F = g12 = g21, G = g22.
The second fundamental form of a general parametric surface is defined as follows: Regularity
of the parametrization means that rs and rt are linearly independent for any (s, t) in the domain
of r, and hence span the tangent plane to M at each point. Equivalently, the cross product rs× rt
3
is a nonzero vector normal to the surface. The parametrization thus defines a field of unit normal
vectors n:
n =
rs × rt
|rs × rt| .
Then the second fundamental form is usually written as
II = Lds2 + 2M dsdt+N dt2. (2.3)
Here the coefficients L,M,N at a given point in the parametric st-plane are given by the projections
of the second partial derivatives of r at that point onto the normal line to M and can be computed
with the aid of the dot product as follows:
L = rss · n, M = rst · n, N = rtt · n.
Under these notations, we can denote the Gaussian curvature K and the mean curvature H as
K := detA =
LN −M2
EG− F 2 , H :=
1
2
trA
where A =
(
E F
F G
)−1(
L M
M N
)
is the Weingarten matrix.
We also recall the conformal parameters used in this paper: The parameter (s, t) is said to be
isothermal or conformal if the first fundamental form is written as
I = e2σ(ds2 + dt2) (i.e. E = G = e2σ, F = 0) (2.4)
where σ := σ(s, t) is a C2 function in (s, t). It is emphasized that one can always take such
coordinates without loss of regularity [19]. For the isothermal parameters, we find
K =
LN −M2
E2
, H =
L+N
2E
and the Gauss-Bonnet formula ∫
M
K dS = 2piχ(M)
holds true even for C2 oriented compact surfaces [47].
2.2 Schatten class
Let K be a compact operator in separable Hilbert space H. We denote the singular values {sj(K)}
as the family of eigenvalues of (K∗K)1/2. Since the singular values are non-negative, we always
assume the singular values are non-increasing:
σsing(K) = { sj(K) | s1(K) ≥ s2(K) ≥ s3(K) ≥ · · · }. (2.5)
Then the Schatten p-norm of K is defined by
‖K‖Sp := tr(K∗K)p/2 =
∞∑
j=1
|sj(K)|p
and the p-th Schatten-class operator is a bounded linear operator on a Hilbert space with finite
Schatten p-norm. Especially for p = 2, 2nd Schatten-class operator is so-called Hilbert-Schmidt
class operator. Here we can show the convergence rate of singular values of the p-th Schatten class
operators:
Lemma 2.1. If K is in p-th Schatten class, then ordered singular values satisfy
sj(K) = o(j
−1/p).
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Proof.
‖K‖pSp =
∞∑
j=1
|sj(K)|p <∞.
Thus, for all  > 0, there exists N ∈ N such that
(n−N)|sn(K)|p 5
n∑
N+1
|sj(K)|p < ,
and hence,
n|sn(K)|p < 2 for all n > 2N.
Accordingly, sj(K) = o(j
−1/p) as desired.
The class of operators K, which satisfy sj(K) = o(j
−1/p), is called weakly pth-Scahtten class
[54]. Thus if we know the class of operators, then the upper bounds of decay rates are obtained.
We also have the precise relation between singular- and eigenvalues, which is convenient to derive
NP eigenvalues from singular values:
Proposition 2.2. Let K be a compact operator. Assume the following (1)-(3):
(1) K −K∗ is in Hilbert-Schmidt class.
(2) Eigenvalues of K consist of real values.
(3) sj(K) ∼ Cj−1/2 as j →∞.
Then |λj(K)| ∼ sj(K) ∼ Cj−1/2 as j →∞.
We call the operator K, satisfying (1)-(3), “almost self-adjoint operator”.
Proof. As it is well known [25], for any compact operator K, there are a compact normal operator
D and a compact quasinilpotent operator V , such that
K = D + V and σ(D) = σ(K). (2.6)
Since the spectrum σ(D) = σ(K) is real, D is a compact self-adjoint operator and
K∗ = D + V ∗.
Thus K − K∗ = V − V ∗ is in Hilbert-Schmidt class. The compact quasinilpotent operator V
with Hilbert-Schmidt imaginary part =(V ) = V−V ∗2i is also in Hilbert-Schimdt class (See e.g. [23,
Lemma 6.5.1] and [24]).
From Ky-Fan theorem (see e.g. [20] and references therein) and Lemma 2.1, the Hilbert-Schmidt
operator V is considered as a small perturbation of K. Thus
|λj(K)| = |λj(D)| = sj(D) ∼ sj(K) ∼ Cj−1/2 as j →∞.
3 NP operators as pseudo-differential operators
We study the asymptotics of singular numbers of ΨDO’s which correspond to compact operators
of the form (1.1). To consider an integral operator as a ΨDO is technically convenient also because
the asymptotics can be expressed directly in terms of symbols. The starting point for us is to
construct the approximate ΨDO of the NP operator K∂Ω modulo Hilbert-Schmidt operators. This
is done by using local coordinates.
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3.1 NP operators and approximations
Let x0 ∈ ∂Ω and choose open neighborhoods Uj (j = 1, 2, 3) of x0 in ∂Ω so that U1 ∪ U2 ⊂ U3
and U3 has a local parametrization as in section 2.1. Let ϕj (j = 1, 2) be a smooth functions such
that supp ϕ1 ⊂ U1 and supp ϕ2 ⊂ U2. Such a situation allows us to taking the local coordinates
(x(s, t)), y(s, t), z(s, t)) and the surface element is given by dσ(s, t) = |(xs, ys, zs)×(xt, yt, zt)|ds∧dt.
Thus we obtain
ϕ2K∂Ω[ϕ1f ](x) := ϕ2(x)
∫
R2
[ (x(s1, t1)− x(s2, t2))(yszt − zsyt)(s1, t1)
4pi|x− y|3
+
(y(s1, t1)− y(s2, t2))(zsxt − xszt)(s1, t1)
4pi|x− y|3
+
(z(s1, t1)− z(s2, t2))(xsyt − ysxt)(s1, t1)
4pi|x− y|3
]
ϕ1(y)f(y)ds1 ∧ dt1.
Remarking that dx = xsds+ xtdt , dy = ysds+ ytdt and dz = zsds+ ztdt on local charts, the
metric of the surface is denoted as
dx2 + dy2 + dz2 = (x2s + y
2
s + z
2
s)ds
2 + 2(xsxt + ysyt + zszt)ds dt+ (x
2
t + y
2
t + z
2
t )dt
2
= Eds2 + 2Fds dt+Gdt2.
Letting y′ = (s1, t1) and x′ = (s2, t2), we also find that
|x− y|2
=(x(s1, t1)− x(s2, t2))2 + (y(s1, t1)− y(s2, t2))2 + (z(s1, t1)− z(s2, t2))2
={E(x′)(s1 − s2)2 + 2F (x′)(s1 − s2)(t1 − t2) +G(x′)(t1 − t2)2}(1 +O(|x′ − y′|)),
and so
1
|x− y|3
=
1
[E(x′)(s1 − s2)2 + 2F (x′)(s1 − s2)(t1 − t2) +G(x′)(t1 − t2)2]3/2 (1 +O(|x
′ − y′|))
=:K(x′, x′ − y′) + E1(x′, y′).
Here
K(x′, x′ − y′) = 1
[E(x′)(s1 − s2)2 + 2F (x′)(s1 − s2)(t1 − t2) +G(x′)(t1 − t2)2]3/2
and
|E1(x′, y′)| . |(s1, t1)− (s2, t2)|−2.
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Similarly the numerator of the integral kernel ϕ2K∂Ω[ϕ1f ](x) can be denoted as
(x(s1, t1)− x(s2, t2))(yszt − zsyt)(s1, t1) + (y(s1, t1)− y(s2, t2))(zsxt − xszt)(s1, t1)
+ (z(s1, t1)− z(s2, t2))(xsyt − ysxt)(s1, t1)
=(xs(s1 − s2) + xt(t1 − t2) + 1
2
(s1 − s2)2xss + xst(s1 − s2)(t1 − t2) + 1
2
xtt(t1 − t2)2)(yszt − zsyt)(s1, t1)
+ (ys(s1 − s2) + yt(t1 − t2) + 1
2
(s1 − s2)2yss + yst(s1 − s2)(t1 − t2) + 1
2
ytt(t1 − t2)2)(zsxt − xszt)(s1, t1)
+ (zs(s1 − s2) + zt(t1 − t2) + 1
2
(s1 − s2)2zss + zst(s1 − s2)(t1 − t2) + 1
2
ztt(t1 − t2)2)(xsyt − ysxt)(s1, t1)
+O(|x′ − y′|2+α)
=
1
2
(s1 − s2)2{xss(yszt − zsyt) + yss(zsxt − xszt) + zss(xsyt − ysxt)}(s1, t1)
+ (s1 − s2)(t1 − t2){xst(yszt − zsyt) + yst(zsxt − xszt) + zst(xsyt − ysxt)}(s1, t1)
+
1
2
(t1 − t2)2{xtt(yszt − zsyt) + ytt(zsxt − xszt) + ztt(xsyt − ysxt)}(s1, t1)
+O(|x′ − y′|2+α)
=
1
2
{L(y′)(s1 − s2)2 + 2M(y′)(s1 − s2)(t1 − t2) +N(y′)(t1 − t2)2}|(xs, ys, zs)× (xt, yt, zt)|(s1, t1)
+O(|x′ − y′|2+α)
=
1
2
{L(x′)(s1 − s2)2 + 2M(x′)(s1 − s2)(t1 − t2) +N(x′)(t1 − t2)2}|(xs, ys, zs)× (xt, yt, zt)|(s1, t1)
+O(|x′ − y′|2+α).
Here we used the second fundamental form:
II = Lds2 + 2Mds dt+Ndt2
and
L(x′)− L(y′) = O(|x′ − y′|α), M(x′)−M(y′) = O(|x′ − y′|α), N(x′)−N(y′) = O(|x′ − y′|α).
Summarizing the dominator and the numerator of the kernel,
ϕ2K∂Ω[ϕ1f ](x)
=
1
8pi
ϕ2(x)
∫
R2
[
{L(s1 − s2)2 + 2M(s1 − s2)(t1 − t2) +N(t1 − t2)2}
|(xs, ys, zs)× (xt, yt, zt)|+O(|x′ − y′|2+α)
]
{K(x′, x′ − y′)(1 +O(|x′ − y′|)}ϕ1(y)f(y)ds2 ∧ dt2
=
1
8pi
ϕ2(x)
∫
R2
[
{L(s1 − s2)2 + 2M(s1 − s2)(t1 − t2) +N(t1 − t2)2}
K(x′, x′ − y′)|(xs, ys, zs)× (xt, yt, zt)|+ E2(x′, y′)
]
ϕ1(y)f(y)ds2 ∧ dt2
=
1
8pi
ϕ2(x)
∫
R2
[
{L(s1 − s2)2 + 2M(s1 − s2)(t1 − t2) +N(t1 − t2)2}
K(x′, x′ − y′)
]
ϕ1(y)f(y)dσ(s, t) +H[f ](x)
where H[f ](x) = 18piϕ2(x)
∫
R2 E2(x
′, y′)ϕ1(y)f(y)ds2 ∧ dt2 and E(x′, y′) = O(|x′ − y′|1−α).
It follows that E2(x
′, y′) is in L2loc(R4) and H is in Hilbert-Schmidt class by Mercer’s theorem
(See e.g. [17, 54]).
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3.2 Symbols of the approximate NP operators
From the calculations in the previous subsection, the NP operator on local charts is denoted as
ϕ2K∂Ω[ϕ1f ](x) ≡ ϕ2P[ϕ1f ](x)
:=
1
8pi
ϕ2(x)
∫
R2
[
{L(s1 − s2)2
+ 2M(s1 − s2)(t1 − t2) +N(t1 − t2)2}K(x′, x′ − y′)
]
ϕ1(y)f(y)dσ(s, t)
where the notation ≡ stands for modulo Hilbert-Schmidt operators. Let us denote P[f ](x) as the
pseudo-differential operator (See e.g. [53, 56] for the details). The classical ΨDO is defined as
Op(σ)[f ](x) =
1
(2pi)2
∫
R2
∫
R2
σ(x, ξ)ei(x−y)·ξf(y)dxdξ
where σ(x, ξ) is called the symbol of Op(σ). Write (x, y) instead of (s, t) as usual. Our purpose is
to get the ΨDO representation of the operator P gjk :
P gjk[f ](x
′) :=
1
8pi
∫
R2
(xj − yj)(xk − yk)K(x′, x′ − y′)f(y)dσ (3.1)
where
K(x′, x′ − y′) = 1
[g11(x′)(x1 − y1)2 + 2g12(x′)(x1 − y1)(x2 − y2) + g22(x′)(x2 − y2)2]3/2 .
We can calculate the principal symbol of P gjk with the aid of the surface Riesz transforms R
g
k:
Rgk[f ](x
′) =
1
2pi
∫
R2
(xk − yk)K(x′, x′ − y′)f(y)dy′. (3.2)
Here Rgk is, in fact, a homogeneous pseudo-differential operator [8]. Let us recall the symbol of R
g
k
for the reader’s convenience:
Lemma 3.1. For f ∈ C∞0 (R2)
Rgk[f ](x
′) =
1
(2pi)2
∫
R4
−i√
det(gkl(x))
∑
l g
kl(x′)ξl√∑
k,l g
kl(x′)ξkξl
e(x
′−y′)·ξf(y)dy′dξ. (3.3)
Proof. The matrix (tensor) G(x) = (gij(x)) is symmetric and one can diagonalize via orthogonal
matrices:
P−1(x)G(x)P (x) =
(
α2(x) 0
0 β2(x)
)
(3.4)
and (
α−1(x) 0
0 β−1(x)
)
P−1(x)G(x)P (x)
(
α−1(x) 0
0 β−1(x)
)
=
(
1 0
0 1
)
. (3.5)
Since α(x)β(x) =
√
det(gkl(x)), putting zk = xk − yk (k = 1, 2) and
z =
(
z1
z2
)
= P (x)
(
α−1(x) 0
0 β−1(x)
)(
z˜1
z˜2
)
= P˜ (x)z˜,
(3.2) becomes
Rgk[f ](x
′) =
1
2pi
∫
R2
[P˜ (x′)z˜]k
|z˜|3 f(y)
dz˜
α(x′)β(x′)
=
1
(2pi)2
∫
R2
∫
R2
−i√
det(gkl(x))
[P˜ (x)P˜ (x)
T
ξ]k
|P˜ (x)T ξ|
eiξ
′(x′−y′)f(y) dξdy′
=
1
(2pi)2
∫
R2
∫
R2
−i√
det(gkl(x′))
∑
k g
kl(x′)ξl√∑
j,k g
kl(x)ξjξk
eiξ
′(x′−y′)f(y) dξdy′.
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as desired.
As a consequence of Lemma 3.1, we get the symbol of P gjk as homogeneous pseudo-differential
operators:
Lemma 3.2. For f ∈ C∞0 (R2),
P gjk[f ](x
′) =
1
(2pi)2
∫
R4
[ (−1)i−j ξ̂j ξ̂k
4 det(gij(x′)){
√∑
j,k g
jk(x′)ξjξk}3
]
ei(x
′−y′)·ξf(y)dy′dξ (3.6)
Here ξ̂1 = ξ2 and ξ̂2 = ξ1.
Proof. From Lemma 3.1 and using the integration by parts as oscillatory integrals [53], we have
for all f ∈ C∞0 (R2),
P gjk[f ](x
′) =
1
4
Rgk[
√
det(g(x))(xj − yj)f ](x′)
=
1
(2pi)2
∫
R4
−i
∑
l g
kl(x′)ξl
4
√∑
k,l g
kl(x′)ξkξl
1
i
∂
∂ξj
ei(x
′−y′)·ξf(y)dy′dξ
=
1
(2pi)2
∫
R4
∂
∂ξj
[ ∑
l g
kl(x′)ξl
4
√∑
k,l g
kl(x′)ξkξl
]
ei(x
′−y′)·ξf(y)dy′dξ
=
1
(2pi)2
∫
R4
[{ gkj(x′)
4
√∑
k,l g
kl(x′)ξkξl
}
− 1
2
{{∑l gkl(x′)ξl}{2∑l gjl(x′)ξl}
4{
√∑
k,l g
kl(x′)ξkξl}3
}]
ei(x
′−y′)·ξf(y)dy′dξ
=
1
(2pi)2
∫
R4
[gkj(x′)(∑k,l gkl(x′)ξkξl)− {∑l gkl(x′)ξl}{∑l gjl(x′)ξl}
4{
√∑
k,l g
kl(x′)ξkξl}3
]
ei(x
′−y′)·ξf(y)dy′dξ
=
1
(2pi)2
∫
R4
[∑
l,m(g
kj(x′)glm(x′)− gkl(x′)gjm(x′))ξlξm
4{
√∑
j,k g
jk(x′)ξjξk}3
]
ei(x
′−y′)·ξf(y)dy′dξ
=
1
(2pi)2
∫
R4
[ (−1)i−j(g11g22 − g12g21)ξ̂j ξ̂k
4{
√∑
j,k g
jk(x′)ξjξk}3
]
ei(x
′−y′)·ξf(y)dy′dξ
=
1
(2pi)2
∫
R4
[ (−1)i−j ξ̂j ξ̂k
4 det(gij){
√∑
j,k g
jk(x′)ξjξk}3
]
ei(x
′−y′)·ξf(y)dy′dξ.
as desired.
Hence the principal symbol of P gjk is a (strictly) homogeneous symbol of order −1 and the
summation immediately yields the principal symbol of P:
Lemma 3.3. Let ∂Ω be a bounded C2,α surface. Then
P ≡ Op
([L(x′)ξ22 − 2M(x′)ξ1ξ2 +N(x′)ξ21
4 det(gij){
√∑
j,k g
jk(x′)ξjξk}3
])
modulo Hilbert-Schmidt operators.
We remark that the above ΨDO is defined even for f ∈ L2(∂Ω) since the localizations of ΨDO
on local coordinates coincide with the sum of (3.1).
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4 Weyl’s law of compact pseudo-differential operators and
NP operators
Let us introduce Weyl’s law of singular values of the pseudo-differential operators with Cα smooth
in x-variable. M. S. Birman and M. Z. Solomyak [13] showed the asymptotics under weak smooth-
ness hypothesis both in the x- and ξ-variable (See [20, 27, 49] for recent progress). In our situation,
we employ the results as the asymptotics of singular values of −1 homogeneous ΨDO in two di-
mensions.:
Theorem 4.1 ([27] Theorem 2.1 and Theorem 2.5). On a closed manifold M of dimension 2,
let P be defined in local coordinates from symbols p(x, ξ) that are homogeneous in ξ of degree −1.
Assume that the symbols restricted to ξ ∈ Sm−1 = {|ξ| = 1} are in C(Sm−1, C) for some . Then
sj(P ) ∼ C(∂Ω)1/2j−1/2 j →∞.
Here
C(∂Ω) =
1
8pi2
∫
S∗M
|σ0(x, ξ)|2dx dξ, (4.1)
S∗M denotes the cosphere bundle and σ0 is the principal symbol of Op(σ(x, ξ)).
From Theorem 4.1, immediately we have the Weyl’s law of singular values:
Lemma 4.2. Let Ω be a C2,α bounded region. Then
sj(K∂Ω) ∼
{3W (∂Ω)− 2piχ(∂Ω)
128pi
}1/2
j−1/2 as j →∞ (4.2)
where W (∂Ω) =
∫
∂Ω
H2 dS and χ(∂Ω) denotes, respectively, the Willmore energy and the Euler
characteristic of the surface ∂Ω.
Proof. In the preceding section, we proved that K∂Ω is a ΨDO modulo Hilbert-Schmidt class:
K∂Ω ≡ Op
([L(x)ξ22 − 2M(x)ξ1ξ2 +N(x)ξ21
4 det(gij){
√∑
j,k g
jk(x)ξjξk}3
])
modulo Hilbert-Schimidt operator H. (4.3)
From Ky-Fan theorem [20], H is considered as the small perturbation of the ΨDO. Thus sj(K∂Ω)
also satisfies
sj(K∂Ω) ∼ C(∂Ω)j−1/2 j →∞.
To calculate the positive constant C(∂Ω) in Theorem 4.1, we take the isothermal charts introduced
in section 2.1. The surface element is given by dSx = E(x)dx and
C(∂Ω)2 =
1
8pi2
∫
∂Ω
∫
S1
[L(x)ξ22 − 2M(x)ξ1ξ2 +N(x)ξ21
4 det(gij){
√∑
j,k g
jk(x)ξjξk}3
]2
dξdx
=
1
8pi2
∫
∂Ω
∫
S1
[L(x) cos2 θ − 2M(x) cos θ sin θ +N(x) sin2 θ
4E2(x)E−3/2(x)
]2
dξdx
=
1
128pi2
∫
∂Ω
∫
S1
(L(x) cos2 θ − 2M(x) cos θ sin θ +N(x) sin2 θ)2
E(x)
dξdx
=
1
128pi2
∫
∂Ω
( 3pi4 L
2(x) + 3pi4 N
2(x) + piM2(x) + pi2L(x)N(x))
E(x)
dx
=
1
128pi2
∫
∂Ω
( 3pi4 L
2(x) + 3pi4 N
2(x) + pi(L(x)N(x)− E2(x)K(x)) + pi2L(x)N(x))
E(x)
dx
=
3
512pi
∫
∂Ω
[(L(x) +N(x)
E(x)
)2
− 4
3
K(x)
]
E(x) dx
=
3
512pi
∫
∂Ω
4H2(x) dx− 1
64
χ(∂Ω)
=
3W (∂Ω)− 2piχ(∂Ω)
128pi
.
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Thus we have a Weyl’s type formula for singular values of NP operators.
Proof of Theorem 1.1. From Proposition 2.2, we need to prove only the almost self-adjointness of
K∂Ω, that is,
K∗∂Ω −K∂Ω
is a Hilbert-Schimidt operator. This fact follows from that the approximate ΨDO’s of K∗∂Ω and
K∂Ω have just the same symbol from the similar calculations in section 3.
5 Applications
Theorem 1.1 states that the NP operators in three dimensions have infinite rank. Regarding the
rank of NP operators, Khavinson-Putinar-Shapiro [32] propose a question:
“The disk is the only planar domain for which the NP operator has finite rank. It is not known
whether there are such domains in higher dimensions.”
Our answer to this question is summarized as the following:
Corollary 5.1 (Finite-rank problem). Let Ω be a bounded C2,α (α > 0) region in Rn (n = 2, 3).
If the NP operator has finite rank, then
n = 2 and ∂Ω = S1.
Thus the finite rank NP operator is rank one.
Some results are also obtained from the known facts of the Willmore energy: The Willmore
energy (1.3) is known as the best thought of as a measure of ‘roundness’, it is not hard to prove
W (∂Ω) ≥ 4pi,
with equality if and only if ∂Ω is an round sphere. For higher genus cases, F. C. Marques and A.
Neves [35] proved the celebrated “Willmore conjecture”
W (∂Ω) ≥ 2pi2.
The equality is achieved by the torus of revolution whose generating circle has radius 1 and center
at distance
√
2 from the axis of revolution:
T 2Clifford := {((
√
2 + cosu) cos v, (
√
2 + cosu) sin v, sinu) ∈ R3 | (u, v) ∈ R2}
As results, we obtain the spectral geometry nature of NP eigenvalues:
Corollary 5.2. Let Ω ⊂ R3 be a bounded region of class C2,α. Then
|λj(K∂Ω)| % 1
4
j−1/2.
The minimum asymptotic is achieved if and only if ∂Ω = S2. Especially if σp(K∂Ω) = σp(KS2)
then ∂Ω = S2.
Corollary 5.3. Let Ω ⊂ R3 be a bounded region of class C2,α with genus g(∂Ω) ≥ 1. Then
|λj(K∂Ω)| %
√
3pi
8
j−1/2.
Especially if σp(∂Ω) = σp(T
2
Clifford) then ∂Ω
∼= T 2Clifford. Here ∼= means modulo Mo¨bius transforms.
Any other properties of the Willmore energy can also be interpreted as the asymptotics of NP
eigenvalues. For instance, Langevin and Rosenberg [34] showed that any knotted embedding of a
torus in R3 was bounded below by 8pi, namely,
W (∂Ω) ≥ 8pi.
In the terminology of NP eigenvalues, we have
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Corollary 5.4. Let Ω ⊂ R3 be a bounded region of class C2,α and ∂Ω be a knot torus. Then
|λj(K∂Ω)| %
√
3
4
j−1/2.
As the last applicaltion, let us consider plasomonic eigenvalues (See e.g. [26] and references
therein). A real number  is called a plasmonic eigenvalue if the following problem admits a solution
u in the space H1(R3): 
∆u = 0 in R3\∂Ω,
u|− = u|+ on ∂Ω,
∂nu|− = −∂nu|+ on ∂Ω.
(5.1)
where the subscript ± on the left-hand side respectively denotes the limit (to ∂Ω) from the outside
and inside of Ω. The well-known relation [10] among the plasmonic eigenvalue  and the NP
eigenvalue λ gives
|j − 1| =
∣∣∣ −2λj
λj − 1/2
∣∣∣ ∼ |4λj | ∼ {3W (∂Ω)− 2piχ(∂Ω)
8pi
}1/2
j−1/2. (5.2)
Hence the plasmonic eigenvalues consist of the sequence with 1 as the limit, and the (R.H.S.) of
(5.2) gives its converging rate.
6 Conclusion and discussions
We discussed about the Weyl’s law of NP eigenvalues. It depends on the Willmore energy and
the Euler characteristics. However Theorem 1.1 holds only for C2,α smooth surfaces, while K∂Ω is
compact for C1,α surfaces. This fact indicates that the Weyl’s law on surfaces having only C1,α
smoothness is probably changed to be the interpolation between C0,1 and C2,α.
Moreover we don’t know the asymptotics of signed NP eigenvalues:
λ+1 > λ
+
2 > · · · > 0 > · · · > λ−2 > λ−1 . (6.1)
When we denote the signed Browder-G˚arding density [11] as
C±(∂Ω) =
1
8pi2
∫
S∗∂Ω
[L(x′)ξ22 − 2M(x′)ξ1ξ2 +N(x′)ξ21
4 det(gij){
√∑
j,k g
jk(x′)ξjξk}3
]2
±
dx dξ (6.2)
where the subscript ± denotes the positive and negative part respectively, we believe that
λ±j ∼ ±C1/2± (∂Ω)j−1/2 as j →∞.
If so, for the case of ellipsoids, C−(∂Ω) = 0 and negative NP eigenvalues decay faster than j−1/2
[3, 4, 36, 48]. For a torus, C−(∂Ω) > 0 and infinitely many negative NP eigenvalues exist.
We hope that the truth or falsehood of these problems will be established in the recent future.
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