Let m2 < m1 be two given nonnegative integers with n = m1 + m2 + 1.
Introduction
Definition 1 A mean m(a, b) in two variables is a continuous function on ℜ Of course, in some cases a mean can be extended to all real numbers, such as with the arithmetic mean m(a, b) = a+b 2 . In this paper we define means in two variables using intersections of Hermite polynomial interpolants to a given function, f . Throughout we assume, unless stated otherwise, that m 2 < m 1 are two given nonnegative integers with n = m 1 + m 2 + 1. If f (k) (a) and f (k) (b) each exist for k = 0, 1, ..., m 1 , we let P, Q ∈ π n be the Hermite polynomial interpolants to f which satisfy P (j) (a) = f (j) (a), j = 0, 1, ..., m 1 and P (j) (b) = f (j) (b), j = 0, 1, ..., m 2
(1) Q (j) (a) = f (j) (a), j = 0, 1, ..., m 2 and Q (j) (b) = f (j) (b), j = 0, 1, ..., m 1
Of course P and Q depend on m 1 , m 2 , and f , but we supress that in our notation. Under suitable conditions on f (see Theorem 2 below), if m 1 − m 2 is even, then there is a unique x 0 , a < x 0 < b, such that P (x 0 ) = Q(x 0 ). If m 1 −m 2 is odd (see Theorem 4 below), then there is a unique x 0 , a < x 0 < b, such that f (x 0 ) = 1 2 (P (x 0 ) + Q(x 0 )). In either case, x 0 defines a strict, symmetric mean, which we denote by M f,m1,m2 (a, b).
The means defined in this paper are similar to a class of means defined in [2] and [3] , which were based on intersections of Taylor polynomials, each of order r. More precisely, for f ∈ C r+1 (I), I = (a, b), let P c denote the Taylor polynomial to f of order r at x = c, where r is odd. In [2] it was proved that if f (r+1) (x) = 0 on [a, b], then there is a unique u, a < u < b, such that P a (u) = P b (u). This defines a mean m(a, b) ≡ u. These means were extended to the case when r is even in [3] by defining m(a, b) to be the unique solution in (a, b) of the equation f (x) = 1 2 (P (x) + Q(x)). However, many of the proofs in this paper are more complex than those in [2] and [3] because the means M f,m1,m2 depend on two nonnegative integers, m 1 and m 2 , rather than just on the one nonnegative integer, r. In [2] the author also proved some minimal results for means involving intersections of Hermite interpolants to a given function, f . In particular we proved a version of Theorems 2, 6, and 7 below for the special case when m 1 − m 2 = 2. In this paper we prove much more along these lines.
Main Results
Our first result allows us to define a mean using intersections of Hermite interpolants when m 1 − m 2 is even.
Theorem 2 Suppose that m 2 < m 1 are two given nonnegative integers with m 1 − m 2 even. Let n = m 1 + m 2 + 1 and let I = (a, b), 0 < a < b be a given open interval. Suppose that f ∈ C n+2 (I) with f (n+1) (x) = 0 for x ∈ I, and let P and Q satisfy the Hermite interpolation conditions given by (1) . Then there is a unique x 0 , a < x 0 < b, such that P (x 0 ) = Q(x 0 ).
Proof. We may assume, without loss of generality, that f (n+1) (x) > 0 on I. Let E P (x) = f (x)−P (x) and E Q (x) = f (x)−Q(x) denote the respective error functions for P and Q, and let f [x 0 , x 1 , ..., x n ] denote the nth order divided difference of f for distinct nodes x 0 , x 1 , ..., x n . In general, divided differences at distinct points are defined inductively by f [x 0 , x 1 , ...,
. For sufficiently differentiable f , one can extend the definition of divided difference in a continuous fashion when the nodes are not all distinct (see, for example, [4] ). We let f [x m0 0 , x m1 1 , ..., x mn n ] denote the divided difference where x k appears m k times. Using one well-known form of the error in Hermite interpolation, one has
By the Mean Value Theorem for divided differences (see [4] [4] ), which implies that
Simplifying the term in brackets using properties of divided differences yields (
is decreasing on I. Thus (x − a) m1−m2 h 1 (x) is positive and increasing on I and vanishes at a, while (x − b) m1−m2 h 2 (x) is positive and decreasing on I and vanishes at b. Hence the equation in (3) has a unique solution x 0 ∈ I. Since E P (x 0 ) = E Q (x 0 ), P (x 0 ) = Q(x 0 ), which finishes the proof of Theorem 2.
Remark 3 (1) Theorem 1 was proven in [2] using a different approach and only for the case when m 1 − m 2 = 2.
(2) Heuristically speaking, we may consider the means defined in [2] as a special case of the means above, where m 1 = r and m 2 = −1. The latter value means that no values of f or any of its derivatives are matched. However, the formulas we use do not actually work if m 2 = −1.
The proof of the following theorem is almost identical to the proof of Theorem 2 and we omit it.
Theorem 4 Suppose that m 2 < m 1 are two given nonnegative integers with m 1 − m 2 odd. Let n = m 1 + m 2 + 1 and let I = (a, b), 0 < a < b be a given open interval. Suppose that f ∈ C n+2 (I) with f (n+1) (x) = 0 for x ∈ I, and let P and Q satisfy the Hermite interpolation conditions given by (1) . Then there is a unique x 0 , a < x 0 < b, such that f (
The unique x 0 from Theorems 2 and 4 defines a strict, symmetric mean, which we denote by x 0 = M f,m1,m2 (a, b). It is easy to unify the cases of m 1 −m 2 even or odd as follows: M f,m1,m2 (a, b) is the unique solution, in (a, b), of the equation
As in [2] and [3] , we shall see that some of the familiar means, such as the arithmetic, geometric, and harmonic means arise in certain special cases. For
.., n}, one can define M p,m1,m2 using a limiting argument, or by defining M p,m1,m2 to be M f,m1,m2 , where
This gives a continuous extension of M p,m1,m2 to all real numbers p.
Remark 5 For any polynomial
The following three theorems are the analogs of ( [3] , Theorems 1.3 and 1.4) and ( [2] , Theorem 1.8) for Hermite interpolation.
Theorem 7
If
a+b for any m 1 and m 2 .
n x0x1···xn (see [6] , page 11, formula (4)]. It then follows easily that
is the unique solution of Theorems 6 and 7 show that the arithmetic and harmonic means arise as the x coordinates of the intersection point of Hermite interpolants. Our next result shows that the geometric mean arises as well, but the proof is considerably more difficult.
, where
Remark 9 Theorem 8 does not hold if m 1 +m 2 is odd. In that case, p is a positive integer strictly less than m 1 +m 2 +1, which implies that f (m1+m2+2) (x) ≡ 0.
Before proving Theorem 8, we need three lemmas.
Lemma 10 Let m 1 ≥ 0 be any integer. Then
Proof. We use induction in m 1 . First, it is trivial that (5) holds when
denote the left and right hand sides of (5), respectively.
It is easy to show that
If m 1 is even, then the equality holds trivially since all terms involved are 0. So assume now that m 1 is odd. Then
That completes the proof of Lemma 10.
Lemma 11 Let m 1 and m 2 be any integers. Then if y > 0,
Proof. It is not hard to show, using, for example, the methods in [8] , that
. The latter equality follows
, and x = 1 − y. That proves Lemma 11.
We now use Lemmas 10 and 11 to prove the following identity. 
Remark 13 The lemma actually holds if m 1 is a negative integer if one interprets both sides of the equality to be 0 in that case.
Proof. We denote the left and right hand sides in Lemma 12 by
respectively. Here we used the identity
. Thus, to prove Lemma 12, it suffices to prove
We shall first prove the recursion
Throughout we use the identities
. In addition we use the fact that
. It is easy to show that
Thus by (8) and (7),
In a similar fashion, one can also prove the recursions
and
We now use induction to prove (6) . We start the induction with m 2 = −1 and m 1 any fixed non-negative integer. In that case the only nonzero term on both sides of (6) occurs when l = 0, which yields
, which is precisely Lemma 10. Proceeding with the induction, we assume now that L m1,m2 (b) = R m1,m2 (b). Then, using (7) and (9), it 
Also, using (10) and (11), it follows that
To prove this equality we consider two cases. Case 1: m 1 is even
We must show that
, which is equivalent to (−1)
which follows from Lemma 11. Case 2: m 1 is odd
Replace m 2 by m 2 − 1 and let y = b 2 to get
which is again Lemma 11. That proves, with the assumption
The case m 2 = −1 and (14) shows that (6) holds when m 1 = m 2 and m 1 is any non-negative integer, or when m 1 = m 2 + 1 and m 1 is any non-negative integer. (13) now shows that (6) holds when m 1 ≥ 0 and m 2 are any integers. That finishes the proof of Lemma 12.
We are now ready to prove Theorem 8. Proof. We now use a formula due to Spitzbart (see [9] , Theorem 2), which expresses divided differences of the form f [x 
where
Using the identities
l mj +l mj , j = 1, 2 to simplify the expressions for A 1 and B 1 yields
By switching m 1 and m 2 we obtain
Now letting x = 1 and a = 1 b in (15) and (18) yields
After some simplification, we have
We claim:
It is trivial that
(23) (22) is precisely Lemma 12, and the proof of (23) is very similar to the proof of Lemma 12. More simply, one can just interchange m 1 and m 2 in Lemma 12, since Lemma 12 actually holds for all integers m 1 and m 2 (see the remark following Lemma 12). That proves (21), which immediately gives
Now, if f (x) = x (m1+m2+1)/2 , then M p,m1,m2 is a homogeneous mean. Thus it suffices to prove that M p,m1,m2
, which follows directly from (24) using (20).
Remark 14 There are various well known integral representations for divided differences which might be used to give a shorter proof of Theorem 8. This author, however, was not able to make such a proof work.
Before proving our next result, we need a theorem about Cauchy Mean Values, which have been discussed by many authors. In particular, we use results from the paper by Leach and Sholander [5] . Let I be an open interval of real numbers and consider two given functions f, g ∈ C n (I). Suppose that g (n) (x) = 0 for x ∈ I and that φ is monotone on I, where φ(
. Given n + 1 numbers {x 0 , x 1 , ..., x n } ⊆ I, there is a unique c, min
. Of course, if the x 0 , x 1 , ..., x n are not distinct, we use the extended definition of the divided difference f [x 0 , x 1 , ..., x n ] for confluent nodes. This defines a mean c = M f,g (x 0 , x 1 , ..., x n ). We state the following result of Leach and Sholander from ( [5] , Theorem 3) with the notation altered slightly for our purposes.
Now we prove the following lemma.
Lemma 16 Let I = (a, b), 0 < a < b be a given open interval, let m 2 < m 1 be two given nonnegative integers, with n = m 1 + m 2 + 1, and suppose that f, g ∈ C n+2 (I) with f (n+1) and g (n+1) nonzero on I. Assume also that g (n+1) (x) and φ ′ (x) are never 0 on I, where φ(
. Let ζ P , ζ Q ∈ I be the unique values satisfying
, where M f,g denotes the mean defined above. Since m 2 < m 1 and a < b, by Theorem 15, ζ P < ζ Q .
Recall that the means discussed in this paper are denoted by M f,m1,m2 (a, b), where M f,m1,m2 (a, b) is the unique solution, in (a, b), of the equation E P (x) = (−1) m1−m2 E Q (x), E P (x) and E Q (x) given by (2) . We now prove a result about when M f,m1,m2 and M g,m1,m2 are comparable. For any sufficiently smooth f , we let P f and Q f denote the Hermite interpolants satisfying (1). We also let E P,f = f − P f and so on.
is strictly monotonic on (0, ∞), where f, g ∈ C n+1 (0, ∞). Then the means M f,m1,m2 and M g,m1,m2 are strictly comparable. That is, either M f,m1,m2 (a, b) < M g,m1,m2 (a, b) 
, which implies that
EQ,g(x0) . By (2), we then have
. By Lemma 16, ζ P < ζ Q , which contradicts the fact that
. Thus M f,m1,m2 (a, b) and M g,m1,m2 (a, b) are never equal on O. Since M f,m1,m2 and M g,m1,m2 are each continuous on O and O is connected, that proves that either Proof. (⇐= Suppose that g(x) = cf (x) + p(x) for some constant c and some polynomial p ∈ π n . Then it is trivial that P f = P g and Q f = Q g , which implies that
is not a constant function on (0, ∞). Then φ is strictly monotone on some open interval I since φ ′ is continuous. Arguing exactly as in the proof of Theorem 17, with I replacing (0, ∞), we conclude that
must be a constant function on (0, ∞), which then implies that g(x) = cf (x) + p(x) for some constant c and some polynomial p ∈ π n .
The proof of the following theorem is very similar to the proofs of ([2], lemma 1.2) and ( [2] , Theorem 1.4 and its Corollary), and we omit them.
Theorem 19 Suppose that f ∈ C n+2 (0, ∞) and that M f,m1,m2 is a homogeneous mean. Then f (n+1) (x) = cx p for some real numbers c and p.
Theorem 19 implies that the means M p,m1,m2 are the only homogeneous means among the general class of means M f,m1,m2 .
Theorem 20 M p,m1,m2 (a, b) is increasing in p for each fixed m 1 , m 2 , a, and b.
has zeros of multiplicity m 2 + 1 at x = a and at x = b.
, where R is a polynomial of degree m 1 − m 2 − 1. Using the formulas in [1] for Hermite interpolation, one can directly compute the polynomials P and Q which satisfy (1).
Since m 1 − m 2 = 2, R is a linear polynomial, which implies that
Again, using the formula discussed earlier due to Spitzbart (see [9] , Theorem Now we find c. It is not hard to show, using (1) , that the coefficient, c P,m1,m2, of the highest power in P , which is x m1+m2+1 , is given by 
