A modified conjugate gradient method to solve unconstrained optimization problems is proposed which satisfies the sufficient descent condition in the case of the strong Wolfe line search, and its global convergence property is established simply. The numerical results show that the proposed method is promising for the given test problems. MSC: 90C26; 65H10
Introduction
The nonlinear conjugate gradient method is one of the best methods to solve unconstrained optimization problems. It comprises a class of unconstrained optimization algorithms which is characterized by low memory requirements and strong local or global convergence properties. Therefore, a modified nonlinear conjugate gradient method is proposed and analyzed in this paper.
Consider the following unconstrained optimization problem:
where f : R n → R is a smooth function and its gradient is denoted by g.
The conjugate gradient methods for solving the above problem often use the following iterative rules:
where x k is the current iterate, the stepsize α k is a positive scalar which is generated by some line search, and the search direction d k is defined by
where g k = ∇f (x k ), β k is the conjugate parameter which determines the performances of the corresponding methods. There are many well-known parameters β k , such as
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Liu-Storey (LS) [] ,
where · is the Euclidean norm. Their corresponding methods are generally called PRP, LS, and HZ conjugate gradient methods. If f is a strictly convex quadratic function, these methods are equivalent in the case that an exact line search is used. If f is non-convex, their behaviors may show some differences.
When the objective function is convex, Polak and Ribière [] proved that the PRP method is globally convergent under the exact line search. But Powell [] showed that the PRP method does not converge globally for some non-convex functions. However, in the past few years, the PRP method is generally believed to be the most efficient conjugate gradient method in practical computation. One remarkable property of the PRP method is that it essentially performs a restart if a bad direction occurs (see [] ). But Powell [] constructed an example showing that the PRP method can cycle infinitely without approaching any stationary point even if an exact line search is used. This counter-example also indicates that the PRP method has a drawback in that it may not globally be convergent when the objective function is non-convex. Recently, Zhang et al. [] proposed a descent modified PRP conjugate gradient method and proved its global convergence. The LS method has a similar property as the PRP method. The global convergence of the LS method with the Grippo-Lucidi line search has also been proved in [] . Some researchers have further studied the LS method (see Liu [] , Liu and Du [] ). In addition, Hager and Zhang [] gave another effective method, namely the CG-DESCENT method. It not only has stable convergence, but it also shows an effective numerical experiment result. In this method, the parameter β k is computed by β k = max{β
In the next section, a modified conjugate gradient method is proposed. In Section , we prove the global convergence of the proposed method for non-convex functions in the case of the strong Wolfe line search. In Section , we report some numerical results.
The new algorithm
Recently, some people have studied some variants of the LS method. For example, Li et al.
[] proposed a modified LS method where the parameter β k is computed by 
They proved its global convergence with the exact line search, the strong Wolfe line search, and the Grippo-Lucidi line search, respectively. Their work overcomes the weak convergence of the PRP method. Inspired by their work, we consider a variant of LS method, i.e.
where
, λ ∈ (, ) and λ > σ . Obviously, the denominator of (.) is a convex combination of -d tending to zero. Now, we state formally the corresponding algorithm scheme for unconstrained optimization problems.
Algorithm .
Step : Given an initial
Step : If g  ≤ ε, then stop.
Step : Compute α k by the strong Wolfe line search ( < δ < σ <   ):
Step : Let
Step : Compute β k+ by (.), and generate d k+ by (.).
Step : Set k = k + , go to step .
In some references, the sufficient descent condition
is always assumed to hold. Because it plays an important role in proving the global convergence of conjugate gradient methods. Fortunately, in this paper, the search direction d k satisfies the sufficient descent condition in the case of the strong Wolfe line search without any assumption.
Lemma . Let the sequences {g k } and {d k } be generated by Algorithm ., then we obtain
Proof The conclusion can be proved by induction. Since g
the conclusion (.) holds for k = . Now we assume that the conclusion (.) holds for k ≥  and g k+ = . http://www.journalofinequalitiesandapplications.com/content/2014/1/248
One gets from (.) that
From the above inequality, the conclusion (.) holds for k + . Thus, the conclusion (.) holds for k ∈ N + .
Remark . From (.) and the definition of β VLS k
, it is not difficult to find that
Global convergence of Algorithm 2.1
In order to prove the global convergence of Algorithm ., the following assumptions for the objective function are often used.
Assumption (H)
, where x  is the starting point.
(ii) In some neighborhood V of , the objective function f is continuously differentiable, and its gradient is Lipschitz continuous, i.e., there exists a constant L >  such that
From Assumption (H), there exists a constantr >  such that
The conclusion of the following lemma, often called the Zoutendijk condition, is usually used to prove the global convergence properties of conjugate gradient methods. Then we have
Proof This lemma can be proved in a similar way as in [], so we omit it.
Lemma . Suppose Assumption (H) holds. Let the sequences {g k } and {d k } be generated by Algorithm ., and let the sequence {g k } satisfy
Then the conjugate parameter β
Proof It follows from (.), (.), and (.) that 
Lemma . Suppose Assumption (H) holds. Consider any method of (.)-(.),
Proof This lemma plays an important role in proving the global convergences of PRP, HS, and LS conjugate gradient methods, and so on. It was originally proved in [] . From Remark . and Lemma ., it is easy to find that Algorithm . leads to the conclusion of Lemma .. Proof Using mathematical induction. Suppose that (.) does not hold, which means that there exists r >  such that
From Assumption (H), we know that there exists a constant ξ >  such that
Since (.) and (.) hold, we have
Let τ come from Lemma ., and we define = [ξ /τ ], where ξ /τ ≤ < (ξ /τ ) + , and ∈ Z + . http://www.journalofinequalitiesandapplications.com/content/2014/1/248
From Lemma ., we know that there exists k  such that
From the Cauchy-Schwarz inequality and (.), and letting ∀i ∈ [k, k + -], we have
From Lemma ., we know that there exists k ≥ k  such that
By (.), (.), and (.), we have
From (.), we have < ξ /τ , which is a contradiction with the definition of . Therefore,
Thus we complete the proof of Theorem ..
Numerical results
In We say that, in particular for the ith problem, the performance of the M method was better than the performance of M method, if the CPU time, or the number of function http://www.journalofinequalitiesandapplications.com/content/2014/1/248 evaluations, of the M method was smaller than the CPU time, or the number of iterations of the M method, respectively. In order to estimate the whole effect, we apply the performance profiles of Dolan and Moré [] in CPU time. From Table  , some CPU times are zero. In order to have a comprehensive evaluation of the M and M methods in CPU time, we take the average value of the CPU time for each method, and denote av(M), av(M). Then we take the CPU time of each problem plus the average value of av(M) and av(M). According to their description, the top curve is the method that solved the most problems in a time that was within a factor τ of the best time; see Figure  
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