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Abstract
In this paper we propose preconditioners for spectral element methods for elliptic and parabolic problems. These preconditioners
are constructed using separation of variables and are easy to invert. Moreover they are spectrally equivalent to the quadratic forms
which they are used to approximate.
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1. Introduction
In [2] a spectral element method for solving parabolic initial boundary value problems on smooth domains with
Dirichlet boundary conditions using parallel computers has been proposed. The coefﬁcients of the differential operator
and data are assumed to be smooth or belong to certain Gevrey spaces. The space domain is divided into a number
of shape regular quadrilaterals of size h and the time step k is proportional to h2. These quadrilaterals are curvilinear
quadrilaterals. This can always be done since a coarse triangulation of the domain can be ﬁrst performed and then each
triangle can be divided into three quadrilaterals by joining the mid-point of each side to the mid-point of the triangle.
Thus the domain  is divided into a ﬁxed number of curvilinear quadrilaterals. These quadrilaterals are then divided
into shape regular quadrilaterals of size h as has been described in [2]. Each quadrilateral is mapped onto the unit
squares S= (−1, 1)× (−1, 1) and the time interval (nk, (n+1)k) is mapped onto the interval I = (−1, 1).At each time
step the solution is deﬁned to be a polynomial of degree N in each of the space variables ,  on the image S of each
quadrilateral and of degree M in the time variable  on (−1, 1). In the h version of the method we choose M = 2N + 1
and let h → 0. In the p version M is proportional to N2 and N → ∞. The proposed method can be used to obtain a
solution to very high accuracy in space and time for the h version of the method and to exponential accuracy for the p
version of the method.
The method is a least-squares method as formulated in [2–4,9,10].We minimize at each time step a functional which
is the sum of the squares of the residuals in the partial differential equation, the initial condition and boundary condition
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in different Sobolev norms and a term which measures the jump in the function and its derivatives across inter-element
boundaries in certain Sobolev norms. To obtain the solution the Preconditioned Conjugate Gradient Method is used to
solve the Normal Equations. In [9,10] it has been shown that the residual in the Normal Equations can be computed
inexpensively without having to compute and store mass and stiffness matrices.
Moreover in [2] it has been shown that a preconditioner can be deﬁned for the quadratic form corresponding to the
minimization problem which allows the problem to decouple. Let u(, , ) be a polynomial of degree N in each of
the space variables  and  and of degree M in the time variable  separately. The preconditioner which needs to be
examined corresponds to the quadratic form
P(u) = ‖u‖2
H 2,1(S×I ),
where H 2,1(S × I ) denotes the Sobolev Space of order two in space and one in time as described in [6,7]. It is shown
that for the h version of the spectral element method there is a quadratic form Q(u) which can be diagonalized using a
separation of variables technique. For the p version we describe a related, though somewhat different, method to invert
the matrix corresponding to the quadratic form Q(u).
To discuss the separation of variables technique it is necessary to examine the quadratic form
B(u) = ‖u‖2
H 2(S),
where u = u(, ) is a polynomial of degree N in  and  separately and H 2(S) is the Sobolev space of order two
on the square S. In [3,4,9,10] a h–p spectral element method for solving elliptic problems on polygonal domains has
been described. The boundary conditions are of mixed Neumann and Dirichlet type and the domain is a curvilinear
polygon. The differential operator has analytic coefﬁcients and the Babuska–Brezzi inf–sup conditions are satisﬁed. A
geometrical mesh is imposed in a neighbourhood of the corners and the remaining part of the domain is divided into
shape regular quadrilaterals. Thus all the elements, except the corner most elements, are curvilinear quadrilaterals and
are mapped onto the unit square S = (−1, 1) × (−1, 1). The numerical solution is approximated by a constant at the
cornermost element. In the remaining elements, the solution is approximated by a polynomial of degree N in  and 
separately, where  and  denote the transformed variables on the square S. Let W denote the number of corner layers
and let us choose W proportional to N. Then the proposed method can be used to solve the problem to exponential
accuracy in N provided the data satisfy the usual conditions [8]. Moreover the method is asymptotically faster than the
h–p version of the ﬁnite element method.
The method is a least-squares method and a preconditioner can be deﬁned for the quadratic form corresponding to
the minimization problem which would cause the problem to decouple. There are two cases to be considered. The ﬁrst
case is when the boundary conditions are Dirichlet; here the spectral element functions are non-conforming and we
need to examine the quadratic form
B(u) = ‖u‖2
H 2(S),
where u = u(, ) is a polynomial of degree N in  and  separately. It is shown that there is a quadratic form C(u)
which is spectrally equivalent toB(u) and which can be easily diagonalized using separation of variables. The second
case is when the boundary conditions are of mixed Neumann and Dirichlet type. Here the spectral element functions
have to be continuous at the vertices of the elements only. The values of the spectral element functions at the vertices
of the elements constitute the set of common boundary values and an accurate approximation to the Schur complement
matrix can be computed as has been described in [9,10]. In this case we need to examine the quadratic form
B(u) = ‖u‖2
H 2(S),
where u = u(, ) is a polynomial of degree N in  and  separately, which vanishes at the vertices of the square S.
So, it is enough to examine the preconditioners on the square S for theH 2(S) norm and on S× I for theH 2,1(S× I )
norm. However, the elements in the space domain are curvilinear quadrilaterals which are mapped onto the square S.
The contents of this paper are now provided. In Section 2 preconditioners for elliptic problems are examined. In
Section 3 preconditioners for the h and p versions of the spectral element method for parabolic problems are discussed.
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2. Preconditioners for elliptic problems
We shall examine the quadratic form
B(u) = ‖u‖2
H 2(S),
where u = u(, ) is a polynomial of degree N in  and  separately.
2.1.
Let S denote the square (−1, 1) × (−1, 1) and u(, ) the spectral element function, deﬁned on S, as
u(, ) =
N∑
i=0
N∑
j=0
ai,jLi()Lj (). (2.1)
Here N is an integer and Li() denotes the Legendre polynomial of degree i.
Let  denote the vector =(1, 2), where 1, 2 are non-negative integers andD,=D1 D2 .Moreover ||=1+2.
Deﬁne the quadratic form
B(u) =
∫
S
∑
||2
|D,u|2 d d. (2.2)
We shall show that there is another quadratic formC(u)which is spectrally equivalent toB(u) and which can be easily
diagonalized using separation of variables.
Let I denote the interval (−1, 1) and
v() =
N∑
i=0
iLi(). (2.3)
Moreover b = (0, 1, . . . , N)T. We now deﬁne the quadratic form
E(v) =
∫
I
(v2 + v2) d (2.4)
and
F(v) =
∫
I
v2 d. (2.5)
Clearly there exist (N + 1) by (N + 1) matrices E and F such that
E(v) = bTEb (2.6)
and
F(v) = bTFb. (2.7)
Here the matrices E and F are symmetric and F is positive deﬁnite.
Hence there exist N + 1 eigenvalues
001 · · · N
and N + 1 eigenvectors b0, b1, . . . , bN of the symmetric eigenvalue problem
(E − F)b = 0. (2.8)
Here
(E − iF )bi = 0.
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The eigenvectors bi are normalized so that
bTi F bj = 	ij . (2.9a)
Moreover the relations
bTi Ebj = i	ij (2.9b)
hold. Let
bi = (bi,0, bi,1, . . . , bi,N ).
We now deﬁne the polynomial

i () =
N∑
j=0
bi,jLj () (2.10)
for 0 iN .
Next, let i,j denote the polynomial
i,j (, ) = 
i ()
j () (2.11)
for 0 iN, 0jN .
Let u(, ) be a polynomial as in (2.1). Deﬁne the quadratic form
C(u) =
∫
S
(u2 + u2 + u2 + u2 + u2) d d. (2.12)
Then the quadratic form C(u) is spectrally equivalent to the quadratic form B(u), deﬁned in (2.2). Moreover the
quadratic form C(u) can be diagonalized in the basis i,j (, ). Note that {i,j (, )}i,j is the tensor product of the
polynomials 
i () and 
j (). The eigenvalue i,j corresponding to the eigenvector i,j is given by the relation
i,j = i + j + 1. (2.13)
Hence the matrix corresponding to the quadratic form C(u) is easy to invert.
We now show that the quadratic formsB(u) and C(u) are spectrally equivalent. To prove the result we need to show
that there is an extension U(, ) of u(, ) such that U(, ) ∈ H 2(R2) and which satisﬁes the estimates∫
R2
(U2 + U2 + U2) d dK
∫
S
(u2 + u2 + u2) d d.
Here K is a constant independent of N. This result is established in Lemma 2.1.
Theorem 2.1. The quadratic forms B(u) and C(u) are spectrally equivalent.
LetU(, ) be the extension of u(, ) deﬁned in Lemma 2.1. Then the restriction ofU(, ) to S is u(, ). Moreover
U(, ) ∈ H 2(R2) and∫
R2
(U2 + U2 + U2) d dK
∫
S
(u2 + u2 + u2) d d.
Let Uˆ (, ) denote the Fourier transformation of U(, ).
Then∫
R2
U2 d d=
∫
R2
||2|Uˆ (, )|2 d d

(∫
R2
||4|Uˆ (, )|2 d d
)1/2(∫
R2
||4|Uˆ (, )|2 d d
)1/2
.
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Hence∫
R2
|U|2 d d
(∫
R2
|U|2 d d
)1/2(∫
R2
|U|2 d d
)1/2
.
So we conclude∫
R2
|U|2 d d1/2
(∫
R2
(|U|2 + |U|2) d d
)
.
Therefore∫
S
|u|2 d d1/2
(∫
R2
(|U|2 + |U|2) d d
)
.
Hence using Lemma 2.1∫
S
|u|2 d d(K/2)
(∫
S
(|u|2 + |u|2 + |u|2) d d
)
. (2.14)
Using (2.14) we get
1
L
‖u‖2
H 2(S)
∫
S
(|u|2 + |u|2 + |u|2 + |u|2 + |u|2) d d‖u‖2H 2(S). (2.15)
The constant L in (2.15) is independent of N and this establishes the result.
To prove Lemma 2.1 we need to use the Extension Theorems in [1]. To extend u(, ) deﬁned in (2.1) on (−1, 1)×
(−1, 1) the method of reﬂection is used. In the ﬁrst step an extension U1(, ) of u(, ) is obtained by reﬂecting
u(, ) about the line = 1. This construction is as in Theorem 4.26 of [1].
Let
U1(, ) = u(, ) for − 1< < 1, −1< < 1.
For > 0 deﬁne
U1(, 1 + ) =
3∑
k=1
aku(, 1 − k)().
Here () is a C∞ function such that () ≡ 1 for  14 and () ≡ 0 for  12 . Moreover a1, a2, a3 are chosen to
satisfy the relations
3∑
k=1
ak = 1,
3∑
k=1
−kak = 1
and
3∑
k=1
(−k)2ak = 1.
Hence the extension U1(, ) of u(, ) may be deﬁned as
U1(, ) = u(, ) for − 1< < 1
=
3∑
k=1
aku(, 1 − k(− 1))(− 1) for 1.
P. Dutt et al. / Journal of Computational and Applied Mathematics 215 (2008) 152–166 157
Clearly there exists a constant L1 independent of N such that
∫ ∞
−1
∫ 1
−1
((U1)
2
 + (U1)2 + (U1)2) d dL1
∫
S
(u2 + u2 + u2 + u2) d d. (2.16)
Now using Lemma 4.10 of [1] there is a constant k1 such that
∫ 1
−1
u2(, ) dk1
∫ 1
−1
(u2 + u2) d. (2.17)
Integrating (2.17) with respect to  gives
∫
S
u2(, ) d dk1
∫
S
(u2 + u2) d d. (2.18)
Combining (2.16) and (2.18) we obtain
∫ ∞
−1
∫ 1
−1
((U1)
2
 + (U1)2 + (U1)2) d dC1
∫
S
(u2 + u2 + u2) d d. (2.19)
We are now in a position to prove the following result.
Lemma 2.1. Let u(, ) be a polynomial as in (2.1). Then there is an extension (u)(, ) = U(, ) of u(, ) such
that U(, ) ∈ H 2(R2) and which satisﬁes the estimate
∫
R2
(U2 + U2 + U2) d dK
∫
S
(u2 + u2 + u2) d d. (2.20)
Here K is a constant which is independent of N.
Let U1(, ) be the extension of u(, ), deﬁned on (−1, 1)× (−1,∞), obtained by reﬂecting u(, ) about the line
= 1. Then
∫ 1
−1
∫ ∞
−1
((U1)
2
 + (U1)2 + (U1)2) d dC1
∫
S
(u2 + u2 + u2) d d.
We now deﬁneU2(, ) to be the extension ofU1(, ), deﬁned on (−1, 1)×(−∞,∞), obtained by reﬂectingU1(, )
about the line = −1. Clearly
∫ 1
−1
∫ ∞
−∞
((U2)
2
 + (U2)2 + (U2)2) d dC2
∫ 1
−1
∫ ∞
−1
((U1)
2
 + (U1)2 + (U1)2) d d.
Next, letU3(, ) be the extension ofU2(, ), deﬁned on (−1,∞)× (−∞,∞), obtained by reﬂectingU2(, ) about
the line = 1. Then the estimate
∫ ∞
−1
∫ ∞
−∞
((U3)
2
 + (U3)2 + (U3)2) d dC3
∫ 1
−1
∫ ∞
−∞
((U2)
2
 + (U2)2 + (U2)2) d d
holds.
Finally, let U4(, ) be the extension of U3(, ), deﬁned on (−∞,∞)× (−∞,∞), obtained by reﬂecting U3(, )
about the line = −1. Then
∫ ∞
−∞
∫ ∞
−∞
((U4)
2
 + (U4)2 + (U4)2) d dC4
∫ ∞
−1
∫ ∞
−∞
((U3)
2
 + (U3)2 + (U3)2) d d.
Let U(, ) = U4(, ).
Now combining the above estimates we obtain (2.20) with K = C1.C2.C3.C4.
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Let E(v) be the quadratic form deﬁned in (2.4) as
E(v) =
∫
I
(v2 + v2) d
and let E˜(r, s) denote the bilinear form induced by E(v). Then
E˜(r, s) =
∫
I
(rs + rs) d. (2.21)
Here I denotes the unit interval and r(), s() and v() are polynomials in  of degree N.
Next, letF(v) be the quadratic form deﬁned in (2.5) as
F(v) =
∫
I
v2 d
and let F˜(r, s) denote the bilinear form induced byF(v). Then
F˜(r, s) =
∫
I
rs d. (2.22)
Finally, let 
i () be the polynomial deﬁned in (2.10) for 0 iN . Then relation (2.9a) may be written as
F˜(
i ,
j ) =
∫
I

i ()
j () d= 	ij . (2.23a)
Moreover relation (2.9b) may be stated as
E˜(
i ,
j ) =
∫
I
((
i )(
j ) + (
i )(
j )) d= i	ij . (2.23b)
Recall that i,j (, ) = 
i ()
j ().
We now show that the quadratic form C(u) deﬁned in (2.12) as
C(u) =
∫
S
(u2 + u2 + u2 + u2 + u2) d d
can be diagonalized in the basis {i,j }i,j . Here u is a polynomial in  and  as deﬁned in (2.1). Let C˜(f, g) denote the
bilinear form induced by the quadratic form C(u). Then
C˜(f, g) =
∫
S
(fg + fg + fg + fg + fg) d d. (2.24)
Now using relations (2.23) it is easy to show that
C˜(i,j ,k,l) = (i + j + 1)	ik	jl
= i,j	ik	jl . (2.25)
Hence the eigenvectors of the quadratic form C(u) are {i,j }i,j and the eigenvalues are {i,j }i,j . Let  denote the
condition number of the preconditioned system obtained by using the quadratic form C(u) as a preconditioner for the
quadratic form B(u). The values of  as a function of N are provided in Table 1.
Let
u(, ) =
N∑
i=0
N∑
j=0
i,jLi()Lj ()
and  denote the column vector whose components are i,j arranged in lexicographic order. Then there is a (N + 1)2
by (N + 1)2 matrix C such that
C(u) = TC.
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Table 1
 as a function of N
N 
2 2.28571429
4 2.97535350
8 3.51563668
16 3.87437749
32 4.09605976
We now show how to solve the system of equations
C= . (2.26)
Deﬁne a polynomial r(, ) corresponding to the vector  given by
r(, ) =
N∑
i=0
N∑
j=0
i,jLi()Lj ().
Here the column vector  is obtained by arranging the elements i,j in lexicographic order.
Now by (2.10)

i () =
N∑
j=0
bi,jLj () for 0 iN .
Inverting the above relation we have
Li() =
N∑
j=0
hi,j
j (). (2.27)
Using (2.27) we may write
r(, ) =
N∑
i=0
N∑
j=0
˜i,j
i ()
j ().
Next we deﬁne the polynomial g(, ) as
g(, ) =
N∑
i=0
N∑
j=0
˜i,j
i,j

i ()
j ()
=
N∑
i=0
N∑
j=0
i,j
i ()
j ().
Here i,j = ˜i,j /i,j . Now
g(, ) =
N∑
i=0
N∑
j=0
i,jLi()Lj () .
We can obtain {i,j }i,j from {i,j }i,j using relation (2.10). Clearly we can solve the system of equations (2.26) in
O(N3) operations.
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2.2.
Let u(, ) be a polynomial as deﬁned in (2.1) which vanishes at the vertices of the square S = (−1, 1) × (−1, 1).
Let
V1() = (1 − )2 =
L0() − L1()
2
,
V2() = 1 + 2 =
L0() + L1()
2
,
Vi() =
√
2i − 3
2
∫ 
−1
Li−2(s) ds = 1√2(2i − 3) (Li−1() − Li−3()) for 3 iN + 1, (2.28)
denote the hierarchic shape functions as deﬁned in [8]. Then
Vi(±1) = 0 for 3 iN + 1
and V1() vanishes at = 1. Moreover V2() vanishes at = −1. Let
w() =
N+1∑
i=3
iVi()
and E(w) andF(w) be the quadratic forms deﬁned in (2.4) and (2.5). Clearly there exist N − 1 by N − 1 matrices E˜
and F˜ such that
E(w) = cTE˜c
and
F(w) = cTF˜ c.
Here c denotes the vector
c = [3, 4, . . . , N+1]T.
Moreover the matrices E˜ and F˜ are symmetric and F˜ is positive deﬁnite.
Hence there exist N − 1 eigenvalues
034 · · · N+1
of the symmetric eigenvalue problem
(E˜ − F˜ )c = 0. (2.29)
Let ci be the eigenvector corresponding to the eigenvalue i . Then
(E˜ − i F˜ )ci = 0. (2.30)
Moreover the eigenvectors ci are normalized so that
cTi F˜ cj = 	ij . (2.31)
In addition the relations
cTi E˜cj = i	ij (2.32)
hold. Here ci = [ci,3, ci,4, . . . , ci,N+1]T.
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We now deﬁne the polynomials
Wi() =
N+1∑
j=3
ci,jVj () for 3 iN + 1. (2.33)
Then
∫ 1
−1
WiWj d= 	ij (2.34a)
and
∫ 1
−1
((Wi)(Wj ) + (Wi)(Wj )) d= i	ij . (2.34b)
Now consider the bilinear form
C(f, g) =
∫
S
(fg + fg + fg + fg + fg) d d.
deﬁned in (2.24).
Let Pi,j denote the polynomial
Pi,j (, ) = Wi()Wj () (2.35)
for 3 i, jN + 1.
Then using relations (2.34) it is easy to show that
C(Pi,j , Pk,l) = (i + j + 1)	ik	jl . (2.36)
Now if u(, ) is a polynomial as deﬁned in (2.1) which vanishes at the vertices of the square S then it has the
representation
u(, ) =
N+1∑
i=3
N+1∑
j=3
oi,jWi()Wj () +
N+1∑
i=3
eiWi()V1() +
N+1∑
i=3
fiWi()V2()
+
N+1∑
j=3
gjV1()Wj () +
N+1∑
j=3
hjV2()Wj (). (2.37)
Or, we may write
u(, ) =
N+1∑
i=3
N+1∑
j=3
oi,jPi,j (, ) +
4N−4∑
i=1
qiRi(, ) . (2.38)
Here {Ri(, )}i=1,4n−4 denote the polynomials {Wi()V1()}i=3,...,N+1, {Wi()V2()}i=3,...,N+1, {V1()
Wj ()}j=3,...,N+1 and {V2()Wj ()}j=3,...,N+1.
Let A denote the matrix of the bilinear form C(f, g) in the basis consisting of {Pi,j (, )}i,j , {Ri(, )}i . Then
A =
[
D E
ET F
]
. (2.39)
Here D is a (N − 1)2 by (N − 1)2 matrix and E is a (N − 1)2 by (4N − 4) matrix. Moreover F is a (4N − 4) by
(4N − 4) matrix.
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Let o denote the vectorwhose components are oi,j arranged in lexicographic order and q the vectorwhose components
are qi . Here {oi,j }i,j and {qi}i are as in (2.38). Let p denote the vector
p =
[
o
q
]
and z denote the vector
z =
[
x
y
]
.
We now wish to solve the system of equations
Ap = z. (2.40)
Deﬁne the Schur complement S of the system of equations (2.40) as
S = F − ETD−1E.
Then S is a (4N − 4) by (4N − 4) matrix.
To obtain the solution p of (2.40) we ﬁrst solve
Sq = y − ETD−1x. (2.41)
Next we compute
o = D−1(x − Eq). (2.42)
It is easy to see that the system of equations (2.40) can be solved in O(N3) operations. Moreover the bounds on the
condition number given in Table 1 will continue to hold.
3. Preconditioners for parabolic problems
Let u(, , ) be a spectral element function, deﬁned on S × I , as
u(, , ) =
M∑
k=0
N∑
j=0
N∑
i=0
ai,j,kLi()Lj ()Lk(). (3.1)
Here S denotes the square (−1, 1) × (−1, 1) and I the interval (−1, 1). Moreover  and  denote the space variables
and  denotes the time variable.
Let X be a Hilbert space. H 0(a, b;X) denotes the space of (classes of) functions f, strongly measurable on [a, b]
with range in X (for the Lebesgue measure dt on [a, b]) such that
(∫ b
a
‖f (t)‖2X dt
)1/2
= ‖f ‖H 0(a,b;X) <∞,
where ‖.‖X is the Hilbert norm of X.
Deﬁne
Hm(a, b;X) =
{
f |f, f (1) = df
dt
, . . . , f (m) = d
mf
dtm
∈ H 0(a, b;X)
}
with the scalar product
m∑
j=0
∫ b
a
(f (j)(t), g(j)(t))X
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Hm(a, b;X) is a Hilbert space. Let
‖u‖2
H
2,1
(S×I )
=
∫
I
‖u()‖2
H 2(S) d+ ‖u‖2H 1(I ;H 0(S)) (3.2)
as in [6].
The above quadratic form is essentially equivalent to the quadratic form P deﬁned as
P(u) =
∫
S×I
⎛
⎝∑
||2
|,u|2 + |u|2
⎞
⎠ d d d. (3.3)
To deﬁne an effective preconditioner for the quadratic form (3.3) two distinct cases of the spectral element method need
to be examined. The ﬁrst case is for the h version of the spectral element method when M is proportional to N. Here M
and N are deﬁned in (3.1). The second case is for the p version of the spectral element method when M is proportional
to N2. For both these cases we deﬁne the quadratic form
Q(u) =
∫
S×I
(|u|2 + |u|2 + |u|2 + |u|2 + |u|2 + |u|2) d d d. (3.4)
It immediately follows from Theorem 2.1 that the quadratic formsP(u) and Q(u) are spectrally equivalent. Moreover
for given M and N the condition number is independent of M and is bounded by the condition number  for N given in
Table 1.
We ﬁrst examine how to use the quadratic form Q(u) as a preconditioner for P(u) for the h version of the spectral
element method when M is proportional to N.
Let
v() =
M∑
k=0
kLk(). (3.5)
Deﬁne the quadratic form
G(v) =
∫
I
v2 d (3.6)
and let
F(v) =
∫
I
v2 d (3.7)
be the quadratic form deﬁned in (2.5).
Now there exist symmetric matrices F and G such that
F(v) = aTFa (3.8)
and
G(v) = aTGa. (3.9)
Here a = (0, . . . , M)T and i are as in (3.5). Hence there exist M + 1 eigenvalues 0, . . . , M of the symmetric
eigenvalue problem
(G − F)d = 0. (3.10)
Let di be the eigenvector corresponding to the eigenvalue i . Clearly 001 · · · M . The eigenvectors are
normalized so that the relations
dTi F dj = 	ij (3.11a)
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and
dTi Gdj = i	ij (3.11b)
hold.
Let di = [di,0, di,1, . . . , di,M ]T
We now deﬁne the polynomials
i () =
M∑
j=0
di,jLj (). (3.12)
Let F˜(r, s) denote the bilinear form induced by the quadratic formF(v) and G˜(r, s) denote the bilinear form induced
by the quadratic form G(v). Then from relations (3.11) it follows that
F˜(k, n) =
∫
I
kn d= 	kn (3.13a)
and
G˜(k, n) =
∫
I
(k)(n) d= k	kn (3.13b)
hold.
Let i,j (, ) be the polynomial deﬁned in (2.11) as
i,j (, ) = 
i ()
j ().
Deﬁne the polynomials
i,j,k(, , ) = 
i ()
j ()k(). (3.14)
Then using relations (2.25) and (3.13) it follows that
Q(i,j,k, l,m,n) = i,j,k	il	jm	kn. (3.15)
Here
i,j,k = i,j + k (3.16)
and i,j is as deﬁned in (2.25).
Hence the quadratic form Q(u) can be diagonalized in the basis {i,j,k}i,j,k which is a tensor product basis as deﬁned
in (3.14). Therefore the quadratic form Q(u) can be inverted in O(N3M + N2M2) = O(N4) operations, since M is
proportional to N.
For the p version of the spectral element method, where M is proportional to N2, there is an alternative method of
inverting the quadratic form Q(u) which is computationally more efﬁcient. As in Section 2.2 let
V1() = (1 − )2 ,
V2() = 1 + 2 ,
Vi() =
√
2i − 3
2
∫ 
−1
Li−2(s) ds for 3 iM + 1 (3.17)
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denote the basis of hierarchic shape function as deﬁned in [8]. Then
V1() = (L0() − L1())2 ,
V2() = (L0() + L1())2 ,
Vi() = 1√2(2i − 3) (Li−1() − Li−3()) for 3 iM + 1. (3.18)
Let
w() =
M+1∑
i=1
iVi(). (3.19)
Then
w() =
M∑
i=0
iLi(). (3.20)
Using relations (3.18) the coefﬁcients {i}i can be obtained from the coefﬁcients {i}i in O(M) operations. Moreover
given the coefﬁcients {i}i we can obtain {i}i in O(M) operations.
Now
(V1) = −L0(),
(V2) = L0(),
(Vi) =
√
2i − 3
2
Li−2() for 3 iM + 1. (3.21)
Let w() be as deﬁned in (3.19). Consider the quadratic formF(w) deﬁned in (3.7) as
F(w) =
∫
I
w2 d.
Then
F(w) = bTF¯ b. (3.22)
Here b = [1, 2, . . . , M+1]T. Now using (3.18) it follows that the matrix F¯ is essentially a banded matrix with a
semibandwidth of three and some slight additional ﬁll in [5,8].
Next, consider the quadratic form G(w) deﬁned in (3.6) as
G(w) =
∫
I
w2 d.
Then
G(w) = bTG¯b. (3.23)
Using relations (3.21) it follows that the matrix G¯ is essentially a diagonal matrix with some minor ﬁll in [5,8].
Let
u(, , ) =
M∑
k=0
N∑
j=0
N∑
i=0
hi,j,k
i ()
j ()Vk(). (3.24)
By hi,j we shall denote the vector
hi,j = [hi,j,1, hi,j,2, . . . , hi,j,M ]T (3.25)
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and by h the column vector obtained by arranging the column vectors hi,j in lexicographic order. Then the quadratic
form deﬁned in (3.4) can be written as
Q(u) = hTQh. (3.26)
Here Q is a block diagonal matrix composed of diagonal blocks Qi,j which are given by
Qi,j = i,j F¯ + G¯. (3.27)
The matrices F¯ and G¯ are deﬁned in (3.22) and (3.23) and i,j is described in (2.13). HenceQi,j is essentially a banded
matrix with semi-bandwidth of three and some slight additional ﬁll in. Thus the system of equations
Qh = z
can be solved in O(MN2) operations. Now having obtained the coefﬁcients {hi,j,k}i,j,k we can obtain the coefﬁcients
{ai,j,k}i,j,k deﬁned in (3.1) in O(N2M + N3M) = O(N3M) operations, since M is proportional to N2.
4. Concluding remarks
Preconditioners for least-squares spectral element methods for elliptic and parabolic problems have been presented
in this paper. Numerical results presented in Table 1 demonstrate the effectiveness of these preconditioners.
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