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Abstract
We consider the reflection equation of the N=3 Cremmer-Gervais R-matrix. The reflection
equation is shown to be equivalent to 38 equations which do not depend on the parameter of
the R-matrix, q. Solving those 38 equations, the solution space is found to be the union of two
types of spaces, each of which is parametrized by the algebraic variety P1(C)×P1(C)×P2(C) and
C× P
1(C)× P2(C).
1 Introduction
The Yang-Baxter equation is the sufficient condition for the integrability of the one-dimensional quan-
tum systems (or the two-dimensional classical statistical systems), i.e., it ensures the commutativity
of the transfer matrices. Based on the Yang-Baxter equation, the quantum inverse scattering method
was developed, which enables us to calculate bulk quantities and correlation functions.
Under the open boundary condition, besides the Yang-Baxter equation, the reflection equation
guarantees the existence of the commutative family of transfer matrices [1].
Up to now, there are many works about the reflection equation [1–17]. Taking the XXZ chain
for example, the diagonal solution was obtained in [1, 2], the general solution in [3]. For N ≥ 3-state
models, most of the solutions are obtained by imposing initial conditions. There is also an approach
from the quantum group [9–12]. In [9], some nondiagonal solutions of the refelction equation for the
Uq(ŝl2) R-matrix were obtained from the intertwining condition. Moreover, a complete description in
terms of current algebra has been accomplished in [10].
In this paper, we consider the reflection equation of the N = 3 Cremmer-Gervais R-matrix. This
R-matrix originally appeared in the context of the Toda field theory [18] as a constant R-matrix.
Recently, the Baxterized R-matrix was derived [19] by taking approriate trigonometric degeneration
of the Shibukawa-Ueno R-operator [20]. We determine the full solution space without imposing any
condition such as the initial condition.
The main result is that we found the solution space is the union of two types of spaces, which are
parametzied by algebraic varieties. The first type is parametrized by P1(C)× P1(C)× P2(C), and the
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solution can be explicitly expressed as
KI(z, (B1, B2)× (D1, D2)× (E1, E2, E3)) =KI,0(z,D1, D2, E1)− z
6TKI,0(z
−1, D2, D1, E3)T
+KI,1(z,B1, B2, D1, E2)− z
6TKI,1(z
−1, B2, B1, D2, E2)T,
where (B1, B2)× (D1, D2)× (E1, E2, E3) ∈ P1(C)× P1(C)× P2(C) and
KI,0(z,D1, D2, E1) =E
2
1

 D22z2 D1D2(z4 − 1) D21z2(z4 − 1)0 D22z2 D1D2(z4 − 1)
0 0 D22z
2

 ,
KI,1(z,B1, B2, D1, E2) =−D1E2z
2

 B1 0 00 B1 B2(1 − z4)
0 0 B1z
4

 ,
T =

 0 0 10 1 0
1 0 0

 .
The second type is parametrized by C× P1(C)× P2(C), and the explicit expression is
KII(z, (b)× (F1, F2)× (G1, G2, G3))
= bz2Id +KII,0(z, F1, G1, G2, G3)− z
4TKII,0(z
−1, F2, G3,−G2, G1)T,
where (b)× (F1, F2)× (G1, G2, G3) ∈ C× P1(C)× P2(C) and
KII,0(z, F1, G1, G2, G3) =− F1

 G3 0 G1(1− z4)0 G3 G2(1− z4)
0 0 G3z
4

 .
In the next section, we define the Cremmer-Gervais R-matrix and state again the main theorem,
which is about the full solution space of the reflection equation. We also derive some properties of the
reflection equation coming from the symmetries of the Cremmer-Gervais R-matrix, which we use for
the proof of the main theorem Th 2.2, given in sections 3 and 4. Section 5 is devoted to the conclusion.
2 The N=3 Cremmer-Gervais R-matrix and the reflection
equation
2.1 The Cremmer-Gervias R-matrix
We denote the standard orthonormal basis of C3 by {e0, e1, e2}. The matrix element A
i
j of A ∈
End(C3) with respect to this basis is defined as
Aej =
2∑
i=0
eiA
i
j .
We also define G and T as
Gej = ω
jej , T ej = e2−j , (2.1)
where ω3 = 1.
The original Cremmer-Gervais R-matrix has two parameters besides the spectral parameter [18, 19].
As a solution to the Yang-Baxter equation, it is equivalent to the R-matrix with one spectral parameter
and one nonspectral parameter which is defined below.
2
Definition 2.1 [18, 19] The N = 3 Cremmer-Gervais R-matrix RCG(z, q) ∈ End(C3⊗C3) is defined
as
[
RCG(z, q)
]ij
kl
=


(qz−1 − q−1z)/(q − q−1)(z − z−1), for i = j = k = l,
−qsgn(k−l)/(q − q−1), for i = k 6= j = l,
zsgn(l−k)/(z − z−1), for l = i 6= k = j,
sgn(l − k), for min(k, l) < i < max(k, l), i+ j = k + l,
0, otherwise.
(2.2)

Theorem 2.1 The Cremmer-Gervais R-matrix RCG(z, q) satisfies the Yang-Baxter equation
R12(z1)R13(z1z2)R23(z2) = R23(z2)R13(z1z2)R12(z1) ∈ End(C
3 ⊗ C3 ⊗ C3). (2.3)

We can immediately see from the defintion that the Cremmer-Gervais R-matrix RCG(z, q) has the
following properties.
Proposition 2.1 The Cremmer-Gervais R-matrix RCG(z, q) has the following properties.
Unitarity : RCG12 (z)R
CG
21 (z
−1) =
(q2 − z2)(1 − q2z2)
(q2 − 1)2(z2 − 1)2
Id, (2.4)
Conservation law : RCG(z)(G⊗G) = (G⊗G)RCG(z), (2.5)
T -invariance : RCG(z, q) = −(T ⊗ T )RCG(z−1, q−1)(T ⊗ T ), (2.6)
where R21(z) = PR12(z)P, P (x⊗ y) = y ⊗ x, for any x, y ∈ C3. 
(2.4) is used to show that RCG(z, q) satisfies the Yang-Baxter equation (2.3). (2.5) means that[
RCG(z)
]ij
kl
≡ 0 unless i+ j = k+ l (mod 3), which the Belavin R-matrix also satisfies. On the other
hand, (2.6) is the symmetry peculiar to the Cremmer-Gervais R-matrix.
Definition 2.2 The reflection equation is
R12(z1/z2)K1(z1)R21(z1z2)K2(z2) = K2(z2)R12(z1z2)K1(z1)R21(z1/z2) ∈ End(C
3 ⊗ C3), (2.7)
where R12(z) = R(z) is the Cremmer-Gervais R-matrix (2.2), and
K1(z) = K(z)⊗ Id,K2(z) = Id⊗K(z). 
We obtained all the meromorphic solutions to the reflection equation of the Cremmer-GervaisR-matrix
RCG(z, q) which are not identically zero, i.e, we determined the full solution space
K = {K(z, q) ∈M9 | K(z) 6≡ 0, K(z) satisfies the reflection equation (2.7)}, (2.8)
where
M = {f(z, q) | f(z, q) is meromorphic in z, q}. (2.9)
We regard two solutions to be equivalent if they coincide up to an overall factor. We found two
solution spaces AI and AII which can be parametrized by the following algebraic varieties, UI and UII.
Definition 2.3 Let UI,UII be the following algebraic varieties.
UI = P
1(C)× P1(C)× P2(C), (2.10)
UII = C× P
1(C)× P2(C). (2.11)

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AI and AII is the space of 3× 3 matrices which is parametrized by UI and UII respectively as follows.
Definition 2.4 We define two spaces of 3× 3 matrices AI and AII as follows.
AI =
{
KI(z,PI)
∣∣∣ PI = (B1, B2)× (D1, D2)× (E1, E2, E3) ∈ UI } ,
KI(z,PI) =KI,0(z,D1, D2, E1)− z
6TKI,0(z
−1, D2, D1, E3)T
+KI,1(z,B1, B2, D1, E2)− z
6TKI,1(z
−1, B2, B1, D2, E2)T, (2.12)
where KI,0(z,D1, D2, E1) and KI,1(z,B1, B2, D1, E2) are
KI,0(z,D1, D2, E1) =E
2
1

 D22z2 D1D2(z4 − 1) D21z2(z4 − 1)0 D22z2 D1D2(z4 − 1)
0 0 D22z
2

 , (2.13)
KI,1(z,B1, B2, D1, E2) =−D1E2z
2

 B1 0 00 B1 B2(1 − z4)
0 0 B1z
4

 . (2.14)
AII =
{
KII(z,PII)
∣∣∣ PII = (b)× (F1, F2)× (G1, G2, G3) ∈ UII } ,
KII(z,PII) =bz
2Id +KII,0(z, F1, G1, G2, G3)− z
4TKII,0(z
−1, F2, G3,−G2, G1)T, (2.15)
where KII,0(z, F1, G1, G2, G3) is
KII,0(z, F1, G1, G2, G3) =− F1

 G3 0 G1(1− z4)0 G3 G2(1− z4)
0 0 G3z
4

 . (2.16)

The solutions to the reflection equation of the N = 3 Cremmer-Gervais R-matrix can be expressed
using the spaces of 3× 3 matrices AI and AII defined in Def 2.4.
Theorem 2.2 (Main Result) The solution space K of the N = 3 Cremmer-Gervais R-matrix (2.2)
is the union of AI and AII, and does not depend on the parameters of the R-matrix, q.
K = AI ∪AII.

The following Proposition can be checked by a direct calculation.
Proposition 2.2 KI(z,PI) ∈ AI and KII(z,PII) ∈ AII satisfy unitarity.
Ki(z,Pi)Ki(z
−1,Pi) = ρi(z)Id, i = I, II, (2.17)
where
ρI(z) =D
2
1(B
2
1 +D
2
1) +D
2
2(B
2
2 +D
2
2) + (B1D
3
1 +B2D
3
2 −B1B2D1D2)(z
2 + z−2)
−D1D2(B1D2 +B2D1)(z
4 + z−4)−D21D
2
2(z
6 + z−6),
ρII(z) =b
2 + F 22G
2
1 + F
2
1G
2
3 + b(F2G1 − F1G3)(z
2 + z−2) + F1F2G1G3(z
4 + z−4).

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We can also see that the solutions have the following transformation properties.
Lemma 2.1 We define the action ad as adX(Y ) = XYX−1 for two 3 × 3 matrices X and Y .
KI(z,PI) ∈ AI and KII(z,PII) ∈ AII transform with respect to the action of G and T (2.1) as,
adG(Ki(z,Pi)) = Ki(z,GPi), i = I, II, (2.18)
adT (KI(z,PI)) = z
6KI(z
−1, TPI), (2.19)
adT (KII(z,PII)) = z
4KII(z
−1, TPII), (2.20)
where the action of G and T on PI,PII is defined by
GPI = (B1, ω
2B2)× (ω
2D1, D2)× (E1, ωE2, ωE3),
TPI = −(B2, B1)× (D2, D1)× (E3, E2, E1),
GPII = (b)× (ωF1, F2)× (G1, ωG2, ω
2G3),
TPII = (b)× (F2, F1)× (−G3, G2,−G1).

G and T act on the algebraic varieties UI and UII, and satisfy G
3 = Id, T 2 = Id and (GT )2 = Id.
The common part of AI and AII is
Lemma 2.2 AI ∩ AII, which is the common part of AI and AII, is
AI ∩ AII = C ∪ adT (C), C ∩ adT (C) = {Id}, (2.21)
C =



 c3 + c4z2 0 0c2(z4 − 1) c4z2 + c3z4 0
c1(z
4 − 1) 0 c4z2 + c3z4



 , (2.22)
where (c1, c2)× (c3, c4) ∈ C
2 × P1(C). 
2.2 Properties of the Reflection equation of the N = 3 Cremmer-Gervais
R-matrix
Utilizing the symmetries of the Cremmer-Gervais R-matrix (2.5) and (2.6), one can show that the
solutions to the Reflection equation has the following properties.
Proposition 2.3 K(z, q) has the following properties.
K(z, q) ∈ K ⇒ adG(K(z, q)) ∈ K, (2.23)
K(z, q) ∈ K ⇒ adT (K(z−1, q−1)) ∈ K. (2.24)

[ Proof of Prop 2.3 ]
(2.23) and (2.24) follow from the symmetries of RCG(z, q), (2.5) and (2.6), respectively. Since they
can be proved similarly, we show (2.24). Multiplying T ⊗ T from the left and right on both sides of
the reflection equation
R12(z1/z2, q)K1(z1, q)R21(z1z2, q)K2(z2, q)
= K2(z2, q)R12(z1z2, q)K1(z1, q)R21(z1/z2, q), (2.25)
and using (2.6), one gets
R12(z2/z1, q
−1)(T1K1(z1, q)T1)R21(z
−1
1 z
−1
2 , q
−1)(T2K2(z2, q)T2)
= (T2K2(z2, q)T2)R12(z
−1
1 z
−1
2 , q
−1)(T1K1(z1, q)T1)R21(z2/z1, q
−1). (2.26)
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Changing zi → z
−1
i , q → q
−1 in (2.26), we have
R12(z1/z2, q)(T1K1(z
−1
1 , q
−1)T1)R21(z1z2, q)(T2K2(z
−1
2 , q
−1)T2)
= (T2K2(z
−1
2 , q
−1)T2)R12(z1z2, q)(T1K1(z
−1
1 , q
−1)T1)R21(z1/z2, q), (2.27)
which means that (2.24) holds. 
Let us investigate in more detail the general properties of the reflection equation which comes from
the symmetries of the Cremmer-Gervais R-matrix (2.6). From now on, we prepare some notations.
Definition 2.5
(1) We express the matrix elements of K(z) ∈ End(C3) using cij(z, q) as
K(z) =

 c00(z, q) c01(z, q) c02(z, q)c10(z, q) c11(z, q) c12(z, q)
c20(z, q) c
2
1(z, q) c
2
2(z, q)

 . (2.28)
(2) We express the matrix elements of the matrix, which is the left hand side of the reflection equation
subtracted by the right hand side, as
(i1i2|j1j2) :=[R12(z1/z2, q)K1(z1, q)R21(z1z2, q)K2(z2, q)]
i1i2
j1j2
− [K2(z2, q)R12(z1z2, q)K1(z1, q)R21(z1/z2, q)]
i1i2
j1j2
, (2.29)
for i1, i2, j1, j2 = 0, 1, 2.
(3) T was defined as the matrix which acts on the vector space C3, i.e., Tej = e2−j (2.1). We also
define the action of T on the index 0, 1, 2 of the orthonormal basis {e0, e1, e2} of C
3 as
T (j) := 2− j, (2.30)
for j = 0, 1, 2. 
Using the notations defined in Def 2.5, one has
Tej = eT (j), (adT (K(z)))
i
j = K(z)
T (i)
T (j), (adT (R(z)))
ij
kl = R(z)
T (i)T (j)
T (k)T (l).
Definition 2.6 We define the space of meromorphic functions of z, q as M.
M :=
{
f(z, q)
∣∣∣ f(z, q) is meromorphic in z, q} .
N is defined as the space of homogeneous polynomials of degree 1 with respect to cij(z1, q), i, j = 0, 1, 2,
with respect to cij(z2, q), i, j = 0, 1, 2, and the coefficients belong to M.
N =

g(c(z1), c(z2)|z1, z2, q)
∣∣∣ g is a homogeneous polynomial of degree 1 with respect tocij(z1, q), i, j = 0, 1, 2, with respect to cij(z2, q), i, j = 0, 1, 2
and the coefficients belong to M

 .

Expressing the matrix elements ofK(z, q) as cij(z, q), every element of the reflection equation (i1i2|j1j2)
belongs to N , and can be expressed as
2∑
k,l,m,n=0
fkl,mn(z1, z2, q)c
k
l (z1, q)c
m
n (z2, q),
where fkl,mn(z1, z2, q) ∈M. Comparing the reflection equation (2.25) with (2.26), we find the follow-
ing holds.
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Lemma 2.3 If an element of the reflection equation (i1i2|j1j2) can be expressed as
(i1i2|j1j2) =
2∑
k,l,m,n=0
fkl,mn(z1, z2, q)c
k
l (z1, q)c
m
n (z2, q),
where cij(z, q) are the matrix elements of K(z, q) and fkl,mn(z1, z2, q) ∈M,
(T (i1)T (i2)|T (j1)T (j2)) can be expressed as
(T (i1)T (i2)|T (j1)T (j2)) =
2∑
k,l,m,n=0
fkl,mn(z
−1
1 , z
−1
2 , q
−1)c
T (k)
T (l) (z1, q)c
T (m)
T (n) (z2, q).

We define the T -transformation of an element of N as follows.
Definition 2.7 For an element of N
2∑
k,l,m,n=0
fkl,mn(z1, z2, q)c
k
l (z1, q)c
m
n (z2, q),
where fkl,mn(z1, z2, q) ∈ M, we define its T -transformation as
T

 2∑
k,l,m,n=0
fkl,mn(z1, z2, q)c
k
l (z1, q)c
m
n (z2, q)


:=
2∑
k,l,m,n=0
fkl,mn(z
−1
1 , z
−1
2 , q
−1)c
T (k)
T (l) (z1, q)c
T (m)
T (n) (z2, q).

Defining the T -transformation as above, Lemma 2.3 can be simply expressed as
Corollary 2.1
T (i1i2|j1j2) = (T (i1)T (i2)|T (j1)T (j2)). (2.31)

We also use the following Proposition to prove Th 2.2, which is about the subgroup of N invariant
under the T -transformation.
Proposition 2.4 A subgroup N˜ of N is called a T -invariant subgroup if it is invariant under the
T -transformation, i.e., if T (g) ∈ N˜ holds for any g ∈ N˜ , If an element g ∈ N can be expressed as the
linear combination of elements of N˜ with M-coefficients, i.e., can be expressed as
g =
∑
β
hβ(z1, z2, q)gβ(c(z1), c(z2)|z1, z2, q), gβ ∈ N˜ , hβ ∈ M, (2.32)
T (g) ∈ N can also be expressed as the linear combination of elements of N˜ with M-coefficients.
T (g) =
∑
β
hβ(z
−1
1 , z
−1
2 , q
−1)T (gβ(c(z1), c(z2)|z1, z2, q)), T (gβ) ∈ N˜ . (2.33)

We use (2.24), Lemma 2.3, the properties of the reflection equation coming from the symmetry of the
Cremmer-Gervais R-matrix (2.6), and Prop 2.4, the property which holds for the T -invariant subgroup
of N , to prove Th 2.2.
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3 38 equations equivalent to the Reflection equation
Solving the reflection equation is to solve 81 equations (i1i2|j1j2) = 0, i1, i2, j1, j2 = 0, 1, 2 for
cij(z, q), i, j = 0, 1, 2. Directly solving the 81 equations is the most straightforward way, which is
a tiresome task. Instead, carefully observing these 81 equations, one finds they are equivalent to
another set of 38 equations (Def 3.1), which is easier to handle. This equivalence (Th 3.1) is shown in
this section. We briefly outline the procedure. First, we divide the 81 elements of the reflection equa-
tion into several subgroups. Such is also done for the set of 38 equations. Then we show 3 relations
(Prop 3.1, 3.2, 3.3) among the subgroups of the reflection equation and the set of 38 equations. Com-
bining the relations and Prop 2.4, we prove the equivalence between the 81 equations (i1i2|j1j2) = 0,
i1, i2, j1, j2 = 0, 1, 2 and another set of 38 equations.
Theorem 3.1 {(i1i2|j1j2) | i1, i2, j1, j2 = 0, 1, 2}, which are the 81 elements of the reflection equation
of the N = 3 Cremmer-Gervais R-matrix RCG(z, q), are equivalent to 38 equations which consist of
20 equations {Aj = 0 | j = 1, · · · , 8} ∪ {Bj = 0 | j = 1, · · · , 7} ∪ {Cj = 0 | j = 1, · · · , 5} defined in
Def 3.1, and their T -transformed (Def 2.7) equations {TAj = 0 | j = 2, 3, 4, 5, 7, 8} ∪ {TBj = 0 | j =
1, · · · , 7} ∪ {TCj = 0 | j = 1, · · · , 5}. 
A1 and A6 are essentially self-dual with respect to the T -transformtion, i.e., TA1 = −z
−2
1 z
−2
2 A1, TA6 =
z−41 z
−4
2 A6|z1↔z2 .
Definition 3.1 We define {Aj , j = 1, · · · , 8}, {Bj, j = 1, · · · , 7}, {Cj , j = 1, · · · , 5} as the poly-
nomials of cij(z, q), the matrix elements of the K(z), c
i
j(z, q), as follows. For simplicity, we denote
cij(z) = c
i
j(z, q).
A1 :=z
2
1c
0
1(z1)c
2
1(z2)− c
2
1(z1)z
2
2c
0
1(z2),
A2 :=c
0
2(z1)z
2
2c
0
1(z2)− z
2
1c
0
1(z1)c
0
2(z2),
A3 :=c
2
1(z1)c
0
2(z2)− c
0
2(z1)c
2
1(z2),
A4 :=z
2
1c
0
1(z1)(c
0
1(z2)− c
1
2(z2))− (c
0
1(z1)− c
1
2(z1))z
2
2c
0
1(z2),
A5 :=c
0
1(z1)c
1
0(z2)− c
1
0(z1)c
0
1(z2) + c
0
2(z1)c
2
0(z2)− c
2
0(z1)c
0
2(z2),
A6 :=(z
2
2 − z
2
1)(z
2
1z
2
2c
0
1(z1)(c
2
1(z2)− c
1
0(z2))− c
2
1(z2)(c
0
1(z1)− c
1
2(z1)))
+ (z41c
0
0(z1)− c
2
2(z1))z
2
2(c
0
0(z2)− c
2
2(z2))− z
2
1(c
0
0(z1)− c
2
2(z1))(z
4
2c
0
0(z2)− c
2
2(z2)),
A7 :=c
1
2(z1)c
0
1(z2)− c
0
1(z1)c
1
2(z2) + c
0
2(z1)(c
0
0(z2)− c
2
2(z2))− (c
0
0(z1)− c
2
2(z1))c
0
2(z2),
A8 :=z
4
1c
0
1(z1)z
2
2c
1
2(z2)− z
2
1c
1
2(z1)z
4
2c
0
1(z2)
+ z22c
0
2(z2)(z
4
1c
0
0(z1)− c
2
2(z1))− (z
4
2c
0
0(z2)− c
2
2(z2))z
2
1c
0
2(z1),
B1 :=c
0
1(z1)(c
1
1(z2)− c
0
0(z2))− (c
1
1(z1)− c
0
0(z1))c
0
1(z2),
B2 :=c
0
2(z1)(c
0
1(z2)− c
1
2(z2))− (c
0
1(z1)− c
1
2(z1))c
0
2(z2),
B3 :=c
0
2(z1)(c
1
1(z2)− c
2
2(z2))− (c
1
1(z1)− c
2
2(z1))c
0
2(z2),
B4 :=c
0
1(z1)(c
2
1(z2)− c
1
0(z2))− (c
1
0(z1)− c
2
1(z1))c
0
1(z2),
B5 :=z
2
1c
0
2(z1)z
4
2c
2
0(z2)− z
4
1c
2
0(z1)z
2
2c
0
2(z2) + z
4
1c
0
1(z1)z
2
2c
1
0(z2)− z
2
1c
1
0(z1)z
4
2c
0
1(z2)
+ (z41c
1
1(z1)− c
2
2(z1))z
2
2(c
1
1(z2)− c
2
2(z2))− z
2
1(c
1
1(z1)− c
2
2(z1))(z
4
2c
1
1(z2)− c
2
2(z2)),
B6 :=c
0
2(z1)c
1
0(z2)− c
1
0(z1)c
0
2(z2) + c
1
2(z1)(c
1
1(z2)− c
2
2(z2))− (c
1
1(z1)− c
2
2(z1))c
1
2(z2),
B7 :=z
2
1c
1
2(z1)(z
4
2c
1
1(z2)− c
2
2(z2))− (z
4
1c
1
1(z1)− c
2
2(z1))z
2
2c
1
2(z2)
+ z21c
0
2(z1)(z
4
2c
1
0(z2)− (z
4
2 + 1)c
2
1(z2))− (z
4
1c
1
0(z1)− (z
4
1 + 1)c
2
1(z1))z
2
2c
0
2(z2),
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C1 :=z
2
1c
2
1(z1)c
0
2(z2)− c
0
2(z1)z
2
2c
2
1(z2)
+ z21c
0
1(z1)(c
1
1(z2)− z
4
2c
0
0(z2))− (c
1
1(z1)− z
4
1c
0
0(z1))z
2
2c
0
1(z2),
C2 :=z
2
1c
0
1(z1)(c
1
1(z2)− c
2
2(z2))− (c
1
1(z1)− c
2
2(z1))z
2
2c
0
1(z2),
C3 :=c
0
2(z1)z
2
2(c
2
1(z2)− c
1
0(z2))− z
2
1(c
2
1(z1)− c
1
0(z1))c
0
2(z2)
+ z21(c
1
1(z1)− c
0
0(z1))(c
1
2(z2)− c
0
1(z2))− (c
1
2(z1)− c
0
1(z1))z
2
2(c
1
1(z2)− c
0
0(z2)),
C4 :=c
0
2(z1)c
1
0(z2)− c
1
0(z1)c
0
2(z2) + c
0
1(z1)(c
1
1(z2)− c
2
2(z2)) − (c
1
1(z1)− c
2
2(z1))c
0
1(z2),
C5 :=z
2
1z
4
2(c
1
0(z1)c
1
2(z2)− c
1
2(z1)c
1
0(z2) + c
1
1(z1)c
2
2(z2)− c
2
2(z1)c
1
1(z2))
+ z21z
2
2(z
2
2 − z
2
1)(c
0
1(z1)c
1
0(z2) + c
0
0(z1)(c
1
1(z2)− c
2
2(z2)))
+ c22(z1)z
2
2(c
1
1(z2)− c
2
2(z2))− z
2
1(c
1
1(z1)− c
2
2(z1))c
2
2(z2).

Since the coefficents of all the 38 equations {Aj = 0 | j = 1, · · · , 8} ∪ {Bj = 0 | j = 1, · · · , 7} ∪ {Cj =
0 | j = 1, · · · , 5}, {TAj = 0 | j = 2, · · · , 5, 7, 8}∪ {TBj = 0 | j = 1, · · · , 7}∪ {TCj = 0 | j = 1, · · · , 5}∪
do not depend on the parameter of the Cremmer-Gervais R-matrix, q, cij(z, q) do not depend on q.
Thus, we notice the following from Th 3.1.
Corollary 3.1 The solution to the reflection equation of the N = 3 Cremmer-Gervais R-matrix does
not depend on q. 
Let us make some definitions and prepare propositions to prove Th 3.1. We first define the groups of
polynomials.
Definition 3.2 We define A, B and C as the following groups of polynomials.
A := {Aj | j = 1, · · · , 8},
B := {Bj | j = 1, · · · , 7},
C := {Cj | j = 1, · · · , 5}.
For a group of polynomials J , let TJ be groups consisting of polynomials which are the T -transformed
polynomials belonging to J .
TJ = {TX | X ∈ J}. (3.1)
For a group of polynomials J , we also denote the groups of equations {X = 0 | X ∈ J} by J as long
as it does not make a confusion. 
Definition 3.3 We define 0, 1, 1′, 2, 2′, 3 and 3′ as the following groups of elements of the reflection
equation.
0 := {(00|22), (00|11)},
1 := {(02|11), (00|21), (02|12), (01|21), (00|00), (02|20), (02|22), (20|22)},
1′ := {(00|12), (10|12), (00|20), (00|02)},
2 := {(20|21), (01|22), (01|12), (10|10), (12|21), (21|22), (12|22)},
2′ := {(10|22), (20|20), (21|12), (11|11), (21|21), (11|22), (10|21)},
3 := {(00|10), (20|12), (01|20), (01|02), (11|02)},
3′ := {(01|11), (00|01), (10|11), (02|21), (10|02), (10|20), (11|12), (11|21)}.
For J = 0,1,2,3,1′,2′,3′, let TJ be groups of the elements of the reflection equation as follows.
TJ = {(T (i1)T (i2)|T (j1)T (j2)) | (i1i2|j1j2) ∈ J}. (3.2)

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

1 3′ 1′ 3 0 1′ 1′ 1 0
T2 T2′ 3 T2′ 3′ 2 3 1 2
T1 T2 T2′ T3 1 1 1 3′ 1
T2 T2 3′ 2 3′ 1′ 3′ 2′ 2′
T2′ T3′ 3 T3′ 2′ 3′ T3 3′ 2′
T2′ T2′ T3′ T1′ T3′ T2 T3′ 2 2
T1 T3′ T1 T1 T1 3 2′ 2 1
T2 T1 T3 T2 T3′ 2′ T3 2′ 2
0 T1 T1′ T1′ 0 T3 T1′ T3′ T1


Table 1: The elements of the reflection equation (i1i2|j1j2) and their associated groups. The matrix
element (3i1 + i2 + 1, 3j1 + j2 + 1) is assigned to (i1i2|j1j2).
For these groups of polynomials, we note the following.
Lemma 3.1 (i) J ∪ TJ is invariant under the T -transformation for each J = A,B,C.
(ii) J ∪ TJ is invariant under the T -transformation for each J = 0,1,2,3,1′,2′,3′. 
(i) is obvious from the definition. We also note (ii) from the fact that T (i1i2|j1j2), which is the
T -transformation of (i1i2|j1j2), is (T (i1)T (i2)|T (j1)T (j2)) (2.31).
We introduce the following notations for simplicity.
Definition 3.4 Let Reflection, Reduced be the following groups of polynomials.
Reflection = {(i1i2|j1j2) | i1, i2, j1, j2 = 0, 1, 2},
Reduced = A ∪B ∪C ∪ TA ∪ TB ∪ TC.

By definition, we obviously have
Reflection =
⋃
J=0,1,2,3,1′,2′,3′
{J ∪ TJ}.
For two groups of polynomials P and Q, let us denote P ⇒ Q if all the polynomials in Q can be
expressed as linear combinations of the polynomials in P with M-coefficients. In order to prove Th
3.1, we prepare three Propositions about the relations between the groups of polynomials which have
been just defined. The proof of these Propositions is given in Appendix A.
Proposition 3.1 The 4 elements which belong to 0 ∪ T0 are all 0. 
Proposition 3.2
1 ∪ 2 ∪ 3∪T2 =⇒ 1′ ∪ 2′ ∪ 3′.

Proposition 3.3
1 ∪ 2 ∪ 3⇐⇒ A ∪B ∪C.

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[ Proof of Th 3.1 ]
Th 3.1 means
Reflection⇐⇒ Reduced, (3.3)
which can be decomposed into
(i) Reflection =⇒ Reduced,
(ii) Reduced =⇒ Reflection.
We can prove (i) and (ii) by utilizing Prop 3.2, 3.3 and 2.4.
(i) From Prop 3.3, we have
1 ∪ 2 ∪ 3 =⇒ A ∪B ∪C.
Combining this with the obvious relation
Reflection =⇒ 1 ∪ 2 ∪ 3,
one has
Reflection =⇒ A ∪B ∪C. (3.4)
Setting N˜ = Reflection in Prop 2.4, (3.4) gives
Reflection =⇒ TA ∪ TB ∪ TC. (3.5)
Combining (3.4) and (3.5) together, one has (i).
(ii) From Prop 3.3, one has
A ∪B ∪C =⇒ 1 ∪ 2 ∪ 3.
Combining this with
Reduced =⇒ A ∪B ∪C,
which is an obvious relation, we have
Reduced =⇒ 1 ∪ 2 ∪ 3. (3.6)
Setting N˜ = Reduced in Prop 2.4, one gets
Reduced =⇒ T1 ∪ T2 ∪ T3, (3.7)
from (3.6). Combining (3.6) and (3.7) gives
Reduced =⇒ 1 ∪ 2 ∪ 3 ∪ T1 ∪ T2 ∪ T3. (3.8)
We combine Prop 3.2, (3.8) and 1 ∪ 2 ∪ 3 ∪ T1 ∪ T2 ∪ T3 =⇒ 1 ∪ 2 ∪ 3 ∪ T2 to get
Reduced =⇒ 1′ ∪ 2′ ∪ 3′. (3.9)
Setting N˜ = Reduced in Prop 2.4, (3.9) leads to
Reduced =⇒ T1′ ∪ T2′ ∪ T3′. (3.10)
From (3.9) and (3.10), we have
Reduced =⇒ 1′ ∪ 2′ ∪ 3′ ∪ T1′ ∪ T2′ ∪ T3′. (3.11)
Combining (3.8) and (3.11), one gets (ii). 
To determine the solution space, we use the following 38 equations Reduced′ instead of Reduced
since they are easier to treat.
11
Definition 3.5 Let A′5, A
′
6 and C
′
5 be the following polynomials.
A′5 :=A5 +B4,
A′6 :=z
4
1c
0
1(z1)z
2
2c
1
0(z2)− z
2
1c
1
0(z1)z
4
2c
0
1(z2) + c
2
1(z1)z
2
2c
1
2(z2)− z
2
1c
1
2(z1)c
2
1(z2),
+ (z41c
0
0(z1)− c
2
2(z1))z
2
2(c
0
0(z2)− c
2
2(z2))− z
2
1(c
0
0(z1)− c
2
2(z1))z
4
2c
0
0(z2)− c
2
2(z2)),
C′5 :=c
1
0(z1)(c
0
1(z2)− c
1
2(z2))− (c
0
1(z1)− c
1
2(z1))c
1
0(z2)
+ (c00(z1)− c
1
1(z1))(c
2
2(z2)− c
1
1(z2))− (c
2
2(z1)− c
1
1(z1))(c
0
0(z2)− c
1
1(z2)).
Let A′,C′ be the following groups of polynomials.
A′ := {Aj | j = 1, · · · , 7, 8} ∪ {A
′
5, A
′
6},
C′ := {Cj | j = 1, · · · , 4} ∪ {C
′
5}.
Let Reduced′ be a group consisting of the following 38 polynomials.
Reduced′ = A′ ∪B ∪C′ ∪ TA′ ∪ TB ∪ TC′.

A′6 is essentially self-dual with respect to the T -transformation, i.e., TA
′
6 = z
−4
1 z
−4
2 A
′
6.
Proposition 3.4
Reduced⇐⇒ Reduced′. (3.12)

[ Proof of Prop 3.4 ]
This follows from
A5, B4 ⇐⇒ A
′
5, B4, (3.13)
TA5, TB4 ⇐⇒ TA
′
5, TB4, (3.14)
A1, B4, TB4, A6 ⇐⇒ A1, B4, TB4, A
′
6, (3.15)
A6, B5, TB5, C5 ⇐⇒ A6, B5, TB5, C
′
5, (3.16)
TA1, B4, TB4, TA6 ⇐⇒ TA1, B4, TB4, TA
′
6, (3.17)
TA6, B5, TB5, TC5 ⇐⇒ TA6, B5, TB5, TC
′
5. (3.18)
For example, (3.15) holds since A′6 can be expressed using A1, B4, TB4 and A6 as
A′6 = A6 + (z
2
1z
2
2 − 1)A1 − z
2
1z
4
2B4 − z
2
2TB4.

4 Solving the Reflection equation
In this section, we prove Th 2.2, i.e., determine the solution space K of the reflection equation by
solving the 38 equations Reduced′. The ouline is as follows. We introduce 9 solution subspaces
Kij , i, j = 0, 1, 2, where K
i
j(⊂M
9 \ {0},M : space of meromorphic functions of z, q) is an open space
whose matrix element cij(z) is not identically 0. In order to determine the full solution space K, we
construct the union of 9 open solution subspaces Kij , i, j = 0, 1, 2, which is a cover of K. As a result,
the solution space is shown (Th 4.1) to be the union of two subspaces BI and BII (Def 4.2), which
can be parametrized by algebraic varieties VI and VII (Def 4.1). Analyzing these varieties, we find
(Th 2.2) the solution space is the union of two subspaces AI and AII (Def 2.4), each of which can be
parametrized by P1(C)× P1(C)× P2(C) and C× P1(C)× P2(C).
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Definition 4.1 We define VI and VII as the following algebraic variety in P9(C) and P6(C), respec-
tively.
VI =
{(
a0 a1 a2 a3 a4
a¯0 a¯1 a¯2 a¯3 a¯4
)
∈ P9(C)
∣∣∣ aj , a¯j , j = 0 ∼ 4 satisfy 14 relations in (4.2)
(Ij , j = 1, · · · , 8), (T Ij, j = 3, · · · , 8)
}
, (4.1)
I1 : a0a¯0 − a1a¯1 = 0, I2 : a2a¯2 − a3a¯3 = 0, I3 : a20 − a1a4 = 0,
T I3 : a¯
2
0 − a¯1a¯4 = 0, I4 : a1a¯0 − a0a¯4 = 0, T I4 : a¯1a0 − a¯0a4 = 0,
I5 : a0a3 − a1a¯2 = 0, T I5 : a¯0a¯3 − a¯1a2 = 0, I6 : a0a2 − a¯3a1 = 0,
T I6 : a¯0a¯2 − a3a¯1 = 0, I7 : a2a¯0 − a¯3a¯4 = 0, T I7 : a¯2a0 − a3a4 = 0,
I8 : a2a4 − a0a¯3 = 0, T I8 : a¯2a¯4 − a¯0a3 = 0.
(4.2)
VII =
{
(b, b0, b1, b2, b3, b4, b5) ∈ P
6(C)
∣∣∣ b, bj, j = 0 ∼ 5 satisfy 3 relations in (4.4)
II1, II2, II3
}
, (4.3)
II1 : b0b1 − b3b4 = 0, II2 : b1b2 − b4b5 = 0, II3 : b2b3 − b5b0 = 0. (4.4)

Definition 4.2 Let BI and BII be the following spaces of 3× 3 matrices.
BI =
{
KI(z,QI)
∣∣∣ QI = ( a0 a1 a2 a3 a4a¯0 a¯1 a¯2 a¯3 a¯4
)
∈ VI (4.1)
}
, (4.5)
where
KI(z,QI)
=

 a¯3 + (a4 − a3)z2 − a¯4z4 a0(z4 − 1) a1z2(z4 − 1)(a¯2 + a¯0z2)(z4 − 1) (a4 − a3)z2 − (a¯4 − a¯3)z4 (a0 + a2z2)(z4 − 1)
a¯1(z
4 − 1) a¯0z2(z4 − 1) a4z2 − (a¯4 − a¯3)z4 − a3z6

 . (4.6)
BII =
{
KII(z,QII)
∣∣∣ QII = (b, b0, b1, b2, b3, b4, b5) ∈ VII (4.3)} , (4.7)
where
KII(z,QII) =

 b3 − b4 + bz2 0 b0(z4 − 1)−b5(z4 − 1) −b4 + bz2 + b3z4 b2(z4 − 1)
b1(z
4 − 1) 0 bz2 + (b3 − b4)z4

 . (4.8)

In order to prove Th 2.2, we first prove the following Theorem.
Theorem 4.1 The solution space K of the N = 3 Cremmer-Gervais R-matrix (2.2) is the union of
BI, BII, and does not depend on the parameter of the R-matrix, q.
K = BI ∪ BII.

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[ Proof of Th 4.1 ]
From Th 3.1 and Prop 3.4, it is enough to solve the 38 equations Reduced′ to determine the solution
space of the reflection equation. One notices K(z, q) = K(z) from Cor 3.1. Since we are considering
solutions which are not identically 0, at least one of the matrix elements of the relection equation is
not identically 0. Then we have
K =
2⋃
i,j=0
Kij , (4.9)
where
Kij := K ∩ U
i
j ,
U ij := {K(z) = (c
k
l (z))k,l=0,1,2 ∈M
9 | cij(z) 6≡ 0} ⊂ M
9 \ {0}.
Thus, if we determine 9 subspaces Kij , i, j = 0, 1, 2, one can get K as their union.
For a solution space Kkl , we define its T -transformed space T (K
k
l ) as follows.
Definition 4.3
T (Kkl ) = {K
′(z) = TK(z−1)T | K(z) ∈ Kkl }.

From (2.24), it is easy to see
T (Kkl ) = K
T (k)
T (l) . (4.10)
From (4.10), the solution space K
T (k)
T (l) = K
2−k
2−l can be obtained from K
k
l . Thus, in order to obtain K,
it is enough to determine 6 spaces
K00,K
0
1,K
0
2,K
1
1,K
1
2,K
2
2, (4.11)
out of 9 spaces Kij , i, j = 0, 1, 2, and K
2
1,K
2
0 and K
1
0 can be easily obtained from K
0
1,K
0
2 and K
1
2
respectively. Let us further consider solution spaces K00 ∪ K
1
1 ∪ K
2
2 whose diagonal elements are not
identically 0. Since several equations in Reduced′ have terms c11(z) − c
0
0(z), c
1
1(z) − z
4c00(z), c
1
1(z)−
c22(z), it is easier to handle the solution spaces in which these terms are not identically 0. Such solution
spaces are equivalent to K00 ∪ K
1
1 ∪ K
2
2.
Lemma 4.1
K00
⋃
K11
⋃
K22 = D
0
⋃
D1
⋃
D2,
where
Dj := K ∩ V j , j = 0, 1, 2,
V 0 := {K(z) = (ckl (z))k,l=0,1,2 ∈M
9 \ {0} | c11(z)− c
0
0(z) 6≡ 0},
V 1 := {K(z) = (ckl (z))k,l=0,1,2 ∈M
9 \ {0} | c11(z)− z
4c00(z) 6≡ 0},
V 2 := {K(z) = (ckl (z))k,l=0,1,2 ∈M
9 \ {0} | c11(z)− c
2
2(z) 6≡ 0}.

[Proof of Lemma 4.1 ]
This follows from
U00
⋃
U11
⋃
U22 = V
0
⋃
V 1
⋃
V 2.

From (4.10) and Lemma 4.1, one has
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Proposition 4.1
K =K01
⋃
T (K01)
⋃
K02
⋃
T (K02)
⋃
K12
⋃
T (K12)
⋃
D,
where D = D0 ∪ D1 ∪D2. 
Thus, one can obtain the solution space K by determining
K01,K
0
2,K
1
2,D,
instead of (4.11). Among K01,K
0
2,K
1
2,D, we first determine K
0
1 and K
0
2. The results, together with
those for K21 and K
2
0 can be stated as
Proposition 4.2
(i) K01 = BI|a0 6=0.
(ii) K02 = BI|a1 6=0 ∪ BII|b0 6=0.
(iii) K21 = BI|a¯0 6=0.
(iv) K20 = BI|a¯1 6=0 ∪ BII|b1 6=0.
Here, for example, BI|a0 6=0 is the subspace of BI which satisfies a0 6= 0. 
Utilizing (4.10), one can obtain K21 and K
2
0 from K
0
1 and K
0
2 respectively. Thus, to prove Prop 4.2, it
is enough to compute K01 and K
0
2. Prop 4.2 (ii) is proved in Appendix B.
Next, we determine K12 and K
1
0. Among K
1
2 and K
1
0, solutions which satisfy c
0
1(z) 6≡ 0 or c
0
2(z) 6≡ 0
or c21(z) 6≡ 0 or c
2
0(z) 6≡ 0 are included in K
0
1,K
0
2,K
2
1 or K
2
0, which have already been determined
in Prop 4.2. Thus, we only need to obtain K¯12 := K
1
2 ∩ {c
0
1(z) = c
0
2(z) = c
2
1(z) = c
2
0(z) ≡ 0},
K¯10 := K
1
0 ∩ {c
0
1(z) = c
0
2(z) = c
2
1(z) = c
2
0(z) ≡ 0} to determine K
1
2,K
1
0. It is easy to show
Proposition 4.3
(i) K¯12 = BI|a0=a¯0=a1=a¯1=0,a2 6=0 ∪ BII|b0=b1=0,b2 6=0.
(ii) K¯10 = BI|a0=a¯0=a1=a¯1=0,a¯2 6=0 ∪ BII|b0=b1=0,b5 6=0.

It is enough to compute K¯12 since K¯
1
0 can be obtained from K¯
1
2 using (4.10). At last, we consider
D = D0 ∪ D1 ∪ D2, solutions whose diagonal elements are not identically 0.
Among K(z) ∈ D, any solution with some off-diagonal element which is not identically 0 is included
in K01,K
0
2,K
1
2,K
2
1,K
2
0 or K
1
0, which have already been determined. To obtain D, what remains to be
determined is the solution space D¯, whose off-diagonal elements are all 0.
D¯ = D¯0 ∪ D¯1 ∪ D¯2, D¯k := Dk ∪ {cij(z) 6≡ 0 for i 6= j}, k = 0, 1, 2.
By a direct calculation, it is easy to show
Proposition 4.4
D¯ =

K(z) =

 c1 + c2z2 0 00 c2z2 + c1z4 0
0 0 c2z
2 + c1z
4

 c(z) ∣∣∣ (c1, c2) ∈ P1(C)


⋃
K(z) =

 c1 + c2z2 0 00 c1 + c2z2 0
0 0 c2z
2 + c1z
4

 c(z) ∣∣∣ (c1, c2) ∈ P1(C)

 .

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From Prop 4.2, 4.3 and 4.4, K becomes
K =K01
⋃
K21
⋃
K02
⋃
K20
⋃
K12
⋃
K10
⋃
D
=K01
⋃
K21
⋃
K02
⋃
K20
⋃
K¯12
⋃
K¯10
⋃
D¯
=BI|a0 6=0
⋃
BI|a¯0 6=0
⋃{
BI|a1 6=0
⋃
BII|b0 6=0
}⋃{
BI|a¯1 6=0
⋃
BII|b1 6=0
}
⋃{
BI|a0=a¯0=a1=a¯1=0,a2 6=0
⋃
BII|b0=b1=0,b2 6=0
}
⋃{
BI|a0=a¯0=a1=a¯1=0,a¯2 6=0
⋃
BII|b0=b1=0,b5 6=0
}⋃
D¯
=
{
BI|a0 6=0 or a¯0 6=0 or a1 6=0 or a¯1 6=0
⋃
BI|a0=a¯0=a1=a¯1=0,a2 6=0 or a¯2 6=0
⋃
D¯
}
⋃{
BII|b0 6=0 or b1 6=0
⋃
BII|b0=b1=0,b2 6=0 or b5 6=0
⋃
D¯
}
. (4.12)
One can easily show the following Lemma about D¯.
Lemma 4.2
(i) BI|a0=a¯0=a1=a¯1=a2=a¯2=0 = D¯,
(ii) BII|b0=b1=b2=b5=0 = D¯.

Thus, from (4.12), Lemma 4.2 and
BI =BI|a0 6=0 or a¯0 6=0 or a1 6=0 or a¯1 6=0
⋃
BI|a0=a¯0=a1=a¯1=0,a2 6=0 or a¯2 6=0⋃
BI|a0=a¯0=a1=a¯1=a2=a¯2=0,
BII =BII|b0 6=0 or b1 6=0
⋃
BII|b0=b1=0,b2 6=0 or b5 6=0
⋃
BII|b0=b1=b2=b5=0,
which obviously hold, one gets
K = BI ∪ BII, (4.13)
which proves Th 4.1. 
Investigating the algebraic varieties VI and VII which parametrize BI and BII, one can show that BI
and BII can be described by spaces AI and AII (Def 2.4), which are parametrized by simpler algebraic
varieties UI and UII (Def 2.3).
Proposition 4.5
(i) BI = AI.
(ii) BII = AII ∪ {K(z) = Id}.

The proof of Prop 4.5 (i) is given in Appendix C. Combining Th 4.1, Prop 4.5 and
{K(z) = Id} = AI|D2=E1=E2=0,
one has
K = AI ∪AII.
Thus, the proof of Th 2.2 is completed. 
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5 Discussion
In this paper, we considered the reflection equation of the N=3 Cremmer-Gervais R-matrix. The
reflection equation is shown to be equivalent to 38 equations which do not depend on the parameters
of the R-matrix, q. The solution space is determined by solving those 38 equations. We found
there are two types, each of which is parametrized by the algebraic variety P1(C) × P1(C) × P2(C)
and C × P1(C) × P2(C). The Cremmer-Gervais R-matrix satisfies the conservation law (2.5) and
T -invariance (2.6). On the other hand, the critical Zn vertex model satisfies the conservation law
and the Zn-invariance. Since there does not exist a simple gauge tranformation between these two
R-matrices, we don’t know the relation between the K-matrices. However, unexpectedly, the latter
variety also appears in the solution of the critical Z3 vertex model [8]. We mention that one can also
formulate and solve the dual reflection equation [1] for R-matrices not satisfying crossing unitarity
[17]. It is interesting to extend the analysis to determine the full solution space for the general N -
state Cremmer-Gervais R-matrix. Also interesting is to study the integrable model associated with
this R-matrix under the periodic or open boundary condition.
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Appendix A. Proof of Prop 3.1, Prop 3.2 and 3.3
A.1 Proof of Prop 3.1
We show Prop 3.1 by showing 2 Lemmas.
Lemma A.1
(00|11) = 0, (00|22) = 0. (A.1)

[ Proof of Lemma A.1 ]
Directly calculating (00|ii) which is an element of the reflection equation, one has
(00|ii) =
2∑
k1,k2,k3,k4=0
[R12(z1/z2)]
0 0
k1k2
[K1(z1)]
k1
k3
[R21(z1z2)]
k3k2
i k4
[K2(z2)]
k4
i
−
2∑
k1,k2,k3,k4=0
[K2(z2)]
0
k1
[R12(z1z2)]
0 k1
k2k3
[K1(z1)]
k2
k4
[R21(z1/z2)]
k4k3
i i
=[R12(z1/z2)]
00
00[K1(z1)]
0
i [R21(z1z2)]
i0
i0[K2(z2)]
0
i
− [K2(z2)]
0
i [R12(z1z2)]
0i
0i[K1(z1)]
0
i [R21(z1/z2)]
ii
ii
={(qz2/z1 − q
−1z1/z2)/(q − q
−1)(z1/z2 − z2/z1)}c
0
i (z1){−q
−1/(q − q−1)}c0i (z2)
− c0i (z2){−q
−1/(q − q−1)}c0i (z1){(qz2/z1 − q
−1z1/z2)/(q − q
−1)(z1/z2 − z2/z1)}
=0.
In the second equality, we picked up the terms which involve [R(z)]ijkl 6≡ 0. 
Lemma A.2
(22|11) = 0, (22|00) = 0. (A.2)

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[ Proof of Lemma A.2 ]
Applying Lemma 2.3 to (00|11) = 0 and (00|22) = 0 shown in Lemma A.1, one has T (00|11) =
(22|11) = 0 and T (00|22) = (22|00) = 0 respectively. 
Combining Lemma A.1 and A.2, we have Prop 3.1. 
A.2 Proof of Prop 3.2
We prove Prop 3.2 by several steps. First, we show
Lemma A.3
1 =⇒ 1′.

[ Proof of Lemma A.3 ]
This follows from
(00|21) ⇔ (00|12), (A.3)
(01|21), (02|22), (20|22) ⇒ (10|12), (00|20), (00|02). (A.4)
Let us show (01|21), (02|22), (20|22)⇒ (10|12) for example. Calculating (10|12), we find that it can
be expressed using (01|21), (02|22) and (20|22) as
(10|12) = −q2(01|21) + (q2 − 1)(q2z22 − z
2
1)
−1(z21(02|22) + z
2
2(20|22)). (A.5)
Since every element of 1′ can be expressed as combinations of elements of 1, we have Lemma A.3.

Next we show
Lemma A.4
1 ∪ 2∪T2 =⇒ 1′ ∪ 2′.

[ Proof of Lemma A.4 ]
We first prove the following relations.
(00|21), (01|22) ⇒ (10|22), (A.6)
(02|11), (00|00), (12|12) ⇒ (21|21), (01|10), (A.7)
(02|11), (00|00), (12|12), (10|10) ⇒ (11|11), (A.8)
(02|11), (00|00), (10|10) ⇒ (20|20), (A.9)
(01|12), (02|22), (20|22) ⇒ (11|22), (10|21). (A.10)
For example, (02|11), (00|00), (12|12)⇒ (21|21) holds since (21|21) can be expressed using (02|11),
(00|00) and (12|12) as
(21|21) = q2(z21 − z
2
2)z
−2
2 (02|11) + z
4
1z
2
2(q
2 − 1)(z21 − q
2z22)
−1(00|00)− z1z
−2
2 (12|12). (A.11)
From these relations, one has
1 ∪ 2 ∪ (12|12)⇒ 2′, (A.12)
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which, combined with Lemma A.3, shows Lemma A.4. 
Finally, let us show Prop 3.2. Let us notice the following relations holds.
(00|10), (20|21), (02|12) ⇒ (01|11), (00|01), (10|11) (A.13)
(00|10), (20|21), (20|12) ⇒ (02|21), (A.14)
(00|10), (20|21), (02|12), (20|12)
(01|20), (21|22), (12|22)
⇒ (10|02), (A.15)
(01|02), (21|22), (12|22), (02|12)
(20|12), (00|10), (20|21)
⇒ (10|20), (11|12), (11|21). (A.16)
For example, one can show (A.14) by noting the following equality
(02|21) = −q−2(20|12) + z−21 (z
2
2 − z
2
1)(q
2 − 1)−1(20|21) + z−22 (z
2
2 − z
2
1)(q
2 − 1)−1(02|12). (A.17)

The above relations mean
1 ∪ 2 ∪ 3⇒ 3′. (A.18)
Combining this with Lemma A.4, one has Prop 3.2. 
A.3 Proof of Prop 3.3
As is the case with Prop 3.2, we show Prop 3.3 by several steps. First, we have
Lemma A.5
1⇐⇒ A.

[ Proof of Lemma A.5 ]
This follows from the relations below.
(02|11) ⇔ A1, (A.19)
(00|21) ⇔ A2, (A.20)
(02|12) ⇔ A3, (A.21)
(01|21) ⇔ A4, (A.22)
(00|00) ⇔ A5, (A.23)
(02|20) ⇔ A6. (A.24)
(02|22), (20|22) ⇔ A7, A8. (A.25)
For example, calculating (00|00), one has
(00|00) = (q2z22 − z
2
1)(q
2 − 1)−1(z22 − z
2
1)
−1(1 − z21z
2
2)
−1A5, (A.26)
which shows (A.23).
Let us next show (A.25). We find by calculation that (02|22) and (20|22) can be expressed by A7 and
A8 as
(02|22) = (q2 − 1)−1(z21 − z
2
2)
−1(1− z21z
2
2)
−1(z21z
4
2A7 +A8), (A.27)
(20|22) = (q2 − 1)−1(z21 − z
2
2)
−1(z21z
2
2 − 1)
−1(z41z
2
2A7 + q
2A8), (A.28)
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from which we find
(02|22), (20|22) ⇐ A7, A8. (A.29)
Solving (A.27) and (A.28) for A7 and A8, one gets
(02|22), (20|22) ⇒ A7, A8, (A.30)
together with (A.29), shows (A.25). 
The above relations imply the equivalence between the elements of the reflection equation in 1 and
the relations among the matrix elements of K(z) in A, which is exactly Lemma A.5. 
Next we prove
Lemma A.6
1 ∪ 2⇐⇒ A ∪B.

[ Proof of Lemma A.6 ]
The following relations can be shown.
(20|21), (02|12) ⇒ B1, (A.31)
(01|22), (00|21) ⇒ B2, (A.32)
(01|12), (02|22), (20|22) ⇒ B3, (A.33)
(10|10), (00|00), (02|11) ⇒ B4, (A.34)
(12|21), (00|00), (02|11) ⇒ B5, (A.35)
(21|22), (12|22), (02|12) ⇒ B6, B7, (A.36)
A3, B1 ⇒ (20|21), (A.37)
A2, B2 ⇒ (01|22), (A.38)
A7, A8, B3 ⇒ (01|12), (A.39)
A1, A5, B4 ⇒ (10|10), (A.40)
A1, A5, B5 ⇒ (12|21), (A.41)
A3, B6, B7 ⇒ (21|22), (12|22). (A.42)
For example, (A.39) can be shown by noting that (01|12) can be expressed by A7, A8 and B3 as
(01|12) = (q2 − 1)−1(z22 − z
2
1)
−1(z21z
2
2)
−1(A8 + z
2
1z
4
2A7 + z
2
2(1− z
2
1z
2
2)B3). (A.43)
From these relations, one has
1 ∪ 2 =⇒ B, (A.44)
A ∪B =⇒ 2. (A.45)
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Combining these with Lemma A.5, we get Lemma A.6. 
Now let us finally prove Prop 3.3. One can show the following relations among the polynomials.
(00|10), (20|21), (02|12) ⇒ C1, (A.46)
(20|12), (00|10), (20|21), (02|12) ⇒ C2, (A.47)
(01|20), (02|12), (20|21), (21|22), (12|22) ⇒ C3, (A.48)
(01|02), (21|22), (12|22), (02|12)
(20|12), (00|10), (20|21)
⇒ C4, (A.49)
(11|02), (12|21), (02|11), (00|00) ⇒ C5, (A.50)
A3, B1, C1 ⇒ (00|10), (A.51)
A3, B1, C1, C2 ⇒ (20|12), (A.52)
A3, B1, B6, B7, C3 ⇒ (01|20), (A.53)
B6, C2, C4 ⇒ (01|02), (A.54)
A5, B5, C5 ⇒ (11|02). (A.55)
For example, one can show (A.53) since (01|20) can be expressed as combinations of A3, B1, B6, B7
and C3 as
(01|20) =(q2 − 1)−1(z22 − z
2
1)
−1(1 − z21z
2
2)
−1
× ((z21 + z
2
2)A3 − z
2
1(1− z
2
1z
2
2)B1 + z
2
1B6 −B7 + (1− z
2
1z
2
2)C3). (A.56)
The above relations mean
1 ∪ 2 ∪ 3 =⇒ C, (A.57)
A ∪B ∪C =⇒ 3, (A.58)
which, combined with Lemma A.6, shows Prop 3.3. 
Appendix B. Proof of Prop 4.2 (ii)
We use the following simple Lemma to calculate the solution to the reflection equation.
Lemma B.1 If two meromorphic functions X(z), Y (z) ∈M satisfy
X(z1)Y (z2) = X(z2)Y (z1),
there exist constants C1, C2 and a meromorphic function f(z) ∈M satisfying
X(z) = C1f(z), Y (z) = C2f(z).

We first use 8 equations A2 = 0, A3 = 0, A
′
5 = 0, A7 = 0, A8 = 0, B2 = 0, B3 = 0 and C4 = 0 out of 38
equations Reduced′ to prove the following.
Proposition B.1 If K(z) ∈ K02, K(z) must be expressed in the following form.
K(z) = ((α4 − α3)z2 − (α¯4 − α¯3)z4 + α7z6)Id c(z)
+

 −α¯3 − α7z2 α0 α1z2α¯2 + α5z2 0 α0 + α2z2
α¯1 + α6z
2 α¯0z
2 −α3z2

 (z4 − 1)c(z), (B.1)
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where αi, i = 0, · · · , 7, α¯i, i = 0, · · · , 4 are constants, α1 6= 0, c(z) 6≡ 0 is a meromorphic function, and
αi, α¯i satisfy 4 relations,
α0α¯0 − α1α¯1 = 0, α0α3 − α1α¯2 = 0, α0α2 − α¯3α1 = 0, α
2
0 − α1α4 = 0. (B.2)

[Proof of Prop B.1 ]
Since we are considering K(z) ∈ K02, c
0
2(z) can be expressed as
c02(z) = α1z
2(z4 − 1)c(z), (B.3)
where c(z) 6≡ 0 is a meromorphic function of z, and α1 6= 0 is a constant.
From A2 = 0 and Lemma B.1, one can express c
0
1(z) as
c01(z) = α0(z
4 − 1)c(z), (B.4)
where α0 is a constant.
Similary, Utilizing A3 = 0, B2 = 0, B3 = 0 and Lemma B.1, we get
c21(z) = α¯0z
2(z4 − 1)c(z), (B.5)
c12(z) = (α0 + α2z
2)(z4 − 1)c(z), (B.6)
c22(z) = c
1
1(z)− α3z
2(z4 − 1)c(z), (B.7)
where α¯0, α2, α3 are constants.
Next, we substitute (B.3) ∼ (B.7) into A7 = 0, A′5 = 0, C4 = 0 and use Lemma B.1 to obtain
c00(z) = c
1
1(z)−
(α0α2
α1
+ α7z
2
)
(z4 − 1)c(z), (B.8)
c10(z) =
(α0α3
α1
+ α5z
2
)
(z4 − 1)c(z), (B.9)
c20(z) =
(α0α¯0
α1
+ α6z
2
)
(z4 − 1)c(z), (B.10)
where α5, α6, α7 are constants. We set α¯1 := α0α¯0/α1, α¯2 := α0α3/α1, α¯3 := α0α2/α1.
Furthermore, we substitute (B.3) ∼ (B.10) in A8 = 0. The result is
(z41 − 1)(z
4
2 − 1)(z
4
2c(z2)(α1c
1
1(z1) + ((α1α3 − α
2
0)z
2
1 − α1α7z
6
1)c(z1))
−(α1c
1
1(z2) + ((α1α3 − α
2
0)z
2
2 − α1α7z
6
2)c(z2))z
4
1c(z1)) = 0.
Using Lemma B.1, one has
c11(z) =
((α20
α1
− α3
)
z2 + α¯′4z
4 + α7z
6
)
c(z), (B.11)
where α¯′4 is a constant. Setting α4 := α
2
0/α1, α¯4 := −α¯
′
4 + α¯3, (B.11) becomes
c11(z) = ((α4 − α3)z
2 − (α¯4 − α¯3)z
4 + α7z
6)c(z). (B.12)
Substituting (B.12) into (B.7), (B.8), one sees c22(z) and c
0
0(z) are expressed as
c22(z) = (α4z
2 − (α¯4 − α¯3)z
4 + (α7 − α3)z
6)c(z), (B.13)
c00(z) = (α¯3 + (α4 + α7 − α3)z
2 − α¯4z
4)c(z). (B.14)
From (B.3), (B.4), (B.5), (B.6), (B.9), (B.10), (B.12), (B.13), (B.14) and α¯1 := α0α¯0/α1, α¯2 :=
α0α3/α1, α¯3 := α0α2/α1, α4 := α
2
0/α1, one sees that if K(z) ∈ K
0
2, the matrix elements c
i
j(z), i, j =
22
0, 1, 2 of K(z) must be expressed as (B.1), and αi, α¯i should satisfy (B.2). Thus, Proposition B.1 is
proved. 
Proposition B.1 is just a necessary condition to be a solution since we only used 8 equations of the 38
equations Reduced′. For (B.1) to be a solution, the rest of the 30 equations, into which (B.1) have
been substituted, must hold for any z. These condtitions are relations between the coefficients. For
example, TA2 = 0 becomes
α6α¯0z
2
1z
2
2(z
2
1 − z
2
2)(z
4
1 − 1)(z
4
2 − 1)c(z1)c(z2) = 0. (B.15)
One must have
α6α¯0 = 0, (B.16)
for (B.15) to hold for any z. Similarly, the following relations must be fulfilled. We denote the
equations which yield the relations to the right of them.
α6α0 = 0, TA3 = 0, TC1 = 0, (B.17)
(α¯0 − α5)α¯0 = 0, TA4 = 0, (B.18)
α¯2α0 − α3α4 − (α2α¯0 − α¯3α¯4) + α7α4 = 0, A
′
6 = 0, (B.19)
α¯0α¯2 − α3α¯1 + α7α¯1 − α6α¯3 = 0, TA7 = 0, (B.20)
α¯0α5 − α¯1α¯4 − α6α4 = 0, TA8 = 0, (B.21)
α7α0 = 0, B1 = 0, TB7 = 0, (B.22)
(α¯0 − α5)α¯1 + α6α¯2 = 0, TB2 = 0, (B.23)
α7α¯1 − α6α¯3 = 0, TB3 = 0, (B.24)
(α¯0 − α5)α0 = 0, B4 = 0, (B.25)
α¯2α0 − α3α4 = 0, B5 = 0, (B.26)
α7α3 − α6α1 = 0, B5 = 0, (B.27)
α2α¯0 − α¯3α¯4 + α7(α3 − α4)− α6α1 = 0, TB5 = 0, (B.28)
α5α¯3 − α¯1α2 + α6α0 − α7α¯2 = 0, TB6 = 0, (B.29)
α2α4 − α0α¯3 − (α1α¯0 − α0α¯4) = 0, B7 = 0, (B.30)
(α¯0 − α5)α1 − α7α2 = 0, B7 = 0, C3 = 0, (B.31)
α¯2α¯4 − α¯0α3 − (α¯1α0 − α5α4) + α6α2 = 0, TB7 = 0, (B.32)
α1α¯0 − α0α¯4 = 0, C1 = 0, (B.33)
α¯1α0 − α¯0α4 = 0, TC1 = 0, (B.34)
α7α¯0 = 0, TC1 = 0, TC2 = 0, (B.35)
(α¯0 − α5)α3 − α6α2 = 0, TC3 = 0, (B.36)
α0α¯3 − α2α¯1 + α6α0 = 0, TC4 = 0, (B.37)
α2α¯2 − α3α¯3 = 0, C
′
5 = 0, (B.38)
(α¯0 − α¯5)α0 + α2α¯2 − α3α¯3 = 0, TC
′
5 = 0. (B.39)
From Prop B.1, we also have
α0α¯0 − α1α¯1 = 0, (B.40)
α0α3 − α1α¯2 = 0, (B.41)
α0α2 − α¯3α1 = 0, (B.42)
α20 − α1α4 = 0. (B.43)
Among (B.16)∼ (B.43), we first consider the following 6 relations.{
α6α¯0 = 0 (B.16), α6α0 = 0 (B.17), (α¯0 − α5)α¯0 = 0 (B.18),
(α¯0 − α5)α0 = 0 (B.25), α7α¯0 = 0 (B.35), α7α0 = 0 (B.22)
}
.
23
These 6 relations are equivalent to
(A){α6 = α7 = 0, α5 = α¯0} or (B){α0 = α¯0 = 0}.
Let us investigate the case (A) and (B), separately.
(A) α6 = α7 = 0, α5 = α¯0
Substituting α6 = α7 = 0, α5 = α¯0, the matrix elements of K(z) (B.1) become
K(z)
=

 α¯3 + (α4 − α3)z2 − α¯4z4 α0(z4 − 1) α1z2(z4 − 1)(α¯2 + α¯0z2)(z4 − 1) (α4 − α3)z2 − (α¯4 − α¯3)z4 (α0 + α2z2)(z4 − 1)
α¯1(z
4 − 1) α¯0z2(z4 − 1) α4z2 − (α¯4 − α¯3)z4 − α3z6

 c(z),
(B.44)
and the relations (B.16) ∼ (B.43) are reduced to
α0α¯0 − α1α¯1 = 0, (B.45)
α¯2α0 − α3α4 − (α2α¯0 − α¯3α¯4) = 0, (B.46)
α0α2 − α¯3α1 = 0, (B.47)
α¯0α¯2 − α3α¯1 = 0, (B.48)
α20 − α1α4 = 0, (B.49)
α¯20 − α¯1α¯4 = 0, (B.50)
α¯2α0 − α3α4 = 0, (B.51)
α2α¯0 − α¯3α¯4 = 0, (B.52)
α0α3 − α1α¯2 = 0, (B.53)
α¯0α¯3 − α¯1α2 = 0, (B.54)
α1α¯0 − α0α¯4 − (α2α4 − α0α¯3) = 0, (B.55)
α¯1α0 − α¯0α4 − (α¯2α¯4 − α¯0α3) = 0, (B.56)
α¯1α0 − α¯0α4 = 0, (B.57)
α1α¯0 − α0α¯4 = 0, (B.58)
α2α¯2 − α3α¯3 = 0. (B.59)
Noting that (B.46) can be obtained by subtracting the both hand sides of (B.51) by those of (B.52), the
15 relations (B.45)∼ (B.58) are equivalent to 14 relations (4.2) (Ij , j = 1, · · · , 8), (T Ij, j = 3, · · · , 8).
Thus, in the case (A), the matrix elements of the solution K(z) is given by (B.44), and the coefficients
must satisfy the relations (Ij , j = 1, · · · , 8), (T Ij, j = 3, · · · , 8). This corresponds to BI in Def 4.2 with
a1 6= 0.
(B) α0 = α¯0 = 0
From (B.40), (B.41), (B.42), (B.43) and α1 6= 0, one must have α¯1 = α¯2 = α¯3 = α4 = 0. Thus the
matrix elements of K(z) (B.1) become
K(z) =

 α7 − α3 − α¯4z2 0 α1(z4 − 1)α5(z4 − 1) −α3 − α¯4z2 + α7z4 α2(z4 − 1)
α6(z
4 − 1) 0 −α¯4z2 + (α7 − α3)z4

 z2c(z), (B.60)
and the relations (B.16)∼ (B.43) are reduced to 3 relations
α1α6 − α7α3 = 0, (B.61)
α6α2 + α3α5 = 0, (B.62)
α2α7 + α5α1 = 0. (B.63)
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In the case (B), the matrix elements of the solution K(z) is given by (B.60), and the coefficients must
satisfy the relations (B.61), (B.62), (B.63). This corresponds to BII in Def 4.2 with b0 6= 0.
Investigating the two cases (A) and (B), one has K02 = BI|a1 6=0 ∪ BII|b0 6=0. Thus, Prop 4.2 (ii) is
proved. 
Appendix C. Proof of Prop 4.5 (i)
Observing the algebraic variety VI which parametrizes BI, one notices the following Lemma holds.
Lemma C.1 The points in VI fulfill the equation
I0 : a0a¯0 − a4a¯4 = 0, (C.1)
if any one of a0, a¯0, a1, a¯1, a2, a¯2, a3 or a¯3 is nonzero. 
The 15 equations (Ij , j = 1, · · · 8), (T Ij, j = 3, · · · 8) and I0 can be conveniently expressed as
rank
∣∣∣∣ a0 a1 a2 a3 a¯0 a¯4a4 a0 a¯3 a¯2 a¯1 a¯0
∣∣∣∣ = 1.
By utilizing Lemma C.1, the following holds.
Proposition C.1
VI = V
0
I ⊔ V
1
I ,
where
V0I =
{(
0 0 0 0 a4
0 0 0 0 a¯4
)
∈ P9(C)
∣∣∣ (a4, a¯4) ∈ P1(C), a4a¯4 6= 0} ,
V1I =
{(
a0 a1 a2 a3 a4
a¯0 a¯1 a¯2 a¯3 a¯4
)
∈ P9(C)
∣∣∣ rank ∣∣∣∣ a0 a1 a2 a3 a¯0 a¯4a4 a0 a¯3 a¯2 a¯1 a¯0
∣∣∣∣ = 1
}
.

Studying V1I which is the main part of VI, we find that the following variety is included.
Definition C.1
S =
{
(c0, c1, c2, c3, c4, c5) ∈ P
5(C)
∣∣∣ cj , j = 0 ∼ 5 satisfy 3 relations in (C.3)
S1,S2,S3
}
, (C.2)
S1 : c0c1 − c3c4 = 0, S2 : c1c2 − c4c5 = 0, S3 : c2c3 − c5c0 = 0. (C.3)

The coordinates of points of V1I can be parametrized using the projective varieties P
1(C) and S.
Proposition C.2
V1I =W ,
where
W =
{(
A1A2 A
2
1 B2B¯2 B1B¯2 A
2
2
A¯1A¯2 A¯
2
1 B1B¯1 B¯1B2 A¯
2
2
)
∈ P9(C)
∣∣∣ (B1, B2) ∼= P1(C),
(A1, A¯1, B¯2, A2, A¯2, B¯1) ∈ S
}
.

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[ Proof of Prop C.2 ]
Let us first take a look at 3 equations I2, I3, TI3 out of the 15 ones (Ij , j = 0, · · · , 8), (T Ij, j = 3, · · · , 8).
From I2, I3 and TI3, we see that aj , a¯j , j = 0, · · · , 4 can be parametrized as
a2 = B2B¯2, a¯2 = B1B¯1, a3 = B1B¯2, a¯3 = B¯1B2,
a0 = A1A2, a1 = A
2
1, a4 = A
2
2,
and
a¯0 = A¯1A¯2, a¯1 = A¯
2
1, a¯4 = A¯
2
2,
where A1, A2, B1, B2, A¯1, A¯2, B¯1, B¯2 ∈ C.
Substituting these parametrization into the remaining 12 equations among (Ij , j = 0, · · · , 8), (T Ij , j =
3, · · · , 8) and calculating V1I |a1 6=0,V
1
I |a¯1 6=0,V
1
I |a1=a¯1=0,a4 6=0,V
1
I |a1=a¯1=0,a¯4 6=0 and V
1
I |a1=a¯1=a4=a¯4=0, one
finds
V1I |a1 6=0 =
{(
A1A2 A
2
1 B2B¯2 B1B¯2 A
2
2
A¯1A¯2 A¯
2
1 B1B¯1 B¯1B2 A¯
2
2
)
∈ P9(C)
∣∣∣ A1 ∈ C×, (B1, B2) ∈ P1(C),
(A1, A¯1, B¯2, A2, A¯2, B¯1) ∈ S
}
=W|A1 6=0, (C.4)
V1I |a¯1 6=0 =W|A¯1 6=0, (C.5)
V1I |a1=a¯1=0,a4 6=0 =
{(
0 0 0 0 A22
0 0 B1B¯1 B¯1B2 0
)
∈ P9(C)
∣∣∣ A2 ∈ C×, B¯1 ∈ C, (B1, B2) ∈ P1(C)}
=W|A1=A¯1=0,A2 6=0, (C.6)
V1I |a1=a¯1=0,a¯4 6=0 =W|A1=A¯1=0,A¯2 6=0, (C.7)
V1I |a1=a¯1=a4=a¯4=0 =
{(
0 0 B2B¯2 B1B¯2 0
0 0 B1B¯1 B¯1B2 0
)
∈ P9(C)
∣∣∣ (B1, B2) ∈ P1(C), (B¯1, B¯2) ∈ P1(C)}
=W|A1=A¯1=A2=A¯2=0. (C.8)
From (C.4), (C.5), (C.6), (C.7), (C.8) and the following obvious relations
V1I = V
1
I |a1 6=0 ∪ V
1
I |a¯1 6=0 ∪ V
1
I |a1=a¯1=0,a4 6=0 ∪ V
1
I |a1=a¯1=0,a¯4 6=0 ∪ V
1
I |a1=a¯1=a4=a¯4=0,
W =W|A1 6=0 ∪W|A¯1 6=0 ∪W|A1=A¯1=0,A2 6=0 ∪W|A1=A¯1=0,A¯2 6=0 ∪W|A1=A¯1=A2=A¯2=0,
one has
V1I =W ,
which proves Prop C.2. 
The algebraic variety S is isomorphic with the Segre threefold P1(C)× P2(C).
Proposition C.3
P
1(C)× P2(C) ∼= S.

The map ψ
ψ : P1(C)× P2(C) −→ S,
ψ((D1, D2)× (E1, E2, E3)) = (D1E1, D2E3, D1E2, D2E1, D1E3, D2E2), (C.9)
parametrizes the points in S by P1(C)×P2(C). Combining this map with Prop C.2, one sees that the
points in V1I can be parametrized by the projective variety UI = P
1(C)× P1(C)× P2(C) (Def 2.3).
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Proposition C.4 Any point in V1I can be parametrized by UI as
V1I =
{(
D1D2E
2
1 D
2
1E
2
1 D1E2B2 D1E2B1 D
2
2E
2
1
D1D2E
2
3 D
2
2E
2
3 D2E2B1 D2E2B2 D
2
1E
2
3
) ∣∣∣ (B1, B2)× (D1, D2)× (E1, E2, E3)
∈ UI
}
.

Let us denote the solution space corresponding to V0I and V
1
I as A
0
I and A
1
I respectively.
Definition C.2
A0I = {KI(z,QI) | QI ∈ V
0
I },
A1I = {KI(z,QI) | QI ∈ V
1
I }.

Noting that A0I is included in A
1
I as
A0I = {K(z) = Id} = A
1
I |D2=E1=E2=0,
and utilizing Prop C.4, one has
AI = A
0
I ∪A
1
I = A
1
I = {KI(z,PI) | PI ∈ UI} = BI,
which proves Prop 4.5 (i).

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