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In this paper we assume that a deterministic multiobjective programming problem is approximated by 
surrogate problems based on estimations for the objective functions and the constraints. Making use of 
a large deviations approach, we investigate the behaviour of the constraint sets, the sets of efficient points 
and the solution sets if the size of the underlying sample tends to infinity. The results are illustrated by 
applying them to stochastic programming with chance constraints, where (i) the distribution function 
of the random variable is estimated by the empirical distribution function, (ii) certain parameters have 
to be estimated. 
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1. Introduction 
Suppose that a decision maker is given a deterministic programming problem 
(P) 
where is a nonempty closed set and and he is interested in the 
set of efficient points and the solution set (set of Pareto-optimal points) with respect 
to the usual partial ordering in (which is generated by ). However, in real-life 
situations he often does not completely know the objective functions or/and the 
constraint set He has to deal with estimators where n in general denotes 
the size of the underlying sample. Furthermore, it may happen that solving the 
original problem requires too much effort and he is looking for surrogate problems 
(Pn) which are supposed to be easier to solve. Hence the question arises: Under 
what conditions concerning and the estimators can he expect that for instance 
the solution sets of the surrogate problems approximate the solution set of the 
original problem in a suitable manner if n tends to infinity? For problems (P) with 
one objective function only there are several approaches which help to give an 
answer. If the surrogate problems are deterministic one often can rely on the widely 
developed stability theory in parametric programming. A lot of papers devoted to 
stability in stochastic programming make use of these results too, for instance 
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regarding the distribution function of the random variable as parameter [6, 13, 23, 
25, 26, 27, 30, 32, 35]. 
Having in mind true stochastic surrogate problems one may ask for the asymptotic 
distribution of the solution to the approximate problems [4-7, 15, 16, 30-34, 37]. 
But aiming at such assertions at least certain Lipschitz properties are needed. Finally 
one may be tempted to apply stochastic convergence notions. The authors who use 
the epi-consistency approach derive conditions ensuring that the objective functions 
of the approximate problems epi-converge to the objective function of the original 
problem almost surely. This implies that cluster points of a sequence of solutions 
to the approximate problems are (with probability one) solutions to the true problem 
[7, 17]. In [14, 34] large deviations results are proved. They can be regarded as 
assertions on convergence in probability with additional convergence rate. (A more 
detailed discussion of stochastic stability concepts will be the topic of a forthcoming 
paper.) 
With the present paper we continue the considerations in [34] and extend them 
to the multiobjective case. We use a unifying framework which covers important 
special cases. Papers devoted to stability for multiobjective stochastic problems are 
not known to us, but there are several results which are concerned with the 
deterministic case [20, 21, 29]. It turns out that the assertions given there remain 
true in the stochastic context (as far as they fit into our framework). Moreover, 
specializing the stochastic results proved in the following we may even obtain 
assertions which extend the existing literature in the deterministic case. 
The paper is organized as follows: After introducing the model and proving 
necessary measurability statements we derive the basic results which describe the 
behaviour of the efficiency set and the solution set. Then the constraint set is dealt 
with in a rather general setting. Finally the results will be illustrated by specializing 
them to the following two cases: 
(i) The objective functions are the expectations of functions of x and a random 
variable Z. is given by chance constraints depending on Z The distribution 
function of Z is estimated by the empirical distribution function. 
(ii) The objective functions and are as in case (i). However, we shall assume 
that the distribution function of Z is known up to certain parameters which have 
to be estimated. 
With these investigations we also contribute to the theory of probabilistic con-
strained programs (cf. [12, 22, 36, 38]). 
2. Preliminaries 
Let the problem (P) be given. Assume that estimators for i are 
available, which are defined on the complete probability space [/2, si, P] and map 
into the measurable space denotes the -field of Borel sets of is 
supposed to be -measurable, sufficient conditions for this property are 
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given in Section 6.2. will be approximated by multifunctions . with measurable 
graphs. In our setting multifunctions with measurable graphs are measurable, i.e. 
for every closed set 
So we have the surrogate problems 
If we deal with a single component of (or other vector-valued functions) we 
use the same letter without hold-face and add the corresponding index: denotes 
the jth component of Furthermore, we abbreviate 
The sets of efficient points (or efficiency sets) for the original problem (P) and the 
approximate problems ) are explained by 
and 
are the solution sets (or sets of Pareto-optimal points). Moreover, we introduce the 
sets of weakly efficient points 
and the corresponding (weak) solution sets 
where means that 
Observe that by definition and for all problems under consider-
ation. 
Throughout the paper we shall deal with multifunctions having measurable graphs. 
Lemma 1 gives sufficient conditions for this property. Note that assumption (ii) 
enables us to include probabilities of certain events into the objectives (compare 
the treatment of chance constraints in Section 6). 
Lemma 1. Let one of the following conditions be satisfied: 
(i) The functions are continuous and the sets are compact for almost 
all 
(ii) There exists a set with at most finitely many elements such that 
Then the multifunctions have measurable graphs. 
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Proof. We start by showing that Graph and . is closed-valued in both 
cases. Let n be fixed and let 
continuous and compact}, 
Suppose that (i) is satisfied. Then , is the image of a compact set via 
a continuous function, hence it is compact. By Corollary IP and Theorem IE in 
[24] we may conclude Graph 
In case (ii) F„ is closed-valued by the finiteness of Vn. Therefore we shall show 
that where and employ Theorem IE in [24]. 
Let being -measurable, 
Graph . Further 
Since Graph and Graph we have Graph 
and finally 
In the next step we shall prove that measurability of of Graph Fn and 
Graph imply the measurability of . In parts we use ideas of Papageorgiou [21]. 
From the definition of efficiency we have 
with . Hence 
Graph 
We introduce the multifunction with 
and obtain 
Graph = Graph 
where denotes the complement of the domain of Furthermore, we 
investigate 
Obviously 
and Fn being closed-valued and measurable, is measurable by Theorem 4.5 
in [10]. Thus dom . Since Graph , too, Graph 
Finally, taking into account that 
Graph 
we can proceed in the same way in order to show the measurability of Graph En. 
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If we consider and we replace by and by 
is measurable due to Theorem 4.6 in [10]. • 
Since we intend to derive assertions on the behaviour of sequences of multifunc-
tions we need suitable convergence notions for multifunctions with measurable 
graphs and random functions. The definitions we present in the following have 
much in common with the definitions of convergence in probability used by Salinetti 
and Wets [28]. Thus our semiconvergence notions for multifunctions are nothing 
else but semi-versions of the convergence in probability completed with a conver-
gence rate. The p-lower semiconvergence in probability of random functions, 
however, is not quite the same as the "lower" part in the definition of epi-convergence 
in probability in [28]. It is a specialized form which is adjusted to the fact that is 
a deterministic function. The announced paper on stochastic stability concepts will 
explain these connections in detail. 
Before we can give the definitions we still need some abbreviations. U(M) denotes 
a neighbourhood of the set (for a given /); is the -neighbourhood 
of M: 
The radius of a neighbourhood is defined by 
Finally, a sequence will be called a convergence rate if 
and is the family of compact sets 
Definition 1. A sequence of multifunctions with measurable 
graphs is said to be 
(i) lower semiconvergent in probability to with convergence rate 
(abbreviated if 
(ii) upper semiconvergent in probability to G with convergence rate 
if 
(iii) convergent in probability to G with convergence rate if 
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Definition 2. A sequence of functions is said 
to be 
(i) p-lower semicontinuously convergent in probability to on a set 
with convergence rate (abbreviated if 
(ii) p-upper semicontinuously convergent in probability to g on M with conver-
gence rate if 
(iii) p-continuously convergent in probability to g on M with convergence rate 
if 
The letter p is to indicate that we use a pointwise condition. Sufficient conditions 
for will be given in Section 6. 
The measurability of Graph implies that all events occurring in 
Definition 1 are elements of The -measurability of the random 
function plays a corresponding role for Definition 2, compare Lemma III.39 in 
[2]. 
One cannot expect that p-semicontinuous convergence in probability of 
to g guarantees semicontinuity of g. But we have the following assertion: 
Proposition 1. If then g is continuous. 
Proof. Assume that there are an and a sequence with 
The definition of p-continuous con-
vergence in probability assigns to and each , a neighbourhood 
with 
Clearly . Hence, because of 
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for the equation 
holds. This contradicts the p-continuous convergence in probability. • 
In general we have to deal with a family of sequences , 
p-(semi)continuously converging in probability on M. Then we use the neighbour-
hoods where is given by the definition of p-
(semi)continuous convergence in probability of to on M. The family 
, will be called the family of neighbourhoods associated to 
and . 
3. Stability of the efficiency set 
We start by investigating the behaviour of Consider the following 
assumptions: 
(VC1) 
(VC2) 
(VC3) there exists a set such that 
(VF) 
Note that the presupposed closedness of (VC1) and (VC3) imply the compactness 
of 
Lemma 2. (i) If (VC1) and (VF) are satisfied, then 
(ii) If (VC2), (VC3) and (VF) are satisfied, then 
Proof, (i) Let and be given. 
We consider a finite cover of the compact set cl 
/ being continuous, there is a finite family of open sets 
which forms a cover of 
Furthermore, the definition of p-continuous convergence in probability assigns to 
and each a neighbourhood Let 
and 
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Now assume that Then we find a which 
does not belong to ). To there exists an with 
Clearly there is an xl such that 
we obtain Otherwise, assume that there is an 
Then 
Consequently there is a j with 
Summarizing, 
(ii) Again, let , a compact set K and be given, and consider the system 
of neighbourhoods , associated to , and , 
Choose in such a way that implies 
and define . Then there is a 
finite cover , of the compact set C. 
Now let be such that there exists a with To 
we find an . If . does not belong to C, 
we obtain and can exploit (VC3). Otherwise for some /. 
Suppose that . Then we have 
Finally, let In this case 
Thus 
• 
Lemma 2 is the stochastic variant of Lemma 4.4.1 in [29] and Proposition 4 in [20]. 
A desirable property of the sequence of surrogate problems would be the 
upper semiconvergence in probability of to E. But as known from the 
deterministic case, in general one can only expect that the efficiency sets of (P„) 
tend to belong to the set of weakly efficient points of (P) (cf. [29]). Concerning the 
lower semiconvergence in probability of to E the situation is better: It holds 
under rather weak conditions. 
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Theorem 1. Let the following assumptions be satisfied: 
(Al) F is compact; 
(A2) ; 
(A3) there exists set with 
Then: 
(i) 
(ii) 
Before we prove this theorem we shall give a lemma. 
Lemma 3. Let F be closed. Then 
Proof. Suppose to the contrary that there are compact sets K, C, an and 
sequences and with the property that for all 
an element 
exists. 
W.l.o.g. we may assume that We consider the set By 
definition of it is nonempty. 
Now, fix an element Clearly Accord-
ing to the assumption there is a sequence with the properties 
and contains a converging 
subsequence: Consequently and This implies 
Thus in contradiction to • 
Proof of Theorem 1. (i) Let and be fixed and let be such that 
Then there is a with The 
preceding lemma assigns to and a ball with 
Note that does not depend on 
Suppose that Hence and we 
exploit (A2). 
In the following we assume that there is a Since 
we either have or we find with 
According to Lemma 3, 
If we make use of (A3). Otherwise 
and we obtain It remains to apply (A2). 
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(ii) Let be fixed and define 
To each there exists a with Hence there are an and 
open balls and with 
The sets being an open cover of the compact set , we can select 
a finite cover \. By we denote the corresponding elements of 
W. Let 
In the next step we show that we find a such that 
Assume that there are sequences and with 
is converging: Since and M is open we 
obtain in contradiction to the assumption. 
Now, let and suppose that Then there is an 
implies If 
' there is a with . According to the definition of and 
we have . Since the intersection 
must be empty. Therefore • 
Corollary. Let the assumptions (VC1)-(VC3) and (VF) be satisfied. Then the asser-
tions of Theorem 1 hold. 
Proof. (VF) implies the continuity of / hence F is compact. Because of Lemma 2 
the condition (A2) is fulfilled. It remains to verify (A3). 
Let be fixed and choose a finite open cover of C, where 
and is the system of 
neighbourhoods associated to , and . Take 
and suppose that Hence there is an 
If we make use of (VC3). 
Otherwise for some /. Consequently 
and we apply (VF). • 
Naturally the question arises under what conditions W = E is fulfilled. 
Proposition 2. Let one of the following conditions be satisfied: 
(VE1) is convex and the functions are strictly explicitly quasicon-
vex, i.e. 
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(VE2) is strictly convex, the functions are convex and have the 
following property: 
For all there exists a such that for either or 
holds. denotes the directional derivative of 
at x in direction d.) 
(VE3) For all with the set 
is nonempty. 
Then W=E. 
The first assertion may be found in several papers. Moreover, its proof is similar 
to the first part of the proof to the second assertion, therefore we omit it. 
Proof. Assume that there is an with Then there exists an 
such that and for at least one To and we 
find ' and ' with and and consider 
(0,1) arbitrary. If there is a such that 
convexity implies Consequently there is a neighbour-
hood of with Otherwise one finds a direction 
d and an ' such that and 
Hence in contradiction to the assumption. 
In order to prove the third assertion one only has to take into account that 
and for all ' holds. • 
(VE3) is a slight generalization of the strict convexity of F which is used in [21]. 
4. Stability of the solution set 
In [29] stability results for the solution set are derived from the assertions for the 
efficiency set. We prefer to prove the results for the solution sets directly. Thus it 
will turn out that the convergence assumptions for can be weakened. 
Theorem 2. In addition to (VC1)-(VC3) let the following assumptions be satisfied: 
(VF1) 
(VF2) 
Then 
Proof. Partly the proof corresponds to the proof of Theorem l(ii). In order to 
emphasize the similarities we shall use the same notations as far as possible. 
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Let be fixed and define 
To each we associate an with (The existence 
of such an is ensured by our assumptions.) Further, because of the semicontinuity 
of we find an and open balls and with 
The definition of p-lower semicontinuous convergence 
in probability of assigns to each and< a neighbour-
hood The sets 
being an open cover of we can select a finite cover By 
we denote the elements of corresponding to and by the neighbour-
hoods associated to and via the definition of p-upper semicontinuous 
convergence in probability of Thus with and 
we have 
Further we shall use the following notations: 
As in the proof of Theorem l(ii) we can show that a with 
exists. 
Now, let and suppose that Then there is an 
with If we obtain 
Otherwise belongs to some . If we 
have then Finally, assume that there 
is an Since we find a with 
Hence 
or 
Therefore 
or 
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Summarizing, 
• 
In the next theorem the sets 
will play an important role. 
Theorem 3. In addition to (VC1)-(VC3) and (VF2) let the following assumptions be 
satisfied: 
(VF1') 
(VF3) 
(VX) 
Then 
Proof. Let be given and choose a finite cover 
1 , . . . , k} of the compact set To and each we fix and an 
such that and 
Let and be fixed. Because of the semicontinuity of there are 
an and open neighbourhoods and such that 
Note that the letter " / " at is to indicate the dependence on and not the 
radius of the neighbourhood. Further, consider 
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where is the neighbourhood associated to 
and by the definition of p-lower semicontinuous convergence in probabil-
ity. The family being an open cover of the compact set 
we can select a finite cover 
Now, let 
and 
where is determined by the p-upper semicontinuous convergence in proba-
bility of Thus we have families and 
such that (with ) 
Finally we introduce 
As in the proof of Theorem l(ii) we show the existence of a with 
Now let and be given and suppose that 
Hence there is an with . Obviously we find an 
such that . According to the construction of and 
we have 
we obtain Otherwise there is an 
does not belong to , hence or we find an. with 
(*) 
Furthermore, since we may conclude hence 
In the second case or follows. 
Finally, let Clearly there is an m such that . Then we 
obtain from (*) for all 
or 
Taking into account that 
S. Vogel / Stability in multiobjective programming 105 
we obtain 
or 
Summarizing, 
Sufficient conditions for (VF3) are given in the following proposition. 
Proposition 3. Let the functions be l.s.c. on and be compact. 
Furthermore, suppose that one of the conditions (VE1), (VE2), (VE3) is satisfied or 
that f is one-to-one. Then (VF3) is fulfilled. 
Proof. Assume to the contrary 
Choose and a corresponding sequence W.l.o.g. 
we can suppose that converges: We fix an element 
Clearly According to the assumption 
there is a sequence with and 
being l.s.c. on we obtain for each 
cluster point of the sequence The existence of cluster points 
is guaranteed by the compactness of and If is 
one-to-one, we may conclude for at least one in contra-
diction to 
(VE1) or (VE2) being fulfilled, one can construct an 
with or an with this property (com-
pare the proof of Proposition 2). 
Under condition (VE3) to there is a 
Consequently, for with the relation 
follows. • 
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It is easy to see that even weaker variants of (VE1)-(VE3) imply the assertion of 
Proposition 3. Thus, provided that the functions are convex, it is for instance 
sufficient that only one is strictly explicitly quasiconvex. 
Note, however, that there are examples where W=E holds but (VF3) is not 
satisfied. 
Summarizing we can conclude that the conditions (VC1)-(VC3), (VX), (VF1') 
and (VF2) and additionally one of the assumptions (VE1), (VE2), (VE3) guarantee 
the convergence in probability (with given convergence rate) of 
If we cannot expect that one of the conditions (VE1)-(VE3) holds we still have 
the assertion of Theorem 2 and we can prove that the random sets tend to touch 
the set 
Theorem 4. Let the assumptions of Theorem 2 and (VX) be satisfied. Then 
Proof. The measurability of is ensured by Theorem 2K in [24]. 
To prove the assertion of Theorem 4 we make use of the "one-dimensional" 
surrogate problem 
with solution set X and the associated approximate problems 
with solution sets 
Because of the implication 
(VF1) is valid for the objective function 
In the same way we show that (VF2) is fulfilled. Then by Theorem 2, 
Now, let and be fixed and suppose to be such that 
and Since and we obtain 
hence • 
The large deviations approach presented in this paper enables us to derive 
assertions on the convergence of the sequences under consideration in the "almost-
surely" sense, too. To give an example we derive a result on the upper semiconver-
gence of be given and define 
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Proposition 4. Assume that for all e > 0, 
holds. Then the cluster points of the sequence are elements 
of for almost all 
Proof. Let with be given and suppose that there are 
an and a set such that and for all there exists a 
converging subsequence of with 
Consequently for all and . This implies 
hence 
But according to the Borel-Cantelli Lemma this inequality contradicts the assump-
tion of the proposition. • 
5. Stability of the constraint set 
In this part our aim consists in deriving sufficient conditions for (VC1) and (VC2). 
Let be given in the following form: 
where 
closed, will be approximated by 
Here are -measurable functions, and is a multifunction with 
measurable graph. 
Lemma 4. -measurability of implies Graph 
Proof. We have 
where 
is measurable by our assumption, hence Graph • 
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The following theorems are stochastic versions of Theorems 3.1.2(1) and 3.1.5 in 
[1] with the exceptions that for convenience we confine to and that we do not 
allow for a countable index set. If we have infinitely many restrictions, the assertion 
concerning the convergence rate cannot be achieved. 
Theorem 5. Let the following assumptions be satisfied: 
(VgL) 
(VGU) 
Then 
Lemma 5 and Lemma 6 will be used in the proof of Theorem 5. 
Lemma 5. Let be closed sets and suppose that Then 
• 
Lemma 6. Let and suppose that the functions are l.s.c. Then 
where • 
The proofs of Lemma 5 and Lemma 6 are straightforward and will be omitted. 
Proof of Theorem 5. Let and be given. Lemma 5 assigns to 
and G a Lemma 6 guarantees the existence of a such that 
We consider the sets where denotes the neighbourhood 
associated to and by the definition of p-lower semicon-
tinuous in probability. being an open cover of we can select 
a finite cover 
Now let and be such that . Hence 
there exists an with According to the 
choice of 8 then either In the first case we obtain 
and make use of (VGU). 
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If we proceed as follows: belongs to some 
and by Lemma 6, for some On the other hand 
Consequently 
and finally 
• 
Theorem 6. Let the following assumptions be satisfied: 
(VgU) 
where 
(VOL) 
(vr) 
Then 
For the proof of Theorem 6 we need some special preliminaries, too. Firstly, we 
introduce the sets 
Lemma 7. Let and suppose that is satisfied and the functions 
are u.s.c. on Then 
Proof. Assume 
We choose a sequence and a corresponding sequence 
with W.l.o.g. we can suppose that converges: 
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Now we consider the set Let be fixed. 
Then Further, according to our assumption, to there 
exists a sequence with and 
Hence for some At least one must occur infinitely 
often in the sequence therefore 
Because of and the upper semicontinuity of on we obtain 
Thus for each either If we have a contradiction 
to In the case there is an such that 
and we can conclude in the same way. • 
Lemma 8. Let and suppose that the functions are u.s.c. on 
Then 
• 
The proof is straightforward and will be omitted. 
Proof of Theorem 6. Let and be given. Lemma 7 assigns to and 
Lemma 8 guarantees the existence of a such that 
We consider the sets where is the neighbour-
hood associated to x and by the definition of p-upper 
semicontinuous convergence in probability. being an open cover 
of the compact set we can select a finite cover Finally, 
let Now, suppose that and is such that 
Hence there exists an with 
According to Lemma 7 to . and K we find an 
with and belongs to some 
Making use of Lemma 8 we obtain 
Assume that Hence Otherwise 
there is an Since 
cannot belong to Consequently there exists a such that 
and finally 
Summarizing, 
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6. Stochastic programming problems with chance constraints 
Problems where the expectation of a random function is to be minimized with 
respect to probabilistic constraints play an important role in stochastic programming. 
Therefore we shall investigate them in more detail. 
Suppose that we are given the following problem: 
(P) 
where 
may be vector-valued: The functions 
are supposed to be measurable with respect to the second variable, 
is a random variable; denotes the expectation 
with respect to the probability measure on which is induced by P. 
is assumed to exist for all 
Often the distribution function of Z is not completely known and one has to 
deal with estimations for the whole distribution function or at least certain parameters 
of it. Therefore we shall consider the cases that 
(i) the distribution function of Z is estimated by the empirical distribution 
function and 
(ii) certain parameters of the distribution function have to be estimated. 
However, before dealing with the estimators, we shall investigate what conditions 
concerning and are sufficient for the assumptions on the original problem. 
6.1. Conditions concerning the original problem 
We have the following correspondences: 
and 
where 
and 
if 
otherwise. 
We start by investigating the continuity properties of 
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Proposition 5. Let be l.s.c. at . for Pz-almost all and suppose that 
one of the following conditions is satisfied for 
(L1) There exists a neighbourhood such that 
(L2) There exists a neighbourhood such that is convex on 
for -almost all z. 
Then 
Moreover, is l.s.c. at for -almost all and (L1) is fulfilled, the 
equation 
is valid, where denotes the family of open neighbourhoods U of with 
• 
The first assertion with the supplement follows from Lemma 3 in [18]. The 
considerations there remain true if we have lower semicontinuity at for Pz-almost 
all (and not all) z only. Compare also [38]. The second assertion can be derived 
from Proposition 2.2 in [38]. 
The conditions (VE1) and (VE2) require convexity of It is well-known that 
convexity or strict convexity (as a sufficient condition for strict explicit quasicon-
vexity) of entail the corresponding properties for However, if 
the functions are strictly explicitly quasiconvex, this property cannot be 
expected for consider for example 
is to be closed and sometimes convex or strictly convex. Since the lower 
semicontinuity of implies the closedness of we shall continue 
with investigating semicontinuity properties of 
It is convenient to employ Proposition 5. (LI) being satisfied for the functions 
we need assumptions assuring that these functions are semicontinuous 
-almost surely at a given point 
Proposition 6. If the functions are l.s.c. at 
for all then the functions are u.s.c. at for all and the functions 
are l.s.c. at 
Proof. Let; be given. If we have nothing to show. Now, assume 
that Hence there is an with being 
l.s.c. at there is a neighbourhood with Con-
sequently • 
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Proposition 7. Let the following conditions be fulfilled: 
(L3) The functions are u.s.c. at for all the functions 
are u.s.c. on 
(L4) 
(L5) Fz is absolutely continuous. 
Then the functions are l.s.c. at for Pz-almost all z and the functions 
are u.s.c. at 
Proof. Let be fixed and 
with 
We have Hence 
where 
denotes the Lebesgue-measure on being absolutely continuous with 
respect to we obtain 
Now we investigate the lower semicontinuity of at x0. Let be 
given. If there is nothing to show. Otherwise we distinguish the case 
and For in general we cannot expect that is l.s.c. at 
If we have hence for all belonging 
to a neighbourhood and all . Thus and 
the assertion follows. • 
Convexity of has been investigated in several papers [12,22,38]. In this 
framework quasiconcave and logarithmic concave probability measures play a 
crucial role. A probability measure Pz on is said to be quasiconcave 
(logarithmic concave) if for any pair V1, V2 of convex subsets of and any 
the relation 
holds. 
Proposition 8 is proved in [38]. 
Proposition 8. Let , be convex and Pz be quasiconcave. 
Then is a closed convex set. • 
The conclusion of Proposition 8 still holds if the convexity of the functions is 
replaced by quasiconvexity and continuity. 
The following statement is an auxiliary result which will be used to derive further 
properties of 
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Lemma 9. Let Pz be quasiconcave and such that Pz( V) > 0 for all Borel sets V with 
Moreover, assume that the functions are 
continuous and have one of the following properties: 
(L6) strictly explicitly quasiconvex; 
(L7) where is strictly explicitly quasiconvex and 
is quasiconvex. 
Then for each the inequality 
holds. 
Proof. Let and Choose 
and and consider In both cases we obtain 
Hence and, furthermore, because of the continuity of to each 
there is a neighbourhood such that Therefore either 
or 
and consequently • 
Proposition 9. Suppose that the assumptions of Lemma 9 are fulfilled and that the 
functions are u.s.c. Then ' is strictly convex. 
Proof. Let be given. Making use of Lemma 9 and 
the semicontinuity of to we find a neighbourhood 
such that hence • 
Finally we shall deal with condition Proposition 10 is due to Wang [36]. 
Proposition 10. Let the following assumptions be satisfied: 
(L8) The functions are convex; 
(L9) Pz is logarithmic concave; 
(L10) there exists an with 
Then is fulfilled. • 
It is easy to see that the assumptions of Lemma 9 are sufficient for too, if 
contains more than one element. 
If we cannot assume that Pz is logarithmic concave or quasiconcave, we still have 
Proposition 11. 
Proposition 11. Let (L5) and the following assumptions be fulfilled: 
(Lll) Pz has convex support; 
(L12) the functions are strictly quasiconvex and continuous for Pz-almost 
all z, the functions 
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(L13) to each there exists a with for Pz-almost 
all z and all 
Then holds. 
Proof. Fix and consider the sequence with 
Because of (L12) and (L13) we have hence 
the inequality immediately follows. 
Otherwise, let where denotes the support of Pz. Then there exists 
Due to (L12) we find neighbourhoods such that 
being closed and convex, 
hence 
• 
Note that (L13) is for instance satisfied if there exists an with 
for Pz -almost all z and all 
6.2. Assumptions concerning the estimations 
A general assumption throughout the paper is the -measurability of f„ 
(and gn). This condition is for instance satisfied if the functions. 
are normal integrands, i.e. the are l.s.c. for all and the epigraphical 
multifunctions are measurable (cf. [24]). In particular, functions which are 
continuous in x and measurable with respect to the second variable are normal 
integrands. 
If the functions are almost deterministic, i.e. 
the occurring events are measurable because of the completeness of 
Functions and with the property 
enable us to compare our results with those from multiobjective parametric pro-
gramming: 
It is easy to see that 
with an arbitrary convergence rate 
Therefore we may derive convergence assertions in the "almost surely" sense, 
compare the remark at the end of Section 4. 
116 S. Vogel / Stability in multiobjective programming 
In the following we shall discuss the announced cases (i) and (ii). 
(i) We assume that the distribution function of Z is estimated by the empirical 
distribution function. Then we obtain the estimates 
where the Zi are i.i.d. random variables. 
If -measurable (for instance a normal integrand), then the 
functions -measurable. Because of 
the -measurability of implies the desired measura-
bility of Thus we are ready to give sufficient conditions for 
Proposition 12. Let the following assumptions be satisfied for some s>l: 
(L14) is l.s.c. at x0 for Pz-almost all z; 
(L15) there exists a neighbourhood such that 
Then 
Proof. Let be given. Due to Proposition 5, (L1), we find a neighbourhood 
with 
Now, let be such that hence profiting by the 
special for of 
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Thus 
and it remains to apply Lemma 2 in [3]. • 
It is clear from the proof that using other large deviations results instead of 
Lemma 2 in [3] we can derive further assertions even for dependent random variables 
Zi. 
(ii) We assume that the functions under consideration depend on an unknown 
parameter which is estimated by a sequence of estimation functions 
Then 
where 
In our setting of probabilistic constrained stochastic programs f' and gj may 
originate from 
and from 
where denotes the conditional distribution with respect to of the 
random variable Consequently and are measurable with respect to the 
second variable. 
If and are continuous in each for all z and assumption 
(L1) is satisfied for and , then and are continuous, hence 
and are normal integrands. 
Proposition 13. Let the following assumptions be satisfied: 
(L16) The functions are l.s.c. at ; 
(L17) there exists a convergence rate such that 
Then 
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Proof. Let be given. being l.s.c. at , to there is a with 
Now, let be such that for 
Then 
Consequently 
Sufficient conditions for (L17) may be found in the literature on large deviations 
in statistics, for instance in [3, 18] and many other papers. 
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