The third generation networks and services present opportunities to offer multimedia applications and services that meet end-to-end quality of service requirements. The key parts of the standards are already in place, and limited 3G services have already been turned on. While the evolution to 3G occurs, many operators will implement 2.5G interim solutions for a good period of time. In this article we briefly discuss the various evolution scenarios from the present 2G networks to 3G networks. Then we present the UMTS QoS architecture and its requirements, followed by a discussion on QoS in 3G air interfaces, radio access network, and core network.
INTRODUCTION
With over one billion mobile phone users estimated by the end of 2002, and packet-based multimedia services, including IP telephony, accounting for over 50 percent of all wireless traffic, it is natural to provide more capacity in the mobile network, and higher bandwidth in the radio link, radio access network (RAN), and core network. There is a momentum in the industry to evolve the current infrastructure, network services, and end-user applications toward an end-to-end IP solution capable of supporting quality of service (QoS) to meet the needs of the dominant data traffic. At the present time there are fundamentally three types of second-generation (2G) digital networks: Global System for Mobile Communications (GSM), time-division multiple access (TDMA), and code-division multiple access (CDMA). There are several 2.5G interim data transport standards, which are being pursued by many operators in their network implementations. Their decisions are based on many complex trade-offs, such as user demand, regulatory conditions (spectrum availability), cost (of equipment and spectrum license), backward compatibility, and their assessment of which will be the dominant 3G worldwide standard. A question worth answering is: what is 3G? It is mobile multimedia, personal services, the convergence of digitalization, mobility, the Internet, new technologies based on global standards, all of the above. The end user will be able to access the mobile Internet at the bandwidth (on demand) from hundreds of kilobits per second to about 2 Mb/s. From a business perspective it is the business opportunity of the 21st century.
There are several 2G to 3G evolution scenarios for the operators, and some would be content with using 2.5G technologies to make their networks reach 3G characteristics and features. Figure 1 shows the various evolution scenarios, [1] . Although wideband CDMA (W-CDMA), also known as International Mobile Telecommunications in 2000 ( IMT-2000) or Universal Mobile Telecommunications System (UMTS), has emerged as one of the leading standards, other flavors of 3G standards (e.g., CDMA-2000) are still being considered by some operators and countries. As an interim solution, the GSM operators are moving toward the General Packet Radio System (GPRS) technology providing data rates of 160 kb/s. The TDMA (and some GSM) operators are planning for Enhanced Data Rate for Global Evolution (EDGE), which delivers 384 kb/s with full mobility. The IS-95 CDMA operators are considering 1XRTT, which is a 144 kb/s standard and the interim step toward CDMA-2000. Two other interesting approaches being developed are: higher data rate (HDR) of up to 2.5 Mb/s and 1 EXTREME of up to 5 Mb/s. Note that W-CDMA enables maximum speed of 2 Mb/s, but in static mode.
The evolution of the GSM standard toward higher data rates using the circuit-switched paradigm has not stopped. For example, High Speed Circuit Switched Data (HSCSD) with multislot capability increases the data rates Sudhir Dixit, Yile Guo, and Zoe Antoniou, Nokia Research Center QOS AND RESOURCE ALLOCATION IN THE 3RDGENERATION WIRELESS NETWORKS from 9.6 kb/s to 64 kb/s. GPRS is based on packet transmission in the core network while using the existing GSM/TDMA radio interfaces and RAN technologies. Basically, the GPRS adds two new network elements to the existing GSM infrastructure. These are the serving GPRS support node (SGSN) and the gateway GPRS support node (GGSN). The SGSN connects with the base station controller (BSC) over a gigabit interface, and the GGSN connects with the IP-based Internet backbone. The network between the SGSN and the GGSN is again IP-based, and the interface is called Gn. EDGE is being developed such that it will increase the throughput per time slot for both HSCSD and GPRS. These enhanced standards are being called enhanced circuit-switched data (ECSD) and enhanced GPRS (EGPRS).
The 3G standardization work has been progressing in the Third Generation Partnership Project (3GPP). The key organizational partners are the European Telecommunications Standards Institute (ETSI), T1, TTA, TTC, CWTS, and ARIB. It should be noted that the early work on an all-IP network was initiated by the 3G IP Forum in early 1999, but all of this work has now moved to the 3GPP. The UMTS network architecture is an evolution of GSM/GPRS. The network consists of three subnetworks: a RAN or UTMS terrestrial RAN (UTRAN), and the circuit-switched (CS) and packet-switched (PS) domains. A simplified network architecture and key interfaces are shown in Fig. 2 . Release R99 of the UMTS system only supported WCDMA access and asynchronous transfer mode (ATM)-based transport, whereas UMTS R00, the latest system, defines two RAN technologies, a GPRS/EDGE radio access network (GERAN) and a wideband CDMA RAN (UTRAN) as in R99. Both types of RAN connect to the same packet-switched core network (an evolution of the GPRS network) over an Iu interface. One main objective of R00 is to use the same UMTS core network for the two access networks and possibly connect with other types of access networks (e.g., WLAN, BRAN). The standardization of a UMTS QoS model started in the beginning of 1999. The development was based on the following key principles: operation and QoS provisioning needed to be possible in the wireless environment, usage of the Internet QoS mechanisms and applications and interoperability therewith, and the future evolution of the UMTS (and QoS model) had to be guaranteed. R99 defined generic, QoS-aware bearer services which could carry IP real-time traffic, but real-time applications, including IP telephony, were left undefined. However, R00 also defined a new services subsystem within the reference architecture, an IP multimedia subsystem to include real-time applications and services that were left out in R99.
A new forum, the Mobile Wireless Internet Forum (MWIF), was started in early 2000 [2] . Although its work program is still evolving, its goals are much more long-term and revolutionary. Its vision is to use an end-to-end "all-IP" solution. Some other bodies that are very much active in 3G IP standardization are TIPHON and the Internet Engineering Task Foce (IETF). Others are already partnering with the 3GPP. For more details on the status of standardization the reader should see [2] .
Interoperation between the different nodes of Figure 3 presents the user plane protocol stack for the packet data domain together with the main open interfaces. It reflects the current specifications. However, the structure of the protocol stack is evolving as it follows the evolution of the network architecture. The protocol stack is further discussed in the article which focuses on the QoS issues of the UMTS network elements and interfaces.
This article focuses on resource management and QoS issues in 3G networks. First, we present the UMTS QoS architecture and its requirements. Then we discuss the QoS challenges in the 3G air interfaces and RANs, respectively. This is followed by a discussion of the common core network, which connects with the UTRAN. Finally, we conclude the article with a prognosis for the future.
UMTS QOS ARCHITECTURE AND REQUIREMENTS
The main goal of UMTS packet service QoS standardization is to enable UMTS to provide data delivery with appropriate end-to-end QoS guarantees. To meet this objective, the standards effort [2] has proposed a layered service architecture describing the following key elements:
• Mapping of end-to-end service to services provided by the UE, UTRAN, core network, and external IP networks The layered architecture model of UMTS (Fig. 4 ) favors concurrent development of the different components of the packet data architecture. This article focuses on the UMTS QoS architecture and requirements, which include the definition of QoS parameters, traffic classes, the end-to-end data delivery model, and the mapping of end-to-end services to the services provided by the network elements of the UMTS.
From an end-to-end connectivity point of view, UMTS offers a CS domain toward the public switched telephone network (PSTN) and integrated services digital network (ISDN), mainly to be used for voice communications. On the other hand, IP connectivity is provided through the PS domain as a pure network layer service between a UMTS mobile station and an Internet host.
LAYERED BEARER QOS SERVICE ARCHITECTURE
A network bearer service describes how a given network provides QoS. It is defined by a signaling protocol, a user plane transport, and QoS management functions. When many networks are involved, the end-to-end bearer service is the composition of the services of the different networks along the end-to-end path. In the UMTS architecture for the current release, the end-toend bearer service can be decomposed into three main components, which are the terminal equipment (TE)/MT local bearer service, the external local bearer service, and the UMTS bearer service. The TE/MT local bearer service enables communication between the different components of a mobile station. These components are an MT, mainly responsible for the physical connection to the UTRAN through the air interface, and one or several attached end user devices, also known as TEs. Examples of such devices are communicators, laptops, or traditional mobile phones. The external bearer service connects the UMTS core network and the destination node located in an external network. This service may use IP transport or other alternatives. Finally, the UMTS bearer service uses the radio access bearer service (RAB) and the core network bearer service (CN). Both the RAB and CN reflect the optimized way to realize UMTS bearer service over the respective cellular network topology taking into account aspects such as mobility and mobile subscriber profiles.
The RAB provides confidential transport of signaling and user data between the MT and the CN Iu edge node with the QoS negotiated by the UMTS bearer service or with the default QoS for signaling. This service is based on the characteristics of the radio interface and is maintained for a moving MT.
The CN service connects the UMTS CN Iu edge node with the CN gateway to the external network. The role of this service is to efficiently control and utilize the backbone network in order to provide the contracted UMTS bearer service. The UMTS packet CN shall support different backbone bearer services for a variety of QoS options.
The RAB is realized by a radio bearer service and an Iu-bearer service. The role of the radio bearer service is to cover all the aspects of the radio interface transport. This bearer service uses the UTRA frequency-/time-division duplex (FDD/TDD).
The Iu bearer service provides the transport between the UTRAN and CN. Iu bearer services for packet traffic shall provide different bearer services for different levels of QoS.
The CN service uses a generic backbone network service. The backbone network service covers the layer 1 and layer 2 functionality and is selected according to the operator's choice in order to fulfil the QoS requirements of the CN bearer service. The backbone network service is not specific to UMTS but may reuse an existing standard.
QOS REQUIREMENTS
This layered architecture requires the definition of QoS attributes for each mentioned bearer service. Such attributes serve to map the end-to-end QoS requirements to appropriate requirements for each bearer service used by data connections. The definition of attributes of the TE/MT bearer and of the external bearer is out of the scope of the ongoing standardization of QoS within 3GPP. This is especially the case for the external bearer service which will be built mainly on the IP DiffServ framework under elaboration within the IETF. So far the effort has focused on the definition of the UMTS bearer service components.
The current specifications describe the attributes of the UMTS and radio access bearer services. These bearers essentially share the same parameters (except for the source statistics descriptor attribute that is specific to the radio access bearer and gives the statistical behavior of the source). The UMTS bearer attributes are summarized in Table 1 . The most important attributes are, briefly: • Traffic class: classifies flows according to their real-time needs. The four accepted traffic classes, listed in decreasing order of real-time service requirements, are conversational, streaming, interactive, and background. The fundamental characteristics of these classes are summarized in Table 2 . They cover a diverse selection of applications; as a result, each class makes use of different attributes. For example, the transfer delay attribute is irrelevant to interactive and background traffic, while the traffic handling priority parameter is not used for flows of the conversational or streaming classes.
• Maximum bit rate: the equivalent of the peak rate.
• Guaranteed bit rate: has the same meaning as the mean rate.
• Delivery order: specifies in-sequence delivery of SDUs or not.
• Maximum SDU size: specifies the maximum SDU size.
• SDU format information: is a list of the possible exact sizes of SDUs. Such a list is useful to optimize scheduling over the radio interface.
• SDU error ratio: fraction of SDUs lost or detected as erroneous.
• Transfer delay: maximum delay of the 95th percentile of the distribution of delay for all delivered SDUs during the lifetime of a bearer service.
• Traffic handling priority: indicates the relative importance of SDUs using the bearer service.
• Allocation/retention priority: relative importance for allocation and retention of resources between bearers.
CONVERGENCE TO AN IP-BASED SOLUTION
UMTS R99 represents an evolutionary path toward more sophisticated solutions that overcome the s shortcomings of the previous 2G/2.5G systems. UMTS R00 paves the way for further evolution following GSM/Internet convergence, depending on business opportunities and maturing enabling technologies. The most important are core network consolidation toward a general-purpose multiservice connectivity network, legacy GSM/UMTS voice service migration to the consolidated packetbased UMTS core network domain, and introduction of a wide range of optimized multimedia communication and information services, based on the IETF Session Initiation Protocol (SIP). According to [2] the end-to-end QoS functional architecture for R00 consists of different domains which need to coordinate in order to meet the end-to-end QoS requirements. An IP bearer service manager is used to control the external IP bearer service. The IP bearer service manager uses standard IP mechanisms. These mechanisms may be different from those used within the UMTS and may have different parameters controlling the service. The IP bearer service manager exists both in the UE and the gateway node. A mapping function provides the interworking between the mechanisms and parameters used within the UMTS and the external IP bearer service, and interacts with the IP bearer service manager.
The IP bearer service managers in the UE and GGSN provide the set of capabilities for the IP bearer, as shown in Table 3 . Provision of the IP bearer service manager is optional in the UE and required in the GGSN.
QOS IN 3G AIR INTERFACES
One of the challenges for 3G wireless network operators is to develop and deploy a variety of marketable and profitable services. To satisfy the growing demand for accessing the Internet anytime anywhere, Internet services need to be seamlessly extended to MTs. This would require a QoS mechanism on 3G air interface that is optimized to support Internet services. In addition, 3G wireless networks need to support a variety of services including those that are well defined as well as those that emerge in the future. Therefore, the QoS framework for a 3G air interface must be flexible for building various services and should also provide a means for effective negotiation between the service provider and end user. The QoS framework should also be practical; for example, it should have low complexity of implementation and low volume of control signaling.
CDMA AIR INTERFACE
In some 3G standards, such as WCDMA in ETSI/ARIB, cdma2000 in TIA, and TD-SCDMA in China, CDMA was selected as the preferred technology for the air interface. Existing QoS schemes for the CDMA air interface focus on satisfying the needs of specific applications. Typically, they provide hard QoS guarantees to realtime applications such as voice and video, and best effort service to non-real-time applications such as packet data. In one such scheme [3] , class I real-time traffic is supported using connection-oriented transmission by assigning mobile-oriented code channels, and class II nonreal-time traffic is transmitted in a best-effort manner through a transmission-rate request access scheme which utilizes the bandwidth left unused by class I traffic.
In order to have a QoS scheme that is flexible for building a wide range of services, practical to implement, and optimized for supporting Internet services, a QoS framework for a 3G CDMA air interface was proposed [4] .
The framework is based on the paradigm of service classes. To illustrate the service-classbased QoS framework, consider a system with three classes: premium, gold, and silver. Each class offers a characteristic performance to its customers, defined as group behavior. For example, premium service can offer the negotiated bandwidth at all times, regardless of congestion, interference, or degradation in the channel quality on the air interface. Each of the remaining two service classes has a certain elasticity associated with it. In case of congestion on the air interface, bandwidths offered to the users are adjusted in accordance with the elasticities of their classes so that congestion is mitigated.
Group behavior of a class is implemented by power control and spreading control. There are different ways to implement the group behavior; one approach is to use adaptive power control based on target signal-to-interference ratio (SIR) and adaptive spreading factor control [4] . The framework can be applied to the downlink (from base station to user terminal) as well as uplink (from user terminal to base station) of a CDMA system. In both cases a class-based bandwidth scheduling scheme is used to attain differentiated QoS on the CDMA air interface. This is achieved by selectively reducing the transmission rates of users when congestion on the air interface occurs [4] . Simulations demonstrated that the bandwidth-scheduling scheme can effectively achieve QoS differentiation (e.g., mean delay) for users in different service classes while maintaining a sustained throughput for all classes. Using this framework, the 3G operators can define their own set of service classes, choose a preferred way to implement the group behavior, and offer a class-based pricing scheme. It also facilitates service negotiation over the air interface, since each group has characteristic performance in terms of delay and throughput.
It should be noticed that in order to facilitate the control and implementation of the bandwidth-scheduling scheme, a radio resource allocation framework that characterizes the capacity of a CDMA air interface is needed. Such a radio resource allocation framework should be applicable to CDMA systems using conventional s transmitters and receivers, as well as those using performance enhancing techniques such as multiuser receivers, and smart antenna transmitters and receivers [4] .
TDMA AIR INTERFACE
Standardization activities also include defining 3G wireless networks based on a TDMA air interface, namely EGPRS. The EGPRS concept is an evolution of GSM and TDMA: it uses a TDMA-based packet-switched radio technology and an evolved packet-switched GPRS core network. The current phase of EGPRS specifications continues to use the GPRS core network and introduces a new air interface, EDGE, to support higher data rates. GPRS is designed for best-effort packet data services. In the future it is desirable to carry all the traffic (e.g., four classes of services in UMTS) on the IP-based GPRS network to achieve network integration, improve network utilization, and reduce operational costs. In order to support the variety of services envisioned in the third-generation wireless systems, it is therefore necessary to develop a QoS mechanism for a TDMA air interface that can offer multiple service classes. In one recent work [5] the feasibility of offering multiple service classes (e.g., premium and basic) in the 3G EGPRS system using different scheduling mechanisms is discussed. Two types of weighted round-robin type schedulers are investigated: a radio-aware packet scheduler at the RAN, and a conventional packet scheduler at the edge of the core network. The results show that for the EGPRS system, incorporating radio link conditions and radio resource management into the scheduling can improve the overall delay performance, and weighted roundrobin scheduling to differentiate service classes may not be suitable for an interference limited environment. The ongoing work also considers using multiple time slot assignments to provide differentiated services.
QOS IN THE RADIO ACCESS NETWORKS
The fundamental concept of UMTS/IMT-2000 is the separation of the access functionality from the core network functionality. The RAN provides an access platform for MTs to all core networks and network services. It hides all radio-access-technology-dependent and mobility functions from the core network. The two types of RANs currently in the scope of 3GPP are UTRAN and GSM/EDGE radio access network (GERAN), based on WCDMA and EDGE radio access technologies, respectively.
In 3G RANs a transport technology is needed to interconnect the network elements such as base stations (BSs) and radio network controllers (RNCs). The diverse QoS requirements of the applications themselves (e.g., real-time or non-real-time) combined with the requirements imposed by advanced radio control functions (e.g., soft handover and power control in CDMA systems) require that the transport technologies provide differentiated QoS to multiple classes of traffic. The transport bearers need to support a variety of QoS requirements (delay, jitter, packet loss, etc.) and traffic characteristics (streaming, bursty, etc.).
In particular, the WCDMA radio control functions and real-time applications impose rather stringent delay requirements on the UTRAN transport network:
• For real-time traffic, the tight end-to-end delay of the applications along with many other components in the delay budget impose rather stringent UTRAN transport delay requirements. It is specified as less than 7 ms in the current 3GPP specification.
• For non-real-time traffic, the UTRAN transport delay is governed by the radio functions, in particular outer-loop power control and soft-handoff control. For outer-loop power control to function properly, the round trip delay is preferably less than 50 ms, corresponding to a one-way delay of 25 ms. This requires the transport delay to be less than 10 ms (this value is for future study). For soft-handoff control, the two branches for macrodiversity combining must be synchronized, and larger delay will increase the complexity of maintaining the synchronization between the soft-handoff branches. The jitter requirement for UTRAN transport is not specified as a specific value but in general should be less than 10 percent of the transport delay. The loss ratio for UTRAN transport should be at least one order less than that of the air interface, so for voice traffic it should be less than 1e-4, and for data traffic less than 1e-7. It should be noticed that the figures given here are exemplary rather than exact numbers. The stringent requirements on delay, jitter, and loss ratio indicate that UTRAN transport is a "real-time mission-critical" application of the transport network. It should be given very high priority and firm commitment of resources in the transport network.
ATM-BASED TRANSPORT SOLUTIONS
Among various packet networking technologies, ATM currently has relatively mature schemes to support QoS. In the first UMTS releases, ATM/ATM Adaptation Layer 2 (AAL2) is chosen as the transport technology in the UTRAN. A good overview of ATM/AAL2 in UTRAN can be found in [6] . In order to meet the stringent QoS requirements (e.g., delay and packet loss) in the UTRAN transport layer, special attention must be given to network dimensioning, traffic management, and resource management. In [7] a number of issues related to the performance and design of the ATM/AAL2 transport in the UTRAN are addressed. The effect of the stringent delay requirement on the bandwidth requirement of ATM/AAL2 transport is studied. The simulation results suggest that the delay requirement for ATM/AAL2 transport should not be too stringent in order to avoid poor bandwidth utilization caused by packet-scale congestion. A traffic management scheme using Common Part Sublayer (CPS) packet shaping is proposed to deal with the burstiness of constant bit rate (CBR) traffic caused by the periodic nature of the medium access control (MAC) layer of the UMTS radio interface. The simulation results show that CPS packet shaping will significantly reduce the bandwidth requirement. The statistical multiplexing gain from ATM/AAL2 transport over TDM transport is evaluated and found to be significant. The overall results confirm that with careful network dimensioning, traffic management, and resource management, ATM/AAL2 technology is capable of meeting the stringent QoS requirements in the WCDMA UTRAN.
IP-BASED TRANSPORT SOLUTIONS
While ATM/AAL2 has relatively mature schemes to support QoS, there is a strong interest in alternative technology such as IP-based transport in 3G RANs. In this scheme the network elements of 3G RAN (e.g., base stations and radio network controllers) are interconnected via an IP network, as shown in Fig. 5 .
There are several motivations for the use of IP transport in the RAN: IP QoS management is approaching maturity; IP as a network layer protocol is carefully designed to be independent of link/physical layers, so it allows a wide selection of lower-layer technologies, including options of IP over synchronous optical network (SONET) or IP over wavelength-division multiplexing (WDM); IP is quickly becoming the basis for packetization of voice, data, signaling, and operation, administration, and management (OAM) in the networking world. Another important fact is that the 3G core network is IP-based; therefore, an IP-based RAN will allow consistent backbone infrastructure, operational efficiency, and industry standard OAM.
IP-based transport solutions face a number of challenges in order to meet the stringent transport requirements of the 3G RANs, especially the WCDMA UTRAN. In terms of QoS this translates to tight end-to-end control of delay and jitter, and almost zero packet loss ratio. Current IP networks were designed for delay-insensitive data applications. IP-based transport solutions must be enhanced to provide QoS support including delay, jitter, and loss. It should also support real-time signaling transport, as well as reliability and security. Transport efficiency for a qualified IP solution is another important issue. Since the RTP/UDP/IP header could be larger (about 60 bytes) than that of ATM (5 bytes), it is a concern that the IP header overhead is much higher than the ATM overhead for transporting voice. This must be clarified and addressed properly.
Underlying technologies to enable an IPbased RAN are evolving into maturity at a fast pace. Internet routers have become faster (with latency less than that of time switching technology, i.e., < 125 ms), more flexible (supporting priority queues essential for service differentiation), and more robust (commercially available fault-tolerant reliable routers). Progress in IETF standardization is pushing IP transport to a technically viable solution for the 3G RAN. These include: RTP (transport protocol for real-time packet streaming), SigTran (real-time signaling transport over IP), IntServ (Integrated Services Architecture for Guaranteed QoS), RSVP (mechanism for reserving dedicated bandwidth/router resources for QoS management), DiffServ (architecture for scalable service differentiation), MPLS (label switching with traffic engineering capabilities), and IPHC (IP header compression for reducing overhead).
IP-based transport solutions for 3G RANs are being studied in 3GPP and Mobile Wireless Internet Forum (MWIF). The "IP Transport in UTRAN" is being specified in Technical Specification Group (TSG) RAN working group 3 in 3GPP. Results will be available in the "IP Transport in UTRAN Work Task Technical Report" [8] . The "IP in the RAN" technical group in MWIF is focusing on using IP as a transport technology for various RANs, including 3GPP RAN, 3GPP2 RAN, and others. The technical report "IP in the RAN as a Transport Option in 3rd Generation Mobile Systems" discusses many important issues related to the IP-based transport in 3G RANs [9] .
QOS IN THE CORE NETWORK
The CN contains a CS domain and a PS domain. In the PS domain, the 3G-SGSN and GGSN connect the UTRAN with external IP networks. Initially, the CS domain was more important than the PS domain. However, the increasing demand for IP connectivity has reversed this trend. This radical change appears with the adoption of GTP across the Iu interface in 3GPP and on the curent user plane protocol architecture, as explained briefly below. Different alternatives may be suitable for layer 2 over the Iu interface in the CN (Fig. 3) However, according to [2] a strong candidate is ATM. In this case, one or more AAL5/ATM permanent virtual circuits (PVCs) may be used as the common layer 2 resource between the UTRAN and the IP domain of the CN. Usage of several PVCs will provide load sharing capability and redundancy. The IP layer provides the Iu network layer services such as routing, addressing, load sharing, and redundancy. The user plane in the UMTS CN is made up of two GPRS Tunneling Protocol (GTP) tunnels: GTP allows multiprotocol packets to be tunneled through the backbone over the Iu and Gn interfaces. This architecture provides hierarchical mobility and direct "tunneled" connection of the RNC to the IP backbone, and ensures that all traffic is routed through the 3G-SGSN, which performs functions such as charging and lawful interception.
The Iu bearer service and CN bearer service provide the transport between the UTRAN and the external IP backbone. Iu and CN services for packet traffic need to provide different bearer services for a variety of QoS. It is the operator's option which QoS capabilities will be implemented in the IP layer and which in the ATM layer. For IP-based Iu bearer services, DiffServ defined by the IETF shall be used. If the operator option is ATM switched virtual circuits (SVCs) as an internal dedicated transport bearer, interoperation with the IP-based networks will be based on DiffServ. The mapping from UMTS QoS classes to DiffServ codepoints will be controlled by the operator. The mapping depends on bandwidth and provisioning of resources among the different DiffServ classes which the operators control to satisfy their cost and performance requirements. Interoperability between operators will be based on the use of service level agreements (SLAs) which are an integral part of the DiffServ architecture.
CONCLUSIONS
It is envisioned that all three types of 2G digital networks -GSM, CDMA, and TDMA -will converge to 3G digital networks. Nevertheless, this target evolution to 3G will take many different paths to get there, and some operators will use those 2.5G solutions to get as close as possible to 3G features and characteristics. Many complex cost-benefit trade-offs and some uncertainty in the minds of some operators about which 3G network solution will be dominant in the long term are impacting their decisions. Despite so many 2G and 2.5G solutions, and diverse interests of the 3G proponents, the 3GPP has done a tremendous job of harmonizing all these variations into a limited few options. Operators' need for differentiation from each other and flexibility to accommodate growing service requirements have been the key drivers for the UMTS framework. The model supports multiple QoS classes, and future-proofing is enabled by the concept of PDP contexts per PDP address together with a TFT concept. Release 00 of the UMTS supports multiple RAN types and a single core network, which is in keeping with the realities of the marketplace where the wireless access technologies may be quite different. Developing an "all-IP" solution for 3G networks remains the ultimate goal, where QoS will decidedly be supported. It is certain that 3G will enhance the user experience in a flexible manner and create major business opportunities. However, the timeframe of this happening on a large scale remains elusive. 
