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Abstract
We discuss the representation theory of non-linear chiral algebra W1+∞ of Gaberdiel
and Gopakumar and its connection to Yangian of û(1) whose presentation was given by
Tsymbaliuk. The characters of completely degenerate representations of W1+∞ are for
generic values of parameters given by the topological vertex. The Yangian picture provides
an infinite number of commuting charges which can be explicitly diagonalized in W1+∞
highest weight representations. Many properties that are difficult to study in W1+∞ picture
turn out to have a simple combinatorial interpretation.
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1 Introduction
W-algebras are extensions of the Virasoro algebra by currents of higher spin [1, 2]. The
most studied family of these are algebrasWN obtained by extending the Virasoro algebra by
currents of spin 3, 4, . . . , N [3, 4]. They appear in various contexts in mathematical physics,
for example in integrable hierarchies [5, 6], matrix models [7], instanton counting and AGT
correspondence [8, 9, 10] and recently the asymptotic symmetry algebras in AdS3/CFT2
holographic duality [11, 12, 13, 14].
The original approach of Zamolodchikov [1] for W3 which was then extended to W4 in
[15, 16] was to solve the OPE associativity conditions directly. Apart from that, most of the
constructions of these algebras are indirect. There is a construction of WN using the free
field representation – the Miura transform [3, 4] – and constructions coming from affine Lie
algebra ŝu(N): the Casimir construction [17] and its generalization – the coset construction
[18], and the quantized Drinfeld-Sokolov reduction [19, 20, 21].
Except for very special values of parameters, these algebras are non-linear, so they are
not Lie algebras, except for the linearW∞ andW1+∞ algebras1 constructed in [22, 23]. The
linear W1+∞ was studied further in [24, 25] generalizing the construction of the Virasoro
algebra as a central extension of the algebra of vector fields on a circle to the algebra of all
finite order differential operators on a circle.
Recently, there has been a renewed interest in W-algebras which lead to an interesting
progress in their understanding. First, in the context of AGT correspondence [8], Nekrasov
instanton partition function [26] in four-dimensional supersymmetric SU(2) gauge theory
was found to be related to conformal blocks in the two-dimensional Liouville theory. This
was generalized to SU(N) groups in [10]. From the mathematical point of view one is
studying various algebraic structures acting on the equivariant cohomology of the instanton
moduli spaces [27]. In [28] a deformation of the linear W∞ was obtained by deforming
the N → ∞ limit of the spherical degenerate double affine Hecke algebras (DDAHA) of
GL(N). The resulting family of algebras interpolates between algebras of WN series. The
equivariant cohomology of instanton moduli spaces was also studied in [29] using the Yangian
Y associated to Heisenberg algebra ĝl(1). An explicit presentation of this algebra was later
given in [30]. This presentation is closely related to presentation of q-deformed version of
Y whose variants go under names of Ding-Iohara algebra, elliptic Hall algebra, quantum
continuous gl(∞) or the quantum toroidal algebra of type gl(1) [31, 32, 33, 34, 35, 36,
37, 38, 39]. Many of the properties of Y were discovered in this q-deformed context first.
One nice feature of these algebras is that they usually have a preferred infinite-dimensional
abelian subalgebra, which acts diagonally in an interesting class of representations. It is not
so difficult to find an infinite set of commuting charges also in the Virasoro algebra or in
W3 [40, 41], but it seems that for an explicit and simple diagonalization of these charges one
1In the older literature the linear W∞ algebras were the only W∞ algebras that were known. Here we use
the adjective linear when specializing to these.
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needs to add a û(1) current algebra [42].
In somewhat unrelated context of AdS3/CFT2 duality, Gaberdiel and Gopakumar [43,
44, 45] were also studyingWN series of algebras. Their motivation was to find a holographic
dual description of three-dimensional higher spin theories. In three spacetime dimensions,
the cosmological Einstein gravity can be reformulated as SL(2) Chern-Simons theory [46, 47].
By extending the gauge group from SL(2) to a larger gauge group one introduces interacting
higher spin fields [48, 11]. On geometries with a conformal boundary like for example the
anti de Sitter spacetime there is a notion of asymptotic symmetry algebra introduced in [49]
which in this case leads to the Virasoro algebra. Carrying out a similar analysis in the case
of three dimensional cosmological higher spin gravity with gauge group SL(N) one arrives
at classical (non-linear) WN algebra [11, 12, 13, 14].
The Lie algebras sl(N) defined for a positive integer N have an associated interpolating
family of algebras called hs(λ) defined for λ ∈ C. One can think of them either as a one-
parametric deformation of the formal N →∞ limit of sl(N) or as a deformation quantization
of spherical harmonics on S2. The main property of this family is the reduction to sl(N):
choosing λ to be a positive integer N , the algebra hs(N) develops an infinite-dimensional
ideal and quotienting out this ideal gives us sl(N).
There is an analogous interpolating algebra forWN series of algebras: the two-parametric
non-linearW∞[λ] of [45]. It is a deformation of the linearW∞ and it interpolates between all
WN . It can be constructed by extending the Virasoro algebra by currents of spin 3, 4, . . .. The
most general solution of associativity conditions under assumptions of [45] is parametrized by
two parameters: the rank-like parameter λ and the central charge c. Considering the whole
family at once instead of individual algebrasWN reveals an interesting discrete S3 symmetry
called triality in [45]: for a fixed value of the central charge c, there are generically three
different values of λj ∈ C for which the algebras W∞[λj ] are isomorphic. The three-fold
symmetry shows up also in representation theory of W∞. As one example, extending W∞
to W1+∞ by adding a û(1) current, one finds that the vacuum character of W1+∞ is equal
to MacMahon function, which is the counting function of plane partitions (3 dimensional
Young diagrams). The S3 acts in the space of plane partitions by permuting the coordinate
axes.
We are now in a situation that we have two algebras, on the one hand the non-linear
chiral algebra W1+∞ of Gaberdiel and Gopakumar [45] and on the other hand the Yangian
of ĝl(1) of Maulik, Okounkov and Tsymbaliuk [29, 30] together with related Schiffmann-
Vasserot algebra [28]. They share many properties: they are deformations of linear W1+∞,
they interpolate between WN family of algebras and they have representations combinato-
rially related to plane partitions. It is natural to assume that they have not only related
representation theory, but in fact that they are the same structure. The goal of this work
is to study this connection explicitly and use the things that are easy to understand on
the Yangian side to learn more about representation theory of W1+∞. The connection be-
tween Yangians and W-algebras is something that is already known in the context of finite
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W-algebras and classical Yangians, see [50, 51].
Overview of this article In the section 2 we give presentation of the affine Yangian
Y following [30] and study its basic properties. The mode grading and spin filtration of
W1+∞ are found in Y, followed by identification of the û(1) and Virasoro subalgebras. The
next section focuses on linear W1+∞. Since this algebra is linear, many things simplify and
the mapping between linear W1+∞ and Y with special parameters can be described very
explicitly. There is a simple representation of linear W1+∞ on a pair of free fermions, which
can be translated to a free fermionic representation of Y. Bosonizing this representation we
find a representation of Y on one free boson.
The section 4 studies representations of Yangian. First, the translation of the usual
highest weight representations of W1+∞ is given, followed by discussion of condition of
quasi-finite representations. In the next part, the vacuum representation of Y is found. In
section 4.4, the representations of Y are discussed and finally the free boson representation
of Y for arbitrary values of parameters is given.
The last section focuses ofW1+∞ representations. First of all, by studying the characters
of completely degenerate representations ofWN asN →∞, one finds that they correspond to
a specialization of the topological vertex from the topological string theory to two non-trivial
Young diagram asymptotics out of possible three. Together with the triality symmetry, one
is lead to conjecture that there are irreducible representations of W1+∞ parametrized by
a triple of Young diagrams, whose character is given precisely by the topological vertex.
Combinatorially, given an arbitrary triple of Young diagrams we can construct a minimal
generalized plane partition with given asymptotics (this generalized plane partition has an
infinite number of boxes unless the Young diagrams are trivial). This configuration is mapped
to a primary state in W1+∞ labelled by the same triple of Young diagrams. Descendants of
this primary state combinatorially correspond to configurations obtained by adding a finite
number of boxes to the minimal configuration, the number of boxes added being the level of
a state. Next we shortly discuss the connection between Y and Schiffmann-Vasserot algebra.
The following part discusses the explicit mapping between higher spin charges of the primary
state in U -basis [52] and Yangian ψj charges of the same state. Next we discuss the free
boson representations and constructs an explicit map between Y and W1+∞. An explicit
example of representation (,,) is considered to illustrate how everything fits together.
The final part discusses the specializations of parameters of the algebra, the null states in
the vacuum representation and the irreducible characters of the Lee-Yang minimal model.
2 Affine Yangian of gl(1)
In this section we introduce the algebra Y, the Yangian of ĝl(1) following [30] and we study
its basic properties.
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In order to find map betweenW1+∞ and Y, the zeroth step is to understand an analogue
of grading of W1+∞ by mode and filtration by spin. Y has also a rescaling invariance that
is absent in W1+∞ so we must find what are the proper rescaling invariant combinations to
compare. As usual in Yangians in general, there are certain automorphisms of the algebra
which are related to shift of a spectral parameter. The corresponding symmetry of W1+∞
is the trivial shift of û(1) zero mode.
In both Y and W1+∞, the coproduct lets us construct representations of algebras on N
free bosons starting from representations on one free boson. Because of this property, it
plays a crucial role in understanding the map between Y and W1+∞. Unfortunately, the
standard coproducts constructed on Y side and on W1+∞ side differ, as was noticed in [28].
The last part of this section finds û(1) and Virasoro subalgebras of Y. In W1+∞ these
subalgebras are the starting point of construction of the algebra, while Y seems to contain
them in quite complicated way. Although we don’t show that all û(1) or Virasoro commuta-
tion relations are satisfied, we verify many of these and find the mapping between parameters
λj of W1+∞ and hj parameters of Y and in particular find the value of the central charge c
in terms of hj . The computations of this section illustrate the important role of the Serre
relations (Y6) and (Y7).
2.1 Presentation
The affine Yangian of gl(1) is an associative algebra with generators ej , fj and ψj , j = 0, 1, . . .
and relations [53]
0 = [ψj , ψk] (Y0)
0 = [ej+3, ek]− 3 [ej+2, ek+1] + 3 [ej+1, ek+2]− [ej , ek+3]
+ σ2 [ej+1, ek]− σ2 [ej , ek+1]− σ3 {ej , ek} (Y1)
0 = [fj+3, fk]− 3 [fj+2, fk+1] + 3 [fj+1, fk+2]− [fj , fk+3]
+ σ2 [fj+1, fk]− σ2 [fj , fk+1] + σ3 {fj , fk} (Y2)
0 = [ej , fk]− ψj+k (Y3)
0 = [ψj+3, ek]− 3 [ψj+2, ek+1] + 3 [ψj+1, ek+2]− [ψj , ek+3]
+ σ2 [ψj+1, ek]− σ2 [ψj , ek+1]− σ3 {ψj , ek} (Y4)
0 = [ψj+3, fk]− 3 [ψj+2, fk+1] + 3 [ψj+1, fk+2]− [ψj , fk+3]
+ σ2 [ψj+1, fk]− σ2 [ψj , fk+1] + σ3 {ψj , fk} (Y5)
together with initial conditions (Y4’) and (Y5’)
[ψ0, ej ] = 0, [ψ1, ej ] = 0, [ψ2, ej ] = 2ej (Y4’)
[ψ0, fj ] = 0, [ψ1, fj ] = 0, [ψ2, fj ] = −2fj (Y5’)
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and Serre constraints (Y6) and (Y7)
Sym(j1,j2,j3) [ej1 , [ej2 , ej3+1]] = 0 (Y6)
Sym(j1,j2,j3) [fj1 , [fj2 , fj3+1]] = 0. (Y7)
Here Sym is the complete symmetrization over all indicated indices (3! terms).
The algebra is parametrized by three complex numbers h1, h2 and h3 constrained by
σ1 ≡ h1 + h2 + h3 = 0 (2.1)
and these parameters enter symmetrically into definition of the algebra through elementary
symmetric polynomials
σ2 = h1h2 + h1h3 + h2h3 and σ3 = h1h2h3. (2.2)
Let us emphasize that we define Y as an associative algebra. The defining commutation
relations involve both commutators and anticommutators and cubic Serre relations. These
anticommutators are not associated to a Z2 grading (the algebra is “bosonic”). In certain
situations (for example as discussed in the section 3) we will consider a Lie algebra whose
universal enveloping algebra will be certain specialization of Y.
Generating functions It is useful to pack the generators into generating fields which will
not only simplify the defining relations of Y but also let us understand some properties of
Y more easily. Following Tsymbaliuk [53], we introduce the following generating functions:
e(u) =
∞∑
j=0
ej
uj+1
f(u) =
∞∑
j=0
fj
uj+1
(2.3)
ψ(u) = 1 + σ3
∞∑
j=0
ψj
uj+1
.
Unlike in the usual situation in the conformal field theory, where the parameter of gener-
ating functions has the interpretation of a coordinate on a space-time and the sum is over
“modes” of the field, here the summation is over what would be “spins” of the fields and
the parameter u has no simple space-time interpretation. In what follows we will call u the
spectral parameter.
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Multiplying (Y1) and (Y2) by u−j−1v−k−1 and summing over j and k, we find that the
relations are equivalent to
(u− v − h1)(u− v − h2)(u− v − h3)e(u)e(v) ∼ (u− v + h1)(u− v + h2)(u− v + h3)e(v)e(u)
(u− v + h1)(u− v + h2)(u− v + h3)f(u)f(v) ∼ (u− v − h1)(u− v − h2)(u− v − h3)f(v)f(u)
(u− v − h1)(u− v − h2)(u− v − h3)ψ(u)e(v) ∼ (u− v + h1)(u− v + h2)(u− v + h3)e(v)ψ(u)
(u− v + h1)(u− v + h2)(u− v + h3)ψ(u)f(v) ∼ (u− v − h1)(u− v − h2)(u− v − h3)f(v)ψ(u)
(2.4)
where we omit the lowest terms (involving e0, e1 or e2) that are regular at u = 0 or regular
v = 0. Because of these terms, we should be careful when deriving things directly from the
commutation relations written in terms of generating functions. See [30] for an alternative
way of writing the commutation relations in terms of generating functions. Introducing a
rational function parametrizing the algebra
ϕ(u) ≡ (u+ h1)(u+ h2)(u+ h3)
(u− h1)(u− h2)(u− h3) (2.5)
the previous relations can be written as
e(u)e(v) ∼ ϕ(u− v)e(v)e(u)
f(u)f(v) ∼ ϕ(v − u)f(v)f(u)
ψ(u)e(v) ∼ ϕ(u− v)e(v)ψ(u)
ψ(u)f(v) ∼ ϕ(v − u)f(v)ψ(u) (2.6)
Note that we always have the simple relation
1 = ϕ(u)ϕ(−u). (2.7)
The function (2.5) seems to be the most non-trivial ingredient in Y and we will see its
important role many times in what follows. The relation (Y3) can be written using the
generating functions as
e(u)f(v)− f(v)e(u) = − 1
σ3
ψ(u)− ψ(v)
u− v (2.8)
Finally, the relation (Y6) can be written in terms of generating fields as∑
pi∈S3
(upi(1) − 2upi(2) + upi(3))e(upi(1))e(upi(2))e(upi(3)) = 0 (2.9)
and similarly for (Y7).
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2.2 Basic properties
Let us now discuss the simplest properties of Y that we can see immediately from the defining
relations.
Scaling symmetries There are two scaling symmetries of Y, with charges given as follows:
scaling ψj ej fj hj u ψ(u) e(u) f(u)
α j − 2 j − 1 j − 1 1 1 0 −2 −2
β 0 1 −1 0 0 0 1 −1
Having chosen the values of parameters hj , we see that changing the value of the central
element ψ0 is equivalent to rescaling parameters hj . We could have fixed this symmetry by
choosing a suitable value of ψ0, such as ψ0 = 1, but in the following it will be convenient
to leave this symmetry unfixed. When comparing to W1+∞ we will however need to fix this
symmetry or compare invariant combinations.
The second scaling symmetry is less interesting. It is similar to the usual possibility
of rescaling harmonic oscillator creation and annihilation operators and can be fixed if we
introduce a bilinear form with respect to which these operators will be conjugate.
We also have a discrete exchange symmetry
ej ↔ fj
ψj ↔ −ψj (2.10)
hj ↔ −hj .
Central elements It is easy to see that the elements ψ0 and ψ1 are central. Because
of scaling symmetry α, when comparing quantities with W1+∞ algebra, what appears in
expressions are the scaling-invariant combinations ψ0σ2 and ψ
3
0σ
2
3. This means that there is
no invariant meaning of ψ0 alone as it can be rescaled away. The ψ1 will be later identified
as the charge associated to û(1) subalgebra.
Mode grading The algebra Y is naturally graded, with generators ej having degree +1,
generators ψj being of degree 0 and fj having degree −1. The corresponding grading of
W1+∞ is the grading by (minus) the mode number.
Spin filtration Apart from the mode grading, there is also a filtration which assigns
generators ψj , ej and fj the filtration degree j. This filtration corresponds to filtration of
W1+∞ by spin. At the special point hj = 0 the terms of different spin degree vanish and
spin filtration becomes grading. This can be useful for counting of the number of states in
Verma modules.
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Triangular decomposition There are several interesting subalgebras of Y. The first,
which we will denote by Y+ , is the so called shuffle algebra studied by Negut [54] and is
the subalgebra generated by generators ej and relations (Y1) and (Y6). Similarly, we have
the conjugate shuffle subalgebra Y− generated by fj and relations (Y2) and (Y7). The
commutative subalgebra with generators ψj is often called the Bethe or Baxter subalgebra
B [29]. When studying the representations of Y, it will be the subalgebra that will act
diagonally on the basis of representation space. The whole algebra Y as a vector space
admits a triangular decomposition
Y = Y+ ⊕ B ⊕ Y− (2.11)
which will later be important when studying highest weight representations of W1+∞. We
also have two intermediate subalgebras, the subalgebra Y+0 generated by Y+ and B and
analogous subalgebra Y−0 generated by Y− and B.
2.3 Spectral shift
Y admits the following automorphism of the algebra parametrized by q ∈ C:
ej →
j∑
k=0
(
j
k
)
qj−kek
fj →
j∑
k=0
(
j
k
)
qj−kfk (2.12)
ψj →
j∑
k=0
(
j
k
)
qj−kψk
In terms of the generating functions, this amounts to a shift in the spectral parameter,
e(u)→ e(u− q)
f(u)→ f(u− q) (2.13)
ψ(u)→ ψ(u− q).
It is obvious that (Y0), (Y4’) and (Y5’) are invariant under this transformation. (Y3) is
easily verified using the binomial identity
t∑
j=0
(
r
j
)(
s
t− j
)
=
(
r + s
t
)
(2.14)
Relations (Y1), (Y2), (Y4) and (Y5) can be also verified, in fact if we denote one of these
relations I(j, k), we find that under this automorphism
I(j, k)→
∞∑
l=0
ql
l∑
m=0
(
j
m
)(
k
l −m
)
I(j −m, k − l +m). (2.15)
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We will see later that this automorphism in the language of W1+∞ amounts to shift of
the charge operator J0 by a constant which is indeed an automorphism of û(1) subalgebra,
since J0 is a central element that does not appear on the right hand side of any commutation
relation. W1+∞ admits splitting as û(1)×W∞ and the shift in J0 clearly leavesW∞ invariant.
2.4 Coproduct
We will consider two different coproducts in Y. The standard quantum group coproduct
considered in [53] is obtained by twisting the usual cocommutative coproduct by ψ(u):
∆0(ψ(u)) = ψ(u)⊗ ψ(u)
∆0(e(u)) = e(u)⊗ 1+ ψ(u)⊗ e(u) (2.16)
∆0(f(u)) = 1⊗ f(u) + f(u)⊗ ψ(u)
It is easy to verify that it is compatible with defining relations of Y. Later when comparing
Y to W1+∞, we will consider a different coproduct which is the natural one from the point
of view ofW1+∞ and differs from ∆0. Unfortunately, there is no known closed form formula
for this modified coproduct that would be as simple as the one for ∆0.
2.5 Affine u(1) and Virasoro subalgebras
Our goal is to identify Y with the chiral algebra W1+∞. By definition, W1+∞ is obtained
from the Virasoro algebra by adding primary generating fields of spin 3, 4, . . . and spin 1
field [45]. In order to identify the higher spin fields, one first needs to find and fix a Virasoro
subalgebra. From the commutation relations (Y0)-(Y7) it is not at all obvious that Y
contains û(1) or Virasoro subalgebra. The purpose of this section is to map a set of elements
generating û(1) ⊕ Vir to Y and verify that they satisfy the correct commutation relations
(at least for lower mode numbers).
Let us start with the following ansatz for embedding of û(1) and Virasoro subalgebra in
Y that is compatible with the mode grading and spin filtration described above:
J0 ↔ ψ1
J−1 ↔ e0
J+1 ↔ −f0
L−1 ↔ e1 + αe0 (2.17)
L+1 ↔ −f1 − αf0
L−2 ↔ 1
2
[e2, e0]− βσ3ψ0
2
[e1, e0]
L+2 ↔ −1
2
[f2, f0] + β
σ3ψ0
2
[f1, f0]
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Here α and β are so far free parameters that we want to fix. We will require the following
commutation relations to be satisfied (in particular we require J(z) to be a primary field)
[Jm, Jn] = κmδm+n,0
[Lm, Ln] = (m− n)Lm+n + δm+n,0 (m− 1)m(m+ 1)
12
c (2.18)
[Lm, Jn] = −nJm+n
The simplest commutator that we can take is
ψ0 = [e0, f0] = [J+1, J−1] = κ (2.19)
that lets us identify the normalization constant of Jn generators κ with ψ0. Next we can
determine L0,
2L0 = [L+1, L−1] = ψ2 + 2αψ1 + α2ψ0. (2.20)
Now we can determine J±2
J−2 = [L−1, J−1] = [e1, e0]
J+2 = [J+1, L+1] = [f0, f1] (2.21)
and J±3,
J−3 = [L−2, J−1] =
1
2
[e0, [e0, e2]]
J+3 = [J+1, L+2] = −1
2
[f0, [f0, f2]] . (2.22)
The term proportional to β vanishes due to Serre relations (Y6) and (Y7) with j1 = j2 =
j3 = 0,
[J−1, J−2] = [e0, [e1, e0]] = 0. (2.23)
We could have also determined J±3 using
J−3 =
1
2
[L−1, J−2] =
1
2
[e1, [e1, e0]] (2.24)
which is consistent thanks to (Y6) with j1 = 1, j2 = j3 = 0:
0 = [e0, [e0, e2]] + [e1, [e0, e1]] (2.25)
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Determination of parameters α, β To find the value of β, we compute
− 2J0 = [L−2, J+2] = −2ψ1 − σ3ψ20 + βσ3ψ20 (2.26)
where we also used
[ψ3, ej ] = 6ej+1 + 2σ3ψ0ej
[ψ3, fj ] = −6fj+1 − 2σ3ψ0fj (2.27)
We see that the compatibility with previous identifications requires taking β = 1. Taking
now the commutator
3e1 + 3αe0 = 3L−1 = [L1, L−2] = 3e1 + αe0 + (1− β)σ3ψ0e0 (2.28)
we see that if β = 1, we must take α = 0 in order to satisfy the commutation relations of
the Virasoro algebra.
Central charge Now we can determine the central charge of the Virasoro algebra from
4L0 +
c
2
= [L2, L−2] = 2ψ2 − 1
2
σ2ψ0 − 1
2
σ23ψ
3
0 (2.29)
using
[ψ4, ej ] = 12ej+2 + 6σ3ψ0ej+1 − 2σ2ej + 2σ3ψ1ej
[ψ4, fj ] = −12fj+2 − 6σ3ψ0fj+1 + 2σ2fj − 2σ3ψ1fj . (2.30)
We can thus read off the central charge,
c = −σ2ψ0 − σ23ψ30 (2.31)
This can be identified with c1+∞ of W1+∞ [52]
c1+∞ = 1 + (λ1 − 1)(λ2 − 1)(λ3 − 1) (2.32)
if we identify the parameters via
λ1 = −ψ0h2h3, λ2 = −ψ0h1h3, λ3 = −ψ0h1h2. (2.33)
Note that this is invariant under the scaling symmetry α of Y, which is consistent with
the fact that W1+∞ has no such symmetry so λj should be scaling invariant. We are not
claiming that the map between parameters (2.33) follows uniquely from the identification of
the central charge (since we actually need to match 2 parameters, c and N , in order to have
such map), but the identification (2.33) is the one that is also consistent with the structure
of null states in Verma modules as we will see later in section 5.6.
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Identification of L−3 The generator L−3 can be obtained from
L−3 = [L−1, L−2] =
1
2
[e1, [e2, e0]]− σ3ψ0
2
[e1, [e1, e0]] (2.34)
The second term is proportional to J−3 while the first term can be rewritten in other ways.
From (Y6) with (j1, j2, j3) = (0, 1, 1) we find
[e0, [e1, e2]] = [e1, [e2, e0]] . (2.35)
This combined with the Jacobi identity for (j1, j2, j3) = (0, 1, 2) implies
[e2, [e0, e1]] = −2 [e0, [e1, e2]] = −2 [e1, [e2, e0]] . (2.36)
Commutator [J−1, J−3] We have using the Jacobi identity
[J−1, J−3] =
1
2
[e0, [e1, [e1, e0]]] = −1
2
[e1, [[e1, e0] , e0]]− 1
2
[[e1, e0] , [e0, e1]] = 0. (2.37)
The first term on the right-hand side vanishes as follows from (Y6), while the second term
vanishes because of the antisymmetry of the commutator.
Evaluation of J−4 As a last example of the computations of this section, we show that
J−4 obtained in various ways gives the same result after using the relations (Y6) and Jacobi
identities. There are now three different ways to get J−4,
J−4 =
1
3
[L−1, J−3] =
1
6
[e1, [e1, [e1, e0]]]
=
1
2
[L−2, J−2] =
1
4
[[e2, e0] , [e1, e0]] (2.38)
= [L−3, J−1] =
1
2
[[e1, [e2, e0]] , e0] .
Using the Jacobi identity once in the second line
[[e2, e0] , [e1, e0]] = − [[e0, [e1, e0]] , e2]− [[[e1, e0] , e2] , e0] = 2 [[[e0, e2] , e1] , e0] (2.39)
we arrive at the third line. Using the Jacobi identity in the other way, we find
[[e2, e0] , [e1, e0]] = [e1, [e1, [e1, e0]]] + [[[e2, e0] , e1] , e0] (2.40)
and
[[e2, e0] , [e1, e0]] =
2
3
[e1, [e1, [e1, e0]]] (2.41)
from which the equality of first two expressions for J−4 follows.
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Higher mode numbers At this point is should be clear that using the defining relations
of Y (especially the Serre relations (Y6) and (Y7)) becomes quite impractical as the mode
number grows. We can write down closed-form expression for Heisenberg modes,
J−m =
1
(m− 1)! ad
m−1
e1 e0 m ≥ 1
J+m = − 1
(m− 1)! ad
m−1
f1
f0 m ≥ 1, (2.42)
but to prove that [Jm, Jn] = 0 for m,n > 0 seems to be difficult and one has to deal with
complicated nested commutators. This is one of disadvantages of the Yangian presentation
of the algebra. The purpose of this section was to illustrate the non-trivial interplay between
various defining relations of Y and especially the role of the cubic Serre relations (Y6) and
(Y7). The main difficulty lies in the subalgebras Y+ and Y−. The commutation relations
(Y0), (Y3), (Y4), (Y4’), (Y5) and (Y5’) are strong enough to reduce any commutator in Y
to a computation in shuffle subalgebras Y+ or Y−. It is the relations (Y1) and (Y6) in Y+
and their analogue in Y− that cause most of the difficulties.
3 Linear W1+∞ and Y
In the special case σ3 = 0 (which happens if one of hj is zero) the anticommutators in
(Y0)-(Y7) vanish and the algebra simplifies. On the W1+∞ side, at λ = 0 we have a linear
basis of generating fields and the resulting Lie algebra was the first case of W1+∞ that was
studied in [22, 23, 24] long time before its non-linear deformations were found. Because of
these many simplifications, it is easier to study the map between Y and W1+∞ first in this
simplified setting and this is what we will do in this section.
The linear W1+∞ has simple free fermion representation which can be bosonized obtain-
ing a representation ofW1+∞ on one free boson. Deformation of this bosonic representation
to representation of Y at σ3 6= 0 will be important step in finding the map between W1+∞
and Y in the following sections.
Let us emphasize that only in this section we specialize parameters hj of the algebra to
get the linear version of W1+∞. Everywhere else the full non-linear two-parametric family
of algebras W1+∞[λ] of [45] is considered.
3.1 Differential operators on circle
In this section we review the construction of linear W1+∞ by Kac and Radul [24, 55, 25]
and which is reviewed in [56].
Instead of considering first order differential operators on circle (vector fields) as one
usually does when introducing the Virasoro algebra, we can study larger algebra of all
differential operators of finite order. One possible basis of this algebra is given by operators
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of the form
xj∂kx (3.1)
where j ∈ Z and k ≥ 0. It is however more common to introduce the Euler operator
E ≡ x∂x (3.2)
and study the operators of the form
xmq(E) (3.3)
where q is a polynomial. With this choice, the natural (mode) grading in this algebra by
eigenvalues of Euler operator is manifest. The commutation relations between two operators
of this form are
[xmf(E), xng(E)] = xm+n (f(E + n)g(E)− f(E)g(E +m)) . (3.4)
We obtain the linear W1+∞ of Kac and Radul by centrally extending this algebra of differ-
ential operators. Let us define a two-cocycle
Ψ (xmf(E), xng(E)) ≡ δm+n,0
θ(m > 0) m∑
j=1
f(−j)g(m− j)− θ(n > 0)
n∑
j=1
f(n− j)g(−j)

(3.5)
(which can be shown to be cohomologically non-trivial) and let us label the generators of
the centrally extended algebra by W (xmf(E)). The Kac-RadulW1+∞ algebra commutation
relations are thus
[W (xmf(E)),W (xng(E))] = W ([xmf(E), xng(E)]) + c1+∞Ψ(xmf(E), xng(E)). (3.6)
Here c1+∞ is the central element of the algebra.
3.2 Affine u(1) and Virasoro subalgebras
Kac-Radul W1+∞ contains both affine u(1) and Virasoro subalgebras. The current algebra
generators are just those corresponding to the multiplication operators
V1,m ≡W (xm). (3.7)
They satisfy commutation relations
[V1,m, V1,n] = c1+∞mδm+n,0 (3.8)
which are those of affine u(1). Similarly, the first order differential operators
V2,m = −1
2
W
(
xm+1∂x + ∂xx
m+1
)
= −1
2
W (2xmE + (m+ 1)xm) (3.9)
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satisfy the Virasoro commutation relations
[V2,m, V2,n] = (m− n)V2,m+n + c1+∞ (m− 1)m(m+ 1)
12
δm+n,0 (3.10)
with central charge c1+∞. Finally, we have
[V2,m, V1,n] = −nV1,m+n (3.11)
which tells us that V1,n are the mode operators of primary spin 1 field with respect to
Virasoro subalgebra.
3.3 Pope-Shen-Romans basis
The W1+∞ studied by Kac & Radul is in fact the same algebra as W1+∞ studied earlier
by Pope, Shen and Romans [22, 23]. Following [56], we can introduce another basis of the
algebra given by
Vs,m =
1(
2s−2
s−1
) s−1∑
j=0
(−1)j
(
s− 1
j
)2
W
(
xm [−E −m− 1]s−j−1 [E]j
)
(3.12)
These operators correspond to mode operators of quasi-primary fields of spin s,
[V2,m, Vs,n] = ((s− 1)m− n)Vs,m+n (3.13)
for m = −1, 0, 1. Once we have a basis of quasi-primary fields, the mode index dependence
of commutators is completely fixed (see for instance [57]), so the commutation relations of
W1+∞ are of the form
[Vj,m, Vk,n] =
∑
0≤l≤j+k−2
j+k−l even
C ljkN
l
jk(m,n)Vl,m+n (3.14)
where the coefficients N ljk are universal (determined only by the global conformal invariance
and spins)
N0jk(m,n) =
(
m+ j − 1
j + k − 1
)
δm+n,0
N ljk(m,n) =
j+k−l−1∑
s=0
(−1)s
(j + k − l − 1)!(2l)j+k−l−1
(
j + k − l − 1
s
)
× (3.15)
× [j +m− 1]j+k−l−s−1 [j −m− 1]s [k + n− 1]s [k − n− 1]j+k−l−s−1
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while the structure constants C ljk characterize the algebra itself
C0jk =
(j − 1)!2(2j − 1)!
4j−1(2j − 1)!!(2j − 3)!!δjkc1+∞
C ljk =
1
2× 4j+k−l−2 (2l)j+k−l−14F3
(
1
2 ,
1
2 ,−12(j + k − l − 2),−12(j + k − l − 1)
3
2 − j, 32 − k, 12 + l
; 1
)
(3.16)
and were determined in [22, 23]2.
3.4 Linear W1+∞ and Y
Let us now define a map from Y with one of h-parameters equal to zero to linear W1+∞
discussed in the previous section. Since we have identified the û(1) subalgebra of both
algebras, we define
e0 ↔ V1,−1
f0 ↔ −V1,1 (3.17)
Furthermore, we identify ψ3 which we can use to generate all higher ej and fj ,
ψ3 ↔ 3V3,0. (3.18)
These three elements already generate full Y so one must only verify that they satisfy the
correct defining relations. First of all, we have
ψ0 = [e0, f0] = c1+∞ (3.19)
which relates the value of central charge to ψ0. To determine parameters σj , we first we
determine ej up to j = 3 using (2.27) and then check consistency with (Y1). We find
(σ2 + 1)V1,−2 = [e3, e0]− 3 [e2, e1] + σ2 [e1, e0] = σ3e20 = σ3V 21,−1. (3.20)
For this equation to be consistent, we need
σ3 = 0, σ2 = −1 (3.21)
which corresponds to h-parameters (0, 1,−1). This could be expected, since for σ3 = 0 the
defining relations of Y linearize. Assuming these values of σj , we can iteratively find the
2We use a slightly different normalization following [56]. The relation is (Vj)PRS = 4
j−2(Vj)here =
4j−2(Wj)AFMO and correspondingly for Cljk.
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expressions for first few generators
e1 = V2,−1
f1 = −V2,1
e2 = V3,−1
f2 = −V3,1 (3.22)
e3 = V4,−1 − 1
5
V2,−1
f3 = −V4,1 + 1
5
V2,1
and
ψ1 = V1,0
ψ2 = 2V2,0
ψ3 = 3V3,0 (3.23)
ψ4 = 4V4,0 − 2
5
V2,0
ψ5 = 5V5,0 − 15
7
V3,0.
Note that the generators of the Baxter subalgebra B of Y are mapped to zero modes of the
linear basis Vs,0 in linear W1+∞. This is one of nice properties of this linear basis.
In general, a closed-formula for the transformation between ψj and Vs,j can be derived
using the representation theory. Since we will not need this in what follows, let us state just
the result: the expression for Vs,0 is obtained by expanding
1
s
(
2s−2
s−1
) s−1∑
j=0
(
s− 1
j
)2
[x+ j]s =
1
s
(
2s−2
s−1
) s∑
l=0
(
s
l
)
(s+ l − 2)!
(l − 1)!2 [x]l (3.24)
as a polynomial in x and replacing
xk → ψk. (3.25)
The mapping is much simpler in terms of symbols of differential operators used by Kac and
Radul. We find that
ψk ↔ (−1)k+1W
(
(E + 1)k − Ek
)
= (−1)k+1W
(
(∂x)k − (x∂)k
)
ek ↔ (−1)kW
(
x−1Ek
)
(3.26)
fk ↔ (−1)k+1W
(
Ekx
)
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(see also [53]). The inverse mapping is given by mapping W (Ek) to
Bk+1(0)−Bk+1(−x)
k + 1
(3.27)
with xj again replaced by ψj . Here Bk(x) are the Bernoulli polynomials. To characterize the
highest weight representations, Kac and Radul introduce a generating function of charges of
the highest weight state |Λ〉. The highest weight state satisfies
W (Ek) |Λ〉 = ∆k |Λ〉
W (xmEk) |Λ〉 = 0, m > 0 (3.28)
which defines the charges ∆k. Next the exponential generating function of these charges is
defined
φKR(t) = −
∞∑
k=0
tk
k!
∆k. (3.29)
Now we can easily express this generating function in terms of ψj charges of the highest
weight state,
φKR(t) =
∞∑
k=0
tkBk+1(−x)
(k + 1)!
+ const. =
1
et − 1
∞∑
j=1
(−1)jtjψj
j!
. (3.30)
This results lets us translate between ψj charges of Y and Kac-Radul generating function
φKR(t).
3.5 Free fermion representation
We can find a simple representation of linearW1+∞ with c = 1 by a complex fermion [58, 59]
Ψ¯(z)Ψ(w) ∼ 1
z − w. (3.31)
This is equivalent to anticommutation relations between modes{
Ψ¯m,Ψn
}
= δm+n,0. (3.32)
where
Ψ(z) =
∑
m∈Z+ 1
2
z−m−
1
2 Ψm. (3.33)
The mode index runs over half-integers, so Ψ(z) is periodic in the complex plane and an-
tiperiodic when mapped to cylinder. The quasiprimary generators of W1+∞ are bilinears
V1 = (Ψ¯Ψ)
V2 =
1
2
(
Ψ¯′Ψ
)
− 1
2
(
Ψ¯Ψ′
)
(3.34)
V3 =
1
6
(
Ψ¯(2)Ψ
)
− 2
3
(
Ψ¯′Ψ′
)
+
1
6
(
Ψ¯Ψ(2)
)
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and in general
Vs(z) =
(s− 1)!
4s−1
(
1
2
)
s−1
s−1∑
k=0
(−1)k
(
s− 1
k
)2(
Ψ¯(s−1−k)Ψ(k)
)
(z). (3.35)
Using the map between Y and linear W1+∞, we can identify
e0 = V1,−1 ↔
∑
m∈Z+ 1
2
: Ψ¯mΨ−m−1 :
f0 = −V1,1 ↔ −
∑
m∈Z+ 1
2
: Ψ¯mΨ−m+1 : (3.36)
ψ3 = 3V3,0 ↔
∑
m∈Z+ 1
2
(
3m2 +
1
4
)
: Ψ¯mΨ−m :
and generally
ψk ↔ (−1)
k+1
2k
∑
m∈Z+ 1
2
[
(2m+ 1)k − (2m− 1)k
]
: Ψ¯mΨ−m :
ek ↔
∑
m∈Z+ 1
2
(
m− 1
2
)k
: Ψ¯−mΨm−1 : (3.37)
fk ↔ −
∑
m∈Z+ 1
2
(
m+
1
2
)k
: Ψ¯−mΨm+1 :
These maps can be compactly written in terms of generating functions
e(u)↔
∑
m∈Z+ 1
2
Ψ¯mΨ−m−1
u+m+ 12
f(u)↔
∑
m∈Z+ 1
2
−Ψ¯mΨ−m+1
u+m− 12
(3.38)
We cannot do the same with ψ(z) because the conventional normalization of this generating
function has σ3 multiplying ψk which in the case of linearW1+∞ is equal to zero. Verification
that Yangian relations (Y1)-(Y7) are satisfied is very simple.
For completeness, we can write down the fermion representation of W1+∞ in Kac-Radul
basis. We have
W
[
xmEk
]
↔
∑
n∈Z+ 1
2
(
n− 1
2
)k
: ψ¯m+nψ−n : (3.39)
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3.6 Free boson representation
Using bosonization, we can translate the fermionic representation found in the previous
section to a representation of linear W1+∞ in terms of one free boson. The basic formula is
the bosonization map
Ψ¯(z)↔: eiφ(z) :
Ψ(z)↔: e−iφ(z) : (3.40)
The vertex operators eiαφ(z) have the operator product
: eiαφ(z) : : eiβφ(w) := (z − w)αβ : eiαφ(z)eiβφ(w) : . (3.41)
When translating between fermions and bosons, the main formula for fermionic bilinears is
1
z − w+ : Ψ¯(z)Ψ(w) := Ψ¯(z)Ψ(w)↔: e
iφ(z) : : eiφ(w) :=
1
z − w : e
iφ(z)e−iφ(w) : (3.42)
For example,
V1(w)↔ lim
z→w
[
Ψ¯(z)Ψ(w)− 1
z − w
]
= lim
z→w
: eiφ(z)e−iφ(w) : −1
z − w = i∂φ(w) ≡ J(w) (3.43)
and similarly
V2(w)↔ 1
2
: J(w)2 :
V3(w)↔ 1
3
: J(w)3 : (3.44)
V4(w)↔ 1
4
: J(w)4 : − 3
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: J ′(w)2 : +
1
10
: J ′′(w)J(w) :
In terms of the bosonic mode oscillators
J(z) = i∂φ(z) =
∑
m∈Z
am
zm+1
(3.45)
where the oscillators am satisfy the commutation relations
[am, an] = mδm+n,0 (3.46)
we have
e0 ↔ a−1
f0 ↔ −a1 (3.47)
ψ3 ↔
∑
j+k+l=0
: ajakal := a
3
0 + 6a0
∑
j>0
a−jaj + 3
∑
j,k>0
[a−ja−kaj+k + a−j−kajak]
The operator ψ3 realized in terms of a free boson is often called the cut-and-join operator
[60]. In principle it is possible to write a closed-form formula for the generators [59, 61], but
these expressions are far from being as simple as in the fermionic case. In particular, the
non-linearity grows with increasing spin.
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4 Representations of Y
In this section we will discuss the representations of Y. First of all, we use the triangular
decomposition of the algebra to define the analogue of the usual highest weight represen-
tations of W1+∞. To study irreducible representations, it is useful to have the Shapovalov
form and this is what we do next. Using these two ingredients, we can generalize the notion
of quasi-finite representations of [24, 25] to Y. It turns out that the characterization of
quasi-finite representations in Y is very simple in terms of the action of the generating field
ψ(u) on the highest weight state: the irreducible representation has only a finite number of
states at each level if ψ(u) eigenvalue of the highest weight state is a ratio of two polyno-
mials in u of the same degree (and with the same leading coefficient). In the next section,
we find charges ψ(u) of the vacuum representation, which for generic values of parameters
has character given by the MacMahon function. We discuss the structure of the vacuum
representation from the point of view of Y up to level 2.
The following section discusses more general actions on Y on plane partitions with certain
combinatorial restrictions. The representations discussed in [30] as well as representations
of the q-deformed version of Y – the toroidal algebra of [39] are of this form. The vec-
tor space basis of the representation space is given by plane partitions, possibly allowing
for non-trivial asymptotics along the axes and certain geometric restrictions. The highest
weight state corresponds to plane partition with minimum number of boxes consistent with
given asymptotics. Generators ψj of the Baxter subalgebra B act diagonally in the basis of
plane partitions. Operators ej on the other hand are box addition operators and operators
fj acts as box removal operators. In certain sense, these representations are just three-
dimensional generalization of the harmonic oscillator algebra, if one thinks of states |n〉 in
the harmonic oscillator as being 1-dimensional partitions. Next it is shown how useful is the
complementary picture of plane partitions, which is that of rhombic plane tilings.
The last section discusses the σ3 6= 0 deformation of the free boson representation found
in the linear W1+∞. The generating elements e0 and f0 are undeformed, all that is non-
trivial is determination of the deformed cut-and-join element ψ3. The resulting expression
does not seem to be a zero mode of any operator constructed from local û(1) fields, but it
appears in studies of Benjamin-Ono equation.
4.1 Highest weight representations
The triangular decomposition of Y (2.11) lets us study highest weight representation simi-
larly to the highest weight representations of W1+∞. We can define the Verma module by
choosing the highest weight state that is eigenstate of ψj generators with eigenvalues ψΛ,j
and annihilated by fj ,
ψj |Λ〉 = ψΛ,j |Λ〉
fj |Λ〉 = 0. (4.1)
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The subalgebra Y+ acts on this vector with the only relations being those of the Y+ itself
(these relations are generated by (Y1) and (Y6)). Generically, Verma module constructed in
this way is irreducible, but for special choices of the highest weight charges ψΛ,j it becomes
reducible.
We may similarly introduce the dual Verma module with highest weight state 〈Λ| such
that
〈Λ|ψj = ψΛ,j 〈Λ|
〈Λ| ej = 0 (4.2)
and right action of Y−.
Bilinear Shapovalov form The usual way of studying under which conditions the Verma
module becomes reducible is using the Shapovalov bilinear form. Denoting the antiautomor-
phim exchanging ej ↔ fj by a,
a(ej) = fj
a(fj) = ej (4.3)
a(ψj) = ψj
the Shapovalov form is the quadratic form on Y+ defined by
B(x, y) 〈Λ|Λ〉 = 〈Λ| a(x)y |Λ〉 (4.4)
is symmetric and degenerates if the Verma module becomes reducible. Furthermore, simi-
larly to the case of the Virasoro algebra, due to highest weight vector |Λ〉 being ψ2 eigenvector
and relations (Y4’) and (Y5’), the Shapovalov form is block diagonal with blocks correspond-
ing to vectors of definite ψ2 eigenvalue. In fact, since we have an infinite set of commuting
charges ψj , we can also diagonalize these and we typically find one-dimensional eigenspaces
(at least at lower levels).
4.2 Quasi-finite representations
A general problem of algebras like Y or W1+∞ is that the generic Verma module has an
infinite number of state already at level 1,
ej |Λ〉 , j ≥ 0. (4.5)
This leads to a question under which conditions there is only a finite number of states at
level 1. In the linearW1+∞ the answer was given in [24, 55, 25] where the authors introduced
the so-called quasi-finite representations.
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In the case of the highest weight representations of Y it is quite easy to find the right char-
acterization of these special representations. The commutation relation (Y3) immediately
tells us that the Shapovalov form at level 1 has matrix elements
〈Λ| fjek |Λ〉 = −〈Λ|ψj+k |Λ〉 = −ψΛ,j+k 〈Λ|Λ〉 . (4.6)
We will find a finite number of states at level 1 in the irreducible representation if the rank
of this infinite matrix is finite. If the rank is less than or equal to r, the first r rows will
satisfy a relation
r−1∑
j=0
αjψj+k = 0, k ≥ 0. (4.7)
with not all αj vanishing. Multiplying this equation by σ3u
−k−1 and summing over k, we
find
0 = α0
(
ψΛ(u)− 1
)
+ α1
(
uψΛ(u)− u− σ3ψΛ,0
)
+ α2
(
u2ψΛ(u)− u2 − uσ3ψΛ,0 − σ3ψΛ,1
)
+ · · ·
= ψΛ(u)
r−1∑
j=0
αju
j −
r−1∑
j=0
αju
j − σ3
r−1∑
j=1
αj
j−1∑
k=0
uj−1−kψΛ,k (4.8)
so that ψΛ(u) is a ratio of two polynomials,
ψΛ(u) =
∑r−1
j=0 αju
j + σ3
∑r−1
j=1 αj
∑j−1
k=0 u
j−1−kψΛ,k∑r−1
j=0 αju
j
(4.9)
which is analogous to the Drinfeld polynomial studied in quantum groups. In order to have
ψΛ(u)→ 1 as u→∞, we need to have the same degree of the polynomials in both numerator
and denominator and the same leading coefficient. The rank of the level 1 Shapovalov form
gives us an upper bound on this degree. Once we have a finite number of states at level 1,
it is easy to see by induction using the commutation relation (Y1) that there is also a finite
number of states at higher levels.
4.3 Vacuum MacMahon representation
In this section we want to study the (charged) MacMahon vacuum representation of Y, i.e.
highest weight representation of Y where the states are in one-to-one correspondence with
plane partitions, directly using the defining relations of Y.
Level 1 The vacuum representation of Y should have character given by the MacMahon
function. In particular, there should be only one state at level 1. This will is enough to
determine the values of ψj charges of the highest weight state |0〉. The level 1 Shapovalov
form
〈0| fkej |0〉 = −〈0|ψj+k |0〉 (4.10)
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must have rank 1. This is true if and only if
ψj |0〉 = qjψ0 |0〉 , ψ0 6= 0. (4.11)
This means that the generating function ψ(z) acts on the highest weight state as
ψ(u) |0〉 = u− q + ψ0σ3
u− q |0〉 . (4.12)
As required, all the level 1 states are proportional,
ej |0〉 = qje0 |0〉 . (4.13)
In the following, we will specialize to the case q = 0 to simplify the computations. This is
no loss of generality, since we can always use the spectral shift transformation of section 2.3
to reintroduce q. For q = 0 the highest weight state |0〉 is annihilated by ej , j ≥ 1,
e0 |0〉 = J−1 |0〉 6= 0
ej |0〉 = 0, j ≥ 0. (4.14)
and the only nonzero ψj charge of the vacuum state is ψ0.
We now compute the ψj charges of the unique level 1 state
|〉 ∼ e0 |0〉 . (4.15)
Using (Y4) we find
ψ1 |〉 = 0
ψ2 |〉 = 2 |〉 (4.16)
ψ3 |〉 = 2σ3ψ0 |〉
and the recurrence relation
ψj+3 |〉+ σ2ψj+1 |〉 − σ3ψj |〉 = 0, j ≥ 4. (4.17)
This is a third order homogeneous linear difference equation with characteristic equation
0 = α3 + σ2α− σ3 = (α− h1)(α− h2)(α− h3). (4.18)
The unique solution satisfying our initial conditions is
ψj |〉 = 2(h2h3ψ0 + 1)h
j
1
(h1 − h2)(h1 − h3) +
2(h1h3ψ0 + 1)h
j
2
(h2 − h1)(h2 − h3) +
2(h1h2ψ0 + 1)h
j
3
(h3 − h1)(h3 − h2) . (4.19)
The generating function of these charges is
ψ(u) |〉 = u+ ψ0σ3
u
(u+ h1)(u+ h2)(u+ h3)
(u− h1)(u− h2)(u− h3) |〉 =
u+ ψ0σ3
u
ϕ(u) |〉 . (4.20)
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Level 2 At level 2 we have three independent states which we can choose to be the states
e0e0 |0〉 , e1e0 |0〉 and e2e0 |0〉 . (4.21)
Relation (Y1) lets us compute all states ejek |0〉 in terms of these three states. The relation
(Y1) reduces to a simple recurrence relation
ej+3e0 |0〉+ σ2ej+1e0 |0〉 − σ3eje0 |0〉 = 0 (4.22)
which is the same recurrence relation as the one for ψj charges at level 1. This means that
the generic solution is a linear combination
ej |〉 ∼ eje0 |0〉 = hj1 | 〉+ hj2 | 〉+ hj3 | 2 〉 (4.23)
where the three independent states | 〉 , | 〉 and | 2 〉 (the reason for this notation will be
clear soon) can be determined from the initial conditions
e0e0 |0〉 = | 〉+ | 〉+ | 2 〉
e1e0 |0〉 = h1 | 〉+ h2 | 〉+ h3 | 2 〉 (4.24)
e2e0 |0〉 = h21 | 〉+ h22 | 〉+ h23 | 2 〉
to be
| 〉 = 1
(h1 − h2)(h1 − h3) [e2 + h1e1 + h2h3e0] e0 |0〉
| 〉 = 1
(h2 − h1)(h2 − h3) [e2 + h2e1 + h1h3e0] e0 |0〉 (4.25)
| 2 〉 = 1
(h3 − h1)(h3 − h2) [e2 + h3e1 + h1h2e0] e0 |0〉 .
Expressed in terms of the generating functions, the result is
e(u) |〉 = | 〉
u− h1 +
| 〉
u− h2 +
| 2 〉
u− h3 . (4.26)
Next we compute the ψ(u) eigenstates at level 2. We first diagonalize ψ3 and find that states
| 〉 , | 〉 and | 2 〉 are precisely the eigenstates of ψ3 with eigenvalues
ψ3 | 〉 = 2h1(2h2h3ψ0 + 3) | 〉
ψ3 | 〉 = 2h2(2h1h3ψ0 + 3) | 〉 (4.27)
ψ3 | 2 〉 = 2h3(2h1h2ψ0 + 3) | 2 〉 .
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Since all other ψj commute with ψ3 and these eigenvalues are generically distinct, these
vectors are the simultaneous eigenvectors of all ψj generators. The values of higher ψj
charges on these states can again most conveniently be expressed in terms of the generating
function,
ψ(u) | 〉 = u+ σ3ψ0
u
ϕ(u)ϕ(u− h1) | 〉
ψ(u) | 〉 = u+ σ3ψ0
u
ϕ(u)ϕ(u− h2) | 〉 (4.28)
ψ(u) | 2 〉 = u+ σ3ψ0
u
ϕ(u)ϕ(u− h3) | 2 〉 .
Another useful property of the basis of level 2 states it their orthogonality with respect to
the Shapovalov form introduced above. We find that
〈 | 〉 = 2ψ0(1 + h2h3ψ0)
(h1 − h2)(h1 − h3) 〈0|0〉
〈 | 〉 = 2ψ0(1 + h1h3ψ0)
(h2 − h1)(h2 − h3) 〈0|0〉 (4.29)
〈 2 | 2 〉 = 2ψ0(1 + h1h2ψ0)
(h1 − h3)(h2 − h3) 〈0|0〉
with all other products vanishing. This will be useful later when discussing the null states
and minimal models.
Level 3 At level 3, we should have 6 linearly independent states. One possible basis of
level 3 states is eje0e0 |0〉 , j = 0, . . . , 5. Similarly to the situation at level 2, states of the
form
vj ≡ eje20 |0〉 (4.30)
satisfy linear recurrence relation with constant coefficients
8σ23vj − 12σ2σ3vj+1 + 4σ22vj+2 − 9σ3vj+3 + 5σ2vj+4 + vj+6 = 0 (4.31)
Characteristic equation of this difference equation has roots
h1, h2, h3, 2h1, 2h2, 2h3. (4.32)
This means that there are 6 states such that
eje
2
0 |0〉 = hj1
(
| 〉+ | 2 〉
)
+ hj2
(
| 〉+ | 2 〉
)
+ hj3
(
| 2 〉+ | 2 〉
)
+ (2h1)
j | 〉+ (2h2)j | 〉+ (3h3)j | 3 〉 . (4.33)
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Figure 1: An example of a plane partition and its projection from the third axis. It is
customary not to fill in 1 for columns of one box.
Already at this point there is a structure that is clearly starting to emerge, but proceeding
to higher levels becomes more difficult. The main problem is the fact that relations (Y1)
and (Y6) should be used to express vectors of the form ejekel |0〉 in terms of a chosen basis,
for example eje0e0 |0〉 , 0 ≤ j ≤ 5, but the form of these relations does not let us do this in
a simple way like for instance in the case of a Lie algebra - we don’t have an analogue of
Poincare´-Birkhoff-Witt theorem for Y+.
But we will see that what we found here generalizes to the full vacuum representation:
there is a basis of the representation space given by plane partitions. The generating function
ψ(u) is diagonal in this basis. Operators ej act by adding a single box while fj remove a box,
the dependence on spin index j is only through the coordinate of the affected box. Finally,
the Shapovalov form will be diagonal in this basis.
Notation - plane partitions Let us explain the notation that we used already in this
section. Plane partitions are generalization of the usual two-dimensional partitions of in-
tegers. Just like partitions are in one-to-one correspondence with Young diagrams, plane
partitions correspond to a configuration of boxes in the corner of the room like the one in
the figure 1. By choosing one direction, say x3 and projecting along it, we may associate
to each plane partition a Young diagram filled with integers which denote the height of the
projected column. See figure 1 for an example. In this way, plane partitions correspond to
Young diagrams filled with integers that are non-increasing along rows and along columns.
In the following, we will use both notations interchangeably. The direction x3 will be the
one we will project along and in the 3 dimensional diagrams it will go up. x1 coordinate will
always go to the right, so rows of the Young diagram have fixed x2 coordinate and increasing
x1 coordinate.
Once we study more complicated representations, we will consider generalization of plane
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Figure 2: An example of a configuration of boxes with asymptotic Young diagrams
(Λ13,Λ23,Λ12) =
(
, ,
)
. There is an infinite number of boxes along each of
the coordinate axes and no box in this configuration can be removed without violating the
plane partition condition. This configuration corresponds to a highest weight (primary)
state.
partitions where an infinite number of boxes is allowed along the coordinate axes. We will
require the plane partition to asymptote a Young diagram along each of coordinate axes
like in figure 2. The asymptotics in x1 direction is in the plane parallel to x2 − x3, and
we will denote it by either Λ23 or Λ31. The first index labels the direction or increasing
column and the second index labels the direction of increasing row. In the example of figure
2, the asymptotics in x1 direction can be denoted either by Λ23 = or by Λ32 = .
Exchanging the order of two labels just transposes the Young diagram. Analogously, we use
the labelling Λ13 = or Λ31 = to describe the asymptotics in x2 direction.
4.4 Representations of Y on plane partitions
The most interesting class of representation of Y found so far are the MacMahon repre-
sentations on plane partitions. In [30] an explicit form of Fock representation of Y on
two-dimensional partitions was given, but the representations on plane partitions are in
principle easy to write down starting from q-analogue of Y [39] and following [30]. In this
section we will study general properties of this class of representations by extracting the
general structure of representations from [39, 30] and using the defining relations of Y.
The representation space has a basis corresponding to partitions or plane partitions (pos-
sibly with some geometric restrictions and certain asymptotics). The highest weight state is
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in the simplest case given by an empty configuration (in the case of vacuum representation),
but other possible highest weight states corresponding to an infinite configuration of boxes
with given Young diagram asymptotics as shown in figure 2 are also allowed. The config-
uration in figure 2 corresponds to a highest weight state, because we cannot remove any
box from this configuration without violating the plane partition condition. Other states in
the representation are plane partitions obtained by adding a finite number of boxes to the
highest weight configuration, such that at every step the configuration satisfies the plane
partition restrictions.
The generating field ψ(z) acts diagonally in this basis,
ψ(u) |Λ〉 = ψΛ(u) |Λ〉 (4.34)
while the operators ej act by adding a box to the diagram,
ej |Λ〉 =
∑
∈Λ+
(q + h)
jE(Λ→ Λ +) |Λ +〉 . (4.35)
Here the sum is over all the diagrams which have a box added at geometrically allowed
position and E(Λ → Λ + ) is the amplitude of this process, yet to be determined. The
coefficient h is the weighted position of a given box
h = h1x1() + h2x2() + h3x3(). (4.36)
The coordinates xj are positive integers (in fact the coordinates of the origin can be shifted by
an arbitrary constant xj → xj+a without any effect because of the constraint h1 +h2 +h3 =
0). Similarly, the operator fj removes a box from the diagram,
fj |Λ〉 =
∑
∈Λ−
(q + h)
jF (Λ→ Λ−) |Λ−〉 , (4.37)
where the sum runs over all possible boxes that can be removed such that the resulting
diagram is still allowed by plane partition rules. In terms of the generating functions, we
can write these as
e(u) |Λ〉 =
∑
∈Λ+
E(Λ→ Λ +)
u− q − h |Λ +〉 (4.38)
f(u) |Λ〉 =
∑
∈Λ−
F (Λ→ Λ−)
u− q − h |Λ−〉 . (4.39)
Let us now verify the commutation relations. We can start with (Y4). Multiplying this
relation by σ3u
−j−1 and summing over j, we find
0 =
[
ψ(u), u3ek − 3u2ek+1 + 3uek+2 − ek+3 + σ2uek − σ2ek+1
]− σ3 {ψ(u), ek} . (4.40)
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Note that there was a non-trivial cancellation between −σ3 [ψ2, ek] and σ3 {1, ek} which
follows from (Y4’). Acting now on |Λ〉 and using the ansatz (4.35), we find
ψΛ+(u)
ψΛ(u)
= ϕ(u− q − h) (4.41)
which can be used to iteratively determine the eigenvalues of ψ(u) on any state in terms of
eigenvalues ψ0(u) of the highest weight state,
ψΛ(u) = ψ0(u)
∏
∈Λ
ϕ(u− q − h) (4.42)
where ϕ(u) is the rational function (2.5). The relations (Y5) and (Y5’) lead to the same
conclusion. The value of ψ0(u) for the vacuum configuration (no boxes) was determined in
the previous section, formula (4.12). In the case of the highest weight state with non-trivial
Young diagram asymptotics, we will take just the vacuum ψ0(u) times a product over all
boxes of the minimal configuration of boxes. This product converges, as will be discussed in
greater detail and illustrated on examples in section 5.2.
Let us now turn to (Y3). It implies
E(Λ +B → Λ +A+B)F (Λ +A+B → Λ +A) = F (Λ +B → Λ)E(Λ→ Λ +A) (4.43)
for independent boxes A and B (so that the addition and removal of different boxes commute)
as well as the relation
ψΛ(u) = 1+σ3
∑
∈Λ−
E(Λ−→ Λ)F (Λ→ Λ−)
u− q − h −σ3
∑
∈Λ+
E(Λ→ Λ +)F (Λ +→ Λ)
u− q − h
(4.44)
which relates the residue of ψΛ(u) to amplitudes of addition and removal of a box. We will
see later in section 4.5 that ψΛ(u) has only simple poles and that these poles can appear
only at positions of boxes in Λ±. Since we cannot have  ∈ Λ+ or  ∈ Λ− at the same time,
in the case that  ∈ Λ+ this tells us that
σ3E(Λ→ Λ +)F (Λ +→ Λ) = − resu→q+h ψΛ(u) (4.45)
and similarly for  ∈ Λ−
σ3E(Λ−→ Λ)F (Λ→ Λ−) = + resu→q+h ψΛ(u). (4.46)
The commutation relation (Y1) relates amplitudes of adding two boxes in different order,
E(Λ→ Λ +B)E(Λ +B → Λ +A+B)
E(Λ→ Λ +A)E(Λ +A→ Λ +A+B) = ϕ(hA − hB). (4.47)
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Here A and B represent two boxes that can be added to a diagram in both orders (such that
both amplitudes E(Λ → Λ + A) and E(Λ → Λ + B) are nonzero). Similarly, the relation
(Y2) is imposes
F (Λ +A+B → Λ +A)F (Λ +A→ Λ)
F (Λ +A+B → Λ +B)F (Λ +B → Λ) = ϕ(hB − hA). (4.48)
Finally, the relation (Y6) is a cubic relation on amplitudes E(Λ→ Λ +A),∑
pi∈S3
(
hApi(1) − 2hApi(2) + hApi(3)
)
E(Λ→ Λ +Api(1))E(Λ +Api(1) → Λ +Api(1) +Api(2))×
× E(Λ +Api(1) +Api(2) → Λ +Api(1) +Api(2) +Api(3)) = 0 (4.49)
and similarly for (Y7).
Young’s lattice We can picture the previous discussion diagrammatically in terms of a
generalization of the Young’s lattice to plane partitions, perhaps with some additional geo-
metric constraints. We associate to a representation an oriented graph with nodes labelled
by plane partitions and oriented edges connecting two plane partitions which differ by addi-
tion of one box, the arrow pointing in the direction of addition of a box. The basis vectors
(vertices of the graph) are uniquely determined up to an overall rescaling by a C× factor.
The box addition amplitudes E(Λ → Λ + ) are associated to edges and we can think of
them as a discretized C× connection - under the rescaling of the basis vectors they transform
correctly as a holonomy from one vertex to the other.
For every plane partition to which we can add two different boxes we have a square in the
lattice and the quadratic relation (4.47) expresses that the holonomy around this square is
given by ϕ(hA−hB), so in this way ϕ(hA−hB) is associated to every square and it behaves
as integrated curvature over this square (holonomy of the closed loop).
We may now count the number of unknown E(Λ → Λ + ) coefficients and determine
to which extent the relation (4.47) determines these uniquely. First of all, let us introduce
some notation. Let us denote by cnk the number of partitions of n boxes to which we can
add another box in k possible ways (so there are k arrows starting at this partition). For
example, if we specialize to the usual 2 dimensional partitions, the generating function of
these integers is
∞∏
j=1
(
1 +
tqj
1− qj
)
=
∞∑
n=0
∑
k>0
cnkq
ntk−1 =
∑
Λ
q|Λ|t|Λ
+|−1 (4.50)
For given partition Λ we denoted |Λ+| the number of ways to add a box to Λ. Using these
integers, we can count the number of d-dimensional hypercubes starting at Λ - it is simply(|Λ+|
d
)
.
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The amount of gauge freedom (basis vector rescaling freedom) at level n of the Young’s
lattice is the number of partitions with the given number of boxes,∑
|Λ|=n
1 =
∑
|Λ|=n
(|Λ+|
0
)
. (4.51)
The number of unknown E(Λ → Λ + ) amplitudes that end at level n is equal to the
number of edges connecting levels n− 1 and n,∑
|Λ|=n−1
|Λ+| =
∑
|Λ|=n−1
(|Λ+|
1
)
. (4.52)
Finally, the number of curvature constraints (4.47) from squares between levels n− 2 and n
is ∑
|Λ|=n−2
(|Λ+|
2
)
. (4.53)
We see that the conditions (4.47) would determine amplitudes E(Λ → Λ +) uniquely up
to necessary rescaling freedom uniquely if
2∑
j=0
(−1)j
∑
|Λ|=n−j
(|Λ+|
j
)
?
= 0 (4.54)
This relation is unfortunately only satisfied at lower levels. But it looks as a beginning of a
graded generalization of the Euler characteristic. We can guess the full formula to be
n∑
j=0
(−1)j
∑
|Λ|=n−j
(|Λ+|
j
)
?
= 0 (4.55)
and in fact it is satisfied both for the usual two-dimensional plane partitions as well as for
plane partitions at lower levels and plane partitions with asymptotics. This is illustrated for
the vacuum MacMahon representation in the following table.
level n GF of starting edges 0d 1d 2d 3d 4d 5d 6d
0 1 1 1 0 0 0 0 0
1 z2 1 3 3 1 0 0 0
2 3z2 3 9 9 3 0 0 0
3 3z2 + 3z3 6 21 27 15 3 0 0
4 6z2 + 6z3 + z5 13 48 69 50 21 6 1
5 3z2 + 21z3 + 3z4 + 3z5 24 102 174 153 75 21 3
6 9z2 + 21z3 + 6z4 + 12z5 48 213 393 393 231 78 12
34
We can immediately see the two types of sequences giving us vanishing Euler character-
istic: one is along the rows (which is the Euler characteristic for hypercubes starting at a
given level), for example at level 6
48− 213 + 393− 393 + 231− 78 + 12 = 0. (4.56)
Second vanishing Euler characteristic are the antidiagonals of the table. This is the Euler
characteristic for hypercubes ending at a given level. For hypercubes ending at level 6 we
have
48− 102 + 69− 15 = 0. (4.57)
Consistent solution Although the combinatorial analysis of the previous section showed
us that relation (4.47) itself cannot uniquely fix the amplitudes E(Λ→ Λ+), we also have
other relations at our disposal. We can for example require fj to be conjugate to ej which
fixes the normalization of basis vectors:
E(Λ→ Λ +) = F (Λ +→ Λ) (4.58)
Using this additional condition together with (4.45), we can solve for E(Λ → Λ + ) and
find
E(Λ→ Λ +) =
√
− 1
σ3
resu→q+h ψΛ(u) (4.59)
We should check that this expression for E(Λ → Λ +) coefficients solves all the relations
of Y. The only ambiguity would remain in the choice of signs of square roots in (4.59). We
don’t give here a proof that (4.59) solves all the relations of Y, but in all examples checked
there was a consistent choice of signs such that the quadratic and cubic identities in Y were
satisfied. If this is true in general, the explicit form of (4.59) is not so important, what is
important is the fact that everything can determined in terms of the function ϕ(u) (2.5).
In the following, we will only assume that there exists a consistent solution satisfying
the relations of section 4.4. For the usual partitions, such a solution is given in [30] while
for plane partitions such a solution is known to exist for q-deformed versions of the algebra
[39], so in particular is expected to exist also in Y.
4.5 Rhombic tilings and shell formula
Although the formula (4.42) for the value of generating function of ψ-charges when acting
on a plane partition Λ is rather explicit, there are many cancellations between contributions
of neighbouring boxes. There is another formula by [39], the shell formula, which does not
involve the boxes in the bulk part of the plane partition, but only those that are on the
surface.
In order to explain the shell formula combinatorially, we will describe the plane partition
in the dual picture which is that of rhombic tilings of the plane. Let us focus for simplicity on
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Figure 3: A representation of the highest weight state of the vacuum representation of Y as
a rhombic tiling of the plane. There is one trivalent vertex at the centre and three half-lines
extending from the centre to infinity along which the orientation of tiles changes. All the
vertices except for the central one are four-valent.
the plane partitions which have trivial Young diagram asymptotics (these plane partitions
are in 1-1 correspondence with states in the vacuum representation) and furthermore let us
consider the uncharged representations (those that have ψ1 = 0). It is useful to first consider
all the octants ofR3 except for the positive one filled with boxes (until now we didn’t consider
these octants at all and we were only building plane partitions in the positive octant). When
viewed from a distant point in (1, 1, 1)-direction towards the origin (0, 0, 0), the vacuum
configuration looks as illustrated in figure 3 - it is a rhombic plane tiling with three sectors,
in each of these three sectors the tiles have the same orientation. Any other plane partition
will correspond to a unique rhombic tiling of the plane that is asymptotically same as the
vacuum tiling (but not all the tilings correspond to a valid plane partition!). From the
definition of the plane partition we know that if there is a box at position (x1, x2, x3), all the
boxes (x1− l, x2− l, x3− l), l ∈ N are also in Λ. This lets us uniquely reconstruct the plane
partition from its projection to plane orthogonal to vector (1, 1, 1), which is the rhombic
tiling of plane. Addition or removal of the box in the plane partition picture corresponds to
operation
(4.60)
on the tiling.
We can now turn to the generating function of conserved charges ψΛ(u) associated to
plane partition Λ. From (4.42) we know that it is a rational function with zeros and poles at
u = x1h1 +x2h2 +x3h3 where xj ∈ Z. Since the overall normalization is fixed, we only need
to understand for each point the order of zero or pole at these points. Let us now choose a
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point with coordinates (x1, x2, x3) such that points
(x1, x2, x3) + l(1, 1, 1) (4.61)
with l < 0 are in Λ while points with l > 0 are not in Λ. The order of zero or pole at
u =
∑
j xjhj depends only on boxes
(x1 ± 1, x2, x3), (x1, x2 ± 1, x3) and (x1, x2, x3 ± 1) mod (1, 1, 1), (4.62)
see (2.5). Because of the plane partition property, the contribution of boxes deeper in (1, 1, 1)
direction exactly cancels out. This reduces the consideration only to neighbouring boxes.
There are 18 possible neighbouring configurations:
simple pole: 1 0
0 0
2 2
2 1
no contribution: 1 1
0 0
1 0
1 0
2 0
0 0
1 1
1 1
2 2
0 0
2 0
2 0
2 2
1 1
2 1
2 1
2 2
2 0
simple zero: 1 1
1 0
2 1
0 0
2 0
1 0
2 1
1 1
2 1
2 0
2 2
1 0
(4.63)
double zero: 2 1
1 0
For example the configuration of boxes
1 1
1 0
↔ (4.64)
contributes to ψΛ by a simple zero at position of the vertex at (1, 1, 1) (we don’t consider
other zeros and poles at the moment). In the rhombic tiling picture, we find up to rotations
5 different types of local configurations as shown in the following table:
local configuration
example partition 2 1
1 0
1 1
1 0
1 1
0 0
1 1
1 1
1 0
0 0
valence of the vertex 6 5 4 4 3
order of zero in ψΛ(u) 2 1 0 0 -1
It is clear from the table that the quantity that ultimately determines the order of pole or
zero at any given point is just the number of edges entering the given vertex. Looking back
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Figure 4: Example rhombic tiling which corresponds to a plane partition with three boxes.
Apart from 4-valent vertices, there are six trivalent vertices and five 5-valent vertices.
at the vacuum charges (4.12), we see that the pole at u = 0 comes from the trivalent vertex
at the origin (see figure 3) and there is an overall factor of u + ψ0σ3 which is not related
to the tiling (for generic ψ0). To summarize, in the rhombic tiling picture, the generating
function of charges ψΛ(u) of a given configuration Λ is given by
ψΛ(u) = (u+ ψ0σ3)
∏
v∈vert(Λ)
(u− hv)val(v)−4 (4.65)
Here the product is over all vertices v of the tiling and for each vertex hv is the weighted
coordinate of the vertex x1h1 + x2h2 + x3h3 and val(v) is its valence (number of edges that
end at this vertex). The constraint (2.1) has also a natural meaning in the tiling picture,
since the direction (1, 1, 1) is projected out and we don’t see it:
h1h2
h3
The points whose xj coordinates differ by a multiple of (1, 1, 1) are identified in the tiling
picture.
Now it is clear why the residue formulas (4.45) and (4.46) require the simple pole in
order to add or remove a box - the basic move (4.60) only affects the three faces around a
trivalent vertex and these are the only places where ej and fj can act.
To illustrate these results on an example, let us consider the plane partition
1 1
1 0
(4.66)
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The corresponding tiling is shown in figure 4. Apart from four-valent vertices which give no
contribution to ψΛ(u), we have 6 trivalent vertices at values of u
h1, h2, h3, h1 + h2, 2h1, 2h2 (4.67)
and five 5-valent vertices at u equal to
0, h1 + 2h2, 2h1 + h2, 2h1 + h3, 2h2 + h3 (4.68)
We can thus write immediately the generating function of charges for this configuration
(u+ ψ0σ3)u(u− h1 − 2h2)(u− 2h1 − h2)(u− 2h1 − h3)(u− 2h2 − h3)
(u− h1)(u− h2)(u− h3)(u− 2h1)(u− 2h2)(u− h1 − h2) (4.69)
which is the same as what (4.42) gives.
4.6 Free boson representation
If we want to relate Y andW1+∞, we should be able to find a free-boson representation of Y
which is just the tautological representation of û(1) factor of W1+∞. We will start with free
boson representation of linear W1+∞ and try to deform it. Let us first fix the parameters of
algebra. First, we will fix the rescaling symmetry α to have
ψ0 = 1. (4.70)
Furthermore, we expect one of W∞ λ-parameters to be equal to 1 for representation on one
free boson. This will allow us to have a representation only on (two-dimensional) partitions
instead of full plane partitions. In section 5.6 we will see how this is related to appearance
of a null state in the vacuum representation at level 2. As result of existence of this null
state, the box creation operators in the irreducible representation will not produce any boxes
outside of the first layer of the boxes.
With no loss of generality, we can choose λ3 = 1, so that
h1 = h
h2 = −h−1
h3 = −h+ h−1 (4.71)
σ2 = 1− h2 − h−2
σ3 = h− h−1
Assuming the same mode grading and spin filtration as in the linear W1+∞, we have to
identify
e0 ↔ a−1
f0 ↔ −a+1 (4.72)
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as before. So all that remains is to fix the ψ3 generator.
To find ψ3, we will proceed indirectly. It is well known that û(1) is naturally represented
on Young diagrams. In fact, the usual representation has natural basis where Young dia-
grams correspond to Schur functions (and through boson-fermion correspondence this basis
is mapped to similarly simple basis of states created by fermion creation operators). We
know a representation of Y on Young diagrams, the representation of section 4.4. Specializ-
ing (4.12) to the choice of parameters (4.71), we see that the vacuum should have charges
ψ(u) |0〉 = u+ h− h
−1
u
|0〉 (4.73)
and the state corresponding to Young diagram λ = (λ1, λ2, . . .) should have the charges
(4.42)
ψλ(u) =
u+ h− h−1
u
∏
j>0
(u− λjh1 − jh2)(u− λjh1 − jh2 + h1 + 2h2)
(u− λjh1 − jh2 + h1 + h2)(u− λjh1 − jh2 + h2)×
× (u− jh2 + h1 + h2)(u− jh2 + h2)
(u− jh2)(u− jh2 + h1 + 2h2) . (4.74)
From this we can extract the individual charges up to spin 3,
ψ1 |λ〉 = 0
ψ2 |λ〉 = 2
∑
j
λj (4.75)
and
ψ3 |λ〉 =
∑
j
[3λj(λj − 1)h1 + 6(j − 1)λjh2 + 2λjh1h2h3] |λ〉 . (4.76)
These relations are clearly symmetric under exchange h1 ↔ h2 with simultaneous transpo-
sition of λ, since for any Young diagram∑
j
λj(λj − 1) =
∑
j
2(j − 1)λTj . (4.77)
The main difference between the deformed case, h 6= ±1 and the symmetric case of Schur
polynomials (and linear W1+∞) is that now the rows and columns of the Young diagrams
are weighted by a different factor. The corresponding generalization of Schur polynomials
with similar row-column asymmetry are the well-known Jack polynomials. We want to find
an operator whose action on Jack polynomials has same eigenvalues as ψ3. First of all, the
Laplace-Beltrami operator [62, 63]
D(α) =
α
2
∑
j
x2j∂
2
j +
∑
j 6=k
x2j
xj − xk ∂j (4.78)
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is diagonal in the basis of Jack polynomials with eigenvalue
D(α)J
(α)
λ (x) =
∑
j
[α
2
λj(λj − 1)− (j − 1)λj + (n− 1)λj
]
J
(α)
λ (x). (4.79)
Comparing this to values of ψ3 above, we can identify
ψ3 = 6h
−1D(α = h2)− 6h−1(n− 1)E + 2(h− h−1)E (4.80)
where E is the Euler operator. To express this in terms of the bosonic oscillators, we need
to rewrite the action of these operators on the power sum symmetric polynomials (which
are the objects usually corresponding to bosonic mode operators). We find
D(α) =
α
2
∑
l>0
l(l − 1)pl ∂
∂pl
+
α
2
∑
k,l>0
klpk+l
∂2
∂pk∂pl
+
1
2
∑
k,l>0
pkpl(k + l)
∂
∂pk+l
− 1
2
∑
l>0
l(l + 1)pl
∂
∂pl
+ n
∑
l>0
lpl
∂
∂pl
. (4.81)
Using this, we can finally write ψ3 as differential operator acting on symmetric polynomials
ψ3 = 3h
∑
k,l>0
klpk+l
∂2
∂pk∂pl
+3h−1
∑
k,l>0
pkpl(k+ l)
∂
∂pk+l
+(h−h−1)
∑
l>0
(3l−1)lpl ∂
∂pl
. (4.82)
Identifying the bosonic creation-annihilation operators
h−1pl ↔ a−l
hl
∂
∂pl
↔ a+l (4.83)
(which differs from the usual identification only by an irrelevant rescaling β) we finally find
ψ3 = 3
∑
k,l>0
(a−k−lakal + a−ka−lak+l) + (h− h−1)
∑
l>0
(3l − 1)a−lal. (4.84)
This is our candidate for ψ3 in the bosonic representation of Y. By construction, this
operator acting on bosonic Fock space has exactly the same eigenvalues that we expect from
ψ3.
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Verification of the commutation relations Let us verify that the first of relations
(Y1), for j = k = 0 is satisfied. First, we compute ej and fj using (Y4),
e1 =
∑
j>0
a−j−1aj
f1 = −
∑
j>0
a−jaj+1
e2 =
∑
j,k>0
[a−j−k−1ajak + a−ja−kaj+k−1] + (h− h−1)
∑
j
ja−j−1aj
f2 = −
∑
j,k>0
[a−j−k+1ajak + a−ja−kaj+k+1]− (h− h−1)
∑
j
ja−jaj+1 (4.85)
e3 =
∑
j,k,l>0
[a−j−k−l−1ajakal + a−ja−ka−laj+k+l−1]
+
3
2
∑
j+k=l+m+1
a−ja−kalam +
1
2
∑
j
j(j + 1)a−j−1aj
+
σ3
2
∑
j,k>0
(3j + 3k)a−j−k−1ajak +
σ3
2
∑
j,k>0
(3j + 3k − 4)a−ja−kaj+k−1
+ σ23
∑
j>0
j2a−j−1aj
and from these we easily see that
ψ1 = 0
ψ2 = 2
∑
j>0
a−jaj . (4.86)
Now we can verify that the first quadratic relation (Y1) is satisfied: we have
[e3, e0] = 3
∑
j,k>0,j+k>2
a−ja−kaj+k−2 + 3
∑
j,k>0
a−j−k−2ajak
+ 3σ3
∑
j>0
(j + 1)a−j−2aj + (1 + σ23)a−2 + σ3a
2
−1
[e2, e1] =
∑
j,k>0,j+k>2
a−ja−kaj+k−2 +
∑
j,k>0
a−j−k−2ajak + σ3
∑
j>0
(j + 1)a−j−2aj
[e1, e0] = a−2 (4.87)
{e0, e0} = 2a2−1
which satisfy
2 [e3, e0]− 6 [e2, e1] + 2σ2 [e1, e0]− σ3 {e0, e0} = 0 (4.88)
as we need.
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Zero modes Our choice of ψ3 did not contain any zero mode operators a0 (which slightly
simplified the computations). From point of view of û(1) this element is central (just like
ψ1). It can be easily introduced by the spectral shift transformation of section 2.3. Since it
will be useful to have an expression for shifted ψj in the following, here they are:
ψ0 = 1
ψ1 = a0 (4.89)
ψ2 = a
2
0 + 2
∑
j>0
a−jaj
and most importantly
ψ3 = a
3
0 + 6a0
∑
j>0
a−jaj + 3
∑
j,k>0
(a−j−kajak + a−ja−kaj+k)
+ σ3
∑
j>0
(3j − 1)a−jaj (4.90)
Except for the last term in ψ3, these can be written as zero modes of normal-ordered powers
of û(1) current which are local operators. The last term, however, contains∑
j>0
ja−jaj =
1
2
∑
j∈Z
|j| :a−jaj : (4.91)
which is not of this form. One could use the Hilbert transform on the circle as in the
discussions of the Benjamin-Ono equation [64] to rewrite this term, but we won’t need this
at this point. The necessity of using this Hilbert transform is manifestation of the non-local
nature of the transformation between W1+∞ and Yangian generators.
5 W1+∞ representations
In this last part, we apply what we learned about Y to W1+∞ representations. First we
study large N behaviour of WN characters of completely degenerate representations. For
generic values of parameters λj , these characters turn out to be given by specialization of
the topological vertex from topological strings to two non-trivial labels (third label being
empty). The application of triality symmetry shows that the set of completely degenerate
representations ofW1+∞ parametrized by two Young diagrams as in [45] is not closed, so even
independently one is tempted to include the third label parametrizing this set of irreducible
representations. The equality with the topological vertex reinforces this expectation so one
is lead to conjecture that the set of completely degenerate representations of W1+∞ that we
are considering should be labelled by three Young diagram instead of two. The reason why
the third label did not appear when restricting toWN will be clear later from the discussion
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of the degenerate states: truncation from W1+∞ to W1+N corresponds combinatorially to
restriction to plane partitions which have height bounded in one of the directions by N .
This simple geometric condition, which is easily verified for the vacuum character, does not
allow the plane partitions to have a non-trivial asymptotics in one of the directions when
considered in W1+N .
In the next section, we want to identify the U -charges of W1+∞ of primary states as
considered in [52] to ψ(u) charges which can be read of combinatorially from the plane
partition or the plane tiling picture. The identification is quite nice if we introduce a new
generating function for U -charges motivated by the study of shifted Schur polynomials by
Okounkov and Olshanski [65].
The following short section discusses the Schiffmann-Vasserot linearization - the con-
struction of different basis of the Baxter subalgebra which has nice commutation relations
with ej and fj . Using this map, one can easily understand that Y and the Schiffmann-
Vasserot algebra constructed as a limit of spherical degenerate double affine Hecke algebras
of GL(N) are in fact the same algebra.
In the next section we try to find an explicit map between Y and W1+∞ using the free
boson representations and coproduct. The construction almost goes through, apart from one
term in the ψ3. The reason for this mismatch is that the natural coproducts of Y andW1+∞
differ as was already discussed in [28]. Modifying this coproduct, we find an expression for
ψ3 in terms of U -basis mode operators in W1+∞. This formula is one of the main results of
this article and allows us to map between Y and W1+∞. Although it is not proven, every
test of this formula that we were able to do matches nicely. The most non-trivial of this is
the exact match of ψ3 eigenvalues in the vacuum representation up to level 6, which means
that all 95 eigenvalues that we computed are exactly the same for all values of hj .
The following section focuses on one of the completely degenerate representation of Y, the
representation with asymptotics (,,). We compute the character of this representation
in two different ways, verifying most of the results found so far. In one direction, the
topological vertex gives us directly a prediction for the character of this representation. On
the other hand, from the plane partition picture we can determine the ψ(u) charges of the
highest weight state, translate these charges to U -charges ofW1+∞ and use the commutation
relations of W1+∞ from [52] to compute the rank of the Shapovalov form. The fact that
these two computations match is a non-trivial verification of all the steps involved in this
check. It also non-trivially verifies the correctness of the commutation relations for W1+∞
found in [52].
In the last part we discuss what happens if hj parameters are non-generic. First of all, we
translate the equations for null states in the vacuum representation from [52] to Y and show
on examples that in Y these states are eigenstates of the Baxter subalgebra generators. The
last part considers the minimal model describing the Lee-Yang singularity in detail. The
characters of irreducible representations studied in detail in [66] can be described in terms
of the box counting.
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5.1 Characters and topological vertex
In this section we will study characters of irreducible representations of W1+∞ and find
correspondence between these and the topological vertex of the topological string theory.
Let us first review what is known from the representation theory ofWN [2] which is in many
aspects quite similar to representation theory of the Virasoro algebra. The highest weight
representations of WN are labelled by N − 1 charges, one of them being the L0 eigenvalue
(the conformal dimension). The precise choice of these charges depends on the choice of the
generating fields of WN . For generic values of the highest weights and the central charge c
the whole Verma module is irreducible and its character is simply
χV (q) = TrV q
L0−c/24 = qh−c/24
∞∏
n=1
1
(1− qn)N−1 . (5.1)
If we tune the values of the highest weights to non-generic values (still keeping the generic
values of the central charge), the Verma module can develop null states and is no longer
irreducible. If we in addition tune the value of the central charge, more null states can
appear for special values of the central charge (the minimal models) and to get irreducible
representation, we must remove also these.
In the case of the Virasoro algebra we have for a generic value of c special degenerate
representations with highest weight hr,s parametrized by two positive integers r and s and
these representations have first null state at level rs. For WN (which is of rank N −1) there
can be up to N − 1 independent null states of this kind, each of them being associated to an
algebraic condition on highest weights. This means that the highest weight representations
which have maximum number of null states (still for generic c) have highest weights that are
discrete (codimension N − 1) set in the full N − 1-dimensional space of highest weights. In
the following, we will be interested in representations with these special highest weights and
we will call them (following [2], section 6.4.2) the completely degenerate representations.
For WN , these completely degenerate representations are parametrized by a pair of Young
diagrams with at most N − 1 rows (this is the usual condition for representations of su(N)).
Our goal is to find the character of completely degenerate representations of W1+∞ at
generic values of λj . In order to do this, we will first find characters of completely degenerate
representations ofWN for a generic value of the central charge and argue that taking formally
the limit N →∞ results in character ofW∞ that we want to find. The reason why this works
is that the q-expansion of characters of completely degenerate representations stabilizes as
we increase N . From W∞ point of view, the lowest lying null state that appears for λ = N
is at level N + 1, so as N increases, the characters of WN approach those of W∞ (the null
states associated to WN truncation move to infinity).
A simple example to illustrate this is the vacuum representation ofWN for generic value
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of the central charge. Here the character is
χvac,WN ∼
N∏
s=2
∞∏
j=0
1
1− qs+j (5.2)
which is in particular
χvac,Vir ∼ 1 + q2 + q3 + 2q4 + 2q5 + . . .
χvac,W3 ∼ 1 + q2 + 2q3 + 3q4 + 4q5 + . . .
χvac,W4 ∼ 1 + q2 + 2q3 + 4q4 + 5q5 + . . . (5.3)
χvac,W5 ∼ 1 + q2 + 2q3 + 4q4 + 6q5 + . . .
χvac,W∞ ∼ 1 + q2 + 2q3 + 4q4 + 6q5 + . . . .
We see that the series expansion of the character of the vacuum representation for WN is
equal to that ofW∞ for all levels up to level N (while at the next level the null state appears).
Analogous results hold for characters of other completely degenerate representations. Note
however, that this is not necessarily true for other classes of representations. For example,
the Verma modules ofWN (which are irreducible for generic choice of highest weights and so
stand at the opposite extreme than the completely degenerate representations) have N − 1
states at level 1, so there is no analogous stabilization as N →∞. In fact the Verma module
of W1+∞ has infinite states at level 1 so the usual notion of (unrefined) character does
not make sense in this case. Fixing the completely degenerate representation when sending
N →∞ is a natural choice of the N -dependence of the weights as we take the limit.
Let us now proceed to computation of characters. The starting point is the character
formula for the irreducible completely degenerate representation (Λ+,Λ−) of WN minimal
model (p′, p) (see [2, 44]),
χ(Λ+,Λ−) ≡ q−c/24 Tr qL0 = 1
ηN−1
∑
α
∑
w∈W
(w)q
1
2pp′ [p
′w(Λ++ρ)−p(Λ−+ρ)+pp′α]2 . (5.4)
Here (Λ+,Λ−) are the two Young diagrams parametrizing the highest weight representation,
η(q) is the Dedekind eta function
η(q) = q1/24
∞∏
n=1
(1− qn), (5.5)
the sum over α goes over the roots of sl(N) root lattice (which we represent as elements
of ZN constrained to have total sum of the entries equal to zero), W is the Weyl group of
sl(N) which is the symmetric group SN . (w) is the sign of the permutation w, ρ is the
Weyl vector of sl(N) with components
ρ =
(
N − 1
2
,
N − 3
2
, . . . ,−N − 1
2
)
(5.6)
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and the square in the exponent is evaluated in the weight space of sl(N) with the usual
normalizations, for example
ρ2 =
1
4
N∑
j=1
(N + 1− 2j)2 = (N − 1)N(N + 1)
12
. (5.7)
ForWN minimal models, p′ and p are two coprime integers which parametrize the central
charge. If we move the central charge away from these special minimal model values, the
null states that are taken into account by summation over the roots α of the root lattice do
not contribute. The correct character formula in this case is simpler,
χ(Λ+,Λ−) =
1
ηN−1
∑
w∈W
(w)q
1
2pp′ [p
′w(Λ++ρ)−p(Λ−+ρ)]2 . (5.8)
One can argue similarly as above using the stabilization of characters as we increase p′ and
p. Notice also that for p′/p irrational the powers of q would not differ by integers which
clearly cannot happen in an irreducible representation.
Before taking the limit N → ∞, we should strip off the factor qh−c/24 which is N -
dependent:
χ(Λ+,Λ−) = qh(Λ+,Λ−)−c/24
∑
w∈W (w)q
−(w(Λ++ρ)−(Λ++ρ),Λ−+ρ)∏∞
j=1(1− qj)N−1
(5.9)
Here and in the following we use the notation (·, ·) for the inner product in the weight space
and
h(Λ+,Λ−) =
1
2pp′
[
p′(Λ+ + ρ)− p(Λ− + ρ)
]2 − (p′ − p)2
2pp′
ρ2 (5.10)
is the conformal dimension of the highest weight vector in representation (Λ+,Λ−) and
c = (N − 1)− 12(p
′ − p)2
pp′
ρ2 = (N − 1)
(
1− N(N + 1)(p
′ − p)2
pp′
)
(5.11)
is the central charge. Because of the inequality
(w(Λ+ + ρ),Λ− + ρ) < (Λ+ + ρ,Λ− + ρ) (5.12)
which holds for any Λ± in (the closure of) the positive Weyl chamber, the sum over Weyl
reflections in the numerator has an expansion 1 + O(q). The same is clearly true for the
denominator so we are thus lead to define
χ˜(Λ+,Λ−) = lim
N→∞
∑
w∈SN (w)q
−(w(Λ++ρ)−(Λ++ρ),Λ−+ρ)∏∞
n=1(1− qn)N
(5.13)
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as a (rescaled) character of irreducible completely degenerate W1+∞3 representation for
generic values of λ-parameters (in particular at generic value of central charge). As discussed
above, the limit above is well-defined (both algebraically and analytically). It is useful to
split it into two parts,
χ˜(Λ+,Λ−) = lim
N→∞
∑
w∈SN (w)q
−(w(Λ++ρ)−(Λ++ρ),Λ−+ρ)∑
w∈SN (w)q
−(w(ρ)−ρ,ρ)
∑
w∈SN (w)q
−(w(ρ)−ρ,ρ)∏∞
j=1(1− qj)N
. (5.14)
Using the Weyl denominator formula∑
w∈W
(w)q−(w(ρ)−ρ,Λ) =
∏
α∈∆+
(1− q(α,Λ)) (5.15)
(the sum runs over the positive roots) which in our case reduces to
∑
w∈W
(w)q−(w(ρ)−ρ,ρ) =
∏
α∈∆+
(1− q(α,ρ)) =
N∏
j=1
(1− qj)N−j (5.16)
we find that the second part which is the vacuum character goes to∑
w∈SN (w)q
−(w(ρ)−ρ,ρ)∏∞
j=1(1− qj)N
=
N∏
j=1
∞∏
k=j
1
1− qk → χ˜vac =
∞∏
j=1
1
(1− qj)j ≡M(q) (5.17)
which is the famous MacMahon function counting the plane partitions. We are thus left
with
χ˜(Λ+,Λ−)
χ˜vac
≡ P(Λ+,Λ−) = lim
N→∞
PN (Λ+,Λ−) (5.18)
where
PN (Λ+,Λ−) =
∑
w∈SN (w)q
−(w(Λ++ρ)−(Λ++ρ),Λ−+ρ)∑
w∈SN (w)q
−(w(ρ)−ρ,ρ) . (5.19)
The functions PN appear (up to an overall factor) as matrix elements of modular S-
transformation of affine su(N) characters or as Chern-Simons Hopf link invariants [67]. They
are symmetric in Young diagrams Λ+ and Λ− (because the Weyl reflections are orthogonal
with respect to Killing form) and by definition have value 1 at q = 0. For finite N , they are
polynomials in q, but as N →∞ they greatly simplify and become simple rational functions
of q. For example, the simplest one is
PN ( , ·) =
N−1∑
j=0
qj =
1− qN
1− q →
1
1− q . (5.20)
3A careful reader notices that we reintroduced the u(1) factor of W1+∞ compared to W∞ considered
previously by shifting N − 1→ N in the exponent of the denominator.
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The Weyl character formula for su(N) contains PN so we can express PN using the Schur
polynomials,
S
(N)
λ (xj = q
−µj−ρj ) = q−
|λ||µ|
N
∑
w∈SN (w)q
−(w(λ+ρ),µ+ρ)∑
w∈SN (w)q
−(wρ,µ+ρ) (5.21)
with ρ as in (5.6). We can view this formula as a determinantal expression for Schur
polynomials or as Weyl character formula for su(N) knowing that Schur polynomials are
characters of irreducible su(N) representations. A small subtlety is the extra power of q
which comes from the fact that on the right-hand side we are using the Killing form on the
weight space of su(N),
(λ, µ) =
∑
j
λjµj − 1
N
∑
j
λj
∑
k
µk ≡
∑
j
λjµj − |λ||µ|
N
. (5.22)
Combining expressions (5.19) and (5.21) we find
PN (Λ+,Λ−) = q(Λ++ρ,Λ−+ρ)−(ρ,ρ)q
|Λ+||Λ−|
N S
(N)
Λ+
(x = q−Λ−−ρ)S(N)Λ− (x = q
−ρ)
= q
∑
j(Λ+jΛ−j+ρjΛ+j+ρjΛ−j)S
(N)
Λ+
(xj = q
−Λ−j−ρj )S(N)Λ− (xj = q
−ρj ) (5.23)
and in particular
PN (Λ, ·) = q(Λ,ρ)S(N)Λ (x = q−ρ) (5.24)
We can use this to invert the relations above and find expression for Schur polynomials in
terms of PN functions,
S
(N)
Λ+
(x = q−Λ−−ρ) = q−
∑
j Λ+j(Λ−j+ρj)PN (Λ+,Λ−)
PN (·,Λ−) (5.25)
Characters evaluated at q±ρ are often called the quantum dimension of a given representa-
tion. At finite N , there is an explicit formula for those in terms of the Young diagram Λ
[67, 68],
S
(N)
Λ (q
ρ) =
∏
1≤j<k≤rows(Λ)
q
Λj−Λk−j+k
2 − q−
Λj−Λk−j+k
2
q
k−j
2 − q− k−j2
rows(Λ)∏
j=1
Λj∏
k=1
q
N+k−j
2 − q−N+k−j2
q
k−j+rows(Λ)
2 − q− k−j+rows(Λ)2
.
(5.26)
which simplifies in the N →∞ limit,
P(Λ, ·) =
∏
1≤j<k≤rows(Λ)
1− qΛj−Λk+k−j
1− qk−j
rows(Λ)∏
j=1
Λj∏
k=1
1
1− qk−j+rows(Λ)
=
∏
∈Λ
1
1− qhook() . (5.27)
This hook formula gives an easy combinatorial expression for the characters when one of the
Young diagrams is empty.
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Topological vertex The N → ∞ limit of (5.23) can be expressed using a specialization
of the topological vertex [69], which is the partition function of topological A model on C3.
Combinatorially, it is a counting function of the plane partitions with asymptotics given by
three Young diagrams (λ, µ, ν) [70]. We will use the expression from [70],
C(λ, µ, ν) = q 12κ(λ)+ 12κ(ν)SνT (qρ˜)
∑
η
SλT /η(q
ν+ρ˜)Sµ/η(q
νT+ρ˜) (5.28)
with
κ(λ) =
∑
j
(
λ2j − (2j − 1)λj
)
=
∑
j
(
λ2j − λT2j
)
(5.29)
and ”renormalized” Weyl vector of sl(∞)
ρ˜ = (−1/2,−3/2,−5/2, . . .) (5.30)
For comparison with Schur functions of finite number of variables and characters of W1+∞
let us use the identity
Sλ/µ(q
ρ˜+ν) = (−1)
∑
j(λj−µj)SλT /µT (q
−ρ˜−νT ) (5.31)
from [70]4 to rewrite the topological vertex in more useful form
C(λ, µ, ν) = (−1)
∑
j(λj+µj+νj)q
1
2
κ(λ)+ 1
2
κ(ν)Sν(q
−ρ˜)
∑
η
Sλ/η(q
−ρ˜−νT )SµT /η(q
−ρ˜−ν). (5.32)
Specializing now to the case of only two asymptotic Young diagrams, we have
C(·, µT , ν) = (−1)
∑
j(µj+νj)q
1
2
κ(ν)Sν(q
−ρ˜)Sµ(q−ρ˜−ν) (5.33)
which we can directly compare to (5.23) and we find
P(Λ+,Λ−) = (−1)
∑
j(Λ+j+Λ−j)q
∑
j(Λ+jΛ−j+(1/2−j)Λ+j− 12 Λ2−j)C(·,ΛT+,Λ−)
= (−1)
∑
j(Λ+j+Λ−j)q
∑
j(Λ+jΛ−j− 12 ΛT2+j− 12 Λ2−j)C(·,ΛT+,Λ−) (5.34)
This means that the character of completely degenerate representations ofW1+∞ that come
from representations ofWN is equal (up to an overall normalization) to the topological vertex
with two asymptotic labels. It is not possible to see representations with three asymptotic
labels inWN , because the truncations to spins up toN corresponds combinatorially to having
maximum height of plane partition bounded by N . But since there is no such restriction in
W1+∞, one is lead to conjecture that also the representations which have three asymptotic
Young diagrams are completely degenerate representations of W1+∞ and furthermore that
4Note that there is an extra transposition in the exponent compared to [70] necessary for this identity to
work.
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Figure 5: The minimal configuration of boxes with asymptotic Young diagrams (Λ13,Λ23) =(
,
)
.
their character is given (up to a normalization) by the full topological vertex with three
non-zero Young diagrams. We will verify this conjecture at lower levels for the simplest
representation which has all the asymptotics nontrivial - the representation (,,) - in
section 5.5.
The topological vertex has an important property which is its cyclicity,
C(λ, µ, ν) = C(µ, ν, λ) = C(ν, λ, µ). (5.35)
This combined with the expression (5.34) for the pairing function lets us express the pairing
function P(µ, ν) in terms of the quantum dimensions of the representations
P(µ, ν) = q− 12
∑
j(µj−νj)2
∑
η,τ,σ
q
1
2
∑
j(τ
2
j +σ
2
j )NµητN
ν
ησP(τ, ·)P(σ, ·). (5.36)
Here the coefficients Nλµν are the Littlewood-Richardson coefficients of su(∞). For Young
diagrams with small number of boxes using this formula is quite efficient.
5.2 Identification of charges of primary states
In this section we will compute the highest weight charges (in particular L0 eigenvalue) of
the highest weight state of W1+∞ representation labelled by two Young diagrams. These
are the completely degenerate representations that come naturally from the representation
theory of WN . As was described in the previous section, this highest weight state should
combinatorially correspond to minimal configuration of boxes which asymptotically approach
two Young diagrams, Λ23 in x1 → ∞ direction and Λ13 in x2 → ∞ direction. An example
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of such configuration with asymptotics
Λ23 = Λ13 = (5.37)
is given in figure 5.
Before looking for a general formula for ψ(u) charges of the asymptotic configuration
(Λ13,Λ23), let us look at behaviour of ψ1 and
1
2ψ2 charges, which are in CFT language J0
and L0. From the commutation relation (Y4’) we see that each box in partition gives a
contribution 1 to L0 eigenvalue and zero contribution to J0 eigenvalue. If we try to build an
infinite tower of boxes in x1 direction asymptotic to (∞, x2, x3), naively we would expect the
J0 eigenvalue of this configuration to vanish while L0 eigenvalue of this configuration should
blow up. But the generating function of ψ(u) charges provides a natural regularization of
this infinite sum leaving us with a finite result for the L0 eigenvalue of the highest weight
state. Perhaps surprisingly, this regularized sum is precisely equal to the result in W1+∞
representation theory which is given in terms of quadratic Casimir operators.
A tower of n boxes in x1 direction at coordinates (x2, x3) in 2 − 3 plane contributes to
ψ(u) by a factor (see 4.42)
n∏
j=1
ϕ(u− jh1 − x2h2 − x3h3) = (u− x2h2 − x3h3)(u− x2h2 − x3h3 − h1)
(u− x2h2 − x3h3 + h2)(u− x2h2 − x3h3 + h3)× (5.38)
× (u− x2h2 − x3h3 − nh1 + h2)(u− x2h2 − x3h3 − nh1 + h3)
(u− x2h2 − x3h3 − nh1)(u− x2h2 − x3h3 − nh1 + h2 + h3) .
Asymptotic expansion of this expression at u→∞ is
1 +
2nσ3
u3
+ · · · (5.39)
so we see that the contribution of this configuration to charge ψ1 is zero while the contribution
to the energy 12ψ2 is n as stated above. Now let us take the limit in the opposite order, first
sending n→∞ at fixed value of u (and other parameters) and only after that expanding at
u→∞. The infinite products becomes simply
∞∏
j=1
ϕ(u− jh1 − x2h2 − x3h3) = (u− x2h2 − x3h3)(u− x2h2 − x3h3 − h1)
(u− x2h2 − x3h3 + h2)(u− x2h2 − x3h3 + h3) (5.40)
and the u→∞ expansion is now
1− σ3
h1u2
− σ3(h1 + 2x2h2 + 2x3h3)
h1u3
+ · · · (5.41)
We see that two things happened. First of all, the charge ψ1 is now no longer zero, but it
gets contribution − 1h1 from the single box at x1 → ∞. Second, there is a finite non-trivial
contribution of this configuration to the L0 eigenvalue.
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Computation of ψ(u) for two asymptotic labels Now we want to determine ψ(u) for
the minimal configuration of boxes with asymptotics (Λ13,Λ23) like the one in the figure 5.
The configuration of boxes with two asymptotic Young diagrams Λ13 and Λ23 has layers at
constant x3 = j as shown in the figure 6. After combining the individual piles of boxes as
in (5.41) in both x1 and x2 directions and removing the boxes in the intersection of two
orthogonal piles that we counted twice, we find for the ψ(u) eigenvalues for the full minimal
configuration the expression
ψ(u) |Λ13,Λ23〉 = u+ ψ0σ3
u
∏
j>0
(u− jh3 + h3)(u− h1Λ13,j − h2Λ23,j − jh3)
(u− jh3)(u− h1Λ13,j − h2Λ23,j − jh3 + h3) |Λ13,Λ23〉 .
(5.42)
Note that almost all the factors cancelled in the product. If only a finite number of Λ13,j
and Λ23,j are nonzero (which we generally assume), the infinite product reduces to a finite
product. Furthermore, the dependence on Λ13 and Λ23 is only through the combination
Λj ≡ h1Λ13,j + h2Λ23,j (5.43)
and in fact is a symmetric function of variables Λj + h3j.
Λ23,j
Λ13,j
x2
x1
Figure 6: j-th layer of a highest weight configuration of boxes with two asymptotic Young
diagrams Λ13 and Λ23.
In particular, the first few charges are
ψj |Λ13,Λ23〉 = ψΛ,j |Λ13,Λ23〉 (5.44)
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with
ψΛ,1 = − 1
h1h2
∑
j
Λj
ψΛ,2 = − 1
h1h2
∑
j
Λ2j −
h3
h1h2
∑
j
(2j − 1)Λj − ψ0h3
∑
j
Λj
ψΛ,3 = − 1
h1h2
∑
j
(
Λ3j + h3(3j − 2)Λ2j + h23(3j2 − 3j + 1)Λj
)
(5.45)
+
h3
h1h2
∑
j<k
ΛjΛk − ψ0h3
∑
j
(
Λ2j + h3(2j − 1)Λj
)
.
The ψ1 charge just counts the number of asymptotic boxes,
ψΛ,1 = − 1
h1
∑
j
Λ23,j − 1
h2
∑
j
Λ13,j . (5.46)
To compare ψΛ,2 to L0 eigenvalue in W∞, we first need to decouple the spin 1 current. One
way of doing it is by shifting ψ1 eigenvalue to zero using shift in u. Equivalently we can just
look at shift-invariant combination
L
(∞)
0 =
ψ2
2
− ψ
2
1
2ψ0
(5.47)
which is the Virasoro generator ofW∞ (after the spin 1 current is decoupled). The eigenvalue
of this charge on the highest weight configuration (Λ13,Λ23) is now
− 1
2h1h2
∑
j
Λ2j −
h3
2h1h2
∑
j
(2j − 1)Λj − ψ0h3
2
∑
j
Λj − 1
2ψ0h21h
2
2
∑
j,k
ΛjΛk (5.48)
which will later be matched to L0 eigenvalue of (Λ+,Λ−) representations in WN .
Highest weight charges of W∞ representations Now we want to determine the other
highest weights of completely degenerate representations of W∞ which are parametrized by
two Young diagrams (Λ+,Λ−). We will follow the conventions of [52]. First of all, we have
a free-field representation of W1+N in terms of N free bosons
Jj(z)Jk(w) ∼ δjk
(z − w)2 + reg. (5.49)
in terms of which the W1+N generators Uk(z) are
R(z) = :
N∏
j=1
(α0∂ + Jj(z)): =
N∑
k=0
Uk(z)(α0∂)
N−k (5.50)
54
Defining the highest weight state |Λ〉
Jj,0 |Λ〉 = Λj |Λ〉
Jj,m |Λ〉 = 0, m > 0 (5.51)
we can compute the Uk,0 eigenvalues when acting on |Λ〉. Following [2], we can act with
R(z) on |Λ〉 and find that the leading terms are
N∏
j=1
(
α0∂ + Λjz
−1) = N∑
k=0
uk(Λ)z
−k(α0∂)N−k (5.52)
where we denoted the Uk,0 eigenvalues by uk(Λ). Acting now with this differential operator
on zl, l = 0, . . . , N we find a set of equations
N∑
k=0
αN−k0 [l]N−k uk(Λ) =
N∏
j=1
(Λj + α0j − α0(N − l)) (5.53)
Notice that these equations are degree N polynomials in l so if they are satisfied for l =
0, . . . , N , they are satisfied for any l. One way of solving these equations is by noticing that
the left hand side is the binomial transform of the sequence
αk0k!uN−k(Λ) (5.54)
which can be easily inverted and we find
uk(Λ) = α
k−N
0
N−k∑
l=0
(−1)N−k−l
l!(N − k − l)!
N∏
j=1
(Λj + α0j − α0(N − l)) . (5.55)
For example,
u1(Λ) =
N∑
j=1
Λj
u2(Λ) =
∑
j<k
ΛjΛk − α0
∑
j
(j − 1)Λj (5.56)
u3(Λ) =
∑
j<k<l
ΛjΛkΛl − α0
∑
j<k
(j + k − 3)ΛjΛk + α20
∑
j
(j − 1)(j − 2)Λj .
A more useful way of solving the equation for uk(Λ) is using the shifted symmetric functions
of [65]. In particular, the authors introduce shifted elementary symmetric functions
e∗k(x1, . . .) ≡
∑
j1<j2<···
(xj1 + k − 1)(xj2 + k − 2) · · ·xjk . (5.57)
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We can define these functions for a finite number of variables, in which case they are poly-
nomials in xj and satisfy the stability condition
e∗k(x1, . . . , xN ) = e
∗
k(x1, . . . , xN , xN+1 = 0) (5.58)
Analogously to the case of symmetric functions and symmetric polynomials [63], this prop-
erty allows us to consider also an infinite number of variables. The most important property
for our purposes is the existence of the generating series∏
j≥1
u+ xj − j + 1
u− j + 1 =
∑
k≥0
e∗k(x1, . . .)
[u]k
. (5.59)
The equation (5.53) can be written in a similar form,
N∑
k=0
uk(Λ)
(−α0)k [u]k
=
N∏
j=1
u− Λjα0 − j + 1
u− j + 1 (5.60)
with u = N − l − 1. We see that we can make an identification
uk(Λ) = (−α0)ke∗k
(
−Λ1
α0
,−Λ2
α0
, . . .
)
(5.61)
and furthermore we have a nice generating series
UΛ(u) ≡
∑
k≥0
uk(Λ)
(−u)(−u+ α0) · · · (−u+ (k − 1)α0) =
∏
j≥1
u− Λj − α0j + α0
u− α0j + α0 (5.62)
Translation between uk(Λ) and ψk Let us compare the expressions for charges in Y
and in W1+∞. We first identify the parameters
h1h2 = −1
h3 = α0
ψ0 = N (5.63)
Λ = h1Λ13 + h2Λ23 = h1Λ+ + h2Λ−
and under this identification, the generating function of ψ(u) charges becomes
ψΛ(u) =
u−Nα0
u
∏
j≥1
u− Λj − α0j
u− α0j
∏
j≥1
u− Λj − α0j + α0
u− α0j + α0
−1 (5.64)
or
ψΛ(u) =
u−Nα0
u
UΛ(u− α0)
UΛ(u) (5.65)
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By series expanding this function at u = ∞ we find an explicit relations between Yangian
and W-algebra charges (when acting on a highest weight state). For the first few of them,
we have
ψΛ,0 = N
ψΛ,1 = u1
ψΛ,2 = −2u2 + u21 − (N − 1)α0u1
ψΛ,3 = 3u3 − 3u1u2 + u31 + 2(N − 3)α0u2 (5.66)
− (N − 1)α0u21 − (N − 1)α20u1
ψΛ,4 = −4u4 + 4u1u3 + 2u22 − 4u21u2 + u41
− 3(N − 6)α0u3 + (3N − 8)α0u1u2 − (N − 1)α0u31
+ 2(3N − 7)α20u2 − (N − 1)α20u21 − (N − 1)α30u1
This set of relations is triangular, so we can also determine U -charges in terms of ψ-charges
uniquely, remembering that u0 ≡ 1.
Energy Let us now compare the energy eigenvalue on the highest weight state in (Λ+,Λ−)
representation. First of all, we have the spectral shift invariant ψ2 eigenvalue (5.47)
h∞ =
ψΛ,2
2
− ψ
2
Λ,1
2ψΛ,0
= −u2 − (N − 1)α0
2
u1 +
N − 1
2N
u21 (5.67)
which exactly matches the action of zero mode of T∞ on the highest weight state. Plugging
in the explicit expressions (5.56), we have
h∞(Λ+,Λ−) =
1
2
∑
j
Λ2j +
α0
2
∑
j
(2j − 1)Λj − Nα0
2
∑
j
Λj − 1
2N
∑
j,k
ΛjΛk (5.68)
which is precisely (5.48) if we use the identifications (5.63). For comparison with W∞, we
can use (2.33) together with (5.63) and write
h∞(Λ+,Λ−) =
λ2
2
∑
j
Λ+,j − 1
λ1
∑
j
Λ2+,j −
1
λ3
∑
j
(2j − 1)Λ+,j + 1
λ1λ3
∑
j,k
Λ+,jΛ+,k

+
λ1
2
∑
j
Λ−,j − 1
λ2
∑
j
Λ2−,j −
1
λ3
∑
j
(2j − 1)Λ−,j + 1
λ2λ3
∑
j,k
Λ−,jΛ−,j

−
∑
j
Λ+,jΛ−,j +
1
N
∑
j
Λ+,jΛ−,j (5.69)
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which is indeed the same formula as (5.10) if we put
λ1 = N
p− p′
p′
λ2 = N
p′ − p
p
(5.70)
λ3 = N.
5.3 Schiffmann-Vasserot linearization
Since both Y and Schiffmann-Vasserot [28] algebra obtained as a limit of spherical double
affine Hecke algebras of GL(n) act on equivariant cohomology of instanton moduli spaces
and interpolate between WN series of algebras, one might suspect that they are in fact the
same algebra. In this section we will introduce a useful non-linear transformation of the
Baxter algebra generators that makes the connection between Y and SHc manifest [28].
The transformation that we are interested in linearizes the commutation relation between
the elements of Baxter subalgebra and ej and fj generators. In particular, we first define
formal xk variables via
ψ(u) = 1 + σ3
∞∑
j=0
ψj
uj+1
↔
1 + σ3 ∞∑
j=0
cj
uj+1
∏
k
ϕ(u− xk) (5.71)
and the new operators χj will be just power sums of these xk. The xk variables play
an auxiliary role - analogous to the Chern roots in the splitting principle in the theory
of characteristic classes. Parameters ck for k ≥ 2 are arbitrary and will parametrize the
transformation. Let us express this transformation more precisely. We have
∏
k
ϕ(u− xk) = exp
[∑
k
log
(u− xk + h1)(u− xk + h2)(u− xk + h3)
(u− xk − h1)(u− xk − h2)(u− xk − h3)
]
(5.72)
= exp
[ ∞∑
l=1
∑
k
l∑
m=0
1
lul
(
l
m
)
xmk
(
hl−m1 + h
l−m
2 + h
l−m
3
)(
1− (−1)l−m
)]
and as we explained above ∑
k
xmk ↔ χk (5.73)
We can thus write the full form of the transformation
1+σ3
∞∑
j=0
ψj
uj+1
↔
1 + σ3 ∞∑
j=0
cj
uj+1
 exp[ ∞∑
l=1
l∑
m=0
1
lul
(
l
m
)
χmPl−m(h1, h2, h3)
(
1− (−1)l−m
)]
(5.74)
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For this mapping to make sense as as a formal expansion at u → ∞, we must correctly
choose c0 and c1 to get the correct value of the central elements ψ0 and ψ1. This means that
we require
c0 = ψ0 (5.75)
c1 = ψ1. (5.76)
All other χj charges are determined by solving the above equations. For the first few of
them we find
χ0 =
1
2
(ψ2 − c2)
χ1 =
1
6
(ψ3 − σ3ψ0ψ2 + σ3ψ0c2 − c3) (5.77)
χ2 =
1
12
(
ψ4 − σ3ψ0ψ3 − σ3ψ1ψ2 + σ23ψ20ψ2 + σ2ψ2
− σ2c2 − σ23ψ20c2 + σ3ψ1c2 + σ3ψ0c3 − c4
)
.
By construction, these new generators of the algebra have simple commutation relations
with ej and fj generators (as well as with themselves),
[χj , ek] = ej+k
[χj , fk] = −fj+k (SV)
[χj , χk] = 0
as can also be verified for small j directly. In the context of representations of Y, χj
generators are additive in boxes of the plane partition (just as the generating function ψ(u)
was multiplicative): from the commutation relation (SV) and action of ej generators (4.35)
we find
χj(Λ +) = χj(Λ) + hj. (5.78)
Commutation relations (SV) (which followed from (Y4), (Y4’), (Y5), (Y5’) and (Y0))
let us reduce the commutation relations (Y1) and (Y2) to only (Y1)00 or (Y2)00. In fact,
using the symmetry
(Y1)jk = (Y1)kj (5.79)
and
0 =
[
χl, (Y1)jk
]
= (Y1)j+l,k + (Y1)j,k+l (5.80)
following from (SV) using the Jacobi identity, we see that only (Y1)00 is independent (and
similarly for (Y2)00). A similar argument shows that also only one of identities (Y6) and
(Y7), namely (Y6)000 and (Y7)000 is enough to generate all of them if we use (SV).
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Comparison of Y and SHc Tsymbaliuk’s presentation of Y [30] makes the connection to
SHc evident. Definition 1.31 of [28] is very reminiscent of Yangian commutation relations,
namely if we identify
D1,k ∼ ek (5.81)
D−1,k ∼ fk (5.82)
Ek ∼ ψk (5.83)
D0,k ∼ χk−1 (5.84)
we see that relations (1.70-1.72) of [28] are exactly of the form of (SV) and (Y3). (Y0) is
satisfied in SHc by construction. The relations in subalgebra Y+, (Y1) and (Y6) are not
explicitly written down in [28], but they are given in [71]. Equations (3.3) and (3.4) of [71]
are precisely the identities (Y2)00 and (Y6)000 which as explained above generate all (Y2)
and (Y6) by application of (SV).
5.4 Map between affine Yangian and U-basis of W1+∞
In this section we will write down the elements e0, f0 and ψ3 generating Y in terms of U -basis
mode operators of W1+∞. In order to do so, we will compare the representation of both
algebras on N free bosons using the coproduct. Representing Y on one free boson and using
the coproduct to combine N of these representations to a N -boson representation of Y is
the most common way of producing interesting representations [37, 39].
N-boson representation of Y using ∆0 We will use the coproduct ∆0 (2.16) to induce
a representation of Y on N free bosons from the one boson representations of section 4.6.
We will map the parameters just as in (5.63). The generating function of charges ψ(u) of
vacuum state of one free boson is
u+ ψ0σ3
u
=
u− α0
u
(5.85)
We want the coproduct to preserve the charges of the highest weight state in the vacuum
representation. In order to achieve this, we must make a spectral shift (change the û(1)
charge of the highest weight state). One possible way of doing this follows from the identity
u+Nψ0σ3
u
=
u+ ψ0σ3
u
u+ 2ψ0σ3
u+ ψ0σ3
· · · u+Nψ0σ3
u+ (N − 1)ψ0σ3 . (5.86)
This means that we can take the j-th free boson with û(1)-charge shifted from zero to
ψ
(j)
1 = −(j − 1)σ3ψ(j)20 = (j − 1)α0. (5.87)
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Here we specialized parameters to choice (5.63) with individual ψ0-charges being equal to
one,
ψ
(j)
0 = 1. (5.88)
With these conventions, the total ψ0 charge is N and total ψ1 charge is zero (on the vacuum
state),
ψtot,00 |0〉 = N |0〉
ψtot,01 |0〉 = 0. (5.89)
The other charges can be easily computed from the coproduct formula which includes the
spectral shift
ψtot,0(u) =
N∏
j=1
ψ(j)(u+ (j − 1)ψ(j)0 σ3) =
N∏
j=1
ψ(j)(u− (j − 1)α0). (5.90)
Expanding this at infinity, we obtain formulas for ψtot,0k in terms of ψ
(j)
k . Those that we will
need are
ψtot,01 =
N∑
j=1
ψ
(j)
1
ψtot,02 =
N∑
j=1
ψ
(j)
2 − α0
N∑
j=1
(N + 1− 2j)ψ(j)1 (5.91)
ψtot,03 =
N∑
j=1
ψ
(j)
3 − α0
∑
1≤j<k≤N
ψ
(j)
1 ψ
(k)
1 − α0
N∑
j=1
(N + 2− 3j)ψ(j)2
+ α20
N∑
j=1
(N + 1− 2jN − 3j + 3j2)ψ(j)1 .
For e and f generators the situation is simpler, since we will only need e0 and f0 which are
additive under the coproduct
etot,00 =
N∑
j=1
e
(j)
0
f tot,00 =
N∑
j=1
f
(j)
0 (5.92)
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Plugging in now expressions for ψ
(j)
k , e
(j)
k and f
(j)
k in terms of the bosonic oscillators of section
4.6, we find
etot,00 =
N∑
j=1
a
(j)
−1
f tot,00 = −
N∑
j=1
a
(j)
1
ψtot,00 = N (5.93)
ψtot,01 =
N∑
j=1
a
(j)
0
ψtot,02 =
N∑
j=1
(
a
(j)2
0 − α0(N + 1− 2j)a(j)0 + 2
∑
r>0
a
(j)
−ra
(j)
r
)
and
ψtot,03 =
N∑
j=1
[
a
(j)3
0 + 6a
(j)
0
∑
r>0
a
(j)
−ra
(j)
r + 3
∑
r,s>0
(a
(j)
−r−sa
(j)
r a
(j)
s + a
(j)
−ra
(j)
−sa
(j)
r+s)
− 3α0
∑
r>0
ra
(j)
−ra
(j)
r −
α0
2
(2N + 3− 6j)a(j)20 − α0(2N + 3− 6j)
∑
r>0
a
(j)
−ra
(j)
r (5.94)
+ α20(N + 1− 2jN − 3j + 3j2)a(j)0
]
− α0
2
∑
j,k
a
(j)
0 a
(k)
0 .
Note that in ψtot,03 the individual free bosons are coupled only through the last term involving
their zero modes which commute with everything. In this sense, the coproduct ∆0 is way
too simple (it does not lead to interesting coupling of the individual free bosons).
N-boson representation of W1+∞ The results of the previous section should now be
compared to representation of W1+∞ on N free bosons. Following the conventions of [52],
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we have
U1,n =
N∑
j=1
a(j)n
U2,n =
∑
1≤j<k≤N
∑
m∈Z
a(j)m a
(k)
n−m − α0
N∑
j=1
(j − 1)(n+ 1)a(j)n (5.95)
U3,0 =
∑
1≤j<k<l≤N
∑
r+s+t=0
a(j)r a
(k)
s a
(l)
t − α0
∑
1≤j<k≤N
∑
r∈Z
(j − 1)(−r + 1)a(j)−ra(k)r
− α0
∑
1≤j<k≤N
∑
r∈Z
(k − 2)(r + 1)a(j)−ra(k)r + α20
N∑
j=1
(j − 1)(j − 2)a(j)0
and in particular the zero mode of total stress-energy tensor
L0 =
1
2
N∑
j=1
a
(j)2
0 +
N∑
j=1
∑
r>0
a
(j)
−ra
(j)
r −
α0
2
N∑
j=1
(N + 1− 2j)a(j)0 (5.96)
The good news is that we have immediately
ψtot,02 = 2L0 = −2U2,0 − (N − 1)α0U1,0 + U21,0 + 2
∑
k>0
U1,−kU1,k
etot,00 = U1,−1 (5.97)
f tot,00 = −U1,1.
It remains to identify ψ3. In terms of U -fields, the best candidate is
ψU3 = 3U3,0 − 3U1,0U2,0 − 3
∑
m>0
(U1,−mU2,m + U2,−mU1,m)
+ U31,0 + 6U1,0
∑
m>0
U1,−mU1,m
+ 3
∑
m,n>0
[U1,−m−nU1,mU1,n + U1,−mU1,−nU1,m+n]
− (N − 1)α0U21,0 − (2N − 3)α0
∑
m>0
U1,−mU1,m
− (N − 1)α20U1,0 + 2(N − 3)α0U2,0 − 3α0
∑
m>0
mU1,−mU1,m
(5.98)
This identification passes many non-trivial tests:
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• It is easy to see that acting on the highest weight state, we get the correct charges as
in (5.66).
• For N = 1 this reduces to one free boson representation studied before in section 4.6.
• Furthermore, one can compute the eigenvalues of this operator in the vacuum repre-
sentation using the explicit commutation relations ofW1+∞ directly as in [52] and find
an exact match with expectations at least up to level 6.
• As one final check, one can determine e1 and f1 using e0, f0 and ψU3 and find
e1 = −U2,−1 +
∑
m>0
U1,−mU1,m−1 = L−1 (5.99)
f1 = U2,1 −
∑
m>0
U1,1−mU1,m + (N − 1)α0U1,1 = −L1 (5.100)
and these are precisely the generators of Virasoro subalgebra of Yangian found in
section 2.5.
The only problem is that the representation of this operator on N free bosons differs from
the one constructed previously using the coproduct ∆0. We have
ψU3 =
N∑
j=1
[
a
(j)3
0 + 6a
(j)
0
∑
r>0
a
(j)
−ra
(j)
r + 3
∑
r,s>0
(a
(j)
−r−sa
(j)
r a
(j)
s + a
(j)
−ra
(j)
−sa
(j)
r+s)
− 3α0
∑
r>0
ra
(j)
−ra
(j)
r −
α0
2
(2N + 3− 6j)a(j)20 − α0(2N + 3− 6j)
∑
r>0
a
(j)
−ra
(j)
r
+ α20(N + 1− 2Nj + 3j2 − 3j)a(j)0
]
− α0
2
∑
j,k
a
(j)
0 a
(k)
0 − 6α0
∑
j>k
∑
r>0
ra
(j)
−ra
(k)
r (5.101)
= ψtot,03 − 6α0
∑
j>k
∑
r>0
ra
(j)
−ra
(k)
r
The resolution of this apparent puzzle lies in the fact that we were are comparing the natural
coproduct ∆0 constructed in Y and the coproduct inW1+∞ studied in [52] which are a priori
two different coproducts. There is no reason for these two to be the same (although perhaps
this would be the simplest thing to assume). Our map must preserve the associative algebra
structure, but the coproducts do not necessarily need to match. In fact, in [28] the authors
reached the same conclusion. We thus have a second coproduct, natural from the point of
view of Miura transformation in W1+∞, which on the generators of Y is
∆U (e0) = ∆0(e0) = e0 ⊗ 1+ 1⊗ e0
∆U (f0) = ∆0(f0) = f0 ⊗ 1+ 1⊗ f0 (5.102)
∆U (ψ3) = ∆0(ψ3)− 6σ3
∞∑
m=0
m+ 1
m!2
admf1 f0 ⊗ adme1 e0
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Here we used (2.42) to express the û(1) modes in terms of ej and fj . Unlike the coproduct
∆0, the new ∆U does not preserve ψj eigenspaces.
Compatibility of coproduct As a consistency check of ψ ↔ U identification, we can
verify that the expression for ψU3 in terms of Us,m is compatible with coproduct in Y and
W1+∞. The generating functions are now
ψtot,0(u) = ψ(1)(u)ψ(2)
(
u+ ψ
(1)
0 σ3
)
etot,0(u) = e(1)(u) + ψ(1)(u)e(2)
(
u+ σ3ψ
(1)
0
)
(5.103)
f tot,0(u) = f (2)
(
u+ σ3ψ
(1)
0
)
+ f (1)(u)ψ(2)
(
u+ σ3ψ
(1)
0
)
so in particular
ψtot,00 = ψ
(1)
0 + ψ
(2)
0
ψtot,01 = ψ
(1)
1 + ψ
(2)
1
ψtot,02 = ψ
(1)
2 + ψ
(2)
2 − σ3ψ(1)0 ψ(2)1 + σ3ψ(2)0 ψ(1)1
ψtot,03 = ψ
(1)
3 + ψ
(2)
3 − 2σ3ψ(1)0 ψ(2)2 + σ3ψ(2)0 ψ(1)2
− σ23ψ(1)0 ψ(2)0 ψ(1)1 + σ3ψ(1)1 ψ(2)1 + σ23ψ(1)20 ψ(2)1
etot,00 = e
(1)
0 + e
(2)
0 (5.104)
etot,01 = e
(1)
1 + e
(2)
1
f tot,00 = f
(1)
0 + f
(2)
0
f tot,01 = f
(1)
1 + f
(2)
1 + σ3ψ
(2)
0 f
(1)
0 − σ3ψ(1)0 f (2)0 .
On the other hand, in W1+∞ we have [52]
U tot1,m = U
(1)
1,m + U
(2)
1,m
U tot2,m = U
(1)
2,m + U
(2)
2,m −N1α0(m+ 1)U (2)1,m +
∑
k∈Z
U
(1)
1,kU
(2)
1,m−k
U tot3,0 = U
(1)
3,0 + U
(2)
3,0 +
∑
k∈Z
[
U
(1)
1,−kU
(2)
2,k + U
(1)
2,−kU
(2)
1,k
]
(5.105)
− 2N1α0U (2)2,0 − (N1 − 1)α0
∑
k∈Z
(k + 1)U
(1)
1,−kU
(2)
1,k +N1(N1 − 1)α20U (2)1,0
so
Ltot0 = L
(1)
0 + L
(2)
0 −
N2α0
2
U
(1)
1,0 +
N1α0
2
U
(2)
1,0
Ltot−1 = L
(1)
−1 + L
(2)
−1 (5.106)
Ltot1 = L
(1)
1 + L
(2)
1 −N2α0U (1)1,1 +N1α0U (2)1,1
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which is exactly equivalent to the result in Y. We identified the parameters analogously to
the previous section,
ψ
(1)
0 = N1
ψ
(2)
0 = N2 (5.107)
σ3 = −α0.
Finally and most importantly,
ψtot3 = ψ
tot,0
3 + 6σ3
∑
r>0
rU
(2)
−rU
(1)
r (5.108)
consistently with the result obtained earlier.
Note that this computation does not prove that the coproduct (5.101) is compatible with
associative algebra structure of Y. To show this, one should determine the coproduct on all
the generators and verify that the result is compatible with multiplication.
5.5 Representation (,,)
Now we will illustrate results obtained thus far on representation with highest weight
(,,). This representation is the simplest one that has three non-trivial labels and
so in particular does not come from a completely degenerate representation of WN . We will
compute the first few terms of the character in two different ways. The first way using the
topological vertex and combinatorial counting the boxes, while the second computation will
be by determining the rank of the Shapovalov form using the explicit commutation relations
of W1+∞ in the quadratic U -basis.
The highest weight state of this representation has three infinite columns of boxes along
x1, x2 and x3 axes as illustrated in figure 7. From this plane partition, we can compute the
generating function of ψ-charges of the highest state
ψ(,,)(u) =
u+ ψ0σ3
u
ϕ(u)
∞∏
j=1
[
ϕ(u− jh1)ϕ(u− jh2)ϕ(u− jh3)
]
=
u+ ψ0σ3
u
u3
(u+ h1)(u+ h2)(u+ h3)
. (5.109)
We need to translate this to U -charges as in (5.65). It is easy to check that
u3
(u+ h1)(u+ h2)(u+ h3)
=
u3
(u2 + σ3u− 1)(u− σ3) =
U(,,)(u+ σ3)
U(,,)(u)
(5.110)
determines the U -charges uniquely to be
uj(,,) =
1 + jσ23
j!σj3
j−2∏
k=1
(
1− k(k + 1)σ23
)
. (5.111)
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Figure 7: The configuration of boxes representing the highest weight state in (,,)
representation of W1+∞. There are 3 possible ways of adding a box, corresponding to 3
states at level 1 and 9 ways of adding 2 boxes.
Using now this formula for the charges of the highest weight state, we can determine the
number of states in the irreducible representation at lower levels by computing the rank of
the Shapovalov form. Using the explicit commutation relations of [52], we find
Tr qL0−h(,,) = 1 + 3q + 9q2 + · · · (5.112)
On the other hand, the topological vertex predicts
Tr qL0−h(,,) =
1− q + q2 − q3 + q4
(1− q)3
∞∏
j=1
1
(1− qj)j = 1+3q+9q
2+22q3+52q4+. . . (5.113)
so we find a nice match at these low levels. This is a non-trivial verification of the various
ingredients that went into the computation, namely
• the identification of (,,) as a completely degenerate representation of W1+∞
• the conjecture that the states in this representation are combinatorially given by plane
partitions with asymptotics (,,), or equivalently that the character of this repre-
sentation is given by the topological vertex
• the identification of the highest weight ψ(u) charge being given by the product (4.42)
• the map between ψ(u) charges and uj charges (5.65)
• the commutation relations of W1+∞ generators as found in [52]
67
5.6 Non-generic values of parameters
Up to now we have only considered irreducible representations of W1+∞ or Y for generic
values of parameters λj or hj . If we specialize these parameters, the representations on
partitions can become reducible and singular vectors may appear. This was studied in the
case of the vacuum representation ofW1+∞ in [52]. If we specialize to the vacuum represen-
tation, it is well-known fact that for WN the vacuum representation becomes degenerate for
values of central charge which correspond to minimal models. In the case of W1+∞ there is
two-dimensional space of parameters, so the analogue of discrete set of minimal models WN
are discrete codimension 2 specializations of parameters.
The null states in the vacuum representation of W1+∞ are associated to rectangles in
the coordinate planes of the plane partition space. The null state associated to rectangle of
dimensions ak × aj in xj − xk plane appears at level
ajak (5.114)
if
0 = (λj − ak + 1)(λk − aj + 1)− (aj − 1)(ak − 1) = λjλk − (aj − 1)λj − (ak − 1)λk. (5.115)
Translating this to hj parameters, this condition is
0 = ψ0h1h2h3 + a1h1 + a2h2 + a3h3 = h + ψ0σ3. (5.116)
where h are the weighted coordinates of the corner box (a1, a2, a3) of the rectangle that is
furthest from the origin. At least one of aj must be equal to 1. For example, at the level 2
the Kac determinant contains a factor
(ψ0h1h2 + 1)(ψ0h1h3 + 1)(ψ0h2h3 + 1). (5.117)
The three zeros as functions of ψ0 correspond to three possible null states at level 2, which
are just the states
| 〉 , | 〉 , | 2 〉 (5.118)
constructed previously in section 4.3. In fact, from the products of the level 2 basis (4.29)
and orthogonality of this basis we see that the state | 〉 becomes null for
ψ0h2h3 + 1 = 0 (5.119)
and similarly for the other two states. At next level, the situation is analogous to level 2
and we have possible new null states if
0 = (ψ0h1h2 + 2)(ψ0h1h3 + 2)(ψ0h2h3 + 2). (5.120)
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which are the vanishing conditions associated to states
| 〉 , | 〉 , | 3 〉 (5.121)
Interesting things happens at level 4 where we can have for the first time a null state
associated to a rectangle that is not a column: apart from descendants of lower level states,
the new null states appear at level 4 if
0 = (ψ0h1h2 + 3)(ψ0h1h3 + 3)(ψ0h2h3 + 3)(ψ0h1h2 − 1)(ψ0h1h3 − 1)(ψ0h2h3 − 1). (5.122)
The first three factors are associated to states
| 〉 , | 〉 , | 4 〉 (5.123)
becoming singular while the other three factors are associated to
| 〉 , | 2 2 〉 , | 2
2
〉 . (5.124)
Let us emphasize again that although there are null states associated to blocks of size
a1×a2×a3 with at least one of aj being one, nothing special happens for blocks which have
all dimension different from 1. Although this was checked only up to level 8 in [52] and later
extended to level 9, there are two reasons why this should hold at all levels:
• computing the Kac determinant up to level 8 would already show the null state ap-
pearing associated to block of dimension 2× 2× 2 - no such null state is present
• the new null states would presumably produce new minimal models when intersecting
with WN curves [52]; it is a well-known fact from WN representation theory that
the WN minimal models are parametrized by two integers (which we can associate to
dimensions of rectangles discussed above)
Null states associated to WN truncation We can say more about the null states if
equations of the form
0 = ψ0h1h2 +N (5.125)
is satisfied and otherwise the parameters are generic (we thus have a codimension 1 condition
in the parameter space). In terms of λj parameters, this is just statement that
λ3 = N (5.126)
and this in turn is the well-known condition for restriction from W1+∞ to û(1)×WN . The
vacuum character in this case is given by the function counting plane partitions which have
height at most N . This is consistent with first state that violates this condition, a column
of N + 1 boxes in x3 direction, becoming null. In the case of N = 3 this is illustrated in the
figure 8.
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Figure 8: An example of a level 51 state in the vacuum representation of Y with parameters
satisfying λ3 = 3 (this is when W1+∞ truncates to û(1) ×W3. Because of this constraint,
the boxes are not allowed to grow in x3 direction higher than to height 3, which is shown
by the red plane.
Codimension 2 example - Lee-Yang minimal model In the case that we impose two
conditions on λj parameters, we arrive in one of the points of the discrete set of W1+∞
minimal models. The simple example of this is the choice of parameters
λ1 = 3, λ2 = 2, λ3 = −6
5
. (5.127)
Recall that λj parameters are restricted to satisfy
1
λ1
+
1
λ2
+
1
λ3
= 0 (5.128)
so we are only free to choose two of them [45, 52]. In this case, the central charge of W∞
subalgebra is
c∞ = c1+∞ − 1 = (λ1 − 1)(λ2 − 1)(λ3 − 1) = −22
5
(5.129)
so this corresponds to the Virasoro minimal model describing the Lee-Yang singularity [72].
The parameters of Y are determined to be
h1 = −2
h2 = −3
h3 = 5 (5.130)
ψ0 =
1
5
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Figure 9: An example of an allowed state at level 13 in the vacuum representation if we have
restriction by two planes.
(up to a rescaling symmetry α which we fixed by this choice). From the discussion of the
null states above, one could naively expect that the states of the vacuum representation in
this model are given by plane partitions with restrictions in two directions: there can be
at most 3 boxes on top of each other in x1 direction and at most 2 boxes in x2 direction.
This expectation is however not correct. It is easy to count the plane partitions with these
geometric restrictions at lower levels. The projection in x3 direction of the plane partition
bounded in x1 and x2 directions looks like
n12 n22 n32
n11 n21 n31
where njk are the corresponding heights of the columns in x3 direction. The counting
function counting these generalized partitions is
P
(
, ·
)
=
1
(1− q)(1− q2)2(1− q3)2(1− q4) (5.131)
' 1 + q + 3q2 + 5q3 + 9q4 + 13q5 + 22q6 + 30q7 + 45q8 + 61q9 + 85q10 + . . .
Note that the counting function is given by q-dimension (5.27) for partition
(5.132)
This holds more generally for counting of plane partitions that fit into rectangle of dimensions
a1 × a2. An example of state of this form is form is given in figure 9.
The vacuum character of Lee-Yang model is on the other hand given by (5.4). We can
consider it as N = 2 minimal model or N = 3 minimal model and the result is the same.
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There are also more compact formulas for this character given in [66],
χboson(q) · χLY,0(q) ∼ 1∏∞
j=1(1− qj)
1∏∞
j=0(1− q5j+2)(1− q5j+3)
(5.133)
' 1 + q + 3q2 + 5q3 + 9q4 + 14q5 + 24q6 + 36q7 + 57q8 + 84q9 + 126q10 + . . .
Comparing this to (5.131) we see that there are more states in the irreducible representation
corresponding to the Lee-Yang singularity than the number of plane partitions limited by
two planes independently. This means that imposing the two conditions at the same time
leads to a weaker constraint than is the naive superposition of both of them. At the level of
the states, there is a state at level 5 of Lee-Yang that breaks the naive restrictions. Using
the explicit action of the box creation operators (4.35) together with (4.59) that we use to
see if the state is null or not, we find in fact two extra non-zero states at level 5,
| 〉 and | 〉 (5.134)
that violate the naive 3 × 2 restriction. Using the Shapovalov form, one finds that in
irreducible representation these two states are proportional,
| 〉 ∼ | 〉 . (5.135)
This only makes sense if in particular all the ψ(u) charges of these two states are the same.
That this is true is guaranteed by the important fact that the plane partition space is now
periodic,
(h1, h2, h3) · (x1 + λ1, x2, x3) = (h1, h2, h3) · (x1, x2 + λ2, x3). (5.136)
From the point of view of Y the boxes at coordinates (4, 1, 1) and (1, 3, 1) are indistin-
guishable and should be considered as the same. We see that we are allowed to leave the
rectangle
(5.137)
but we must satisfy both of the conditions for proper plane partition at the same time:
to be allowed to add a box to (4, 1, x3) ' (1, 3, x3) there must already be a box at both
(3, 1, x3) and (1, 2, x3). It turns out that periodic extension of this rule is all that is needed
to properly count all the state in this representation of W1+∞.
To summarize, we can restrict (with no loss of generality because of the periodicity)
to plane partitions that are bounded in x2 direction by 2 rows. The states of the vacuum
representation are given by generalized partitions
n12 n22 n32 n42 n52 n62 n72 n82 · · ·
n11 n21 n31 n41 n51 n61 n71 n81 · · ·
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with the usual plane partition restrictions
nj,1 ≥ nj,2
nj,1 ≥ nj+1,1 (5.138)
nj,2 ≥ nj+1,2
and further conditions coming from the periodicity restrictions explained above:
nj,1 ≥ nj−3,2. (5.139)
The level of state represented by this diagram is just∑
j,k
njk (5.140)
Equivalently, we could use the periodicity conditions in the other way and instead consider
the partitions
· · · · · · · · ·
n71 n81 n91
n42 n52 n62
n41 n51 n61
n12 n22 n32
n11 n21 n31
which is equivalent to the previous one. Relabelling n41 → n13 etc. which follows from the
periodicity shows at once that we are again getting the right conditions. The last thing that
we need to do now is to count these generalized partitions. The result at lower levels is
1 + q + 3q2 + 5q3 + 9q4 + 14q5 + 24q6 + 36q7 + 57q8 + 84q9 + 126q10 + . . . (5.141)
which exactly matches the vacuum character of the minimal model describing the Lee-Yang
singularity.
We can rephrase the previous result in terms of partitions associated to a partially ordered
set [66]. The system of inequalities above can be rewritten in terms of a poset (the arrows
are pointing in the direction of non-increasing value)
n21 n31 n41 n51 n61 · · ·
n11
n12 n22 n32 n42 n52 · · ·
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and this is precisely one of the results of [66]. Everything in this section generalizes straight-
forwardly to the case of minimal models where two of λj parameters are coprime integers,
which were called the minimal models with level-rank duality in [66].
Non-trivial primary It is easy to generalize the considerations of this section to ir-
reducible completely degenerate representations different from the vacuum representation.
Minimal models studied in [66] have the property that there is only one allowed asymptotic
Young diagram. For the choice of parameters considered in this section, we have bounding
planes at x1 = 3 and x2 = 2 and the non-trivial asymptotic growth is allowed only in the
x3 direction. The primaries of this model are parametrized by Young diagrams that fit into
3× 2 rectangle. The number of partitions that fit in λ1 × λ2 rectangle is equal to(
λ1 + λ2
λ1
)
=
(
λ1 + λ2
λ2
)
(5.142)
(one is just counting say south-west paths from one corner to the other one). In the Lee-
Young case we would have 10 possible primaries. But there are further identifications5,
following from the periodicity conditions as explained above. In the south-west path picture,
we are allowed to choose the origin of the path arbitrarily. Since there are λ1 +λ2 = 5 steps
of the path, we have at 5-fold identification and the result is that there are just 2 primaries
in the Lee-Yang model. The situation is depicted in the following figure:
' ' ' '
' ' ' '
h = −15 :
h = 0 :
This means that up to identifications, we have only one primary different from the
vacuum. With no loss of generality we can choose the corresponding asymptotic Young
diagram to be  in x3 direction. All the state counting goes exactly as above, except for
the fact that now we have effectively n11 =∞ and the level associated to the diagram must
be shifted not to include this infinite constant: the projection of the plane partition
n12 n22 n32 n42 n52 n62 n72 n82 · · ·
∞ n21 n31 n41 n51 n61 n71 n81 · · ·
5By identification we mean here that there are primaries represented by different paths, which only differ
by the value of the central element ψ1 (the û(1) charge). All the highest weight charges of W∞ are the same.
ψ(u) function these highest weight states differ only by the spectral shift.
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must satisfy the same inequalities as above and the corresponds to a state at level∑
j,k
(j,k)6=(1,1)
njk. (5.143)
Counting these states, we find the character
1 + 2q + 4q2 + 7q3 + 13q4 + 21q5 + 35q6 + 54q7 + 84q8 + 126q9 + 188q10 + . . . (5.144)
which needless to say is equal to the correct character [66] up to an overall normalization,
χboson(q) · χLY,− 1
5
(q) ∼ 1∏∞
j=1(1− qj)
1∏∞
j=0(1− q5j+1)(1− q5j+4)
. (5.145)
We can again associate a poset to the system of inequalities implied by the box counting
problem and we find the diagram
n21 n31 n41 n51 n61 · · ·
∞
n12 n22 n32 n42 n52 · · ·
which is just like the one in [66] if we leave out the ∞ at n11 position.
6 Summary and discussion
In this article we have studied the connection between the non-linear W1+∞ introduced in
[45] and the Yangian Y of affine gl(1) introduced in [29, 30, 28] and translated many proper-
ties that are easy to understand in Y to the language ofW1+∞. Each of the two descriptions
of the algebra has its advantages. The Yangian picture is very useful for studying the repre-
sentation theory. It gives us a natural infinite-dimensional commutative subalgebra that can
be explicitly diagonalized on representations. The representation theory in the Yangian pic-
ture reduces to large extent to combinatorics of box-counting. The null states in completely
degenerate representations that appear if we tune the parameters of the algebra have nice
combinatorial interpretation in terms of configurations of boxes. W1+∞ on the other hand
is chiral algebra of conformal field theory. The Heisenberg and Virasoro algebra are obvious
subalgebras. Furthermore, the explicit commutation relations between the generators are
known and so we can use the generalized Poincare´-Birkhoff-Witt theorem to write bases of
the Verma modules of W1+∞.
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Interpolating algebra, integrability BothW1+∞ and Schiffmann-Vasserot algebra SHc
were constructed as interpolating algebras for discrete AN series of algebras. In the case
of W1+∞ these are the WN algebras, while for SHc they are the so-called spherical de-
generate double affine Hecke algebras of GL(N). It would be interesting to see if also the
usual Yangians associated to GL(N) can be embedded in natural way in Y. Because of the
boson-fermion equivalence and GL(∞) picture of fermion CFT, it seems plausible that such
construction should go through. Yangians or W-algebras are often underlying symmetry
algebras of integrable models. It would be nice to see a bigger algebra such as Y unifying
various classes of integrable models of AN type. For the connection of Y to spin chains see
[29, 73, 74].
CFT properties Given a new class of representations (Λ12,Λ23,Λ31) of W1+∞, it would
be interesting to study their fusions, the modular transformation properties of their char-
acters and other basic conformal field theory properties. In particular, construction of
modular-invariant partition functions of W1+∞ would be useful in the context of Gaberdiel-
Gopakumar duality.
Topological strings Apart from the topological vertex, there is also its refinement which
does not treat all three directions in the plane partition space equally - the refined topological
vertex [75, 76]. A special direction is chosen along one of the three coordinate axes. There
is a continuous generalization of the choice of the special direction in the form of the index
vertex [77]. It would be nice to see if any of these refinements have any simple W1+∞
interpretation. Since Y has an infinite-dimensional abelian subalgebra B, one could easily
think of large class of refinements of the character itself.
Acknowledgments
I would like to thank Rajesh Gopakumar, Renann Lipinski-Jusinskas, Mateˇj Kudrna, Yutaka
Matsuo, Elli Pomoni, Sylvain Ribault, Olivier Schiffmann, Alessandro Torrielli, Alexander
Tsymbaliuk and especially to Vasily Pestun and Martin Schnabl for useful discussions.
I am grateful to Institut des Hautes E´tudes Scientifiques for hospitality during the early
stages of this work. I thank to the Centro de Ciencias de Benasque Pedro Pascual for
providing stimulating environment while this work was in progress.
This research was supported by the Grant Agency of the Czech Republic under the
grant P201/12/G028 and in parts by the DFG Transregional Collaborative Research Centre
TRR 33 and the DFG cluster of excellence Origin and Structure of the Universe.
76
References
[1] A. B. Zamolodchikov, “Infinite Additional Symmetries in Two-Dimensional Conformal
Quantum Field Theory,” Theor. Math. Phys., vol. 65, pp. 1205–1213, 1985. [Teor. Mat.
Fiz.65,347(1985)].
[2] P. Bouwknegt and K. Schoutens, “W symmetry in conformal field theory,” Phys. Rept.,
vol. 223, pp. 183–276, 1993, hep-th/9210010.
[3] V. A. Fateev and S. L. Lukyanov, “The Models of Two-Dimensional Conformal Quan-
tum Field Theory with Z(n) Symmetry,” Int. J. Mod. Phys., vol. A3, p. 507, 1988.
[4] S. L. Lukyanov and V. A. Fateev, Physics reviews: Additional symmetries and exactly
soluble models in two-dimensional conformal field theory. 1990.
[5] I. M. Gelfand and L. A. Dikii, “A Family of Hamiltonian structures related to nonlinear
integrable differential equations,” 1995.
[6] P. Mathieu, “Extended Classical Conformal Algebras and the Second Hamiltonian
Structure of Lax Equations,” Phys. Lett., vol. B208, p. 101, 1988.
[7] A. Morozov, “Integrability and matrix models,” Phys. Usp., vol. 37, pp. 1–55, 1994,
hep-th/9303139.
[8] L. F. Alday, D. Gaiotto, and Y. Tachikawa, “Liouville Correlation Functions from Four-
dimensional Gauge Theories,” Lett. Math. Phys., vol. 91, pp. 167–197, 2010, 0906.3219.
[9] A. Mironov and A. Morozov, “On AGT relation in the case of U(3),” Nucl. Phys.,
vol. B825, pp. 1–37, 2010, 0908.2569.
[10] N. Wyllard, “A(N-1) conformal Toda field theory correlation functions from conformal
N = 2 SU(N) quiver gauge theories,” JHEP, vol. 11, p. 002, 2009, 0907.2189.
[11] A. Campoleoni, S. Fredenhagen, S. Pfenninger, and S. Theisen, “Asymptotic symme-
tries of three-dimensional gravity coupled to higher-spin fields,” JHEP, vol. 11, p. 007,
2010, 1008.4744.
[12] M. Henneaux and S.-J. Rey, “Nonlinear W∞ as Asymptotic Symmetry of Three-
Dimensional Higher Spin Anti-de Sitter Gravity,” JHEP, vol. 12, p. 007, 2010,
1008.4579.
[13] M. R. Gaberdiel and T. Hartman, “Symmetries of Holographic Minimal Models,”
JHEP, vol. 05, p. 031, 2011, 1101.2910.
[14] A. Campoleoni, S. Fredenhagen, and S. Pfenninger, “Asymptotic W-symmetries in
three-dimensional higher-spin gauge theories,” JHEP, vol. 09, p. 113, 2011, 1107.0290.
77
[15] R. Blumenhagen, M. Flohr, A. Kliem, W. Nahm, A. Recknagel, and R. Varnhagen, “W
algebras with two and three generators,” Nucl. Phys., vol. B361, pp. 255–289, 1991.
[16] H. G. Kausch and G. M. T. Watts, “A Study of W algebras using Jacobi identities,”
Nucl. Phys., vol. B354, pp. 740–768, 1991.
[17] F. A. Bais, P. Bouwknegt, M. Surridge, and K. Schoutens, “Extensions of the Virasoro
Algebra Constructed from Kac-Moody Algebras Using Higher Order Casimir Invari-
ants,” Nucl. Phys., vol. B304, pp. 348–370, 1988.
[18] F. A. Bais, P. Bouwknegt, M. Surridge, and K. Schoutens, “Coset Construction for
Extended Virasoro Algebras,” Nucl. Phys., vol. B304, pp. 371–391, 1988.
[19] M. Bershadsky and H. Ooguri, “Hidden SL(n) Symmetry in Conformal Field Theories,”
Commun. Math. Phys., vol. 126, p. 49, 1989.
[20] J. M. Figueroa-O’Farrill, “On the Homological Construction of Casimir Algebras,” Nucl.
Phys., vol. B343, pp. 450–466, 1990.
[21] B. Feigin and E. Frenkel, “Quantization of the Drinfeld-Sokolov reduction,” Phys. Lett.,
vol. B246, pp. 75–81, 1990.
[22] C. N. Pope, L. J. Romans, and X. Shen, “W∞ and the Racah-Wigner Algebra,” Nucl.
Phys., vol. B339, pp. 191–221, 1990.
[23] C. N. Pope, L. J. Romans, and X. Shen, “A New Higher Spin Algebra and the Lone
Star Product,” Phys. Lett., vol. B242, pp. 401–406, 1990.
[24] V. Kac and A. Radul, “Quasifinite highest weight modules over the Lie algebra of
differential operators on the circle,” Commun. Math. Phys., vol. 157, pp. 429–457,
1993, hep-th/9308153.
[25] V. Kac and A. Radul, “Representation theory of the vertex algebra W (1 +∞),” Trans-
formation Groups, vol. 1, no. 1-2, pp. 41–70, 1996, hep-th/9512150.
[26] N. A. Nekrasov, “Seiberg-Witten prepotential from instanton counting,” Adv. Theor.
Math. Phys., vol. 7, pp. 831–864, 2004, hep-th/0206161.
[27] H. Nakajima, “Instantons on ALE spaces, quiver varieties, and Kac-Moody algebras,”
Duke Mathematical Journal, vol. 76, no. 2, pp. 365–416, 1994.
[28] O. Schiffmann and E. Vasserot, “Cherednik algebras, W-algebras and the equivariant
cohomology of the moduli space of instantons on A2,” Publications mathe´matiques de
l’IHE´S, vol. 118, no. 1, pp. 213–342, 2013, arXiv:1202.2756.
78
[29] D. Maulik and A. Okounkov, “Quantum Groups and Quantum Cohomology,” 2012,
arXiv:1211.1287.
[30] A. Tsymbaliuk, “The affine Yangian of gl1 revisited,” 2014, arXiv:1404.5240.
[31] J.-t. Ding and K. Iohara, “Generalization and deformation of Drinfeld quantum affine
algebras,” Lett. Math. Phys., vol. 41, pp. 181–193, 1997.
[32] K. Miki, “A (q, γ) analog of the W1+∞ algebra,” Journal of Mathematical Physics,
vol. 48, no. 12, 2007.
[33] B. Feigin, K. Hashizume, A. Hoshino, J. Shiraishi, and S. Yanagida, “A commutative
algebra on degenerate CP 1 and Macdonald polynomials,” Journal of Mathematical
Physics, vol. 50, no. 9, 2009.
[34] B. Feigin, E. Feigin, M. Jimbo, T. Miwa, and E. Mukhin, “Quantum continuous gl∞ :
Semiinfinite construction of representations,” Kyoto J. Math., vol. 51, no. 2, pp. 337–
364, 2011.
[35] B. Feigin, E. Feigin, M. Jimbo, T. Miwa, and E. Mukhin, “Quantum continuous gl∞ :
Tensor products of fock modules and Wn -characters,” Kyoto J. Math., vol. 51, no. 2,
pp. 365–392, 2011.
[36] B. L. Feigin and A. I. Tsymbaliuk, “Equivariant K-theory of Hilbert schemes via shuffle
algebra,” Kyoto J. Math., vol. 51, no. 4, pp. 831–854, 2011.
[37] O. Schiffmann and E. Vasserot, “The elliptic Hall algebra, Cherednik Hecke algebras
and Macdonald polynomials,” Compositio Mathematica, vol. 147, pp. 188–234, 1 2011.
[38] O. Schiffmann and E. Vasserot, “The elliptic Hall algebra and the K-theory of the
Hilbert scheme of A2,” Duke Math. J., vol. 162, pp. 279–366, 02 2013.
[39] B. Feigin, M. Jimbo, T. Miwa, and E. Mukhin, “Quantum toroidal gl1-algebra: Plane
partitions: plane partitions,” Journal of mathematics of Kyoto University, vol. 52, no. 3,
pp. 621–659, 2012.
[40] V. V. Bazhanov, S. L. Lukyanov, and A. B. Zamolodchikov, “Integrable structure of
conformal field theory, quantum KdV theory and thermodynamic Bethe ansatz,” Com-
mun. Math. Phys., vol. 177, pp. 381–398, 1996, hep-th/9412229.
[41] V. V. Bazhanov, A. N. Hibberd, and S. M. Khoroshkin, “Integrable structure of W(3)
conformal field theory, quantum Boussinesq theory and boundary affine Toda theory,”
Nucl. Phys., vol. B622, pp. 475–547, 2002, hep-th/0105177.
79
[42] V. A. Alba, V. A. Fateev, A. V. Litvinov, and G. M. Tarnopolskiy, “On combinatorial
expansion of the conformal blocks arising from AGT conjecture,” Lett. Math. Phys.,
vol. 98, pp. 33–64, 2011, 1012.1312.
[43] M. R. Gaberdiel and R. Gopakumar, “An AdS3 Dual for Minimal Model CFTs,” Phys.
Rev., vol. D83, p. 066007, 2011, 1011.2986.
[44] M. R. Gaberdiel, R. Gopakumar, T. Hartman, and S. Raju, “Partition Functions of
Holographic Minimal Models,” JHEP, vol. 08, p. 077, 2011, 1106.1897.
[45] M. R. Gaberdiel and R. Gopakumar, “Triality in Minimal Model Holography,” JHEP,
vol. 07, p. 127, 2012, 1205.2472.
[46] A. Achucarro and P. K. Townsend, “A Chern-Simons Action for Three-Dimensional
anti-De Sitter Supergravity Theories,” Phys. Lett., vol. B180, p. 89, 1986.
[47] E. Witten, “(2+1)-Dimensional Gravity as an Exactly Soluble System,” Nucl. Phys.,
vol. B311, p. 46, 1988.
[48] M. P. Blencowe, “A Consistent Interacting Massless Higher Spin Field Theory in D =
(2+1),” Class. Quant. Grav., vol. 6, p. 443, 1989.
[49] J. D. Brown and M. Henneaux, “Central Charges in the Canonical Realization of
Asymptotic Symmetries: An Example from Three-Dimensional Gravity,” Commun.
Math. Phys., vol. 104, pp. 207–226, 1986.
[50] E. Ragoucy and P. Sorba, “Yangian realizations from finite W algebras,” Commun.
Math. Phys., vol. 203, pp. 551–572, 1999, hep-th/9803243.
[51] J. Brundan and A. Kleshchev, “Shifted Yangians and finite W-algebras,” 2004,
math/0407012.
[52] T. Prochazka, “Exploring W∞ in the quadratic basis,” 2014, arXiv:1411.7697.
[53] O. Tsymbaliuk, The Affine Yangian of gl(1), and the Infinitesimal Cherednik Algebras.
PhD thesis, Massachusetts Institute of Technology. Department of Mathematics, 2014.
[54] A. Negut, “The shuffle algebra revisited,” International Mathematics Research Notices,
vol. 2014, no. 22, pp. 6242–6275, 2014, arXiv:1209.3349.
[55] E. Frenkel, V. Kac, A. Radul, and W.-Q. Wang, “W (1+∞) and W (gl(N)) with central
charge N ,” Commun. Math. Phys., vol. 170, pp. 337–358, 1995, hep-th/9405121.
[56] H. Awata, M. Fukuma, Y. Matsuo, and S. Odake, “Representation theory of the
W(1+infinity) algebra,” Prog. Theor. Phys. Suppl., vol. 118, pp. 343–374, 1995, hep-
th/9408158.
80
[57] P. Bowcock, “Quasi-primary Fields and Associativity of Chiral Algebras,” Nucl. Phys.,
vol. B356, pp. 367–385, 1991.
[58] E. Bergshoeff, C. N. Pope, L. J. Romans, E. Sezgin, and X. Shen, “The Super W∞
Algebra,” Phys. Lett., vol. B245, pp. 447–452, 1990.
[59] E. Sezgin, “Aspects of W∞ symmetry,” in 4th Regional Conference on Mathematical
Physics Tehran, Iran, May 12-17, 1990, 1990, hep-th/9112025.
[60] A. Mironov, A. Morozov, and S. Natanzon, “Complete Set of Cut-and-Join Operators in
Hurwitz-Kontsevich Theory,” Theor. Math. Phys., vol. 166, pp. 1–22, 2011, 0904.4227.
[61] M. Fukuma, H. Kawai, and R. Nakayama, “Infinite dimensional Grassmannian structure
of two-dimensional quantum gravity,” Commun. Math. Phys., vol. 143, pp. 371–404,
1992.
[62] R. P. Stanley, “Some combinatorial properties of Jack symmetric functions,” Advances
in Mathematics, vol. 77, no. 1, pp. 76 – 115, 1989.
[63] I. G. Macdonald, Symmetric functions and Hall polynomials. Oxford mathematical
monographs, Oxford: Clarendon Press New York, 1995.
[64] M. Nazarov and E. Sklyanin, “Integrable Hierarchy of the Quantum Benjamin-Ono
Equation,” Symmetry, Integrability and Geometry: Methods and Applications, vol. 9,
p. 078, 2013, arXiv:1309.6464.
[65] A. Okounkov and G. Olshanski, “Shifted Schur Functions,” St. Petersbg. Math. J.,
vol. 9, no. 2, p. 1, 1996, arXiv:q-alg/9605042.
[66] M. Fukuda, S. Nakamura, Y. Matsuo, and R.-D. Zhu, “SHc Realization of Minimal
Model CFT: Triality, Poset and Burge Condition,” 2015, 1509.01000.
[67] M. Marino, “Chern-Simons theory, matrix models, and topological strings,” Int. Ser.
Monogr. Phys., vol. 131, pp. 1–197, 2005.
[68] M. Marino, “Lectures on the Topological Vertex,” Lect. Notes Math., vol. 1947, pp. 49–
104, 2008.
[69] M. Aganagic, A. Klemm, M. Marino, and C. Vafa, “The Topological vertex,” Commun.
Math. Phys., vol. 254, pp. 425–478, 2005, hep-th/0305132.
[70] A. Okounkov, N. Reshetikhin, and C. Vafa, “Quantum Calabi-Yau and classical crys-
tals,” Progr. Math., vol. 244, p. 597, 2006, hep-th/0309208.
81
[71] N. Arbesfeld and O. Schiffmann, “A Presentation of the Deformed W1+∞ Algebra,”
in Symmetries, Integrable Systems and Representations (Iohara, Kenji and Morier-
Genoud, Sophie and Re´my, Bertrand, ed.), vol. 40 of Springer Proceedings in Math-
ematics & Statistics, pp. 1–13, Springer London, 2013.
[72] P. Di Francesco, P. Mathieu, and D. Senechal, Conformal Field Theory. Graduate Texts
in Contemporary Physics, New York: Springer-Verlag, 1997.
[73] R.-D. Zhu and Y. Matsuo, “Yangian associated with 2D N = 1 SCFT,” PTEP,
vol. 2015, no. 9, p. 093A01, 2015, 1504.04150.
[74] B. Feigin, M. Jimbo, T. Miwa, and E. Mukhin, “Quantum toroidal gl1 and Bethe
ansatz,” J. Phys., vol. A48, no. 24, p. 244001, 2015, 1502.07194.
[75] H. Awata and H. Kanno, “Instanton counting, Macdonald functions and the moduli
space of D-branes,” JHEP, vol. 05, p. 039, 2005, hep-th/0502061.
[76] A. Iqbal, C. Kozcaz, and C. Vafa, “The Refined topological vertex,” JHEP, vol. 10,
p. 069, 2009, hep-th/0701156.
[77] N. Nekrasov and A. Okounkov, “Membranes and Sheaves,” 2014, 1404.2323.
82
