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Q51This paper presents a meta-analysis of existing research related to the economic valuation of the external effects
of hydropower. A database consisting of 81 observations derived from29 studies valuing thenon-market impacts
of hydropower electricity generation is constructed with the main aim to quantify and explain the economic
values for positive and negative hydropower externalities. Different meta-regression model speciﬁcations
are used to test the robustness of signiﬁcant determinants of non-market values, including different types of
hydropower impacts. The explanatory and predictive power of the estimated models is relatively high. Whilst
controlling for sample and study characteristics, we ﬁnd signiﬁcant evidence for public aversion towards deteri-
orations of landscape, vegetation and wildlife caused by hydropower projects. There is however only weak evi-
dence of willingness to pay for mitigating these effects. The main positive externality of hydropower generation,
the avoidance of greenhouse gas emission, positively inﬂuences welfare estimates when combined with the
share of hydropower in national energy production. Sensitivity to scope is detected, but not linked to speciﬁc
externalities or non-market valuation methods.
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Due to increasing efforts to decarbonize economies and substantially
diminished social and political acceptance of nuclear energy production
following the 2011 accident in Fukushima, Japan, renewable energy
sources are set to play a more prominent role in the future worldwide.
This is reﬂected in various national energy policies. Germany and
Switzerland, for example, decided to phase-out nuclear energy produc-
tion and to replace its share in national electricity production primarily
with renewable energy sources (SFOE, 2013). Renewable energy
sources avoid many negative externalities of conventional energy
production based on fossil or nuclear fuels, which typically involve
long-term consequences such as the impacts of greenhouse gas emis-
sion on climate change or radioactive waste. However, renewable
sources of energy often operate with lower energy densities than non-
renewable energy carriers, which results in spatially larger production
facilities (Wüstenhagen et al., 2007). As a consequence, other types of
externalities such as threats to biodiversity or esthetic impacts occur.
Much of the existing research related to the economic valuation of
renewable energy focuses on the newer technologies ofwind, solar, bio-
mass and biofuel. Recent examples include studies valuing externalitiesstitute of Aquatic Science and
tmann).
. This is an open access article underfromwind power generation (Alvarez-Farizo and Hanley, 2002; Ek and
Persson, 2014; Ek, 2006; Ladenburg and Dubgaard, 2007), biomass
(Susaeta et al., 2011) or from a mixture of various renewable energy
sources (Bergmann et al., 2006, 2008; Komarek et al., 2011; Kosenius
and Ollikainen, 2013; Ku and Yoo, 2010; Longo et al., 2008). In contrast,
the amount of research that has been conducted on the effects and eco-
nomic values of more established technologies such as hydropower is
rather limited. Since the role of hydropower as a source of renewable
energy is expected to expand further worldwide (e.g., Jacobson and
Delucchi, 2009) understanding individuals' preferences for its effects
on the environment, recreational activities and esthetic values is of cru-
cial importance to inform an effective and efﬁcient energy transition.
Hydropower is a renewable source of energy with a long history
(Paish, 2002). The product of hydropower generation is electricity, a
standard market good that can be sold directly to electricity consumers
and is therefore usually not considered in valuation studies. The same
holds for employment effects of hydropower operations. However,
hydropower electricity production typically generates a number of
positive and negative side-effects that affect different groups of stake-
holders, for which they are in most cases not (directly) compensated.
These effects of hydropower not only depend on the size of operation
and the geographical location, but also on the type of hydropower facil-
ity. That is, run-of-the-river facilities, usually operating with constant
water ﬂows and generating electric base load, have different effects
than storage plants that depend on dams to store water, which isthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
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ural water feeding can differ again from the effects of pumped-storage
plants that pump water from a lower to a higher reservoir. In general,
most of the external effects of hydropower are caused by hydropeaking
and disconnected water bodies. Reduced connectivity refers to
the disconnection of water bodies caused by hydropower dams
and run-of-the-river facilities. Changes in ﬂow (hydropeaking) occur
only in the case of storage hydropower plants. Hydropeaking causes
non-natural ﬂow patterns, i.e. high variability in discharge, water levels
andﬂowvelocity ofwater bodies. The various effects causedbydifferent
types of hydropower plants will be brieﬂy summarized below.
Recreation is an important service provided by aquatic ecosystems
(Boyd and Banzhaf, 2007), which may be impaired by hydropower.
Examples of such services affected by hydropower operations include
various types of recreational activities such as kayaking or rafting
(Aravena et al., 2012; Hynes and Hanley, 2006), ﬁshing (Filippini et al.,
2003; Gogniat, 2011; Håkansson, 2009; Loomis et al., 1986; S. Navrud,
2004; Robbins and Lewis, 2009) or visiting waterfalls (Ehrlich and
Reimann, 2010). Most studies observe that these recreational activities
are negatively inﬂuenced by hydropower due to hydropeaking and the
disconnectivity of water bodies, both of which impede water sports and
endanger ﬁsh populations thereby reducing the value of angling. It is,
however, conceivable that hydropowermay also generate positive effects
on recreational opportunities, for example by creating artiﬁcial lakes suit-
able for water sports. Getzner (2015) empirically compares the recrea-
tional value of free-ﬂowing sections of a river with dammed stretches
and ﬁnds higher recreational beneﬁts on free-ﬂowing sections than on
dammed stretches of rivers for a variety of recreational activities.
The environmental effects of hydropower are manifold. A positive
environmental externality of hydropower electricity production is
lower greenhouse gas emission compared to most other sources of
electricity production (see Weisser (2007) for a literature overview of
greenhouse gas emissions by different electricity production technolo-
gies). The reduction in the emission of greenhouse gases depends
however on reservoir size and type, the extent of ﬂooded vegetation,
soil type, water depth, and climate conditions. Especially methane
emission can form a signiﬁcant source of greenhouse gas release in
the case of hydropower reservoirs of storage plants in tropical regions
(e.g., Barros et al., 2011; Delsontro et al., 2010). Pumped-storage plants
without natural water feed are used for load balancing only and do not
directly reduce greenhouse gas emissions since they consume more
electricity than they generate.
Negative environmental externalities of hydropower stem as well
from either reduced connectivity of aquatic systems or altered ﬂow
regimes. Reduced connectivity especially affects migration of ﬁsh and
other animal species. Changes in ﬂow patterns (hydropeaking) change
sedimentation levels and can lead to rapid changes inwater temperature.
Both of these effects have an impact on invertebrates which are usually
very sensitive to altered temperature and sediments (e.g. Bruno et al.,
2009). In addition, non-natural hydropower ﬂow patterns may endanger
ﬂoodplains, threaten ﬁsh and bird species and cause erosion.
Hydropower projects, especially the construction of dams, artiﬁcial
lakes and reservoirs, may also affect artifacts of important cultural, his-
torical and geological value that are ﬂooded during the construction
phase of hydropower storage plants (Han et al., 2008; Lienhoop and
MacMillan, 2007; Navrud, 2004). Direct, potentially negative, esthetic
impacts of hydropower often stem from hydropower-related facilities
such as dams, access tracks, pipelines, buildings and the lack of vegeta-
tion due to these installations (Hanley and Nevin, 1999). Run-of-the-
river plants cause esthetic degradation as well. It has been shown that
free-ﬂowing rivers have higher esthetic value compared to rivers affect-
ed by hydropower facilities (Born et al., 1998). Furthermore, pylons
connecting remote hydropower plantsmight affect views and sceneries
(Aravena et al., 2012).
The main objective of this paper is to synthesize the empirical
evidence on the economic valuation of hydropower externalities in ameta-analysis. In contrast to a recent meta-analysis on the willingness
to pay for green electricity (Sundt and Rehdanz, 2015), we focus explic-
itly on hydropower and its externalities. This is to our knowledge the
ﬁrst study to conduct such an analysis. The purpose of this meta-
analysis is not only to review and evaluate the existing literature, but
also to explain study-to-study variation by focusing on differences be-
tween valuations for various positive and negative types of hydropower
externalities as well as on key methodological characteristics such as
sensitivity to scope. In order to do this, the external effects of hydropow-
er production are ﬁrst identiﬁed and classiﬁed. Next, the drivers of wel-
fare estimates for the non-market effects of hydroelectric production
technology are examined in a meta-regression model.
The remainder of this paper is structured as follows. Section 2
describes the search procedure and selection of studies included in the
meta-analysis. Section 3 explains the main econometric issues in
meta-modeling and the estimated models. Section 4 presents the fac-
tors that inﬂuence the economic values of hydropower externalities.
The results of the estimated meta-regression models are presented in
Section 5 followed by conclusions in Section 6.
2. Study selection and characteristics
The non-market valuation of externalities of hydropower produc-
tion constituted the main criterion for a study to be included in the
meta-analysis. More speciﬁcally, all studies that generated primary
valuation data of the non-market impacts of electricity production by
hydropower were considered for inclusion. We included all studies in
which hydropower production was identiﬁed as a source of the exter-
nalities. This involves studies that valued externalities of hydropower
exclusively (roughly 80% of all observations) as well as studies which
value external effects of renewable energy in general but explicitly
mention hydropower to be one of these (20%of the observations includ-
ed). For example, a study that values increasedwater ﬂows due tomod-
iﬁed hydropower operation schemes would be included in the analysis
whereas a study that estimates the value of increasedwater ﬂowswith-
out explicitly specifying that these changes inwater ﬂows are caused by
hydropower operation would not be included. Applying this selection
criterion ensured that individuals took their preferences for hydropow-
er into account when valuing the external effects.
The search procedure was conducted in 2014. Online databases that
were browsed included Google Scholar, Scopus, Econlit and RePEc.
ProQuest was used to search speciﬁcally for relevant PhD theses. The
search included published as well as unpublished papers, working
papers, conference papers, PhD theses, Master theses, government and
non-government reports. Keywords that were used in the search pro-
cess included, among others, the following terms and combinations
thereof: hydropower, hydroelectric, stated preferences, revealed prefer-
ences, contingent valuation, conjoint analysis, choice experiment, travel
cost, hedonic pricing, externalities, dams and recreational beneﬁts.
Table 1 provides the list of studies included in themeta-analysis col-
lected by the search and selection procedures described above. Most of
the studies obtained are articles published in international peer-
reviewed journals, but there are also two reports, two working papers,
one conference paper, a PhD thesis, and two Master theses. Three re-
ports could not be obtained despite an extensive search procedure.
Other studies that were excluded to avoid double counting analyzed
data that had already been used in one or more other relevant publica-
tion. Five papers valued externalities of renewable energy in general
without explicitlymentioninghydropower, and thus the economic values
of the effects could not be ascribed to hydropower. Furthermore, two
publications reported only aggregated economic values for the relevant
population that could not be transformed to individual welfare estimates.
The earliest study was carried out in 1983 while the other studies
were conducted over a period of 18 years between 1993 and 2011.
The majority of the studies was carried out in Europe (70%), followed
by South America (13%), the United States (9%) and Asia (9%). With
Table 1
Studies collected in the selection and search procedure ordered by study year.
Study
year
Authors (year of
publication)
Type of publication Country National hydropower
sharea
Valuation
methodb
Nc
1 1983 Loomis et al. (1986) Journal article (Journal of Environmental Management) USA 13.7% CV 1
2 1993 Kosz (1996) Journal article (Ecological Economics) Austria 71.5% CV 1
3 1993 Navrud (1995, 2001) Report & Journal article (Hydropower and Dams) Norway 99.6% CV 2
4 1994 Biro (1998) Journal article (Ambio) Turkey 39.1% CV 1
5 1996 Loomis (1996) Journal article (Water Resources Research) USA 9.6% CV 3
6 1997 Hansesveen and Helgas (1997) Master Thesis Norway 99.3% CV 3
7 1998 Bergland (1998) Report Norway 99.4% CV 3
8 1998 Filippini et al. (2003) Journal article (Applied Economics) Switzerland 53.7% HTCM 1
9 1998 Hanley and Nevin (1999) Journal article (Energy Policy) United Kingdom 1.4% CV 1
10 1998 Loomis (2002) Journal article (Water Resources Research) USA 7.8% HTCM 1
11 2002 Han et al. (2008) Journal article (Environmental Impact Assessment Review) South Korea 1.0% CE 1
12 2002 Sundqvist (2002) Doctoral Thesis Sweden 45.2% CE 1
13 2003 Bothe (2003) Working Paper Iceland 83.4% CV 1
14 2003 Hynes and Hanley (2006) Journal article (Land Use Policy) Ireland 2.4% TCM 1
15 2003 Bergmann et al. (2008) Journal article (Ecological Economics) United Kingdom 0.8% CE 6
16 2004 Håkansson (2009) Journal article (Journal of Environmental Planning and Management) Sweden 39.6% CV 8
17 2004 Navrud (2004) Report Norway 98.8% CV 1
18 2005 Longo et al. (2008) Journal article (Ecological Economics) United Kingdom 40.5% CE 4
19 2006 Kataria (2009) Journal article (Energy Economics) Sweden 43.1% CE 7
20 2006 Robbins and Lewis (2009) Journal article (Journal of the American Water Resources Association) USA 6.8% TCM 2
21 2006 Ku and Yoo (2010) Journal article (Renewable and Sustainable Energy Reviews) South Korea 0.9% CE 3
22 2008 Aravena et al. (2012) Journal article (Energy Economics) Chile 40.5% CV 1
23 2008 Ponce et al. (2011) Journal article (Water Resources Management) Chile 40.5% CV 10
24 2008 Kosenius and Ollikainen (2013) Journal article (Energy Policy) Finland 22.1% CE 1
25 2009 Ehrlich and Reimann (2010) Journal article (International Journal of Geology) Estonia 0.4% CV 1
26 2010 Guo et al. (2014) Journal article (Energy Policy) China 17.2% CV 2
27 2011 Gogniat (2011) Master Thesis Switzerland 51.5% HTCM 1
28 2011 Klinglmair and Bliem (2013) Conference Paper Austria 55.0% CE 3
29 2011 Klinglmair et al. (2012) Working Paper Austria 55.0% CE 10
a IEA (2014a, 2014b).
b CV: contingent valuation; CE: choice experiment; TCM: travel cost method; HTCM: hypothetical travel cost method.
c Number of observations included in the meta-analysis.
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ence methods such as contingent valuation (CV) or discrete choice
experiments (CE), two studies used revealed preferencemethods (trav-
el cost method (TCM)) and three combined revealed and stated prefer-
ence approaches using the hypothetical TCM (HTCM). Out of a total of
29 studies, 81 observations could be used in the subsequent meta-
analysis. Fifteen studies contributed with only one observation. Studies
provided more than one observation when using different samples of
respondents (for example distinguishing between users and non-users
of a resource) or because they valued various combinations of hydro-
power externalities. A few studies also varied methodological aspects
in split samples. The number of respondents underlying each observa-
tion varies considerably (between 45 and 1933), with an average of
361 respondents per observation. Eight observations (9.9%) included re-
spondents that were directly affected by hydropower externalities.
These are, for example, anglers who were asked to value the number
ofﬁsh in a river affected byhydropower. Peer-reviewed papers included
in the analysis received, on average, 39 citations measured by the Goo-
gle Scholar citation index, with one study having a maximum of 136 ci-
tations (until December 2014). Finally, the share of hydropower in total
national electricity production (in the year of the survey) was included
as a measure for the energy mix in a country (IEA, 2014a, 2014b). Na-
tional shares of hydropower varywidely,with an average of 38% of elec-
tricity produced by hydropower in the countries where the surveys
were conducted.
3. Meta-model
3.1. Treatment of heterogeneity, heteroskedasticity and non-independence
Meta-regression models can be classiﬁed according to the way they
address and treat data heterogeneity, heteroskedasticity of effect-size
variances and non-independence of observations from the same studies(Nelson and Kennedy, 2008). This section explains these three issues
and how they are tackled in our study.
Data used in a meta-analysis stem from a variety of papers, authors
and countries. Furthermore, there are often individual-speciﬁc differ-
ences between survey participants, and the effect-size that forms the
dependent variable in ameta-analysismight suffer from inconsistencies
between studies (Smith and Pattanayak, 2002). In other words, studies
may differwith respect to their design elements but theymay also differ
regarding their examined effect-size (Ringquist, 2013). Apart from en-
hancing comparability of effect-sizes by adjusting available data from
primary studies and dropping observations that lack comparability,
the standard treatment of data heterogeneity in economic studies is to
control for differences in effect-size by including independent variables
(Nelson and Kennedy, 2008; Smith and Pattanayak, 2002). In this study,
control will be included for differences between the types of hydropow-
er externalities valued, sample characteristics and methodological
features of different studies.
The primary studies used in meta-analysis usually do not have
the same (estimated) variances due to differences in study-speciﬁc
characteristics (Nelson and Kennedy, 2008). The standard assumption
of the ordinary least square (OLS) estimator of homogeneity is
thus in general violated (Ringquist, 2013). In order to mitigate
heteroskedasticity of effect-size variances and to control for differences
in the quality of study results, the observations are ideally weighted by
the inverse of their variances, resulting in weighted least squares re-
gression (e.g., Lipsey and Wilson, 2001). By applying weights in this
manner, more accurate studies with lower variances receive higher
weights in themeta-analysis. Since in this study we only have informa-
tion available about estimated variances of a fraction of the primary
studies, we weight the individual observations by the square root of
the study sample sizes as is commonly done in the meta-regression
literature (see Nelson and Kennedy (2008) for an overview on studies
applying this procedure). This ensures that studies with larger sample
1 Depending on the context of application suchmodels are also called hierarchical,mul-
tilevel, random coefﬁcients or variance components models.
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weight in the analysis. As a consequence, the issue of heteroskedasticity
is mitigated and it is assured that observations whichwe consider to be
more reliable receive higher weights in the analysis.
It is common procedure inmeta-analysis to draw several effect-sizes
from each study. Since observations drawn from the same study usually
share some common characteristics, it must be assumed that there is
within-study correlation between observations (Nelson and Kennedy,
2008). Various procedures exist to mitigate this issue, such as including
only one observation per study or including onlymean values of various
observations from the same study. However, since the number of pri-
mary studies and hence observations that are used in a meta-analysis
may be limited, it is in many cases unavoidable to use all observations
obtainable from each study. Furthermore, the use of several observa-
tions from the same study provides some estimation leverage due to
the fact thatmany elements of the research design of these observations
remain the same (Ringquist, 2013). If various observations per study are
used, it is necessary to control for within-study correlation by explicitly
taking the hierarchical data structure into account. This can be done, for
example, by using panel data models or calculating cluster-robust
standard errors (Nelson and Kennedy, 2008). Both approaches are
applied in this study.
3.2. The meta-regression models
We apply a variety of different approaches to address the issues
described in Section 3.1, resulting in three different models. In model
1 we use cluster-robust standard errors, where studies are set as clus-
ters. This enables us to take the correlation between value estimates
from the same studies into account. Cluster-robust standard errors
assume independent observations across, but not within clusters.
Model 2 is a random-effects panel model with individual studies
deﬁned as cross-sectional units. Model 3 is an extension of the
random-effects model that allows not only intercept coefﬁcients, but
also slope parameters to be random (Cameron and Trivedi, 2005).
The baseline model (model 1) is estimated by weighted least
squares and is speciﬁed as follows (e.g., Harbord and Higgins, 2008):
yi ¼ x 0iβ þ εi with εi  0;
σ 2
wi
 
ð1Þ
where yi denotes the dependent variable, i.e. the welfare estimates for
hydropower externalities, xi is a vector of regressors, and β is a vector
of associated coefﬁcients. The observations are weighted by the square
root of their respective sample size in this model. This was incorporated
by using analytic weights which assume an error termwithmean equal
to zero and weighted variance of σ2/wi, where σ 2 is an unknown
variance estimated in the regression andwi denote the known weights.
Variances are assumed to be smaller for observations that are based on a
larger sample size. Cluster-robust standard errors are applied in order to
control for within-study correlations of observations.
The model above serves as a baseline case and is compared with
more elaborate models (models 2 and 3). Despite the advantage of the
ﬁxed-effects model that allows for correlation between unobservable
study-speciﬁc effects and independent variables, such a speciﬁcation is
not feasible in our case due to a substantial number of studies providing
only one observation. Model 2 therefore incorporates random-effects
and is estimated using maximum likelihood estimation procedure:
yij ¼ x 0ijβ þ μ j þ εij with μ j  μ;σ 2μ
h i
and εij  0;σ 2ε
 
: ð2Þ
Model 2 incorporates two error terms: εij denotes the standard error
term, whereas μ j is a random variable that varies across j studies, but is
assumed to be distributed independently of the regressors (Cameronand Trivedi, 2005). Both the random effects as well as the error term
are assumed to be identically and independently distributed (iid).
Model 2 is a more realistic speciﬁcation compared to model 1 be-
cause it allows capturing systematic differences in mean welfare es-
timates between studies. However, an even more elaborate model
would allow controlling for differences in the inﬂuence of regressors
on the dependent variable between studies. Such differences can be
modeled by taking not only random intercepts, but also random
slope parameters into account. This results in a mixed-effects
model (model 3),1 which can be described as follows (Cameron
and Trivedi, 2005):
yij ¼ x 0ijβ þ z 0ij μ j þ εij with εij  0;σ 2ε
  ð3Þ
where xij denotes as before the regressors, zij is a vector of observable
characteristics (a subset of xij that includes the variables in the random
part), μ j a random vector and εij is the standard error term. Mixed-
effects models allow for the estimation of both ﬁxed-effects and
random-effects. Fixed-effects in this context describe the ordinary ef-
fects of regressors on the dependent variable. Their slope and intercepts
describe the sample as a whole. These are the main effects of interest.
Random-effects are the intercepts and slope parameters that vary
across studies and capture the heterogeneity between studies.
Random-effects are usually not estimated directly, but their variances
are calculated instead. The size and standard errors of these variances
indicate whether there exist signiﬁcant variations between studies in
the slope coefﬁcients of the regressors that are assigned to the random
part (Hamilton, 2012).
4. Selection and deﬁnition of variables
The main goal of the meta-analysis presented here is to explain
variations in effect-size estimates between different studies, that is,
variation in the dependent variable of interest, here welfare estimates
for positive and negative externalities associated with hydropower.
The value function that serves as a conceptual basis for the different
categories of factors explaining variations in effect-size estimates can
be speciﬁed as follows:
Welfare estimatei ¼ f Q i;Ri; Sið Þ ð4Þ
where the estimated economic value obtained from study i represents
the effect-size of interest, i.e. the dependent variable whose variation
we aim to explain. Q denotes the type of externality that is valued in
study i. Of importance here is not only the externality itself, but also
the size of change in the provision or quality level of the externality
(i.e. the difference between Q1 in a new state and Q0 in the status
quo). The various externalities (Q) valuedwere divided into the follow-
ingﬁve categories: (1) landscape and vegetation, (2)wildlife, (3) green-
house gas emission, (4) recreation and (5) esthetics. Additionally,
sample characteristics (R) and methodological features of the studies
(S) are theoretically expected to play a signiﬁcant role in explaining
effect-size estimates. Sample characteristics (R) refer to the socio-
economic characteristics of survey respondents and methodological
features (S) to the methods and procedures used to elicit and analyze
the welfare estimates.
Table 2 provides a full list of the regressors included in the meta-
regression model. The directions of the valued effects are indicated
as well, i.e. whether they describe improvements, mitigations or deteri-
orations.Mitigations include policies such as restoring rivers or disman-
tling hydropower dams, all of whichmaymitigate the negative impacts
of hydropower operation on landscape and vegetation, wildlife, recrea-
tion, and esthetics. Mitigations thus describe positive changes of
Table 2
Explanatory variables included in the meta-analysis.
Variables Description Coding of variables
Type of externality and size of change valued
Landscape & vegetation
(mitigation)
Mitigation of negative impacts on landscape & vegetation such as forests,
ﬂora species or river-margin vegetation
Dummy: 1 = Mitigation of negative impacts on
landscape & vegetation valued; 0 = Otherwise
Landscape & vegetation
and Wildlife
(deterioration)
Deterioration of landscape & vegetation as well as deteriorations of wildlife Dummy: 1 = Deterioration of landscape & vegetation
and wildlife valued; 0 = Otherwise
Wildlife (mitigation) Mitigation of negative impacts on fauna, especially populations of ﬁsh, birds
and invertebrates (e.g. improving ﬁsh passages)
Dummy: 1 = Mitigation of negative impacts on
wildlife valued; 0 = Otherwise
Greenhouse gas emission
(improvement)
Reduction of greenhouse gas emission Dummy: 1 = Reduction of greenhouse gas emission
valued; 0 = Otherwise
Recreation (mitigation) Mitigation of negative impacts on recreational amenities affected by hydropower
production, e.g. kayaking, river rafting, hunting or visiting a waterfall
Dummy: 1 = Mitigation of negative impacts on
recreation valued; 0 = Otherwise
Esthetics (mitigation) Mitigation of negative visual impacts such as visibility of access tracks, pipelines and
pylons or general esthetic perception of water bodies that are used for hydropower
Dummy: 1 = Mitigation of negative visual impacts
valued; 0 = Otherwise
Esthetics (deterioration) Deterioration of visual impacts such as visibility of access tracks, pipelines and pylons
or general esthetic perception of water bodies that are used for hydropower
Dummy: 1 = Deterioration of visual impacts valued;
0 = Otherwise
Size of change Variable describing the size of an impact of a valued externality Dummy: 1 = Small change valued; 0 = Medium or
large change valued
Methodological variables
Valuation method Describes the valuation method applied: discrete choice experiment (CE),
contingent valuation (CV) or travel cost methods (TCM or HTCM)
Dummy: 1 = CE; 0 = CV, TCM or HTCM
Survey mode Describes the survey administration mode, e.g. mail, mail & phone, online or
face-to-face survey
Dummy: 1 = Face-to-face survey; 0 = Other survey
mode (mail, mail & phone, online)
Payment vehicle Characterizes the payment vehicle used, e.g. tax increase, electricity costs, water
costs, and entrance fees
Dummy: 1 = Increase in taxes; 0 = Other payment
vehicles
Payment duration Variable describing the duration of the payment that is presented to participants
in the valuation procedure
Dummy: 1 = Payment duration is limited (one-off or
one year); 0 = Unlimited payment duration (inﬁnite)
Sample characteristics
North and South America Continent of survey implementation Dummy: 1 = North or South America; 0 = Elsewhere
Asia Continent of survey implementation Dummy: 1 = Asia; 0 = Elsewhere
Hydropower share Share of hydropower in national electricity production Continuous variable (%)
Users Describes whether participants in the valuation exercise are direct users of the
resource being valued (mainly anglers)
Dummy: 1 = Users; 0 = Non-users
High income Median disposable household income of all studies in 2013 USD (adjusted for
GDP purchasing power parities)
Dummy: 1 = Income above the median of all studies;
0 = Income below the median
Year of study Year of survey implementation Continuous variable (1983–2011)
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welfaremeasures for positive changes of positive externalities of hydro-
power. Since low greenhouse gas emissions are the only positive exter-
nality of hydropower valued in our dataset, improvements refer
exclusively to reducing greenhouse gas emissions. Negative changes
in externalities, such as a negative change of aesthetical values, are
described as deteriorations. The different directions of the valued effects
are captured by separate externality-speciﬁc variables.2 The dummy
variables for deteriorations in landscape and vegetation and wildlife
were merged into one variable due to perfect collinearity between
the two (all observations that valued deteriorations in landscape and
vegetation also valued deteriorations in wildlife).
With respect to the dependent variable, only mean welfare esti-
mates of CEs, that is, welfare estimates for scenarios entailing combina-
tions of changes in externalities to assess the trade-offs involved, can be
compared with the values obtained from CV and TCM studies. Marginal
estimates of welfare obtained from CEs were therefore excluded from
the analysis. Mean welfare measures may represent slightly different
concepts depending onwhether stated or revealed preferencemethods
are used (Hicksian or Marshallian surplus measures). However, for low
income elasticities of demand for the externalities valued (and there is
some evidence that income elasticities of demand for environmental
goods are below unity, see for example Hökby and Söderqvist (2003)),2 No control was included for differences in welfare measures (compensating or equiv-
alent surplus measures) due to multi-collinearity, although the direction of the valued ef-
fects does not necessarily coincide with these welfare measures. A mitigation of an effect,
for example, can be assessed by a compensating as well as equivalent surplus, depending
on whether the mitigation is framed as an actual improvement or an avoided
deterioration.Marshallian andHicksianmeasures of surplus are similar and it is there-
fore considered reasonable to use both measures in the same analysis.
The effect-size estimates of the various studies also had to be made
comparable. For this purpose, all estimates of welfare were expressed
in 2013 USD by adjusting for annual consumer price inﬂation and GDP
purchasing power parities (PPPs) of the countries where the studies
are conducted (OECD, 2014). The same procedure was applied to the
income variable. An additional important adjustment was to express
all welfare measures on an annual basis to the degree that this was
possible. Welfare estimates obtained from publications that deﬁned
the payment vehicle as a payment “per trip” were adjusted by the
average annual number of trips where possible and excluded from the
analysis otherwise. One observation deﬁned the payment vehicle as
an increase in electricity costs per kWh. Since the survey sample of
this study is representative of the national population, we transformed
this welfare estimate to an annual electricity cost using the average
kWh consumption per household per year in the country where the
study was conducted (IEA, 2014a, 2014b). In most of the studies the
duration of the paymentwas speciﬁed as indeﬁnite. However, 24 obser-
vations include one-off payments or payments of limited duration (one,
ﬁve or ten years). To control for payment duration, a dummy variable
which distinguishes between short and long-term payments was creat-
ed. Short-term payments are deﬁned as payments up to one year. All
durations longer than one year are subsumed in the dummy for long-
termpayments. This approach is supported by experimentally observed
discounting strategies such as hyperbolic discounting that suggest high
mental discounting rates in the short-run and low behavioral weight of
the future (e.g., Kirby and Herrnstein, 1995).
The size of the change that is valued and the related notion of
sensitivity to scope is a key conceptual issue accounted for in our
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variation in economic values due to changes in the magnitude of an en-
vironmental good being valued (Carson, 1997). Sensitivity to scopewas
identiﬁed as one of the crucial criteria for valid and reliable stated pref-
erence research by the NOAA Panel (Arrow et al., 1993). Although there
exists an extensive literature on this issue, the results are somewhat in-
conclusive and it is not always evident what an adequate response to
scope would be. In general, most of the research concerning the exis-
tence and impact of scope effects has taken place in CV studies (see
Desvousges et al. (2012) and Ojea and Loureiro (2011) for meta-
analyses of the existing literature). This is also due to the fact that CEs,
in contrast to CV, implicitly test for scope effects. The size of the change
variable included in this study distinguishes between small, medium
and large changes. Classiﬁcation of size of change was done based on
the baseline and policy scenarios descriptions provided in the individual
studies. This classiﬁcation is available from the authors upon request.
Special care has been taken in the process of selecting variables to
ensure that the conceptually most relevant variables are included in
the meta-analysis and at the same time multicollinearity is avoided.
For example, the dummy for the TCM cannot be included in the regres-
sion model, because it is highly correlated with the dummy for direct
users of a resource due to the fact that TCM assesses values of users
only. The dummy for users therefore also captures a large part of the
effect of using the TCM. As a consequence, the dummy for CEs (1 if a
CE is applied, 0 for other valuation methods) can be interpreted as
capturing the effect of using CEs compared to using CV only. Similarly,
thedummyvariable for recreational amenities excludesﬁshing, because
recreational ﬁshing is highly correlated with the dummy for users,
i.e. anglers in most cases. Dummy variables describing the payment
unit (household versus individual), type of welfare measure (com-
pensating or equivalent surplus) and cultural heritage values caused
multicollinearity issues (in addition to not turning out to be signiﬁ-
cant in any model) and were hence not included in the analysis.
The same holds for the variable testing for differences in values for
externalities of existing and planned hydropower facilities.
5. Results
5.1. Descriptive statistics
Table 3 shows the cross tabulation of the mean economic values
across the main explanatory variables considered for the meta-
regression models. The last row summarizes the welfare measure for
the overall sample. Since a test of equality of economic values between
studies valuing externalities of hydropower production exclusively and
studies including other renewable energies as well showed that these
two welfare measures do not differ signiﬁcantly, both categories
of studies were included for the descriptive statistics and meta-
regressions. Furthermore, no signiﬁcant differences were found be-
tween values associated with storage plants (27% of all observations),
run-of-the-river plants (46%) and observations that do not distinguish
between these different types of hydropower plants (27%). The esti-
mates obtained from different hydropower types are therefore pooled
in our analysis. It is not meaningful to disentangle the economic values
estimated for different categories of externalities since most of these
values represent a combination of attributes.
The results of the Kruskal–Wallis test indicate that the welfare mea-
sures differ signiﬁcantly between continents as well as between valua-
tion methods. The mean values for different regions show that surveys
conducted in North and South America result in signiﬁcantly higher
PPP adjusted welfare value than in Europe or Asia. They also show
that welfare estimates in Asia are generally the lowest. Note, however,
that the number of observations in Asia is limited and the standard
error is high. The same applies to the relatively high values found for
North and South America. Contrary to expectations, the TCM generates
the highest values of the three valuation methods. Also here the resultshave to be interpreted with the necessary care because of the low
number of observations and the relatively high standard errors for
TCM. The observed differences in welfare estimates between different
survey administration modes, types of welfare measures and size of
change categories are not statistically signiﬁcant.
The variable that captures the sensitivity to scope (i.e. the size of
change) indicates that values increase when the size of change shifts
from small to medium, but slightly decrease again for shifts from
medium to large changes in externalities. This result might suggest
insensitivity to scope or at least diminishing marginal utility of individ-
uals when moving from small to medium and then to large impacts of
hydropower.
5.2. Meta-regression results
The dependent variable was adjusted using a Box–Cox power trans-
formation in order to reduce its skewness (Box and Cox, 1964). The
Box–Cox transformation estimates a parameter λ from the data that
minimizes the skewness of the variable that is to be transformed (x):
B x;λð Þ ¼
xλ−1
λ
if λ≠0
lnx if λ ¼ 0:
8<
: ð5Þ
By setting a speciﬁc value for λ, the Box–Cox transformation can
incorporate many traditional transformations such as square, cubic or
fourth root as well as logarithmic transformations (Osborne, 2010).
For example, λ=0would indicate a natural logarithmic transformation
to ﬁt the data best. In our case the transformation of the dependent var-
iable resulted in λ=0.17, implying that such a Box–Cox transformation
is an even better ﬁt for the data than a logarithmic transformation.
Table 4 presents the outcomes of the three models described in
Section 3.2. All models perform well with an R2 of 0.77 for the ﬁrst
model and pseudo-R2 of 0.358 and 0.409 formodels 2 and 3, respective-
ly. However, the pseudo-R2 lacks the explanatory power interpretation
of the R2 for model 1, and is therefore not directly comparable. The
Akaike information criterion (AIC) and the Bayesian information criteri-
on (BIC) nevertheless show that there is a slight improvement when
moving from model 2 to model 3.
The coefﬁcients for the types of externalities conﬁrm that deteriora-
tions caused by hydropower production are valued as expected highly
negative. This is evident from the signiﬁcant negative coefﬁcients for
deteriorations of landscape, vegetation and wildlife in all three models.
The coefﬁcients for esthetic deteriorations are negative in two out of
threemodels but only reach signiﬁcance inmodel 3.Mitigating negative
hydropower externalities does not seem to affect economic values sub-
stantially. The coefﬁcients formitigations of landscape and vegetation as
well as for wildlife are not signiﬁcant in two out of the three models.
Furthermore, the coefﬁcients for deteriorations of landscape, vegetation
andwildlife aremuchhigher in absolute numbers than the estimates for
mitigating these effects. Mitigation of esthetic and recreational effects
does not impact economic values signiﬁcantly either.
The coefﬁcient for reducing greenhouse gas emissions through hy-
dropower is not signiﬁcant. However, when interacting the dummy
for greenhouse gas reduction with the share of hydropower in national
electricity production, the coefﬁcient of the interaction term is positive
and highly signiﬁcant. This means that reducing greenhouse gas emis-
sions is valued positively and signiﬁcantly more in countries with a
higher share of hydropower in electricity production. A possible expla-
nation for this result may be that awareness levels with respect to the
positive effect of hydropower on greenhouse gas emission are higher
in countrieswith a higher dependence on this renewable energy source.
In order to assess the trade-offs between positive and negative
externalities more quantitatively, an alternative version of model 1
was estimated by applying a logarithmic transformation of the depen-
dent variable. This produces qualitatively similar results as shown in
Table 3
Cross tabulation of mean values of hydropower externalities across groups of explanatory variables.
Mean value
(2013 USD)
Std. err. Min. value Max. value Na Kruskal–Wallis test statistic
Continents χ2 = 6.60 p = 0.0369
North and South America 275.1 401.9 87.7 1841.2 18
Europe 146.9 164.3 3.9 1033.8 56
Asia 94.3 166.9 14.8 471.8 7
Valuation techniques χ2 = 22.24 p = 0.0001
CE 152.6 106.6 14.8 487.6 36
CV 97.6 94.1 3.9 471.8 39
TCM 732.7 603.7 337.1 1841.2 6
Survey administration χ2 = 1.869 p = 0.3927
Face-to-face 131.5 105.8 10.9 471.8 35
Mail & mail/phone combined 215.3 361.0 3.9 1841.2 32
Online 167.7 99.7 15.1 370.6 14
Welfare measures χ2 = 0.929 p = 0.3351
Compensating surplus 174.2 272.1 3.9 1841.2 61
Equivalent surplus 160.7 108.0 10.9 471.8 20
Size of change χ2 = 0.507 p = 0.7760
Small 124.2 96.5 6.5 252.5 12
Medium 182.4 202.6 5.8 1033.8 31
Large 176.2 298.7 3.9 1841.2 38
Mean economic value 170.9 241.5 3.9 1841.2 81
a Number of observations.
72 M. Mattmann et al. / Energy Economics 57 (2016) 66–77Table 4 but allows for a more straightforward interpretation of the dif-
ferent coefﬁcients. According to this model speciﬁcation, deteriorations
of landscape, vegetation andwildlife result ceteris paribus in a reduction
of the estimated economic value by 136%. In contrast, the positive exter-
nality of avoiding greenhouse gas emissions in combination with theTable 4
Meta-analysis regression models.
Model 1:
WLS
Variables Coeff. (s
Constant 0.689 (1
Type of externality and size of change valued
Landscape & Vegetation (mitigation) 1.123 (0
Landscape & Vegetation & Wildlife (deterioration) −3.057⁎⁎⁎ (0
Wildlife (mitigation) −0.273 (0
Greenhouse gas (improvement) −0.658 (1
Greenhouse gas (improvement) × Hydropower share 0.049⁎⁎ (0
Esthetics (mitigation) 0.257 (0
Esthetics (deterioration) −0.282 (0
Recreation (mitigation) −0.413 (1
Size of change (small) −0.788 (0
Methodological variables
Valuation method (CE) 3.234⁎⁎⁎ (0
Survey mode (face-to-face surveys) 0.886 (0
Payment vehicle (tax increase) 1.709 (1
Payment duration (short-term) −1.315 (0
Sample characteristics
North and South America 1.204 (0
Asia −2.393 (1
Hydropower share 0.010 (0
Users 6.556⁎⁎⁎ (1
High income (Nmedian) 0.006 (0
Year of study 0.150⁎⁎⁎ (0
Random-effects (group variable: studies)
σ 2wildlife (mitigation) – –
σ 2constant – –
σ 2residual – –
Log-likelihood
AIC
BIC
R2 (Pseudo-R2) 0.77
Number of observations 81
⁎⁎⁎ p b 0.01.
⁎⁎ p b 0.05.
⁎ p b 0.1.national hydropower share has amuchweaker impact on the estimated
non-market values. For each percentage point increase in the national
hydropower share, avoiding greenhouse gas emissions results in a
roughly 2.3% increase of the economic value. The relative change in
the share of hydropowerwould have to be at least 60 percentage pointsModel 2:
Random-effects
Model 3:
Mixed-effects
.e.) Coeff. (s.e.) Coeff. (s.e.)
.137) 1.981 (1.470) 0.304 (0.951)
.821) 0.489 (0.394) 0.832⁎⁎ (0.331)
.562) −3.454⁎⁎⁎ (0.359) −3.606⁎⁎⁎ (0.363)
.763) −0.038 (0.483) 0.205 (0.749)
.072) −1.489 (0.906) −0.037 (0.401)
.024) 0.075⁎⁎⁎ (0.023) 0.028⁎⁎⁎ (0.010)
.979) 1.116 (0.984) −0.454 (0.391)
.780) 1.019 (0.853) −0.855⁎⁎ (0.353)
.122) 0.211 (0.501) −0.285 (0.522)
.500) −0.761⁎⁎⁎ (0.280) −0.670⁎ (0.365)
.851) 3.193⁎⁎⁎ (0.843) 3.598⁎⁎⁎ (0.690)
.836) 0.597 (0.722) 1.135⁎⁎⁎ (0.422)
.040) 1.433 (0.957) 0.923 (1.019)
.835) −0.936 (0.934) −0.203 (0.740)
.821) 1.064 (0.972) 0.318 (0.623)
.451) −1.418 (1.280) −0.880 (0.654)
.013) 0.004 (0.013) 0.014⁎⁎ (0.007)
.364) 6.561⁎⁎⁎ (0.957) 6.174⁎⁎⁎ (0.885)
.593) 0.248 (0.440) 1.009⁎⁎⁎ (0.258)
.046) 0.104⁎⁎ (0.051) 0.132⁎⁎⁎ (0.026)
– – 5.387⁎⁎⁎ (1.736)
1.869⁎⁎⁎ (0.634) 3.60e−25 –
0.635⁎⁎⁎ (0.175) 0.500⁎⁎⁎ (0.135)
−124.743 −114.922
293.485 273.844
346.163 326.522
(0.358) (0.409)
81 81
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power production.
Due to the fact that the values of themedium and large speciﬁcation
of the scope variable are the same and not signiﬁcantly different,
a dummy variable is included for small changes only. Sign and
signiﬁcance of this variable in models 2 and 3 provide evidence for
economic values being sensitive to scope. The results obtained in this
study therefore support the existing evidence on sensitivity to scope
in the economic valuation literature (Bateman and Brouwer, 2006;
Carson and Mitchell, 1993; Carson, 1997; Ojea and Loureiro, 2011;
Smith and Osborne, 1996, among others). In contrast to most of the
existing literature on scope sensitivity, and especially the comprehen-
sive meta-analysis of Ojea and Loureiro (2011), the sensitivity to
scope detected in this study is neither restricted to CV nor does it
apply to changes in a speciﬁc environmental good only. This was further
tested by interacting the scope dummy with the types of externalities
and the valuation methods. For the interaction terms that resulted in a
sufﬁcient number of positive observations for valid analysis, this did
not generate any signiﬁcant effects and is therefore not shown here.
Although we are able to provide evidence for sensitivity to scope, we
could not address the adequacy of scope sensitivity, i.e. whether the
magnitude of response to a change in scope is appropriate. This is still
a rather unresolved issue in scope sensitivity research (Desvousges
et al., 2012).
The evidence for the impact ofmethodological variables on econom-
ic values is somewhatmixed. A clear result is provided by the coefﬁcient
for CEs, indicating that CEs result ceteris paribus in a higher economic
value than CV and TCM. This ﬁnding is supported by some of the empir-
ical evidence on the differences between values obtained by CEs and CV
(e.g., Hanley et al., 1998; Ryan and Watson, 2009). From a discounted
utility point of view, assuming that the future carries at least inﬁnitesi-
mal weight, one would expect short-term payment durations to have a
positive effect on economic values compared to long-term payments
(Samuelson, 1937). However, the dummy for short-term payment
durations does not turn out to be signiﬁcant in any of the models.
These results clearly indicate insensitivity to payment duration. A sensi-
tivity analysis shows that this result remains robustwhen, in addition to
payments of up to one year of duration, payments that are limited to
ﬁve and ten years are deﬁned as short-term payment durations as
well and only inﬁnite payments are treated as long-term payments.
This result may be interpreted in various ways. It might be that individ-
uals have extremely high discount factors and future costs therefore do
not have an impact on their utility even when these costs occur in the
immediate future. However, even considering the high discount rates
that are usually observed in economic experiments (Harrison et al.
(2000) for example report annual discount rates close to 30%), it is
still difﬁcult to fully explain the non-signiﬁcance of this variable. An
alternative explanation could be that the respondents simply do not
consider longer payment durations during the surveys and therefore
show insensitivity to this factor.
In contrast to the ﬁndings in Section 5.1, the models show that nei-
ther Asian nor American respondents attach signiﬁcantly different
values to hydropower externalities than European respondents once
control is included for other inﬂuencing factors. The share of hydropow-
er in the countries where studies were carried out does not seem to
inﬂuence economic values associated with hydropower externalities
in the majority of models although this variable is signiﬁcant in model
3. The dummy for users is positive and highly signiﬁcant in all regres-
sion models, indicating that survey respondents who are direct users
of the good that is affected by hydropower operation (mainly anglers
valuing the beneﬁt of higher water ﬂow of a river) are willing to pay
signiﬁcantly more than other respondents to mitigate the effects on
a resource (or to avoid its deterioration). Furthermore, the variable indi-
cating the year when the survey was conducted (set to 0 for the earliest
survey in 1983) is signiﬁcant and positive in the three models, suggest-
ing a signiﬁcant time trend of increased economic values for theresources affected by hydropower over the years. This may be due to
growing scarcity of environmental goods or increasing awareness
about the impacts of hydropower production in more recent years.
The dummy for income levels above the median is only signiﬁcant in
model 3. This result points to a low income elasticity of demand with
respect to hydropower externalities.
Various combinations of random-effects have been tested in the
mixed-effect model 3. However, most of the variances of the random
terms did not turn out to be signiﬁcant. Likelihood-ratio tests indicated
that the allocation of these terms to the random-effect part does not
improve the model speciﬁcation in most cases. Hence, the majority of
variables are speciﬁed as ﬁxed-effect terms. Only the inclusion of
the dummy for the mitigation of the negative impacts on wildlife as a
random term results in a signiﬁcant model improvement. The variance
of the variable is more than three times as large as its standard error.
This suggests that there exist signiﬁcant differences with respect to
the slope of the wildlife variable between studies. In other words,
there are signiﬁcant differences of the impact of valuing wildlife on
welfare estimates between the studies, although the ﬁxed-effect term
of the same variable is not signiﬁcant.
5.3. Cross-validation
In order to compare models 1, 2 and 3 and test for over-ﬁtting of
the data, a cross-validation procedure was carried out. Cross-
validation is a statistical technique similar to bootstrapping and
jackkniﬁng but serving a different purpose. The main purpose of
cross-validation is to obtain estimators of a model's prediction error
and compare the predictive power of various models (Efron and Gong,
1983). This procedure consists of several steps. First, 80% of the data
points are randomly selected (the training set). Each model is then
estimated based on the training set. Next, the values for the dependent
variable of the remaining 20% of the data (the testing set) are predicted.
The predicted values are compared to the actual values and a standard
error of the prediction is calculated. Formally, the prediction error has
the following form:
Predictionerror ¼ 1ﬃﬃﬃﬃ
N
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
i
yi−y^ið Þ2
vuut ð6Þ
where ŷi denotes the predicted economic values that are comparedwith
the actual values yi.N is the number of observations included in the test-
ing set. The procedure described above was repeated 10,000 times for
all three models, resulting in a distribution of the prediction errors as
depicted in Fig. 1.
The mean value of the transformed dependent variable equals 7.01.
The mean standard error of the prediction of model 1 is 2.05, which is
substantially reduced in models 2 and 3 to 1.06 and 1.04, respectively.
As expected, a panel speciﬁcation substantially improves the predictive
power of the model. Allowing between-study slopes of the wildlife
mitigation regressor to vary results in a further reduction of the
prediction errors although the difference tomodel 2 is small. The results
of this cross-validation procedure provide evidence that models 2 and
3 perform the best and model 1 the worst out of the three model
speciﬁcations.
Further evidence conﬁrming the superiority of models 2 and 3
is obtained by simulating the expected error when applying the
estimated meta-regression model for beneﬁt transfer purposes. This
is done by estimating the model based on n − 1 observations and
predicting the observation that is left out (e.g., Brander et al., 2013).
Comparing the predicted and actually observed value, a prediction
error can be calculated. This is then averaged across all observations.
For the ﬁrst model, this error amounts to 24%. On average, model 1 ap-
plied to another context would thus result in an error margin of 24%.
This error is considerably reduced in model 2 (13%) and model 3
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Fig. 1. Histograms of the standard errors of model predictions based on 10,000 iterations.
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the simulated values obtained in this analysis are promising
(e.g., Brouwer, 2000; Rosenberger and Stanley, 2006). However, the
standard errors of this measure of prediction error have similar magni-
tudes as the prediction errors self.
6. Conclusions and discussion
This paper applies meta-analysis and estimates a meta-regression
model to identify the factors that explain the variation in welfare
estimates for the positive and negative external effects of hydropower
production and test for possible sensitivity to scope. The results reveal
thatwelfare estimates for the external effects of hydropower are depen-
dent on the type of externality assessed as well as whether deteriora-
tions or mitigations and improvements are valued. There is strong
evidence for public aversion towards deteriorations in landscape, vege-
tation and wildlife caused by hydropower. On the other hand, mitiga-
tions of the effects on these resources do not affect welfare measures
signiﬁcantly in a majority of the estimated models. The beneﬁts of
avoided greenhouse gas emissions are only signiﬁcant in combination
with the national share of hydropower in energy production. Sensitivity
to scope is detected across externalities and valuation methods.
The insights provided by this study are of considerable relevance
for policies aiming to reduce the negative externalities of existing hy-
dropower facilities and planning processes of prospective hydropower
plants. The importance of negative externalities and the lack of signiﬁ-
cant economic values for mitigating such effects constitute a rather
unfavorable result for the future development and expansion of hydro-
power. It suggests a strong public focus on the negative effects of hydro-
power, and a very limited willingness to pay for avoiding such effects.
Hydropower projects in areaswhere the potential for negative external-
ities is high (e.g. in conservation areas) are therefore likely to meet
public resistance. Instead, hydropower plants will have to be planned
in areas where they have as little impact as possible on the surrounding
landscape, vegetation and wildlife. Claiming public ﬁnancial resources
for mitigating the effects of hydropower on environmental assets is
hard to justify in viewof the fact that publicwillingness to pay for offset-
ting these externalities is so low.
Furthermore, an expansion of hydropower has higher chances of
success when the positive externalities of avoiding greenhouse gas
emissions are sufﬁciently large to compensate for the energy source's
negative externalities. This is more likely to be the case in countries
with already a high share of hydropower in electricity production.
Presumably, the populations in these countries have a higher level of
awareness regarding the expected consequences of hydropower on
greenhouse gas emissions. Only in those cases can the positive external-
ity of hydropower production outweigh its negative effects. However,
we showed that the relative change of the share of hydropower has to
be in the order of at least 60 percentage points to compensate for thenegative externalities, and there are not many countries in the world
which could achieve such an expansion.
Finally, aesthetical considerations do not seem to play an important
role for a successful expansion of hydropower. This is in contrast to the
key factors that drive public acceptance of other renewable sources of
energy, in particular wind turbines. Visual effects of wind turbines have
been identiﬁed as the key determinant of public acceptance of wind
power (e.g.; Devine-Wright, 2005; Johansson and Laike, 2007; Warren
et al., 2005;Wolsink, 2000). Although the literature on factors determin-
ing acceptance of solar power is more limited, there is evidence that aes-
thetical considerations are important for the case of photovoltaics aswell
(e.g.; Faiers and Neame, 2006). This depends on whether photovoltaic
structures are installed on existing artifacts, in which case they are not
perceived as negatively from an esthetic point of view (Helena et al.,
2015). Hence, it seems that each renewable energy source may have its
own idiosyncratic factors that need to be considered in expansion plan-
ning processes, and what may be crucial for the development of one
source of electricity may not be relevant for another source.
The average values obtained in our analysis seem generally
applicable for beneﬁt transfer purposes in cost–beneﬁt analyses involv-
inghydropower projects for several reasons. First of all,weﬁnd sensitiv-
ity to scope that is not limited to speciﬁc externalities or valuation
methods. Secondly, the economic values neither differ signiﬁcantly
between different types of hydropower plants nor between already
existing and new hypothetical facilities. Finally, the prediction and
transfer errors of our models are relatively low compared to those
reported in the existing beneﬁts transfer literature.
Having said that, the general applicability of the results found in
this study may be limited due to other factors that likely play a role
in the probability of successfully expanding hydropower. Such factors
include the topographical characteristics of regions where hydropower
projects are planned and the remaining share of free-ﬂowing rivers in
a country. Due to data limitations we could not control for either of
these variables in our models. Furthermore, the non-representative
country selection in our database is an issue to keep inmind. Speciﬁcally
developing countries are underrepresented, with China and Chile
contributing only two studies and 13 observations to the dataset.
These two countries are considered as developing economies by the
International Monetary Fund (IMF, 2014). Moreover, no low-income
countries are included. Nevertheless we were able to control for conti-
nent of study origin which did not have a signiﬁcant inﬂuence in any
model speciﬁcation.
Finally, there are a number of methodological issues that need to be
taken into account when interpreting the outcomes of this research.
First of all, there is considerable heterogeneitywith respect to the effects
measured between the observations. Although an extensive number of
independent variables were included in order to control for variations
between the studies and the explanatory and predictive power of the
models is relatively high, it cannot conclusively be ruled out that there
75M. Mattmann et al. / Energy Economics 57 (2016) 66–77may be other factors that drive the valuation results. Furthermore, the
number of observations in the meta-regression is low, which is often
the case in meta-analysis research. The trade-off between conceptual
homogeneity of the data studied and the amount of data points
available for analysis is a general issue in meta-analysis research.
The relative scarcity of studies on the effects of hydropower and its
valuations also shows that this is a rather underinvestigated area that
calls for further research.1
2
3
4
5
6
7
8
9
1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
2
2Acknowledgments
Thanks go toMehmet Kutluay from the Department of Environmen-
tal Economics, Institute for Environmental Studies, VU University
Amsterdam for his support related to the cross-validation procedure.
This study was funded by the Swiss Federal Institute of Aquatic Science
and Technology (Eawag) and is part of the Competence Center for
Research in Energy, Society and Transition (SCCER CREST).Appendix ATable A1
Studies included in the meta-analysis.Loomis, J., Sorg, C., & Donnelly, D. (1986). Economic losses to recreational ﬁsheries due to small-head hydro-power development: a case study of the Henry's Fork in Idaho.
Journal of Environmental Management, 22(1), 85–94.
Kosz, M. (1996). Valuing riverside wetlands: the case of the “Donau-Auen” national park. Ecological Economics, 16, 109–127.
Navrud, S. (1995). Hydro fuel cycle. Part II (p.127–249) in European Commission DG XII Science Research and Innovation (1995): ExternE: externalities of energy. Volume
6: Wind and Hydro. EUR 16525 EN, European Comission Publishing. Luxembourg.
Navrud, S. (2001). Environmental costs of hydro compared with other energy options. Hydropower and Dams, 8(2), 44–48.
Biro, Y. E. K. (1998). Valuation of the environmental impacts of the Kayraktepe dam/hydroelectric project, Turkey: an exercise in contingent valuation. Ambio, 27(3),
224–229.
Loomis, J. (1996). Measuring the economic beneﬁts of removing dams and restoring the Elwha River: results of a contingent valuation survey.Water Resources Research,
32(2), 441–447.
Hansesveen, H., & Helgas, G. (1997). Environmental costs of hydropower development — Estimering av miljokostnader ved en vannkraftutbygging i Ovre Otta. Norwegian
University of Life Sciences, As, Norway.
Bergland, O. (1998). Valuing aesthetical values of weirs in watercourses with hydroelectric plants — Verdsetjing av estetiske verdiar i tilknytning til tersklar i regulerte
vassdrag. Oslo: Norwegian Water Resources and Energy Directorate (NVE).
Filippini, M., Buchli, L., & Banﬁ, S. (2003). Estimating the beneﬁts of low ﬂow alleviation in rivers: the case of the Ticino River. Applied Economics, 35, 585–590.
Hanley, N., & Nevin, C. (1999). Appraising renewable energy developments in remote communities: the case of the North Assynt Estate, Scotland. Energy Policy, 27(9),
527–547.0 Loomis, J. (2002). Quantifying recreation use values from removing dams and restoring free-ﬂowing rivers: a contingent behavior travel cost demand model for the Lower
Snake River.Water Resources Research, 38(6), 2–1–2–8.1 Han, S.-Y., Kwak, S.-J., & Yoo, S.-H. (2008). Valuing environmental impacts of large dam construction in Korea: an application of choice experiments. Environmental Impact
Assessment Review, 28(4–5), 256–266.2 Sundqvist, T. (2002). Power Generation Choice in the Presence of Environmental Externalities. PhD Thesis, Lulea University of Technology, Lulea, Sweden. Retrieved from
https://pure.ltu.se/portal/ﬁles/153854/LTU-DT-0226-SE.pdf3 Bothe, D. (2003). Environmental Costs Due to the Karahnjukar Hydro Power Project on Iceland. University of Cologne: Department of Economic and Social Geography,
Cologne, Germany.4 Hynes, S., & Hanley, N. (2006). Preservation versus development on Irish rivers: whitewater kayaking and hydro-power in Ireland. Land Use Policy, 23(2), 170–180.
5 Bergmann, A., Colombo, S., & Hanley, N. (2008). Rural versus urban preferences for renewable energy developments. Ecological Economics, 65, 616–625.
6 Håkansson, C. (2009). Costs and beneﬁts of improving wild salmon passage in a regulated river. Journal of Environmental Planning and Management, 52(3), 345–363.
7 Navrud, S. (2004). Environmental Costs of Hydropower, Second Stage — Miljøkostnadsprosjektet Trinn 2. EBL report 181.
8 Longo, A., Markandya, A., & Petrucci, M. (2008). The internalization of externalities in the production of electricity: willingness to pay for the attributes of a policy for
renewable energy. Ecological Economics, 67(1), 140–152.
9 Kataria, M. (2009). Willingness to pay for environmental improvements in hydropower regulated rivers. Energy Economics, 31(1), 69–76.
0 Robbins, J. L., & Lewis, L. Y. (2009). Demolish it and they will come: estimating the economic impacts of restoring a recreational ﬁshery. Journal of the American Water
Resources Association, 44(6), 1488–1499.
1 Ku, S.-J., & Yoo, S.-H. (2010). Willingness to pay for renewable energy investment in Korea: a choice experiment study. Renewable and Sustainable Energy Reviews, 14(8),
2196–2201.
2 Aravena, C., Hutchinson, W. G., & Longo, A. (2012). Environmental pricing of externalities from different sources of electricity generation in Chile. Energy Economics, 34(4),
1214–1225.
3 Ponce, R. D., Vásquez, F., Stehr, A., Debels, P., & Orihuela, C. (2011). Estimating the economic value of landscape losses due to ﬂooding by hydropower plants in the Chilean
Patagonia. Water Resources Management, 25(10), 2449–2466.
4 Kosenius, A.-K., & Ollikainen, M. (2013). Valuation of environmental and societal trade-offs of renewable energy sources. Energy Policy, 62, 1148–1156.
5 Ehrlich, Ü., & Reimann, M. (2010). Hydropower versus non-market values of nature : a contingent valuation study of Jägala Waterfalls, Estonia. International Journal of
Geology, 4(3), 59–63.
6 Guo, X., Liu, H., Mao, X., Jin, J., Chen, D., & Cheng, S. (2014). Willingness to pay for renewable electricity: A contingent valuation study in Beijing, China. Energy Policy, 68,
340–347.
7 Gogniat, S. (2011). Estimating the beneﬁts of an improvement in water quality and ﬂow regulation: case study of the Doubs. Master's Thesis, Université de Neuchâtel,
Neuchâtel, Switzerland. Retrieved from http://www2.unine.ch/ﬁles/content/sites/iaf/ﬁles/shared/documents/Séminaires économie et ﬁ-nance/SG_Thesis_ﬁnal.pdf
8 Klinglmair, A., & Bliem, M. (2013). Die Erschliessung vorhandener Wasserkraftpotenziale in Österreich im Spannungsfeld von Energiepolitik und ökologischen
Schutzzielen. 8. Internationale Energiewirtschaftstagung an Der TU Wien. Retrieved from
http://eeg.tuwien.ac.at/eeg.tuwien.ac.at_pages/events/iewt/iewt2015/uploads/fullpaper/P_146_Klinglmair_Andrea_8-Jan-2013_10:59.pdf9 Klinglmair, A., Bliem, M., & Brouwer, R. (2012). Public preferences for urban and rural hydropower projects in Styria using a choice experiment. IHS Kärnten Working Paper.
Retrieved from http://www.carinthia.ihs.ac.at/HydroVal/ﬁles/working_paper.pdfAppendix B. Supplementary data
Supplementary data to this article can be found online at http://dx.doi.org/10.1016/j.eneco.2016.04.016.
76 M. Mattmann et al. / Energy Economics 57 (2016) 66–77References
Alvarez-Farizo, B., Hanley, N., 2002. Using conjoint analysis to quantify public preferences
over the environmental impacts of wind farms. An example from Spain. Energ Policy
30, 107–116.
Aravena, C., Hutchinson, W.G., Longo, A., 2012. Environmental pricing of externalities
from different sources of electricity generation in Chile. Energy Econ. 34 (4),
1214–1225.
Arrow, K., Solow, R., Portney, P.R., Leamer, E.E., Radner, R., Schuman, H., 1993. Report of
the NOAA panel on contingent valuation. Fed. Regist. vol. 58 (Retrieved from
http://www.darrp.noaa.gov/library/pdf/cvblue.pdf).
Barros, N., Cole, J.J., Tranvik, L.J., Prairie, Y.T., Bastviken, D., Huszar, V.L.M., ... Roland, F.,
2011. Carbon emission from hydroelectric reservoirs linked to reservoir age and
latitude. Nat. Geosci. 4, 593–596.
Bateman, I.J., Brouwer, R., 2006. Consistency and construction in stated WTP for
health risk reductions: a novel scope-sensitivity test. Resour. Energy Econ. 28
(3), 199–214.
Bergland, O., 1998. Valuing Aesthetical Values of Weirs in Watercourses with Hydroelec-
tric Plants — Verdsetjing av estetiske verdiar i tilknytning til tersklar i regulerte
vassdrag. Norwegian Water Resources and Energy Directorate (NVE), Oslo.
Bergmann, A., Colombo, S., Hanley, N., 2008. Rural versus urban preferences for renew-
able energy developments. Ecol. Econ. 65, 616–625.
Bergmann, A., Hanley, N., Wright, R., 2006. Valuing the attributes of renewable energy
investments. Energ Policy 34 (9), 1004–1014.
Biro, Y.E.K., 1998. Valuation of the environmental impacts of the Kayraktepe dam/
hydroelectric project, Turkey: an exercise in contingent valuation. Ambio 27 (3),
224–229.
Born, S.M., Genskow, K.D., Filbert, T.L., Hernandez-Mora, N., Keefer, M.L., White, K.A.,
1998. Socioeconomic and institutional dimensions of dam removals: the Wisconsin
experience. Environ. Manag. 22 (3), 359–370.
Bothe, D., 2003. Environmental Costs Due to the Karahnjukar Hydro Power Project on
Iceland. University of Cologne, Department of Economic and Social Geography,
Cologne, Germany.
Box, G.E.P., Cox, D.R., 1964. An analysis of transformations. J. R. Stat. Soc. Ser. B Methodol.
26 (2), 211–252.
Boyd, J., Banzhaf, S., 2007. What are ecosystem services? The need for standardized envi-
ronmental accounting units. Ecol. Econ. 63 (2–3), 616–626.
Brander, L., Brouwer, R., Wagtendonk, A., 2013. Economic valuation of regulating services
provided by wetlands in agricultural landscapes: A meta-analysis. Ecol. Eng. 56,
89–96.
Brouwer, R., 2000. Environmental value transfer: state of the art and future prospects.
Ecol. Econ. 32 (1), 137–152.
Bruno, M.C., Maiolini, B., Carolli, M., Silveri, L., 2009. Impact of hydropeaking on
hyporheic invertebrates in an Alpine stream (Trentino, Italy). Int. J. Limnol. 45
(3), 157–170.
Cameron, A.C., Trivedi, P.K., 2005. Microeconometrics: Methods and Applications. Analy-
sis. Cambridge University Press, New York, NY.
Carson, R.T., 1997. Contingent valuation surveys and tests of insensitivity to scope. In:
Kopp, R.J., Pommerehne, W.W., Schwarz, N. (Eds.), Determining the Value of Non-
marketed Goods: Economic, Psychological, and Policy Relevant Aspects of Contingent
Valuation Methods. Kluwer Academic Publishers, Boston, MA.
Carson, R.T., Mitchell, R.C., 1993. The issue of scope in contingent valuation studies. Am.
J. Agric. Econ. 75 (5), 1263–1267.
Delsontro, T., McGinnis, D.F., Sobek, S., Ostrovsky, I., Wehrli, B., 2010. Extreme methane
emissions from a Swiss hydropower reservoir: contribution from bubbling sedi-
ments. Environ. Sci. Technol. 44, 2419–2425.
Desvousges, W., Mathews, K., Train, K., 2012. Adequate responsiveness to scope in contin-
gent valuation. Ecol. Econ. 84, 121–128.
Devine-Wright, P., 2005. Beyond NIMBYism: towards an integrated framework for under-
standing public perceptions of wind energy. Wind Energy 8, 125–139.
Efron, B., Gong, G., 1983. A leisurely look at the bootstrap, the jackknife, and cross-
validation. Am. Stat. 37 (1), 36–48.
Ehrlich, Ü., Reimann, M., 2010. Hydropower versus non-market values of nature : a
contingent valuation study of Jägala Waterfalls, Estonia. Int. J. Geosci. 4 (3),
59–63.
Ek, K., 2006. Quantifying the environmental impacts of renewable energy: the case of Swed-
ish wind power. In: Pearce, D. (Ed.), Environmental Valuation in Developed Countries:
Case Studies. Edward Elgar Publishing Limited, Cheltenham, UK, pp. 181–212.
Ek, K., Persson, L., 2014. Wind farms — where and how to place them? A choice experi-
ment approach to measure consumer preferences for characteristics of wind farm es-
tablishments in Sweden. Ecol. Econ. 105, 193–203.
Faiers, A., Neame, C., 2006. Consumer attitudes towards domestic solar power systems.
Energ Policy 34 (14), 1797–1806.
Filippini, M., Buchli, L., Banﬁ, S., 2003. Estimating the beneﬁts of low ﬂow alleviation in
rivers: the case of the Ticino River. Appl. Econ. 35, 585–590.
Getzner, M., 2015. Importance of free-ﬂowing rivers for recreation: case study of the river
Mur in Styria, Austria. J. Water Resour. Plan. Manag. 141 (2), 04014050.
Gogniat, S., 2011. Estimating the Beneﬁts of an Improvement in Water Quality and
Flow Regulation: Case study of the Doubs. Master's Thesis, Université de
Neuchâtel, Neuchâtel, Switzerland. Retrieved from http://www2.unine.ch/ﬁles/
content/sites/iaf/ﬁles/shared/documents/S%C3%A9minaires %C3%A9conomie et
ﬁnance/SG_Thesis_ﬁnal.pdf.
Guo, X., Liu, H., Mao, X., Jin, J., Chen, D., Cheng, S., 2014. Willingness to pay for renew-
able electricity: a contingent valuation study in Beijing, China. Energ Policy 68,
340–347.Håkansson, C., 2009. Costs and beneﬁts of improving wild salmon passage in a regulated
river. J. Environ. Plan. Manag. 52 (3), 345–363.
Hamilton, L.C., 2012. Statistics with STATA Version 12. Cengage Learning, Boston,
MA.
Han, S.-Y., Kwak, S.-J., Yoo, S.-H., 2008. Valuing environmental impacts of large dam
construction in Korea: an application of choice experiments. Environ. Impact Assess.
Rev. 28 (4–5), 256–266.
Hanley, N., Nevin, C., 1999. Appraising renewable energy developments in remote
communities: the case of the North Assynt Estate, Scotland. Energ Policy 27 (9),
527–547.
Hanley, N., Wright, R.E., Adamowicz, V., 1998. Using choice experiments to value the
environment. Des. Issues, Curr. Exp. Future Prospects 11 (3–4), 413–428.
Hansesveen, H., Helgas, G., 1997. Environmental Costs of Hydropower Development —
Estimering av miljokostnader ved en vannkraftutbygging i Ovre Otta. Norwegian
University of Life Sciences, As, Norway.
Harbord, R.M., Higgins, J.P.T., 2008. Meta-regression in Stata. Stata J. 8 (4), 493–519.
Harrison, G.W., Lau, M.I., Melonie, B., 2000. Estimating individual discount rates in
Denmark: a ﬁeld experiment. Business 92 (5), 1606–1617.
Helena, A., Buchecker, M., Backhaus, N., Michel, A.H., Buchecker, M., Backhaus, N., 2015.
Installations in a Swiss Alpine region renewable energy, authenticity, and tourism:
social acceptance of photovoltaic installations in a Swiss Alpine region. Mt. Res.
Dev. 35 (2), 161–170.
Hökby, S., Söderqvist, T., 2003. Elasticities of demand and willingness to pay for environ-
mental services in Sweden. Environ. Resour. Econ. 26 (3), 361–383.
Hynes, S., Hanley, N., 2006. Preservation versus development on Irish rivers: whitewater
kayaking and hydro-power in Ireland. Land Use Policy 23 (2), 170–180.
IEA International Energy Agency, 2014a. Energy statistics of non-OECD countries. Paris,
Retrieved from http://www.oecd-ilibrary.org/docserver/download/6114161e.pdf?
expires=1431531595&id=id&accname=oid021321&checksum=2FA292B1A4254
241154525A0B0A747CD.
IEA International Energy Agency, 2014b. Energy statistics of OECD countries. Paris.
Retrieved from http://www.oecd-ilibrary.org/docserver/download/6114171e.pdf?
expires=1431531699&id=id&accname=oid021321&checksum=4D3352DF97A
A9509602DD572AB5B339C.
International Monetary Fund, I.M.F., 2014. Proposed new grouping in WEO country
classiﬁcations: low-income developing countries. IMF Policy Paper. International
Monetary Fund, Washington, DC (Retrieved from) https://www.imf.org/external/
np/pp/eng/2014/060314.pdf.
Jacobson, M.Z., Delucchi, M.A., 2009. A path to sustainable energy by 2030. Sci. Am. 301,
58–65.
Johansson, M., Laike, T., 2007. Intention to respond to local wind turbines: the role of
attitudes and visual perception. Wind Energy 10 (5), 435–451.
Kataria, M., 2009. Willingness to pay for environmental improvements in hydropower
regulated rivers. Energy Econ. 31 (1), 69–76.
Kirby, K.N., Herrnstein, R.J., 1995. Preference reversals due to myopic discounting of
delayed reward. Psychol. Sci. 6 (2), 83–89.
Klinglmair, A., Bliem, M., 2013. Die Erschliessung vorhandener Wasserkraftpotenziale in
Österreich im Spannungsfeld von Energiepolitik und ökologischen Schutzzielen.
Internationale Energiewirtschaftstagung an Der TU Wien 8 (Retrieved from) http://
eeg.tuwien.ac.at/eeg.tuwien.ac.at_pages/events/iewt/iewt2015/uploads/fullpaper/P_
146_Klinglmair_Andrea_8-Jan-2013_10:59.pdf.
Klinglmair, A., Bliem, M., Brouwer, R., 2012. Public preferences for urban and rural
hydropower projects in Styria using a choice experiment. IHS Kärnten Working
Paper (Retrieved from) http://www.carinthia.ihs.ac.at/HydroVal/ﬁles/working_
paper.pdf.
Komarek, T.M., Lupi, F., Kaplowitz, M.D., 2011. Valuing energy policy attributes for envi-
ronmental management: choice experiment evidence from a research institution.
Energ Policy 39 (9), 5105–5115.
Kosenius, A.-K., Ollikainen, M., 2013. Valuation of environmental and societal trade-offs of
renewable energy sources. Energ Policy 62, 1148–1156.
Kosz, M., 1996. Valuing riverside wetlands: the case of the “Donau-Auen” national park.
Ecol. Econ. 16, 109–127.
Ku, S.-J., Yoo, S.-H., 2010. Willingness to pay for renewable energy investment in Korea: a
choice experiment study. Renew. Sust. Energ. Rev. 14 (8), 2196–2201.
Ladenburg, J., Dubgaard, A., 2007. Willingness to pay for reduced visual disamentities
from offshore wind farms in Denmark. Energ Policy 35, 4059–4071.
Lienhoop, N., MacMillan, D., 2007. Valuing wilderness in Iceland: estimation of WTA and
WTP using the market stall approach to contingent valuation. Land Use Policy 24 (1),
289–295.
Lipsey, M.W., Wilson, D.B., 2001. Practical Meta-analysis. Sage Publications, Thousand
Oaks, London, New Delhi.
Longo, A., Markandya, A., Petrucci, M., 2008. The internalization of externalities in the
production of electricity: willingness to pay for the attributes of a policy for renew-
able energy. Ecol. Econ. 67 (1), 140–152.
Loomis, J., 1996. Measuring the economic beneﬁts of removing dams and restoring the
Elwha River: results of a contingent valuation survey. Water Resour. Res. 32 (2),
441–447.
Loomis, J., 2002. Quantifying recreation use values from removing dams and restoring
free-ﬂowing rivers: a contingent behavior travel cost demand model for the Lower
Snake River. Water Resour. Res. 38 (6) (2–1–2–8).
Loomis, J., Sorg, C., Donnelly, D., 1986. Economic losses to recreational ﬁsheries due to
small-head hydro-power development: a case study of the Henry's Fork in Idaho.
J. Environ. Manag. 22 (1), 85–94.
Navrud, S., 1995. Hydro fuel cycle. Part II (p. 127–249) in European Commission DG XII
Science Research and Innovation (1995): ExternE: externalities of energy. Wind
and Hydro. EUR 16525 EN Volume 6. European Comission Publishing, Luxembourg.
77M. Mattmann et al. / Energy Economics 57 (2016) 66–77Navrud, S., 2001. Environmental costs of hydro compared with other energy options.
Hydropower and Dams 8 (2), 44–48.
Navrud, S., 2004. Environmental Costs of Hydropower, Second Stage —
Miljøkostnadsprosjektet Trinn 2. EBL Report 181.
Nelson, J.P., Kennedy, P.E., 2008. The use (and abuse) of meta-analysis in environmental
and natural resource economics: an assessment. Environ. Resour. Econ. 42 (3),
345–377.
OECD, 2014. OECD. Stat (database). Retrieved from http://www.oecd-ilibrary.org/
statistics.
Ojea, E., Loureiro, M.L., 2011. Identifying the scope effect on a meta-analysis of biodiver-
sity valuation studies. Resour. Energy Econ. 33 (3), 706–724.
Osborne, J.W., 2010. Improving your data transformations: applying the box-cox transfor-
mation. Practical Assess., Res. Eval. 15 (12), 1–9.
Paish, O., 2002. Small hydro power: technology and current status. Renew. Sust. Energ.
Rev. 6 (6), 537–556.
Ponce, R.D., Vásquez, F., Stehr, A., Debels, P., Orihuela, C., 2011. Estimating the economic
value of landscape losses due to ﬂooding by hydropower plants in the Chilean
Patagonia. Water Resour. Manag. 25 (10), 2449–2466.
Ringquist, E.J., 2013. Meta-analysis for Public Management and Policy. Jossey-Bass, San
Francisco.
Robbins, J.L., Lewis, L.Y., 2009. Demolish it and they will come: estimating the economic
impacts of restoring a recreational ﬁshery. J. Am. Water Resour. Assoc. 44 (6),
1488–1499.
Rosenberger, R.S., Stanley, T.D., 2006. Measurement, generalization, and publication:
sources of error in beneﬁt transfers and their management. Ecol. Econ. 60 (2),
372–378.
Ryan, M., Watson, V., 2009. Comparing welfare estimates from payment card contingent
valuation and discrete choice experiments. Health Econ. 18 (11), 389–401.Samuelson, P.A., 1937. A note on measurement of utility. Rev. Econ. Stud. 4 (2), 155–161.
SFOE (Swiss Federal Ofﬁce of Energy), 2013. Energieperspektiven 2050. Zusammenfassung.
Bern. Retrieved from http://www.bfe.admin.ch/php/modules/publikationen/stream.
php?extlang=de&name=de_892303521.pdf&endung=Energieperspektiven 2050.
Smith, V.K., Osborne, L.L., 1996. Do contingent valuation estimates pass a “‘scope’” test? A
meta-analysis. J. Environ. Econ. Manag. 31 (3), 287–301.
Smith, V.K., Pattanayak, S.K., 2002. Is meta-analysis a Noah's ark for non-market valua-
tion? Environ. Resour. Econ. 22 (1), 271–296.
Sundqvist, T., 2002. Power Generation Choice in the Presence of Environmental External-
ities PhD Thesis Lulea University of Technology, Lulea, Sweden. (Retrieved from
https://pure.ltu.se/portal/ﬁles/153854/LTU-DT-0226-SE.pdf).
Sundt, S., Rehdanz, K., 2015. Consumer's willingness to pay for green electricity: a meta-
analysis of the literature. Energy Econ. 51, 1–8.
Susaeta, A., Lal, P., Alavalapati, J., Mercer, E., 2011. Random preferences towards bioenergy
environmental externalities: a case study of woody biomass based electricity in the
Southern United States. Energy Econ. 33 (6), 1111–1118.
Warren, C.R., Lumsden, C., O'Dowd, S., Birnie, R.V., 2005. “Green On Green”: public
perceptions of wind power in Scotland and Ireland. J. Environ. Plan. Manag. 48
(6), 853–875.
Weisser, D., 2007. A guide to life-cycle greenhouse gas (GHG) emissions from electric
supply technologies. Energy 32 (9), 1543–1559.
Wolsink, M., 2000. Wind power and the NIMBY-myth: institutional capacity and the lim-
ited signiﬁcance of public support. Renew. Energy 21 (1), 49–64.
Wüstenhagen, R., Wolsink, M., Bürer, M.J., 2007. Social acceptance of renewable energy
innovation: an introduction to the concept. Energ Policy 35 (5), 2683–2691.
