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Abstract
The authors propose some numerical methods to solve Fredholm integral equations of the second kind
on unbounded intervals. The proposed procedure includes projection methods and their discretized versions.
Special attention is turned to the conditioning of the linear system corresponding to the 4nite-dimensional
equation.
c© 2003 Published by Elsevier B.V.
MSC: 65R20; 45B05
Keywords: Fredholm integral equations of the second kind; Condition number; Projection methods; Lagrange
interpolation
1. Introduction
Let us consider the Fredholm integral equation of the second kind
f(y)− 
∫ ∞
−∞
k(x; y)f(x)w(x) dx = g(y); y∈R; (1.1)
where  is a real number, k(x; y) and g(x) are known functions, w(x) = e−x2 is the Hermite weight
and f(x) is an unknown function.
If we set
Kf(y) =
∫ ∞
−∞
k(x; y)f(x)w(x) dx; (1.2)
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we can rewrite Eq. (1.1) as follows:
(I − K)f = g; (1.3)
where I denotes the identity operator.
Henceforth, we consider our equation in L2√w (see Section 2). Now, if the Eq. (1.3) is replaced
by a 4nite-dimensional one of the type
(I − Km)fm = gm; (1.4)
where Km :L2√w → Pm−1, and where ‖Km − K‖L2√w → 0 as well as ‖gm − g‖L2√w → 0, then it is not
hard to prove that if (I − K)−1 exists, then Eq. (1.4) has a unique solution for all m suFciently
large and the solution Gfm converges to the exact solution in L
2√
w.
A procedure of this type is frequently used in the case of 4nite intervals because there are
several optimal polynomial approximation processes (see for example [7]). In the case of unbounded
intervals, that we will consider in this paper, the approach described above, in our knowledge,
was used rarely since simple and optimal polynomial approximation processes are not available.
(Obviously we do not consider the Hermite–Fourier sum, that require more computational eJorts.)
In this paper we overcome this gap. First we construct a new interpolating process based on the
zeros of Hermite polynomials that, in special subspaces of L2√w, behaves like the best approximation.
This result, together with a special property of the functions in L2√w (see Section 2), allows us to
use the procedure described above and to construct a well-conditioned linear system equivalent to
Eq. (1.4) (see Propositions 3.2 and 3.3). The case of Fredholm equations on real semiaxis is also
considered.
The paper is organized as follows. In Section 2, we introduce some notations and obtain some
preliminary results. In Section 3, by using the previous results, we examine our numerical methods.
In Section 4 we consider the (0;∞) case. In Section 5 we present some numerical tests, while
Section 6 contains the proofs of the main theorems.
2. Notations and preliminary results
2.1. Spaces of functions
Let w(x)=e−x2 , x∈R, be the classical Hermite weight and denote by L2√w(a; b);−∞6 a¡b6∞,
the set of all functions such that
‖f‖2L2√w(a;b) :=
∫ b
a
|f(x)
√
w(x)|2 dx¡∞:
In the sequel we will write ‖f√w‖2 instead of ‖f‖L2√w(−∞;∞) and L
2√
w instead of L
2√
w(−∞;∞).
Denote by C a positive constant which may assume diJerent values in diJerent formulae. We shall
write C 	= C(a; b; : : :) if C is independent of the parameters a; b; : : : and A ∼ B if there exists a
constant M ¿ 0, independent of the parameters of A and B, such that M−1A6B6MA.
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We consider Eq. (1.3) in L2√w, but we will often use some special subspaces of L
2√
w. To this
end, we introduce a suitable modulus of smoothness as follows. With c being an arbitrary but 4xed
constant let
r(f; t)√w;2 := sup
0¡h6t
‖√wrhf‖L2(Irh); (2.1)
where Irh = (−rc=h; rc=h); t “small” (say t ¡ t0) and
rhf(x) =
r∑
k=0
(−1)k
(
r
k
)
f
(
x +
h
2
(r − 2k)
)
:
We denote by {pm(w)} the sequence of orthonormal Hermite polynomials with positive leading
coeFcient and, for each f∈L2√w, we let Sm+1(w;f) =
∑m
k=0 ckpk(w), ck =
∫
R f(x)pk(w; x)w(x) dx,
be the (m+ 1)th Fourier sum. Then, we set Em(f)√w;2 = ‖[f − Sm(w;f)]
√
w‖2.
Further, we recall a weak Jackson estimate
Em(f)√w;26C
∫ 1=√m
0
r(f; t)√w;2
t
dt; (2.2)
a Stechkin-type inequality
r(f; t)√w;26Ct
r
[ 1t ]∑
k=0
(1 + k)
r
2−1Ek(f)√w;2 (2.3)
(see [4]), and de4ne the HNolder–Zygmund-type space
Zs(
√
w) = {f∈L2√w: ‖f‖Zs(√w) ¡∞}; s¿ 0;
where
‖f‖Zs(√w) := ‖f
√
w‖2 + sup
t¿0
r(f; t)√w;2
ts
; r ¿ s:
The following equivalence relationship follows from (2.3):
‖f‖Zs(√w) ∼ ‖f
√
w‖2 + sup
k¿1
ksEk(f)√w;2: (2.4)
Let us observe that any f∈Zs, for s¿ 12 , has its continuous representative. In the sequel we will
use the following polynomial inequality [10] (see also [11])∫
|x|¿(1+")√2m
[pm(x)e−x
2=2]2 dx6Ce−Am
∫
R
[pm(x)e−x
2=2]2 dx (2.5)
that holds for an arbitrary polynomial pm of degree not greater than m and for any "¿ 0. Here, the
constants A and C depend on " and are independent on pm and m.
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2.2. Truncated functions and interpolation in L2√w
In this subsection we show a property of the functions in L2√w. Such property follows from
the polynomial inequality (2.5), and it will play a crucial role in the numerical methods we will
propose. To this end, if x1 ¡x2 ¡ · · ·¡x[m=2] are the positive zeros of pm(w), set x−i = −xi and
de4ne the integer j = j(m) as xj := min16k6[m=2]{xk : xk ¿%
√
2m} where %∈ (0; 1) is 4xed. Then,
using a nondecreasing function  ∈C∞(R) such that  (x)=1 for x¿ 1 and  (x)=0 for x6 0, we
introduce the functions  j(x) =  ((|x| − xj)=(xj+1 − xj)) and fj(x) = (1−  j(x))f(x). By de4nitions,
fj = f in [ − xj; xj] and fj(x) = 0 if |x|¿ xj+1. Obviously, fj has the same smoothness of f and
the following result holds.
Proposition 2.1. Let M = [(%=(1 + %))m] (0¡%¡ 1 and ['] the integer part of '). Then, for all
functions f∈L2√w we have
‖(f − fj)
√
w‖26EM (f)√w;2 + Ce−AM‖f
√
w‖2; (2.6)
where C and A are positive constants independent of M and f.
By Proposition 2.1 the L2√w-norm of a function f can be decomposed as
‖f√w‖26C‖f
√
w‖L2(−xj+1 ; xj+1) + EM (f)√w;2: (2.7)
In fact
‖f√w‖26 ‖(f − fj)
√
w‖2 + ‖fj
√
w‖2
6EM (f)√w;2 + Ce
−AM‖f√w‖2 + ‖f
√
w‖L2(−xj+1 ; xj+1)
from which (2.7) follows.
Moreover, if {qm} is a sequence of polynomials s.t. 'm = ‖(f − qm)
√
w‖2 = o(1), then it is also
true that
‖[f − (qm)j]
√
w‖26 'm + EM (f)√w;2 + Ce−AM‖f
√
w‖2: (2.8)
In order to prove (2.8) it is suFcient to observe that f − (qm)j = (1 −  j)(f − qm) +  jf and use
Proposition 2.1.
Therefore “in the polynomial approximation of a function f∈L2√w it is su7cient to approximate
only a 8nite section of f”. This idea appeared 4rst in [9,8,3]. For a continuous function (f∈C0(R)),
let Lm(w;f) be the Lagrange polynomial based on the zeros of pm(w; x) and consider
Lm(w;fj ; x) =
j∑
k=−j
lk(x)f(xk);
where {lk(x)} are the fundamental Lagrange polynomials.
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Lemma 2.1. If f∈C0(R) then there exists a constant C 	= C(m;f) s.t.
‖Lm(w;fj)
√
w‖26C
[
‖f√w‖2 + 14√m
∫ 1=√m
0
r(f; t)√w;2
t3=2
dt
]
(2.9)
with 16 r ¡m.
Theorem 2.1. For all functions f∈C0(R) we have
‖[f − Lm(w;fj)]
√
w‖26 C4√m
∫ 1=√m
0
r(f; t)√w;2
t3=2
dt + Ce−AM‖f√w‖2; (2.10)
where C and A are independent of m and f, and where 16 r ¡m. Consequently, for any
f∈Zs(
√
w); s¿ 12 we have
‖f − Lm(w;fj)‖L2√w6
C
ms=2
‖f‖Zs(√w)
with C 	= C(m;f).
Observe that it can be proved that, if in Lemma 2.1 and Theorem 2.1 we replace fj by f, relations
(2.9) and (2.10) are not true for any f∈C0(R). In fact, in estimate (2.10) the extra factor m1=3
also appears.
2.3. Approximation of Fredholm operators
Let K :L2√w → L2√w be de4ned as
(Kf)(y) =
∫
R
k(x; y)f(x)e−x
2
dx (2.11)
and, for any value of m¿ 1, consider the following “truncated operators”
(K˜mf)(y) = (K˜f)(y) =
∫
R
(1−  j(x))k(x; y)f(x)e−x2 dx; j = j(m) (2.12)
and
(K˜
∗
mf)(y) = (K˜
∗f)(y) =
∫
R
Lm (1−  j)ky; x)fj(x)e−x2 dx; ky(x) = k(x; y); (2.13)
where, in the case of operator K˜∗, we assume ky ∈Zs; s¿ 12 for any y∈R. The following propo-
sition shows that, under suitable conditions on the kernel, K , K˜ and K˜∗ have essentially the same
behaviour.
Proposition 2.2. Assume that
sup
y
‖ky
√
w‖2 ¡∞ and sup
x
‖kx
√
w‖2 ¡∞; kx(y) = k(x; y) = ky(x): (2.14)
If K satis8es
r(Kf; t)6Cts‖f√w‖2; r ¿ s; C 	= C(f; t); (2.15)
then also K˜ , with m su7ciently large, satis8es (2.15).
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Moreover, if k(x; y) satis8es
kx ∈Zs and ky ∈Zs; s¿ 12 ; (2.16)
uniformly with respect to x and y respectively, then K˜ , K˜∗ and K satisfy (2.15).
Now we de4ne two sequences of operators {Km} and {K∗m} as follows
(Kmf)(y) = Lm((1−  j)K˜f; y); j = j(m); (2.17)
(K∗mf)(y) = Lm((1−  j)K˜∗f; y): (2.18)
Obviously Km; K∗m :L2√w → Pm−1 and the following Lemma holds.
Lemma 2.2. If the kernel k(x; y) satis8es (2.14) and the operator K satis8es (2.15) with s¿ 12 ,
then
‖√w(K − Km)f‖26C ‖f
√
w‖2
(
√
m)s
; C 	= C(m;f): (2.19)
If the kernel k(x; y) satis8es (2.16) then
‖√w(K − K∗m)f‖26C
‖f√w‖2
(
√
m)s
; C 	= C(m;f): (2.20)
3. Numerical methods
The results of Section 2 allow us to construct a polynomial approximation (in L2√w) of the solution
of Eq. (1.3), where K is de4ned in (2.11). To this end we recall a general result whose proof is
simple (see [7]) and we will omit it.
Proposition 3.1. Let (I − A)f = g, with A :L2√w → L2√w, be a compact operator [12] and consider
the 8nite dimensional equation (I − Am)fm = gm, where Am :L2√w → Pm and fm; gm ∈Pm.
Let
‖T‖= sup
‖f√w‖2=1
‖(Tf)√w‖2
denote the norm of a linear operator T :L2√w → L2√w and assume
lim
m
‖A− Am ‖= 0; lim
m
‖(g− gm)
√
w‖2 = 0; and ‖(I − A)−1‖¡∞: (3.1)
Then, for m¿m0,
‖(I − Am)−1‖¡∞;
‖(f − fm)
√
w‖26C[‖(g− gm)
√
w‖2 + ‖A− Am‖‖g
√
w‖2]; (3.2)
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and
|cond(I − A)− cond(I − Am)|=O(‖A− Am‖); (3.3)
where cond T = ‖T‖‖T−1‖ is the condition number of an invertible operator T . Moreover, C and
the constant in O(‖A− Am‖) are independent of m, f, fm and gm.
For completeness we remark that since A :L2√w → L2√w is compact, then Amf := Sm(w; Af) and
gm := Sm(w; g) (where Smf is the mth Fourier sum associated with Hermite polynomials) satisfy
Assumption (3.1).
Now we go back to the equation (I − K)f = g, with K de4ned in (2.11). We assume that
g∈Zs(
√
w) and K satis4es (2.15). Under these assumptions we solve the 4nite dimensional equation
(I − Km)fm = gm; (3.4)
where
gm =
j∑
i=−j
li
bi√
i
; bi = g(xi)
1=2
i ; li(x) =
pm(w; x)
p′m(w; xi)(x − xi)
;
i = m(w; xi) is the ith ChristoJel function and fm is an unknown polynomial of the type
fm =
j∑
k=−j
ak
lk√
k
; ak = fm(xk)
1=2
k :
By Theorem 2.1 it follows that
‖(g− gm)
√
w‖26 C(√m)s ‖g‖Zs :
Further, recalling Lemma 2.2, we can use Proposition 3.1 to establish the following result.
Proposition 3.2. If Ker(I − K) = {0}, K satis8es (2.15) and g∈Zs(
√
w); s¿ 12 , then (3.4) has a
unique solution Gfm for any m su7ciently large (say m¿m0) and, denoting by Gf the solution of
(1.3), we have
‖( Gf − Gfm)
√
w‖26 Cms=2 ‖g‖Zs(
√
w): (3.5)
Consequently Gf∈Zs(
√
w). Moreover,
|cond(I − K)− cond(I − Km)|=O(m−s=2): (3.6)
In order to compute the coeFcients of polynomial Gfm, it is suFcient to recall the de4nition of
Km and the representation of fm. Therefore,
(Kmfm)(y) =
j∑
k=−j
ak√
k
Lm((K˜lk)j; y):
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Since lk(x) = k
∑m−1
l=0 pl(xk)pl(x), where pl(x) = pl(w; x) is the Hermite orthonormal polynomial
of degree l, then
(Kmfm)(y) =
j∑
k=−j
ak√
k
j∑
i=−j
li(y)k
m−1∑
l=0
pl(xk)(K˜pl)(xi):
Setting
-ki = -k(xi) = k
m−1∑
l=0
pl(xk)'li;
'li = 'l(xi) = (K˜pl)(xi) =
∫
R
(1−  j(x))k(x; xi)pl(x)e−x2 dx; (3.7)
we have
(Kmfm)(xi) =
j∑
k=−j
ak√
k
-ki
and the corresponding linear system becomes
j∑
k=−j
ak["ik − 1=2i −1=2k -k(xi)] = 1=2i g(xi); i =−j; : : : ; j: (3.8)
If we denote by Mj ∈R2j×2j, j = j(m), the matrix of system (3.8), then the following Proposition
holds.
Proposition 3.3. The matrix Mj(m) of system (3.8) satis8es
cond(Mj(m)) = cond(I − K) + O(m−s=2); (3.9)
where cond is the condition number in spectral norm.
Consequently, the coeFcients Gak ; |k|6 j of Gfm are the solution of system (3.8), that is well-
conditioned.
We observe that, the entries of the matrix Mj require some computational eJorts, that can be
reduced by using the recurrence relation of Hermite polynomials.
In the case of smooth kernel, for example when k(x; y) satis4es (2.16) with s suFciently large,
we replace Eq. (3.4) by the following:
(I − K∗m)fm = gm; (3.10)
where K∗m; gm and fm are previously de4ned. Recalling Lemma 2.2, we can use Proposition 3.1
and deduce a statement as Proposition 3.2. The advantage is that system (3.8) is replaced by the
following more simple linear system
j∑
k=−j
ak["ik − 1=2i 1=2k k(xk ; xi)] = 1=2i g(xi); i =−j; : : : ; j; (3.11)
whose matrix (say M ∗j ) satis4es Proposition 3.3.
C. Frammartino et al. / Journal of Computational and Applied Mathematics 158 (2003) 355–378 363
Remark 3.1. According to the remark at the end of Proposition 3.1 we observe that, if we consider
the 8nite-dimensional equation
(I − Am)fm = gm; (3.12)
where Amf := Sm(w; Kf), fm =
∑m
k=1 akpk(w) and gm =
∑m
k=1 bkpk(w), and since K :L
2√
w → L2√w
is a compact operator, we have that
lim
m
sup
f∈L2√w
‖[Kf − Sm(w; Kf)]
√
w‖2 = 0;
then Proposition 3.1 (leaving the other assumptions) is true if K is compact in L2√w and g∈L2√w.
The associated well-conditioned linear system is
m∑
k=1
ak("ki − Aik) = bi; i = 1; : : : ; m; (3.13)
where
Aik =
∫
R
'l(x)pk(x)e−x
2
dx
with
'l(x) =
∫
R
k(x; y)pl(y)e−y
2
dy:
Nevertheless, it is very hard to compute the coe7cients Aik , i; k = 1; : : : ; m. For this reason we
replaced the Fourier sum by the Lagrange polynomial, by truncating the operator K in a suitable
way. This is possible if the kernel k(x; y) and the right-hand side g are in Zs with s¿ 12 .
4. Fredholm equation in the real semiaxis
In this section we consider Fredholm equation of the type
(I − K)f = g; (4.1)
where K is de4ned as follows
(Kf)(y) =
∫ ∞
0
k(x; y)f(x)w'(x) dx; w'(x) = x'e−x; '¿− 1: (4.2)
In order to use the procedure described before, we have to introduce some notations and some
necessary changes.
We de4ne L2√w' in the usual way, i.e. f∈L2√w' ⇔ f
√
w' ∈L2, and we write ‖f‖L2√w' =
‖f‖L2√w' (0;∞) = ‖f
√
w'‖2.
We denote by {pm(w')} the sequence of orthonormal Laguerre polynomial with positive leading
coeFcient. For each f∈L2√w' , we let Sm+1(w'; f)=
∑m
k=0 ckpk(w'), ck =
∫∞
0 f(x)pk(w'; x)w'(x) dx
be the (m+ 1)th Fourier sum and set Em(f)√w';2 = ‖[f − Sm+1(w'; f)]
√
w'‖2.
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We recall (see [3]) the estimates
Em(f)√w';26C
∫ 1=√m
0
r’(f; t)
dt
t
; (4.3)
r’
(
f;
1√
m
)
6
C
(
√
m)r
m∑
k=0
(1 + k)r=2−1Ek(f)√w' ; 2; (4.4)
where, in this case,
r’(f; t)√w';2 = sup
0¡h6t
‖√w'rh’f‖L2(Ih); ’=
√
x;
rh’f(x) =
r∑
k=0
(
r
k
)
(−1)kf
(
x +
( r
2
− k
)
h
√
x
)
and Ih = [(2rh)2; c=h2] with c 4xed.
At this point, the Zygmund space Zs = Zs(w') is de4ned as follows:
Zs =
{
f∈L2√w' : sup
t¿0
r’(f; t)√w';2
ts
}
with r¿ 1; r ¿ s¿ 0 and the norm
‖f‖Zs = ‖f
√
w'‖2 + sup
t¿0
r’(f; t)
ts
∼ ‖f√w'‖2 + sup
k¿1
ksEk(f)√w';2:
Another estimate that we shall need is the following one (see [2]):(∫ ∞
2m
(1+")

|Pm(x)x0e−x|p dx
)1=p
6Ce−Am
(∫ ∞
0
|Pm(x)x0e−x|p dx
)1=p
; (4.5)
which holds for any polynomial Pm(x) of degree m and real "; ; 0¿− 1; p¿ 0, with constants C
and A independent of m and Pm, and depending on ".
In order to introduce the truncated function we denote by x1 ¡ · · ·¡xm the zeros of the Laguerre
polynomial pm(w'). Let 0¡%¡ 1 a real number; we de4ne the integer j = j(m) as
xj := min
k
{xk : xk¿ 4%m}:
Using the same function  de4ned at the beginning of Section 2, we set
 j(m)(x) =  j(x) =  
(
x − xj
xj+1 − xj
)
and fj(m) = fj = f −  jf. Obviously, fj(x) = f(x) for x6 xj and fj(x) = 0 for x¿ xj+1.
An equivalent of Proposition 2.1 is the following one.
Proposition 4.1. Let M = [(%=(1 + %))m] (0¡%¡ 1). Then, for all functions f∈L2√w' we have
‖(f − fj)√w'‖26C[EM (f)√w';2 + e−AM‖f
√
w'‖2]; (4.6)
where C and A are independent of M and f.
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Given a continuous function f∈C0(R+), proceeding as in previous section we de4ne
Lm(w'; fj ; x) =
j∑
k=1
lk(x)f(xk)
the Lagrange polynomial based on the zeros of pm(x; w') associated with the function fj.
Also in this case we have the following result, proved in [8]:
Theorem 4.1. For all functions f∈C0(R+) we have
‖Lm(w'; fj)√w'‖26C
[
‖f√w'‖2 + 14√m
∫ 1=m
0
r’(f; t)√w';2
t3=2
dt
]
(4.7)
and
‖(f − Lm(w'; fj))√w'‖26C
[
1
m1=4
∫ 1=√m
0
r’(f; t)√w';2
t3=2
dt + e−Am‖f‖L2√w'
]
; (4.8)
where C and A are two positive constants independent of m and f. Moreover, if f∈Zs(√w') with
s¿ 12 then
‖f − Lm(w'; fj)‖L2√w' 6
C
ms=2
‖f‖Zs(√w') (4.9)
with C 	= C(m;f).
Similarly we introduce the following truncated operators
(K˜f)(y) =
∫ ∞
0
(1−  j(x))k(x; y)f(x)w'(x) dx (4.10)
and
(K˜∗f)(y) =
∫ ∞
0
Lm[(ky)j; x]fj(x)w'(x) dx: (4.11)
We have an analogous of Proposition 2.2.
Proposition 4.2. Assume that
sup
y
‖ky√w'‖2 ¡∞ and sup
x
‖kx√w'‖2 ¡∞; kx(y) = k(x; y) = ky(x): (4.12)
Then, if K satis8es
r’(Kf; t)6Ct
s‖f√w'‖2; r ¿ s; C 	= C(f; t); (4.13)
also K˜ , with m large, satis8es (2.15).
Moreover, if k(x; y) satis8es
kx ∈Zs and ky ∈Zs; s¿ 12 ; (4.14)
uniformly respect to x and y respectively, then K˜ , K˜∗ and K satisfy (4.13).
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We de4ne two sequences of operators {Km} and {K∗m} as follows:
(Kmf)(y) = Lm((1−  j)K˜f; y); j = j(m) (4.15)
(K∗mf)(y) = Lm((1−  j)K˜∗f; y) (4.16)
and the following Lemma holds.
Lemma 4.1. If the kernel k(x; y) satis8es (4.12) and the operator K satis8es (4.13) with s¿ 12 ,
then
‖√w'(K − Km)f‖26C ‖f
√
w'‖2
(
√
m)s
; C 	= C(m;f): (4.17)
If the kernel k(x; y) satis8es (4.14) then
‖√w'(K − K∗m)f‖26C
‖f√w'‖2
(
√
m)s
; C 	= C(m;f): (4.18)
Also Proposition 3.1 holds, mutatis mutandis, and we omit it.
The numerical methods we will propose are similar to those of the (−∞;∞) case. We assume
that g∈Zs and K satis4es (4.13), and consider the 4nite-dimensional equation
(I − Km)fm = gm; (4.19)
where
gm =
j∑
i=1
li
bi√
i
; bi = g(xi)
1=2
i ; li(x) =
pm(w'; x)
p′m(w'; xi)(x − xi)
;
i is the ith ChristoJel function, and fm is an unknown polynomial of the type
fm =
j∑
k=1
ak
lk√
k
; ak = fm(xk)
1=2
k :
Now, by Theorem 4.1 it follows that
‖(g− gm)√w'‖26 C(√m)s ‖g‖Zs :
Then, by Lemma 4.1, we can use the analogous of Proposition 3.1 to establish the following
result:
Proposition 4.3. If Ker(I − K) = {0}, K satis8es (4.13) and g∈Zs(√w'); s¿ 12 , then (4.19) has
a unique solution Gfm for any m su7ciently large (say m¿m0) and, denoted by Gf the solution of
(4.1), we have
‖( Gf − Gfm)
√
w'‖26 Cms=2 ‖g‖Zs(
√
w'): (4.20)
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Consequently Gf∈Zs(√w'). Moreover
|cond(I − K)− cond(I − Km)|=O(m−s=2): (4.21)
In order to compute the coeFcients of polynomial Gfm, we solve the linear system
j∑
k=1
ak["ik − 1=2i −1=2k -k(xi)] = 1=2i g(xi); i = 1; : : : ; j; (4.22)
where
-k(xi) = -ki = k
m−1∑
l=0
pl(w'; xk)'li;
'li = 'l(xi) = (K˜pl)(xi) =
∫ ∞
0
(1−  j(x))k(x; xi)pl(x)w'(x) dx:
If we denote by Mj ∈Rj×j; j= j(m), the matrix of system (4.22), then the following proposition is
true.
Proposition 4.4. The matrix Mj(m) of system (4.22) satis8es
cond(Mj(m))6 cond(I − K) + O(m−s=2): (4.23)
In the same way, if k(x; y) is a smooth kernel, for example if k(x; y) satis4es (4.14) with s
suFciently large, then we replace Eq. (4.19) by the following one:
(I − K∗m)fm = gm; (4.24)
where K∗m; gm and fm have been de4ned previously. Proposition 4.3 holds mutatis mutandis and the
linear system that we solve in this case is
j∑
k=1
ak["ik − 1=2i 1=2k k(xk ; xi)] = 1=2i g(xi); i = 1; : : : ; j; (4.25)
whose matrix (say M ∗j ) satis4es Proposition 4.4.
5. Numerical examples
Example 1. We consider the integral equation
f(y)− 0:7
∫
R
e−|x−y|f(x)e−x
2
dx = y + 2:
In order to construct the associated linear system of form (3.8), we have to compute the modi4ed
moments 'l(y) de4ned in (3.7). To this end we 4rst construct a recurrence relation for the Fourier
coeFcients
'˜m(y) =
∫ ∞
−∞
e−|x−y|pm(x)e−x
2
dx:
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Table 1
m cond
32 3.093
64 3.093
128 3.093
256 3.093005
Table 2
% = 0:5 fm(x)
√
w(x)
m j x =−5 x = 0:5 x = 5
32 10 −4:44e−5 6.122 9:73e−5
64 20 −1:0974e−5 6.1223847 2:63e−5
128 39 −1:0974703e−5 6.122384754923 2:633971e−5
256 78 −1:09747032204e−5 6.12238475492317 2:6339710635e−5
By using formula 3.322.1 in [5] we have
'˜0(y) =
1
4
√
1
∫ ∞
−∞
e−|x−y|e−x
2
dx
=
4
√
1
2
√
2
e−y
2
{
e((1−2y)
2=4)
[
1− 2
(
1− 2y
2
)]
+ e((1+2y)
2=4)
[
1− 2
(
1 + 2y
2
)]}
;
'˜1(y) =
√
2
4
√
1
∫ ∞
−∞
e−|x−y|xe−x
2
dx
=
4
√
1
2
√
2
e−y
2
{
e((1−2y)
2=4)
[
1− 2
(
1− 2y
2
)]
− e((1+2y)2=4)
[
1− 2
(
1 + 2y
2
)]}
;
where 2(x) = erf (x), i.e. the error function. Then, by using recurrence relation de4ned by the
orthonormal Hermite polynomials, we have
'˜m(y) =− 1√
m(m− 1)pm−2(y)e
−y2 +
1
2
√
m(m− 1) '˜m−2(y): (5.1)
Now it is simple to prove that
|'m(y)− '˜m(y)|6 o(e−% 2m):
Therefore, we can replace 'm(y) with '˜m(y).
In Table 1 we write the condition number of the linear system.
Then, we evaluate fm(x)
√
w(x) at three diJerent points (see Table 2).
Finally, we represent the function fm(x)
√
w(x) evaluating max error by computing the diJerence
between f512(x)
√
w(x) and f256(x)
√
w(x) on some equally spaced points (Fig. 1).
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Fig. 1. Graphic of fm(x)
√
w(x) with m= 256 max error = 4:26e−14.
Table 3
m cond
32 1.404046
64 1.4040465
128 1.4040465045159
256 1.40404650451599
Table 4
% = 0:6 fm(x)
√
w(x)
m j x =−5 x =−2:5 x = 2:5 x = 5
32 12 2:e−6 −4:55e−2 −1:7e−2 5:6e−6
64 23 2:7e−6 −4:5518e−2 −1:71e−2 −1:e−6
128 46 2:77e−6 −4:551809e−2 −1:71035e−2 −1:08e−6
256 92 2:77952e−6 −4:551809071e−2 −1:7103559e−2 −1:0821e−6
Table 5
m cond
32 1.178737
64 1.17873781
128 1.17873781555052
256 1.17873781555052
The following examples have the same scheme as the previous example (Tables 3–8). Figs. 2–4
are related to Examples 2–4, respectively.
Example 2.
f(y) + 0:5
∫
R
1 + x2√
1(1 + x2 + y2)
f(x)e−x
2
dx = sin (1 + y):
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Table 6
% = 0:7 fm(x)
√
w(x)
m j x = 0:9 x = 3 x = 6
32 13 −1:5e−1 −9:7e−3 3:21e−4
64 26 −1:507e−1 −9:7e−3 1:e−8
128 52 −1:507818462e−1 −9:7028527e−3 1:1e−8
256 104 −1:50781846225378e−1 −9:7028527322033e−3 1:161252788e−8
Table 7
m cond
32 1.5603
64 1.5603423
128 1.5603423883
256 1.5603423883163
Table 8
% = 1=4 fm(x)
√
w'(x)
m j x = 0:5 x = 5 x = 10
32 19 9:3e−1 6:e−3 1:e−4
64 39 9:3727e−1 6:7e−3 1:4e−4
128 78 9:37278e−1 6:7102781e−3 1:481919e−4
256 156 9:37278748e−1 6:7102781e−3 1:4819196e−4
Fig. 2. Graphic of fm(x)
√
w(x) with m= 256 max error = 4:18e−11.
Example 3.
f(y)− 0:3
∫
R
e−y2=4+yx
2
√
1
f(x)e−x
2
dx = cos (1 + y2):
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Fig. 3. Graphic of fm(x)
√
w(x) with m= 256 max error = 3:66e−15.
Fig. 4. Graphic of fm(x)
√
w'(x) with m= 256 max error = 2:53e−9.
Example 4.
f(y)− 1
2
∫ ∞
0
1 + x
1 + x2 + y2
f(x)e−x dx =
arctan(1 + y)
1 + y2
:
All computations were performed using MATLAB.
6. Proofs
In this section we give the proofs of the main results.
Proof of Proposition 2.1. Let PM = SM (w;f), then
‖(f − fj)
√
w‖2 = ‖ jf
√
w‖26 ‖ j(f − PM )
√
w‖2 + ‖ jPM
√
w‖2
6EM (f)√w;2 +
∫
|x|¿%√2m
|PM (t)
√
w(t)|2 dt
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6EM (f)√w;2 + Ce
−AM‖PM
√
w‖2
6EM (f)√w;2 + Ce
−AM‖f√w‖2;
using (2.5).
Proof of Lemma 2.1. Using a Gaussian rule we have
‖Lm(w;fj)
√
w‖22 =
∑
|xk |6xj
k(w)f2(xk);
where k = m(w; xk); k = −[m=2]; : : : ; [m=2] are the ChristoJel numbers. If f∈C0(A); A = [a; a +
"]; "¿ 0 and !k(f; t)L2(A) is the ordinary modulus of continuity of order k in L2(A), we have
(see [6])
√
"max
x∈A
|f(x)|6 c
[
‖f‖L2(A) +
√
"
∫ "
0
!k(f; t)L2(A)
t3=2
dt
]
:
In our case we set "=Sxk = xk − xk−1 and A= [xk−1; xk] = Ik , k =−[m=2]; : : : ; [m=2], and we obtain√
Sxk
√
w(xk)|f(xk)|6C
(
‖f√w‖L2(Ik) +
√
Sxk
√
w(xk)
∫ Sxk
0
!r(f; t)L2(Ik)
t3=2
dt
)
: (6.1)
Moreover,
√
w(xk)!r(f; t)L2(Ik) = sup
0¡h6t
(∫ xk
xk−1
[rh f(x)]
2 dx
)1=2√
e−x2k
6C sup
0¡h6t
(∫
Ik
[
√
w(x)rhf(x)]
2 dx
)1=2
= : c!˜r(f; t)L2√w(Ik): (6.2)
Recall (see for instance [1]) that k ∼ w(xk)Sxk and Sxk ∼ 1=
√
m for |xk |6 xj. Using (6.2), and
taking the square of (6.1), we have
k(w)f2(xk)6C
[(∫
Ik
[f(x)
√
w(x)]
2
dt
)1=2
+
(
1
4
√
m
∫ 1=√m
0
!˜r(f; t)L2√w(Ik)
t3=2
dt
)]2
: (6.3)
For t6 1=
√
m, let Gg= gt such that Gg (r−1) ∈AC(R+) and
‖(f − Gg)√w‖2 + tr‖ Gg (r)
√
w‖2
6 2 inf
g(r−1)∈AC
{‖(f − g)√w‖L2 + tr‖g(r)
√
w‖L2}= : 2k(f; tr)L2√w :
Using Gg= gt we have
‖√wrh f‖L2(Ik)6C[‖(f − Gg)
√
w‖L2(Ikr) + tr‖ Gg (r)
√
w‖L2(Ikr)] := K˜(f; tr)L2√w(Ikr); (6.4)
where Ikr = [xk−1 − rSxk ; xk + rSxk].
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Summing the terms of (6.3) for all k such that |xk |6 xj, then using (6.4) and Minkowski
inequality, we have
 ∑
|xk |6xj
k(w)f2(xk)


1=2
6C


∑
|xk |6xj
[(∫
Ik
[f(t)
√
w(t)]2 dt
)1=2
+
1
4
√
m
∫ 1=√m
0
K˜(f; tr)L2√w(Ikr)
t3=2
dt
]2

1=2
6C

‖fj
√
w‖2 + 14√m
∫ 1=√m
0
( ∑
−j6k6j
K˜(f; tr)2L2√w(Ikr)
)1=2
t3=2
dt

 :
Since ∑
−j6k6j
K˜(f; tr)2L2√w(Ikr)
= K˜(f; tr)2L2(−xj ; xj)
and t6 1=
√
m, we obtain
K˜(f; tr)L2(−xj ;xj)6 sup
h6t
inf
g(r−1)∈AC
{‖(f − g)√w‖Irh + hr‖g(r)
√
w‖Irh}
6 cr(f; t)√w;2;
where Irh = [− c(r=h); c(r=h)], [4]. Then the lemma follows.
Proof of Theorem 2.1.
‖[f − Lm(w;fj)]
√
w‖26 ‖(f − fj)
√
w‖2 + ‖[fj − Lm(w;fj)]
√
w‖2: (6.5)
By M = [(%=(1 + %))m] ∼ m, using Proposition 2.1 and (2.2) we get
‖(f − fj)
√
w‖6C[EM (f)√w;2 + e−Am‖f
√
w‖2]
6
C
4
√
m
∫ 1=√m
0
r(f; t)√w;2
t3=2
dt + Ce−Am‖f√w‖2:
To bound the second term on the right-hand side, we consider the best approximation polynomial
PM associated with f∈L2√w and write
‖[fj − Lm(w;fj)]
√
w‖26 ‖(fj − PM )
√
w‖2 + ‖Lm(w;fj − PM )
√
w‖2: (6.6)
The 4rst term on the right-hand side can be estimated by ‖(f−fj)
√
w‖2. For the second term, since
fj − PM = (f − PM )j +  jPM , we have
‖Lm(w;fj − PM )
√
w‖26 ‖Lm(w; (f − PM )j)
√
w‖2 + ‖Lm(w;  jPM )
√
w‖2 = : I1 + I2:
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Using Lemma 2.1 and (2.2),
I16C
[
‖(f − PM )
√
w‖2 + 14√m
∫ 1=√m
0
r(f − PM ; t)√w;2
t3=2
dt
]
6C
[
1
4
√
m
∫ 1=√m
0
r(f; t)√w;2
t3=2
dt +
1
4
√
m
∫ 1=√m
0
r(PM ; t)√w;2
t3=2
dt
]
6C
[
1
4
√
m
∫ 1=√m
0
r(f; t)√w;2
t3=2
dt +
C
(
√
m)r
‖P(r)M
√
w‖2
]
6
C
4
√
m
∫ 1=√m
0
r(f; t)√w;2
t3=2
dt;
since [10]
1
(
√
m)r
‖P(r)M ‖26C
∫ 1=√m
0
r(f; t)√w;2
t3=2
dt: (6.7)
Finally,
I2 =

 ∑
|xk |¿xj+1
k(w)P2M (xk)


1=2
6C


∑
|xk |¿xj+1
[(∫ xk
xk−1
[PM (x)]2w(x) dx
)1=2
+ Sxk
(∫ xk
xk−1
[P′M (x)]
2w(x) dx
)1=2]2

1=2
6C
(∫
|x|¿%√2m
[PM (x)]2w(x) dx
)1=2
+ Cm−1=6
(∫
|x|¿%√2m
[P′M (x)]
2w(x) dx
)1=2
;
since Sxk6Cm−1=6 (see [1]). Using the Bernstein inequality [4], the sum of the two terms is
dominated by Cm1=3
∫
|x|¿%√2m P
2
M (x)w(x) dx. Then, using (2.6) and recalling that PM is the best
approximation of f, (2.10) easily follows.
Proof of Proposition 2.2. We prove the 4rst part of the proposition.
Obviously
(K˜f)(y) = (Kf)(y)−
∫
R
 j(x)k(x; y)f(x)e−x
2
dx = : (Kf)(y)− F(y):
Moreover, for 0¡h6 t, by Minkovski’s inequality we have(∫
Irh
[
√
w(y)rhF(y)]
2 dy
)1=2
=
(∫
Irh
[√
w(y)
∫
R
 j(x)f(x)e−x
2
rhkx(y) dx
]2
dy
)1=2
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6
∫
R
 j(x)f(x)e−x
2
(∫
Irh
[rhkx(y)
√
w(y)]2 dy
)1=2
dx
6 sup
x∈R
r(kx; t)√w;2‖f
√
w‖2
(∫
R
 j(x)e−x
2
dx
)1=2
∼ sup
x∈R
r(kx; t)√w;2
e−cm√
m
‖f√w‖2:
Thus, for m¿C log t−s we have that r(F; t)√w;26Cts‖f
√
w‖2 since, due to the assumption on
kx, limt→0 supx∈Rr(kx; t) = 0.
For the second part, assume (2.16). Then it is simple to prove that Kf satis4es (2.15). Using
the previous identity (K˜f)(y) = (Kf)(y) − F(y) follows that also K˜f satis4es (2.15). Finally, it
remains to estimate r(K˜∗f; t)√w;2 but, with r ¿ s,
r(K˜∗f; t)√w;26
r(K˜f; t)√w;2 + C‖(K˜∗f − K˜f)
√
w‖2
6Cts‖f√w‖2 + C‖[(K˜∗ − K˜)f]
√
w‖2
and
|(K˜∗f)(y)− (K˜f)(y)| =
∣∣∣∣
∫
R
[ky(x)− Lm((ky)j; y)]fj(x)w(x) dx
∣∣∣∣
6 ‖f√w‖2‖[ky − Lm((ky)j)]
√
w‖2
6C‖f√w‖2
(
sup
y
‖ky‖zs
)
m−s=2:
Therefore, for m¿ 1=t2,
‖(K˜∗f − K˜f)√w‖26Cts‖f
√
w‖2
and, then,
r(K˜∗f; t)6Cts‖f√w‖2:
Proof of Lemma 2.2. Recalling the de4nition of K˜ , we can write
‖√w(K − Km)f‖26 ‖[Kf − Lm((Kf)j)]
√
w‖2 + ‖Lm[(K − K˜)f]j
√
w‖2;
(gj = (1−  j)g). Using Theorem 2.1 and (2.15), the 4rst term on the right-hand side is dominated
by C=(
√
m)s‖f√w‖2. Using Lemma 2.1 the second term is dominated by
‖[(K − K˜)f]√w‖2 + 14√m
∫ 1=√m
0
r(Kf − K˜f; t)√w;2
dt
t3=2
= : A+ B:
Recalling assumptions (2.14) and (2.15) and Proposition 2.2, we can verify also that K˜ satis4es
(2.15) and that
B6
C√
ms
‖f√w‖2:
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Finally, using Minkovski’s inequality,
A =
(∫
R
e−y
2
[∫
R
 j(x)k(x; y)f(x)e−x
2
dx
]2
dy
)1=2
6
∫
R
|f(x)|e−x2 j(x)
(∫
R
k2(x; y)e−y
2
dy
)1=2
dx
6 sup
x∈R
‖kx
√
w‖2
(∫
R
e−x
2
 2j (x) dx
)1=2
‖f√w‖2
6C
e−Am
4
√
m
sup
x∈R
‖kx
√
w‖2‖f
√
w‖2
and (2.19) follows. To prove (2.20), we write
‖√w(K − K∗m)f‖26 ‖[Kf − Lm((Kf)j)]
√
w‖2 + ‖Lm([K − K˜∗)f]j)
√
w‖2 = : A+ B:
We have to estimate only the last term. Using Lemma 2.1, we get
B6 ‖[(K − K˜∗f]√w‖2 + C4√m
∫ 1=√m
0
r(Kf − K˜∗f; t)√w;2
dt
t3=2
:
From the assumptions on the kernel and Proposition 2.2, the second term is dominated by
C=(
√
m)s‖f√w‖2. For the 4rst term we have:
‖[(K − K˜∗)f]√w‖26 ‖[(K − K˜)f]
√
w‖2 + ‖[(K˜ − K˜∗)f]
√
w‖2 = : I1 + I2:
The quantity I1 has been already estimated earlier (see the bound for A). By Cauchy inequality and
Theorem 2.1, we obtain a bound also for I2:
I2 =
(∫
R
e−y
2
(∫
R
[ky(x)− Lm((ky)j; x)](1−  j(x))f(x) e−x2 dx
)2
dy
)1=2
6C
√
1
‖f√w‖2
(
√
m)s
sup
y
‖ky‖Zs(√w);
from which (2.20) follows and the proof is complete.
Proof of Proposition 3.3. Recall the de4nitions
gm(x) =
j∑
k=−j
bk
lk(x)√
k
; fm(x) =
j∑
k=−j
ak
lk(x)√
k
;
where bk = gm(xk)
√
k , ak = fm(xk)
√
k , and lk(x) = pm(w; x)=p′m(w; xk)(x − xk).
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We set a := (a−j; : : : ; aj), b := (b−j; : : : ; bj), and denote by ‖c‖l2 = (
∑6
k=1 c
2
k)
1=2 the l2-norm of a
vector c = (c1; : : : ; c6).
We observe that lk(xi)=0 if |k|6 j and |i|¿j. Consequently, gm(xi)=fm(xi)=0 if |i|¿j. Since
gm and fm are two polynomials of degree at most m− 1, using the Gaussian rule we have
‖fm
√
w‖22 =
∫
R
f2m(x)w(x) dx =
j∑
i=−j
kf2m(xi) =
j∑
i=−j
a2i = ‖a‖2l2
and, analogously, ‖gm
√
w‖2 = ‖b‖l2 . Then, if Mj(m) is the matrix of system (3.8), we have
‖Mj(m)a‖l2 = ‖b‖l2 = ‖gm
√
w‖2 = ‖[(I − Km)fm]
√
w‖2
6 ‖(I − Km)|Pm−1‖‖fm
√
w‖2
6 ‖(I − Km)‖L2√w→L2√w‖a‖l2 :
Similarly,
‖M−1j(m)b‖l2 = ‖a‖l2 = ‖fm
√
w‖2 = ‖[(I − Km)−1gm]
√
w‖2
6 ‖(I − Km)−1‖L2√w→L2√w‖b‖l2 ;
from which it follows easily that
cond(Mj(m))6 cond((I − Km)) = cond((I − K)) + O(m−s=2);
using (3.6).
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