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Abst ract  
We consider interpolatory quadrature formulae, relative to the Legendre weight function on [ -  1, 1], having as nodes 
the zeros of the nth-degree Chebyshev polynomial of the third or fourth kind. Szeg5 has shown that the weights of these 
formulae are all positive. We derive explicit formulae for the weights, and subsequently use them to establish the 
convergence of the quadrature formulae for functions having a monotonic singularity at one or both endpoints of 
[ -1 ,  1]. Moreover, we generate two new quadrature formulae, by adding 1, -1  to the sets of nodes considered 
previously, and show that these new formulae have almost all weights positive, exceptions occurring only among the 
weights corresponding to 1, - 1. Also, we determine the precise degree of exactness of all the quadrature formulae in 
consideration, we obtain asymptotically optimal error bounds for these formulae, and show that almost all of them are 
nondefinite, exceptions occurring only among the formulae with a small number of nodes. 
Keywords: Interpolatory quadrature formulae; Chebyshev abscissae 
AMS classification: Primary 65D32 
1. Introduction 
An interpolatory quadrature formula relative to the Legendre weight function w(t) = 1 on the 
interval I-- 1, 1] has the form 
f ( t )d t  = w~f(z~) + R . ( f ) ,  (1.1) 
-1  v=l  
where the nodes "rv, ordered ecreasingly, are distinct, all lying in ( -  1, 1), and the weights wv are real 
numbers .  Such a fo rmula  has degree of  exactness d at least n - 1, i.e., R. ( f )  = 0 for all fe  P . _  1. 
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Also, fo r f~ cd+l [ - -1 ,  1], 
f 
l 
R.( f )  = Kd(t)f ta+ 1)(0 dt, (1.2) 
-1 
where Kd is the dth Peano kernel for R,. From (1.2), there immediately follows that 
f 
l 
[R,(f)l <~ ca+l max [f~a+l)(t)[, ca+l= [Ka(t)[dt. (1.3) 
- l~t~<l  -1  
Formula (1.1) is called definite if its Peano kernel Ka does not change sign on [ -  1, 1]. In particular, 
(1.1) is called positive definite if Kd ~> 0 and negative definite if Kd ~< 0. In either case, (1.2), by 
means of the Mean Value Theorem for integrals, takes the form 
R.( f )  = Fa+ i f  ta+ 1)(~), f 
l 
G+I = Ka(t)dt, -1  < ~ < 1 (1.4) 
-1  
(see, e.g., [7, Sections 2.5 and 4.3]). 
Fej6r has shown (cf. [8, ~1 and 2]) that if the nodes in (1.1) are chosen to be the zeros of the 
nth-degree Chebyshev polynomial of the first kind T,, i.e., 
2v - 1 
z~ x) = cos 0~ 1), 0~x) - 2---n-- r~, v = 1, 2, ... , n, (1.5) 
or the zeros of the nth-degree Chebyshev polynomial of the second kind U,, i.e., 
T 7 ) COS 0~ 2) , 0~ 2) = =- - re ,  v = 1,2, ... ,n, (1.6) 
n+l  
then the corresponding weights W (1) and W (2) a re  all positive and given by 
w~l)-n-_2 1- -2k=1 4k 2 -1  J '  v= l ,2 , . . . ,n ,  (1.7) 
and 
[~,-i)/2] cos2k0~2) 1 cos(p + 1)0~2)}, 
W~2) ~--- 2 1 - 2 ~ 4k 2 1 p 
n+l  k=l  - -  
v = 1, 2, . . . ,  n, (1.8) 
where p = 2 [(n + 1)/2] - 1 is the largest odd integer ~< n, and [ "] denotes the integer part of a real 
number. Alternatively, 
w~2) 4sin 0~ 2) tt,~)/21 sin(2k - 1)0~ 2) 
- n + 1 k=l 2k - -  1 , v = 1 ,2 ,  . . .  ,n .  (1 .9 )  
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The positivity of the weights is particularly important since, by a well-known theorem of Steklov 
(see [18]) and P61ya (see [131), one can immediately conclude that lim,_~ oo R~l)(f) = 0 and lim,_, o0 
R(2):r, , ~j) = 0, fe  C [ -  1, 11, i.e., the quadrature sum on the right-hand side of (1.1), with % = z~ 1) or 
z~ = z(~ 2), converges as n ~ oo to the integral on the left for all funct ionsfcontinuous on [ , -  1, 11, 
and consequently for all functions f that are Riemann integrable on [ -1 ,  11 (cf. [--8]). In fact 
Gautschi, using a result of Rabinowitz in [,141, proved in [91 that the convergence holds even if 
f has a monotonic singularity at one or both endpoints of [ , -  1, 1]. Fejer's rules have precise degree 
of exactness d = n - 1 if n is even and d = n if n is odd. Also, if m is the smallest even integer >/n, 
then the best possible relation for ca+~ = Cm in (1.3) as m ~ oo is O(2-mm-Z(m!) -1) for (1.1) with 
% = z~ 1) and O(2-mm-a(m!) -1) for (1.1) with % = z~ 2) (see [5, 12,41). Furthermore, Fejer's first 
rule is nondefinite, except when n = 1, and Fejer's second rule is definite (cf. [1, 12,41). 
Adding 1, - 1 to the abscissae (1.6) and (1.5), one derives the Clenshaw-Curtis and Basu rules, 
respectively (cf. [6, 21). The weights of the former are all positive and given by 
{ [(n ~)/21, cos2kO~2)} 
w.(2 ) _ 2 1 - 2 -4--~- 1 v = 1,2, ,n, 
nT1  k=l ' "'" 
(1.10) 
w.t2) ..,.t2) (n 1) 2 if n is even, 
vvn+ I 
[~n+2)  if n is odd, 
where w *(2), w *<2) are the weights corresponding to I, - I, respectively, and the notation y* means "n+ 1 
that the last term in the sum should be halved if n is odd (cf. [-7, p. 86]). The weights in Basu rule are 
also all positive, except hose corresponding to 1, - 1 when n > 1. In addition, it can be shown that 
the sums of the absolute values of all weights arc uniformly bounded, hence the convergence of
Basu rule for a l l fe  C [- - 1, 11 can still be guaranteed. Clcnshaw-Curtis and Basu rules have precise 
degree of exactness d = n -{- 1 if n is even and d = n + 2 if n is odd. Also, if m is the smallest even 
integer >~ n-{-2, then the best possible relation for ca+x = c,, in (1.3) as m--.oo is 
O(2-ram-3 (m!)- l)  for the Clcnshaw-Curtis rule and O (2-ram-'*(m!)-l) for Basu rule (see [3, 51 ). 
Furthermore, both rules are nondefinite, except when n = 1 in the Clenshaw-Curtis rule and 
n = 1,2,3 in Basu Rule (cf. [1]). 
In the present paper we are dealing with quadrature formulae of type (1.1) having as nodes the 
zeros of the nth-degree Chebyshev polynomial of the third kind V,, i.e., 
2v - 1 
T~3) = COS0(3)'  0~3) -- 2n +----~ re, v = 1,2, ... ,n, (1.11) 
or the zeros of the nth-degree Chebyshev polynomial of the fourth kind IV,, i.e., 
2v 
z~ 4) = cos 0~ 4), 0~4) = 2n +-----~ =' v = 1, 2, ... , n. (1.12) 
Szeg5 has shown (cf. [19, §231) that in both of these cases the corresponding weights w~ 3) and w~ 4) 
are all positive. In the following section we obtain explicit formulae for w~ 3) and-~v(4). Subsequently 
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in Section 3, we add 1, -1  to the abscissae (1.11) and (1.12), thus generating two new quadrature 
formulae of the type of Clenshaw-Curtis and Basu rules. We derive explicit formulae for the 
weights w *~3) and w *~4), v = 0, 1 . . . . .  n + 1, of these formulae, and show that all weights, except 
W~ (3) and w *t4) ,+ a, are positive. Moreover, in Sections 2 and 3 we determine the precise degree of 
exactness of all the quadrature formulae in consideration, we obtain asymptotically optimal error 
bounds for these formulae, and show that all of them are nondefinite, except those with one 
Chebyshev node and two additional nodes at 1, -1 .  In Section 4 we examine the question 
considered by Gautschi n [9] for Fej6r's rules. We prove the convergence of quadrature formula 
(1.1), with nodes (1.11) or (1.12), whenfhas  a monotonic singularity at one or both endpoints of 
[ -1 ,  1]. This, in view of the nonsymmetric distribution of "C (3) and z~ 4) towards 1 and -1 ,  
respectively, makes (1.1) with nodes (1.11) or (1.12) an attractive choice for functions having an 
endpoint singularity. A numerical example demonstrating that is given in Section 5. 
2. The quadrature formulae 
Our results regarding the quadrature formula (1.1) with abscissae (1.11) or (1.12) are summarized 
in the following: 
Theorem 2.1. Consider the interpolatory quadrature formula (1.1). 
(a) I f  zv = 7~ 3), then the corresponding weights w~ = w~ 3) are all positive and given by 
w~3) 4sin 0~ 3)[t"~-~)/2] s in (2k -  1)0~ 3) 
- n+l/-------2 k~l 2-k 1 , v= l ,2 ,  . . . ,n .  
Alternatively, 
(2.1) 
w~3)= n +2 {1/2 1 - 2 t("-l)/2]c°s2kO~3)lc°s(p+l)O~3)} v = l , 2 , ' ' ' , n , k = l E  4k 2 - 1 p , (2.2) 
where p = 2[-(n + 1)/2] - 1 is the largest odd integer <<. n. 
If zv = z~ 4), then the corresponding weights wv = w~ 4) are all positive and given by 
w~, ) 4sin 0~ 4) tt,+ 1)/2] sin(2k - 1)0~ 4) 
- - -  ~ 2k 1 , v= l ,2 , . . . ,n .  n + 1/2 k=l 
Alternatively, 
(2.3) 
where p = 2[(n + 1)/2] - 1 is the largest odd integer <<. n. 
w 4, 2 {n÷lj  1 2f n 1,J2Jcos2k0 ,k ,  4k  1 v l2n  ,24, 
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(b) The precise degree of exactness of(1.1) with -c,, = ,g(3) or "/7 v = 27 (4) is d = n -- 1. 
(c) I f  z~ = z~ a) or z,, = z~ 4), then the best possible relation for cn+x = c, in (1.3) as n--* 
O(2-"n-  l(nI)- 1). 
(d) Formula (1.1) with "c,, = "c~ 3) or z,, = z~ 4) is nondefinite. 
Go is 
Proof. (a) First, we derive formula (2.1). The techniques we use are similar to those in [9, pp. 
359-360-1, [7, Section 2.5.5,1. We have (see [7, Section 2.5,1) 
w~ 3) _ ~ f l V,(t03, dt. (2.5) 
Vn'(z? )) -a t - -%'  
Using the trigonometric representation V,,(cos 0) = cos(m + 1/2)0/cos(0/2), m = 0, 1, 2, ... , and 
the Christoffel-Darboux formula, we find 
V;(z?) ) = ( -  1) ~'- l(n + 1/2) 
sin 0 43) cos (0~3)/2) ' 
(2.6) 
f v.(t) 1 t -- z~ 3) dt = 2 Vk(z(3)) K(t)dt - ,  
( -1 )  ~-1 ( ~ cos(k + 1/2)0~ 3) 2 
- sin( ) cos(0 3'/2) k + k=O k=l  
k even  k odd  
COS (043)/2) 
(2.7) 
Inserting (2.6) and (2.7) into (2.5), we obtain, after a simple computation, (2.1). 
Now, writing 2 sin 043) under the summation sign in (2.1), and using the formula for the product 
of sines, we derive, after a straightforward computation, (2.2). 
The positivity of w(3), as already mentioned in the introduction, was established by Szeg6 in [19, 
§23]. However, it can also be shown by using (2.1) and the approach of Gautschi in [9, p. 359], from 
which there follows that 
4o- ~'~ sin t 
0 < w~ 3) < -  a = Jo dt = 1.8519370 . (2.8) n + 1/2' t "'" 
The case z~ = z~4) falls into the previous one z~ = 27 (3 )  . From the well-known identity 
W,,(t) = ( -  1)'~V,,(-t), m = 0,1,2, . . . ,  (1.11)-(1.12) and (1.1), we get 
z~4) <3) (2.9) =-z , -v+x,  v=l ,  2 , . . . ,n ,  
w~ 4) = w~+x,  v = 1, 2, ... ,n, (2.10) 
which, together with (2.1)-(2.2), yield (2.3)-(2.4). 
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The positivity of w(~ 4) follows from (2.10) in conjunction with what was said before for the 
positivity of w~ 3~ .
(b) Since R (3)t "~" , t J )  = 0 and R~'*)(f) = 0 for a l l f~  P , -1  and 
(.1 n+l  i fn  is even, 
R.(3) (1,1,)= J -x  V,(t)dt  = (2.11) 
- - -  if n is odd, 
~4) ~1 ~ if n is even, 
R. (w.) J-1 w.(t) dt 
if n is odd, 
formula (1.1) with zv = z~3) or rv = T~ ) has precise degree of exactness d = n - 1. 
(c) Applying Theorem 2 in [-11] with o~ = - ½, fl = ½ ifz~ = z()) or ~ = ½, fl = - ½ ifz~ = ~4), we 
conclude that the best possible relation for ca+ 1 = c, in (1.3) as n ~ oo is O(2 - "n -1  (n!)- l ) .  
(d) Assume first that z~ = z~3). To prove that (1.1) is nondefinite, we add the abscissae z~)3) = 1 
and o,+~-~3) 1 = -1  with weights w~ 3) = ,,,(3),~.+ 1 = 0, and apply Proposit ion l(iv) in I-1]. According to 
this, we must find anf~ C" [ -1 ,  1], w i th f  (") ~> 0 andf  (") ~ 0, satisfying R.~3)(f) < 0. 
Let n be even. We take f ( t )=fa( t )=( t -a ) - " ,  a>l .  Then f~C"[ -1 ,1 ]  and 
fa~")(t) = n(n + 1) -.. (2n - 1) (t - a) -z"  > 0, -1  ~< t ~< 1. We will show that there exists an ao > 1 
(actually a whole interval of a > 1) such that the corresponding f ,  o satisfies 
R~,3)(f,o) < 0. (2.12) 
We have, in view of the positivity of w~ 3), 
R~3)(fa) = f ~ fa(t)dt  - ~ "'vla'(3) ( t'r(3)'lJa~,-v l 
1 v=l  
_ 1 {  1 1 }_~ w~ 3) 
n -- 1 (a -- 1)"-1 (a + 1)"-1 (v$ 3) -- a)" 
v=l  
1 W~ 3) 
< 
(n - 1)(a - 1) "-1 (a -  "c~3)) ""
Therefore, for (2.12) to hold, it suffices to prove that, for some ao > 1, 
wi3)/> 1 
n~ (ao - 1) "-1" (2.13) 
Consider the function g(a) = (a - z~3))"/(n - 1)(a - 1)"-1, a > 1. It can be easily seen that g is 
continuous, positive and concave upward with an absolute min imum at the point 
(1 + (n - 1)(1 - z~3)), (n/(n - 1))"(1 - z~3))). In addition, lim,-~l+g(a) = lima-.oog(a)= o0. 
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We will show that 
(")" w~ 3)> ~ ( l - z ]  3)) for all n (even) ~> 6. (2.14) 
Then, (2.13) follows from the Intermediate Value Theorem. To prove (2.14), we first assume that 
n = 2m, re(even)/> 4. Writing (2.1), with v = 1, in the form 
4sinO'l { sin,   
w~3) -n+l -  ~- sin0] 3)+ Z 2k 1 + ~-~ - , (2.15) 
k=2 k=n/4+ l 
and using sinO>~ 3(x//-6- x/~)O/r~, O~<O~<n/12; sinO~> 2x/~O/r~, 0~<0~<7t/4; sinO>~ 20/n, 
0 ~ 0 ~< r~/2, we get 
3 (w/-6 - ~/-2 )
sin 0~ a) > 2n + 1 ' 
s in (2k -  1)013) 2v/-2 
> 
2k - 1 2n + 1 ' 
k = 2,3, ... ,n/4, 
sin(2k - 1 )0 (13)  2 
> - -  
2k - 1 2n + 1 ' 
k = n/4 + 1, n/4 + 2, . . . ,  n/2, 
which, inserted into (2.15), yield, after a simple computation, 
12(w/-6 - x/~) {(x/~ + 1)n + 2(3x//-6- 5w/2)} (2.16) 
Wi3) > (2n + 1) 3 
Similarly, for n = 2m, m(odd) >/3, we obtain 
w~ 3) > 12(x//-6 - ,e/2) {(x/~ + 1)n + 2(3w/-6- 4x /~-  1)} 
(2n + 1) 3 
> 12(~/-6 - ~/-2) {(~/-2 + 1)n + 2(3w/-6 - 5w/2 ) + w/2 - 1} 
(2n + 1) 3 (2.17) 
Also, (1.11), by virtue of sin0 ~< 0, 0/> 0, gives 
(1--z~ 3))= ~ (1 -  cos0] 3) )=2 ~ sin 2(0~3)/2) 
(n)n 
<2(2n+1)  2 ~ " (2.18) 
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Now, (2.14), on account of (2.16)-(2.18), comes down to verifying that 
rt2( n )" 12(w/-6 - w/2) {(~/-2 + 1)n + 2(3V/6 - 5V/-2)} i> 2-  ~ n = 2m, 
2n+ 1 
and 
12(x/~ - x/~){(x/~ + 1)n+ 2(3x/~ -- 5x/~) + x /~-  1} >~-2- 
2n+l  
m (even) ~> 4, 
(2.19) 
n = 2m, m (odd)/> 3. (2.20) 
Since the left-hand sides of (2.19) and (2.20) are increasing sequences of n, while their right-hand side 
is a decreasing sequence, we only need to check these two inequalities for n = 8 and n = 6, 
respectively. A simple computat ion shows that both of them are true, and this concludes our proof 
for n (even) ~> 6. 
To establish the nondefiniteness for n = 2 and 4, we show that the respective Peano kernels 
K~ 3) and K~33) (cf. (1.2)) change sign on [ -1 ,  1]. Indeed, 
I ½ (1 + 0 2, 
K(3'(t) = t 1AOo(5t 2 -- 2~/5t + 5 -- 2x//5), 
/ (½(1 --/.)2, 
with the middle branch having two real 
--1 ~<t~<¼(1--x/~ ), 
¼(1 -- ~/-5) ~< t ~ ¼(1 + x/f5), 
¼(1 + x/~) ~ t ~ 1, 
and distinct zeros in the interior of [¼(1-  ~/-5), 
¼(1 + x/~)]. The explicit formula for K~33) is more complicated, and thus we refrain from writing it 
down here. However, K~ 3) has exactly one zero in the interior of the interval [0.5, 0.9396926... ],
and this is enough to conclude that K~33) does not have a constant sign on [-- 1, 1]. 
Things are much simpler for n odd. Choosing f ( t )=  V,(t), we have fe  C" [ -1 ,1 ] ,  
f (" ) ( t )  = 2"n! > 0, - 1 ~< t ~< 1, and 
2 
R(, 3) ( f )  = - - < 0 
n 
(cf. (2.11)). 
We now turn to the case % = ~(4). As before, we add the abscissae z~)4) = 1 and r,(~ 1 = - -  1 with 
weights W~o 4) = ,,,(4),Vn+ 1 = 0 ,  and apply Proposit ion l(iii), (iv) in [1]. More specifically, for n(even) >I 6, 
we takef( t )  =fa( t )  = (t + a) - " ,  a > 1, and, in view of (2.9)-(2.10), we find 
R(~4)(f)  = R,(3)(f), f ( t )  =f~(t) = (t - a ) - " ,  a > 1, 
i.e., we fall into the case z~ = z~v3); for n = 2 and 4, we examine the sign of the Peano kernels KI 4) and 
K (4)" and for n odd, we choosef(t)  = W, (t). The details of the proof are as in the case z~ = z~ ), and 3 ' 
are therefore omitted. [] 
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3. The closed quadrature formulae 
By this we mean the interpolatory quadrature formula 
f ( t )d t  = w~'f(1) + w*f(z~)  + w*+l f (  - 1) + R*( f ) ,  (3.1) 
-1  v=l  
where the nodes z~ are as in (1.1), and the weights w*, w*, w*+ 1 are real numbers. Clearly, (3.1) has 
degree of exactness d at least n + 1. Also, whatever was said in the introduct ion for the error term 
R, ( f )  of (1.1) applies, in an analogous fashion, for R*( f ) .  
Our  results regarding the quadrature formula (3.1) with abscissae (1.1 1) or (1.12) are summarized 
in the following: 
Theorem 3.1. Consider the interpolatory quadrature formula (3.1). 
. . . .  ,(a) are 9iven by (a) I fz~ = z(~ 3), then the correspondin9 weights w~' = wJ (3), w* = w *(3), w*+ 1 " ,  + 1
8 [ (n+ 1)/2] sin(2k - -  1 )0~ 3) 
= ~ (3 - 2k)(2k 1)(2k + 1)' v = 1,2, ... ,n, (3.2) Wv*(3) (n + 1/2)sin0~ 3) k=l  
_ 1 
w~,(3) = (n -  1)(n 
1 
n(n + 2) 
+ 1) 
( 2 . -1  
if n is even, ,,,.(a) = l (n  - 1)(n + 1)(2n + 1) if n is even, 
"n+l  | _ _ .2n  + 3__  
if n is odd, [n(n + 2)(2n + 1) if n is odd. 
(3.3) 
In addition, the w *(3) are all positive. 
= , , , , (4 )  I f  zv = z~), then the correspondin9 weights w* = w *(4), w* = w *(4), W*+ a ,v,+ l are 9iven by 
w,(4 ) 8 [(,+ 1)/21 sin(2k - 1)0~ 4) 
= ~ (3 -2k) (2k  1)(2k + 1)' v = 1,2, ... ,n, (3.4) (n + 1/2) sin O~ 4) k = 1 
2n - 1 
w.(4  ) = ) (n - i)-(2n + 1) 
| 2n+3 
1 
if n is even, - (n - 1)(n + 1) 
u~*(4)  
, -n+l  ~ 1 , 
if n is odd, n(n + 2) if n is odd. 
if n is even, 
(3.5) 
In addition, the w *(4) are all positive. 
(b) The precise degree of exactness of(3.1) with zv = z~ 3) or Tv = z~ 4) is d = n + 1. 
(c) I f  z~ = z~ 3) or z, = z~ ), then the best possible relation for ca+ 1 = c,,, m = n + 2, in (1.3) as 
m-- -r~ is O(2-mm-3(m!) - l ) .  
(d) Formula (3.1) with z~ = .~(3) or 17 v = "C (4) is nondefinite, except when n = 1, in which case it is 
positive def in i te/ f  zv = z(~ 3) and negative definite if z~ = z~ 4). 
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Proof. (a) We first derive formulae (3.2)-(3.3). From I-7, Section 2.5], we have 
1 ~ (1 - - t2 )V , ( t )  
Wv*(3) = (1 - -  "c v (3)2) Vn ("c v '  (3)) J -  1 t __ ,/7(3) dt, 
fx fl (1 + t) V.(t)dt (1 -- t) V.(t)dt 
W8(3 ) - 1 ,, ,*(3) - 1 = VVn+ 1 = 2V.(1) ' 21/ . ( -  1) 
Proceeding as in Theorem 2.1(a), we get 
f~ (1 - t 2) V,(t) 
1 dt -  
(n -- 1)(n + 1) 
(1 + t) V.(t) dt = 
2 ~ Vk(Z~3))f~ (1-t2)Vk(t)dt 
Vn+ I('C~ 3)) 1 k=O 
(--  1) ~-1 { 1/2)0~3) ( 
_ sin(0~3)/2) ~ cos(k + 
ffe~O n COS (O~a)/2) (k - 1)(k 
cos(k + 1/2)0iv 3) 4 ) 
+ cos (0~3)/2) (k - 2) k(k + 2) ' k=l  
k odd 
2 
if n is even, 
n(n + 2) 
if n is odd, 
4 ) 
+ 1)(k + 3) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
f 
l 
(1 - t )  V . ( t )  d t  = 
-1  
2(2n - 1) if n is even, 
(n-- 1)(n + 1) 
2(2n + 3) if n is odd, 
n(n + 2) 
(3.10) 
17.(1) = 1, V.( -- 1) = ( - 1)"(2n + 1). (3.1l) 
Inserting (3.8)-(3.11), (1.11) and (2.6) into (3.6)-(3.7), we obtain, after a simple computation, 
(3.2)-(3.3). 
To show that the w *(3) are positive, we first write (3.2) in the form 
8 
- -  k=2E (2k - 2k + 1)(2k - 1) sin O(~a)J" (3.12) 
The Chebyshev polynomial of the second kind Um satisfies 
IUm(t)J<~m+l, - l~t~<l ,  m=O,  1,2 . . . .  (3.13) 
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(cf. [20, Eqs. (4.7.2), (7.33.1)]). Lett ing m = 2k -  2, t = cos0~ 3), and using the tr igonometr ic  
representat ion U,,(cos 0) = sin (m + 1)0/sin 0, rn = 0, 1, 2, ... , (3.13) gives 
sin(2k - 1) 0~ 3) 
(2k - 1)sin 0~ 3) ~< 1. (3.14) 
Now,  (3.12), in view of (3.14), implies 
w*(3) >~ n+81/2  {~ - r~.+ x)/z]k=2 
1 } 
(2k - 3)(2k + 1) 
8[(n + 1)/2] 
(n + 1/2){4[(n + 1)/2] 2 -  1}' 
(3.15) 
and the positivity of Wv *(3) follows. 
In much the same way as in Theorem 2.1(a), we can show that 
w,(4) ,,,.(3) w,(4) ,,,.(3) v = 1,2, n, w *(4) (3) = 'Vn+l '  = VVn-v+l' " ' "  ' " 'n+l  = W~ , (3.16) 
which, combined with (3.2)-(3.3), yields (3.4)-(3.5). 
The positivity of w *(4) follows from (3.16) and the positivity of w *(3). 
(b) Since R*(3)(f)  = 0 and R*(4)(f) = 0 for a l l fe  [Pn+l and 
R *~3) ((t  2 - -  1) v . ( t ) )  = f l 
-1  
(t 2 -- 1) V.(t) dt = 
4 
(n - 1)(n + 1)(n + 3) 
4 
- (n - 2 )n  (n + 2) 
if n is even, 
if n is odd, 
(3.17) 
R *(4) ((t 2 - 1) W.(t)) = f_l 
4 
(t 2 -1 )W. ( t )d t= (n -1 ) (n  + l)(n + 3) 
4 
- 2)n(n + 2) 
if n is even, 
if n is odd, 
formula (3.1) with "cv = "c~ 3) or % = z~ 4) has precise degree of exactness d = n + 1. 
(c) Apply ing Theorem 2 in [11] with ~ = - ½, fl = ½ ifzv = z~ 3) or ~ = ½, fl = - ½ ifz~ = -c~ ), we 
obtain that the best possible relation for ca+l =Cm, m=n+2 in (1.3) as m-- ,oe is 
O(2 -mm-3(m!) -  I). 
(d) Assume first that -cv = z~ 3). To prove that (3.1) is nondefinite for all n >~ 2, we apply 
Propos i t ion l(i), (ii) in [-1]. According to this, we must  find an f~ C"+2[ -1 ,  1], with f( ,+2) ~> 0 
and f (n+2)50 ,  satisfying either (__l~n+2,,,*(3)D*(3) Wo,(3)R.(3) l j  , v ,+ l , , ,  ( f )>0 or ( f )>0.  We take 
f(t) = (t 2 -1)V, ( t ) .  Then fe  C"+2[ -1 ,  1] and f("+2)(t) = 2"(n + 2)! > 0, -1  ~< t ~< 1. In addi- 
tion, for n even, 
4 (2n-  1) ( _ 1 )n+2, , , , (3 )D , (3 ) [  ~e'~ = VVn+ 1 "tXn ~,JI ~" O, (n -- 1)2(n + 1)2(n + 3)(2n + 1) 
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and for n (odd) ~> 3, 
w*(3)R*(3)( f )  = 
4 
(n -- 2)n 2 (n + 2) 2 > 0 
(cf. (3.17)). 
If n = 1, the Peano kernel K~ '(3) computes to 
I~8(1 +t )2(2 -3t ) ,  -1  ~<t~<½, 
K~(3)(t) 
~(1 - 02(2 -  t), ~ ~< t ~< 1, 
i.e., K*(3)(t) ~> 0, - 1 ~ t ~< 1, hence (3.1) is positive definite with 8~ '(3) = ~ (cf. (1.4)). 
The case z~ = ~(4) is treated similarly to the previous one z~ = r(3), except hat here we choose 
f ( t )  = (t 2 -- 1)W.(t), and also that for n = 1, 
K~'(4)(t) = ( --~(1 + t)2(2 + t), - - l~<t~<- -½,  
~s(1 -02(2+3t ) ,  -½ ~<t~<l, 
i.e., K*(4)(t) ~< 0, - 1 ~< t ~< 1, hence (3.1) is negative definite with 5~ '(4) = - ~. [] 
Since w *(3) > 0, v = 1, 2, . . . ,  n + 1, and only W~ (3) < 0, one can easily see that 
n+l n+l f l  
niilWv*(3) l -  --W•(3)+ ~ Wv *(3)-- ~ Wv *(3) -2w8(3)= 
v=0 v=l v=0 -1 
dt - 2w8 (3) 
I 2n 2 
=2(1-w *(3))= (n -1 ) (n  
2(n + 1) z 
n (n + 2) 
+ 1) 
if n is even, 
if n is odd. 
(3.18) 
Hence, 
n+l .<_8 
E [Wv:'g(3)l for all n = 1,2, (3.19) 
v=o ~ 3 . . . .  
Similarly, from (3.16), we get 
n+l 8 
Iw*t4)l ~< ~ for all n = 1,2, . . . .  (3.20) 
v=0 
Inequalities (3.19)-(3.20) are sufficient conditions (cf. [18, 13]) such that lim,-.oo R*t3)(f) -- 0 and 
l im,_~ R*t'*)(f) = 0, fe  C[ -1 ,  1], i.e., the quadrature sum on the right-hand side of (3.1), with 
z~ = ~$3) or z~ = z~ ), converges as n ~ oc to the integral on the left for all functionsfcontinuous on 
[ -1 ,  1]. In fact, from Lemma 1 in [16] and (3.18), the convergence also holds for all functions 
f that  are Riemann integrable on [ -1 ,  1]. 
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4. Convergence of the quadrature formulae for functions with singularities 
Following the notation in [9] ,  we denote by M[ -1 ,  1) the class of functions f which are 
continuous on the half-open interval [ -1 ,  1), monotonic in some neighbourhood of 1, and such 
that limx~ 1- ~ i f(t) dt exists. The classes M(- -  1, 1] and M( -  1, 1) are defined analogously, while 
M stands for the union of the three classes. 
Now consider fe  M[ -1 ,  1) not bounded ( i f f  is bounded, then fe  C[ -1 ,  1]). First, from the 
definition of M[-1 ,  1), I ( f )=  ~l_lf(t)dt exists as an improper integral. Moreover, letting 
Q.(f)  = Z"~=l wvf('c~) (see (1.1)), "Co = 1 and z.+l = - 1, Rabinowitz showed in [14] that 
lim Q.(f) = I ( f )  (4.1) 
?1 --~ 00  
if the following two conditions are satisfied: 
(a) lim._, oo Q.(g) = I(g) for all g e C [ -  1, 1]; 
(b) there exist constants e > 0, 5 > 0 such that Iw~l ~< c('c~_ 1 - -c~) for all n sufficiently large and 
for a l l v>/ l suchthat l -5~<'c~<l .  
In case that fe  M( -1 ,  1], for (4.1) to hold, condition (b) has to be replaced by 
(b') there exist constants c > 0, 5 > 0 such that Iw~-11 ~< c(z~_ 1 - 'c,) for all n sufficiently large 
and for a l l v~n+l  such that -1~<'cv_1~<-1+5.  
Clearly, conditions (a), (b) and (b') imply (4.1) for all fe  M. 
In this section we show the convergence of quadrature formula (1.1), with abscissae (1.11) or 
(1.12), for a l l fe  M. 
Theorem 4.1. Consider the interpolatory quadrature formula (1.1) with % = "E (3) or % = "c~a). Then 
(4.1) holds for all f e M. 
Proofi Assume first that zv = "c~3). To prove (4.1) for all fe  M, it suffices to verify conditions (a), (b) 
and (b'). Condit ion (a) is an immediate consequence of the positivity of the weights w~ 3) (cf. [18, 
13]). As regards (b), we will show that 
w~3) < (7t2 + 20)('c~3_) 1 _ 'c(3)), (4.2) 
for all n/> 2, and all v/> 1 for which 'c(v 3) /> 0. To this end, we use the approach of Gautschi n [9]. 
For v >~ 2, we have, in view of sin 0 >/20/re, 0 ~< 0 ~< re/2, i f  0 ~< 0~ 3) ~< re/2, 
17(3) 1 "~(v 3) COS0(3-) 1 COS0~ 3) 2sin 2(v - 1)n . _ - -  = - -  = s i n  
2n + 1 2n + 1 
Similarly, for v = 1, we get 
16(v - 1) 
> (2n + 1) 2. (4.3) 
z~03) - z~ 3) = 1 - cos 0~ 3) = 2 sin 2 
2 
> (4.4) 
2(2n+1)  (2n+1)  2. 
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Also, (2.2), by virtue of 
~ cos 2kO 1 rc k=l~-kT-- i - -  ~ 4sinO, O<.O<~n 
(cf. [10, Equation 1.444.7]), gives 
w~3)_ 2 {2 cos2k0~ 3) cos2[(n + 1)/2]0~3)~ 
n + 1/------~ sin 0~3! + 2 ~ 4k 2 - 1 2[(n + i-)/-~ ---1- J"  
tc =[(n + 1)/21 
Taking the absolute value of both sides, and using sin 0 ~< O, 0 >~ 0, and 
I ~ cos 2k0(~ 3) 1 1 
k=[(n+l)/2] ~-'~ i < k=[(n+~ 1)/2]4k 2 -- 1 = 2{2[(n -- 1)/2] + 1}' 
we find 
2(2v - 1) 2 8 
w~3) < (2n + 1) 27r q (n - 1)(2n + 1)' n I> 2. 
Hence we obtain, on account of (4.3)-(4.4), for v ~> 2, 
w(~ 3) 2v - 1 2n + 1 
< _ _  ~2 _1_ 
z~3-) 1--z~ 3) 8(v- 1) 2(v - 1)(n- 1) 
7 ~<3rc2 +4,  
and for v = 1, 
w] 3) 4(2n + 1) 
< 71;2 _1_ ~< 7~ 2 -'F- 20, 
• 3) - n - 1 
which, combined together, establish (4.2). 
Proceeding similarly, and employing 
re/2 ~< 0 ~< re, we show that 
sin 0 >~ 2(~ - O)/rt, re/2 ~< 0 ~< re, and s in0~<rc -0 ,  
- -  "~v 1, (4.5) 
for all n ~> 2, and all v ~< n + 1 for which -~_-(3), ~< 0. This proves (b'), and concludes the proof. 
When % = z~ ), conditions (a), (b) and (b') follow from the corresponding ones for the case 
Tv = T (3) in conjunction with (2.9)-(2.10). [] 
Remark. The convergence of the interpolatory quadrature formula (1.1), with zv = "c~ 3) or ~ = z~ ), 
for functions having a singularity in the interior of the interval [ -  1, 1] is investigated in [15]. 
Moreover, the results obtained there can easily be extended to the case of the interpolatory 
quadrature formula (3.1) with z~ = z~3) or z~ = z~ ) (cf. [17]). 
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5. Numerical examples 
In [9, Section 4], Gautschi applied the quadrature formula 
fox 1 1 f ( t )dt -  ~ w~f(tv), tv=~( l+z~) ,  (5.1) 
with ~ = ~1) and w~ = w~ 1) given by (1.5) and (1.7), respectively, in order to compute the integral 
f~ a+2 taln(e/t)dt - (   1)~ '  a > - 1, (5.2) 
for various values of a. We repeat hat process, but this time we take for zv and w~ also z~ 2) - (2) and w~ , 
or z~ 3) and w~ 3), or z~ 4) and w~ 4) given by (1.6) and (1.9), (1.11) and (2.1), and (1.12) and (2.3), 
respectively. The modul i  of the errors, in units of 10 -6, are shown in Table 1, columns three 
through six. For  comparison, we also record in the last two columns the errors of the 
Gauss-Chebyshev quadrature formula and the midpoint rule when applied to (5.2). The former is 
defined by 
fo f(t) dt - n~r~ =1 {t~(1-t~)}x/2f(t~),  (5.3) 
has precise degree of exactness 2n-  1, and is known to converge for fe  M (cf. [-14]). All 
computat ions were performed on a SUN Sparcstation 2 computer in double precision (machine 
precision approximately 16 decimal digits). 
Table 1 
Moduli of the errors in the computation of integral (5.2) 
Fej6r Fej6r (1.1) with (!.1) with Gauss- 
a n 1st kind 2nd kind nodes (1.11) nodes (1.12) Chebyshev Midpoint 
-½ 32 161984 425817 
64 88483 241027 
128 47980 134126 
256 25858 73726 
512 13863 40152 
1024 7398 21708 
32 55 1115 
64 14 287 
128 3.4 72.9 
32 12 64 
64 1.8 9.8 
128 0.26 1.43 
32 0.24 0.87 
64 0.015 0.058 
128 0.00093 0.0037 
431092 
242587 
134572 
73851 
40187 
21717 
1148 
291 
73.4 
67 
10.0 
1.45 
0.92 
0.059 
0.0038 
164597 67854 
89254 33975 
48201 17000 
25920 8503 
13880 4252 
7403 2126 
27 2131 
10 602 
3.0 168 
9 212 
1.6 52 
0.24 13 
0.18 200 
0.013 50 
0.00087 13 
10177581 
772102 
583025 
438468 
328574 
245440 
10790 
• 5405 
2705 
i543 
626 
250 
234 
66 
18 
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Table 1 shows that the four quadrature formulae of type (5.1) are the most accurate for 
almost all values of a. An exception occurs when a = -!2, in which case (5.3) is more accurate, 
and this is probably due to the cancellation of the singular factor t" in the quadrature sum 
of (5.3). This factor, together with ln(e/t), is apparently responsible for the slow convergence 
when a < 0. Things improve considerably as a increases from 0 to 1, in spite of the fact that 
the integrand continues to have an infinite derivative at 0. All this has already been noted 
in I-9, Section 4] for the first of the four quadrature formulae of type (5.1). Among these four 
quadrature formulae the first and particularly the last are more accurate than the other two, 
probably because the nodes of the former are distributed closer to the point of singularity 
than the nodes of the later. Also, the first and the last formula have a similar error behaviour, and 
the same is true for the other two. This is apparently due to the close proximity of their 
corresponding nodes as n, v increase, i.e., of the nodes that are close to 0 (compare (1.5) to (1.12) 
and (1.6) to (1.11)). 
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