Abstract-In function approximation, if datasets have many redundant input variables, various problems such as deterioration of the generalization ability and an increase of the computational cost may occur. One of the methods to solve these problems is variable selection. In pattern recognition, the effectiveness of backward variable selection by block deletion is shown. In this paper, we extend this method to function approximation. To prevent the deterioration of the generalization ability, we use the approximation error of a validation set as the selection criterion. And to reduce computational cost, during variable selection we only optimize the margin parameter by cross-validation. If block deletion fails we backtrack and start binary search for efficient variable selection. By computer experiments using some datasets, we show that our method has performance comparable with that of the conventional method and can reduce computational cost greatly. We also show that a set of input variables selected by LS-SVRs can be used for SVRs without deteriorating the generalization ability.
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I. INTRODUCTION
Function approximation estimates a continuous value for a given input based on the relationship acquired from a set of input-output pairs. Recently, as a tool to perform function approximation, Support Vector Machines (SVMs) [1] , [2] , [3] proposed by Vapnik attract much attention.
Although SVMs are developed for learning methods for pattern recognition, they are extended to solving function approximation problems such as Support Vector Regressors (SVRs) [4] and Least Squares Support Vector Regressors (LS-SVRs) [5] .
In developing a regressor, we may encounter problems such as the high computational cost caused by a large number of input variables and deterioration of the generalization ability by redundant input variables. Variable selection is one of the effective ways in reducing computational complexity and improving the generalization ability of the regressor.
The goal of variable selection is to obtain the smallest set of variables that realizes the generalization ability comparable with the original set of variables. But since it will be time consuming to use the generalization ability as the selection criterion, we usually use another selection criterion with less computational burden. This method is called a filter method [6] , [7] . Although the computational cost may be small, it will take a risk of selecting a subset of input variables that may deteriorate the generalization ability of the regressor.
Recently, along with the improvement of computational power, wrapper methods, which use the generalization ability as the selection criterion, start to attract much attentioni. Wrapper methods provide good generalization ability but spend much computational cost [9] . To alleviate this, a combination of both methods [10] , [11] , [12] , selecting variables during training [13] , and using Gaussian processes [14] Training of an SVR is done by solving a quadratic programming problem, which has inequality constraints [1] . In contrast to SVRs, LS-SVRs use equality constraints [5] . Thus, training of an LS-SVR can be done by solving a set of simultaneous linear equations instead of a quadrn programming problem.
Let the Al input-output pairs be (xi,yi) (i = 1, .., and the mapping function be g(x), in which the input vec x is mapped into the high dimensional feature space. TI the approximation function f (x) is given by f(x) = wTg(x) + b where w is the weight vector and b is the bias term. consider determining them using an SVR or an LS-SVR
A. Support Vector Regressors
In an SVR, we define the loss function as follows: where (i is the slack variable for xi. Introducing the Lagrange multipliers oi into (8) and (9), we obtain the following set of simu.ltaneou.s linear equations for LS-SVRs: The obtained approximation function is given by [6] . Acquiring no feedback from a regressor, the filter method estimates the generalization ability by some indirect estimator, such as correlation coefficient [6] . On the other hand, the wrapper method directly estimates the generalization ability for the selected subset of input variables using the regressor [8] .
In the wrapper methods, as a technique to select the subset of the available input variables, we usually use forward selection or backward, selection, or combine both.
In the forward or backward selection, we first calculate the selection criterion using all the input variables and, set this value as the stopping threshold. the approximation error of validation set by crossvalidation. Let the error of the validation set be Eim
Setting j = m, we go to Step 2.
Step 2 Let Ii be the set of remaining j input variables. [18], [19] predicts the average value of a home price in Boston, which is the 14th variable in the Boston dataset. The Boston dataset is not divided into training and test datasets. Therefore, we randomly divide the set into two with almost equal sizes.
For model selection and performance evaluation, we use RBF kernels: Hx x') exp(-x -2) where -y(> 0) is a parameter for slope control, and Mahalanobis kernels: change -y nels, d = kernels, E {1, 10, 100, = {0.1,0.5, 1.0,5.0,10, 15,20} for RBF ker-{0.1, 0.2, ...,1.0, ...,1.9 2.0} for Mahalanobis = {0.001, 0.01, 0.05, 0.1, 0.5, 1.0}, and C = 1000 5000 10000 100000}.
B. Artificial Dataset
In this section, we use the Mackey-Glass dataset. First we perform the experiment for SVRs. Tables II and III show the result for RBF kernels and, Mahalanobis kernels, respectively. The upper parts of the tables show the result of variable selection with the conventional method, in which CV(ALL) is used and one variable is deleted at a time, and the lower parts of the tables show that of the proposed method, in which CV(C) is used. and block deletion of variables is adopted. Columns "'y" and "d list optimal kernel parameters for RBF kernels and Mahalanobis kernels, respectively. And columns "C" and "E: list optimal margin parameter and the error threshold value, respectively. The Column "Vali." lists the approximation error for the cross-validation dataset. The column "Test" lists the approximation error for the test data measured by the Normalized Root Mean Square Error (NRMSE). The column "Deleted" lists the deleted input variables in the order of backward deletion.
H(x, x') = exp -6(x xf)TQ 1(X XI)) (22) (SVRs) where d is the scaling factor to control the Mahalanobis distance and Q is the full covariance matrix calculated using the training data. In the experiment, we determine the initial regressor with all the input variables using two methods of cross-validation; grid search for RBF kernels and line search for Mahalanobis kernels [19] . Using grid search for RBF kernels, we determine the margin parameter, the error threshold, and the kernel parameter by fivefold crossvalidation. And using line search for Mahalanobis kernels, we determine the parameters as follows: we set d 1 and, determine the margin parameter and the error threshold by fivefold cross-validation, and, setting the determined values to the margin parameter and the error threshold, determine the value of 6 by fivefold cross-validation. According to [19] , generalization ability of SVRs using Mahalanobis kernels by line search was comparable to, or better than that of RBF kernels by grid search. From the Tables although the deletion sequences of variables are differenttthe proposed method deletes the same input variables as those by the conventional method. In addition, both methods delete added redundant variables. By using' CV(C)", the approximation error is slightly increased, but the variable selection time is about 20 times shorter than that of "CV(ALL)" for RBF kernels and about 10 times shorter for Mahalanobis kernels Thus for the artificial 7.7........ dataset, the proposed method, gives the same set of selected variables with much shorter calculation time.
Next, we perform the same experiment for LS-SVRs.
Tables IV and V show the result for RBF kernels and Mahalanobis kernels, respectively. From the tables, the proposed method also gives the same set of variables as that of the conventional method with much shorter calculation time. And, the proposed method reduces the computation time by one tenth for SVRs and LS-SVRs. In addition, using LSSVRs, the proposed method is 10 to 200 times faster than using SVRs. Thus if variable selection using LS-SVRs gives the similar set of variables as that using SVRs shows the results for RBF kernels using the selected variables by LS-SVRs. 
E. Discussions
From the experiments, it is shown that the proposed method has a comparable generalization ability with the conventional method and reduces the computational cost less than one tenth. Thus, the block deletion is effective for variable selection. For SVRs, in which initially we need to determine three parameters, we can speed up model selection using line search of Mahalanobis kernels instead of using RBF kernels. But for LS-SVRs, the opposite result is obtained-It may be caused as follows: initially we need to determine two parameters by cross-validation, the evaluation points for the parameter of Mahalanobis kernels are larger than those of RBF kernels, and we must recalculate the covariance matrix whenever each input variable is deleted temporarily. However, using Mahalanobis kernels, the approximation accuracy is superior to that using RBF kernels.
In the experiments, frequently selected variables for SVRs and LS-SVRs are quite similar and even if the set of variables selected by LS-SVRs is used for the set for SVRs, approximation performance is almost the same.
VI. CONCLUSIONS
We discussed backward variable selection of SVRs and LS-SVRs by block deletion. Namely, first, we determine the stopping threshold for variable selection by grid search using all the input variables. Then we delete variables that show the higher generalization ability if one is deleted, where we estimate the generalization ability of the regressor by optimizing the margin parameter. If block deletion of variables fails, we backtrack and begin deletion of variables by binary search.
The computer experiments using artificial and real datasets showed that performance of the backward variable selection by block deletion had a similar generalization ability with and, smaller computational cost than the conventional backward selection method and the input variables selected by LS-SVRs could be used for SVRs without deteriorating the generalization ability.
