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In this paper we propose a novel approach to decentralised coordination, that is able
to eﬃciently compute solutions with a guaranteed approximation ratio. Our approach is
based on a factor graph representation of the constraint network. It builds a tree structure
by eliminating dependencies between the functions and variables within the factor graph
that have the least impact on solution quality. It then uses the max-sum algorithm to
optimally solve the resulting tree structured constraint network, and provides a bounded
approximation speciﬁc to the particular problem instance. In addition, we present two
generic pruning techniques to reduce the amount of computation that agents must perform
when using the max-sum algorithm. When this is combined with the above mentioned
approximation algorithm, the agents are able to solve decentralised coordination problems
that have very large action spaces with a low computation and communication overhead.
We empirically evaluate our approach in a mobile sensor domain, where mobile agents
are used to monitor and predict the state of spatial phenomena (e.g., temperature or
gas concentration). Such sensors need to coordinate their movements with their direct
neighbours to maximise the collective information gain, while predicting measurements
at unobserved locations. When applied in this domain, our approach is able to provide
solutions which are guaranteed to be within 2% of the optimal solution. Moreover, the two
pruning techniques are extremely effective in decreasing the computational effort of each
agent by reducing the size of the search space by up to 92%.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Recently, signiﬁcant research effort has sought to apply coordination techniques to control physical devices that are able
to acquire information from the environment. In these settings, decentralised coordination (i.e. no central system exists that
controls the coordination process, but the devices coordinate amongst themselves) has proved to be a natural, robust and
effective approach to organise the activities of the embedded agents that control the devices. For example, decentralised
coordination techniques have been used to control the orientation of multiple ﬁxed sensors deployed to localise and track
a target [1] and to coordinate sensing and communication in a sensor network deployed to collect environmental data
[2,3]. In both of these domains, and many others besides, decentralised coordination is particularly challenging because of
the constrained computational resources of the devices (due to the requirement of minimising power consumption) and
because communication is limited to local neighbours (due to the use of low power wireless communication).
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tributed constraint optimisation problem (DCOP). In the constraint optimisation framework the aim is to ﬁnd the assignment
of a set of variables that optimises the aggregation of payoffs (or conversely costs) of a set of soft constraints deﬁned over
the values of the variables [4]. In a distributed constraint optimisation problem a set of agents control the value of the
variables in the system; jointly aiming to optimise the global reward. DCOP techniques can be directly used to address the
decentralised coordination problem described above by representing the possible actions that an embedded agent can take
with variables and by encoding payoffs (or costs) for taking joint actions with constraints. These DCOP techniques can be
broadly divided into two classes: complete algorithms (i.e., algorithms that always ﬁnd a solution that optimises the global
objective function), such as ADOPT [5], OptAPO [6], DPOP [7], NCBB [8] and AFB [9]; and approximate algorithms such as
the Distributed Stochastic Algorithm (DSA) [1], Maximum Gain Message (MGM) [10], and ALS_DisCOP [11] that do not.
While complete algorithms guarantee that they will return the optimum solution, they also exhibit an exponentially
increasing coordination overhead (either in the size and/or number of messages exchanged or in the computation required
by each device [12]) as the number of devices in the system increases. Thus, their use in practical applications such as
those mentioned above is severely limited. This important issue is partially addressed by extensions of the above mentioned
approaches. For example, MB-DPOP provides a memory bounded algorithm that trades-off the linear message number of
DPOP with polynomial message size [13]. In addition, BnB-ADOPT is an extension of ADOPT, using a different search strategy
(depth ﬁrst with branch and bound instead of best ﬁrst) that consistently reduces computation time [14]. However, while
these approaches provide important improvements, to guarantee optimality of the solution, the overall time and/or message
complexity is still necessarily exponential.
In contrast, approximate algorithms require very little local computation and communication, and are, as such, well
suited for large scale practical distributed applications in which the optimality of the solution can be sacriﬁced in favour
of computational and communication eﬃciency (see [4] for a review of such algorithms). Furthermore, such approximate
techniques, have been shown to provide solutions which are very close to optimality in several problem instances [1,
10]. However, such approaches fail to provide guarantees on the solution quality in general settings. This is particularly
troublesome because the quality of solution to which most approximate algorithms converge is highly dependent on many
factors which cannot always be properly assessed before deploying the system. Therefore there is no guarantee against
particularly negative behaviours of such techniques on speciﬁc pathological instances.
To rectify these shortcomings, we believe the answer is to develop approximate algorithms with quality guarantees.
Such approaches can address the trade off between solution quality and computation effort while providing a guaranteed
lower bound on the quality of the solution obtained with respect to the optimum. Addressing such trade-offs is particularly
important in dynamic settings and when the agents have low computational power, which is usually the case for applica-
tions involving embedded devices (such as mobile robots or sensor networks). Moreover, having a bound on the quality of
the provided solutions is particularly important for safety critical applications (such as disaster response, surveillance, etc.)
because a pathological behaviour of the system is, in this case, simply unacceptable.
Now, there has been some work on providing guarantees on the performance of approximate algorithms in the DCOP
framework. In particular, Pearce and Tambe use the concept of k-optimal solutions, where a solution is k-optimal if the
corresponding value of the objective function cannot be improved by changing the assignment of any k or less variables
[15,16]. Speciﬁcally, Pearce and Tambe provide an approximation ratio (i.e., the ratio between the unknown optimal solution
and the approximate solution [17]) for k-optimal algorithms which is valid for any DCOP with non-negative reward struc-
ture [15]. However, the accuracy of the approximation ratio, in any particular setting, depends on the number of agents, on
the arity of the constraint functions and on the value of k. Speciﬁcally, the approximation bound is more accurate when k
is higher but less accurate when the number of agents in the system grows. Thus, their approach provides a poor approx-
imation bound when the number of agents grows. Moreover, ﬁnding a k-optimal solution of higher k requires, in general,
exponentially more computation and communication. Better approximation bounds can be provided assuming some a priori
knowledge on the reward structure. For example, Bowring et al. show that the approximation bounds can be improved by
assuming the knowledge of the ratio between the least minimum reward to the maximum reward [16]. In this approach,
the bound is signiﬁcantly improved, and the bound decreases consistently when the number of agents grows. However, we
will show in Section 4.3 that the resulting bound is still signiﬁcantly larger than that produced by our approach.
Data dependent approximation approaches with guarantees have also been investigated. For example, Petcu and Faltings
propose an approximate version of DPOP [18], and Yeoh et al. provide a mechanism to trade-off solution quality for com-
putation time for the ADOPT and BnB-ADOPT algorithms [19]. Such mechanisms work by ﬁxing an approximation ratio and
reducing computation or communication overhead as much as possible to meet that ratio. While empirical results show that
such approaches signiﬁcantly improve the eﬃciency of their complete counterparts (i.e., DPOP and BnB-ADOPT), there is no
guarantee or bound on the computation time or communication overhead required to achieve the predetermined bound.
Against this background, here we propose a novel decentralised coordination approach that is able to make eﬃcient use
of constrained computational and communication resources, while providing accurate bounded approximate solutions. Our
point of departure is recent work demonstrating that the max-sum algorithm is a very promising technique for decentralised
coordination (and, more generally, constraint reasoning), providing solutions close to optimality while requiring very limited
communication overhead and computation [12,20]. The max-sum algorithm belongs to the Generalised Distributive Law
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[22] and to solve graphical models (e.g., to ﬁnd the maximum a posteriori assignment in Markov random ﬁelds [23] or
compute the posterior probabilities [24]). When applied to constraint networks that are trees, the max-sum algorithm is
able to provide the optimal solution to the optimisation problem. However, when applied to general constraint networks
which typically contain loops, only limited theoretical results hold for the solution quality. While empirical evidence shows
that the algorithm is able to ﬁnd solutions which are very close to the optimal in general problems, there is no guarantee
that the algorithms will converge to a solution, and only very limited guarantees on the quality of the solution to which it
might converge.
Thus, in this work, we build on the existing max-sum algorithm and propose a new algorithm that provides bounded
approximate solutions on general constraint networks with bounded reward functions. We do so by removing cycles in the
original constraint network, speciﬁcally by ignoring dependencies between functions and variables which have the least
impact on the solution quality. We then use max-sum to optimally solve the resulting tree structured constraint network,
whilst simultaneously computing the approximation ratio for the original problem instance. We note that the same guaran-
tees can be obtained by using any distributed optimisation algorithm that runs in linear time on tree-structured network.
Thus, the results in this paper pertaining to bounded approximate solutions are not limited to the max-sum algorithm.
However, our speciﬁc choice of the max-sum algorithm here is driven by its eﬃciency in terms of low communication
overhead (speciﬁcally in the number of messages), low computational requirement and ease of decentralisation. Other pos-
sible choice yielding the same results in term of eﬃciency would similar message passing algorithms such as DPOP or
the cluster tree elimination algorithm [25]. However, as shown in [26], the GDL framework (of which max-sum is an in-
stance) generalises many optimisation algorithms based on dynamic programming, including both DPOP and cluster tree
elimination.
Building on this result, we then go on to show that we can further improve the computational eﬃciency of our algorithm
by reducing the search space that each agent needs to consider. This is important, since many practical problems exhibit
search spaces which quickly become intractable even for approximated techniques. In order to achieve this, we develop two
generic action pruning algorithms. The ﬁrst attempts to discard dominated actions of individual agents (i.e. those that can
never be part of an optimal solution) before the max-sum algorithm is run (and thus, this approach also generalises to other
distributed optimisation algorithms). The second uses branch and bound to reduce the space of joint actions that needs to
be considered whilst running the max-sum algorithm.
To evaluate the effectiveness of the two algorithms in a realistic application, we consider a disaster response scenario
where a set of mobile sensors are tasked to gather information on spatial phenomena, such as temperature or the con-
centration of potentially toxic chemicals. To predict environmental conditions in parts of the environment that cannot be
sensed directly, these sensors need to identify and model the spatial and temporal dynamics of the monitored phenomena.
Moreover, the sensors need to coordinate their movements to collect the most informative measurements needed to predict
these environmental conditions as accurately as possible [27]. This problem is particularly challenging from a coordination
standpoint because the sensors need a sophisticated model to represent the complex spatial and temporal correlations of
the monitored phenomena (and here we use the Gaussian processes to perform this role), which results in a high compu-
tational overhead when evaluating the possible joint actions of the sensors. Moreover, to achieve effective solutions, mobile
sensors have to coordinate on paths, rather than single actions, thus dealing with a large search space.2 Thus, to effectively
apply max-sum in a computationally challenging domain, such as the mobile sensors one, we can use these two new prun-
ing algorithms to drastically reduce the required number of function evaluations, thus alleviating a major bottleneck of this
algorithm for practical applications.
In more detail, this work makes the following contributions to the state of the art:
1. We propose a novel approach for decentralised coordination that provides bounded approximate solutions. This is the
ﬁrst approach to provide guarantees on convergence and solution quality for the max-sum algorithm in a decentralised
coordination setting (and as noted, earlier, it is also applicable to other distributed optimisation algorithms that run in
linear time on tree-structured network). In particular, our approach exploits the fact that we can calculate a weight for
each edge of the original loopy constraint graph that characterises the maximum effect that the removal of that edge
can have on the optimal value of the function to which it was connected. We formally prove that, if we remove edges
to create a tree structured constraint network, our algorithm can then compute the approximation ratio for the original
problem instance. Moreover, we present a fully decentralised algorithm (building on Gallager, Humblet and Spira’s
algorithm for ﬁnding minimum spanning trees [28]) that forms a tree structured constraint network by removing those
edges with the minimum total weighting (hence minimising the approximation ratio calculated above). The algorithm
then initiates max-sum on the resulting tree structured constraint network and distributes the elements required to
compute the approximation ratio to all nodes.
2. We empirically evaluate our bounded approximate approach in a synthetic scenario analysing the solution and approx-
imation ratio obtained in a generalisation of the distributed graph colouring algorithm, which is a canonical problem
1 The turbo codes are probably the most important representative application for which GDL techniques are used. See [22], Chapter 48.4.
2 A path is a sequence of single actions, thus the number of possible paths grows exponentially with the length of the sequence. However, by coordinating
on sequences of actions, robots are able to better predict which are the most informative measurements, and thus coordinate more effectively.
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gorithm provides are typically within 95% of the optimum and the approximation ratio that our algorithm provides is
typically 1.23, and we show that this is much more accurate than the previous theoretical bound for k-optimal algo-
rithms.
3. We develop two novel, generic pruning techniques to reduce the computational overhead of max-sum when applied to
problems with a large action space. The ﬁrst method attempts to reduce the number of actions that each agent needs
to consider before running the max-sum algorithm. This algorithm prunes the dominated actions of each agent, which
will never be selected by the decentralised coordination procedure, regardless of the actions of other agents. The second
technique is based on a branch and bound search, which is performed when computing the joint actions that maximise
the utility of the whole system.
4. Finally, we apply the developed decentralised coordination techniques to the mobile sensor domain. We show that
our approach is able to provide an effective on-line coordination approach for the mobile sensors. In particular, we
empirically show that a coordination algorithm based on max-sum outperforms a greedy non-coordinated algorithm by
up to 50% in this domain. Moreover, the use of the bounded approximate algorithm results in solutions that are within
2% of the optimal. At the same time, by applying the two pruning techniques the action space is reduced by 92%, thus
signiﬁcantly reducing the computational overhead.
The rest of this paper is structured as follows: Section 2 formally deﬁnes the decentralised coordination problem we
address and Section 3 provides a brief outline of the max-sum algorithm. Section 4 presents our approach to provide
bounded approximate solutions and Section 5 then details our techniques to speed-up the computation performed by the
max-sum approach. Section 6 empirically evaluates our approach in the mobile sensor domain. Section 7 puts our work in
perspective with previous approaches and, ﬁnally, Section 8 concludes and discusses future work.
2. The decentralised coordination problem
We formulate the decentralised coordination problem we address as a DCOP. Following the standard DCOP formulation,
we have a set of discrete variables x = {x1, . . . , xm}, which are controlled by a set of agents A = {A1, . . . ,Ak}, and a set
of functions F = {F1, . . . , Fn}. Each variable xi represents the possible actions that the controlling agents can execute and
can take values over a ﬁnite domain di . Each function Fi(xi) is dependent on a subset of variables xi ⊆ x deﬁning the
relationship among the variables in xi . Thus, function Fi(xi) denotes the value for each possible assignment of the variables
in xi and represents the joint payoff that the corresponding agents achieve. Note that this setting is not limited to pairwise
(binary) constraints and the functions may depend on any number of variables.
Within this setting, we wish to ﬁnd the value of each variable, x∗ , such that the sum of all functions in the system is
maximised (i.e., social welfare maximisation):
x∗ = argmax
x
n∑
i=1
Fi(xi) (1)
Furthermore, in order to enforce a truly decentralised solution, we assume that each agent can control only its local vari-
able(s) and has knowledge of, and can directly communicate with, a few neighbouring agents. Two agents are neighbours if
there is a relationship connecting variables and functions that the agents control.
3. Basics of the max-sum algorithm
Notation used in this section
• qi→ j(xi) is the message sent from variable xi to function F j .
• αi j is the normalising constant for the message qi→ j(xi).
• Mi is set of function indexes, indicating which function nodes are connected to variable node xi .
• r j→i(xi) is the message sent from function F j to variable xi .
• N j is the set of variable indexes, indicating which variable nodes are connected to function node F j x j \ xi ≡ {xk: k ∈
N j \ i}.
In order to apply max-sum to the optimisation problem described in Eq. (1), we represent it as a bipartite factor graph.3
For example, Fig. 1 shows three interacting agents, A1, A2 and A3. Variables represent actions that agents can execute,
while functions assign utility values for all possible conﬁgurations of the variables they depend on, thus describing agent
interactions. In general, each agent can be responsible for assigning values to a set of variables, and for performing compu-
tations associated to a set of functions. In the ﬁgure, for ease of presentation only, we show a situation where each agent
3 From this point onwards, we shall use the terms ‘factor graph’ and ‘constraint network’ interchangeably, and note that agents are responsible for
computing and relaying messages of the function and variable nodes that they control.
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is responsible for assigning a single variable and for performing the computation for a single function. However, this is not
a requirement for the application of the max-sum algorithm and in general agents can be responsible for a set of variables
for the computation of an arbitrary number of functions. In the example, x1 = {x1, x2}, x2 = {x1, x2, x3} and x3 = {x2, x3}.
Notice that F2(x2) is not a pairwise interaction and in general, there is no requirement that the utility functions should
decompose into additive constraints between variables. The max-sum algorithm then operates directly on the factor graph
representation described above, and does so by specifying the messages that should be passed from variable to function
nodes, and from function nodes to variable nodes. These messages are deﬁned as:
• From variable to function:
qi→ j(xi) = αi j +
∑
k∈Mi\ j
rk→i(xi) (2)
where Mi is a set of function indexes, indicating which function nodes are connected to variable node i, and αi j is a
normalisation factor (the details of which will be discussed shortly).
• From function to variable:
r j→i(xi) = max
x j\xi
[
F j(x j) +
∑
k∈N j\xi
qk→ j(xk)
]
(3)
where N j is a set of variable indexes, indicating which variable nodes are connected to function node j and x j \ i ≡
{xk: k ∈ N j \ i}.
When the factor graph is cycle free, the algorithm is guaranteed to converge to the global optimal solution such that it
ﬁnds the variable assignment that maximises the sum of the functions, thereby optimally solving the optimisation problem
shown in Eq. (1). Furthermore, this convergence can be achieved in time equal to twice the depth of the tree by propagating
messages from the leaf nodes of the tree to the root and back again. In this case, the optimal variable assignment is found
by locally calculating the function, zi(xi), once the variable node has received a message from each of its connected function
nodes.
zi(xi) =
∑
j∈Mi
r j→i(xi) (4)
and hence ﬁnding argmaxxi zi(xi).
When applied to cyclic graphs, the messages within the graph may converge after multiple iterations, but there is
no guarantee of this. In cyclic graphs, messages are usually normalised to prevent them from increasing endlessly. This
is achieved by setting the normalising constant αi j in Eq. (2) such that
∑
xi
qi→ j(xi) = 0.4 Extensive empirical evidence
demonstrates that, despite the lack of convergence guarantees, the GDL algorithms (e.g., sum-product, max-product, max-
sum, etc.) do in fact generate good approximate solutions when applied to cyclic graphs in this way [29]. Interesting results
have been obtained for characterising the quality of solutions at convergence. Speciﬁcally, for the max-product algorithm5
it can be shown that when the algorithm converges, it does not converge to a simple local maximum, but rather, to a
neighbourhood maximum that is guaranteed to be greater than all other maxima within a particular large region of the
4 Note that this normalisation will fail in the case of a negative inﬁnity utility that represents a hard constraint on the solution. However, it is still
possible to use the max-sum algorithm in this context by simply replacing the negative inﬁnity reward with one whose absolute value is greater than the
sum of the maximum values of each function. This ensures both that the normalisation works correctly, and that the reward is still suﬃciently negative to
effectively act as a hard constraint (i.e. there can be no solution that violates this constraint that has a higher utility than one that does not).
5 The same results hold for the max-sum algorithm as it can be considered as a derivative of the max-product algorithm when we consider the log
domain [12].
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table form of the functions and computation of an exemplar function to variable message.
search space [23]. Characterising the properties of these algorithms in terms of convergence and solution quality guarantees
is still an ongoing area of research, and to date signiﬁcant results have been obtained only for graphs with speciﬁc topologies
(e.g., several researchers have focused on the analysis of the convergence and solution quality in graphs containing just a
single loop [30,31]).
To better explain the operations performed by the max-sum algorithm we now detail an execution example. To make the
example easier we consider a simple factor graph composed of two variables and two functions, each variable has a domain
composed of three values indicated as r, b, g . Fig. 2(a) shows the factor graph in this case, and the max-sum messages
for a single iteration. Fig. 2(b) shows the table form of the functions and the operations required to compute the exemplar
message r32→2(x2), where the superscript indicates the iteration for the message computation. At the ﬁrst iterations all
the q messages are initialised to zero, and therefore the r messages are a maximisation of the sending function over the
variable which is not receiving the message (e.g., r02→2(x2) = maxx1 [F2(x1, x2)]). At each iteration each variable computes its
individual z function and chooses the value that maximise it. For this particular example the messages reach a ﬁxed point
after just six iterations and the z functions converge to z1(x1) = {〈x1 = r,9〉, 〈x1 = b,14〉, 〈x1 = g,4〉}, z2(x2) = {〈x2 = r,18〉,
〈x2 = b,21〉, 〈x2 = g,18〉}.6 The algorithm would then ﬁnd the optimal assignment x1 = b and x2 = b obtaining a total utility
of 12.
The max-sum algorithm is extremely attractive for the decentralised coordination of computationally and communication
constrained devices since the messages are small (they scale with the domain of the variables), the number of messages
exchanged typically varies linearly with the number of agents within the system, and the computational complexity of the
algorithm scales exponential with just the number of variables on which each function depends (and this is typically much
less than the total number of variables in the system) [12]. However, as with the approximate algorithms mentioned in the
introduction, the lack of guaranteed convergence and guaranteed solution quality, limits the use of the standard max-sum
algorithm in many application domains.
A possible solution to address this problem is to remove cycles from the constraint graph by arranging it into tree-like
structures such as junction trees [32] or pseudo-trees [7]. However, such arrangements result in an exponential element
in the computation of the solution or in the communication overhead. For example, DPOP is functionally equivalent to
performing max-sum over a pseudo-tree formed by depth-ﬁrst search of the constraint graph, and the resulting maximum
message size is exponential with respect to the width of the pseudo tree. This exponential element is unavoidable in order
6 For a complete trace of the max-sum algorithm on an exemplar problem, see [12].
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discussed in the introduction, such exponential behaviour is undesirable in systems composed of devices with constrained
computational resources. Thus, in the next section we present our alternative approach that ensures the convergence of the
algorithm to a bounded approximate solution.
4. The bounded max-sum algorithm
Notation used in this section
• FG(x,F; E) is a factor graph.
• E is the set of links connecting function and variable nodes in the factor graph.
• x∗ is the optimal variable assignment for the constraint network.
• x˜ is the optimal variable assignment for the tree structured constraint network.
• V˜ =∑i F i(x˜i) is the approximate solution obtained with the assignment x˜.• V ∗ =∑i F i(x∗i ) is the optimal solution.• ρFG is the approximation ratio.
• ei j ∈ E are the dependencies links between variables and functions.
• wij is the weight associated with dependency link ei j .
• xti is the set of dependent variables for function Fi which will be part of the tree-structured constraint network.• xci is the set of dependent variables for function Fi which will not be part of the tree-structured constraint network.• Bi(xci ) is the maximum impact on the solution for a set of removed dependencies of function Fi .• B =∑i Bi(xci ) is the maximum impact on the solution for a set of removed dependencies.
• V˜ m =∑i minxci F i(x˜i) is the optimal solution to the tree structured constraint network.• C is the set of couples of indices 〈i, j〉 that identify the edges removed from the factor graph.
• W =∑〈i, j〉∈C wij is the sum of the weights of removed edges.
The basic idea of our approach is to remove cycles from the factor graph, by ignoring some of the dependencies between
functions and variables. A dependency directly corresponds to a link between a function node and a variable node in the
factor graph, and by removing appropriate dependencies, we can operate max-sum on a cycle free factor graph, hence
guaranteeing that the algorithm will converge to the optimal solution of this new problem. Moreover, by removing cycles in
this way, we do not incur the exponential communication cost that is typical of complete approaches (as discussed above
and in the introduction). With our approach, the size of exchanged messages will be proportional only to the size of the
domain of the variables involved, as opposed to the exponentially sized messages that are typical of complete algorithms.
Also, the amount of computation required to perform the maximisation step when calculating function to variable messages,
is exponential only in the number of variables directly involved in the function.7 If the arity of the functions is bounded
(e.g. we have only pairwise interactions) this computation is polynomial.
However, since we ignore some of the dependencies in the factor graph, we cannot guarantee that the solution we obtain
in the cycle free factor graph is the optimal solution to our original problem. Nonetheless, as we will show shortly, we can
bound the distance of the solution we ﬁnd on the cycle free factor graph to the optimal solution on the original problem.
A key step in this approach is to quantify the maximum impact that each dependency has on solution quality.
Speciﬁcally, consider a factor graph FG(x,F; E) where E is the set of links connecting function and variable nodes. To
provide an approximation algorithm, our goal is to compute a variable assignment x˜ over a spanning tree for the graph FG,
such that the V ∗  ρFG V˜ , where our approximate solution V˜ =∑i F i(x˜i) and the optimal solution V ∗ =∑i F i(x∗i ). Note
that the approximation ratio ρFG is dependent on the particular instance of the problem. Thus, instead of bounding the
performance of our algorithm on a large class of problems, we compute a data-dependent bound for any speciﬁc problem
instance. As a result, this bound is tighter than a theoretical bound for a wider class of problems.
The key property of our algorithm is that it puts weights on the dependency links between variables and functions. These
weights quantify the maximum impact that removing a dependency may have. In more detail, we indicate a dependency link
with ei j ∈ E where i is an index over functions and j is an index over variables. Fig. 3 shows the same factor graph in Fig. 1
with the weights, and a possible spanning tree (solid lines represent links present in the spanning tree, and dashed lines
represent links that were present in the original cyclic factor graph, but have been removed to form the spanning tree).8
Given these concepts, our approach proceeds as follows:
1. We deﬁne the weight of each dependency link ei j as:
wij = max
xi\x j
[
max
x j
F i(xi) −min
x j
F i(xi)
]
(5)
7 More speciﬁcally, when a function Fi which depends on a set of variables |xi | = n sends a message to one of its variables x j the amount of computation
required will be dn , where d is the size of the variables’ domain.
8 This ﬁgure will be used as a running example to clarify the key steps of the approach.
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For example, w23 reported in Fig. 3 is computed as
w23 = max
x1,x2
[
max
x3
F2(x1, x2, x3) −min
x3
F2(x1, x2, x3)
]
Notice that the weight wij represents the maximum impact that variable x j can have over the values of function Fi . In
particular, if we ignore variable x j when maximising Fi then the distance between our solution and the optimal will be
at most wij . Thus, the smaller the weight, the less important is the dependency in the optimisation process.
2. We remove dependency links from the original cyclic factor graph to form a tree structured graph. For each function
within the factor graph, we now have xi = xti ∪ xci where xti represents the set of dependent variables which have not
been removed and xci represents those that have. For example, in Fig. 3 we have x
t
2 = {x1} and xc2 = {x2, x3}. Notice
that xci might be empty because no dependency was removed for function i, as is the case in our running example
for xc1 and x
c
3 because no dependency was removed for functions F1 and F3. However, x
t
i will always contain at least
one element. This follows from the fact that we build a spanning tree of the original factor graph and thus we do not
disconnect any element. Consequently, we have that
⋃
i x
t
i = x.
Now, given a function Fi we deﬁne the maximum impact of a set of removed dependencies as:
Bi
(
xci
)= {maxxi\xci [maxxci F i(xi) −minxci F i(xi)] if xci 
= ∅
0 otherwise
(6)
where xci is the set of variables removed from the function dependency. By computing Bi(x
c
i ), we are evaluating the
maximum impact of all the removed dependencies from a function to form a spanning tree. For example, considering
our running example reported in Fig. 3 we have:
B2(x2, x3) = max
x1
[
max
x2,x3
Fi(x1, x2, x3) −min
x2,x3
Fi(x1, x2, x3)
]
This represents the maximum impact on the solution quality when both variables x2 and x3 are removed. Finally, we
deﬁne the sum of the maximum impact of removed dependencies from the factor graph as:
B =
∑
i
Bi
(
xci
)
3. We now run the max-sum algorithm on the remaining tree structured factor graph. For functions which have had
dependency links removed, we evaluate them by minimising over all values of xci , and thus, the max-sum algorithm
optimally solves:
x˜= argmax
x
∑
i
F ′i
(
xti
)= argmax
x
∑
i
min
xci
F i(xi) (7)
For example, in our case the assignment we obtain after running the max-sum on the spanning tree maximises the
function F1(x1, x2) + F ′2(x1) + F3(x2, x3) where F ′2(x1) = minx2,x3 F2(x1, x2, x3).
4. The resulting variable assignment, x˜, represents our approximate solution to the original optimisation problem, and
we shall shortly prove that this approximate solution is within a calculated bound from the optimum solution. More
precisely:
V ∗  ρFG V˜ (8)
where the approximation ratio ρFG = 1+ (V˜ m + B − V˜ )/V˜ , and V˜ m =∑i minxci F i(x˜i) represents the optimal solution to
the tree structured constraint network. Recall that V ∗ is the unknown optimal solution to the original cyclic constraint
network and V˜ is our approximate solution evaluated on the cyclic constraint network.
This result follows directly from the following theorem which bounds the difference between the computed solution x˜ and
the optimal solution x∗ .
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4.1. Analysis of bound
A bounded approximate solution described above is dependent on the properties of the following theorem:
Theorem 1. Bounded approximation
∑
i
min
xci
F i(x˜i) + B 
∑
i
F i
(
x∗i
)
(9)
This theorem states that the unknown optimal solution V ∗ is never greater than the sum of the optimal solution com-
puted on the tree structured constraint network and B . This allows us to have an upper bound on the unknown optimal
solution and thus to provide a bounded approximation of the original problem. The complete proof of this theorem can be
found in Appendix A.
The result stated in Theorem 1 is valid for any spanning tree of the original problem. However, the approximation ratio
ρFG is inﬂuenced by which dependencies are removed and is thus dependent on the speciﬁc problem instance. Nonetheless,
we can provide a general approximation ratio ρ , which is independent of the speciﬁc problem instance by performing a
worst case analysis of ρFG . Speciﬁcally, assuming that we know the maximum fraction of rewards Mm across all functions,
then a worst case approximation ratio for the optimal solution is ρ = Mm . We note that this result is in accordance with the
analysis performed in [16]. See Appendix B for the full derivation of this result. Note that the smaller the ratio between the
maximum and minimum payoff, the better will be the bound. However, if we have functions that are not bounded (e.g.,
they can have arbitrarily high payoff) the approximation ratio we provide will not be signiﬁcant in the worst case.
In practice we use the fact that ρFG is dependent on the speciﬁc problem instance, and therefore we can exploit the
structure of the problem to provide a better approximation ratio. Speciﬁcally, ρFG depends on the number of dependencies
that we need to cut to build the spanning tree. Clearly this value is higher (and thus the approximation ratio will be worse)
for graphs with many cycles. Moreover, while ρ depends on the ratio between the maximum and the minimum payoff
across all functions, ρFG depends on the sum of the impacts of the removed dependencies only. Therefore, if we carefully
remove dependencies which have a low impact on the solution quality we can provide very good approximation ratios.
To better explain the operations performed by the bounded max-sum algorithm consider again the factor graph reported
in Fig. 2(a). The ﬁrst step of our algorithm is to compute the weights for each link in the factor graph, and we show these
in Fig. 4 using the functions reported in Fig. 2(b). We then form a new factor graph which is a spanning tree of the original
factor graph. More speciﬁcally, we remove link e22, which is the one with the smallest weight (this is shown as a dashed
line in the ﬁgure), and thus, B = w22 = 3. Moreover, we replace the function F2(x1, x2) with F ′2(x1) = minx2 [F2(x1, x2)].
Now, we run the max-sum algorithm on the new factor graph. Since this new factor is a tree, the max-sum algorithm
is guaranteed to converge to the optimal solution, which in this case is x1 = r and x2 = r. This achieves a utility on the
new factor graph, V˜ m , of 10 and a utility on the original factor graph, V˜ , of 11. Furthermore, in this case we have that
ρFG = 1+ (10+ 3− 11)/11 = 13/11, and thus, we know that the unknown optimal solution must be greater than V˜ , but no
more than ρFG V˜ , which in this case is 13. Now, recall that the optimal solution for the original factor graph was shown in
Section 3 to be x1 = b and x2 = b yielding a total utility of 12 (V ∗). Thus, as required we have that V ∗  ρFG V˜ .
4.2. Decentralised bounded max-sum
Having described our approach, and discussed the approximation ratio that we can provide, we now detail a decen-
tralised implementation of our bounded max-sum algorithm. This implementation has two key steps: (i) forming the
spanning tree factor graph which minimises the approximation ratio, and (ii) initiating the max-sum algorithm and propa-
gating the information required to compute the approximation ratio to the agents. In this section, we describe the approach
for factor graphs containing n-ary constraint functions; we specify the computation of the approximation ratio when only
pairwise constraint functions are present in Section 4.2.2.
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As described earlier, we aim to remove cycles from the factor graph to guarantee convergence of the max-sum algorithm.
Moreover, we want to remove dependencies which have minimal impact on the solution quality. We can do this by ﬁnding
a spanning tree that minimises the sum of the weights of the removed edges. To this end, we use the weights of each edge
to compute a maximum weight spanning tree, T . Notice that, by ﬁnding a maximum weight spanning tree we effectively
minimise the sum of the weights of the removed edges. Moreover, if we indicate with W =∑〈i, j〉∈C wij , where C is the
set of couples of indices 〈i, j〉 that identify the edges removed from the factor graph, we can then show that W  B , i.e.,
the sum of the weight of removed edges is an upper bound of B (the proof of this is provided in Appendix A, Lemma 2).
Therefore, by minimising the sum of the weights of removed edges we are minimising the approximation ratio ρFG .
The computation of the maximum spanning tree can be performed in a distributed fashion using various message passing
algorithms. In particular, here we use the minimum spanning tree algorithm by Gallager, Humblet and Spira (GHS), modiﬁed
to ﬁnd the maximum spanning tree [28]. This is a distributed, asynchronous algorithm, for general, undirected graphs.9 GHS
is optimal in terms of communication cost O (n logn + E) and has a running time of O (n logn), where n is the number of
nodes in the factor graph.
We brieﬂy describe the GHS algorithm here and refer to [28] for a more complete description. Initially, each node
(which may be either a variable or a function node) is a fragment with level L = 0, then each node chooses its maximum
weight outgoing edge and attempts to join with the node at the other end. This forms a fragment of level L = 1. Nodes
in fragments where L > 0 co-operate to determine the fragment’s maximum weight outgoing edge that will not form a
cycle and attempt to join with the fragment on the other end. This occurs by each node ﬁnding its maximum weight
outgoing edge, and passing this information to a core node, which can then determine the best edge for the whole fragment.
Fragments continue to join together in this manner. The two core nodes (those at either end of the edge on which the ﬁnal
joining of fragments occurs) are aware when the algorithm terminates, as they will receive reports from each node that
they cannot locate any further outgoing edges that will not lead to a cycle.
4.2.2. Max-sum initiation and information propagation
On termination of the GHS algorithm described above, only the two core nodes are aware that the algorithm has com-
pleted. Therefore we add a message-passing phase to propagate this information throughout the tree. This procedure also
establishes a parent-child hierarchy in the tree, and serves to initiate the max-sum algorithm and information propagation
stages. This message-passing phase is initiated by the root node; a role adopted by whichever of the two core nodes is a
function node.10 This root node sends out a COMPLETE message to each of its children. When a node receives a COMPLETE
message, it marks the sender as its parent, and then propagates the COMPLETE message down the tree.
When a leaf node receives the COMPLETE message the max-sum phase starts. Each node propagates MAXSUM messages
up the tree, waiting for messages from each child node before sending an updated message to the parent node. The content
of the messages are calculated as described in Eqs. (2) and (3), and convergence of the messages to the optimum is guaran-
teed when the messages have propagated to the root node, and back to the leaf nodes.11 At this stage, each variable node
is aware of both the variable assignment, x˜i , that represents the approximate solution to the original optimisation problem,
and the value of V˜ m =∑i minxci F i(x˜i); this is provided directly from the max-sum algorithm and used to calculate ρFG .
When the leaf nodes receive this ﬁnal MAXSUM message, the B and solution propagation phase starts. During this phase,
nodes propagate tuples composed of BSUM (which will accumulate the value of B speciﬁed in Eq. (6)) and SOLUTION
messages.12 If the leaf is a variable node it creates an empty BSUM and an empty SOLUTION message. If it is a function
node Fi , it creates a BSUM message of value equal to Bi(xci ) where x
c
i is the set of local deleted variables, and a SOLUTION
message equal to Fi(x˜i). Both messages are then propagated up the tree, with each internal node waiting to receive mes-
sages from all its children before propagating a single new BSUM and SOLUTION message to its parent. If the internal node
is a variable node, then these new messages are simply the sum of the messages from its children. If it is a function node,
then they are given by the sum of the messages from its children plus the local Bi component, and the value of Fi(x˜i),
respectively. When the root has received all the BSUM and SOLUTION messages, both are propagated back down the tree,
informing each node of the total B , and the ﬁnal solution, V˜ =∑i F i(x˜i).
At this ﬁnal stage, each agent knows the assignment of the variables that it controls, it knows that this assignment leads
to a total solution quality of V˜ , and that this solution has an approximation ratio ρFG = 1+ (V˜ m + B − V˜ )/V˜ . The number
of messages for each information propagation phase is equal to the number of edges in the spanning tree (i.e., |F| + |x| − 1),
and thus, while the size of each message depends on the message type, it is always constant with respect to the number
9 Notice that our approach is completely generic with respect to the algorithm used to compute the maximum spanning tree. Here the choice of the GHS
algorithm is dictated by the low communication overhead and by the ease of implementation. However, other distributed algorithms do exist which have
a lower bound for running time e.g. [33].
10 Note that, in our case, one of the two core nodes will always be a function node because the factor graph is a bipartite graph, and the core nodes are
connected.
11 In settings where the choice of variable assignment may not be unique (most commonly, when the functions return integer payoffs) an additional value
propagation phase may be used at this point. See [34] for details.
12 Note that these could be propagated in two separate phases, but here we combine them together for eﬃciency.
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of nodes in the factor graph (e.g., a MAXSUM message involving variable xi contains |di | values while BSUM and SOLUTION
messages contain one value each).
4.3. Approximation ratio for pairwise interactions
Note that when the interactions are pairwise13 and thus at most one dependency is removed from each function node,
there is a direct link between Bi and the removed weight. Speciﬁcally, since each function Fi has exactly two edges, Bi
will be either zero (when no dependencies are removed for that function) or the weight of the removed dependency.
Consequently, by minimising the sum of the removed weights, we directly minimise the approximation ratio. Therefore, by
using the approach presented in the previous section we ﬁnd the optimal set of dependencies to be removed, i.e. the set of
dependencies that provide the minimum approximation ratio.
However, in general, when multiple dependencies may be removed from any function node, this is no longer the
case. For example, consider Fig. 3, and suppose the spanning tree is a maximum spanning tree. This implies that e23
and e22 are the dependencies, with the minimum total weights, that need to be removed in order to form a span-
ning tree. However, in this case the possible impact of the removed dependencies on the solution quality will be
Bi(x2, x3) = maxx1 [maxx2,x3 F2(x1, x2, x3)−minx2,x3 F2(x1, x2, x3)] which in general is different from W = w22 + w23. There-
fore, when interactions are not pairwise, there might be a combination of dependencies to remove, that has a smaller
impact than the B we compute. While it is possible to calculate the impact that removing multiple dependencies has, ﬁnd-
ing the set that must be removed in order to minimise this impact is a combinatorial problem. Nonetheless, our approach of
summing the individual weights overestimates this impact, such that B W , and thus, our bounded approximate solution
is still valid in these cases. The proof that this inequality holds is presented in Appendix A.
4.4. Empirical evaluation
We now present an empirical evaluation of our bounded approximate algorithm, in particular we wish to evaluate the
signiﬁcance of the approximation ratio that our approach can provide. Recall that the lower the approximation ratio the
better. This empirical evaluation is required because our approximation ratio depends on the speciﬁc problem instance, and
in particular on the topology of the constraint network (i.e., mainly on the number of loops) and on the ratio between
the maximum and minimum payoff of the constraint functions (as discussed above). Thus, here we consider a set of de-
centralised coordination problems where a set of agents is arranged in a graph. Each agent controls one variable, with
domain |di | = 3, and each edge of the graph represents a pairwise constraint between two agents. Since there are pairwise
interactions we have B = W and we are able to compute the minimum approximation ratio ρFG .
We consider two different graph topologies: random graphs and graphs from the ADOPT repository which represents
a large class of graph colouring problems that have previously been used to benchmark DCOP approaches (available from
http://teamcore.usc.edu/dcop/). In both cases, graphs were selected with different link densities (i.e. the average connection
per agents) and different numbers of nodes.
A random payoff matrix is associated with each edge of the graph, specifying the payoff that both agents will obtain
for every possible combination of their variables’ assignments. Each entry of the payoff matrix is a real number sampled
from a distribution, and we consider two different distributions: a gamma distribution with α = 9 and β = 2, and a uniform
distribution with range (0,1). Both produce strictly positive payoffs, but only the uniform distribution has ﬁnite support.
13 The focus on pairwise interactions is a very common approach in the DCOP literature, which is why we pay speciﬁc attention to this type of interactions
in this section.
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This setting generalises the distributed graph colouring problem, which is a canonical problem frequently used to evalu-
ate DCOP techniques (e.g., [5] and [6]). In the standard graph colouring domain the value of W that our approach provides
would simply be the number of edges removed to remove cycles from the graph. The random payoff matrix that we use
here enriches the domain by differentiating the values of constraint functions; moreover, the use of a gamma distribution
introduces signiﬁcant variance such that some dependencies have a higher impact than others. By having different values
for different constraint functions and dependencies, we consider situations where constraints among the actions of some
agents are more important than others for the global solution. This makes the evaluation analysis more signiﬁcant, and it
better represents realistic applications, such as cooperative exploration with mobile sensors, which are the main application
focus of this work. An empirical evaluation of our approach in the mobile sensor domain will be presented in Section 6.4.
For each conﬁguration, we consider the following four performance metrics:
• V˜ m: The solution obtained by the max-sum algorithm on the tree structured constraint network.
• V˜ : Our bounded approximate solution, obtained by evaluating the assignment computed by max-sum on the spanning
tree, on the original loopy constraint network.
• V˜ m + B: The upper bound on the value of the unknown optimal solution computed by our approach.
• V ∗: The optimal solution computed using a previously published modiﬁed version of ADOPT [35].14
We ﬁrst consider the case of random graphs with payoffs drawn from a gamma distribution, and in Fig. 5 we show the
results obtained for link densities of 2 and 3.15 For each conﬁguration, we report the average value and the 95% conﬁdence
interval computed over twenty repetitions.16 Since the optimal utility is computed by a complete algorithm, we were able
14 For the results reported here we used the code available at http://teamcore.usc.edu/dcop published by the authors of the paper. Speciﬁcally, we used
the preprocessing policy named DP2 in their paper, which out-performs alternatives in their empirical evaluation. Furthermore, note that ADOPT normally
minimises the constraint costs in a DCOP while here we wish to maximise the sum of the rewards. However, since there are no inﬁnitely high rewards in
any problem instance considered here, we are able to determine an arbitrary ﬁxed maximum threshold, M , for each speciﬁc instance, and then translate
the reward function, r(x), to a cost function, c(x), such that c(x) = M − r(x). ADOPT can then be used to solve the resulting minimisation problem.
15 These values are in the range often used for benchmarking DCOP techniques on random graph colouring instances [5].
16 The small conﬁdence interval shows that twenty repetitions provide, for our experimental setting, a good sample size to assess the statistical signiﬁcance
of the results.
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to compute this metric only for smaller numbers of agents (e.g., up to 15). Our results show that the actual utility that
our approach computes is extremely close to the optimal solution (in the experiments the minimum ratio was 95%). Thus
showing that, from an empirical point of view, our approach provides very good approximations. More importantly, however,
the approximation ratio we guarantee is signiﬁcant. In the experiments ρFG was never above 1.27, and was typically 1.23.
To illustrate the insensitivity of these results to the particular graph topology and payoff distribution, in Fig. 6 we show
the results for graphs from the ADOPT repository with payoffs drawn from both gamma and uniform distributions. The
same measures described above (V˜ m , V˜ , V˜ m + B , V ∗) averaged over all the different graph instances available in the ADOPT
repository (25 instances) and the 95% conﬁdence interval. Results show that the behaviour of our approach is similar across
the different payoff distributions we considered. In more detail, the approximation ratio is slightly better (i.e., lower) for
the gamma distribution than uniform but it is very signiﬁcant for both the payoff distributions. In particular, the worst
approximation ratio was approximately 1.24 and 1.43 with an average of 1.2 and 1.33 respectively. As before, the actual
utility computed by our approach is extremely close to the optimal solution.17
To analyse the signiﬁcance of the approximation ratio that our approach provides, we compute for the same data set the
approximation ratio obtained with the k-optimality framework, using the formulas provides in [16] for general constraint
networks. For our data set the constraint arity is 2 (m = 2) and we compute the average ratio of the least minimum
reward to the maximum reward (indicated with β in [16]) for the different distributions and agent numbers. Our results, in
Fig. 7, show that the approximation ratio obtained using the bounded max-sum approach (labelled as BMS) is much more
signiﬁcant than that obtained using the k-optimality framework (labelled by their k value). Clearly, by increasing k it is
possible to achieve better approximation ratios, however this would result in an exponential increase in the computation
required to obtain a k-optimal solution and, in fact, the most widely used approximate algorithms in the ﬁeld uses k = 1 or
k = 2 [1,10]. Recall however that the approximation ratio computed with the bounded max-sum is speciﬁc to the problem
instance while the one provided by the k-optimality framework is not, and as such can be computed without running any
solution algorithm.
We now consider the execution time of our approach on the same data set described above. Speciﬁcally, we measure
the computational time (in milliseconds) required to form the spanning tree and compute the weights (this operation is
labelled prepoc. in the ﬁgures) and the time required to run the max-sum algorithm over the spanning tree. Out results, in
Fig. 8, show that our approach scales very well with the number of agents, having a total running time of approximately
1 second on the most complex problem instance in the ADOPT graph repository (speciﬁcally, a graph with 40 agents and a
17 As in the previous results, the value for the optimal utility is computed by a complete algorithm, and thus, we were able to report values only up to
12 agents.
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link density of 3). Moreover, the running time of the approach is dominated by the execution of max-sum on the spanning
tree and the preprocessing time is negligible.
Finally, we present a comparison of the utility obtained using the bounded max-sum approach proposed here, the loopy
version of max-sum (i.e., max-sum running directly on the input constraint network) and the optimal utility computed
using a previously published modiﬁed version of ADOPT [35]. Our aim here is to compare the utility obtained using the
max-sum and its bounded version with respect to the optimal utility for larger problem instances. To this end we focus
on the graphs of the ADOPT repository with link density 3, we use the gamma payoff distribution mentioned above, and
we run the various algorithm on a single problem instance for each agent number. Using this approach we were able to
compute the optimal utility up to 16 agents, but for higher number of agents the version of ADOPT we used could not
terminate the computation within the imposed time limits of ﬁve hours. Table 1 reports the results obtained. Since both
the bounded max-sum and ADOPT approaches are deterministic, the reported values are the utilities obtained on a single
execution of each algorithm. However, for the loopy max-sum we report the average utility obtained over twenty repetitions
together with the 95% conﬁdence interval.
Our results show that the utility values obtained by the loopy max-sum are very close to the ones provided by the
bounded max-sum approach, with the loopy max-sum being marginally superior for most of the problem instances. More-
over, both loopy and bounded max-sum achieve results which are very close to the optimal. This results conﬁrm that loopy
max-sum is able to provide very good empirical results, and show that the bounded version proposed here achieves similar
performance providing guarantees on the solution quality.
5. Speeding up message computation
As mentioned in the introduction, many practical applications inherently have large action spaces for individual agents.
For example, in the mobile sensor domain that will be discussed in Section 6, each sensor (agent) can reposition itself
to many different locations, and follow different paths on its way to those locations. Moreover, to evaluate the utility
gained by the entire team of sensors, a computationally expensive function needs to be evaluated. Therefore, in general,
the straightforward application of max-sum to compute the optimal joint action (see Eq. (1)) is not practical, because the
computation of the messages that are sent from function F j to variable xi (Eq. (3)) is a major bottleneck. The naïve way
of computing these messages for a given variable xi is to enumerate the entire domain of x j (i.e. the domain of F j ),
and evaluate F j for each element. Since the size of this joint action space grows exponentially with both the number of
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Utility comparison for max-sum, bounded max-sum and ADOPT [35] on one problem instance from ADOPT graph reposi-
tory whilst varying the number of agents (using payoffs drawn from a gamma distribution).
Agents Loopy max-sum Bounded max-sum (V˜ ) ADOPT (V ∗)
8 142.80± 0.00 142.80 142.80
10 162.36± 2.25 167.20 169.03
12 203.67± 0.00 197.83 203.67
14 221.86± 2.84 211.65 221.86
16 261.42± 3.53 247.47 264.72
18 293.82± 0.00 287.56 –
20 329.10± 0.00 310.79 –
25 399.14± 1.66 390.45 –
30 500.63± 0.00 486.04 –
40 614.12± 9.37 615.50 –
agents, and the number of possible actions for each agent, the amount of computation can quickly become prohibitive in
many settings. This is especially true when evaluating F j is costly. Therefore, in this section, we present two novel pruning
algorithms that drastically reduce the size of the joint action space that needs to be searched without sacriﬁcing solution
quality. In the remainder of this section, we will describe each algorithm in turn.
5.1. The action pruning algorithm
The ﬁrst algorithm attempts to reduce the number of actions each agent needs to consider before running the max-sum
algorithm. This algorithm prunes the dominated actions that can never maximise the social welfare (Eq. (1)), regardless of
the actions of other agents. More formally, a value d ∈ di of variable xi is dominated if there exists a value d′ ∈ di such that:
∀d−i ∈
n×
k=1,k 
=i
dk:
∑
j∈Mi
F j(d,d−i)
∑
j∈Mi
F j
(
d′,d−i
)
(10)
where, as in Section 3, Mi is a set of function indexes, indicating which function nodes are connected to variable node i.
Now, by removing these dominated actions, the optimal solution remains unchanged. However, since a number of dominated
actions are pruned, the size of the joint action space is reduced.
Just as with the max-sum algorithm itself, this algorithm is implemented by message passing, and operates directly on
the variable and function nodes of the factor graph, making it fully decentralised:
• From function to variable: The message from function F j to xi contains the minimum F j(xi) and the maximum F j(xi)
value of F j with respect to xi = d, for all actions d ∈ di , the domain of xi (see Algorithm 1).
• From variable to function: Variable xi sums the minimum and maximum values from each of its adjacent functions,
and prunes dominated actions. It then informs neighbouring functions of its updated domain (see Algorithm 2).
Fig. 9 reports the messages that variable x1 would received at the ﬁrst iteration of the action pruning algorithm using
the example factor graph and functions presented in Fig. 2. In this case, given the received messages, variable x1 will be
able to prune g from its domain.
Using this distributed algorithm, functions continually reﬁne the bounds on the utility for a given value of a variable,
which potentially causes more actions to be pruned. Therefore, it is possible that action pruning starts by pruning a single
action, which results in further actions being pruned throughout the entire factor graph.
This algorithm terminates once the messages exchanged between the functions and variables converge. That is, when
all messages along all edges in the factor graph are equal to the previously received messages. Thus, a node in the factor
graph can initiate the max-sum algorithm once it has received the same message twice from each neighbour. Also note
that termination is guaranteed because of the fact that every variable has a ﬁnite number of actions; during each iteration
either at least one variable value is pruned or the algorithm has converged. To see why this is true, note that for the bounds
on Fi for a certain value d to change, at least one variable value needs to get pruned. Otherwise, the messages sent from
variables to functions will be identical, and all variables receive the same message twice, which results in the termination
of the algorithm.
5.2. The joint action pruning algorithm
Now, whereas the ﬁrst algorithm runs as a preprocessing phase to max-sum, the second algorithm is geared towards
speeding up the computation of the messages from function to variable (see Eq. (3)), during the execution of the max-sum
algorithm. In contrast to reducing the action space of individual agents, which was the goal of the ﬁrst algorithm, this
algorithm attempts to reduce the size of the joint action space that has to be searched by applying branch and bound.
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1: compute F j(xi)minx j\xi F j(xi,x j \ xi)
2: compute F j(x j)maxx j\xi F j(xi,x j \ xi)
3: send 〈F j(xi), F j(xi)〉 to xi
Algorithm 2 Algorithm for computing pruning messages from variable xi to all functions F j: j ∈ Mi .
1: if a new message has been received from all F j : j ∈Mi then
2: compute ⊥(xi) =∑ j∈Mi F j(xi)
3: compute (xi) =∑ j∈Mi F j(xi)
4: while ∃d ∈ di : (d) < max⊥(xi) do
5: di ← di \ {d} Remove dominated value d
6: end while
7: send updated domain di to all F j: j ∈Mi
8: end if
Fig. 9. First iteration of the action pruning algorithm for variable x1 showing (a) the messages sent by function nodes F1 and F2, and (b) the resulting
removal of ‘g’ from the domain of variable x1.
A naïve way of computing this message to a single variable xi is to determine the maximum utility for each of agent i’s
actions by exhaustively enumerating the joint domain of the variables in x j \ {xi}, and evaluating the expression between
brackets in Eq. (3), which we denote by:
r˜ j→i(x j) = F j(x j) +
∑
k∈N j\xi
qk→ j (11)
Instead of just considering joint actions, we now allow some actions to be undetermined, and thus, consider partial joint
actions. By doing so, we can create a search tree on which we can employ branch and bound to signiﬁcantly reduce the size
of the domain that needs to be searched. In more detail, to compute r˜ j→i(dki ) for d
k
i ∈ di (a single element of the message
from F j to variable xi), we create a search tree T (dki ) as follows:
• The root r of T (dki ) is a partial joint action dˆr = 〈∅, . . . ,∅,dki ,∅, . . . ,∅〉, which indicates that xi has been assigned the
value dki , and the remaining variables are unassigned (denoted by ∅).
• The set of children of a node p represented by partial action dˆp = 〈d(1)1 , . . . ,d(l)l ,∅, . . . ,∅,dki ,∅, . . . ,∅〉 is obtained by
assigning to the ﬁrst unassigned variable (xl+1) each of its possible actions: Children(dˆp) = {〈d(1)1 , . . . ,d(l)l ,dl+1,∅, . . . ,
∅,dii,∅, . . . ,∅〉|dl+1 ∈ dl+1}. Thus, the node dˆp has |dk+1| children.• The leafs of the tree represent a (fully determined) joint action: ∀i ∈ N j: xi 
= ∅. In the search tree, leafs are assigned
a value that results from evaluating Eq. (11) for the corresponding action.
The leaf with the maximum value found in T (dki ) represents the action that maximises Eq. (3) for value dki , and thus has
the desired value for r j→i(xi). Now, to ﬁnd this value eﬃciently using branch and bound, we need to be able to ﬁnd bounds
on the maximum value found in a subtree of T (dki ). These bounds depend on F j and the received messages qk→ j . Now, in
many cases we can put bounds on the maximum of the former, that is obtained by further completing a partial joint action
746 A. Rogers et al. / Artiﬁcial Intelligence 175 (2011) 730–759Fig. 10. Search tree for computing r j→3(d13) (a single element of the message from F j to x3). The numbers between the brackets indicate lower and upper
bounds on the maximum value in the subtree.
in a subtree of T (dik). We will show an example case in Section 6, where we apply these techniques on the mobile sensor
domain.
To illustrate this method with a simple example, however, Fig. 10 shows a partially expanded search tree for computing a
single element r j→3(d13) of a message from function F j to variable x3. Given the lower and upper bounds on the maximum
(denoted between brackets), subtree 〈d11,∅,d13〉 can be pruned immediately after expanding the root. Similarly, subtree
〈d31,∅,d13〉 is pruned after expanding leaf 〈d21,d22,d13〉, which has the desired maximum value.
Now, since the utility functions F j are domain dependent, there is no general way of computing the aforementioned
bounds. However, in most domains, such as the mobile sensor domain which will be introduced in Section 6, a partial joint
action has a meaningful interpretation that can lead to an intuitive way of computing the bounds on the maximum of F j
in any subtree of T . We will come back to this in Section 6.
6. The mobile sensor domain
Notation used in this section
• S = {Si |i = 1 . . .M} is the set of M mobile sensors.
• G = (V , E) is the layout of the physical environment.
• E is the possible movements between locations V , with each v ∈ V embedded in a 2D plane.
• P is the spatial phenomena that is monitored by the sensors.
• T = {t1, t2, . . .} is a sequence of discrete timesteps of unknown length.
• Lt = (l1t , . . . , lMt ) are the sensors’ locations at time t ∈ T where lit ∈ V .• Ot = (o1t , . . . ,oMt ) are the measurements taken by the sensors at timestep t ∈ T .• o = 〈x, y〉 is a single measurement of the scalar ﬁeld.
• P
x= (v, t) a location v and timestep t tuple.
• y a measured value.
• K (X,X′) is the covariance matrix.
• σ f is the hyperparameter that models the signal variance of the phenomenon.
• l is the hyperparameter that models the length-scale of the phenomenon.
• H(A|B) is the conditional entropy of sample set A given the sample set B .
• ρA(B) is the incremental value of adding sample set A to sample set B .
In this section we present the mobile sensor coordination problem that illustrates our approach, in which mobile sensors
collect measurements of a spatial phenomenon (such as temperature, radiation, pressure and gas concentration) at discrete
points in time and space. Using a statistical model, the sensors model and predict values of this phenomenon at locations
and times for which samples are not available. Applications for this approach include environmental monitoring, military
surveillance, and disaster response, in which mobile sensors can play a crucial role in improving situational awareness. This
is a particularly challenging problem because of the sophisticated statistical models needed to represent the environmental
phenomena, and the fact that sensors have to coordinate to collect informative measurements as a team. These properties
make it an interesting benchmark problem for the techniques developed in previous sections.
This section is organised as follows. First, we formalise the mobile sensor coordination problem in Section 6.1. In
Section 6.2, we show how spatial phenomena can be modelled using a Gaussian process. Next, we show how to apply
the max-sum algorithm by deﬁning the coordination problem in terms of decision variables and utility functions in Sec-
tions 6.3.1 and 6.3.2. Finally, we empirically evaluate the max-sum algorithm in this domain.
6.1. Problem formulation
In this section we present a formalisation of the environmental monitoring problem for multiple mobile sensors. This
formalisation is inspired by [36], and has been extended for multiple sensors with limited local knowledge.
Intuitively, an environment is deﬁned by its physical layout, and by the phenomenon that exist within it. More formally,
we can denote an environment and the mobile sensors by a tuple E = (S,G,P, T ), where:
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• G = (V , E) encodes the layout of the physical environment, where E denotes the possible movements between loca-
tions V , with each v ∈ V embedded in a 2D plane;
• P is a spatial phenomena that is monitored by the sensors in S . Here, we explicitly model phenomenon P as a scalar
ﬁeld deﬁned on one temporal and two spatial dimensions: P : V × T → R.
• T = {t1, t2, . . .} models time as a sequence of discrete timesteps of unknown length.18
Furthermore, we denote the sensors’ locations at time t ∈ T by the M-tuple Lt = (l1t , . . . , lMt ), where lit ∈ V . At every
timestep t ∈ T , the sensors take measurements Ot = (o1t , . . . ,oMt ) at locations Lt by sampling from P : oit = P(lit , t), and
move to a new location adjacent to the current location in V : lit+1 ∈ adjG(lit). To illustrate this formal model with an
example, Fig. 11 shows the position of a team of four sensors in an example environment during the ﬁrst four timesteps.
Given this model, the sensors’ challenge is to monitor P at all locations V at time t . Since the number of sensors M
is generally much smaller than |V |, the sensors need to not only take measurements at locations Lt , but also predict the
value of P at time t for every location V , based on observations made earlier. In order to do this, we associate to the
measurement at location v ∈ V at time t a continuous random variable Xv,t , and use a statistical model to predict values
at locations V . As we shall discuss in the next section, we will model the phenomenon P with a Gaussian process, that
encodes both its spatial and temporal correlations.
Now, in order to move in such a way to collect those samples that improve the accuracy with which measurements
at unobserved locations can be predicted, the sensors need to be able to determine the informativeness of samples that
may be collected along their path. Here, the informativeness of a set of samples is quantiﬁed by a function f (X ) of a set
of random variables X = {X (1),X (2), . . .} that correspond to these samples. Depending on the context, f (X ) can take on
different forms [36]. In this paper, f (X ) equals the entropy H(X ) of X .19
To measure the performance of the sensors, we use the root mean squared error (RMSE) of the sensors’ predictions.20
In order to so, we denote the predictions that the sensors make at time t by Pt = {pvt | v ∈ V } and the actual values of the
environmental parameter at those locations by At = {avt | v ∈ V }. The RMSE for timestep t is then deﬁned as:
RMSEt =
√∑
v∈V (avt − pvt )2
|V | (12)
In the upcoming sections we will show how the max-sum algorithm can be employed to minimise the RMSE. First,
however, we will explain how the spatial phenomena are modelled, and how we obtain a measure of uncertainty about the
state of the spatial phenomenon that is strongly correlated with the RMSE.
6.2. Modelling the spatial phenomena
In order to predict measurements at unobserved locations, we model the spatial phenomenon P with a Gaussian process
(GP) [39]. A GP is a principled Bayesian method of performing inference over functions, and have been shown to be very
suitable for modelling spatial phenomena [40,37,36,41]. By using a GP, P can be estimated at any location and at any point
in time using the set of samples collected by the sensors so far.21
In more detail, a single sample o of the scalar ﬁeld P is a tuple 〈x, y〉, where x = (v, t) denotes the location and
time at which the sample was taken, and y the measured value. Now, if we collect the location vectors x in a matrix X,
and the measurements y in a vector y, the predictive distribution of the measurement at spatio-temporal coordinates x∗ ,
conditioned on previously collected samples Ot = 〈X,y〉 is Gaussian with mean μ and variance σ 2 given by:
μ = K (x∗,X)K (X,X)−1y (13)
σ 2 = K (x∗,x∗) − K (x∗,X)K (X,X)−1K (X,x∗) (14)
where K (X,X′) denotes the matrix of covariances for all pairs of rows in X and X′ . Each element of this covariance matrix is
obtained by evaluating a function k(x,x′), called a covariance function, which encodes the spatial and temporal correlations
of the pair (x,x′). Generally, covariance is a non-increasing function of the distance in space and time, and a prototypical
choice of a covariance function is the squared exponential function where the covariance decreases exponentially with this
distance:
k
(
x,x′
)= σ 2f exp
(
−1
2
∣∣x− x′∣∣2/l2) (15)
18 In uncertain and dynamic scenarios, the mission time is often not known beforehand.
19 Here we exploit one of the attractive properties of the Gaussian process, whereby the uncertainty of a sample at any point in time or space can be
predicted without having to explicitly reason about the actual value of P . For more details about the reasons for choosing this metric, see [27].
20 This measure was chosen because it has been often used in related work to ascertain the accuracy of sensor predictions [37,38].
21 We chose to use a GP because of its versatile and ﬂexible nature. However, the techniques discussed in the remainder of this section are not speciﬁc
to the use of a GP to model the environment; any other model can be used, as long as it provides some measure of uncertainty in the environment.
748 A. Rogers et al. / Artiﬁcial Intelligence 175 (2011) 730–759Fig. 11. Four timesteps of a team of sensors S = {S1, S2, S3, S4} moving in an environment whose layout is deﬁned by a graph G = (V , E), pictured in
grey. E contains a pair of locations (vi , v j) when they are less than 7.5 meters apart. The initial deployment of the sensors is L1 = (v1, v1, v1, v1), where
v1 = (0.5,17) ∈ V (if sensors occupy the same location, only one of them is shown). Phenomenon P is not shown.
where σ f and l are called hyperparameters that model the signal variance and the length-scale of the phenomenon respec-
tively. The former models the amplitude of the signal, while the latter determines how quickly the phenomenon varies over
time and space.22
One of the key features of the GP is that the posterior variance in Eq. (14) is independent of actual measurements y.
This allows the sensors to determine the entropy reduction that results from collecting samples along a certain path without
the need of actually collecting them. Moreover, since the predictive distribution is Gaussian, the entropy H(X ) of random
variables X corresponding to a set of potential samples is ln
√
2πσ 2e, where σ 2 is directly obtained from Eq. (14).
22 A slightly modiﬁed version of Eq. (15) allows for different length-scales for the spatial and temporal dimensions of the process.
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6.3. Applying the max-sum algorithm
In order to apply the max-sum algorithm to the coordination problem deﬁned in Section 6.1, we need to deﬁne a
mapping between the concepts of the max-sum algorithm and the concepts in the mobile sensor domain. The three key
concepts in max-sum are agent, variable and utility function, which we map to sensor, decision variable and information
value respectively. In this mapping, each sensor Si is modelled as an autonomous agent Ai that has a single decision
variable pi (p for ‘path’). This variable represents the path that it will travel along in the next l timesteps. This variable and
its domain will be deﬁned in Section 6.3.1. The information value function Ui , or utility function, encodes the value of the
samples that are collected along a sensor’s path, given the paths along which the other sensors decide to move. Thus, Ui
depends on pi and (a subset of) the other sensor’s variables. These functions will be deﬁned in Section 6.3.2. By applying
max-sum in this fashion, we aim to ﬁnd a collection of paths (a joint path) of ﬁnite length along which sensors collectively
gather the samples of maximum value. Clearly, if these paths are of length l, the sensors will need to use max-sum to
coordinate their moves every m l timesteps. After following (a portion of) their paths, the sensors’ action space will have
changed, and so will their utility functions. Therefore, the factor graph encoding the current coordination problem changes
over time, and consequently, the sensors interleave coordinating using the max-sum algorithm with movement through
their environment.
In the remainder of this section, we show how the variables of the factor graph are deﬁned, as well as the functions.
Furthermore, we show that the sum of individual sensors’ utilities equals the utility of the team, and, as a result of which,
we can use max-sum to ﬁnd the paths that maximise team utility (as described in Eq. (1)). Finally, we show how to apply
the pruning algorithms from Section 5 by computing the various required bounds.
6.3.1. Decision variables
In Section 6.1 we deﬁned the graph G that deﬁnes the layout of the sensors’ environment. Observations can only be
collected at the vertices of G , and moves between two vertices are only allowed if this graph contains an edge between
them. As a result, the set of observations Ai that sensor i can collect is restricted by its current location and the layout of
the environment.
Now, given a sensor’s current location vi , and path length l, the set of all possible paths that the sensor can currently
consider is denoted by di . The joint action space d of the team of sensors is then the Cartesian product of all individual
action spaces: d =×Mi=1 di . Each element d ∈ d is thus a collection of M paths of length l; one for each sensor. An example
of such a joint move for three sensors, consisting of a path of length 5 for each of them, is shown in Fig. 12. Speciﬁcally, a
joint move is an ordered list of vertices of G , at each of which the sensor makes an observation of the spatial phenomenon.
Thus, there exists a correspondence between a path and a collection of random variables that are observed along that path.
Therefore, with some slight abuse of notation, we can treat every element in d as both a path and a set of (potential)
samples. Thus, we can now assign to each sensor i a decision variable pi , which takes values in the set di , representing all
moves that sensor i is currently considering.
6.3.2. Utility functions
Given the deﬁnition of the function f that assigns a value to a set of samples, the team utility of collecting a set of
samples A, given that samples B were collected previously is equal to the conditional entropy of A given B and is denoted
by H(A|B). By exploiting the chain rule of entropy, which states that H(X, Y ) = H(X |Y ) + H(Y ), we can decompose the
team utility of collecting A into a sum of the utility obtained by single sensors that each collect a subset Ai of A, such that⋃M
i=1 Ai = A, as follows:
H(A|B) = H(A1|B) + H(A2|A1, B) + · · · + H(An|A1, . . . , An−1, B)
= [H(A1 ∪ B) − H(B)]+ [H(A1 ∪ A2 ∪ B) − H(A1 ∪ B)]+ · · ·
+ [H(A1 ∪ · · · ∪ An ∪ B) − H(A1 ∪ · · · ∪ An−1 ∪ B)]
= ρA1(B) + ρA2(A1 ∪ B) + · · · + ρAn (A1 ∪ · · · ∪ An−1 ∪ B)
=
n∑
ρAi
(
i−1⋃
A j ∪ B
)
(16)
i=1 j=1
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where ρA(B) is deﬁned as the incremental value of adding A to B: ρA(B) = H(A ∪ B) − H(B).
Informally, Eq. (16) ensures that the team utility is a sum of the incremental values by adding samples Ai to the samples
collected by sensors j < i. We will call the individual factors of this sum the sensor utility.
Deﬁnition 1 (Sensor utility). Sensor i’s contribution to the team utility is:
Ui(A1, . . . , Ai) = ρAi
(
i−1⋃
j=1
A j ∪ B
)
So, in order to calculate its utility, a sensor need only be aware of the samples collected by sensors with a lower ID.
Moreover, by summing the contributions by individual sensors, we obtain H(A|B) = H(A1 ∪ · · · ∪ AM |B), which is the team
utility. Note, that it is possible to further factorise the utility functions if the samples collected by one agent are independent
of those of another agent. In this case, the edge connecting the function node of each of these agents to the variable node of
the other agent can be removed. The correlation length of the Gaussian process provides a clear metric to perform this edge
removal. However, in this evaluation, we do not do so, since this edge removal is effectively performed by the construction
of the maximum spanning tree within the bounded max-sum algorithm.
Combining this observation with the deﬁnition of the sensors’ decision variables and the correspondence between ob-
servation sets and paths, the goal of the team is now to ﬁnd joint move p∗ such that:
p∗ = [p∗1, . . . , p∗M]= argmax
p1∈Ai ,...,pM∈AM
M∑
i=1
Ui(p1, . . . , pi) (17)
In other words, the sensors attempt to ﬁnd joint move p∗ that maximises the team utility by maximising the sum of
their contributions as deﬁned in Deﬁnition 1. Since the team utility is the sum of the sensors’ utility functions, max-sum
can be readily applied to solve this coordination problem.
Finally, to give an example of a factor graph resulting from combining the variables from the previous section with
the utility functions deﬁned in this section, Fig. 13 shows the factor graph for solving the coordination problem with four
sensors.
6.3.3. Applying the pruning algorithms
As mentioned in Section 5, the straightforward application of max-sum in domains where the utility functions are
expensive to evaluate leads to a prohibitive computational cost. Clearly, this the case in the mobile sensors domain, where
determining the value of a sample involves the inversion of a potentially very large matrix K (X,X) (see Eq. (14)). Thus, the
use of the pruning algorithms presented in Sections 5.1 and 5.2 could be particularly advantageous in this setting.
Now, in order to compute the necessary bounds for these two pruning algorithms, we need to use domain speciﬁc
knowledge, since these bounds are context dependent. In particular, we will exploit various properties of the GP in order to
eﬃciently compute (approximations to) these bounds.
Firstly, we derive the bounds on the utility functions for the pruning algorithm from Section 5.1. Note that, given the
highly non-linear relations expressed in Eq. (14) on which the agents’ utility functions Ui are based, it is very diﬃcult to
compute tight bounds on U i and U i in Algorithm 1 without exhaustively searching the domain of pi for utility function Ui .
Needless to say, this would defeat the purpose of this pruning technique. Nonetheless, experimentation shows that by
computing these bounds in a greedy fashion, a very good approximation is obtained. In order to do this, the lower bound
Ui(pn) on a move pn is obtained by selecting the neighbouring agents one at a time, and ﬁnding the move that reduces the
utility of agent i’s move the most. In a similar vein, the upper bound Ui(pn) is obtained by selecting those moves of other
sensors that reduce the utility the least.
Next, we derive bounds on the maximum utility found in subtrees T —the search tree for the joint action pruning algo-
rithm deﬁned in Section 5.2. To compute these bounds on Ui(dˆ), for a partial joint action dˆ, ﬁrst note that this partial joint
action represents a situation in which only a subset of the sensors have determined their move. Using this interpretation,
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determined their move (i.e. sensors i for which pi = ∅). To see why this results in an upper bound, note that the act of
collecting a sample always reduces the value of other samples (an example of the information never hurts principle), disre-
garding the samples of these ‘undecided’ sensors will give an upper bound on the maximum. Thus, this value is computed
by evaluating a modiﬁed version of the utility function as follows: Ui({p j ∈ pi: p j 
= ∅}).
To obtain a lower bound on the maximum, we exploit a property of the covariance function in Eq. (15). This property
causes the interdependency between the value of samples to weaken as the distance between them increases. So, in order
to calculate a lower bound on the maximum, we compute the value of the sample in the event that the undecided sensors
move away from sensors i’s destination. This results in minimum correlation between the sample and the samples collected
by the undecided sensors, thus increasing the value of this sample. In many cases, this results in a very tight lower bound
on the maximum of the sample.
6.4. Empirical evaluation
In this section, we evaluate the algorithms developed in this paper on the mobile sensor domain to ascertain their
effectiveness in a setting inspired by a real-life application. Speciﬁcally, we ﬁrst evaluate the speed up resulting from apply-
ing the pruning algorithms described in Section 5. The mobile sensor setting is a very suitable candidate to do this, since
the computational overhead incurred by evaluating the utility functions is signiﬁcant in this setting. Second, we evaluate
the bounded max-sum algorithm from Section 4 in combination with these pruning algorithms, and determine the differ-
ence between the difference between the optimal and obtained solution. This evaluation is similar to Section 4.4, however,
instead of considering randomly generated coordination problems, we use the more realistic mobile sensor domain.
6.4.1. Effectiveness of the pruning algorithms
To empirically evaluate the two pruning algorithms in the mobile sensor domain, we simulated ﬁve sensors on a lattice
graph measuring 26 by 26 vertices. The data was generated by a GP with a squared exponential covariance function (see
Eq. (15)) with a spatial length-scale of 10 and a temporal length-scale of 150. This means that the spatial phenomenon has
a strong correlation along the temporal dimension, and therefore changes slowly over time.23
Now, at every m time steps, the sensors plan their motion for the next l time steps (lm). In what follows, this strategy
is referred to as MSm-l. Now, instead of considering all possible paths of length l from an agent’s current position, which
would result in a very high computational overhead, the action space is limited to the locations in G that can be reached
in l time steps in 8 different directions, corresponding to the major directions on the compass rose. In the ﬁrst experiment,
we benchmarked MS1-1 and MS1-5 against four strategies often found in the literature:
• Random: Randomly moving sensors.
• Greedy: Sensors that greedily maximise the value of the sample collected in the next move without coordination. This
strategy was included to determine the effect of coordination between sensors.
• J(umping) Greedy: The same as Greedy, except that these sensors can instantaneously jump to any location. This strat-
egy will act as an upper bound on the achievable performance of a greedy strategy, since it is not constrained by the
movement graph G .
• Fixed: Fixed sensors that are placed using the algorithm proposed in [37]. This is an algorithm that positions ﬁxed (i.e.
non-mobile) sensors as to minimise the entropy at all monitored locations.
The average root mean squared error (RMSE) over 100 time steps is plotted in Fig. 14(a). From this ﬁgure, it is clear
that both MS strategies outperform the Greedy and Random strategies, since both have no more than one step look ahead,
and the MS strategies compute coordinated paths of length 1 and 5. Furthermore, the prediction accuracy of MS1-5 is
comparable to that of JGreedy, whose movement is not restricted by graph G . Moreover, it shows that increasing the look
ahead improves the solution quality: the length of the considered paths from 1 to 5 reduces the RMSE by approximately
30%.
In the second set of experiments, we analysed the speed-up achieved by applying the two pruning techniques described
in Section 5. Fig. 14(b) shows the percentage of joint actions pruned plotted against the number of neighbouring agents.
With 5 neighbours, the two pruning techniques combined prune around 92% of the joint moves. With such a number of
neighbouring agents, the agents are strongly clustered, which occurs rarely in a large environment. However, should this
happen, the utility function needs to be evaluated for only 8% of roughly 85 joint actions, thus greatly improving the
algorithm’s eﬃciency.
In the third experiment, we performed a cost/beneﬁt analysis of various MSm-l strategies. More speciﬁcally, we examined
the effect of varying m and l on both the number of utility function evaluations, and the resulting RMSE. Fig. 14(c) shows the
23 These parameters were chosen to generate challenging coordination instances. For example, by using a high value for the spatial length-scale, sensors
are able to cover the entire area without needing to move. Similarly, with a very high value for the temporal length-scale, the sensors need to traverse
the environment only once, since the phenomenon changes very little over time. Thus, while not necessarily being the worst-case scenario, the problems
generated by setting the parameters to these values represent the most challenging instances we managed to create.
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and (c) the number of utility function evaluations plotted against the average root mean squared error achieved. Error bars indicate the standard error of
the mean.
results. The results of MS1-1, MS2-2, MS4-4, MS5-5, and MS8-8 show an interesting pattern. Up to and including m = l = 4,
both the number of function evaluations and the average RMSE decrease. This is due to the fact that planning longer paths
is more expensive, but results in lower RMSE. However, for m, l > 4, the action space becomes too coarse (since only 8
directions are considered) to maintain a low RMSE. At the same time, the number of times the agents coordinate reduces
signiﬁcantly, resulting in a lower number of function evaluations. Finally, MS1-5 and MS4-8 provide a compromise; they
compute longer paths, but coordinate more frequently. This leads to more computation compared to MS5-5 and MS8-8, but
results in signiﬁcantly lower RMSE, because agents are able to ‘reconsider’ their paths midway.
6.4.2. Empirical evaluation of the bounded max-sum algorithm
In the previous set of experiments, we focused exclusively on the effectiveness of the pruning algorithms in a setting
where the evaluation of utility function is computationally demanding. In the second set, we combined the pruning al-
gorithms with the bounded max-sum algorithm presented in Section 4 to determine whether (i) the optimal solution is
preserved by using the pruning algorithms, and (ii) to determine the solution quality provided by the bounded max-sum
algorithm compared to the optimal solution computed by enumerating the entire joint action-space. The latter presents an
empirical estimation of the approximation computed by this algorithm in a realistic and demanding setting.
In more detail, these experiments used the same environment layout and GP settings as before. During each simulation,
which lasted for 200 timesteps, the sensors computed paths of length 8 at 4 timestep intervals (i.e. MS4-8). We performed
simulations with 3, 4, 5, and 6 sensors, both with and without the action pruning algorithm from Section 5.1, starting the
sensors from random locations in each run. In what follows, the simulation with M sensors, and pruning turned on is
denoted by PM , and with pruning turned off, by NPM . In both case, the joint action pruning algorithm from Section 5.2
was always used.
Fig. 15(a) shows the average utility obtained during 200 timesteps of the simulation over twenty repetitions. In partic-
ular, it reports the four metrics described in Section 4.4. The results show that the solution computed using the bounded
max-sum algorithm is very close to the optimal solution. More speciﬁcally, the minimum ratio between the computed
solution and the optimal solution over 160 runs was 98%, thus showing that the use of this algorithm leads to very good
approximations to the optimal solution. Moreover, the graph shows that the use of the pruning techniques results in a slight
A. Rogers et al. / Artiﬁcial Intelligence 175 (2011) 730–759 753Fig. 15. Empirical results for the bounded max-sum algorithm showing (a) the average utility, (b) the number of cache misses, the total number of utility
function calls, the number of expanded partial joint actions (expanded nodes in search tree T ), and the maximum number of partial joint actions that
could have been evaluated (total number of nodes in search tree T ), (c) the average root mean squared error (RMSE), (d) the total message size in terms of
the number of values exchanged. PM means that M sensors are deployed, and that the action pruning algorithm from Section 5.1 is used, and NPM means
M sensors without action pruning. Error bars indicate the standard error of the mean.
tightening of the bound on the optimal solution. More importantly, it corroborates the theoretical claim that the optimal
solution is preserved when applying the pruning algorithms (see Section 5.1).
Fig. 15(b) shows the beneﬁts of applying the two pruning algorithms more clearly. This ﬁgure includes four key metrics:
1. Cache misses: the number of times the utility functions actually needed to be evaluated for different joint actions.
2. The total number of function calls.
3. The number of nodes that needed to be expanded in the search tree (described in Section 5.2) to ﬁnd the optimal value.
4. The total number of nodes that the full search tree contains.
From this ﬁgure, we note that the action pruning approach described in Section 5.1 results in reductions in all four of
these metrics of approximately one order of magnitude. By removing dominated action choices, the coordination problem is
simpliﬁed and agents need perform less evaluations of the costly utility function. Furthermore, we note that the joint action
pruning algorithm described in Section 5.2 results in a reduction in the number of nodes of the search tree that must be
expanded, compared to the total number of nodes in the tree, of up to two orders of magnitude.24
Fig. 15(c) shows the required amount of communication needed for coordination. The most notable conclusion that
can be drawn from this ﬁgure is the strong reduction in message size when the action pruning algorithm is used. Since the
action space of individual sensors is reduced by pruning dominated actions, the number of values contained in the messages
exchanged between functions and variables (Eqs. (2) and (3)) is signiﬁcantly reduced, resulting in a lower communication
overhead.
24 Note that in settings where the computational cost of performing the utility function evaluation dominants other processing, this will translate into a
signiﬁcant runtime improvement. However, in general, the runtime of the algorithm will also depend on many other domain speciﬁc factors (such as the
computational resources of the agents, and even the communication delays as they exchange messages).
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Fig. 15(a), this ﬁgure shows a slight decrease in solution quality when using the pruning algorithms. This is caused by
the fact that the sensors minimise entropy in their environment, which, despite being strongly linked, does not directly
translate into a decrease of RMSE. Put differently, directed by the utility function that incentivises entropy reduction, the
pruning technique in Section 5.1 that operates on the action space of individual agents, prunes actions that would have led
to lower RMSE. Fortunately, this effect is limited, as the maximum increase of RMSE found over 160 runs was only 3.5%.
In summary, in this section, we demonstrated the effectiveness of the bounded max-sum algorithm and the two pruning
algorithms in a setting where the utility functions are computationally expensive to evaluate. We showed that, by using
the two pruning algorithms, the number of function evaluations is reduced by roughly two orders of magnitude for a joint
action space of size 86. Moreover, the results showed that by using the bounded max-sum results, we obtain solutions that
are guaranteed to be no further away than 2% from the optimal solution. Generalising from these speciﬁc results, these
experiments clearly show the effectiveness of the developed techniques for real-life applications with complex interactions
between agents.
7. Related work
As described in the introduction, approximation ratios have previously been provided for k-optimal algorithms in the
area of DCOPs [15,16]. In this case, the k-optimal solution for a DCOP is a solution that cannot be improved by changing
the assignment of any k or less variables. Many well known local algorithms for DCOPs are guaranteed to provide k-optimal
solutions. In particular, any locally hill climbing algorithm is k-optimal for k = 1, such as for example DSA [1] and MGM [10].
While, a k = 2 variant of MGM, termed MGM-2, has been presented [10]. Speciﬁcally, Pearce and Tambe provide approxi-
mation ratios which are valid for any DCOP with non-negative reward structure, and which are dependent on the arity of
the constraint functions, the number of agents participating in the DCOP and the value of k. Moreover, they provide both
general bounds which are not dependent on the constraint graph structure, and tighter bounds for speciﬁc structures (e.g.
ring and star graph structures). More recently, Bowring et al. have improved on this bound by assuming a priori information
concerning the DCOP reward structure [16]. With respect to this work, our approach is somewhat complementary, as here
we provide an approximation ratio which is more accurate but is dependent on the speciﬁc problem instance, while their
approach provides a less accurate bound which, in turn, is more general. In more detail, the approximation ratio provided
within the k-optimality framework is dependent on the number of agents and thus scales poorly when the number of
agents in the system grows.25 Conversely, our approximation ratio is dependent on the reward structures (because it re-
quires functions to be bounded), and on the constraint graph structure (because it is more accurate when less cycles are
present in the constraint network). However, it is not dependent on the number of agents present in the system and, since
it exploits the speciﬁc constraint graph structure, it is able to provide very accurate approximation ratios.
An alternative approximation approach, proposed by Yeoh et al., is based on the ADOPT algorithm, and its extension
BnB-ADOPT [19]. This algorithm ﬁxes a predetermined error bound for the optimal solution, and stops when a solution that
meets this error bound is found. Their approach is similar to our work in that it is dependent on the problem instance.
Speciﬁcally, in their case, the error bound is ﬁxed and the algorithm will stop only when such a bound is obtained. The
number of cycles required by the algorithm to converge is dependent on the particular problem instance, and, in the worst
case, remains exponential. Our approach in contrast, is guaranteed to converge after a polynomial number of cycles (i.e.,
twice the depth of the tree structured factor graph), but the approximation ratio is dependent on the particular problem
instance. Therefore, our approach tries to minimise computation and communication, by trading off solution quality. This
requirement is driven by our focus on decentralised coordination for embedded agents, where constraints on communication
and computation are crucial for the practical applicability of the coordination approach.
Similar considerations hold with respect to A-DPOP [18], an extension of the DPOP algorithm that computes approximate
solutions. A-DPOP attempts to reduce message size (which is exponential in the original DPOP algorithm in the width
of the pseudo tree) by optimally computing only a part of the messages and approximating the rest (with upper and
lower bounds). Given a ﬁxed approximation ratio, A-DPOP can then reduce message size to meet this ratio, or alternatively,
given a ﬁxed maximum message size, it propagates only those messages that do not exceed that size. As a result of this,
the computed solution is not optimal, but approximate. Moreover, as discussed above, since the algorithm ﬁxes a desired
approximation ratio, the message size remains exponential. In contrast, if we would ﬁx the maximum message size in our
approach, the approximation ratio is dependent on the speciﬁc problem instance. Furthermore, note that in the A-DPOP
case, there is no mechanism to minimise the approximation ratio, which in our approach is provided by considering the
maximum spanning tree of the constraint network.26
Our use of tree structures to obtain an approximation of the original problem shares similarities with previous work
in information theory where a dependence tree is used to approximate a generic joint probability distribution of random
discrete variables. In particular, it has been shown that a maximum weight dependence tree provides the best tree approx-
imation of the joint probability distribution [42]. In contrast, our contribution addresses a decentralised decision problem
25 See the discussion in Section 4.4 for a more detailed comparison of our approach with [16].
26 If we force A-DPOP to have polynomial message size, as it is the case with our approach, the algorithm would compute a DFS tree and remove all other
edges, without considering the impact of removed dependencies on the approximation ratio.
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mation ratio for our optimisation problem and we consider generic n-ary relationships among variables as opposed to the
binary dependence considered in [42]. Techniques based on tree-decomposition have also been previously used in the area
of constraint optimisation. In particular, in [43] the authors focus on providing bounds on the best-cost extension of a set
of variables (i.e., the best value that the target function can achieve for all the possible joint values of the variable set),
given a tree-decomposition.27 In contrast, here we focus on removing cycles from the original problem instance to optimise
the approximation ratio, maintaining a low communication and computation overhead, because we focus on decentralised
coordination for resource constrained embedded agents.
Finally, our action pruning approach shares some similarities with the directed soft arc consistency approach proposed
by Matsui et al. [44]. This work proposes a distributed algorithm to perform directed soft arc consistency on pseudo-trees,
and shows that this approach can be eﬃciently combined with common search algorithms (e.g., ADOPT). Our action pruning
approach has a similar spirit as it is a distributed preprocessing scheme that results in a faster algorithm. Moreover it is
somewhat similar to standard arc consistency for constraint satisfaction problems as it tries to delete useless values from
variable domains. However, our action pruning approach, in contrast to the method presented in [44], does not try to reduce
the range of the values of the functions. This is motivated by the fact that max-sum is not a search algorithm and so it would
not beneﬁt from such reduction as it is the case with search algorithms such as ADOPT. Here, we are more concerned to
reduce the number of actions that each functions must consider when computing the messages of the max-sum algorithm as
this is the main source of algorithm’s computational complexity. Nonetheless, applying soft arc consistency could potentially
result in a better approximation ratio for the bounded max-sum, as reducing the range of the cost functions could result
in smaller weights. However further investigations would be required to see whether the pre-processing overhead to apply
directed soft arc consistency would be worth the possible reduction in the approximation ratio, and this falls outside the
scope of the current paper.
8. Conclusions and future work
In this paper we proposed a novel approach to decentralised coordination which is particularly suited for embedded
computationally constrained agents. Our approach is based on a factor graph representation of the constraint network (i.e.
the interactions between agents) and builds on the max-sum algorithm. Our approach guarantees accurate bounded approx-
imate solutions, while maintaining a very low computation and communication overhead. Given any particular instance of
a general constraint network, our approach is able to compute a solution and to provide an approximation ratio for the
unknown optimal solution. This is achieved without incurring the typical exponential cost of optimal approaches, thus re-
sulting in a very effective and eﬃcient technique. Moreover, by applying two novel generic pruning techniques, we are able
to reduce the computation that each agent must perform when computing the approximate solution, thus further improving
the computational eﬃciency of our approach.
We apply our approach in a mobile sensor domain to assess its practical beneﬁts. In this domain mobile sensors must
coordinate their actions to gather the most informative measurements from the environment. In this setting, we develop a
factor graph representation for this speciﬁc coordination problem, and show how our approach can be used as a solution
technique. Moreover, we show how the two developed pruning techniques can be used in this speciﬁc domain to further
speed up the max-sum message computation. Empirical results showed that our novel technique is extremely effective,
providing accurate solutions which are guaranteed to be no further away than 2% from the optimal. Moreover, the use
of the pruning techniques proved to be very successful in speeding-up the computation of the max-sum message: for 5
sensors, these techniques prune 92% of joint moves, thus signiﬁcantly reducing the number of utility function evaluations,
which are particularly expensive in our domain.
Many possible future directions stem from this work. A ﬁrst interesting research direction is to investigate techniques to
further reduce the approximation ratio. A possible approach is to iteratively apply our algorithm while clustering variable
and function nodes (as proposed in [32]) to remove cycles without removing dependencies. In this way, we can iteratively
decrease the approximation ratio (by removing less dependencies) while paying an increase in communication and com-
putation (due to clustering of nodes), thus allowing a ﬂexible trade-off between solution quality and communication and
computation overhead. In this respect, it would also be interesting to consider the use of state of the art techniques for
constraint satisfaction. As mentioned in the previous section, soft arc consistency could be applied, as proposed in [44], to
preprocess the constraint network before applying our approach. Another interesting possibility would be to investigate the
use of cutset schemes to obtain tree-structured network [25]. For example, the cycle cutset decomposition could be used to
completely remove cycles, or alternatively, more general cutset schemes (b-cutset) could be exploited to obtain constraint
networks with a bounded induced width. A similar approach has already been successfully used in [13], and in this context,
our idea of ﬁnding a maximum-weight spanning tree could be used as an heuristic to choose the cutset variables.
A second interesting direction is to investigate the use of region based message passing techniques, such as the family
of generalised belief propagation approaches [45], as solution techniques for our constraint network. GBP is a generalisa-
tion of the standard GDL techniques (such as max-sum) and operates on a region graph, which is obtained by dividing the
27 Notice that a tree-decomposition for a Constraint Optimisation Problem is not a spanning tree of the original graph, but a tree that has clusters of
variables as vertices, and that satisﬁes the running intersection property. See [43] for further details.
756 A. Rogers et al. / Artiﬁcial Intelligence 175 (2011) 730–759factor graph into speciﬁc regions based on the factor graph topology.28 Messages are then computed for regions and sent
from one region to another. Recent empirical results show that region based techniques such as GBP are able to outperform
standard GDL techniques, with a minimal extra cost in terms of computation. Moreover, GBP has similar guarantees on
solution optimality as the standard GDL techniques, namely it is optimal when the region based graph does not contain
cycles [45]. Therefore, investigating possible extensions of our bounded max-sum algorithm to GBP techniques appears to
be a promising direction. More generally speaking, the application of GDL-based techniques to decentralised coordination
appears to be a very promising direction, resulting in effective and eﬃcient solutions. Furthermore, many important aspects
which are speciﬁc to the coordination of embedded agents still need to be investigated. For example, agents usually have
heterogeneous computation and communication capabilities, and this could potentially be taken into account when assign-
ing the responsibility for variables and factor node computation to the different agents in order to better exploit the limited
resources of the system.
Finally, an important research direction is to go beyond the limited look-ahead used here for coordinating the paths of
the mobile sensors, and investigate the use of sequential decision making approaches. The sequential aspect is inherent
to a wide variety of applications involving embedded agents, however a key issue is to keep the computational costs
under control. To this end, the factorisation of the objective function seems to be a promising idea, and again, GDL-based
approaches appear to be very well suited solution techniques.
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Appendix A. Proof of bounded approximation
To prove Theorem 1 we ﬁrst introduce and prove the following lemma:
Lemma 1.
∀i, xmin
xci
F i
(
xti ;xci
)+ Bi(xci )max
xci
F i
(
xti ;xci
)
(18)
Proof. Expanding Bi(xci ) as deﬁned in Eq. (6) we have:
min
xci
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(
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)+max
xti
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)−min
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F i
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max
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)
where xti = xi \ xci as in Section 4. By contradiction, let us consider an assignment x′′ ti such that:
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We can rewrite the previous expression as:
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xci
F i
(
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)−min
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)
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xci
F i
(
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)−min
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)
where
x′ti = argmax
xti
[
max
xci
F i
(
xti ;xci
)−min
xci
F i
(
xti ;xci
)]
However, this is a contradiction with respect to the deﬁnition of x′ ti . Therefore Lemma 1 must hold. 
Lemma 2.
B W (19)
28 A region is formed by a sub-set of factor nodes and all variable nodes that are connected to them. A region usually includes short loops in the factor
graph to have good approximations.
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i
Bi
(
xci
)

∑
〈i, j〉∈C
wij
where C is the set of couples of indices 〈i, j〉 that identify the edges removed from the factor graph. We can prove this
inequality by showing that ∀i Bi(xci ) 
∑
j∈I(xci ) wij where I(x
c
i ) is the set of variable indexes which have been removed.
We proceed by expanding Bi(xci ) as deﬁned in Eq. (6) and wij as deﬁned in Eq. (5) to give:
max
xti
[
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xci
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)−min
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F i
(
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
∑
j
max
xi\ j
[
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x j
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x j
F i(xi)
]
For functions that have no dependencies removed we have xci = ∅, therefore Bi(∅) = 0. Consequently, I(xci ) = ∅, and thus,
since the sum of the weight will be zero, the above inequality holds. For functions that have at least one dependency
removed, we can substitute the left term of the above inequality with:
max
xti
[
max
j
[
max
xci \ j
[
max
x j
F i(xi) −min
x j
F i(xi)
]]]
However, this term is less than or equal to:
max
xti
[∑
j
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xci \ j
[
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x j
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x j
F i(xi)
]]
which, in turn, is less than or equal to the right-hand side of our original expression. 
Theorem. Bounded approximation∑
i
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xci
F i(x˜i) + B 
∑
i
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(
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Proof. By considering the deﬁnition of x˜ given in Eq. (7), we can write the following inequality:∑
i
min
xci
F i(x˜i)
∑
i
min
xci
F i
(
x∗i
)
This inequality holds because x˜ is deﬁned as the assignment that maximises the problem on the tree structured network,
and thus, the value given by that assignment on the tree structured problem will be higher or equal than any other possible
assignment. Speciﬁcally, it will be greater or equal than the optimal assignment of the original problem x∗ , and thus, we
can write:∑
i
min
xci
F i(x˜i) + B 
∑
i
min
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F i
(
x∗i
)+ B
adding the same quantity B to both terms of the equation. Then using Lemma 1 we know that:∑
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Now, since:∑
i
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(
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)

∑
i
F i
(
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)
our bounded approximation holds. 
Appendix B. Derivation of worst case approximation ratio
We derive here the worst case approximation ratio ρ = M/m starting from the ρFG .
Derivation of worst case approximation ratio. The worst case, for ρFG , happens when the optimal solution on the spanning
tree equals the optimal solution evaluated on the original graph. This is the worst case because the approximation ratio
is directly dependent on V˜ m and inversely dependent on V˜ , but we know that V˜ m  V˜ . Intuitively, this is the worst case
since in this case we overestimate the impact of the removed dependency the most (i.e., the actual impact is zero for
758 A. Rogers et al. / Artiﬁcial Intelligence 175 (2011) 730–759the computed solution). When V˜ m = V˜ we have ρ = 1 + B/V˜ m . Moreover, let us denote the maximum ratio between the
minimum reward and maximum reward across all functions with M/m where m and M are the minimum and maximum
reward for the function that maximises the reward ratio and mi and Mi are the minimum and maximum reward for function
i. We can then write:
ρ = 1+ B∑|F|
i mi
= 1+
∑|F|
i (Mi −mi)∑|F|
i mi
This is because we assume, being a worst case analysis, that all functions need to have at least one dependency cut,
therefore V˜ m =∑|F|i mi and that for all functions the dependencies we cut have the highest possible impact on the solution
quality (i.e. ∀i Bi(xci ) = Mi −mi). Then we have ρ =
∑|F|
i Mi∑|F|
i mi
 M/m. 
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