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SPECTRAL THEORY AND NONLINEAR PDE: A SURVEY
WILHELM SCHLAG
This paper is not intended as a sweeping survey on the topic of spectral theory
and PDE as this would exceed any reasonable bounds. Rather, we intend to outline
some of the recent work by the author and Joachim Krieger on the topic of stable
manifolds for unstable PDEs. More specifically, we intend to give some ideas of how
to prove a recent result by Krieger and the author for the quintic wave equation
ψ − ψ5 = 0 in R3.
This is the focusing, H1–critical nonlinear wave equation (NLW). There exist sta-
tionary solutions φ(x, a) of this equation given by:
φ(x, a) = (3a)
1
4 (1 + a|x|2)− 12 , a > 0
The question is what happens if the initial data of NLW is a small perturbation
of φ. To answer this question, we first linearize around φ. The ansatz ψ(x, t) =
φ(x, a) + u(x, t) leads to the equation
∂ttu−∆u + V u = N(u, φ),
with V = −5φ4 and a nonlinear term
N(u, φ) = 10u2φ3 + 10u3φ2 + 5u4φ+ u5
Let H = −∆+V . It is known that the spectrum of such a Schro¨dinger operator on
the interval (0,∞) is purely absolutely continuous. Also, H has a simple negative
eigenvalue, say −k2 (the ground-state). Indeed,
inf
f∈H1,‖f‖2=1
〈Hf, f〉 ≤ 〈Hφ, φ〉 = −4
∫
R3
φ6 dx < 0
The presence of negative spectrum implies that the static solutions φ(·, a) are lin-
early (exponentially) unstable. We remark that by Agmon’s estimate, we know
that the ground-state function g, which satisfies Hg = −k2g, decays exponentially.
In addition, g > 0, and g is radial. Because of symmetries, H has a zero mode.
More precisely, by the dilation and translation symmetries
H∂aφ(·, a) = 0, H∇φ(·, a) = 0
It is not an easy task to show that H has exactly one negative eigenvalue (which
then must be simple), and no other zero modes than those four which we have
specified. Numerically, this has been verified by means of the Birman-Schwinger
method (the numerics show that the Birman-Schwinger operator has exactly five
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eigenvalues ≥ 1 counted with multiplicity. This corresponds precisely to the four
independent eigenfunctions and the resonance function).
However, if we restrict H to the invariant subspace of radial functions, then the
determination of the spectrum of this restricted operator is elementary. Indeed,
Hf = Ef for radial f = f(r) is the same as (− d2
dx2
+ V )rf(r) = E rf(r). In
other words, we are reduced to an eigenvalue problem for the half-line operator
H˜ = − d2
dx2
+ V with a Dirichlet condition at r = 0. In our case, the function
r∂rφ(r, a) has a unique positive zero and solves H˜(r∂rφ(r, a)) = 0 (moreover, it is
bounded and therefore a resonance function for H˜). By Sturm theory, it follows
that there is a unique negative eigenvalue which is simple. It agrees with −k2
from above. Hence, the operator H˜ has a one-dimensional exponential instability
(in the radial setting) and the evolution of the wave equation driven by H has a
codimension one stable manifold. Our main theorem states that this remains true
(in some sense) on the nonlinear level.
THEOREM 1
There exists a δ > 0 such that the following statement holds. Let Bδ(0) be the
ball centered at 0 of size δ in H3rad(R
3) ×H2rad(R3). There exists a codimension 1
Lipschitz manifold Σ which divides Bδ(0) \ Σ into two connected components and
such that if (u1, u2) ∈ Σ ∩Bδ(0), then the Cauchy problem for NLW with data
(ψ(·, 0), ∂tψ(·, 0)) = (φ(·, 1) + u1, u2)
has a global solution ψ(x, t). Moreover, there is the representation
ψ(x, t) = φ(x, a(∞)) + u(x, t)
where |a(∞)− 1| . δ, and ‖u(·, t)‖∞ . δ〈t〉−1 as well as
(u, ∂tu) = (v, ∂tv) + oH˙1×L2(1) as t→∞
with v = 0 and (v, ∂tv)(0) ∈ H˙1 × L2.
One motivation for this problem came from a numerics paper by Bizon, Chmaj,
and Tabor which appeared in Nonlinearity in 2004. These are physicists who are
mainly interested in the Einstein equations of general relativity, but proposed the
quintic NLW as a model case. They predicted numerically that the stable manifold
should exist, at least in a small neighborhood of φ. Moreover, Bizon et. al. made
conjectures about the behavior above and below the manifold (one should lead to
blow-up, the other to dispersion).
Another motivation for studying the quintic NLW came from the author’s work
on the focusing nonlinear Schro¨dinger equation (NLS), which we now describe.
Consider the equation
i∂tΨ+∆Ψ+ |Ψ|2σΨ = 0 in R3,
for σ < 2 (where 2 is the H1 critical exponent in R3. We also have σcrit =
2
d
= 23 ,
which is the L2 critical exponent). The Hamiltonian and the charge are conserved
functionals:
SPECTRAL THEORY AND NONLINEAR PDE: A SURVEY 3
H(Ψ(t)) =
∫ (
1
2
|∇Ψ|2 − 1
2(σ + 1)
|Ψ|2(σ+1)
)
dx
Q(Ψ(t)) =
1
2
∫
|Ψ|2dx.
For σ < 2
d
, we get global existence in H1 using the Gagliardo-Nirenberg inequality
and the above conservation laws. For σ ≥ 2
d
, we in fact can have blow-up in finite
time. This result is easy to see simply by looking at the so-called virial identity.
This approach is known as Glassey’s argument and is based on the functional∫
|x|2|Ψ(t, x)|2dx.
Indeed, if σ ≥ 2/d, then
d2
dt2
∫
|x|2|Ψ(t, x)|2dx ≤ 16H(Ψ(0))
Thus, any solution of negative energy must blow up in finite time (at least in the
sense of theH1 norm). Indeed, at some point the positive quantity above disappears
and the solution must blow-up. Strictly speaking, to apply the virial identity, we
need to work in the space 〈x〉−1H1 (it suffices to assume that Ψ(0) ∈ 〈x〉−1H1).
There exist stationary state solutions for NLS as well. Make the ansatz Ψ(t, x) =
eitα
2
φ. Then φ satisfies the equation
(α2 −∆)φ = |φ|2σφ.
Berestycki and Lions showed using variational methods that there exist solutions to
such equations that are positive, radial, and exponentially decaying. In many cases,
uniqueness of said ground-state solutions has been proved by Coffman, Kwong,
and McLeod. φ must satisfy the Derrick–Pohozaev identities and for monomial
nonlinearities we have a scaling property, namely φ(x, α) = α
1
σ φ(αx, 1).
There is a group of natural symmetries acting on NLS. There is the modulation
symmetry Ψ→ eiγΨ and the Galilei transforms
G(t) = ei(−v2t+x·v)e−ip·(y+2tv),
for p = −i ∂
∂x
. These are the unique transformations that satisfy
G(t)eit∆ = eit∆G(0)
with G(0) = eix·ve−ip·y. Note that this latter transform at time t = 0 is the Galilei
transform from classical mechanics, i.e., x 7→ x + y, p 7→ p + v. Finally, we have
dilation symmetries from the scaling relation above for ground state solutions. In
total, we have a 2d+ 2 vector of symmetry parameters
π = (γ, v, y, α).
The relevance of these symmetries can be seen in the following theorem of Michael
Weinstein.
THEOREM 2
For any ǫ, there exists a δ such that if
inf
γ,y
‖Ψ(·, 0)− eiγφ(· + y, α)‖H1 < δ,
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then
inf
γ,y
‖Ψ(x, t)− eiγφ(·+ y, α)‖H1 < ǫ.
It is essential to mod out the symmetries in the second inequality, since a small
perturbation of the ground-state φ (which unperturbed has zero momentum) will
impart a nonzero (but very small) momentum on it. Consequently, the soliton will
have moved a large distance in finite (but large) time. In a similar fashion, the
phase will also change by size one in finite time.
Weinstein’s theorem expresses what is known as orbital stability of the ground-
state solutions. During the late 1980s Grillakis, Shatah, and Strauss developed a
fundamental theory of orbital stability of standing waves generated by symmetries.
Their theory applies to general Hamiltonian equations which are invariant under
the action of Lie groups. In particular, it gives the dichotomy σ < 2/d and σ ≥ 2/d
for the focusing NLS, but applies to a much wider range of examples.
Note that the conjectured instability of excited state solutions is largely open.
An excited state is a solution of
−∆φ+ α2φ = |φ|2σφ
which changes sign. Important work has been done in that direction by T. P. Tsai
and H. T. Yau for NLS with a potential. Generally speaking, NLS with a potential
or Hartree equations is a fascinating field to which we cannot do justice here, see
for example the work of Fro¨hlich et. al.
Berestycki and Cazenave showed that for σ ≥ 2
d
, blow-up can occur for arbitrar-
ily small perturbations of ground states. This is easy for σ = 2
d
using Glassey’s
argument from above and the fact that H((1 + ǫ)φ) < 0 for ǫ > 0 since H(φ) = 0.
Now, let us discuss the spectral analysis of linearized operators for NLS. Set
ψ = eitα
2
φ + R and linearize. Note that we are assuming α does not change with
time here, but we do not let that concern us at this point. We end up with an
equation
i∂t
(
R
R¯
)
+H
(
R
R¯
)
= N,
for N a nonlinear term quadratic in R and
H =
(
∆− α2 + (σ + 1)φ2σ σφ2σ
−σφ2σ −∆+ α2 − (σ + 1)φ2σ
)
.
If φ = 0, we have a self-adjoint operator with purely absolutely continuous spectrum
given by (−∞,−α2] ∪ [α2,∞). If we do turn on φ, then this set turns into the
essential spectrum of H by Weyl’s criterion. In addition, there is an eigenvalue at 0
due to the symmetries. Indeed, writing NLS as N (Ψπ) = 0 where Ψπ indicates the
symmetries given by the vector π acting on Ψ, we conclude that N ′(Ψπ)∂πΨπ = 0.
Since clearly H(Ψπ) = N ′(Ψπ) by definition of the linearized operator, it follows
that ∂πΨπ is a zero energy state of H . In the NLS case, they are (generalized)
eigenfunctions with zero eigenvalue (but for the quintic NLW from above, there is
a resonance and not just an eigenvalue at zero). If we look at R = u+ iv and write
H in terms of u, v, then we obtain the equivalent matrix operator
H =
(
0 iL−
−iL+ 0
)
,
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where
L− = −∆+ α2 − φ2σ
and
L+ = −∆+ α2 − (2σ + 1)φ2σ.
Clearly, L−(φ) = 0 and L+(∇φ) = 0. Hence, we have(
0
φ
)
,
( ∇φ
0
)
∈ Ker (H).
Differentiating L−φ = 0 in α yields L+(∂αφ) = −2αφ. Therefore,
H
(
∂αφ
0
)
=
(
0
2iαφ
)
.
In fact, it is easy to see that(
0
xφ
)
,
(
∂αφ
0
)
∈ Ker (H2).
This shows that the eigenvalue 0 is of geometric multiplicity at least d + 1 and of
algebraic multiplicity at least 2d + 2, but we actually have equality here (at least
if σ 6= 2
d
) due to a result of M. Weinstein from 1986. So, H is truly a non-self
adjoint operator with a nontrivial Jordan form at zero energy. In the critical case
σ = 2
d
the dimension of the root space at zero increases to 2d+ 4 due to the extra
pseudo-conformal symmetry.
Let us now analyze the operator eitH . Using the L−, L+ version of H , we see
that Hf = Ef implies
H2
(
f1
f2
)
=
(
L−L+ 0
0 L+L−
)(
f1
f2
)
= E2
(
f1
f2
)
.
Since L−φ = 0 and φ > 0 it follows that L− is a non-negative operator with φ as
a ground state. By work of M. Weinstein, L+ has exactly one negative eigenvalue
and the kernel is spanned by the derivatives ∂jφ. From the above argument, since
E2f1 is in the range of L−, we know that f1 ⊥ φ. Therefore, we have√
L−L+
√
L−f˜1 = E
2f˜1,
for f˜1 = L
− 1
2
− f1. Thus, E
2 is real as an eigenvalue of a self-adjoint operator. The
dichotomy of linear stability or instability is decided by the question: When is
E2 < 0? In order to answer this, look at
inf
〈√L−L+√L−f, f〉
〈f, f〉 < 0
⇔ inf
f˜⊥φ,‖f˜‖2=1
〈L+f˜ , f˜〉 < 0.
Denote this latter infimum as µ0 and assume that µ0 < 0. One can show that the
minimum is attained at some function f0. Using Lagrange multipliers, we have
L+f0 = µ0f0 + λφ, f0 ⊥ φ, µ0 = 〈L+f0, f0〉.
If λ = 0, then µ0 is a negative eigenvalue, hence the ground state of L+ and this
contradicts the orthogonality relation. So, we have f0 = (L+ − µ0)−1φ. Consider
the function
h(µ) = 〈(L+ − µ)−1φ, φ〉.
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Note that this goes to −∞ for µ tending to the unique negative eigenvalue of L+
and h(0) makes sense since the kernel of L+ is orthogonal to φ (remember it is ∇φ).
We know h′(µ) > 0 as it is ‖(L+ − µ)−1φ‖22. Hence, h(0) > 0 iff µ0 < 0. But,
h(0) = − 1
2α
〈∂αφ, φ〉
= − 1
4α
∂α‖φα‖2L2 > 0,
Finally, one checks from scaling that ∂α‖Ψα‖2 < 0 ⇐⇒ σ > 2d . This (up to
the equality sign) is the well-known instability condition for NLS. We now state
our first stable manifold theorem for focusing, cubic NLS in three dimensions. It
is conditional on the assumption that there are no imbedded eigenvalues in the
essential spectrum of the linearized operator.
THEOREM 3
(Schlag - 2004)
Consider NLS with σ = 1 in R3. Assume that the linearized operator does not
have any imbedded eigenvalues in its essential spectrum. Then there exists δ > 0
such that the following holds: Let Bδ(0) ⊂ W 1,1 ∩ W 1,2 be the ball centered at
0 of radius δ. There exists a codimension one Lipschitz graph Σ ⊂ Bδ(0) which
divides Bδ(0) \ Σ into two connected components and so that for initial data in
Ψ(·, 0) ∈ Σ+ φ(·, 1), there exists a global solution
Ψ(x, t) =W (x, t) +R(x, t),
with ‖R(·, t)‖∞ . δ〈t〉− 32 , R = eit∆R˜ + oL2(1). We have
W (x, t) = eiθ(t,x)φ(x − y(t), α(t)),
θ(t, x) = −
∫ t
0
v2(s)dx+ v(t)x + γ(t)
and
y(t) = 2
∫ t
0
v(s)ds + y0(t).
Finally, the vector π(t) := (γ(t), v(t), y0(t), α(t)) approaches a terminal vector π(∞)
which is δ close to the initial vector π(0) = (0, 0, 0, 1).
It is clear that we cannot have stability for initial data in the entire ball φ+Bδ(0).
In fact, σ = 1 is in the supercritical range for which Berestycki and Cazenave have
exhibited arbitrarily small perturbations of φ that lead to finite-time blow-up. On
the other hand, we do not understand the general behavior of solutions with data
in φ+Bδ(0) \ Σ.
We remark that the method of proof does not extend to the entire supercritical
range σ > 2/3. More precisely, an important gap property for the operators L±
(which we defined above) breaks down below some value σ∗ = 0.91396 . . .. The
gap property here refers to L+ and L− having neither an eigenvalue in (0, α
2] nor
a resonance at the edge α2. This was shown in some recent numerical work by
Laurent Demanet and the author. This numerical work also establishes that the
gap property does hold above σ∗, and thus in particular for σ = 1 (which is essential
for the proof of the theorem).
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For the proof of the theorem, we follow the basic strategy of the modulation the-
ory of Soffer andWeinstein. More precisely, we seek an ODE for π(t) = (γ, y, v, α)(t)
and a PDE for R. The ODE is constructed in such a way that the non-dispersive
nature of the root-space of H is eliminated. Note that the dimension of the root-
space is 8, as explained above, and π(t) has eight components. This agreement is
of course not only essential but also no coincidence, as π has as many components
as there are symmetries, and the dimension of the root-space must also agree with
the number of these symmetries.
Of fundamental importance are the following estimates on the linearized opera-
tor:
‖eitHPsf‖∞ . t− 32 ‖f‖1,
‖eitHPsf‖2 . ‖f‖2
where Ps projects onto the stable part of the spectrum (i.e., it is the identity minus
the Riesz projection onto the discrete spectrum). The proof of these bounds not
only requires that there are no imbedded eigenvalues in the essential spectrum, but
also the following properties:
• zero is the only point in the discrete spectrum
• the edges ±α2 are neither eigenvalues nor resonances
We prove these facts by modifying some arguments of Galina Perelman for the
case d = 1 and σ = 2. It is at this point that the aforementioned numerical work
by Demanet and the author becomes essential.
In one dimension a corresponding result was proven by Joachim Krieger and
the author in the entire supercritical range σ > 2. This result was completely
unconditional and also did not rely on any numerics. Rather, one can prove all
the necessary spectral properties by means of the scattering theory established by
Buslaev and Perelman, as well as by invoking the explicit form of the ground state
in d = 1 (the latter is needed to prove that there are no imbedded eigenvalues).
The linear estimates needed for d = 1 are
‖eitHPsf‖∞ . t− 12 ‖f‖1
‖〈x〉−1eitHPsf‖∞ . t− 32 ‖〈x〉f‖1
The latter bound is somewhat curious, in so far as it does not hold in the free
case H = −∂2. Rather, it exploits that the edges of the essential spectrum are not
resonances (which of course fails in the free case). Heuristically, one can arrive at
the second bound as follows. Suppose the scalar operator −∂2+V does not have a
resonance at zero energy. This is well-known to be equivalent to the fact that the
distorted Fourier basis {e(x, ξ)}ξ∈R vanishes when ξ = 0. Now write the evolution
relative to this basis:
eitHPsf(x) =
∫
eitξ
2
e(x, ξ)〈f, e(·, ξ)〉 dξ.
By the vanishing of e(·, 0), we integrate by parts in ξ gaining a factor of t−1.
However, this evidently comes at the expense of a factor of x. Hence, we obtain the
t−
3
2 decay by invoking the dispersive decay on top of the t−1 gain, leading to the
above bound. On a more heuristic level, we remark that compact data f should be
thought of as having traveled distance t after time t. Due to the weight 〈x〉−1 this
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will lead to a gain of t−1 on top of the dispersive decay of t−
1
2 . The point of not
having a resonance at the edge is to avoid having some mass ”being stuck” around
the origin. This would of course invalidate the heuristic idea of transport.
The possibility of obtaining improved decay bounds at the expense of weights was
apparently discovered by Murata in the 1980s. It applies only to those cases where
the free operator has a zero energy resonance, i.e., when d = 1, 2. In dimension
two, Murata discovered an improvement of (log t)−2 over the free dispersive decay.
We remark that the presence of these weights leads to substantial technical
problems in the proof of the 1-d stable manifold theorem (as compared to the 3-d
result).
Finally, we would like to point the reader to the second stable manifold paper
with Krieger which deals with the pseudo conformal blow-up solutions for critical
NLS in d = 1. The t−
3
2 bound again plays a crucial role, but this is not the venue
to explain the blow-up argument in any detail.
As stated above, we desire to understand stability of the focusing, quintic NLW
ψ − ψ5 = 0
around the special solutions φ(·, a). Recall that Aubin showed that there exists
φ = φ(·, a) > 0 such that −∆φ(·, a)− φ5(·, a) = 0. Explicitly, with a > 0
φ(x, a) = (3a)
1
4 (1 + a|x|2)− 12
Note from the formula above that φ(x, a) ∼ 1|x| and also ∂aφ(x, a) ∼ 1|x| . In
particular, neither φ nor ∂aφ belong to L
2(R3). We also remark that it is essential
for us to work with the quintic, i.e., H1-critical equation for a number of reasons.
For example, by a result of Gidas and Spruck, there are no positive solutions of
∆φ+ φp = 0 in R3 if p < 5.
We wish to study radial perturbations to the initial data of the form(
ψ(0)
∂tψ(0)
)
=
(
φ(·, 1)
0
)
+
(
f1
f2
)
.
As mentioned before, Bizon, Chmaj, and Tabor, as well as Szpak, studied this
problem numerically. They tested initial data (f1, f2) from a one-parameter family
of functions (e.g., Gaussians with changing variance) and observed that there is a
unique point on such a curve of data at which there is long-time stability. This
point splits the curve into two connected components (i.e., intervals). One interval
led to instability (or possibly blow-up), whereas another led to scattering to a free
wave. By letting this curve of initial data vary, they then observed that the unique
stability point sweeps out a codimension one stable manifold on which the family
φ(·, a) acts as a one-dimensional attractor.
Our theorem establishes the existence of such a codimension one stable manifold.
However, at this point we cannot describe the behavior off the manifold. We now
state the theorem, which already appeared above, in full detail.
THEOREM 4
(Krieger-Schlag - 2005)
Let R > 1. Denote
XR = {(f1, f2) ∈ H3rad ×H2rad, supp(fj) ⊂ B(0, R)}.
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Define
Σ0 = {(f1, f2) ∈ XR : 〈k(·, 1)f1 + f2, g(·, 1)〉L2 = 0},
where −k2 is the unique negative eigenvalue of the linearized Hamiltonian and g is
the associated ground-state eigenfunction. There exists δ > 0 such that if (f1, f2) ∈
Bδ(0) ⊂ Σ0, then there is a real number h(f1, f2) such that
|h(f1, f2)| . ‖(f1, f2)‖2XR ,
|h(f1, f2)− h(f˜1, f˜2)| . δ‖(f1, f2)− (f˜1, f˜2)‖XR
for (f1, f2), (f˜1, f˜2) ∈ Bδ(0)
and 

ψ − ψ5 = 0(
ψ(·, 0)
∂tψ(·, 0)
)
=
(
φ(·, 1)
0
)
+
(
f1(·) + h(f1, f2)g(·, 1)
f2(·)
)
has a global solution. Moreover, this global solution admits the representation
ψ(·, t) = φ(·, a(∞)) + v(·, t) where
‖v(·, t)‖∞ . δ〈t〉−1,
‖(v, ∂tv)− (v˜, ∂tv˜)‖H˙1×L2 → 0
as t→∞ where v˜ = 0 and (v˜, ∂tv˜) ∈ H˙1 × L2.
The radial assumption is more than a mere convenience. It assures that the
bulk term remains at the origin. In other words, in case of nonradial perturba-
tions we would need to allow φ to move away from the origin, i.e., φ(X(t, x), a(t))
where X(x, t) preserves the Lorentz invariance. In the same spirit, recall that the
eigenspace at zero is generated by the functions ∇φ (an expression of translation
invariance), whereas the resonance at zero results from the dilation invariance. The
latter is the only allowed symmetry in the radial case.
The map
Bδ(0)→ H3rad ×H2rad : (f1, f2) 7→ (f1(·) + h(f1, f2)g(·, 1), f2)
traces out a (small) manifold Σ. By our estimates, Σ can be written as a Lips-
chitz graph and Σ0 is the tangent plane to the desired manifold Σ (because of the
quadratic bound on h).
For a general Schro¨dinger operator H = −∆ + V in R3 the spectrum changes
under the scaling V → λ2V (λx) by multiplication by λ2. By inspection, φ(λx, a) =
λ−
1
2φ(x, λ2a). Hence, our linearized operators
H(a) = −∆− 5φ4(·, a)
have the property that the spectrum depends on a via scaling. In particular, this
is true of k (and of course g(·, a) depends on a in a similar fashion).
To prove the theorem, we make the ansatz ψ(t, x) = φ(x, a(t)) + u(t, x) with
some path that satisfies a(0) = 1 (we will in fact also need that a˙(0) = 0 as well as
|a˙(t)| . δ〈t〉−2). Then we plug this ansatz into our NLW which yields
∂ttu−∆u− 5φ4(·, a(t))u(t) = −∂ttφ(·, a(t)) +N(φ(·, a(t)), u)
with the nonlinearity
N(u, φ) = 10u2φ3 + 10u3φ2 + 5u4φ+ u5
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Let us define V (a) = −5φ4(·, a). We want to eliminate the time dependence in V ,
so we look at V (a(∞)) and define
V (a(∞))u = ∂ttu−∆u− 5φ(·, a(∞))u.
Thus, the linearized equation becomes
V (a(∞))u = −∂ttφ(·, a(t)) +N(φ(·, a(t)), u) + (V (·, a(∞)) − V (·, a(t)))u =: (∗)
Before we say more on how to analyze this equation, let us look at the Schro¨dinger
operator H(a) = −∆+ V (·, a). The following relations were already noted above:
H(a)∂aφ = 0 from dilation invariance
H(a)∇φ = 0 from translation invariance.
Since ∂aφ 6∈ L2 we have a resonance at the point 0 of the spectrum.
Let us discuss the spectrum of the above operator (on the radial subspace).
First of all, since V (a) decays like |x|−4, a result of Agmon and Kato implies that
there is no singular continuous spectrum as well as no imbedded eigenvalues in the
continuous spectrum. We also know that the absolutely continuous spectrum is the
same as that of −∆, namely [0,∞). Hence, we can decompose L2rad = L2pp ⊕ L2ac.
The pure-point part L2pp is a one-dimensional space consisting of span{g}. Since g is
a ground-state solution, it decays exponentially. This decomposition is blind to the
resonance. In particular, there is no L2 projection associated with the resonance
function. We shall say more about the characterization of resonances in terms of
the perturbed resolvent in the next lecture. The basic principle is as follows: Look
at (H(a)− z2)−1. As z → 0 in Im z > 0, this can either approach a bounded or an
unbounded operator in a suitable weighted L2 topology. Due to the work of Jensen
and Kato from 1978, we know that this operator can be Laurent expanded in the
form
(H(a)− z2)−1 = c−2
z2
+
c−1
z
+O(1).
Clearly, −c2 must equal the orthogonal projection onto the zero energy eigenspace,
whereas c−1 has contributions from both the resonance and the eigenfunctions at
zero. For now, let us not concern ourselves with respect to which topology this is
valid. Let us rather note that in our application we not only eliminate c−2 but
also that c−1 is solely due to the zero energy resonance (recall the restriction to the
radial subspace).
We now return to a more detailed description of the main ansatz. Rewrite the
linearized equation as a Hamiltonian system:
∂tU = JH∞U +
(
0
(∗)
)
,
where
U =
(
u
∂tu
)
, J =
(
0 1
−1 0
)
,
H∞ =
(
H(a(∞)) 0
0 1
)
.
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It is of course necessary to understand the propagator etJH∞ , and therefore also
the spectrum of the operator JH∞. To this end, note that if
JH∞
(
f1
f2
)
= E
(
f1
f2
)
,
then H(a(∞))f1 = −E2f1.
The conclusion here is that spec(JH∞) =
√−specH(a(∞)) = iR ∪ {±k}. More-
over, both ±k are simple eigenvalues with eigenfunctions G±.
Define P− and P+ to be the Riesz projections associated with the eigenvalues
−k and k, respectively. This can be done in the standard way by taking contour
integrals of the resolvent. More importantly, they turn out to be very explicit rank
one operators with kernels defined by the ground state function and eigenvalue.
Decompose the full solution U(·, t) as
U(·, t) = n+(t)G+ + n−(t)G− + U˜(·, t),
where (I−P+−P−)U = U˜ . Then, we get the following hyperbolic system of ODEs
in the plane (with k = k(·, a(∞))):(
n˙+(t)
n˙−(t)
)
+
( −k 0
0 k
)(
n+(t)
n−(t)
)
=
(
F+(t)
F−(t)
)
∈ L∞t (0,∞).
Now let us find the unique line in the plane with the property that initial data
chosen on it lead to bounded solutions:
n+(t) = e
tkn+(0) +
∫ t
0
ek(t−s)F+(s) dx
e−tkn+(t)→ 0 = n+(0) +
∫ ∞
0
e−ksF+(s) ds(1)
⇒ n+(t) = −
∫ ∞
t
ek(t−s)F+(s) ds.
It follows from the final relation that n+(t) inherits the decay of F+(t) (e.g. any
decay like t−β with β > 0) provided n+(0) is chosen as in (1). Thus, (1) is precisely
the stability condition that we use to define the (unique) correction to the initial
data which leads to bounded U at each step of the Banach iteration. Summing up
all these corrections then yields the function h(f1, f2). Next, by the explicit form
of the projections P± one checks that
U˜ =
(
u˜
∂tu˜
)
where u˜ = P⊥
g(·,a(∞))u. Hence, we can go back from the Hamiltonian system to the
wave equation
V (·,a(∞))u˜ = P
⊥
g(·,a(∞))(∗),
u˜(0) = P⊥g(·,a(∞))(f1 + h(f1, f2)g(·, 1)),
∂tu˜(0) = P
⊥
g(·,a(∞))f2
where (∗) stands for the right-hand side of the linearized equation, see above. As
a starting point for bounding the solutions of this wave-equation, we show that for
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some constant c0 6= 0
(2)
sin(t
√
H(a(∞)))√
H(a(∞)) P
⊥
g(·,a(∞))f = c0∂aφ(·, a(∞)) ⊗ ∂aφ(·, a(∞))f + S∞(t)f,
where the first operator is due to the resonance (and therefore must be rank one)
and ‖S∞(t)f‖∞ . 〈t〉−1‖f‖W 1,1 . If we choose f to be a Schwartz function, say,
then the first operator here is well-defined (despite the fact that ∂aφ 6∈ L2) and it
is given explicitly as
c0 ∂aφ(x, a)
∫
∂aφ(y, a)f(y) dy.
Let us give a naive reason for the constant term which the resonance produces in
the sine-evolution. First, the sine-evolution operator acting on ∇φ (a zero eigen-
function) would give a growth rate of t (just Taylor-expand). The dispersive part
decays like t−1. Naively, the resonance should be half-way in between and grow
something like t0. This is actually the case. In our proof, we show also that the
cosine evolution operator is dispersive.
We continue our discussion of the stable manifold theorem for NLW. As men-
tioned previously, we make the ansatz
(3) ψ(x, t) = φ(x, a(t)) + u(x, t)
The theorem is proved by solving for a and u globally in time in such a way that u
disperses and a(t) converges to a limit which is δ-close to a(0) = 1. Note, however,
that we cannot prove energy scattering for u to a free wave, which explains why we
stated the scattering for a different decomposition of u. To understand this better,
one checks from the Duhamel formula1 for the nonlinear solution ψ that for any
t2 > t1 > 0
ψ(·, t2)− ψ(·, t1) ∈ L2
Since
ψ(·, t2)− ψ(·, t1) = φ(·, t2)− φ(·, t1) + u(·, t2)− u(·, t1)
and φ(·, t2)− φ(·, t1) 6∈ L2 we see that
u(·, t2)− u(·, t1) 6∈ L2
On the other hand, if u were to scatter to a free wave, then ∂tu ∈ L2 and conse-
quently u(·, t2)−u(·, t1) ∈ L2. The truth is that u scatters to a free energy solution
up to a small, decaying piece which has the same behavior at spatial infinity as
∂aφ(·, a). In fact, our proof shows that
(u, ∂tu) = (u˜, ∂tu˜) + (0,−a˙(t)∂aφ(·, a(t))) + oH˙1×L2(1)
as t → ∞ where (u˜, ∂tu) is a free wave with (u˜, ∂tu)(0) ∈ H˙1 × L2. Consequently,
if we set
v(·, t) = u(·, t) + φ(·, a(t)) − φ(·, a(∞))
then v scatters and
ψ(·, t) = φ(·, a(∞)) + v(·, t)
as claimed in our theorem. The ansatz (3) modifies the profile of φ at spatial infinity
instantaneously. While this is convenient technically, it may be less so physically,
since perturbations should propagate at finite speed. The fact that we modify φ
1This was pointed out by Herbert Koch
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outside of the light-cone of course forces us to absorb the change in that region
by means of u. This is exactly why u does not scatter. It is natural to ask for
an ansatz which does modify the profile of φ only inside the light-cone. Thus, the
question is as follows: can we write the stable solutions as
ψ(·, t) = φ(·, a(t))χ1(·, t) + φ(·, 1)χ2(·, t) + u(·, t)
where χ1 is a cut-off inside the light cone and χ2 is a cut-off outside the light-cone,
and u disperses and scatters in the energy space? It remains to be seen if our proof
can accommodate this ansatz.
One of our goals for this lecture is to explain how to obtain the ODE for a(t).
This hinges on the linear estimates that we derived for the wave equation with a
potential. During the past twelve years there has been much activity on dispersive
and Strichartz estimates for the wave equation with a potential. Specifically, we
would like to mention the work by Beals, Strauss, Cuccagna, Georgiev, d’Ancona,
Pierfelice, Visciglia, and Yajima. However, these authors either assume that the
potential is positive, or small, or that zero energy is neither an eigenvalue nor
a resonance. In addition, varying degrees of smoothness and decay are assumed.
Since we are dealing with a negative potential that leads to a zero energy resonance,
none of these results apply to our problem.
However, for the Schro¨dinger equation with a potential there has been recent
work of a similar flavor to what is needed here. Let us mention the following result
from 2004 (there is a matrix version of this result from 2005 which is relevant to
the linearized NLS, see above).
THEOREM 5
(Erdogan-Schlag)
For any Hamiltonian H = −∆+ V with a real-valued potential V (x) decaying like
〈x〉−β, β > 12, we have
‖(eitHPc − t− 12Ft)f‖∞ . t− 32 ‖f‖1,
where Ft is an operator for which supt ‖Ft‖L1→L∞ <∞.
Furthermore, if zero is not an eigenvalue but only a resonance, then Ft is rank
one, and one can give an explicit expression for Ft. Independently, Yajima proved
a similar result which required less decay of V and he gave an explicit expression
for Ft in all cases.
As mentioned before, a unifying approach to resonances and/or eigenvalues at
zero energy is given by the Laurent expansion of the perturbed resolvent around
zero. To this end, we again recall the Jensen, Kato formula
(−∆+ V − z2)−1 = c−2
z2
+
c−1
z
+ c0 + c1z + ...,
where we can incorporate the non-singular terms into O(1) relative to a suitable
weighted L2 operator norm. To understand the relevance of this expansion, let us
consider the free case V = 0 in dimensions one and three.
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Example 1
Let d = 1 and V = 0. We then have, for all Im z > 0,
(− d
2
dx2
− z2)−1(x, y) = e
iz|x−y|
2iz
=
1
2iz
+
eiz|x−y| − 1
2iz
=
c−1
z
+O(1).
Hence, c−1 =
1
2i1 ⊗ 1. This tells us that 1 is a resonance function. Indeed, it is
clear that y(x) = 1 is a solution of −y′′(x) = 0. More generally, we say that zero is
a resonance of − d2
dx2
+ V provided there is a bounded, nonzero, solution of
(− d
2
dx2
+ V )f = 0
The reason for L∞ lies with the mapping properties of the free resolvent. Also, if
V decays sufficiently fast, then zero energy is never an eigenvalue (this is specific
to d = 1).
Example 2
For d = 3 and V = 0, we have for Im z > 0
(−∆− z2)−1(x, y) = e
iz|x−y|
4π|x− y| .
Hence, we see that there is no singular term in z and hence no resonance at 0. As
in the case d = 1 there is a characterization of resonances as solutions of Hf = 0.
Indeed, we say that zero is a resonance iff there is f ∈ L2,−σ \ L2 for σ > 12
(−∆+V )f = 0. In particular, f(x) = 1 is not a resonance in d = 3. To understand
this definition better, let us write (−∆+V )f = 0 equivalently as f+(−∆)−1V f = 0.
Explicitly,
f(x) = − 1
4π
∫
R3
V (y)
|x− y|f(y)dy = −
1
4π
∫
R3
V (y)f(y) dy +O(〈x〉−2).
This shows us two things:
• Since |x|−1 : L2,α1 → L2,−α2(R3) as convolution operator provided α1, α2 >
1/2 and α1 + α2 > 1, we see that necessarily
f ∈ L2,−σ(R3) ∀ σ > 1
2
at least if |V (x)| . 〈x〉−2−ǫ. This explains the definition of a resonance
function.
• In fact, in that case f decays like |x|−1 at infinity iff ∫ V f(y) dy 6= 0 (the
resonant case), whereas f is an eigenfunction decaying like |x|−2 at infinity
iff
∫
V f(y) dy = 0.
It is of course important to understand how to obtain Laurent expansions of the
perturbed resolvent. This was done by Jensen and Kato around 1978, but a more
transparent approach was recently found by Jensen and Nenciu. Let us state the
main lemma from their paper.
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LEMMA 3
(Jensen-Nenciu - 2001)
Let H be a Hilbert space, and suppose that bounded operators
A(z) = A0 + zA1(z) : H → H
are given for all z ∈ F ⊂ C \ {0}. In addition, assume that A1(z) is uniformly
bounded in z, and that A∗0 = A0. Suppose that zero is an isolated point of the
spectrum of A0 and let
S = Proj(KerA0)
be of finite, positive rank. Then (A0+S)
−1 exists, and thus (A(z)+S)−1 also exists
for small z. Define
B(z) =
1
z
(S − S(A(z) + S)−1S)
Then A(z) is invertible iff B(z) is invertible on SL2, and in that case we have
A(z)−1 = (A(z) + S)−1 +
1
z
(A(z) + S)−1SB(z)−1S(A(z) + S)−1.
Note that B(z) is uniformly bounded in the operator norm as z → 0. Indeed,
S − S(A0 + S)−1S = 0
due to the self-adjointness of A0.
The connection between this lemma and resolvent expansions is furnished by the
symmetric resolvent identity: Let V = v2U were U = sgnV . Then
RV (z) := (−∆+ V − z2)−1 = R0(z)−R0(z)v(U + vR0(z)v)−1vR0(z)
for all Im z > 0. Let us set
A(z) = U + vR0(z)v = U + vR0(0)v + z
v(R0(z)−R0(0))v
z
=: A0 + zA1(z)
If A0 is invertible, then the Laurent expansion of RV (z) around z = 0 has no
singular terms. The converse is also true. Thus zero energy is neither an eigenvalue
nor a resonance iff A0 is invertible. Using Fredholm theory (and the compactness of
vR0(0)v on L
2), we conclude that A0 is invertible iff there is no nonzero L
2 solution
of
(U + v(−∆)−1v)f = 0
This in turn is equivalent to the existence of certain solutions h to
(−∆+ V )h = 0
Indeed, formally set h = (−∆)−1vf .
In our application to NLW, A0 is therefore not invertible. We apply the Jensen,
Nenciu lemma and check that the B(z) is invertible. Since S is rank-one in this
case, this invertibility is equivalent with the nonvanishing of a number. Not sur-
prisingly, this number exactly turns out to be
∫
V (y)∂aφ(y, a) dy 6= 0, see above.
Hence, the Jensen, Nenciu lemma allows us to perform the Laurent expansion with
relatively explicit coefficients. This latter feature is most relevant for understanding
the evolution operators of the perturbed wave equation. Indeed, by the spectral
calculus,
sin(t
√
H)√
H
Pc =
1
iπ
∫ ∞
−∞
sin(tλ)
λ
RV (λ)λdλ.(4)
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In order to derive dispersive estimates we follow the usual path of splitting the
integration here into |λ| > ǫ and |λ| < ǫ for some ǫ small enough. It is common
knowledge that dispersive estimates for perturbed operators belong to the realm
of a zero energy theory. The point here is that energies different from zero cannot
destroy the free rate of decay. Only zero energy can do that. Nevertheless, the
regime |λ| > ǫ is non-trivial in particular with respect to the amount of decay of V
required to make this work. Recall that we have exactly |x|−4 decay in NLW. To
appreciate the difficulty of lowering the decay requirements on V see Goldberg’s
paper [Gol]. At any rate, in this regime we work with the (finite) Born expansion
RV = R0 −R0V R0 +R0V R0V R0 ∓ ...±R0V · · ·V RV V · · ·V R0
Plugging the terms here not involving RV into the right-hand side of (4) leads
to completely explicit expressions for the kernels due to the explicit nature of R0
in R3. It is therefore possible, with some work, to obtain the desired dispersive
bounds on those kernels. For the remainder term, which still involves RV , we rely
on the so-called limiting absorption principle due to Agmon. This refers to the fact
that the (perturbed) resolvent remains bounded on weighted L2 spaces. For further
details on not small energies, we refer the reader to our paper.
For energies |λ| < ǫ, we expand the resolventRV as in the Jensen, Nenciu lemma.
The singular term ultimately leads to the non-decaying part
c0 ∂aφ(·, a)⊗ ∂aφ(·, a)
whereas we show in our paper that the nonsingular terms yield a dispersive operator
S(t), see (2) above. Dispersion here refers to bounds in L∞. It is an open question
whether or not S(t) satisfies Strichartz estimates. For this see the author’s work
on Littlewood-Paley theory and the distorted Fourier transform.
To conclude these lectures, let us turn to the question of how to determine the
ODE for a(t). To this end let us recall that we write the solution vector in the form
(
u(·, t)
∂tu(·, t)
)
= n+(t)G+ + n−(t)G− + u˜(·, t)
As explained before, generally speaking n+ is an exponentially unstable mode. It
needs to be stabilized by means of the stability condition (1). This is the origin of
the codimension one condition. On the other hand, n− is exponentially decaying.
Finally, the remainder u˜ satisfies the equation
∂ttu˜+H(a(∞))u˜ =
P⊥g∞ [−∂ttφ(·, a(t)) + (V (·, a(∞)) − V (·, a(t))u(·, t) +N(u(·, t), φ(·, a(t))](5)
It is our goal to show that u˜ (and therefore also u) disperses, but this is non-obvious
because of the non-dispersive term in (2). This is precisely where a(t) comes in,
the point being that we will collect all non-decaying terms and observe that they
are all multiples of ψ := ∂aφ(·, a(∞)). To give a flavor of this, let us consider
the contribution of the first term in (5) to the Duhamel formula. It is (writing H
instead of H(a(∞)) for simplicity)
−
∫ t
0
sin((t− s)√H)√
H
P⊥g∞∂sa˙(s)∂aφ(·, a(s)) ds
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We could use the representation (2) here. However, this is very misguided since it
is impossible to let
c0 ψ ⊗ ψ
act on ∂aφ(·, a(s)) (because of ∂aφ 6∈ L2(R3)). Instead, we proceed as follows:
−
∫ t
0
sin((t− s)√H)√
H
P⊥g∞∂sa˙(s)∂aφ(·, a(s)) ds = a˙(0)
sin(t
√
H)√
H
P⊥g∞∂aφ(·, a(0))
+
∫ t
0
a˙(s) cos((t− s)
√
H)P⊥g∞∂aφ(·, a(s)) ds(6)
Now observe that
sin(t
√
H)√
H
P⊥g∞ψ = tψ, cos(t
√
H)ψ = ψ
Using these relations and the fact that (for a1, a2 ∈ (1/2, 2))
∂aφ(·, a1) = (a2/a1) 54 ∂aφ(·, a2) +O(|a1 − a2|〈x〉−3)
we reduce ∂aφ(·, a(s)) to ψ by means of the scalar factor (a(∞)/a(s)) 54 . This shows
that we need a˙(0) = 0, and also allows us to pull out ψ from the integral above with
a factor depending on a(t). The remainder which comes from the O(〈x〉−3)–term
turns out to be dispersive. We refer the reader to our paper for further details.
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