The asymptotic behavior, as n → ∞ of the probability of the event that a decomposable critical branching process Z(m) = (Z1(m), ..., ZN (m)), m = 0, 1, 2, ..., with N types of particles dies at moment n is investigated and conditional limit theorems are proved describing the distribution of the number of particles in the process Z(·) at moment m < n, given that the extinction moment of the process is n.
Introduction
We consider a Galton-Watson branching process with N types of particles labelled 1, 2, ..., N and denote by Z(n) = (Z 1 (n), ..., Z N (n)) the population vector at time n ∈ Z + = {0, 1, ...} , Z(0) = (1, 0, ..., 0) . Denote by T N the extinction moment of the process. The aim of the present paper is to investigate the asymptotic behavior, as n → ∞ of the probability of the event {T N = n} and the distribution of the random vector Z(m), 0 ≤ m < n, given T N = n and assuming that Z(·) is a decomposable critical branching process.
Properties of the single-type critical Galton-Watson process given its extinction moment have been investigated by a number of authors (see, for instance, [5] , [6] , [10] ). Asymptotic properties of the survival probability for multitype indecomposable critical Markov processes as well as the properties of these processes given their survival up to a distant moment were analysed in [4] , [8] and [14] .
The decomposable branching processes are less investigated. We mention papers [1] , [2] , [9] , [11] , [12] , [13] , [16] , [17] , [18] , [19] in this connection where the asymptotic representations for the probability of the event {T N > n} are found under various restrictions and the Yaglom-type limit theorems for the distribution of the number of particles are proved for the multi-type decomposable critical Markov processes (and their reduced analogues) under the condition T N > n. However, the study of the asymptotic properties of the probability P (T N = n) for the decomposable critical Markov branching processes and investigation of the conditional distributions of the number of particles in these processes given T N = n, have not been considered up to now. The present paper deals with such circle of questions.
Namely, we consider a decomposable Galton-Watson branching process with N types of particles in which a type i parent-particle may produce children of types j ≥ i only.
Introduce the probability generating functions for the distribution laws of the offspring sizes of particles 
where the random variable η i,j is equal to the number of type j daughter particles of a type i particle. Let e i be an N -dimensional vector whose i-th component is equal to one while the remaining are zeros and 0 = (0, ..., 0) be an N -dimensional vector all whose components are zeros. The first moments of the components of Z (n) will be denoted as m i,j (n) = E [Z j (n) 
We say that Hypothesis A is valid if the decomposable branching process with N types of particles is strongly critical, i.e. (see [2] )
and, in addition,
] ∈ (0, ∞), i = 1, 2, ..., N − 1,
Thus, a particle of the process is able to produce the direct descendants of its own type, of the next in the order type, and (not necessarily, as direct descendants) of all the remaining in the order types, but not any preceding ones.
In the sequel we assume (if otherwise is not stated) that Z(0) = e 1 , i.e. we suppose that the branching process in question is initiated at time n = 0 by a single particle of type 1.
The
with the initial conditions
are important in the statements of the theorems to follow. Existence and uniqueness of the solutions of the mentioned equations are established in [2] . Note that if N = 2, then
Let
Denote
the extinction moment of the population consisting of the particles of types k, k + 1, ..., i, given that the process was initiated at moment n = 0 by a single particle of type k. To simplify notation, set T i = T 1i .
We fix N ≥ 2 and use, when it is necessary, the notation
Besides, we write a(n)
Asymptotic properties of the probability that a critical decomposable GaltonWatson branching process dies out at a fixed moment are described by the following theorem.
Theorem 1 If Hypothesis
A is valid, then
where
We now formulate four more theorems in which, given T N = n the limiting distributions of the number of particles at moment m are found depending on the ratio between the parameters m and n.
We see that, given {T N = n} particles of all types present in the process at the initial stage of its evolution.
Theorem 3 If m ∼ yn
γi for some y > 0 and i ∈ {1, 2, ..., N − 1} , then, for any s k ∈ [0, 1] , k = 1, ..., i − 1, and
Observe that if i > 1, then, under the conditions of Theorem 3 there are no particles of the types 1, 2, ..., i − 1 in the limit.
Let a i,i = 1 and for i < j
Theorem 4 If n γi ≪ m ≪ n γi+1 for some i ∈ {1, 2, ..., N − 1} , then, for any
We see that, under the conditions of Theorem 4 there are no particles of types 1, 2, ..., i in the limit.
It follows from Theorem 5 that at the final stage of the development the population contains particles of type N only.
We note that Theorems 2-5 may be considered as the statements describing the distribution of the number of vertices in the layers of certain classes simply generated random trees having a fixed hight (see [7] ). The vertices of such trees are colored by one of N colors labelled by numbers 1 through N, and the numbers of the colors are monotone decreasing from the leaves to the root. The reader may find a more detailed information about the properties of simply generated trees and their connection with branching processes in a recent survey [3] .
Preliminary arguments
In the sequel we denote by ε i (n), ε i (n; m), i = 1, 2, ... some functions vanishing as n → ∞. These function may be not necessary the same in different formulas.
Lemma 6 Let A, B, α and β be positive numbers, α > β, β ∈ (0, 1), and let ∆ n , n = 0, 1, 2, ... be a sequence nonnegative numbers meeting the recurrent relationships
Proof. Set γ = α − β and write ∆ n , n ≥ 2 in the form
Since
(12) takes the from
which, after evident transformations based on the condition β < 1 and the equalities
or, on account of (14),
We show that lim sup
If this is not the case, then there exists such a subsequence
Assume that ψ (n k ) → ∞. Let k be such that
Then (to simplify notation we agree to write n k = n)
Assume now that ψ (n k ) → −∞. Let k be such that
Clearly, the combination of (17) and (18) contradicts (16). This proves (15) . It follows from the obtained estimate and (13) that
Lemma 6 is proved.
We use the symbols P i and E i to denote the probability and expectation calculated under the condition that a branching process is initiated at moment n = 0 by a single particle of type i. Sometimes we write P and E for P 1 and E 1 , respectively.
Denote by
the second moments of the components of the process Z (n). Let b ikl = b ikl (1). For any vector s = (s 1 , ..., s p ) (the dimension will usually be clear from the context), and any vector k = (k 1 .....k p ) with integer valued components define
Further, let 1 = (1, ..., 1) be a vector of units. Sometimes it will be convenient to write 1 (i) for the i−dimensional vector with all components equal to one. Let
be the probability generating functions for the process Z(n) given the process is initiated by a single particle of type i ∈ {1, 2, ..., N } at moment 0. Clearly (see (1)),
and let
The starting point of our arguments is the following theorem being a simplified combination of the respective results from [1] and [2] :
Theorem 7 Let Z(n), n = 0, 1, ... be a decomposable critical branching process meeting the conditions (2), (3), (4) and (5). Then m j,j (n) = 1 and, as n → ∞
where a i,j are the same as in (11) and a jpq are nonnegative constants known explicitly (see [2] , Theorem 1).
In addition (see [1] , Theorem 1), as n → ∞
where c i,N are the same as in (9), and for
We need also the following Yaglom-type limit theorem proved in [16] and complementing Theorem 7. 
Proof of Theorem 1
The results of the previous section allow us to prove Theorem 1. For N = i we have
as n → ∞ and the sequence P (T N N = k) is monotone, (25) and Corollary 2 in [15] imply as n → ∞
proving Theorem 1 for i = N . Assume that the theorem is proved for all i ∈ {j + 1, N }, where 1 < j + 1 ≤ N . Let us demonstrate that it is true for i = j.
To this aim we put
Clearly that
It is easy to check that
where by the induction assumption
and, in view of (22)
Substituting the obtained estimates in (26) and recalling that b j = b jjj /2, we get
This representation, Lemma 6 and the equalities
This proves Theorem 1 by induction.
Auxiliary lemmas
We prove in this section a number of statements about the asymptotic behavior, as n → ∞ expectations of the form
and their derivatives with respect to the parameters λ l , l = 1, 2, ..., N depending on the rate of growth the parameter m = m(n) to infinity and the form of scaling r(n, m). We will show that the asymptotic behavior of the mentioned quantities is essentially different for the cases m ≪ n γ1 , m ∼ yn γi , y > 0, n γi ≪ m ≪ n γi+1 , i = 1, 2, ..., N − 1 and m ∼ xn, x ∈ (0, 1).
The case
be the indicator of the event that particles of types 1, 2, ..., k are absent in the population at time m. Suppose that I 0 (m) = 1. The aim of the present subsection is to prove the following lemma.
Lemma 9
If the asymptotic relation m ∼ yn γi , y > 0, is true for some i ∈ {1, ..., N − 1}, then for any j ∈ {i, ..., N − 1} and any tuple
The desired statement will be a corollary of a number of lemmas the first of them looks as follows.
Lemma 10
If the asymptotic relation m ∼ yn γi , y > 0, is true for some i ∈ {1, ..., N − 1}, then for λ l ≥ 0, l = i, ..., N and
Proof. Using (23) it is easy to check
which proves the lemma for i = 1. The cases when i ∈ {2, ..., N − 1} may be considered in a similar way. Lemma 10 is proved.
Lemma 11
If m ∼ yn γj , y > 0, and
Proof. Set
.., N, and consider the case i = 1 only, since the proof for i ∈ {2, ..., N − 1} requires only minor changes.
Clearly,
By (20) we have as n → ∞
Further, in view of (21)
The obtained estimates prove the lemma. Let η r,j (k, l) be the number of type j daughter particles of the l−th particle of type r, belonging to the k−th generation and let
be the total number of type j ≥ i + 1 daughter particles generated by all the particles of types p, p + 1, ..., i ever born in the process given that the process is initiated at time n = 0 by a single particle of type p ≤ i. Finally, put
Lemma 12 (see [16] , Lemma 1). Let Hypothesis A be valid. Then, as λ ↓ 0
and there exists a constant F i > 0 such that
Basing on Lemmas 11 and 12 we prove the following statement.
Proof. For i = 1 the statement of the lemma is a particular case of Lemma 10. Thus, we assume now that i ∈ {2, 3, ..., N − 1}. According to (22) for m ∼ yn γi the following relations are valid:
Therefore, to prove the lemma it is sufficient to show the validity of the second equality in (30) only. Recalling (22) once more, we have, as n → ∞,
Thus,
It is not difficult to check that for our decomposable branching process
and j ≥ i + 1, we conclude that, on the set
Note now that according to (23) for m ∼ yn γi , 
while by Lemma 11 we have for j > i
Hence it follows that if the condition
while by (31)
Using Lemma 12 we conclude that
As a result on account of (32) we have for m ∼ yn
as required. The lemma is proved. Proof of Lemma 9. Recalling Lemma 13 and using the relation log(1−x) = −x + o(x), x ↓ 0, we have
Since the prelimiting function in N − i + 1 complex variables λ i , ..., λ N is analytical and bounded in the domain {Reλ l > 0, l = i, i + 1, ..., N } :
and converges for the real-valued λ l > 0, l = i, i+1, ..., N, it follows by the Vitali and Weierstrass theorems that the limiting function is analytical in the domain {Reλ l > 0, l = i, i + 1, ..., N } and, in addition, the derivative of the prelimiting function with resect to any variable converges to the respective derivative of the limiting function. Hence, on account of the equality
it is not difficult to deduce that
or, in view of (33)
The first part of Lemma 9 is proved.
To prove the second part it is necessary, basing on the representation
to repeat almost literally the arguments used earlier.
The lemma is proved.
The case n
The aim of the present subsection is to check the validity of the following statement:
Lemma 14 If n γi ≪ m ≪ n γi+1 for some i ∈ {1, 2, ..., N − 1} , then, for any j ∈ {i, ..., N − 1} and
The needed result will be a corollary of a number of auxiliary statements.
Proof. Put
It is not difficult to check that, under the choice of variables
Using this inequality and the relations
following from Theorem 7, it is not difficult to demonstrate the validity of the lemma.
Proof. As before, it is sufficient to show the validity of the second equality. Similarly to the arguments used earlier in the proof of Lemma 13, we have
Further,
Lemma 15 and the estimate m ≪ n γi+1 give for k = o (m) and s l , l = i+1, ..., N, from (34) :
Hence it follows that the relations
are valid on the set
following from (29) and (35), and recalling (28) we conclude that
as required. Proof of Lemma 14. To demonstrate the validity of Lemma 14 it is sufficient to recall Lemma 16 and to repeat (with evident changes) the arguments used to prove Lemma 9.
The case
Proof. Recalling (23) and repeating the arguments used to demonstrate Lemma 9, we see that
Proof of the limit theorems
For m < n introduce the functions
where I {A} is the indicator of the event A. Our aim is to investigate the asymptotic behavior of the quantity
depending on the rate of growth of n and m to infinity. Clearly,
Using the formula
X l = 1, and setting
we obtain
We separately investigate the behavior of the functions G j (m, n; s) under an appropriate choice of the relationship between m and n and an appropriate choice of the components of s.
In view of the asymptotic relations (22) and Theorem 1, we have
it follows that for m ≪ n and s l = exp {−λ l /L l (m)}, where the functions L l (m), l = 1, 2, ..., N will be selected later on depending on the range of m under consideration, it is necessary to investigate, for each j = 1, 2, ..., N and up to negligible terms, the asymptotic behavior of the quantity
.
Consider first the case m ≪ n γ1 and let L l (m) = m l . Such a choice of parameters reduces (41) to
These considerations lead to the following statement.
Proof. We need to show that for
It follows from (37)- (42), Theorem 1 and the condition m ≪ n γ1 that for every j = 1, 2, ..., N it is necessary to investigate the asymptotic behavior of the quantity
According to Lemma 17,
where λ
Proof. Similarly to the proof of the previous lemma, it is necessary to calculate, for each j ∈ {i, i + 1, ..., N } the limit, as m → ∞ of the quantity
where we have used Lemma 9 at the last step. Hence the statement of the lemma follows easily, since
Corollary 20 Under conditions of Lemma 19
Proof. Clearly,
(N −i−1) be an N − i − 1-dimensional vector all whose components are zeros. It follows from the definition of Φ i (see (7) ) that
where (recall (8))
Rather cumbersome calculations (which we omit), basing on the equalities,
Combining this result with (44) and Lemma 19 gives lim inf
Corollary is proved.
Proof. Recalling (41) and Lemma 14, we see that it is necessary to calculate for j ≥ i Proof. Similarly to the proof of (41) one can show, using the notations from 
