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a b s t r a c t 
In recent years, proper orthogonal decomposition (POD) has become a popular model reduction method 
in the field of groundwater modeling. It is used to mitigate the problem of long run times that are often 
associated with physically-based modeling of natural systems, especially for parameter estimation and 
uncertainty analysis. POD-based techniques reproduce groundwater head fields sufficiently accurate for 
a variety of applications. However, no study has investigated how POD techniques affect the accuracy 
of different boundary conditions found in groundwater models. We show that the current treatment of 
boundary conditions in POD causes inaccuracies for these boundaries in the reduced models. We provide 
an improved method that splits the POD projection space into a subspace orthogonal to the boundary 
conditions and a separate subspace that enforces the boundary conditions. To test the method for Dirich- 
let, Neumann and Cauchy boundary conditions, four simple transient 1D-groundwater models, as well as 
a more complex 3D model, are set up and reduced both by standard POD and POD with the new exten- 
sion. We show that, in contrast to standard POD, the new method satisfies both Dirichlet and Neumann 
boundary conditions. It can also be applied to Cauchy boundaries, where the flux error of standard POD is 
reduced by its head-independent contribution. The extension essentially shifts the focus of the projection 
towards the boundary conditions. Therefore, we see a slight trade-off between errors at model bound- 
aries and overall accuracy of the reduced model. The proposed POD extension is recommended where 
exact treatment of boundary conditions is required. 
© 2018 Elsevier Ltd. All rights reserved. 
1. Introduction 
The building and application of groundwater models is one 
of the major fields supporting modern groundwater management. 
As these models often couple well-understood physical princi- 
ples with insufficiently known and highly spatially variable aquifer 
properties, computerized calibration of parameters and robust un- 
certainty analysis of model predictions are mandatory for mean- 
ingful interpretation of the results. Unfortunately, calibration and 
uncertainty analysis often require many model runs. Modern ad- 
vances in computer performance and parallelization can alleviate 
these run times only to a limited extent. 
Over the years, many researchers tackled this problem with 
model reduction. Many different methods have been applied to 
reduce run times of physically-based groundwater models. Usu- 
ally, model (run-time) reduction comes at a cost of model ac- 
∗ Corresponding author. 
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curacy. Balancing this trade-off has been the main focus of re- 
search. Model reduction techniques in groundwater can be roughly 
put into three categories: data-driven methods, projection-based 
methods and structural reduction methods. The data-driven meth- 
ods include artificial neural networks ( Taormina et al., 2012 ), 
certain forms of polynomial chaos expansion ( Oladyshkin and 
Nowak, 2012 ) or Bayesian networks ( Fienen et al., 2013 ). The most 
prominent projection-based method is proper orthogonal decom- 
position (POD) ( Vermeulen et al., 2004b ; McPhee and Yeh, 2008 or 
Siade et al., 2010 , for example), followed by the Fourier model re- 
duction ( Willcox and Megretski, 2005 ). Structural reduction meth- 
ods directly reduce the size of the model discretization or simplify 
the representation of the processes ( von Gunten et al., 2014 ). Struc- 
tural simplification can go along with parameter reduction, like 
Doherty and Christensen (2011) did with the inversion-based up- 
scaling approach. 
Proper orthogonal decomposition projects the discretized model 
equations onto a subspace, usually by the Galerkin method. The 
subspace is mostly defined via singular vectors of simulations of 
https://doi.org/10.1016/j.advwatres.2018.03.011 
0309-1708/© 2018 Elsevier Ltd. All rights reserved. 
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the full model for pre-defined times and forcings, so-called snap- 
shots (see Winton et al., 2011 for an example of POD in groundwa- 
ter not based on snapshots). Recent research in POD for ground- 
water models focused on non-linear reduction (e.g. Stanko et al., 
2016 ), snapshot selection (e.g. Siade et al., 2010 ) or inverse mod- 
eling ( Boyce and Yeh, 2014 or Ushijima and Yeh, 2015 , for ex- 
ample), but did not focus on the effects of POD on the bound- 
ary conditions of the system. The full physically-based groundwa- 
ter model depends on the statement of and adherence to certain 
boundary conditions. While the POD method incorporates the orig- 
inal model equations, it does not explicitly adhere to the original 
boundary conditions. The approximation of groundwater heads in 
the reduced-order model (ROM) obtained by POD may lead to sig- 
nificant errors in boundary heads or fluxes. This is especially rel- 
evant if the ROM is used to predict boundary fluxes (groundwater 
discharge into rivers or low-land springs, for example). 
This problem has been analyzed in other research areas. 
Gunzburger et al. (2007) developed a method to treat Dirich- 
let boundaries explicitly by modifying the POD subspace to be 
orthogonal to the boundary conditions. This leads to an un- 
derdetermined system of equations that is then filled up with 
the corresponding projections of the original boundary equa- 
tions. Cosimo et al. (2016) built on this work by proposing dif- 
ferent methods of building the ROM, but still only with re- 
spect to Dirichlet boundaries. We transfer the idea proposed by 
Gunzburger et al. (2007) into the area of groundwater modeling. 
Furthermore, we significantly extend the method, now allowing 
the explicit treatment of all three types of boundary conditions 
(Dirichlet, Neumann and Cauchy) in POD-reduction of groundwa- 
ter models. We analyze the performance of the new method with 
several test cases ( Section 3 ) and study the trade-off between over- 
all model performance and accuracy at the boundary conditions 
( Section 4 ). 
2. Methods 
In this section, we will first give a short summary on the math- 
ematical basis of the groundwater models to which POD is typi- 
cally applied. Second, we briefly revisit the common POD method. 
We will then develop the extension of POD for explicit-boundary 
treatment (eb-POD) and explain the implications of its use. Finally, 
we will present different synthetic models used in this study to 
depict and test the new method, as well as the chosen methodol- 
ogy for snapshot selection. 
2.1. (Full) groundwater model 
In this work, we focus on groundwater models based on the 
groundwater flow equations. These equations have been presented 
in numerous studies ( Pinder and Celia, 2006 ). Thus we only sum- 
marized them here as required for developing the new method. 
More in-depth formulations can be found in the MODFLOW man- 
ual ( Harbaugh, 2005 ), for example. 
3D groundwater flow is usually described by the following par- 






















+ W = S ∂h 
∂t 
(1) 
with K being hydraulic conductivity [L/T], h the piezometric head 
[L], W a source/sink term [1/T] and S the storage term [1/L]. 
The solution of this differential equation requires initial and 
boundary conditions. Initial conditions are defined by specifying 
the head h (x, y, z, 0) = f 0 (x, y, z) at time zero. For the boundary 
conditions, three different types are most common: 
h = f 1 (t, x, y, z) Dirichlet (Type I) 
 n·∇h = f 2 (t, x, y, z) Neumann (Type II) 
 n·∇h + c(t, x, y, z) h = f 3 (t, x, y, z) Cauchy (Type III) 
(2) 






) ,  n is the normal vector to the boundary 
and f 1, 2, 3 and c can be functions in space and/or time. Conceptu- 
ally, Dirichlet boundary conditions represent specified heads, Neu- 
mann boundaries are specified fluxes, and Cauchy boundaries are 
specified leakages. 
Spatial and temporal discretization of Eq. (1) and its boundary 
conditions (e.g. by Finite Differences, Finite Volumes or Finite Ele- 
ments) leads to the following linear system of equations, provided 
here for implicit time-stepping in matrix notation: 
(R − L  t) h t+1 = Rh t +  tq (3) 
where R = f (S) , L = f (K) and q = f (W ) . 
After renaming for convenience, (R − L  t) = A and Rh t +  tq = 
b , Eq. (3) becomes: 
Ah t+1 = b (4) 
This system of linear equations is solved for every time step. The 
size of the system of equations depends on the number of model 
cells, n m , as follows: A ε R n m ×n m and b , h ε R n m ×1 . The boundary 
conditions from Eq. (2) can be found explicitly in boundary-related 
rows of the system in Eq. (4) . The solution of the equations for 
groundwater levels h requires iterative manipulation of A , a com- 
putationally (and therefore time-) demanding process. 
2.2. Proper orthogonal decomposition (POD) 
The POD method aims to reduce the size of Eq. (4) by projec- 
tion onto a suitable subspace. This subspace is created by singular 
value decomposition of a collection of previously collected system 
states (so-called snapshots). 
These snapshots are built by calculating the vectors of ground- 
water heads h at specific times t s = [ t s 1 , t s 2 , . . . , t sn s ] in the full 
model and saving them in the matrix H s = [ h s 1 , h s 2 , . . . , h sn s ] . The 
number of snapshots n s results in H s ε R n m ×n s . The process of snap- 
shot selection is detailed further in Section 2.5 . 
Now, the snapshot matrix H s is treated by singular value de- 
composition, 
H s = UV T (5) 
resulting in the matrix of left singular vectors U ε R n m ×n m , the 
diagonal matrix of singular values  ε R n m ×n s and the matrix 
of right singular vectors V ε R n s ×n s . The projection matrix P = 
[ u 1 , u 2 , . . . , u n r ] is a selection of left singular vectors from U , us- 
ing the singular values σ as selection criteria, similar to a principal 
component analysis. The number of retained singular values, n r , is 
chosen as follows: ∑ n r 
i =1 σi ∑ rank (S) 
i =1 σi 
× 100 ≥ RV (6) 
where RV is a chosen specific relative retained variance (i.e. of 
99.99%). Since singular values are ranked in descending order, this 
assures that the chosen RV of the snapshot set is achieved with 
the lowest possible number of singular vectors. n r is the size of 
the reduced model. 
Now, the Galerkin (1968) method is used to project Eq. (4) onto 
the subspace spanned by the columns of P : 
P T APr t+1 = P T b (7) 
Solving Eq. (7) is much more time-efficient compared to the 
original Eq. (4) because n m n r . The groundwater heads in the 
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original model are calculated from this as follows: 
h  Pr (8) 
This approximation captures the RV% of the dynamics repre- 
sented by the snapshots in H s . However, no explicit lines can be 
found anymore that enforce the boundary conditions. 
2.3. Explicit-boundary POD 
2.3.1. General form 
The original Eq. (4) handles boundary conditions explicitly to 
assure the correct solution in affected cells. This does not hold for 
the reduced model in Eq. (7) , where boundary conditions are only 
approximated due to the projection onto the subspace. We pro- 
pose an explicit-boundary POD method (eb-POD), which modifies 
the original POD equations to enforce the boundary conditions in 
the reduced model. The simplified handling of Dirichlet boundaries 
( Section 2.3.2 ) is taken directly from Gunzburger et al. (2007) . In 
this contribution, we generalize their approach for the application 
to all three types of boundaries (see Eq. (2) ), which is subsequently 
presented. 
In our new method, we replace part of the reduced model with 
the equations for the original boundary conditions. For this, we 
need to modify the projection matrix P of the reduced model to 
remove the approximation regarding these boundaries. 
First, we collect the rows of P corresponding to the indepen- 
dent boundary conditions ( bc ) we want to treat explicitly into N . 
Independent boundaries means that for several rows (and there- 
fore model cells) that are all subjected to the same forcing (for 
example by representing the same constant head boundary along 
a model edge), only one row has to be collected into N : 
N = P (bc, ·) (9) 
In our notation, the first index of a matrix stands for the po- 
sition of rows, while the second index stands for the position of 
columns. P ( bc , · ) therefore denotes a subset of P with the bc rows 
and all columns, respectively. Likewise, Q (·, n bc + 1 : n r ) denotes a 
subset of Q of all rows and (n bc + 1) to n r columns. 
The transpose of matrix N is now decomposed by QR- 
factorization: 
Q , R = qr (N T ) (10) 
The columns of the resulting matrix Q of size n r ×n r form an 
orthonormal basis for N . The number of independent boundary 
conditions n bc must be smaller than the reduced model size n r . 
Then, the (n bc + 1) : n r columns of Q hold the coefficients of the 
linear combinations of P that are independent of the boundaries, 
as the 1: n bc columns of Q retain all information regarding the 
boundaries. 
Multiplication of these (n bc + 1) : n r columns of Q with P leads 
to: 
 = PQ (·, n bc + 1 : n r ) (11) 
The matrix  has the size n m ×n r 2 , where n r2 = n r − n bc . It con- 
tains linear combinations of the POD basis functions that vanish at 
the boundaries. Thus,  is a reduced version of P that is cleaned 
from the inaccurate boundary-related information contained in the 
original projection matrix. We can now substitute Eq. (11) into 
Eq. (7) : 
T APr t+1 = T b (12) 
Because the size n r of P and r is larger by n bc than the num- 
ber of columns n r 2 of , Eq. (12) is underdetermined. As  is 
boundary-independent and the number of missing equations is n bc , 
we can now add the accurate boundary conditions from the origi- 
nal model: 
A (bc, ·) h t+1 = b (bc) (13) 
As Eq. (12) works with the reduced solution r instead of h , we 
use the same approximation ( Eq. (8) ) in Eq. (13) : 
A (bc, ·) Pr t+1 = b (bc) (14) 
Combining the new reduced model ( Eq. (12) ) with the reduced 
form of the boundary ( Eq. (14) ) leads to the final system of equa- 
tions for the eb-POD reduced model: [
T AP 
A (bc, ·) P 
]






where the approximation of groundwater heads is again h  Pr . 
2.3.2. Dirichlet boundaries 
Due to the way Dirichlet boundaries are implemented into 
groundwater models, their handling with the eb-POD simplifies the 
Eq. (15) for Dirichlet boundary cells ( dc ). The corresponding sys- 
tem matrix diagonals, A ( dc, dc ), are 1, while the off-diagonal el- 
ements are 0. This leads to h t+1 (dc) = b (dc) where b ( dc ) is the 
fixed groundwater head at the Dirichlet boundary. This simplifies 
A ( bc , · ) P of Eq. (15_ for the Dirichlet boundaries, leading to: [ 
T AP 
A (nc, ·) P 
P (dc, ·) 
] 







where nc denotes the explicitly treated boundaries that are not 
of Dirichlet-type (Neumann and Cauchy boundaries) and dc rep- 
resents the Dirichlet boundary cells. If only Dirichlet bound- 
aries are to be handled by eb-POD, Eq. (16) simplifies to the 
method presented in the field of Applied Mechanical Engineering 
by Gunzburger et al. (2007) . Therefore, Eq. (16) is the general- 
ization of that method to the three featured boundary condition 
types. Again, the approximation of groundwater heads is still h  Pr . 
Note that Dirichlet boundaries can potentially be handled cor- 
rectly by standard POD with several restrictions to the ROM build- 
ing process: 
• the model must simulate drawdown instead of groundwater 
heads. For drawdown, Dirichlet boundary conditions are al- 
ways zero, thus not affected by the subspace projection of 
POD, as has been shown by Siade et al. (2010) . Groundwater 
heads and fluxes can be calculated from the drawdown simu- 
lations by simple superposition of drawdown with the ground- 
water heads without pumping, which are subsequently termed 
“pseudo-steady-state”. However, this can only be applied to lin- 
ear groundwater models. 
• Dirichlet boundary cells must be omitted in the calculation of 
the POD ROM (by excluding its rows from the snapshot ma- 
trix H s and thus from P ). Instead these cells are set to the cor- 
rect values manually. This is sometimes done in groundwater 
POD in general (presumably for better accuracy at the Dirichlet 
boundaries), as is stated in Vermeulen et al. (2004a) . 
• preprocessing of the snapshots is necessary (see Section 2.5 ) 
to compute drawdowns by subtraction of the pseudo steady- 
state. For variable Dirichlet boundaries, this pseudo steady-state 
heads are time-dependent and have to be computed for every 
time step. Thus, an additional full model run without pumping 
is necessary offline to create the corresponding pseudo steady- 
state. The additional computational requirements reduce the ef- 
ficiency of the POD model reduction.These limitations in the 
handling of Dirichlet boundaries are overcome by our proposed 
eb-POD method. 
2.3.3. Neumann boundaries 
Neumann boundaries are directly handled by eb-POD as shown 
in Section 2.3.1 . Eb-POD allows the explicit treatment of the Neu- 
mann boundaries in the ROM. This ensures the correct boundary 
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fluxes in the ROM, in contrast to standard POD, where they are 
approximated. 
2.3.4. Cauchy boundaries 
The head-dependency of Cauchy boundaries has noteworthy ef- 
fects on the handling with eb-POD. While all information regard- 
ing Dirichlet and Neumann boundaries is found in the right-hand 
side of Eq. (16) (in the respective rows of the b vector), Cauchy 
boundaries are different, as explained below on the example of a 
river hydraulically connected to the aquifer: the flow from a con- 
nected river into the underlying cell is calculated (in MODFLOW, 
for example) as q ri v = C ri v (h ri v − h ) , where q riv is the flow [L 3 /T] 
into the cell from the river, C riv is the conductance [L 
2 /T] of the 
river-bed and h riv is the head in the river [L]. This can be rewrit- 
ten as q ri v = C ri v h ri v −C ri v h, resulting in a (groundwater-) head- 
independent part ( C riv h riv ) that is added to the right-hand side b 
of Eq. (16) (as for Neumann boundaries), and a head-dependent 
part ( −C ri v h ) that is added to the diagonal of the left-hand side A 
of Eq. (16) . The eb-POD method adds the original boundary equa- 
tions to the reduced equation system in Eq. (16) , but does so in 
the reduced space. This means that fluxes through head-dependent 
boundaries (i.e. Cauchy boundaries) are not computed error-free in 
the eb-POD model. While the head-independent part stored in b is 
correct and error-free (through its enforcement similar to a Neu- 
mann boundary in eb-POD), the head-dependent part in A is cal- 
culated from the approximated heads ( Ah  APr ), and is therefore 
not entirely error-free. This is demonstrated in Section 3.4 . 
2.3.5. Implications of eb-POD 
Looking at the left-hand side matrix of Eq. (15) , several things 
are important. First, the overall size of the eb-POD reduced or- 
der model does not change compared to the POD model – both 
handle full matrices of size n r ×n r to find the solution for each 
time step. Thus, the explicit treatment of boundary conditions in 
eb-POD comes at no additional computational cost compared to 
the original POD method. What changed in size, however, are the 
corresponding projection matrices. While the original POD matrix 
P ε R n m ×n r uses the information of n r singular vectors to span the 
reduced model subspace, the projection matrix  ε R n m ×n r2 retains 
less information, since n r2 = n r − n bc . Practically, this means that 
the reduced model size n r has to be chosen larger than the number 
of independent boundary conditions n bc treated this way. Replac- 
ing original POD rows by boundary rows reduces, in theory, the 
accuracy of the solution within the domain. However, the accurate 
representation of the boundaries typically counteracts this loss of 
accuracy, or forces the user to decide on the relative importance of 
different model aspects. This potential trade-off will be analyzed 
further in the following sections. 
Another potential implementation of the eb-POD method would 
be the addition of the boundary rows to the original POD projec- 
tion matrix. Let the original POD matrix be P orig ε R 
n m ×n r . Now, we 
create a new, bigger projection matrix P big ε R 
n m ×n big following the 
procedure detailed in Section 2.2 , but retaining as many additional 
singular values as we have independent boundaries: n big = n r + n bc . 
We subject this matrix P big to the steps detailed in Section 2.3.1 , 
resulting in a new eb-POD projection matrix add ε R 
n m ×n r2 . Note 
that for this matrix, n r2 = n big − n bc and thus n r2 = n r . This means 
there is no loss of information within the domain by going from 
P orig to add . Application of this alternative implementation (not 
shown) proved that this is indeed the case, and the accuracy of the 
eb-POD model within the domain is in agreement with the original 
POD model while retaining the feature of accurate boundary rep- 
resentation. It is important to note, though, that the overall size of 
the eb-POD ROM is n r2 + n bc , and thus n bc bigger than the orig- 
inal POD ROM. Therefore, this new eb-POD model is, while more 
accurate, slower than the original POD model. Thus, the question 
of subtraction or addition of the n bc boundary condition rows to 
the ROM is the same trade-off between run time vs. accuracy as 
the original choice of the reduced model size n r . For the sake of 
comparison between POD and eb-POD, it seemed more practical if 
the reduced model size for both methods is the same, thus fixing 
run times and exploring the trade-off in accuracy instead of in run 
time. 
2.4. Synthetic model setup 
2.4.1. One-dimensional (1D) models 
To demonstrate our new method, we use four simple synthetic 
1D models with different types of transient boundary conditions 
as well as a more complex synthetic 3D model. While differing 
in their boundary conditions, all four 1D models have the same 
geometry, time settings and aquifer properties. Following earlier 
POD benchmarking studies ( Siade et al., 2010 ), we set up 1D con- 
fined groundwater models that consist of 1 row, 100 columns and 
1 layer (a total of 100 model cells). All model cells are 100 m wide 
( x ), 1 m deep ( y ) and 100 m high ( z ). The synthetic aquifer’s 
dimensions are therefore 10, 0 0 0 ×1 ×100 m. The model simula- 
tion time is one year with daily time steps, leading to 365 time 
steps. Two zones of hydraulic conductivity are used to incorporate 
some complexity and asymmetry into the model. Two-thirds of the 
model domain (cells 1–67) have hydraulic conductivity values of 
1500 m/d, while the rest of the domain (cells 68–100) has a hy- 
draulic conductivity of 500 m/d. The entire model domain has a 
specific storage value of 0.005 [1/m]. 
Fig. 1 shows the different 1D model schematics with the bound- 
ary conditions and hydraulic conductivity zones. Table 2 sum- 
marizes the differences of the four 1D models and states which 
boundary conditions are treated explicitly by the eb-POD method. 
The pumping regime of all models can be seen in Table 1 . 
The first 1D model, termed M1, serves as a simple proof of 
concept for the method. The model is set up analogous to the 
1D models used in groundwater POD literature (see, for example, 
McPhee and Yeh, 2008 ). The left and right model edges are set as 
constant head boundaries at −1 and −2 m, respectively. The initial 
groundwater head follows the linear gradient interpolated between 
these two constant head boundaries. A single pumping well is 
added to cell 33 ( x = 3250 m) with a pumping rate of −100 m 3 /d 
which is turned on in the interval t p = [100 − 250] days. For this 
model, only the single Neumann boundary cell (the pumping well) 
is treated explicitly by eb-POD. 
The second 1D model, M2, is more complex. Here we re- 
place the left constant head boundary with an unconnected river 
(Neumann-type boundary) with a hydrograph taken (with slight 
adjustments) from a real-world river (see Fig. 4 (e)). The initial 
groundwater head is identical to the remaining constant bound- 
ary on the right model edge for the entire domain. Furthermore, a 
second pumping well is added to the model domain at cell 67 ( x = 
6650 m) and both wells are pumped with changing pumping rates 
and partly separate, partly overlapping pumping regimes, ranging 
from −150 m 3 /d to −250 m 3 /d. In this model, all three Neumann 
boundaries (the river and both pumping wells) are treated explic- 
itly by eb-POD. 
M3, the third 1D model, is used to show the application to a 
variable Dirichlet boundary. The model set-up is similar to M1, but 
the left boundary is changed to a variable head (simulating a sea- 
sonal head change with a sine-function with period 1 year and am- 
plitude of ±1 m). Only this variable Dirichlet boundary is handled 
explicitly by eb-POD. 
The last 1D model, M4, is similar to M2, but connecting the 
river to the aquifer, which then is a Cauchy-type boundary. As 
in M2, both river and pumping wells (one Cauchy, two Neumann 
boundaries) are explicitly treated by eb-POD. 
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Fig. 1. Schematic view of the four synthetic 1D test models M1 (a), M2 (b), M3 (c) and M4 (d). The gray background delineates the two hydraulic conductivity zones. Yellow 
bars are (constant or variable) head boundaries, green bars pumping wells and blue bars river boundaries. Input for time-dependent boundaries is shown in the small figures 
with time on the x -axis and pumping rate ( p ), variable head ( v ) or river head ( r ) on the y -axis. (For interpretation of the references to color in this figure legend, the reader 
is referred to the web version of this article.) 
Table 1 
Pumping regimes. 
Pumping rate [m 3 /d] and pumping interval [d] 
M1/M3 M2/M4 M5 
Pumping well 1 −100 in [100–250] −200 in [25–75] −250 in 
[125–175] −150 in [200–250] 
−600 in [25–75] −750 in 
[125–175] −450 in [200–250] 
Pumping well 2 – −150 in [75–100] −175 in 
[150–20 0] −20 0 in [225–275] 
−450 in [75–100] −525 in 
[150–20 0] −60 0 in [225–275] 
Table 2 
Synthetic test model summary. 
Model Left bc Right bc Inner bc bc handled by eb-POD 
M1 Const. head (Dirichlet) Const. head (Dirichlet) 1 × pumping well (Neumann) 1 × pumping well 
M2 Uncon. river (Neumann) Const. head (Dirichlet) 2 × pumping well (Neumann) River 
2 × pumping well 
M3 Var. head (Dirichlet) Const. head (Dirichlet) 1 × pumping well (Neumann) Var. head 
M4 Con. river (Cauchy) Const. head (Dirichlet) 2 × pumping well (Neumann) River 
2 × pumping well 
M5 Uncon. river (Neumann) Const. head (Dirichlet) 2 × pumping well (Neumann) River 
2 × pumping well 
Table 3 
3D model M5 hydraulic conductivity values (in m/d). 
Zone K x (along columns) K y (along rows) K z (along layers) 
(A) 150 50 30 
(B) 50 30 20 
(C) 80 40 25 
(D) 20 15 10 
2.4.2. Three-dimensional (3D) model 
A fifth synthetic test model, M5, is presented here to show the 
applicability of the method for a more complex model. M5 is a 
3D confined groundwater model with 30 rows, 100 columns and 5 
layers, i.e. a total of 15,0 0 0 model cells. The size of the model cells 
is 10 ×10 m horizontally ( x and y , respectively) and 5 m verti- 
cally ( z ), resulting in aquifer dimensions of 10 0 0 × 300 × 50 m. 
Model simulation time is again one year with daily time steps 
(365). Hydraulic conductivity is assumed to be different for odd- 
and even-numbered layers, resulting in four zones (labeled A–D) 
with different hydraulic conductivity values in x, y and z direction 
( Fig. 2 and Table 3 ). The specific storage value of the entire model 
domain is assumed to be 0.005 [1/m]. 
With respect to the definition of the boundary conditions, 
model M5 follows the build of M2, with a hydraulically uncon- 
nected river (Neumann boundary) at the left model domain ( Fig. 2 ) 
exhibiting the same hydrograph as used in M2. The right model 
boundary is a constant head of 0 m. The initial groundwater head 
is set to 0 m across the entire model domain. Two pumping wells 
are added in layer 5 ( Fig. 2 ). Pumping rates and intervals for these 
wells are listed in Table 1 . As before, all three Neumann boundaries 
(one river, two pumping wells) are treated explicitly by eb-POD, as 
can be seen in Table 2 . 
2.5. Snapshot selection technique 
Snapshot selection is an important factor in POD-based 
reduced-order modeling and has been investigated in the litera- 
ture (cf. Siade et al., 2010 ). The aim of this study, however, is the 
comparison of standard POD and an extension to that method, the 
eb-POD. We assume that this comparison is meaningful regard- 
less of the snapshot selection method, provided the applied pro- 
cess is following tested standard procedures and both POD and eb- 
POD reduced-order models use the same set of snapshots for each 
model. On that basis, we used a snapshot selection approach mod- 
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Fig. 2. Schematic view of the 3D test model M5. The colored backgrounds and la- 
bels (A)–(D) show the four hydraulic conductivity zones. Yellow blocks are constant 
head boundaries, green cells pumping wells and blue blocks river boundary. (For 
interpretation of the references to color in this figure legend, the reader is referred 
to the web version of this article.) 
ified from Gunzburger et al. (2007) that can be described by the 
following three steps: 
1. identify all drivers of the groundwater system (Dirichlet bound- 
aries, Neumann boundaries (wells, rivers, or recharge, for exam- 
ple), Cauchy-type boundaries) → n d 
2. compute a steady-state system response to all time- 
independent boundaries of the groundwater system (constant 
heads, for example) → h ini and add this steady-state to the 
snapshot matrix → H s = [ h ini ] 
3. run the following loop for each driver, i = 1 . . . n d : 
(a) store the current set of snapshots as H s old = H s 
(b) set the chosen driver to an arbitrary, but reasonable value 
constant in time (pumping in the well, river head, etc.) 
(c) “turn off” all other drivers (set pumping to zero, river head 
to river bottom, variable head to constant, etc.) 
(d) set h 0 = h ini 
(e) run the model until steady-state is reached, generating sys- 
tem responses (i.e. groundwater heads) at each time step 
t = [0 , . . . , n td ] for this driver → H i ε R n m ×n td 
(f) append these responses to the overall snapshot matrix → 
H s = [ H s old H i ] 
While the original snapshot selection in 
Gunzburger et al. (2007) extends this approach by running 
the model with all time-variable drivers “turned on” simultane- 
ously after each step (e) of the loop, our experiments revealed 
that these additional runs have no influence on the precision or 
stability of either POD or eb-POD reduced-order models (results 
not shown). Since they add a significant portion to offline com- 
puting time, however, we chose to remove this step from our 
snapshot selection approach. The chosen approach also follows 
general guidelines for snapshot selection for POD in groundwater 
modeling (e.g. Vermeulen et al., 2004a ; McPhee and Yeh, 2008 ). 
In the literature, one often finds several techniques for snapshot 
pre-processing, such as mean centering and normalization (cf. 
Boyce et al., 2015 ). We could not see any improvement of the 
POD reduced-order models for our test cases by applying these 
techniques. In contrary, mean centering of the snapshots before 
applying the explicit boundary handling for eb-POD resulted in an 
non-functioning ROM for our test cases. This is because eb-POD’s 
handling of boundary conditions is dependent on the time-variant 
information contained in the snapshot set that mean centering 
removes. 
The snapshot selection approach described above was used for 
all different test models. The time for each driver model run to 
reach steady-state, n td , was chosen to be 100 days. Table 4 sum- 
marizes the number of drivers in the system, n d , resulting snap- 
shot numbers and reduced order model sizes with a chosen re- 
tained variance RV of 99.99%. Note that the number of explicitly 
treated boundaries, n bc , is not the same as the number of drivers 
in the system, n d , as only specific boundaries were handled explic- 
itly by eb-POD, as described in Section 2.4 . For model M5, n bc = 3 
(one river and two pumping wells), even though the river spans 
the whole left-hand side of the first layer (30 cells). Since all river 
cells are subjected to the same boundary forcing, though, only one 
single row of the original projection matrix has to be collected for 
the eb-POD handling of the river. 
3. Results 
In this section, we apply the eb-POD method to the four 1D 
models and the 3D model outlined in Section 2.4 . We compare 
original POD and eb-POD in their precision for the original bound- 
ary conditions and the general approximation of the groundwater 
head fields. Note that we will provide run times only for the 3D 
model, as the 1D models are too simplistic for a meaningful com- 
parison. 
3.1. Model M1 
Fig. 3 (a) shows the head distribution (every ten cells) for all 
three realizations at two different time steps. One can see a good 
fit for both ROMs. This can be verified by Fig. 3 (b), which shows 
the absolute maximum head error of both ROMs at each time step. 
These head errors are very small for most of the simulation, with 
maximum values of less than 1 cm for the POD and of about 3 cm 
for the eb-POD model. Table 5 states these errors along with nor- 
malized root mean squared errors (NRMSE) in time and space for 
the groundwater heads for all four models. The biggest errors coin- 
cide with the start and stop of pumping at the well, meaning that 
radical boundary changes are the biggest challenge for the ROMs. 
Fig. 3 (c) shows the relative flux error at the Neumann bound- 
ary (the pumping well) for POD and eb-POD. While the flux error 
at the start of the pumping period is greater than 5% for the POD 
model, it is effectively zero for the eb-POD. Note that flux errors 
for the eb-POD model are not exactly zero due to the accuracy of 
the applied numerical solvers. Clearly, the eb-POD method success- 
fully integrated the Neumann boundary condition into the ROM. 
This can also be seen from the low NRMSE values of the Neu- 
mann boundary flux at the well shown in Table 6 . Flux errors at 
the boundary only occurred shortly after the start of the pumping 
phase for this simple model, though. 
This improvement at the boundary comes at a cost, though, as 
was indicated in Section 2.3.5 : there is a trade-off between the re- 
duction of the flux error at the boundary and the overall head er- 
ror for the eb-POD model. In this case, that is true for the mag- 
nitude of the head errors at major system disturbances caused by 
changes in the boundary conditions, while the head errors after 
some time of continuous pumping are actually smaller for eb-POD 
than for POD. 
3.2. Model M2 
Model M2 was built to see whether a more complex setup re- 
sults in different patterns of POD flux errors, or in more significant 
changes in eb-POD head errors. Fig. 4 (a) shows the head distribu- 
tion for the two reduced and the full model at different time steps. 
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Table 4 
Reduced-order model summary. 
Model # of drivers 
n d 
# of 
snapshots n s 
Reduced 
model size n r 
# of explicitly treated 
boundaries n bc 
M1 3 300 5 1 
M2 4 400 10 3 
M3 3 300 8 1 
M4 4 400 10 3 
M5 4 400 11 3 
Fig. 3. Model M1: POD and eb-POD for one simple Neumann boundary (well). (a) Water table in the model domain at two different time steps for the full model and both 
ROMs. (b) Absolute maximum head error over time for both ROMs. (c) Relative well flux error over time along with the pumping rate at the pumping well. 
Table 5 
Model reduction results for both POD and eb-POD models compared to the full models. 
ROM M1 M2 M3 M4 M5 
Max error 
[m] 
NRMSE [m] Max error 
[m] 
NRMSE [m] Max error 
[m] 
NRMSE [m] Max error 
[m] 
NRMSE [m] Max error 
[m] 
NRMSE [m] 
POD 0.0068 0.0014 0.0215 0.0010 – – 0.0178 0.0 0 06 0.0072 0.0 0 08 
eb-POD 0.0304 0.0024 0.0904 0.0051 0.0148 0.0048 0.0596 0.0034 0.0098 0.0014 
Both reduced models are in good agreement with the full model 
regarding the water table. The absolute maximum head errors de- 
picted in Fig. 4 (b) are about 2 cm for the POD model and peaking 
to about 9 cm for the eb-POD model. It is easily recognizable that 
these errors are larger than for model M1. 
Fig. 4 (c) and (d) show the relative flux errors at the two pump- 
ing wells. Flux errors at the wells are up to 5 % for the POD model 
and negligible for the eb-POD model. While this is very similar to 
model M1, the patterns of the flux errors are significantly different. 
The highest errors are at the start of a pumping phase, but they do 
not diminish in the same manner as in M1. 
This can be explained by the POD flux error at the river bound- 
ary being highly dynamic, mainly being governed by the input hy- 
drograph ( Fig. 4 (e)). Comparing the dynamic shapes of the pump- 
ing well flux errors with the river flux errors, one can see that the 
river flux errors strongly influence the pumping well errors, es- 
pecially for well 2. The eb-POD model treated all three Neumann 
boundaries accurately, eliminating the flux errors at these bound- 
aries, as is confirmed by low NRMSE values ( Table 6 ). The trade-off
compared to maximum head errors is apparent again, though, as 
the eb-POD has a consistently lower performance in this regard. 
3.3. Model M3 
We compare only the eb-POD with the full model for model 
M3, as the standard POD implementation is not applicable for 
variable Dirichlet boundaries in most cases (as was stated in 
Section 2.3.2 , correct implementation of Dirichlet boundaries in 
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Fig. 4. Model M2: POD and eb-POD for several Neumann boundaries (two wells, one river). (a) Water table in the model domain at three different time steps for the full 
model and both ROMs. (b) Absolute maximum head error over time for both ROMs. (c), (d) Relative well flux errors over time along with the appropriate pumping rates at 
both pumping wells. (e) Relative river flux error over time and river head. 
Table 6 
NRMSE values for both POD and eb-POD models at (eb-POD handled) boundaries. 
M1 M2 M3 M4 M5 
ROM 
Well 
[m 3 /d] 
Well 1 
[m 3 /d] 
Well 2 
[m 3 /d] 
River 




[m 3 /d] 
Well 2 
[m 3 /d] 
River 
[m 3 /d] 
Well 1 
[m 3 /d] 
Well 2 
[m 3 /d] 
River 
[m 3 /d] 
POD 0.0116 0.0203 0.0103 0.0290 – 0.0350 0.0199 0.0227 0.0029 0.0051 0.0085 
eb-POD 1 . 8 × 10 −14 9 . 3 × 10 −15 9 . 9 × 10 −15 9 . 0 × 10 −15 2 . 5 × 10 −12 2 . 4 × 10 −14 8 . 4 × 10 −15 0.0064 5 . 5 × 10 −16 6 . 7 × 10 −16 6 . 7 × 10 −5 
standard POD is dependent on several restrictions regarding the 
ROM). Fig. 5 (a) shows the water table and Fig. 5 (b) the head error 
at the variable Dirichlet boundary. Note that the scale of Fig. 5 (b) is 
orders of magnitude smaller than the similar graphs for the other 
test cases. The eb-POD model reproduces the full model very well, 
and the errors at the variable Dirichlet boundary are negligible. Ab- 
solute maximum head errors of about 1.5 cm are comparable with 
results from model M1, as is the NRMSE value (cf. Table 5 ). 
3.4. Model M4 
The difference between M4 and M2 is the river bed elevation 
(see Fig. 1 ). In model M4, the river is connected directly to the 
aquifer, resulting in a Cauchy-type boundary condition. Head dis- 
tribution, head errors and pumping well flux errors of the POD 
and eb-POD models are very similar to model M2 and therefore 
not shown. 
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Fig. 5. Model M3: eb-POD for one variable Dirichlet boundary (head). (a) Water table in the model domain at three different time steps for the full model and the eb-POD 
ROM. (b) Absolute maximum head error over time for eb-POD and change in head at the variable head boundary. 
Fig. 6. Model M4: relative flux error over time of POD and eb-POD for Cauchy boundary, along with the river head. 
Fig. 6 shows the flux error at the Cauchy boundary. Overall, 
the flux errors for both ROMs at the Cauchy boundary are larger 
than they were for the disconnected river boundary (Neumann) in 
model M2. Flux errors of the eb-POD model at the Cauchy bound- 
ary are not zero, contrary to the previous models. This is confirmed 
by the NRMSE values in Table 6 , where the eb-POD model shows 
significant errors at the Cauchy boundaries, compared to the errors 
at Neumann boundaries discussed before. 
This can be explained by the difference between Neumann 
and Cauchy boundaries. Neumann boundaries are independent of 
the groundwater head and therefore only part of the right-hand 
side vector b in Eq. (16) . Cauchy boundaries, however, are head- 
dependent. As was detailed in Section 2.3.4 , this means that infor- 
mation regarding their boundary fluxes is stored in both the right- 
hand side b and the left-hand side A of Eq. (16) . While the first 
part can be enforced error-free by the eb-POD method, the second 
part is calculated from the approximated groundwater heads and 
thus contains errors resulting from the approximation via the sub- 
space projection. This means that the flux error through Cauchy 
boundaries cannot be eliminated completely, but compared to the 
original POD model, it leads to a reduction of the error in most 
cases, as can be seen in Fig. 6 . 
3.5. Model M5 
Model M5 was used for an application of both POD and eb-POD 
to a larger, more complex 3D model. Fig. 7 shows the groundwa- 
ter levels in the model domain at two selected times ( t 1 = 175 d, 
t 2 = 225 d) for the full model, along with errors for the two ROMs 
as head differences to the heads of the original model. Fig. 7 (a) 
and (b) depicts the depression cones of the two pumping wells in 
the full model for two times, respectively, along with the differ- 
ent groundwater head values at the left boundary, which are influ- 
enced by the river stage. The head errors for both ROMs at the two 
time steps are very similar in their structure ( Fig. 7 (c), (e) and (d), 
(f)). The absolute values are different, though, with slightly larger 
errors for the eb-POD model. This is in agreement with the re- 
sults of the other test cases, and is caused by the information loss 
through the reduction of retained singular values in the projection 
matrix for eb-POD. This is also confirmed by Fig. 8 (a), which shows 
the maximum head errors of both ROMs over time. Please note 
that these errors are still small and at most in the range of typi- 
cal head measurement errors. This is confirmed by head errors and 
NRMSE values reported in Table 5 . 
Fig. 8 (b) and (c) shows the relative flux errors at the two pump- 
ing wells, which are relatively small for the POD model and almost 
zero for the eb-POD model. The relative flux errors at the river 
boundary are depicted in Fig. 8 (d). Again, the flux errors at this 
Neumann-type boundary are significant for the POD model, while 
the errors for the eb-POD model are virtually zero, as confirmed 
by the NRMSE values in Table 6 . Note that for the 3D model, this 
river boundary spans 30 cells, which could all be represented in 
the eb-POD matrix in a single line (see Section 2.5 ). This shows the 
potential of the eb-POD method for complex groundwater models, 
since boundary conditions implemented into several cells can be 
accurately represented in an eb-POD reduced model. 
The run times of the 3D models are summarized in Table 7 . 
A run time reduction by a factor of 6 was observed for the on- 
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Fig. 7. Model M5: hydraulic head contours [m] for the full model at time steps t 1 = 175 d (a) and t 2 = 225 d (b), and head field differences [ 10 −3 m] of the POD (c and d) 
and eb-POD (e and f) models. 
Fig. 8. Model M5: (a) absolute maximum head error over time for both ROMs. (b), (c) Relative well flux errors over time along with the appropriate pumping rates at both 
pumping wells. (d) Relative river flux error over time and river head. 
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Table 7 
Run time comparison of the full model and both ROMs for the 3D model M5. 






Total run time [s] 120 135 20 20 
System matrix inversion [s] 0.2 – 0.006 0.006 
line portions of the ROMs. This is even higher, more than factor 
30, if considering just the timings of the matrix inversion step. Re- 
ductions are the same for both ROMs due to their identical sizes. 
In our test case, the offline portion of calculating the snapshots 
and creating the projection matrix takes as much time as one full 
model run. Since it is often not necessary to repeat this step for 
ROM applications (calculation with different boundaries, for exam- 
ple), this is an acceptable time for pre-processing. Note that run 
times are taken on a standard desktop-PC for model implementa- 
tions in Matlab. There is potential to further improve actual run 
times by, for example, compilation of the code. 
4. Discussion 
The results presented in Section 3 show that the eb-POD 
method can be applied for all three types of boundary condi- 
tions. Originally, POD models adhere to constant Dirichlet bound- 
aries through pre-processing of snapshots, while variable Dirich- 
let boundaries could not be implemented this way at all. Alterna- 
tively, Dirichlet boundaries can be handled correctly by application 
of POD to drawdown simulations and calculation of groundwater 
heads through superposition, but only for linear models. Neumann 
and Cauchy boundaries are only implicitly handled. This leads to 
flux errors through these boundaries, which, even in simple 1D 
models, can become quite significant ( > 10% relative error). One can 
also see that changes at certain boundaries influence the flux er- 
rors at other boundaries. 
The proposed eb-POD method extends the general POD for all 
three boundary types in a straightforward manner that does not 
necessitate complicated computations. Model M3 shows the ap- 
plication to a variable Dirichlet boundary, which can only be re- 
produced by standard POD in special cases. The resulting errors 
of the eb-POD ROM at the head boundary are negligible. Mod- 
els M1, M2 and M5 are applications of the method for (different) 
Neumann boundaries. The explicit treatment of these boundaries 
through eb-POD leads to a reduction of the flux errors through 
the boundaries to effectively zero. Model M2 shows that the in- 
terplay of several boundaries can lead to substantial miscalcula- 
tion of these fluxes in POD reduced-order models. Thus, one can 
assume that justification for the eb-POD method increases with 
the complexity of the model. Model M5 shows that the method 
works satisfactory in 3D, allowing the representation of a 30-cell 
river boundary through one row in the eb-POD projection matrix. 
The ROMs exhibit a run time reduction by a factor of 6. While 
model M4 shows that the method can also be applied for Cauchy 
boundaries, the accompanying flux errors through this boundary 
type cannot be eliminated completely. Cauchy boundaries are com- 
posed of a head-independent (i.e. linear) and a head-dependent 
(i.e. non-linear) part, where the latter is calculated from the ap- 
proximated head instead of explicitly enforced in eb-POD, and is 
therefore error-prone. Nonetheless, the eb-POD method still explic- 
itly adheres to the head-independent part of the Cauchy boundary, 
thus diminishing the resulting flux error compared to the original 
POD. All in all, the new eb-POD method successfully handles ROM 
errors at boundaries. 
This elimination (or reduction, for Cauchy-type boundaries) of 
ROM flux errors through eb-POD comes at a cost: the overall ac- 
curacy of the head field in the aquifer is somewhat lower for eb- 
POD models compared to original POD models of the same build 
(formed from the same snapshots with the same number of re- 
tained singular vectors). As is explained in Section 2.3.5 , this is 
due to the method’s handling of the original projection matrix P , 
which is projected onto a smaller subspace  of size n r2 = n r − n bc 
to allow space for the independent boundary condition equations. 
This projection is accompanied by a loss of information. This also 
means that the more independent boundary conditions are treated 
explicitly by eb-POD, the larger the error of the new ROM with re- 
spect to the head field. Furthermore, the theoretical maximum of 
such independent boundaries would be n bc = n r − 1 , as a higher 
number of boundaries would deduct all information of the orig- 
inal projection matrix P . Practically, this limit is even smaller, 
as a number of n bc very close to n r would probably result in a 
highly inaccurate ROM. Note that this limit refers to independent 
boundaries, though. In groundwater modeling, multiple cells in the 
model domain are often described by a single boundary. In ad- 
dition, this only limits the number of explicitly treated boundary 
conditions, not the overall number of boundaries in the full model. 
Essentially, the eb-POD method provides a trade-off for 
reduced-order modeling with POD: the elimination (Dirichlet and 
Neumann) or reduction (Cauchy) of boundary errors comes at a 
cost of increasing inaccuracy of the overall head approximation 
with increasing number of independent boundaries treated by eb- 
POD. Fortunately, this trade-off can be easily quantified. Implemen- 
tation of different boundaries via eb-POD is straight-forward and 
computationally inexpensive. Therefore, the modeler can test dif- 
ferent scenarios regarding boundary condition treatment by eb- 
POD and compare both reduction of flux errors and increase in 
head errors with the original POD model and other scenarios. Fur- 
thermore, models are often built with a specific purpose in mind 
and the accuracy may be required at certain locations (and in cer- 
tain outputs) only. If, for example, the purpose of the model is the 
quantification of river-aquifer exchange fluxes, the correct calcula- 
tion of these fluxes is of higher interest than the general head field. 
In contrast, if head approximations of the reduced-order model at 
specific measurement points is the main target of the model, one 
can analyze the distribution of change in head error through ap- 
plication of eb-POD. This targeted analysis allows the modeler an 
informed decision on which (if any) boundary conditions to treat 
this way. Similar choices have to be made for general POD reduc- 
tion as well: the choice of specific relative retained variance RV 
(see Section 2.2 ) is one of computational speed versus precision 
of the reduced-order model. In comparison, the decision regarding 
boundary condition treatment through eb-POD is one about ac- 
curacy at specific boundaries versus accuracy in the overall head 
field. Fortunately, this is a choice that can be made with quantifi- 
able information on its ramifications, thus handing all power to the 
user for target-oriented reduced-order modeling. 
5. Summary and conclusion 
The newly proposed eb-POD method allows the explicit han- 
dling of Dirichlet, Neumann and Cauchy boundary conditions for 
POD-based groundwater model reduction. POD’s projection of the 
system equations onto a subspace does not account for the bound- 
ary conditions in the explicit way the original model equations 
do. By modifying the projection matrix to be orthogonal to the 
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boundary conditions and then adding the original boundary equa- 
tions to the final system of equations, the eb-POD method treats 
the boundary conditions in the same explicit way as the original 
model. 
The method is applied to five synthetic test cases to test it 
against all three types of boundary conditions. Boundary errors 
for Dirichlet and Neumann boundaries are successfully eliminated 
through our new POD extension. Eb-POD reduces flux errors at 
Cauchy boundaries compared to POD, though not to zero due to 
their head-dependence. The test cases highlight the new method’s 
ability to severely enhance accuracy of POD ROM’s boundary rep- 
resentation even in 3D, while retaining computational time savings 
of the original POD method. 
The implementation of the method results in slightly larger er- 
rors in the overall head field, though. This stems from the method’s 
reduction in size of the original POD projection matrix containing 
the snapshot information. Fortunately, the effect of this trade-off
can easily be quantified. We therefore provide a tool for target- 
orientated decision making on intrinsic boundary accuracy with 
the eb-POD method. This adds a direct and specific way of control- 
ling the ROM accuracy to the present choice of snapshot selection 
and retained variance. 
While the method has been applied to simple, synthetic test 
cases in groundwater modeling in this study, the application to and 
its effects on real-world models is an area of future investigation. 
Furthermore, the method does not deal with the shortcomings of 
general POD reduction for non-linear models. It could potentially 
be combined with techniques like POD-DEIM (see Stanko et al., 
2016 ) to improve its computational performance for non-linear 
groundwater models. 
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a b s t r a c t 
Groundwater resource management often requires detailed numerical models that make calibration and predic- 
tive uncertainty analysis computationally challenging. Reduced order models (ROMs) alleviate the computational 
burden but can potentially lead to predictive bias and underestimation of uncertainty. A paired model approach 
has previously been proposed to estimate the predictive uncertainty of models compared to highly complex, 
synthetic realities. This approach is modified to analyze and compare the simplification error for groundwater 
predictions of a real-world numerical MODFLOW model of the Wairau Plains Aquifer in the Marlborough Region 
of New Zealand. Two different ROM types were applied in this study to predict groundwater heads, spring dis- 
charge and river–groundwater exchange fluxes: (1) a drastically simplified MODFLOW model, and (2) artificial 
neural networks (ANNs). The different ROMs exhibit very different patterns of bias and magnitude of model sim- 
plification error. The method accurately captures the simplification error for most predictions by the MODFLOW 
model, but underestimates the error for predictions highly dependent on the variability of the complex model. 
The simplified MODFLOW model shows significant parameter surrogacy and non-optimality of simplification, 
thus questioning the adherence to expert-knowledge based parameter limits. For predictions where historic data 
sets are available, ANNs provide superior predictive power. However, they cannot be applied to predictions of 
data types and locations not contained in the calibration data set. For those predictions, simplified numerical 
models can be applied with varying degree of accuracy. 
1. Introduction 
Modern groundwater management is often supported by the appli- 
cation of groundwater models. These models integrate available system 
knowledge (e.g. measurements of system states and expert information) 
and are used to predict system states under different (future) settings. 
Differences in modeling approaches are accompanied by a large diver- 
sity in model complexity, input data size and model run time, among 
other factors. 
Typically, complex physically-based models are required to repre- 
sent the spatial variability of coupled groundwater flow processes and 
to incorporate existing knowledge. Unfortunately, with increasing com- 
plexity these models become arduous to handle due to large run times 
and problems of numerical stability. This vastly restricts the model’s 
applicability for model calibration and uncertainty analysis. A com- 
mon solution to this problem is model simplification. Different ap- 
proaches to generate reduced-order models (ROMs) have been devel- 
oped and applied in the past decades. Three categories of model reduc- 
tion are most common in groundwater modeling: data-driven methods, 
∗ Corresponding author at: Department of Hydrology, Technische Universität Dresden, Dresden 01069, Germany. 
E-mail address: thomas.woehling@tu-dresden.de (T. Wöhling). 
projection-based methods and upscaling methods. Data-driven methods 
such as Bayesian networks ( Fienen et al., 2013 ), artificial neural net- 
works ( Taormina et al., 2012 ) or some types of polynomial chaos ex- 
pansion ( Oladyshkin and Nowak, 2012 ) result in very fast simple models 
that reproduce data time series relying only on few input data sources. 
Due to their “black-box ” character, they are limited in their applicabil- 
ity to data types and locations contained in the training data set and 
do not incorporate any system knowledge or underlying physical prin- 
ciples. Projection-based methods such as proper orthogonal decompo- 
sition (POD) (e.g. Boyce et al., 2015; Siade et al., 2012; Ushijima and 
Yeh, 2015 ) retain the physical properties of the full model while speed- 
ing up run-times by solving the model equations in a subspace computed 
off-line from full model simulations. Recent studies tried to tackle the 
method’s limitations regarding model non-linearity ( Stanko et al., 2016 ) 
and boundary representation ( Gosses et al., 2018 ), but applications of 
POD are still hampered by its complexity in setup, which usually neces- 
sitates altering source code of the applied modeling tools to access the 
model equation systems. Lastly, upscaling methods (e.g. Dagan et al., 
2013; von Gunten et al., 2014; Wood, 2009 ) employ grid coarsening 
and/or homogenized parameterization to reduce computational times, 
but are limited by a lack of system detail. In conclusion, model simplifi- 
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cation tackles the issues of long run times and numerical instability with 
a variety of different methods which all come at some costs. 
A possible solution to the complementary problems of simple and 
complex models is a paired model approach where the ROM is cal- 
ibrated against outputs of the complex model. Lødøen and Tjelme- 
land (2010) and Scheidt et al. (2011) applied such methods in the 
field of reservoir modeling for petroleum. In groundwater, Doherty and 
Christensen (2011) and Watson et al. (2013) developed a paired model 
approach to reduce predictive bias and for uncertainty analysis. They an- 
alyzed performance and shortcomings of synthetic groundwater models 
in comparison to virtual realities. They successfully computed predic- 
tive bias and uncertainty and gained insights into causes of uncertainty 
and the shortcomings of model parameterizations. However, they ap- 
plied their paired model analysis only to synthetic models as a proof of 
concept. Furthermore, the simplified models used in their studies are 
mainly simplifications of the complex model in the computational grid 
and the model parameters, thus considering only a small portion of pos- 
sible ROMs in their analysis. 
In this study, we apply the methodology developed by Doherty and 
Christensen (2011) and Watson et al. (2013) to an existing complex 
model of a real-world aquifer instead of a virtual reality. This distinc- 
tion allows us to assess the predictive simplification error of the simple 
model and test it against (a) the simulation results of the calibrated 
complex model and (b) real-world data pertaining to some of the model 
predictions. Furthermore, we use two distinctly different ROMs in the 
study: a simplified physically-based MODFLOW model, and a collection 
of ANNs as application of very fast, data-driven “black box ” models. 
This paper is structured as follows. In Section 2 , we summarize the 
underlying subspace theory of the paired model approach. Here, we also 
describe the extension of the methodology to test the ROMs against the 
calibrated complex model and real-world data. Section 3 outlines the 
case study of the Wairau Plain Aquifer, the complex model and both 
ROM types, as well as the predictions used in the paired model analysis. 
Section 4 presents the results of the study. The findings are discussed 
and conclusions are drawn in Section 5 . 
2. Concepts and theory 
This study utilizes a paired simple–complex model ap- 
proach first presented by Doherty and Christensen (2011) and 
Watson et al. (2013) to study the simplification error associated with 
using ROMs for predictions in real-world groundwater system. Since 
we use this method in a slightly different context and extend it to 
real-world data, we will first outline the differences to the original 
method here. The main assumptions and differences between the 
original approach and our methodology is summarized in Fig. 1 . 
Doherty and Christensen (2011) and Watson et al. (2013) postulate 
that their complex models are equal to reality. Outputs of these complex 
models are deemed to be free of bias and/or error. This allows them to 
analyze the total predictive uncertainty of their simple model predic- 
tions with the paired model approach. Furthermore, they can treat ac- 
tual field data sets as another potential complex model output and use 
it for bias correction. 
In contrast, the complex model presented in this paper is considered 
to be an imperfect representation of reality (as all models are by def- 
inition). While it is built to accommodate all available system knowl- 
edge and calibrated thoroughly, its outputs are subject to (mostly un- 
known) bias and/or error. The paired model approach presented here 
can only analyze bias and error between the complex and simple models. 
This is therefore not the total predictive uncertainty, but will be called 
simplification error instead. Due to this definition, the bias-correction 
has to be undertaken on basis of the calibrated complex model output 
instead of actual measurements. Differing conceptually from the origi- 
nal approach, real-world observations can be used here to estimate the 
prediction-specific error between complex model and reality. 
Fig. 1. Comparison of the proposed method in this study with the original 
method by Doherty and Christensen (2011) (labeled DC 2011). 
The underlying concepts of the paired model analysis are based on 
the assumptions of model linearization. The non-linearity present in 
most complex groundwater models effects the results of the analysis, 
but poses no restriction to the applicability of the method presented in 
the following. 
2.1. Linear models: solution space and null-space 
Let the following equation denote a linear model: 
𝐡 = 𝐙𝐤 + 𝜺 , (1) 
where the vector h represents the calibration data set, k is a vector of 
model parameters, the matrix Z denotes the action of the model under 
calibration condition and the vector 𝜺 describes (random) measurement 
noise. We define the vector k as the set of model parameters that produce 
a sufficiently calibrated model. In linear algebra, a matrix Z has a null- 
space if the following equation is true for a non-zero vector k n : 
𝟎 = 𝐙𝐤 𝑛 . (2) 
This is usually true for every linearized form of a complex spatially 
explicit groundwater model. Combining Eqs. (1) and (2) and introducing 
a calibrated parameter set k gives 
𝐡 = 𝐙 ( 𝐤 + 𝐤 𝑛 ) + 𝜺 . (3) 
Since there are typically multiple non-zero vectors k n , Eq. (3) illus- 
trates the problem of non-uniqueness in solving the inverse model prob- 
lem that is well known to groundwater modelers. For the concepts de- 
scribed in the following, it is important to note that the solution space 
component of the parameter vector ( k ) can be inferred from the calibra- 
tion data set h through the model, while the null-space component ( k n ) 
can not. 
2.2. Model simplification: concept and calibration 
In this section, model simplification is described by an omission of 
model parameters from the complex model. Note that in this definition, 
parameter omission can also represent omission of processes in the sim- 







where k s describe the simple model parameters and k o are the omitted 
parameters. Combining Eq. (4) with Eq. (1) gives 
𝐡 = 𝐙𝐤 + 𝜺 = 
[
𝐙 𝑠 𝐙 𝑜 
][ 𝐤 𝑠 
𝐤 𝑜 
] 
+ 𝜺 = 𝐙 𝑠 𝐤 𝑠 + 𝐙 𝑜 𝐤 𝑜 + 𝜺 , (5) 
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where Z s and Z o denote portions of the system matrix Z pertaining to k s 
and k o , respectively. We now assume that Eq. (2) also holds for Z s , i.e. 
that the parameter solution of the simple model is also non-unique. For 
the methodology presented here, it is assumed that the parameter esti- 
mation for k s is performed using principal component regression (PCR 
( Mandel, 1982 ), often referred to simply as singular value decomposi- 
tion, SVD, in groundwater literature). This does not necessarily have to 
be the chosen method for solving the inverse problem (and was not used 
for the model presented here), but is useful here to understand the con- 
cepts described below. Singular value decomposition of Z s is written as: 
𝐙 𝑠 = 𝐔𝐒 𝐕 𝑡 , (6) 
where S holds the singular values of Z s and U and V the left- and 
right-singular vectors (which are orthonormal eigenvectors of 𝐙 𝑠 𝐙 𝑡 𝑠 or 
𝐙 𝑡 
𝑠 
𝐙 𝑠 ), respectively. V, S and U are partitioned into their solution space 
( V 1 , S 1 and U 1 ) and null-space ( V 2 , S 2 and U 2 ) counterparts (c.f. 
Aster et al. (2011) for details). Thus, the calibrated simple model pa- 
rameter set k s is given as: 
𝐤 
𝑠 
= 𝐕 1 𝐒 −1 1 𝐔 
𝑡 




1 𝜺 . (7) 






















𝜺 . (8) 
Note that the 0 ’s on the right-hand side do not imply that 𝐤 𝑜 = 𝟎 , but 
only that calibration of the simple model can not be used to infer the 
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𝜺 . (9) 
Eq. (9) ( Eq. (11) in Doherty and Christensen, 2011 ) shows the def- 
inition of the calibrated complex model parameter set k in regard to 
the complex model solution space ( V 1 , S 1 and U 1 ) and the partitioned 
system matrix 
[
𝐙 𝑠 𝐙 𝑜 
]
. It is used as a basis for the analysis between 
simple and complex model parameters in the following Section 2.3 . 
2.3. The relationship between simple and complex model parameters 
It is desirable that much of the parameter detail of the complex model 
that can be explained by the data is retained in the parameter set of the 
simple model. As it is typically not the case that the parameters them- 
selves are kept in the simple model (because often model simplification 
means parameter number reduction), we need to analyze how much of 
the parameter detail is retained in the simple model. To analyze the re- 
lationship between simple and complex model parameters, we disregard 
measurement noise. Note that this is done only for ease of understand- 
ing, and that the presence of measurement noise does not invalidate the 
following analysis. Eq. (9) is rewritten to solve for the calibrated simple 
model parameter set k s as 
𝐤 
𝑠 




𝐙 𝑠 𝐤 𝑠 + 𝐙 𝑜 𝐤 𝑜 
]
. (10) 
Combining Eq. (10) with Eq. (6) results in: 
𝐤 
𝑠 




1 𝐙 𝑜 𝐤 𝑜 . (11) 
From Eq. (11) , it becomes obvious that a calibrated simple parame- 
ter is usually composed of two parts: the first term on the right-hand 
side of Eq. (11) is the projection of the simple model parameter set 
k s onto its solution space, while the second term is dependent on the 
omitted complex parameter set k o . The second term is called “parame- 
ter surrogacy ”, where the simple model parameter is not only made up 
by a physical property (a hydraulic conductivity zone value, for exam- 
ple), represented by the first term, but also can represent certain aspects 
of omitted complex parameters (hydraulic conductivity from another 
area, or storage values, for example). To analyze this further, we adapt 
Eq. (22) from Watson et al. (2013) to our definition of an imperfect 
complex model. Let us start with the following equation that denotes 
the fitting of the simple model parameters k s against the output of the 
complex model o by linear regression (equivalent to the first term of the 
right-hand side of Eq. (22) in Watson et al., 2013 ): 
𝐤 s = ( 𝐙 s 𝑡 𝐙 s ) −1 𝐙 s 𝑡 𝐨 . (12) 
We can substitute the complex model by adapting Eq. (1) (substitut- 
ing h by o ) and ignoring measurement noise into Eq. (12) to get (the 
second term of the right-hand side of Eq. (22) in Watson et al., 2013 ): 
𝐤 s = ( 𝐙 s 𝑡 𝐙 s ) −1 𝐙 s 𝑡 𝐙𝐤 . (13) 
By defining 𝐤 𝑠 = 𝐋𝐤 (Eq. (20) in Watson et al., 2013 ) and Eq. (13) we 
arrive at: 
𝐋 = ( 𝐙 s 𝑡 𝐙 s ) −1 𝐙 s 𝑡 𝐙 . (14) 
This L matrix relates the simple model parameter space k s to the 
complex model parameter space k . It allows the investigation of the 
influence of different complex model parameters onto simple model pa- 
rameters, and is thus a way to reveal the influence of parameter surro- 
gacy contained in the simple model parameters. 
2.4. Components of simplification error for ROM predictions 
Making predictions of future and/or unknown system states is a cru- 
cial part in environmental modeling, and concomitant with this is the 
analysis of uncertainty associated to predictions. A prediction is denoted 
in the linear model approach as 
𝑠 = 𝐲 𝑡 𝐤 , (15) 
where s is a scalar describing the prediction, and the vector y defines 
the sensitivities of the prediction to the model parameters k . Separating 
this equation into simple and omitted parameter components, we get 
𝑠 = 𝐲 𝑡 
𝑠 
𝐤 𝑠 + 𝐲 𝑡 𝑜 𝐤 𝑜 . (16) 
If we now postulate that a prediction made by the calibrated simple 
model, s , is written as 





then the error of the simple model prediction in comparison to the com- 
plex model prediction is defined as 




− 𝐲 𝑡 
𝑠 
𝐤 𝑠 − 𝐲 𝑡 𝑜 𝐤 𝑜 . (18) 
Combining Eq. (18) with Eq. (7) (while again ignoring measurement 
noise 𝜺 for clarity) we get: 
𝑠 − 𝑠 = 𝐲 𝑡 
𝑠 
𝐕 1 𝐒 −1 1 𝐔 
𝑡 
1 𝐡 − 𝐲 
𝑡 
𝑠 
𝐤 𝑠 − 𝐲 𝑡 𝑜 𝐤 𝑜 . (19) 
We can now substitute Eq. (5) into Eq. (19) and simplify utilizing to 
the orthonormality of V to get to: 
𝑠 − 𝑠 = − 𝐲 𝑡 
𝑠 
( 𝐈 − 𝐕 1 𝐕 𝑡 1 ) 𝐤 𝑠 + 𝐲 
𝑡 
𝑠 
𝐕 1 𝐒 −1 1 𝐔 
𝑡 
1 𝐙 𝑜 𝐤 𝑜 + 𝐲 
𝑡 
𝑠 
𝐕 1 𝐒 −1 1 𝐔 
𝑡 
1 𝜺 − 𝐲 
𝑡 
𝑜 
𝐤 𝑜 . (20) 
Finally, we can rearrange Eq. (20) and utilize the relationship 𝐕 1 𝐕 𝑡 1 + 
𝐕 2 𝐕 𝑡 2 = 𝐈 ( Aster et al., 2011 ) to describe the simplification error of the 
model prediction (see Doherty and Christensen (2011) for more details): 
𝑠 = 𝑠 + 𝐲 𝑡 
𝑠 
𝐕 2 𝐕 𝑡 2 𝐤 𝑠 + 𝐲 
𝑡 
𝑠 
𝐕 1 𝐒 −1 1 𝐔 
𝑡 
1 𝜺 − 𝐲 
𝑡 
𝑠 
𝐕 1 𝐒 −1 1 𝐔 
𝑡 
1 𝐙 𝑜 𝐤 𝑜 + 𝐲 
𝑡 
𝑜 
𝐤 𝑜 . (21) 
term 0 term 1 term 2 term 3 term 4 
In other words, Eq. (21) (Eq. (36) in Doherty and Christensen (2011) ) 
defines the complex model prediction by the composition of the predic- 
tion of the calibrated simple model (term 0) and four terms (terms 1–
4) describing the difference between the two predictions. The different 
contributions to the simplification error of the prediction and their im- 
plications are best evaluated by analyzing a s versus s scatter plot, again 
summarizing Doherty and Christensen (2011) . 
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Fig. 2. Schematic of a paired model analysis scatter plot. (a) shows the scatter points, the regression line, its uncertainty intervals and the horizontal and vertical 
scatter contributions. (b) adds the bias correction of the (CM calibrated) ROM prediction. (c) shows the CM prediction error. 
Assume that a number of complex model realizations, 𝑖 = 1 , … , 𝑛, 
were randomly generated, each resulting in a set of complex model pa- 
rameters k i . The complex model is run (not calibrated) one time with 
each of these parameter sets to generate a corresponding complex model 
output vector o i . To this output o i , random measurement error 𝜺 i is 
added to incorporate the influence of term 2 of Eq. (21) . Now, the simple 
model is calibrated against each of the n complex model outputs 𝐨 𝑖 + 𝜺 𝑖 
to derive a simple model parameter set k s, i associated with each com- 
plex model parameter set k i . For each of these n parameter pairs, we 
compute the prediction of interest, thus obtaining the complex model 
prediction s i and the simple model prediction s i . As this was done for n 
model pairs, we then compose a scatter plot of s versus s as schemati- 
cally depicted in Fig. 2 (a). This is the basis for the paired model analysis 
described in Section 2.5.1 . 
To better associate the different features of these scatter plots with 
the different terms of Eq. (21) , their influence on the shape of the scatter 
plot is analyzed individually. Again, a detailed description can be found 
in Doherty and Christensen (2011) , and is only partially repeated here 
to provide the context necessary for the evaluation of the study’s results. 
If the simple model is a perfect representation of the complex model, 
Eq. (21) would simplify to 𝑠 = 𝑠 , thus yielding a scatter plot of points 
perfectly forming a line of slope 1 with intercept 0. Therefore, the dif- 
ferent contributions of model simplification error result in a deviation 
of points from this line. 
Term 1 of Eq. (21) , 𝐲 𝑡 
𝑠 
𝐕 2 𝐕 𝑡 2 𝐤 𝑠 , denotes the influence of the null 
space onto the simplification error. The null space (of the simple model) 
does not affect the simple model prediction s (by definition), thus caus- 
ing the vertical scatter in the plot (due to its influence on the com- 
plex model prediction s ). Term 2 of Eq. (21) , 𝐲 𝑡 
𝑠 
𝐕 1 𝐒 −1 1 𝐔 
𝑡 
1 𝜺 , constitutes 
the influence of the measurement error 𝜺 . As the measurement error 
only pertains to the simple model (calibrated against complex model 
outputs with the addition of random but predefined measurement er- 
ror), this leads to horizontal scatter (affecting s and not s ). Term 3 of 
Eq. (21) , 𝐲 𝑡 
𝑠 
𝐕 1 𝐒 −1 1 𝐔 
𝑡 
1 𝐙 𝑜 𝐤 𝑜 , is the representation of parameter surrogacy 
(see Eq. (11) and its explanation). This contribution of parameters and 
processes that are not represented in the simple model parameters only 
affects the simple model prediction s (as the complex model prediction s 
depends on the full parameter set), therefore causing horizontal scatter. 
Finally, term 4 of Eq. (21) , 𝐲 𝑡 
𝑜 
𝐤 𝑜 , is the influence of the omitted complex 
model parameter detail on the predictive error. Thus, it only acts upon 
s and not s , which results in vertical scatter. 
In summary, a perfect simple model would result in s i , s i points per- 
fectly sitting on a line with slope 1 and intercept 0. Measurement error in 
calibration of the simple model and the effects of parameter surrogacy 
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lead to horizontal scatter around this line. Furthermore, vertical scat- 
ter can originate from null space contribution and the influence of the 
omitted parameters and processes. Note that the extent of vertical scat- 
ter denotes the simplification error of the model prediction here, while 
in Doherty and Christensen (2011) , it signifies the (total) postcalibration 
uncertainty of the simple model prediction because they assume that the 
complex model is reality. Further discussion of the pattern of the scatter 
plots can be found in Section 2.5.2 as well as in Sections 4 and 5 . 
2.5. Paired simple-complex model analysis 
2.5.1. Methodology 
In this section, we briefly summarize the methodology for the 
paired model analysis that applies the theoretical concepts detailed 
in Section 2.4 in this study. The methodology was first presented in 
Doherty and Christensen (2011) and is extended here to accommodate 
the changes in methodology presented at the beginning of Section 2 . 
The individual steps of the methodology are as follows: 
1. Create a complex model Z with the parameter set k of the system 
of interest, incorporating all available system knowledge in process 
representation and parameterization. 
2. Construct n different model parameter sets k i (for 𝑖 = 1 , … , 𝑛 ) and 
run the model for each of these parameter realizations. These com- 
plex model parameter realizations k i should represent the unknown 
variability of the different parameters and thus be random in nature, 
but the statistics (such as type of distribution, mean and standard 
deviation etc.) should be informed by the data or expert knowledge 
about the system. For each of these n random model runs, the output 
o i is recorded. 
3. Build a simple model Z s that represents a simplified version of the 
system under study and runs fast enough to allow stochastic simula- 
tion. 
4. Calibrate the simple model Z s against each of the outputs of the 
complex model Z corrupted with appropriate measurement errors, 
𝐨 𝑖 + 𝜺 𝑖 . Thus, a calibrated simple model realization is obtained for 
each random complex model realization. 





for both the 
complex and the simple model realizations and all 𝑗 = 1 , … , 𝑚 dif- 
ferent predictions. 




model predictions 𝑠 
𝑗 
𝑖 
for each prediction j . A linear regression line 
𝑠 = 𝑎 𝑠 + 𝑏 is fitted to the [ s i ; s i ] pairs for each j th prediction and 
added to the plot. Obviously, any other function could be used in- 
stead of a linear regression without loss of generality. Furthermore, 
standard deviations 𝜎 of the regression are calculated and the cor- 
responding 95% confidence intervals ( ± 2 𝜎, assuming normal distri- 
bution) are added to the scatter plot. The confidence intervals are 
used to discern the contributions to predictive uncertainty by the 
four terms of Eq. (21) . This is shown in Fig. 2 (a)and is discussed in 
detail in Section 2.5.2 . 
7. Calibrate the simple model Z s using the real-world measurement 
data set h and compute the corresponding model predictions s h . 
8. Use the line of best fit from step 6 to project the real-world simple 
model predictions s h into real-world complex model predictions ?̂? 𝐡 
(thus correcting for potential bias). 
Doherty and Christensen (2011) end their analysis here, as they as- 
sume a complex model so big that it can not feasibly be calibrated 
against the real-world data set. Furthermore, their correction of the real- 
world simple model prediction s h via the regression line from step 6 
equates the complex model to the (synthetic) real-world. This means 
that they treat the scatter discerned in step 6 as the (total) predictive 
uncertainty, and the real-world measurement data set h is used in steps 
7 and 8 as a basis for bias correction. 
In our application, while the complex model is deemed to be a rea- 
sonable representation of the real-world, it is imperfect, and thus prone 
Table 1 
Notation of the different predictions made by the complex model 
(CM) and simple model (ROM) when generated by random CM re- 
alizations ( s i ) or when calibrated on different data sets: (a) the real- 
world measurements h , (b) the i th random CM output o ( i ) and (c) the 
real-world calibrated CM output o ( h ). The notation for 𝑗 = 1 , … , 𝑚 
different predictions s j is omitted here for clarity. 
Data set basis 
h o ( i ) o ( h ) 
Observation h – –
Predictor CM s h s i –
ROM s h s i s o ( h ) 
bias correction 
←←  ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ← ←→ ?̂? 
𝑜 ( 𝐡 ) 
to bias and/or error. Then again, it is still feasible to calibrate the model. 
Furthermore, we undertake the scatter plot analysis for some model out- 
puts for which actual real-world measurements of the predicted model 
output are available. This real-world data corresponding to a prediction, 
h , can be used to estimate 𝜺 CM , the prediction-specific error between 
CM and reality. Therefore, we altered and extended the above method- 
ology to incorporate this new definition of the complex model as an 
error-prone simplification of reality, diverting after step 6 of the orig- 
inal method by Doherty and Christensen (2011) . Note that a thorough 
analysis of these changes follows in Section 2.5.2 . 
7. (new) Calibrate the complex model Z against the real-world mea- 
surement data set h . This creates a complex model output o ( h ) 
and calibrated complex model predictions s h . 
8. (new) Calibrate the simple model Z s against the calibrated com- 
plex model output o ( h ) and compute the corresponding model 
predictions s o ( h ) . These predictions are the basis for the simpli- 
fication error analysis (tested via the [ s o ( h ) ; s h ] pairs) and bias 
correction, which will be explained in detail in Section 2.5.2 . 
9. (new) The line of best fit from step 6 is used to project the predic- 
tions s o ( h ) of the simple model (calibrated against the output o ( h ) 
of the real-world-calibrated complex model), into corresponding 
simple model predictions ?̂? 𝐨 ( 𝐡 ) (corrected for bias by model sim- 
plification). This is shown in Fig. 2 (b). Again, we differ from the 
original steps 7 and 8 by correcting s o ( h ) and not s h . 
10. (new) (originally step 7) Calibrate the simple model Z s against 
the real-world measurement data set h and compute the corre- 
sponding model predictions s h . 
11. (new) For the j predictions where real-world data corresponding 
to predictions, h , is available, the data pairs of [ 𝑠 𝑗 𝐡 ; ℎ 
𝑗 ] are added 
to the corresponding plots. 𝑠 
𝑗 
𝐡 − ℎ 
𝑗 gives the discrepancy between 
the corresponding j th complex model prediction and reality, 𝜺 CM . 
This is shown schematically in Fig. 2 (c). 
Table 1 summarizes the notation used for the different predictions 
made by the complex (CM) and simple (ROM) model. 
2.5.2. Analysis of the s versus s scatter plot 
Section 2.4 described the theoretical basis for the scatter plots of 
paired simple complex models, while Section 2.5.1 outlined the appli- 
cation of this theory. As the resulting scatter plots are a major part of 
the analysis presented in this paper, we provide a detailed explanation 
of the different features and the information contained in such scat- 
ter plots in this section. The first part is based on Doherty and Chris- 
tensen (2011) and is therefore only summarized here. The second part 
explains the changes and extensions of our approach that are listed in 
Section 2.5.1 in more detail. 
Fig. 2 (a) shows a schematic scatter plot of simple model predictions 
s versus complex model predictions s obtained by calibration of the sim- 
ple model against n randomly parameterized complex model outputs 
that were corrupted by white noise to represent measurement error (la- 
beled exemplarily for realization i ). In addition, it depicts the regression 
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line of the scatter, it is 95% uncertainty bands and the reduction-based 
predictive error contributions (steps 1–6 in Section 2.5.1 ). 
In general, the form and range of scatter points within the uncer- 
tainty bands and the slope and intercept of the regression line are very 
informative. The relationship between simple and complex model pre- 
dictions is fitted by linear regression, from which we calculate the slope 
a and intercept b of the regression line. The intercept b denotes the bias 
of the ROM prediction (in comparison to the complex model prediction) 
that needs to be added (or subtracted) for correction of the prediction. 
The slope a can deviate from an ideal slope of 1 in two directions: if a < 1, 
the total horizontal extent of the scatter points is larger than the verti- 
cal scatter, which means that ROM predictions are more variable than 
(random) complex model predictions. This indicates that the propen- 
sity of predictive error was actually increased through calibration of 
the simple model compared to the random uncalibrated complex model 
( Doherty and Christensen, 2011 ). If, instead, a > 1, the total horizon- 
tal scatter is smaller than the total vertical scatter, and thus the random 
complex model predictions are more variable than the ROM predictions. 
This would mean that the ROM can not reproduce all possible predic- 
tive outcomes of the complex model, which might be an indication of 
over-fitting to the calibration data set or of missing process detail in the 
ROM. 
As outlined in Section 2.4 , the horizontal scatter around the line 
of regression is composed of the contributions of terms 2 and 3 of 
Eq. (21) to the simplification error of a simple model prediction s , the in- 
fluence of measurement noise (labeled 𝜺 Noise in Fig. 2 (a), which is equal 
to term 2) and the effect of parameter surrogacy ( 𝜺 Surr = term 3). The 
vertical scatter around the line of regression consists of terms 1 and 4 
of Eq. (21) , the null space contribution to the predictive error caused 
by the model reduction ( 𝜺 Null = term 1) and the influence of structural 
simplification on the ROM prediction ( 𝜀 Redu = term 4). All the above is 
explained in more detail in Doherty and Christensen (2011) . 
Now, we analyze the changes made to the original methodology and 
their impact on the analysis using scatter plots. Originally, Doherty and 
Christensen (2011) use s h for bias correction: the simple model predic- 
tion calibrated against the real-world data set h . As they state that the 
complex model is reality, they treat h as a complex model output and 
the regression line as a representation of the relationship between real 
world (represented by the complex model) and the simple model. There- 
fore, the regression line can be used to correct s h (old step 7). 
We do not treat the complex model as reality (thus o ( h ) ≠h ). The re- 
gression line depicts the bias between complex and simple model (since 
it was developed from calibrating the simple model against complex 
model outputs). Consequently, we use the regression line to correct s o ( h ) , 
the prediction of the simple model calibrated against o ( h ) (instead of 
s h , the prediction of the real-world calibrated simple model). o ( h ) is 
the output of the complex model calibrated against h , which contains 
any error and/or bias of the complex model. Therefore, s o ( h ) relates the 
simple and complex model, and can thus be used for correction of bias 
between simple and complex model (new steps 7 to 9) when using the 
simple model as a surrogate for the complex model. Fig. 2 (b) shows the 
graphical analysis corresponding to the new steps 7–9 in the method- 
ology in Section 2.5.1 . The prediction s o ( h ) of the simple model cali- 
brated against the (real-world calibrated) complex model output o ( h ) 
is added to the x -axis of the graph. From this prediction, two relation- 
ships can be drawn as shown in Fig. 2 (b) and explained above. First, 
the regression line is used to correct the prediction bias denoted by the 
intercept b , which results in the corrected simple model prediction ?̂? 𝐨 ( 𝐡 ) 
as shown in the y -axis. In Doherty and Christensen (2011) , the vertical 
scatter around the intersection with the regression line (which is equal 
to 𝜺 Redu + 𝜺 Null , c.f. Fig. 2 (b)) is equivalent to the postcalibration uncer- 
tainty of the corrected ROM prediction. In our case, the vertical scatter 
denotes the simplification error of the corrected ROM prediction ?̂? 𝐨 ( 𝐡 ) . 
Second, we calibrated the complex model (step 7 (new) in Section 2.4 ) 
against the real-world data set h . We add the corresponding (calibrated) 
complex model prediction s h to the y -axis of the graph. The [ s o ( h ) ; s h ] 
pairs are now used to test the simplification error estimation for the cor- 
rected simple model prediction ?̂? 𝐨 ( 𝐡 ) . As we assume that the uncertainty 
bands depicted in the graph capture 95% of the simplification error of 
the ROM prediction ?̂? 𝐨 ( 𝐡 ) , the intercept between ROM prediction s o ( h ) 
and complex model prediction s h , i.e. the corresponding [ s o ( h ) ; s h ] pair, 
should ideally lie within these uncertainty bands. If the intersection lies 
far outside these uncertainty bands, that suggests the method of correct- 
ing the ROM prediction and assessing its error failed for the particular 
prediction. While non-uniqueness of calibrated CM parameters could 
influence [ s o ( h ) ; s h ] pairs, tests have shown only minimal effect for our 
chosen models (results not shown). 
It is further possible to define “predictions ” of data type and location 
for which one has actual measurements available. This could be the case 
for predictions of groundwater head during a validation phase, for ex- 
ample. If this is the case, these real-world measurements h j taken at the 
same time and location as the corresponding model prediction s j can be 
used to examine the performance of the complex model for this predic- 
tion. This is shown in Fig. 2 (c) and corresponds to steps 10 and 11 (new) 
in the methodology in Section 2.4 . While we did not use the prediction 
of the simple model calibrated against the real-world measurement set, 
s h , for the bias correction as described above, it is now plotted on the x - 
axis of the graph against the real-world measurement h on the y -axis to 
create a new intersection, the [ s h ; h ] pair. If the complex model would 
perfectly represent reality, ℎ = 𝑠 𝐡 . Therefore, the difference on the y - 
axis, labeled 𝜺 CM in Fig. 2 (c), is an estimate of the prediction-specific 
error of the calibrated complex model against reality. Note that consid- 
ering an (unknown) measurement error in h is generally possible and 
could potentially increase the error estimate between calibrated com- 
plex model and reality. Nonetheless, 𝜺 CM can be considered here as a 
qualitative estimate of the predictive quality of the complex model. 
To summarize the above, the graphical analysis of the paired simple 
complex models allows several insights: 
• the slope a of the regression line is used to detect an increase of 
propensity of predictive error through calibration ( a < 1) or potential 
over-fitting ( a > 1), 
• the intercept b of the regression line allows for bias-correction of the 
simple model prediction s o ( h ) to ?̂? 𝐨 ( 𝐡 ) , 
• the uncertainty bands of the regression line are used to discern the 
influence of measurement noise and parameter surrogacy (horizon- 
tal scatter, terms 2 and 3 of Eq. (21) ) as well as null space contribu- 
tion and structural simplification (vertical scatter i.e. simplification 
error, terms 1 and 4 of Eq. (21) ), 
• the calibrated complex model prediction s h allows the validation of 
the bias-correction via the [ s o ( h ) ; s h ] pairs and evaluation of pre- 
dictive coverage with the uncertainty bands for the simple model 
prediction ?̂? 𝐨 ( 𝐡 ) and 
• potential real-world measurements h are used to discern the 
prediction-specific error 𝜺 CM of the complex model prediction s h 
([ s h ; h ] pairs). 
2.5.3. Comparison of full model and ROM parameters 
The relationship between complex and simple model parameters was 
derived mathematically in Section 2.3 . Here, we summarize the impli- 
cations of these equations for the analysis of our results as previously 
discussed by Watson et al. (2013) . 
Eq. (14) can be used to calculate the composition of simple model 
parameters in regard to the complex model parameters. The main pur- 
pose of this analysis here, as was stated in Section 2.3 , is the identi- 
fication of parameter surrogacy (meaning that simple model parame- 
ters can take on the role of very different complex model parameters 
or processes). This is important given the fact that often, simple model 
parameters are thought to represent measurable real-world characteris- 
tics (e.g. hydraulic conductivity) or processes, which are incorporated 
into the model as initial values and parameter limits, for example. Thus, 
simple model parameters found to represent widely different complex 
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model parameters should be treated as “effective ” parameters in model 
calibration and uncertainty analysis. 
3. Case study: the Wairau aquifer model 
3.1. The Wairau aquifer 
In contrast to previous studies we applied the paired model analysis 
to a complex non-linear coupled surface water - groundwater interaction 
model. The study is conducted for the Wairau Plain aquifer, which is 
a shallow aquifer of regional importance on the Wairau Plain in the 
northern part of the South Island of New Zealand. Its main source of 
recharge is the Wairau River, and its groundwater is used intensively 
for irrigation (mainly vineyards) and municipal uses (drinking water 
for the city of Blenheim and surrounding villages). 
The fluvial, highly conductive aquifer has formed under the approx- 
imately 27 km long floodplain of the Wairau River, a braided gravel 
bed river that discharges into the Pacific Ocean. The aquifer is shallow, 
has a thickness of 20–35 m and is horizontally stratified by three main 
hydrogeological units that comprise a lower and upper highly perme- 
able gravel aquifer, intermitted by a lower-permeable clay-rich gravel 
layer. In the East, toward the sea, a fourth, confining geological forma- 
tion, Dillon’s Point, lies like a wedge on top of the first unit, forcing 
the groundwater upwards into several low-land springs and into the 
downstream part of the Wairau River. Several groundwater observa- 
tion wells to measure groundwater head are installed on the Wairau 
Plain, and a flow-recorder monitors the discharge of the major low-land 
spring (Spring Creek). Furthermore, four river gauging stations are lo- 
cated in the Wairau River. Meteorological data (precipitation and poten- 
tial evapotranspiration) were taken from NIWA’s virtual climate station 
network ( Tait et al., 2006 ). Estimates of irrigation water abstraction and 
groundwater recharge were calculated by a soil–water balance model 
( Wöhling et al., 2018 ). A detailed numerical model was developed for 
the coupled surface water–groundwater system which was recently pre- 
sented in Wöhling et al. (2018) . This model is used as the complex 
benchmark model in our paired model analysis and briefly summarized 
in the next section. 
3.2. Complex MODFLOW (CM) model 
The transient, numerical, coupled surface water - groundwater 
model was presented in detail by Wöhling et al. (2018) and is there- 
fore only summarized here. It was implemented in MODFLOW-NWT 
( Niswonger et al., 2011 ) using a horizontal 200 ×200 m grid (approx. 
85 km 2 and 6360 active model cells) and three vertical layers analo- 
gous to the geological units ( Fig. 3 (a)). The model was calibrated on 
about three years of data (1225 daily time steps). The northern model 
boundary follows the course of the Wairau River, while the south- 
ern model boundary was aligned orthogonal to the groundwater flow 
field and thus assigned a no-flow boundary. In the east, a constant 
groundwater flux boundary was implemented. The Wairau River is sim- 
ulated using MODFLOW’s stream-flow routing package ( Niswonger and 
Prudic, 2005 ) allowing river and groundwater to interact in both di- 
rections over a head-gradient flow that is constrained by the river bed 
conductivity K R . The low-land springs ( Fig. 3 (a)) are implemented as 
drains, allowing groundwater to leave the model along a conductivity 
( K D ) and gradient-controlled one-way interaction. At the land surface, 
the model area is subject to groundwater recharge estimated by a soil 
water balance model ( Wöhling et al., 2018 ). 
The model has a total of 207 parameters. The majority of parame- 
ters (180) is used for interpolating hydraulic conductivity K H and spe- 
cific yield S y of the three geological layers via pilot points. The specific 
storage S S and anisotropy ratio f a are defined by a single parameter per 
geological unit, as are all four geological properties of the eastern Dil- 
lon’s Point formation. Other parameters include river bed conductivities 
K R as well as bed conductivities for the different low-land springs ( K D ). 
A list of all CM model parameters and their respective ranges for cali- 
bration is given in Table 2 . Spatially variable K H and S y parameter fields 
were implemented using regularization techniques and an exponential 
variogram. 
The parameters were calibrated using groundwater heads (labeled 
1–5), discharge at the Spring Creek (SC) spring, differential Wairau 
River flow gaugings and “soft ” calibration targets for other springs 
that were implemented as expert knowledge. State of the art parame- 
ter estimation was performed using PEST (see Doherty, 2016 ) in Pareto 
mode, calibrating the model parameters and assessing the trade-off be- 
tween data and regularization objective functions. The model is used 
to predict groundwater heads at locations not contained in the cali- 
bration data set (labeled 6–10), river–groundwater exchange fluxes and 
flows of other low-land springs. An in-depth discussion of the calibra- 
tion process and uncertainty analysis for this model can be found in 
Wöhling et al. (2018) and is therefore not repeated here. 
The run time of the complex MODFLOW (CM) Wairau model is be- 
tween 75 and 150 s on an average desktop computer (i5 processor with 
2.6 GHz, 16 GB RAM, and a 64 bit operating system). This seems low, 
but considering the high amount of runs necessary for calibration (208 
for each computation of the Jacobian matrix), the computational bur- 
den for stochastic simulation is rather high. It also allows for the cal- 
ibration of the complex model which is a key feature of the extended 
paired model analysis presented here. We like to note that model com- 
plexity is not necessarily directly synonymous with the number of model 
cells or parameters (cf. Höge et al., 2018; Schöniger et al., 2014 ). It has 
been shown that linear models with 10 4 model cells can efficiently be re- 
placed by ROM’s (e.g. Siade et al., 2012 ). Non-linear models, such as the 
surface water–groundwater model presented here, and state-depending 
boundaries, are much more challenging to reproduce for ROMs. 
For our analysis, a total of 1000 random parameter sets were gener- 
ated and model simulation conducted, of which 976 terminated success- 
fully and were used for the paired model analysis. For all non-pilot point 
parameters, the values were drawn from a uniform distribution of their 
respective parameter ranges ( Table 2 ). For the pilot point parameters of 
the three aquifer layers ( K H and S y fields) we developed a method to 
semi-randomly generate parameter fields which adhere to both their re- 
spective parameter ranges and the spatial correlation of the parameters. 
A detailed description of this method can be found in Appendix A . 
3.3. Simplified MODFLOW (SM) model 
The first ROM used in this study is a strongly simplified MODFLOW 
model that is subsequently referred to as the SM model. It is based on 
the CM model described in Section 3.2 and uses identical boundary 
conditions. The horizontal grid size was changed from 200 ×200 m to 
600 ×600 m, thus reducing the number of active cells from 6360 to 756. 
Furthermore, the K H and S y fields of the CM model were assumed to be 
uniform in each hydrogeological unit and thus replaced by a single pa- 
rameter each. In addition, the number of river bed sections was reduced 
from 12 to 3. As a consequence, the total number of SM model param- 
eters is 24, compared to the 207 parameters of the CM model. Fig. 3 (b) 
depicts the differences of the computational grid and Table 2 lists how 
the CM and SM model parameters are related. 
The calibration process for the SM model, along with the utilized 
calibration data and weighting strategy, were kept consistent with the 
strategy used for the CM model (see Wöhling et al., 2018 , for details). 
The model simplification resulted in a reduction of run time for a single 
SM model run by a factor of 5–10 (approx. 15 s for a single SM model 
run). In addition, the drastic parameter reduction makes calibration or 
stochastic simulation with the SM model much less computational de- 
manding than with the CM model (25 instead of 208 model runs for 
computing the Jacobian matrix). 
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Fig. 3. (a) Complex CM and (b) simple SM MODFLOW models with the main geological features. 
3.4. Artificial neural network (ANN) 
The second type of ROM used in this study are artificial neural net- 
works (ANNs). We created separate ANNs for each of the data time series 
described in Section 3.5 (with exception of the total river–groundwater 
exchange flux, Q ex ) instead of a single ANN model simulating all the 
different data series as the CM and SM models do. Thus, we used 17 
ANNs, one for each data time series corresponding to a prediction used 
in the scatter plot analysis. Their basic configuration is a nonlinear re- 
gressive neural network that was built using the Neural Network Tool- 
box of MATLAB© (Version R2015a). We used the river flow time series 
estimated for the Rock Ferry gauging station as well as the groundwater 
abstraction and recharge time series integrated over the entire model 
area as input to all ANNs. Furthermore we implemented a closed feed- 
back loop where the simulated outputs from previous time steps are 
used as input. The time steps used for the ANNs are the same as for the 
CM and SM models. Each individual ANN was trained on the continuous 
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Table 2 
Parameterization of the Wairau MODFLOW models. 
Parameter CM model SM model 
Type [unit] Property Range Type Quantity Type Quantity 
Hydraulic conductivity ( K H ) [m/d] Layer 1 1–3500 Pilot points 26 Zones 1 
Layer 2 1–2500 Pilot points 31 Zones 1 
Layer 3 1–3500 Pilot points 33 Zones 1 
Aquitard 0.1–50 Zones 1 Zones 1 
Specific yield ( S y ) [–] Layer 1 1 × 10 −3 –0.35 Pilot points 26 Zones 1 
Layer 2 1 × 10 −3 –0.35 Pilot points 31 Zones 1 
Layer 3 1 × 10 −3 –0.35 Pilot points 33 Zones 1 
Aquitard 1 × 10 −7 –1 × 10 −3 Zones 1 Zones 1 
Specific storage ( S S ) [m 
−1 ] Each 1 × 10 −7 –1 × 10 −3 Zones 4 Zones 4 
Anisotropy ratio ( f a ) [–] Each 1–10 Zones 4 Zones 4 
River bed conductivity ( K R ) [m/d] – 1 × 10 −3 − 0 . 2 Sections 12 Sections 3 
Drain bed conductivity ( K D ) [m/d] – 1 × 10 −4 − 1 , 000 Sections 5 Sections 5 
Total 207 24 
Table 3 
Structural configuration of the ANN models. 
Datatype ANN data set Number of nodes Input delay Feedback delay 
Groundwater heads 1: Conders Recharge 5 [1, 2, 3, 4] [1, 2, 3, 4, 5, 6, 7, 8] 
2: Conders No. 2 20 [1, 2, 3] [1, 2, 3, 4, 5, 6, 7, 8] 
3: Wratts Rd. 10 [0] [1, 2, 3, 4, 5, 6, 7, 8] 
4: Selmes Rd. 10 [0, 1] [1, 2, 3, 4, 5, 6, 7, 8] 
5: Murphys Rd. 5 [0] [1, 2, 3, 4, 5, 6] 
6: Pauls Rd. 5 [0] [1, 2, 3, 4, 5, 6] 
7: Old MCB 10 [1, 2] [1, 2, 3, 4, 5, 6] 
8: MCB 10 [0] [1, 2, 3, 4, 5, 6, 7, 8] 
9: Catchment Shallow 5 [1, 2, 3, 4] [1, 2, 3, 4, 5, 6, 7] 
10: P Neal 5 [1, 2] [1, 2, 3, 4, 5, 6, 7, 8] 
River exchange fluxes 1: Q ex 1 5 [0, 1] [1] 
2: Q ex 2 5 [0, 1] [1, 2, 3, 4, 5, 6, 7, 8] 
3: Q ex 3 5 [0, 1] [1, 2, 3, 4, 5] 
Low-land springs 1: Q sp 1 5 [0] [1, 2, 3, 4, 5, 6, 7, 8] 
2: Q sp 2 5 [0] [1, 2, 3, 4, 5, 6, 7, 8] 
3: Q sp 3 10 [0, 1] [1, 2, 3, 4, 5, 6, 7] 
4: Q sp 4 5 [0] [1, 2, 3, 4, 5, 6, 7] 
time series over the calibration time (days 124–1047) of its correspond- 
ing data type and location. 
The three main structural components of the ANNs used in this study 
are the number of nodes in the hidden layer, the amount of input delay 
and the amount of feedback delay, all of which were chosen for each net 
individually based on a preliminary data-specific performance test with 
different ANN setups (results not shown). The feedback delay denotes 
the number of time steps of previous simulated outputs that are used in 
the closed feedback loop, while the input delay describes the time lag 
used for the input series. Note that the setup of separate ANNs for each 
of the data time series is possible in this paired model analysis, as full 
time series are available for each data point (since they are simulations 
of the CM model), while there are no corresponding real-world time 
series for a lot of these data points (see Section 3.5 for details). Table 3 
summarizes the ANN structures that were used for each data set. 
A single ANN model run takes about 0.1 s on the desktop PC. 
3.5. Predictions 
The paired model analysis presented in Section 2.5 is applied to sev- 
eral model predictions which are subsequently described. 
The first group of predictions is a hindcast of groundwater heads at 
ten observation wells ( Fig. 3 ). For each groundwater well, the smallest 
daily value in the whole simulation period was chosen as the predic- 
tion (labeled h min ). Available measurements of the first five groundwa- 
ter wells (1–5: Conders Recharge, Conders No. 2, Wratts Rd., Selmes Rd. 
and Murphys Rd.) were used in the calibration data set, therefore these 
are not model predictions in the true sense. The other groundwater wells 
(6–10: Pauls Rd., Old MCB, MCB, Catchment Shallow and P Neal) are 
model predictions of groundwater heads for which no data was used in 
the calibration process. 
The second group of predictions are the river–groundwater ex- 
change fluxes between two consecutive gauging stations ( Q ex 1 : Rock 
Ferry —SH6, Q ex 2 : SH6 —Wratts Rd. and Q ex 3 : Wratts Rd. —SH1). A spe- 
cific low-flow period was chosen in which the average exchange flux 
between river and groundwater in the respective river sections was 
measured. Furthermore, the overall mean exchange flux ( Q ex : Rock 
Ferry —SH1) in the model area (consisting of the sum of all three in- 
dividual fluxes) during this time period was also used as a prediction 
for the SM model. 
The third prediction group are the mean flows of the low-land 
springs. Flow data are available for a portion of Spring Creek which was 
used in the calibration data set of the model (labeled SC in Fig. 3 with 
predicted mean flow Q sp 1 ). The fluxes in the remaining tributaries of 
Spring Creek were summarized and used as a prediction under the name 
Spring Creek Jr. (SC Jr, Q sp 2 ) in this study. Furthermore, the various 
small southern streams (SS, Q sp 3 ) were summed up and were used as 
another flow prediction. Finally, the model predicts the total flow in 
a smaller spring that flows back into the river in the north-east of the 
model domain named Northern Drain (ND, Q sp 4 ). 
4. Results 
4.1. Paired model analysis: predictions 
In this chapter we present the results of predictive performance and 
simplification error analysis for the two ROM types ( Section 3.5 ) as 
analyzed using the paired model analysis ( Section 2.5.2 ). We will com- 
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Fig. 4. Scatter plots of minimum groundwater head predictions of the SM model. Blue headers denote predictions pertaining to wells used in the calibration data 
set. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
Table 4 
Minimum groundwater head predictions h min ( Figs. 4 and 5 ): coefficients of regression (slope 
a and intercept b ) and its statistics (coefficient of determination R 2 and standard deviation 𝜎). 
Prediction SM ANN 
a b R 2 𝜎 a b R 2 𝜎
1: Conders Recharge 0.94 2.72 0.861 0.606 1.00 −0 . 32 0.985 0.200 
2: Conders No. 2 1.09 −2 . 94 0.953 0.348 0.99 0.37 0.976 0.247 
3: Wratts Rd. 1.05 −0 . 53 0.887 0.212 1.01 −0 . 29 0.981 0.086 
4: Selmes Rd. 0.97 0.24 0.940 0.130 0.97 0.14 0.996 0.034 
5: Murphys Rd. 1.04 −0 . 24 0.973 0.114 1.00 −0 . 03 0.995 0.049 
6: Pauls Rd. 0.92 2.33 0.835 0.658 1.00 −0 . 09 0.977 0.244 
7: Old MCB 1.02 −0 . 89 0.878 0.927 1.00 −0 . 14 0.990 0.262 
8: MCB 0.92 4.04 0.795 1.020 1.04 −1 . 93 0.987 0.255 
9: Catchment Shallow 1.05 −1 . 82 0.889 0.583 1.01 −0 . 42 0.983 0.230 
10: P Neal 0.79 4.66 0.712 0.668 1.03 −0 . 70 0.972 0.208 
pare the predictive quality of the two different ROM types for different 
predictions to evaluate their strengths and weaknesses. 
The 976 total data points (paired complex-simple model runs) were 
divided into two subgroups. The first 500, named estimation realiza- 
tions, were used to fit a regression line with 95% confidence intervals, 
while the remaining 476, named test realizations, were used to test the 
integrity of these confidence intervals. This allows to assess the quality 
of the regression as well as the structure of the residuals. 
4.1.1. Groundwater head predictions 
Fig. 4 shows the scatter plots of the SM model for the minimum 
groundwater head predictions h min of the ten wells in our analysis. Inter- 
cept, slope and basic statistics of the regression lines are listed in Table 4 . 
First of all, the h min used in the calibration (1–5) exhibit narrower bands 
of scatter than those solely used for prediction (6–10), which is con- 
firmed by on average higher R 2 and lower 𝜎 values ( Table 4 ). This seems 
plausible, as predictions of data contained in the calibration data set 
should have smaller errors associated with them, as is predicated by the 
narrower scatter bands. The slope of the regression line is close to 1 for 
all h min predictions, even where the intercept is far from 0. This means 
that while the SM model might be strongly biased (as indicated by the 
intercepts), one could assume that the correction of the prediction via 
the regression line is trustworthy. This is evaluated utilizing the [ s o ( h ) ; 
s h ] pairs, which should lie within or close to the uncertainty bands. 
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Fig. 4 shows that this is not always the case. For example, the Wratts 
Rd. and Murphys Rd. h min predictions ( Fig. 4 -3 and 5), the [ s o ( h ) ; s h ] 
pairs lie far below the uncertainty bands, indicating that the error of the 
model reduction is underestimated by the method. This discrepancy can 
be explained by the following: the Murphys Rd. well is influenced by the 
no-flow boundary because it is located on the southern boundary of the 
model area (well 5 in Fig. 3 ). Boundary effects are probably intensified 
by the grid coarsening, affecting a larger area in the SM model compared 
to the CM model. This is confirmed by the [ s h ; h ] pair, which shows 
an even smaller real-world measurement h for the Murphys Rd. h min 
than the CM model prediction s h , indicating that (a) the CM model also 
shows an influence of the no-flow boundary on this prediction and (b) 
the amplification of this effect through the simplification. The Wratts 
Rd. well lies at the outcropping of the Dillon’s Point aquitard in the 
eastern part of the model, where most of the low-land springs originate. 
This is a model area that has shown to be sensitive to changes in the 
model geometry, relying on a relatively detailed resolution of geology. 
This detail has probably been lost in the SM model. The [ s h ; h ] pair 
suggests that the CM model itself is erroneous for the Wratts Rd. h min 
prediction, which might exaggerate the amount of simplification error 
underestimation compared to the [ s o ( h ) ; s h ] pair. 
In contrast to the Wratts Rd. and Murphys Rd. predictions, the [ s o ( h ) ; 
s h ] pair for the Old MCB well lies both above the uncertainty bounds 
and at a very high value of the random realizations ( Fig. 4 -7). Most of 
the test realizations are also found in this area with a bias toward CM 
model values significantly higher than their corresponding SM model 
values for these high Old MCB h min prediction values. This indicates that 
for these values, a linear regression line might not be a good estimator 
for model reduction error, and an upward-curving non-linear fit might 
be more suitable to capture the simplification error for high predictive 
values. This is also the case at the Pauls Rd. and MCB wells ( Fig. 4 -6 and 
8). 
Fig. 5 shows the h min prediction scatter plots for the ANNs, and the 
statistics of the linear regressions are given in Table 4 . Generally, the 
slope of the best fit line is very close to 1 for all predictions, and 
the uncertainty bounds are quite narrow. The [ s o ( h ) ; s h ] pairs are within 
the uncertainty bands for almost all head predictions, and reasonably 
close for the remaining ones. As each individual ANN is calibrated 
against the corresponding head time series of the complex model (see 
Section 3.4 ), [ s h ; h ] pairs could only be computed for the wells where a 
real-world data set was available (wells 1–5). For these cases, the [ s h ; h ] 
pairs show little influence of the prediction-specific error between CM 
model and real-world on the ANN model predictions. 
For the Old MCB and MCB wells ( Fig. 5 -7 and 8), the clustering of 
test realization scatter below the uncertainty band for low prediction 
values suggests that a linear relationship might not be suited to transfer 
the ANN prediction to the CM predictions. As such low h min predictions 
are rare cases at these wells and the real-world calibrated CM and ANN 
prediction pairs [ 𝑠 𝐨 ( 𝐡 ) ; ̂𝑠 ] are at higher values, this seems of not much 
significance for the presented application. 
In comparison to the SM model predictions of h min , the ANN model 
predictions are less biased and show far less simplification error. This is 
mainly due to the different setup, though, as explained in Sections 3.3 –
3.5 . The SM model is calibrated against a complex data set comprising 
several groundwater head time series (1–5) as well as spring flows and 
river exchange fluxes and is used to predict simultaneous system states 
contained and not contained in the calibration data set. In contrast, the 
ANNs are specific to their respective system state and solely calibrated 
to the single time series of the specific predictions. Due to this specializa- 
tion, the ANNs are better equipped to predict h min than the SM model, 
but they can only be applied where real-world data sets are available. 
4.1.2. River–groundwater exchange flux predictions 
The scatter plots for the prediction of river–groundwater exchange 
fluxes for the SM model are presented in Fig. 6 , while the statistics of 
the linear regressions are listed in Table 5 . Again, the most apparent 
Table 5 
River–groundwater exchange flux predictions Q ex ( Figs. 6 and 7 ): coefficients of 
regression (slope a and intercept b ) and its statistics (coefficient of determination 
R 2 and standard deviation 𝜎). 
Prediction SM ANN 
a b R 2 𝜎 a b R 2 𝜎
1: Q ex 1 0.40 1.69 0.315 0.459 0.93 0.06 0.990 0.056 
2: Q ex 2 0.45 1.67 0.320 0.515 0.94 0.01 0.991 0.060 
3: Q ex 3 1.01 0.06 0.911 0.110 0.97 −0 . 05 0.994 0.029 
4: Q ex 0.94 0.42 0.939 0.200 – – – –
Table 6 
Low-land spring flow predictions Q sp ( Figs. 8 and 9 ): coefficients of regression 
(slope a and intercept b ) and its statistics (coefficient of determination R 2 and 
standard deviation 𝜎). 
Prediction SM ANN 
a b R 2 𝜎 a b R 2 𝜎
1: Q sp 1 1.01 0.01 0.980 0.166 0.99 0.03 0.997 0.048 
2: Q sp 2 0.76 −0 . 27 0.770 0.273 0.99 0.00 1.000 0.010 
3: Q sp 3 0.64 −1 . 00 0.596 0.322 0.99 0.02 0.991 0.049 
4: Q sp 4 0.21 −0 . 18 0.093 0.233 0.98 0.01 0.997 0.012 
feature is the difference between the two predictions pertaining to the 
calibration data set ( Q ex 3 and Q ex ) and the other two predictions ( Q ex 1 
and Q ex 2 ). 
As seen in Fig. 6 -3 and 4, the scatter for the predictions Q ex 3 and Q ex 
is minorly spread, the slopes of the regression lines are close to 1 and 
the [ s o ( h ) ; s h ] pairs are inside the uncertainty bounds. The two available 
[ s h ; h ] pairs show that there is little error between CM model and reality 
for those two specific predictions. For Q ex , the scatter points outside the 
uncertainty bands are almost exclusively situated above the uncertainty 
band ( Fig. 6 -4), meaning there is a bias of the SM model underestimating 
these fluxes compared to the CM model. 
The scatter plots of Q ex 1 and Q ex 2 look very different ( Fig. 6 -1 and 
2), with wide-spread scatter and slopes below 0.5. As was explained in 
Section 2.5.2 , this indicates an inability of the calibrated SM model to 
reduce the simplification predictive error in comparison to the precal- 
ibration uncertainty of the CM model. The large horizontal scatter im- 
plies that this is influenced by parameter surrogacy in the SM model. The 
river flow gauging stations corresponding to the calculations of Q ex 1 and 
Q ex 2 are situated in the north-western and northern area of the model 
( Fig. 3 ), where the river is in contact with the main aquifer. The hydroge- 
ological aquifer properties are parameterized via interpolation between 
pilot points in the CM model, which is reduced to a single parameter 
in the SM model. This reinforces the necessity of representing hydroge- 
ological detail which is only in part compensated by other parameters 
in the SM model. This is examined in more detail in Section 4.2 . The 
[ s o ( h ) ; s h ] pairs in Fig. 6 -1 and 2 suggest a strong underestimation of the 
simplification error for these two predictions, which further illustrates 
the poor ability to transfer the ROM predictions to the CM predictions. 
Only three ANNs were built to predict the consecutive partial ex- 
change fluxes between the gauging stations, and the results are shown 
in Fig. 7 . For these three, slopes of the regression line are very close to 
1 and uncertainty bounds are small while also incorporating [ s o ( h ) ; s h ] 
pairs. Furthermore, intercepts are close to 0 for all three predictions, 
meaning the ANNs can reproduce the CM model predictions without 
any notable bias ( Table 5 ). As noted above, this is again due to the 
prediction-specific setup of the ANNs as ROMs. 
4.1.3. Low-land spring predictions 
Fig. 8 shows the scatter plots for the SM model predictions of mean 
low-land spring fluxes and the statistics for the corresponding regression 
lines are given in Table 6 . Observation of spring flow is only available 
for Spring Creek. 
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Fig. 5. Scatter plots of minimum groundwater head predictions of the ANN models. 
The SM model shows almost zero bias for the prediction of Q sp 1 
( Fig. 8 -1), and the regression line with slope about 1 and small cor- 
responding uncertainty bands suggest only a small model simplification 
error for this prediction. 
For both Q sp 2 and Q sp 3 , the regression lines have a slope of about 0.7 
and wider uncertainty bands ( Fig. 8 -2 and 3). Nonetheless, the [ s o ( h ) ; 
s h ] pairs are captured by the simplification error bounds for both pre- 
dictions. The [ s h ; h ] pair is far outside the uncertainty bands for Q sp 3 
( Fig. 8 -3), showing a huge discrepancy between the observation and 
the calibrated CM model prediction. This suggests that while the regres- 
sion fit seems reasonable, the calibrated CM model prediction seems to 
be a special case that might restrict the model pairing for this particular 
prediction. On the other hand, the observation o s for Q sp 3 itself is known 
to be a very uncertain estimate, so it might not be the best indicator for 
predictive quality. 
The SM model prediction of Q sp 4 shows a scatter plot distinctly dif- 
ferent to all others ( Fig. 8 -4). A multitude of realizations predict a Q sp 4 
of zero, some in agreement between CM and SM model predictions, but 
many only in the SM model. Many model realizations seem to predict 
groundwater levels below the threshold necessary to supply the spring 
with flow (i.e. below the spring’s channel elevation). These realizations 
predict flows of 𝑄 𝑠𝑝 4 = 0 m 3 /s which results in this particular scatter 
plot that allows no meaningful analysis of the results. This is demon- 
strated by the [ s h ; h ] pair, which is one of the few points where the 
SM model predicts Q sp 4 > 0 m 
3 /s while the accompanying CM model 
predicts 𝑄 𝑠𝑝 4 = 0 m 3 /s ( Fig. 8 -4). The accumulation of SM model real- 
izations of 𝑄 𝑠𝑝 4 = 0 m 3 /s compared to the few CM model realizations 
suggests a significant error in model simplification. The inability of the 
SM model to reproduce small-scale interactions between groundwater 
and surface features in this model area results in either (a) too low 
groundwater levels in the SM model or (b) overestimation of spring bed 
elevation through spatial aggregation. 
Similar to the results presented for h min and Q ex in the previous sec- 
tion, the results for spring predictions with ANNs are different from 
those of the SM model. The scatter and uncertainty bounds for the ANN 
models around the regression lines shown in Fig. 9 can barely be dis- 
tinguished, with slopes close to 1 and intercepts around zero ( Table 6 ). 
The [ s o ( h ) ; s h ] pairs lie within the uncertainty bands for all four pre- 
dictions. Note again that a direct comparison to the SM model results 
is not informative, as the ANN models were each calibrated against it 
is individual specific data set. Nonetheless, the ANN models seem to be 
able to predict mean spring fluxes for all four springs with small error 
and without any need for correction through a complex model. 
4.2. Composition of SM model parameters 
The equations presented in Section 2.3 allow an analysis of the ef- 
fects of parameter reduction on the SM model parameters regarding 
their composition of CM model parameters. Note that the parameters 
of the ANNs are not associated to any real-world features or character- 
istics of the aquifer (in contrast to the SM model parameters) and we 
therefore only carried out the analysis for the SM model, even though it 
would be possible for the ANNs as well. 
As can be seen in Table 2 , some of the 24 SM model parameters are 
combinations of the 207 CM model parameters (the hydraulic conduc- 
tivity and specific yield of layer 1 to 3 as well as the river bed conduc- 
tivities), while others are the same (the remaining ones). All of the CM 
model parameters stand for certain processes of the real-world geology 
52 
M. Gosses and T. Wöhling Advances in Water Resources 125 (2019) 41–56 
Fig. 6. Scatter plots of low-flow period river–groundwater exchange flux predic- 
tions of the SM model. Blue headers denote predictions pertaining to exchange 
fluxes used in the calibration data set. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this 
article.) 
Fig. 7. Scatter plots of low-flow period river–groundwater exchange flux pre- 
dictions of the ANN models. 
Fig. 8. Scatter plots of mean spring flow predictions of the SM model. Blue 
headers denote predictions pertaining to spring fluxes used in the calibration 
data set. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
Fig. 9. Scatter plots of mean spring flow predictions of the ANN models. 
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Fig. 10. Normalized contribution of the (grouped) complex model parameters to the 24 simple SM model parameters. 
and were thus informed by expert knowledge to derive starting values 
and parameter bounds for the calibration. Fig. 10 shows the contribu- 
tion of the CM model parameters to each of the (grouped) SM model 
parameters. Preferably, a SM model parameter should be mainly influ- 
enced by the corresponding CM model parameters ( 𝐾 𝑆𝑀 




1 pilot points, for example). It is generally notable that many different 
CM model parameters contribute to each SM model parameter. Only in 
some cases are the CM model parameters corresponding to the same 
process a major influence on the accompanying SM model parameter, 
as for 𝐾 𝑆𝑀 
𝐷, 2 and, to some extent, 𝑆 
𝑆𝑀 
𝑆, 2 or 𝐾 
𝑆𝑀 
𝐻, 1 . From the discussion in 
Section 4.1.2 , we assume a high level of parameter surrogacy for 𝐾 𝑆𝑀 
𝐷, 1−2 , 
with major influences of 𝐾 𝐶𝑀 
𝐻 
, which can clearly be seen in the graph. 
Furthermore, 𝐾 𝑆𝑀 
𝑅, 1 , between gauging stations Rock Ferry and SH6, does 
not have any real contributions from its CM model counterparts, 𝐾 𝐶𝑀 
𝑅, 1−4 . 
This is a crucial demonstration of the concept of parameter surrogacy 
that was mentioned in several sections of this study. Fig. 10 demon- 
strates clearly that parameters in the physically-based, distributed SM 
model are not only, or, in many cases even barely, representing the func- 
tion of the real-world process associated with them. Instead, they are 
made up of various mixtures of complex CM model parameters. This 
does illustrate that the information of starting values and parameter 
bounds via expert knowledge is dubious at best for this ROM. Indeed, 
the limiting of parameter values to geology-informed delimitation might 
severely inhibit the ROM performance in a case where parameters are 
not representing the process that one would associate with them. There- 
fore, ROM parameters should best be treated as “effective ” parameters 
and only be loosely constrained in application. 
5. Discussion and conclusions 
In this study, the theoretical work of Doherty and Christensen 
(2011) and Watson et al. (2013) of a paired model analysis of simpli- 
fication error for ROMs was extended and applied to the real-world, 
physically-based groundwater model of the Wairau Plains Aquifer. Two 
ROMs differing widely in type and complexity were created for the 
paired model analysis, the first a simplification of the complex MOD- 
FLOW model, the second a collection of ANNs. The trustworthiness of 
the predictive bias correction and simplification error assessment that 
is the focal point of the scatter plots was tested by actual calibration of 
the complex model. In addition, the application to two types of ROMs 
demonstrated potencies and shortcomings of these ROMs for different 
application fields. 
The first ROM, labeled SM, is a spatially and parametrically simpli- 
fied version of the basic complex model, CM. The proposed method of 
bias correction and error analysis seems to work fine for most of the 
predictions tested with this ROM, with low errors associated with pre- 
dictions pertaining to the calibration data set, medium errors for pre- 
dictions of similar type, and high errors for the remaining predictions. 
Nonetheless, the testing of the analysis via the real-world calibrated 
complex CM model prediction showed that the error estimates for some 
predictions, disregarding of type, are too low. These problems seem to 
have several reasons. A major one seems to be the location of the predic- 
tion. Several “problematic ” predictions lie within the area of transition 
between the highly conductive aquifer and the Dillon’s Point aquitard 
in the East of the model. This area requires relatively high spatial and 
parametric detail to be adequately represented which seems to be miss- 
ing in the SM model. Another source of simplification error underesti- 
mation seems to be coming from parameter surrogacy, which could be 
the main contributor for the two highly uncertain river–groundwater 
flux predictions. As demonstrated by our analysis, parameters in the SM 
model compensate for an assortment of CM model parameters due to 
absent variability and process representation in the simple model. This 
questions the constraining of simple model parameter boundaries to re- 
alistic values during calibration as was undertaken for the SM model. 
Therefore, they should probably be treated as “effective ” parameters in 
the calibration process. Finally, underestimation of simplification error 
could also stem from interaction with boundary conditions. 
The second type of ROM that was used in the study were ANNs. As 
a most fundamental difference, a single ANN model was created and 
calibrated for each single location in the data set. It was demonstrated 
that most predictions by ANN ROMs are generally free of bias and have 
small simplification errors associated to them. As all ANNs are calibrated 
against the respective time series from which those predictions come, 
this mainly proves that the chosen type of ANN is capable of reproduc- 
ing such timelines adequately. From this, we conclude that where data 
is available, such ANNs can be used for short-term prediction and man- 
agement purposes. The paired model analysis can aid this by providing 
bias correction, where necessary. 
A direct comparison of the results for the two different ROMs is not 
expedient due to the different setup, prediction space and usage of cali- 
bration data sets. We conclude that the ANNs are formidable tools where 
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they are applicable: predictions for available data time series can be 
made with low simplification error and almost in real-time. For predic- 
tions not associated directly with measurements, a simple physically- 
distributed model like SM is the only choice, but the performance de- 
pends on how similar the prediction type is to the calibration data set. 
Some predictions of very different type or predictions dependent on pa- 
rameter detail not represented in the simple model might be better as- 
sessed only relying on the complex model.Here, error can actually in- 
crease through the calibration of the simple model in comparison to 
complex model precalibration uncertainty estimates. 
Overall, the presented methodology allows the evaluation of differ- 
ent types of ROMs in conjunction with the complex model and their clas- 
sification into different areas of operation. The analysis of the strength 
and shortcomings of the simple models in regard to different predictions 
is adamant for their further potential use in management, be it scenario 
calculations or data worth analysis. 
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Appendix A. Semi-random parameter field generation 
To create (semi-)random pilot point parameters of the three aquifer 
layers ( K H and S y fields), we considered two separate constraints that 
were informed by expert knowledge: 
C1: Parameter ranges [ p min , p max ] as derived from local pumping 
tests, and 
C2: Spatial correlation of parameters as defined by an exponen- 
tial variogram (see Wöhling et al., 2018 ). The heterogeneity of 
a set of pilot point values that satisfy the variogram can be 
measured by a regularization function (e.g. as implemented by 




( 𝑝 𝑗 − 𝑝 𝑘 ) , (22) 
where p j and p k are any two pilot points within the range of the 
variogram, w i is the weight of the i th combination of those two 
pilot points (which is proportional to their distance) and r is the 
regularization function value. Different random fields adhering 
to the variogram do not result in the same regularization func- 
tion value r . We generate a probability density function (pdf) 
f ( r vario ) of possible variogram-adhering regularization function 
values r vario . Constraint C2 is defined as: 
𝑓 ( 𝐫 chosen ) ≈ 𝑓 ( 𝐫 vario ) , (23) 
where f ( r chosen ) is the pdf of the chosen parameter’s regulariza- 
tion function values r chosen . 
The following workflow was implemented to create 1000 random 
parameter sets for each of the parameter six fields in the complex model 
(3 HC layers + 3 SY layers) that satisfy both constraints C1 and C2: 
1. Sampling of 1,000,000 random parameter sets K uni from uniform 
distributions of [ p min , p max ] ( Table 2 ) and calculation of their reg- 
ularization function values r uni . Note that these parameter sets 
K uni satisfy constraint C1, but their regularization function pdf 
f ( r uni ) ≠ f ( r vario ), thus not satisfying C2. 
2. Calculation of the variogram regularization function pdf f ( r vario ). 
This is done by: 
(a) Generation of 10,000 random parameter fields F vario satisfying 
the variogram via the fieldgen utility of PEST ( Doherty, 2015 ). 
(b) Calculation of the regularization function values for the above 
10,000 random fields, r vario , and their corresponding probability 
density function f ( r vario ). 
3. Resampling of the 1,000,000 random parameter sets K uni with f ( r uni ) 
from step 1 via importance resampling (cf. Gelman et al., 2004 ): 
1000 (unique) final random parameter sets K final are drawn from 
K uni with weights of each of the 𝑖 = 1 , … , 1,000,000 samples of r uni 
calculated as: 
𝑤 𝑖 ( 𝑟 𝑖 uni ) = 
𝑓 ( 𝑟 𝑖 vario ) 
𝑓 ( 𝑟 𝑖 uni ) 
. (24) 
The importance resampling results in K final ⊂K uni and 
f ( r final ) ≈ f ( r vario ). The final parameter set K final satisfies both 
constraints C1 and C2. 
References 
Aster, R. , Borchers, B. , Thurber, C. , 2011. Parameter Estimation and Inverse Problems. 
Elsevier, Amsterdam, Netherlands . 
Boyce, S.E., Nishikawa, T., Yeh, W.W.-G., 2015. Reduced order modeling of the Newton 
formulation of MODFLOW to solve unconfined groundwater flow. Adv. Water Resour. 
83, 250–262. https://doi.org/10.1016/j.advwatres.2015.06.005 . 
Dagan, G., Fiori, A., Jankovic, I., 2013. Upscaling of flow in heterogeneous porous for- 
mations: critical examination and issues of principle. Adv. Water Resour. 51, 67–85. 
https://doi.org/10.1016/j.advwatres.2011.12.017 . 
Doherty, J. , 2015. Groundwater Data Utilities. Watermark Numerical Computing . 
Doherty, J. , 2016. PEST: Model-Independent Parameter Estimation —User Manual, sixth 
ed. Watermark Numerical Computing . 
Doherty, J., Christensen, S., 2011. Use of paired simple and complex models to re- 
duce predictive bias and quantify uncertainty. Water Resour. Res. 47 (12), W12534. 
https://doi.org/10.1029/2011WR010763 . 
Fienen, M.N., Masterson, J.P., Plant, N.G., Gutierrez, B.T., Thieler, E.R., 2013. Bridging 
groundwater models and decision support with a Bayesian network. Water Resour. 
Res. 49 (10), 6459–6473. https://doi.org/10.1002/wrcr.20496 . 
Gelman, A. , Carlin, J. , Stern, H. , Rubin, D. , 2004. Bayesian Data Analysis, second ed. 
Chapman & Hall/CRC . 
Gosses, M., Nowak, W., Wöhling, T., 2018. Explicit treatment for Dirichlet, Neumann and 
Cauchy boundary conditions in POD-based reduction of groundwater models. Adv. 
Water Resour. 115, 160–171. https://doi.org/10.1016/j.advwatres.2018.03.011 . 
von Gunten, D., Wöhling, T., Haslauer, C., Merchán, D., Causapé, J., Cirpka, O., 2014. Effi- 
cient calibration of a distributed PDE-based hydrological model using grid coarsening. 
J. Hydrol. 519, 3290–3304. https://doi.org/10.1016/j.jhydrol.2014.10.025 . 
Höge, M., Wöhling, T., Nowak, W., 2018. A primer for model selection: the 
decisive role of model complexity. Water Resour. Res. 54 (3), 1688–1715. 
https://doi.org/10.1002/2017WR021902 . 
Lødøen, O.P., Tjelmeland, H., 2010. Bayesian calibration of hydrocarbon reservoir models 
using an approximate reservoir simulator in the prior specification. Stat. Modell. 10 
(1), 89–111. https://doi.org/10.1177/1471082X0801000106 . 
Mandel, J., 1982. Use of the singular value decomposition in regression analysis. Am. Stat. 
36 (1), 15–24. https://doi.org/10.1080/00031305.1982.10482771 . 
Niswonger, R. , Panday, S. , Ibaraki, M. , 2011. MODFLOW-NWT, a Newton Formulation 
for MODFLOW-2005. Technical Report 6-A37. U.S. Geological Survey Techniques and 
Methods . 
Niswonger, R. , Prudic, D. , 2005. Documentation of the Stream Flow-Routing (SFR2) Pack- 
age to Include Unsaturated Flow Beneath Streams - A Modification to SFR1. Technical 
Report 6-A13. U.S. Geological Survey Techniques and Methods . 
Oladyshkin, S., Nowak, W., 2012. Data-driven uncertainty quantification using the 
arbitrary polynomial chaos expansion. Reliab. Eng. Syst. Saf. 106, 179–190. 
https://doi.org/10.1016/j.ress.2012.05.002 . 
Scheidt, C., Caers, J., Chen, Y., Durlofsky, L.J., 2011. A multi-resolution workflow to gen- 
erate high-resolution models constrained to dynamic data. Comput. Geosci. 15 (3), 
545–563. https://doi.org/10.1007/s10596-011-9223-9 . 
Schöniger, A., Wöhling, T., Samaniego, L., Nowak, W., 2014. Model selection on solid 
ground: rigorous comparison of nine ways to evaluate Bayesian model evidence. Wa- 
ter Resour. Res. 50 (12), 9484–9513. https://doi.org/10.1002/2014WR016062 . 
Siade, A.J., Putti, M., Yeh, W.W.-G., 2012. Reduced order parameter estimation using 
quasilinearization and quadratic programming. Water Resour. Res. 48 (6), W06502. 
https://doi.org/10.1029/2011WR011471 . 
Stanko, Z.P., Boyce, S.E., Yeh, W.W.-G., 2016. Nonlinear model reduction of uncon- 
fined groundwater flow using POD and DEIM. Adv. Water Resour. 97, 130–143. 
https://doi.org/10.1016/j.advwatres.2016.09.005 . 
Tait, A., Henderson, R., Turner, R., Zheng, X., 2006. Thin plate smoothing spline interpo- 
lation of daily rainfall for New Zealand using a climatological rainfall surface. Int. J. 
Climatol. 26 (14), 2097–2115. https://doi.org/10.1002/joc.1350 . 
Taormina, R., Wing Chau, K., Sethi, R., 2012. Artificial neural network simulation of 
hourly groundwater levels in a coastal aquifer system of the Venice Lagoon. Eng. Appl. 
Artif. Intell. 25 (8), 1670–1676. https://doi.org/10.1016/j.engappai.2012.02.009 . 
Ushijima, T.T., Yeh, W.W.-G., 2015. Experimental design for estimating unknown hy- 
draulic conductivity in an aquifer using a genetic algorithm and reduced order model. 
Adv. Water Resour. 86, 193–208. https://doi.org/10.1016/j.advwatres.2015.09.029 . 
55 
M. Gosses and T. Wöhling Advances in Water Resources 125 (2019) 41–56 
Watson, T.A., Doherty, J.E., Christensen, S., 2013. Parameter and predictive 
outcomes of model simplification. Water Resour. Res. 49 (7), 3952–3977. 
https://doi.org/10.1002/wrcr.20145 . 
Wöhling, T., Gosses, M.J., Wilson, S.R., Davidson, P., 2018. Quantifying river-groundwater 
interactions of New Zealand’s gravel-bed rivers: the Wairau plain. Groundwater 56, 
647–666. https://doi.org/10.1111/gwat.12625 . 
Wood, B., 2009. The role of scaling laws in upscaling. Adv. Water Resour. 32, 723–736. 
https://doi.org/10.1016/j.advwatres.2008.08.015 . 
56 
