This paper describes an innovative approach related to the development of a new hot mix asphalt (HMA) dynamic modulus (|E*|) prediction model by employing the artificial neural networks (ANNs) methodology. Many studies have been conducted over the last 50 years related to the development of HMA |E*| prediction models based on the regression analysis of laboratory measurements. The current study is an attempt to replace the regression analysis with the ANNs that have proved useful for solving certain types of problems that are too complex, poorly understood or resource intensive to tackle using more traditional numerical and statistical methods. The ANN |E*| prediction models were developed using the latest comprehensive |E*| database that is available to the researchers (from the NCHRP Report 547) containing 7400 data points from 346 HMA mixtures. The ANN model predictions were compared with the 1999 version of the Witczak |E*| prediction model, which is included in the mechanistic-empirical pavement design guide (MEPDG) and the new revised version as well. The sensitivity of input variables to the ANN model predictions were also examined and discussed. The ANN |E*| models show significantly higher prediction accuracy compared with the existing regression models and could easily be incorporated into the MEPDG. This approach may lead to more accurate characterisation of the HMA dynamic modulus resulting in better performance prediction, thereby reducing the risk of premature pavement failure. Reference to this paper should be made as follows: Ceylan, H., Gopalakrishnan, K., and Reference to this paper should be made as follows: Ceylan, H., 
where a(T) is shift factor as a function of temperature, t is time of loading at desired temperature, t r is the reduced time of loading at reference temperature, and T is the temperature of interest. Here, δ is the minimum value of E*, α+ δ is the maximum value of E*, β and γ are the horizontal location of the transition zone and its slope, respectively. The function parameters δ and α will in general depend on the aggregate gradation and mixture volumetrics while the parameters β and γ will depend primarily on the characteristics of the asphalt binder (Schwartz, 2005) . The values for δ, α, β, and γ and the a(T) at each temperature are all simultaneously determined from test data using nonlinear optimization techniques. The E* of asphalt mixture in the MEPDG, at all levels of temperature and time rate of load, is determined from a master curve constructed at a reference temperature (NCHRP, 2004) .
Since the 1960s, many studies have been conducted in an effort to improve the E* test procedure. Papazian (1962) was one of the first to delineate viscoelastic characterization of asphalt mixtures using the triaxial cyclic complex modulus test. Witczak and Root (1974) presented that the tension-compression test that better predicted asphalt pavement behavior under the field loading conditions. Bonnaure et al. (1977) selected a bending test to determine the E*. Stroup-Gardiner and Newcomb (1997) , and Zhang et al. (1997) conducted E* tests on both tall cylindrical specimens and indirect tensile specimens and reported that tests on the same material with the different setups yielded different dynamic moduli and phase angles. Witczak et al. (2002) developed new guidelines for E* test procedure in NCHRP 9-19 including the proper specimen geometry and size, specimen preparation, testing protocol, loading pattern, and empirical modeling. In recent years, many studies (Bonaquist et. al., 2003; Mohammad et. al, 2005; Robinette and Williams, 2006; Tran and Hall, 2006) have been conducted to examine and implement the new E* test procedure selected as AASHTO TP 62-03.
Numerous E* predictive models have also been developed over the last 50 years. Historically, the E* predictive models have evolved on the basis of conventional multivariate linear regression or non-linear regression analysis of laboratory test data and the established or anticipated basic engineering behavior and/or properties of the AC mixture and/or its components (Bari and Witczak, 2006) . Statistical analysis aims at reducing the error between the predicted values and the observed values for the same values of the input variables in different ways.
The earliest E* predicted models were represented as linear polynomials for predicting logarithm E* with related nomograph for bitumen stiffness modulus (Van der Poel, 1954; Heukelom and Klomp, 1964; McLeod, 1976; Shook and Kallas, 1969) . Among these models, the model proposed by Shook and Kallas (1969) provided the foundation for developing the non-linear regression equation for predicting E* (Azari et. al., 2007) .
Witczak and his colleagues further modified and refined the Shook and Kallas (1969) model since the 1970s using a large database of hundreds of dynamic modulus measurements. Their research efforts until 1989 were summarized by Witczak and Fonseca (1996) . The Witczak-Fonseca E* prediction model was developed and calibrated at the University of Maryland (UMD) during 1995 -1996 (Witczak and Fonseca, 1996 . This model was based on 1,429 test data points from 149 un-aged laboratory blended HMA mixture that contained only conventional binder (Witczak and Fonseca, 1996) . In addition, this model used eight variables that are also present in the initial version of E* model included in the early versions of MEPDG software. A further revision of coefficient in this model was performed in 1999 based on an expanded database (known as the "UMD E* Database"). This database contained 2,750 test data points from 205 un-aged laboratory blended HMA mixtures including 34 modified binders. The result of revision in 1999 is the original version of the E* model that is included in the early versions of MEPDG (Bari and Witczak, 2006) . Figures 1 provides the 1999 version of the E* predictive equations and the explanation of the input variables. The input variables for the 1999 version E* model include aggregate gradation, mixture volumetrics, viscosity of the asphalt binder (), and loading frequency (f). The aggregate gradation variables include percent passing #200 sieve ( #200 ), percent retained #4 sieve ( #4 ), percent retained 9.5 mm sieve ( 9.5mm ), and percent retained 19 mm sieve ( 19mm ). The mixture volumetrics includes air void (V a ) and effective binder content (V beff ). (Bari and Witczak, 2006) .
The most recent version of the E* database collected by Witczak and co-researchers in Arizona State University (ASU) , known as "ASU E* Database", included the result of testing 192 additional mixtures including modified binder, laboratory aged, plant, and field core mixtures that provided 5,820 more E* test data points (Bari and Witczak, 2006) . This new database summarized in table 1, which includes both the ASU and UMD database, provided a total of 8,570 data points. However, some mixture volumetric data in ASU E* database were not reported. The new and revised version of the E* model as shown in figure 2 was developed using 7,400 data points obtained from 346 different HMA mixes (Bari and Witczak, 2006) . In addition to the extended database, the new revised model includes new binder variables. The binder viscosity () variable was replaced with the binder dynamic shear modulus (G b *) and the binder phase angle (). With the addition of G b * and , which is different for different time rates, the frequency (f) parameter in the current equation was found redundant and therefore was removed (Azari et. al. 2007 ). These revisions were intended to improve the characterization of asphalt mixtures in dynamic mode of loading (Bari and Witczak, 2006, Azari et. al., 2007) . Furthermore, the new E* prediction model adopting G b * and  as variables instead of  would directly link to the Superpave Binder Performance Grading (PG) system and the associated binder testing (Bari and Witczak, 2006) . (Bari and Witczak, 2006) .
Neural networks approach to E* prediction
Literature review (Adeli, 2001; Dougherity, 1995; TR Circular, 1999) suggests that ANNs and other soft computing techniques like fuzzy mathematical programming and evolutionary computing (including genetic algorithms) are increasingly used instead of the traditional methods in civil and transportation applications (Flintsch, 2003) . The recent adoption and use of ANN modeling techniques in the MEPDG (NCHRP, 2004) has especially placed the emphasis on the successful use of neural nets in geomechanical and pavement systems. A current Transportation Research Board subcommittee AFS50(1) [formerly A2K05(1)] has been focused on "Applications of Nontraditional Computing Tools Including Neural Networks" with the primary mission to provide practitioners a better understanding on and at the same time foster the use of the ANNs and other nontraditional computational intelligence techniques in pavement engineering applications. In this study, the ANN methodology was used to develop robust E* prediction models based on the latest comprehensive E* database.
The basic element in the ANN is a processing element (artificial neurons). An artificial neuron receives information (signal) from other neurons, processes it, and then relays the filtered signal to the other neurons (Tsoukalas and Uhrig, 1997) . The receiving end of the neuron has incoming signals X 1 , X 2 , . . ., and X n . Each of them is assigned a weight, which is given based on experience and which may change during the training process. The summation of all the weighted signal amounts yields the combined input quantity I k . The combined input quantity I k is then sent to a preselected transfer function (sometimes called an activation function) T, and a filtered output Y k is generated in the outgoing end of the artificial neuron k through the mapping of the transfer function. The process can be written as the following equations:
There are several types of transfer functions that can be used, including sigmoid, threshold, and Gaussian functions. The transfer function most often used is the sigmoid function because of its differentiability. The sigmoid function can be represented by the following equation:
where  = positive scaling constant, which controls the steepness between the two asymptotic values 0 and 1 (Tsoukalas and Uhrig, 1997) .
The ANN performs two major functions: learning (training) and testing. This study used the backpropagation learning algorithm for the ANN, which is a supervised learning algorithm in which the network is trained on a set of input-output pairs. Backpropagation ANNs are very powerful and versatile networks that can be taught a mapping from one data space to another using a representative set of patterns/examples to be learned. The term "backpropagation network" actually refers to a multi-layered, feed-forward neural network trained using an error backpropagation algorithm. The learning process performed by this algorithm is called "backpropagation learning" which is mainly an "error minimization technique" (Haykin, 1999) .
In the development of backpropagation ANN models, the connection weights and node biases are initially selected at random. Inputs from the mapping examples are propagated forward through each layer of the network to emerge as outputs. The errors between those outputs and the correct answers are then propagated backwards through the network and the connection weights and node biases are individually adjusted to reduce the error. After many examples (training patterns) are propagated through the network many times, the mapping function is learned with some specified error tolerance. This is called supervised learning because the network has adjusted functional mapping using the correct answers. The network is considered to be well trained when the error reaches a minimum or an allowable limit. The network performance is verified by presenting unknown testing datasets to the ANN after training is completed. Backpropagation ANNs excel at data modeling with their superior function approximation (Haykin, 1999; Meier and Tutumluer, 1998) .
Despite their good performance in many situations, ANNs suffer from a number of shortcomings. For example, artificial neural networks cannot explain results. In problems where explaining rules may be critical, neural networks are not the tool of choice. They are the tool of choice when acting on the results is more important than understanding them. Even though neural networks cannot produce explicit rules, sensitivity analysis does enable them to explain which inputs are more important than others. Secondly, ANNs usually converge on some solution for any given training set. Unfortunately, there is no guarantee that this solution provides the best model (global minimum) of the data. Therefore, the test set must be utilized to determine when a model provides good enough performance to be used on unknown data.
Preparation of ANN database
Input variables for the E* ANN prediction model were retrieved from the NCHRP Report 567 CD-ROM (CRP-CD -46) "Simple Performance Tests: Summary of Recommended Methods and Database." (Witczak, 2005) .The CRP-CD-46 included as an appendix in the NCHRP report 567 contains not only E* new database (ASU and UMD database) but also all data and information collected and used during NCHRP 9-19 study. The eight input variables of the 1999 and 2006 version E* predictive equations (see figures 1 and 2) were used in the two different types of ANN models (ANN 1999 and ANN 2006) , respectively. The one output variable was the E* in both the ANN models. A total of 7,400 data records (which was also used in developing the new and revised E* model) was used in developing the ANN models. Table 2 shows the description and ranges of values for all input and output variables used in ANN models. The data were divided randomly into two different subsets: the training data subset containing 6,900 data points and the testing data subset which consisted of 500 data points. Both datasets were normalized within the range of -2 to 2 for input values and the range of 0.1 to 0.9 for output values to satisfy the transfer function (sigmoid) range and to prevent network saturation, which could impede the network's performance. The training data subset was used to train the backpropagation ANN E* prediction model and the testing data subset was used to examine the statistical accuracy of the developed ANN model. The trained ANN models were also finally evaluated using all the 7,400 data points to obtain the overall predictive accuracy and compare it with the existing E* predictive models.
Development of ANN E* prediction model
A typical four-layered, i.e., one input-two hidden-one output layer, feed forward errorback propagation ANN architecture, as shown in figure 3, was used in this study. To ensure efficient convergence and the desired performance of the trained network, several parameters were incorporated in the training phase. These parameters included the training rate, the momentum term, and the number of learning cycles (epochs). The training rate is a factor that proportions the amount of adjustment applied each time the weight is updated. A small training rate might result in slower convergence and dropping into the local minima conditions in the weight-error space. A large training rate often causes the convergence behavior of the network to oscillate and possibly never converge (Owusu-Aabio, 1998) . The use of a momentum term could carry the weight change process through one or more local minima and get it into global minima. The training rate and the momentum coefficient used in the study were 0.4 and 0.6, respectively.
ANN 1999 E* prediction model has eight input parameters including the four aggregate gradation variables ( 19mm ,  9.5mm ,  #4,  #200 ), two mixture volumetric variables (V beff , V a ), one asphalt binder rheology property variable () and one loading frequency property (f). ANN 2006 model also has eight input parameters corresponding to the input variables of Witczak E* prediction model. Both ANN models have E* as one output neuron. Several network architectures with two hidden layers were examined to determine the optimum number of hidden layer nodes through a parametric study. Overall, the training and testing mean squared errors (MSEs) decreased as the networks grew in size with increasing number of neurons in the hidden layers. The error levels for both the training and testing sets matched closely when the number of hidden nodes approached 30 as in the case of 8-30-30-1 architecture (8 input, 30 and 30 hidden, and 1 output neurons, respectively). 
Results and Discussion

Goodness of Fit
The "goodness-of-fit" statistics for the ANN model predictions in arithmetic scale were performed using statistical parameters such as the correlation coefficient (R 2 ), the standard error of predicted values divided by the standard deviation of measured values (S e /S y ) and the absolute average error (AAE). The R 2 is a measure of correlation between the predicted and the measured values and therefore, determines accuracy of the fitting model (higher R 2 equates to higher accuracy). The S e /S y and the AAE indicates the relative improvement in accuracy and thus a smaller value is indicative of better accuracy. A set of criteria in table 3 originally developed by Pellinen (2001) were also adopted in this evaluation. Table 3 . Statistical criteria for correlation between the observed and the predicted (Pellinen, 2001 The results of statistical analysis are presented in figures 5 and 6 for the 500 testing data points and the 7,400 testing data points, respectively. As mentioned previously, the 500 test vectors form an independent dataset which was not used in training the ANN and it was used to test the accuracy of the trained ANN. The 7,400 datasets which form the entire E* database was used to obtain the overall ANN prediction accuracy statistics and compare with those of Witczak E* model. Clearly, the ANN 1999 and 2006 model predictions show "excellent" statistics compared to Witczak model predictions. Especially, the AAE obtained using ANN is almost half that of Witczak's model. It is also noticed that the 1999 and the 2006 Witczak predictions are more scattered below and above the line of equality (45 degree line) with increasing E* values. Especially, the 1999 Witczak E* model seems to under-predict the actual measurement while the 2006 Witczak E* model tends to over-predict the actual measurements. In terms of performance, this prediction inaccuracy may translate into the risk of premature failure of the asphalt layer in rutting or fatigue. However, ANN model predictions are closely around the line of equality without bias and therefore there is a higher chance of preventing premature distress failure. It is also interesting to note that the ANN 1999 models show slightly better goodness of fit statistics than the ANN 2006 models. Reference to this paper should be made as follows . 
Sensitivity Analysis of Input Variables in ANN Models
The sensitivity of ANN model predictions to the system variables was examined by examining the effect of different combinations of input parameters on E* prediction. Tables 4 and 5 Figure 7 presents the plot of predicted versus observed E* using asphalt mastic properties as inputs for ANN model. Form these tables and figure, it can be observed that the inclusion of  #200 can improve the accuracy of ANN model (R 2 =0.85), which indicates that the asphalt mastic properties are sensitivity variables in the ANN models.
The effect of asphalt volumetric properties (V a , V beff ) and/ or the effect of aggregate gradation properties ( 19mm ,  9.5mm ,  #4 ,  #200 ) on E* predictions can be observed from the goodness-of-fit statistics in tables 4 and 5. It can be observed that the ANN model using only asphalt volumetric properties (V a , V beff ) or / and aggregate gradation properties ( 19mm ,  9.5mm ,  #4 ,  #200 ) show "Very poor" goodness of fit statistics (R 2 =0). This poor behavior of the model is due to the exclusion of time and temperature effect represented by asphalt binder rheology properties. These results indicate that the asphalt binder input parameters are critical input variables in the ANN E* prediction models which is rational and it also agrees with previous research study findings. Reference to this paper should be made as follows . Witczak equations include eight input variables. However, sometime, it is hard to obtain all of these variable values in actual situation. Preliminary investigations were carried out to obtain the optimum number of input variables for the ANN models, which has similar performance as ANN models using eight input variables. The asphalt binder rheology properties (, G b *  ,  ) were selected as the essential input variables and the effect of including/excluding other variables on ANN model predictions were examined systematically as shown in tables 6 and 7. Tables 6 and 7 also list the goodness-of-fit statistics corresponding to each ANN model for the 500 testing data points and the 7400 testing data points, respectively.
As shown in these tables, the goodness-of-fit statistics for the ANN 1999. 6. 5 and the ANN 2006. 6.5 models are very similar to the results obtained with the eight input parameter ANN 1999 and the ANN 2006 models. These results suggest that the aggregate gradation property ( #4 ) and two volumetric properties (V a , V beff ), among the non -asphalt binder properties, are critical input variables for the prediction of E* in ANN model. Similar results were reported by Schwartz (2005) based on sensitivity analysis study of the 1999 version Witzack equation (2005).
It must be noted that the current approach needs to be validated using independent datasets before it could be implemented in practice. Also, the existing E* database should be studied in depth to see if any other useful information related to aggregate/mix properties could be extracted from the database. The existing E* database has been developed over a period of over four decades. The E* test protocol has changed over the years and it is expected to observe certain artifacts and anomalies in the database. All these must be taken into consideration when interpreting the E* prediction models and equations developed from the database using any approach. Further, the authors believe that including the aggregate shape characteristics among the inputs may increase the E* prediction accuracy. Form, texture, and angularity are among the properties of aggregates that have a significant effect on the performance of HMA (Al-Rousan et al, 2007) . These properties vary widely with the type and source of aggregates and processing techniques. By including these properties as input parameters directly or indirectly in the ANN based E* prediction models, increased prediction accuracy may be achieved. 
Conclusions
This paper presented the development of a new HMA E* prediction model employing the Artificial Neural Networks (ANN) methodology. The ANN based E* prediction models were developed based on a comprehensive database of E* laboratory measurements that is currently available to the researchers. The ANN model predictions were compared with both the 1999 version of the Witczak E* prediction model as well as the 2006 version of the Witczak model which are included in the MEPDG. The sensitivity of input variables to ANN model predictions were examined and the optimum number of input variables required to achieve the same prediction accuracy as the full-fledged model was determined. Based on the study findings, the following conclusions were drawn:  The ANN based E* prediction models use the same input variables as the Witczak E* prediction models, but make E* predictions with significantly higher accuracy.  Most regression based E* prediction models show bias at the lower or higher E* spectrum. This problem could be eliminated with the use of ANN E* prediction models which show no bias. This can lead to more accurate characterization of HMA dynamic modulus, better performance prediction, and reduce the risk of premature pavement failure.  The ANN based E* prediction models are primarily influenced by asphalt binder properties (or G b *  and ) which is quite rational.  It was found that by using only six input variables ( #4 , V a , V beff , or G b * , f or ), similar prediction accuracy as the full ANN E* prediction model was observed. It must be noted that the current approach needs to be validated using independent datasets before it could be implemented in practice. Further, the authors believe that including the aggregate shape characteristics among the inputs may increase the E* prediction accuracy.
The results of this study have significant implications in the context of advancing the state of the art in mechanistic-empirical pavement analysis and design. ANN models trained over comprehensive datasets could be successfully incorporated into MEPDG as surrogates for pavement materials characterization models and pavement performance prediction models. Because ANNs excel at mapping in higher-order spaces, such models can go beyond the existing univariate relationships between pavement structural responses and performance (such as the subgrade strain criteria for rutting). ANNs could be used to examine several variables at once and the interrelationships between them. ANNs could also be used to develop models for distress phenomena such as thermal cracking, block cracking, and rutting in AC pavements, and faulting and D-cracking in concrete pavements.
