Abstract. We construct irreducible complex projective varieties such that the Lyubeznik numbers of their affine cones depend on the choices of projective embeddings. The main ingredient is the recent work of Reichelt-Saito-Walther, where the Lyubeznik numbers are reinterpreted using perverse sheaves and reducible projective varieties with dependent Lyubeznik numbers are constructed.
Introduction
Let X be a complex projective variety, and let C(X) ⊂ A n+1 C be the affine cone of X with respect to some projective embedding X → P n C . Denote the coordinate ring of A n+1 C by R, and denote the defining ideal of C(X) by I. The Lyubeznik numbers λ k,j (C(X)) of the affine cone C(X) are defined by
for k, j ∈ Z ≥0 . The Lyubeznik numbers were first introduced by Lyubeznik in the language of local rings in his seminal paper [Lyu] . See [NWZ] for a recent survey.
In positive characteristic, it is proved by Wenliang Zhang [Zha] that the Lyubeznik numbers of C(X) depend only on X, not the choice of embedding. In [Swi] , Nicholas Switala proved that the same result holds for smooth projective varieties in characteristic zero. More recently, Thomas Reichelt, Morihiko Saito and Uli Walther [RSW] constructed reducible complex projective varieties X such that the Lyubeznik numbers of C(X) depend on the choices of projective embeddings. In this paper, we extend their result to irreducible projective varieties. Definition 1. Let X be a complex projective variety. We say that X has dependent (k, j)-Lyubeznik number, if the Lyubeznik number λ k,j (C(X)) of the affine cone of X depend on the choice of the projective embedding. We say that X has dependent Lyubeznik numbers, if X has dependent (k, j)-Lyubeznik number for some k, j.
The main result of this paper is the following.
Theorem 2. There exist irreducible projective varieties with dependent Lyubeznik numbers.
The proof of the theorem strongly relies the results of [RSW] , where a necessary condition of dependent Lyubeznik numbers is given (Corollary 5) and examples of reducible projective varieties satisfying such necessary condition are constructed (Proposition 6). Given such a reducible projective variety X, we construct an irreducible projective variety Y that carries over the necessary condition of dependent Lyubeznik numbers from X (Proposition 7).
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The results of Reichelt-Saito-Walther
In this section, we briefly recall the main results of Reichelt-Saito-Walther ( [RSW] ). The first one is that the Lyubeznik numbers can be computed using certain perverse sheaves.
Proposition 3. [RSW, Proposition 1] Let C(X) be the affine cone of a projective variety X with respect to some projective embedding. Then
where the map i : 0 → C(X) is the inclusion of the origin to the affine cone, the
) is the duality functor in the derived category of Q-constructible sheaves on C(X) and p H −j is taking the (−j)-th perverse cohomology
Definition 4. Let X be a projective variety of dimension d and let F be a perverse sheaf on X. We say F is Lefschetz dependent in degree k if the quantity dim ker A :
depends on the choice of the ample class A of X.
As a consequence of Proposition 3, we have the following.
Corollary 5. [RSW, Corollary 1] For a projective variety X, the Lyubeznik number λ k,j (C(X)) of the affine cone of X depends on the choice of the projective embedding if the perverse sheaf
In [RSW] , reducible projective varieties with dependent Lyubeznik numbers were constructed. We will not repeat their construction. Instead, we state it as the following proposition.
Proposition 6. [RSW, Section 2.1, 2.2] For any integers d 2 > d 1 ≥ 2, there exists a non-equidimensional projective variety X with irreducible components of dimension
By Corollary 5, the varieties in Proposition 6 has dependent Lyubeznik numbers. In [RSW, Section 2.3] , much more complicated equidimensional reducible projective varieties with dependent Lyubeznik numbers were constructed. For the purpose of this paper, the non-equidimensional examples are sufficient.
The irreducible examples
We state the desired construction as the following proposition, which may also be interesting for other purposes.
Proposition 7. Given any (possibly reducible and non-equidimensional) complex projective variety X with two ample classes A 1 and A 2 , there exists an irreducible projective variety Y and a closed embedding f : X → Y such that (1) f induces an isomorphism between X and the singular locus of Y (with the induced reduced structure); We first construct the variety Y and the map f . By Serre's vanishing theorem, for sufficiently large integer m, both mA 1 − A 2 and mA 2 − A 1 are very ample classes. Let A ′ 1 = mA 1 − A 2 and A ′ 2 = mA 2 − A 1 . Let ϕ 1 : X → P N 1 and ϕ 2 : X → P N 2 be the projective embedding maps associated to very ample classes A
Lemma 8. Under the above notations, there exists a vector bundle E on P N 1 × P N 2 and a global section s of E such that the zero locus of s is equal to ϕ(X). Let E and s be as in the preceding lemma. Consider E as a quasi-projective variety. We define a subvariety
Proof. Suppose ϕ(X) is equal to the intersection of divisors
λs)}, where Γ(λs) is the graph of the section λs in E. Let C be the plane conic curve defined by y 2 = x 2 + x 3 , and let π : C → C, λ → (λ 2 − 1, λ 3 − λ) be the normalization map. Then π maps both −1 and 1 to the nodal point, and π is an isomorphism away from the nodal point.
We define Y ′′ to be the image of Y ′ under the map (id, π) : E × C → E × C. There exists a natural map g ′ : Y ′′ → P N 1 × P N 2 as the composition of the projection to E and the vector bundle map
. This can be achieved by the resolution of singularity.
Let ψ : X → E be the composition of ϕ : X → P N 1 × P N 2 and the embedding P N 1 × P N 2 → E as the zero section. Denote the nodal point of C by Q. We define the map f : X → Y by f (P ) = (ψ(P ), Q). Next, we prove Y and f satisfy the there properties in Proposition 7.
Proof of Property (1). By our construction, the restriction (id
′′ is an isomorphism away from ψ(X) × {Q}, and it is two-to-one along ψ(X) × {Q}. Therefore, Y ′′ is smooth away from ψ(X) × {Q}. The variety Y ′′ is singular along ψ(X) × {Q}, because it is analytically locally reducible there. Since Y is smooth along Y \Y ′′ , property (1) follows.
Proof of Property (2).
Denote the normalization of Y byỸ , and denote the normalization map by q :Ỹ → Y . By the construction, q is isomorphic to the map (id 
Applying the duality functor, we have a distinguished triangle
Taking perverse cohomology gives rise to a long exact sequence
is also perverse. Since the duality functor preserves perverse sheaves, p H i (Dq * QỸ ) = 0 for any i = − dim Y . By the long exact sequence, for
Proof of Property (3). Choose an ample class B of Y . Since π(1) = Q, the inclusion
Therefore, the ample class f * B is equal to the pullback of an ample class on Γ(s) × {Q}. Notice that Γ(s), as the total space of a section of E, is naturally isomorphic to
Let g 1 (resp. g 2 ) be the composition of g : Y → P N 1 × P N 2 and the projection
Denote the hyperplane classes of P N 1 and P N 2 by H 1 and H 2 respectively. Since g * 1 H 1 and g * 2 H 2 are the divisor classes of base-point-free line bundles on Y , the divisor class B + µg *
A 2 is a multiple of A 2 . Thus, B 2 def = B + αg * 2 H 2 satisfies the desired properties. Similarly, we can let B 1 def = B + βg * 1 H 1 . Corollary 9. Suppose X is a (possibly reducible and non-equidimensional) projective variety such that p H 1−j (DQ X ) is Lefschetz dependent in degree k with k ≥ 2, j ≥ 1. Let Y be as in the preceding proposition with the appropriate choice of A 1 and A 2 . Then Y has dependent (k, j + 1)-Lyubeznik number.
Proof. Since f is a closed embedding, it induces an isomorphism between X and f (X). By properties (2) and (3), with the appropriate choice of A 1 and A 2 , we know p H −j (DQ Y ) is Lefschetz dependent in degree k. By Corollary 5, the variety Y has dependent (k, j+1)-Lyubeznik number.
Proof of Theorem 2. The theorem follows immediately from Proposition 6 and Corollary 9.
