ABSTRACT. We consider the conjugacy problem for the automorphism groups of a number of countable homogeneous structures. In each case we find the precise complexity of the conjugacy relation in the sense of Borel reducibility. §1.
§1. INTRODUCTION
In [CES11] , we showed that the conjugacy problem for the automorphism group of the random graph is Borel complete. In this article we aim to continue this work and examine the complexity of the conjugacy problem for a variety of countable homogeneous structures. We begin by giving a brief overview of the above concepts.
Let L = {R i } be a countable set of relation symbols, where each R i has arity n i . Then the space of countable L-structures is given by
Here, Mod L has the product topology, and each factor has the natural Cantor set topology. Following Friedman-Stanely [FS89] and Hjorth-Kechris [HK96] , we identify the classification problem for a set of L-structures C ⊂ Mod L with the isomorphism equivalence relation on C. In this article we will most often consider the language L = {R} where R is a binary relation, and classes C such as the countable undirected graphs, directed graphs, linear orderings, and so on.
In order to weigh the relative complexity of such classification problems, we use the following notion of reducibility between equivalence relations. First, recall that a Borel structure on a set X is said to be standard if it arises as the Borel σ-algebra of a separable, completely metrizable topology on X. Now if E, F are equivalence relations on standard Borel spaces X, Y, then E is said to be Borel reducible to F, written E ≤ B F, if there exists a Borel function f : X → Y such that for all x, x ′ ∈ X,
Intuitively, if you have a set of complete invariants for F and E ≤ B F then by composing with the reduction function f one can use the same invariants for E as well.
If E is Borel reducible to the equality relation on some (any) standard Borel space, then E is said to be smooth or completely classifiable. On the other end of the spectrum, if E has the property that for any countable language L and any Borel class C ⊂ Mod L the isomorphism relation on C is reducible to E, then E is said to be Borel complete. We remark that if E is a Borel complete equivalence relation then E is necessarily a non-Borel subset of X × X [FS89] .
We will use the following examples of Borel complete equivalence relations. The result is essentially folklore.
Theorem. The isomorphism equivalence relation on each of the following classes of countable structures is Borel complete:
• Linear orders • Tournaments • K n -free graphs, where K n is the complete graph on n vertices and n ≥ 3 • F -avoiding digraphs, where F is a family of tournaments, each of size ≥ 3.
Proof. The isomorphism relation on countable linear orders is Borel complete by Theorem 3 of [FS89] . Since any linear order is in particular a tournament, it follows that the isomorphism relation on countable tournaments is Borel complete too. For a nice presentation of a proof that the isomorphism relation on countable graphs is Borel complete, see Theorem 13.1.2 of [Gao09] . The "tag" used in this proof can be easily modified to show Borel completeness for the isomorphism relation on the remaining two classes.
In this article we will also study the conjugacy problem, or the problem of deciding whether two elements in a given group are conjugate. As before we identify the conjugacy problem for G with the conjugacy equivalence relation on G. When G is the automorphism group of a countable L-structure M, this equivalence relation is actually a special case of the isomorphism equivalence relations described above. Indeed, we can identify Aut(M) with the class C ⊂ Mod L∪{R} of all expansions (M; R f ) where R f is the binary relation which is the graph of f . Then two elements of Aut(M) are conjugate if and only if the corresponding structures in C are isomorphic.
We will study the conjugacy problem only for structures that are homogeneous. A structure is homogeneous if every finite partial automorphism can be extended to a full automorphism. We direct the reader's attention to Macpherson [Mac11] for a good overview of countable homogeneous structures.
After the results of [CES11] , it seemed reasonable to conjecture that the conjugacy problem for automorphism groups of homogeneous structures is always either smooth (for "trivial" homogeneous structures like N with no relations) or Borel complete (for "complicated" homogeneous structures like the random graph). After studying many further examples, we observe that this pattern mostly holds, even though we found an exception in Theorem 3.1.B. It is our hope that a model theorist will look upon our results with a knowing wink and suggest or prove the right conjecture.
In Section 2, we sketch the proof that the conjugacy problem for countable homogeneous linear orders is Borel complete. We also introduce local orders (and, more generally, the structures S(n)) and solve the analogous problem for them. In the Section 3, we treat countable homogeneous simple undirected graphs. In Section 4 we treat countable homogeneous digraphs, including tournaments. Here, a digraph is a graph where a → b, b → a, or neither, but not both. We leave three technical cases of countable homogeneous digraphs for a future note. §2. LINEAR AND LOCAL ORDERS §2.1. Linear orders. There is only one countable homogeneous linear order, called the rational order Q. This is perhaps the best-known nontrivial homogenous structure because it is the unique countable dense linear order without endpoints. Foreman has shown in [For00, Theorem 76] that the conjugacy relation on Aut(Q) is Borel complete. We present here a slightly streamlined variant of his proof, since the details will be useful in the next subsection. Proof. We must construct a Borel map L → φ L from the set of linear orders on N into Aut(Q) which satisfies:
Theorem
To ensure that (⇐) holds, i.e. that L can be recovered from the conjugacy class of φ L , we simply arrange that the fixed point set of φ L is isomorphic to L. The main point in guaranteeing (⇒) is to make sure that if L and L ′ are isomorphic, then the linear orderings of orbitals of φ L and φ L ′ will be isomorphic. Here, the orbitals of φ ∈ Aut(Q) are the convex closures of the orbits {φ n (q) : n ∈ Z}.
Evidently, every orbital R of φ is either:
• an "up-bump:" for all q ∈ R we have φ(q) > q;
• a "down-bump:" for all q ∈ R we have φ(q) < q; or • a singleton which is a fixed point of φ.
What we need is the following classical result:
.5]). Let φ, ψ ∈ Aut(Q) and suppose that there is an orderpreserving bijection between the orbitals of φ and the orbitals of ψ which is also type preserving, in the sense that it sends up-bumps to up-bumps, down-bumps to down-bumps, and fixed points to fixed points. Then φ and ψ are conjugate in Aut(Q).
Hence, to show (⇒), it suffices to ensure that the ordertype (and type) of the orbitals of φ L depends only on the ordertype of L. For this, we will need to be a little bit careful: Proof. Let α 0 : L → Q be any embedding. Letting S be im(α 0 ) together with the set of points q ∈ Q im(α 0 ) satisfying the desired property, it is easy to see that S is a dense linear order. Hence there exists an isomorphism i : S → Q, and now the composition α := i • α 0 is as desired.
We now describe the construction of the Borel assignment L → φ L . Given the countable linear order L, let α L : L → Q be an embedding satisfying the property in Lemma 2.1.B. We begin our definition of φ L by declaring it fixes every point of im(α L ). On the other hand, if q ∈ Q im(α L ), then we wish to define φ L on each the interval (q − , q + ) so as to guarantee that (q − , q + ) is an up-bump for φ L . This can easily be done, for instance, using a piecewise linear function similar to the one pictured in Figure 1 .
Since the fixed-point set of φ L is exactly im(α L ), we have guaranteed (⇐). Since every remaining orbital of φ L is an up-bump, the orbital structure of φ L depends only on the order type of L. Thus Lemma 2.1.A guarantees (⇒).
Finally, we observe that our construction can be made explicit by fixing an enumeration of Q in advance and using it to carry out all back-and-forth constructions. In other words, we can ensure that the map L → φ L is a Borel assignment. This completes the proof of Theorem 2.1. §2.2. Local orders and the structures S(n). The class of local orders is closely related to the class of linear orders. A local order is a tournament with the property that for every b both {a ∈ T : a → b} and {c ∈ T : b → c} are linearly ordered by →. As was the case with linear orderings, there is a unique countable homogeneous local order called O or S(2). See, for example, Section 6 of [Cam81] for more exposition.
In fact, the generic local order is one of a family of homogeneous structures S(n) which are defined as follows. Begin with a fixed dense subset D of the unit circle of the complex plane such that for every x, y ∈ D neither arg(x) nor arg(x/y) are rational multiplies of π. For each fixed n ≥ 2, the structure S(n) consists of n binary relations → i on D defined by
Each of the structures S(n) is easily seen to be homogeneous. The structure S(2) is equivalent to the local order defined on D by x → y iff x → 0 y or y → 1 x. Furthermore, S(3) is equivalent to the directed graph on D defined by x → y iff x → 0 y or y → 2 x. The rest of the S(n) are realizable as homogeneous directed graphs.
Theorem. Let n ≥ 2. The isomorphism relation on countable linear orders is Borel reducible to the conjugacy relation on Aut(S(n)). Hence the conjugacy relation on Aut(S(n)) is Borel complete.
Proof. Given a countable linear ordering L, we will define an automorphism
. Note that we lose no generality in assuming that L has lower and upper endpoints.
To begin, let A i = {x | 2πi/n < arg(x) < 2π(i + 1)/n} denote the i th "arc" of the unit circle. Since S(n) ∩ A 0 is naturaly linearly ordered by argument value (or → 0 ), we may let α L be an embedding from L into S(n) ∩ A 0 which satisfies the property in Lemma 2.1.B.
Next let f be the map from the unit circle to A 0 defined by f (x) = xe −2πi/n whenever x ∈ A i . Notice that f is one-to-one on the subset S(n), and also that f (S(n)) is naturally linearly ordered by argument value. Thus we may define an automorphism ψ L on f (S(n)) with fixed point set exactly im(α L ), a down-bump below the minimum of im(α L ), a downbump above the maximum of im(α L ), and up-bumps elsewhere. Finally, we let
On the other hand, any φ L has just two special fixed points which are the endpoints of down-bumps, and we can recover L as the linear order of fixed points that lie between (in circular order) these two special fixed points. Thus using the argument of Theorem 2.1,
Lachlan and Woodrow [LW80] classified the countably infinite homogeneous undirected graphs as follows.
• for m, n ≤ ∞ and either m or n infinite, the graph m · K n consisting of m many disjoint copies of K n (section 3.1); • the generic undirected graph, also known as the random graph (see [CES11] ); • for n < ∞, the generic K n -free graph (section 3.2), and;
• graph complements of each of these (they have the same automorphism group). §3.1. Composite undirected graphs. We first show that the classification of automorphisms of m · K n is smooth when one of m or n is finite. Before beginning the proof, observe that each automorphism φ ∈ Aut(m · K n ) acts on the set of copies of K n by an element φ ′ ∈ S m . Recall that for m ≤ ∞ the elements of S m are determined up to conjugacy by their cycle type, that is, the sequence which tells the number of k-cycles for each k ≤ ∞. The situation is only slightly more complicated for elements of Aut(m · K n ) since if k < ∞, each k-cycle of copies of K n contains an additional piece of information: the permutation of K n obtained by following the cycle from one copy of K n all the way around to the start. More precisely, given φ ∈ Aut(m · Proof of Theorem 3.1.A. Let us first assume that m = ∞ and n is finite. Let T denote the set of conjugacy classes in S n = Aut(K n ). We claim that elements of Aut(∞ · K n ) are classified up to conjugacy by the following invariants:
• for each k < ∞ and t ∈ T, the number of k-cycles of copies of K n with twist type equal to t; and • the number of infinite cycles of copies of K n .
It is easy to see that conjugate automorphisms will possess the same invariants. Conversely, suppose that φ and ψ have the same invariants. Let Y 0 , . . . , Y k−1 and Z 0 , . . . Z k−1 be cycles of copies of K n for φ and ψ, respectively, and assume they have the same twist type. Then there is a bijection δ 0 :
This implies that it is well-defined to say: extend δ 0 to the entire cycle by letting δ(φ i (y)) = ψ i • δ 0 (y) for all i < k. Applying the same construction to each cycle, we can define δ on all of ∞ · K n . (For infinite cycles there is not even any twist type to worry about.) It is easy to see that this δ is an automorphism of ∞ · K n and satisfies δ • φ = ψ • δ.
Next, we consider the case when m is finite and n = ∞. In this case the set T of conjugacy classes of S ∞ = Aut(K ∞ ) is uncountable. But since m is finite, each fixed automorphism only mentions a finite set of elements of T as twist types of cycles of copies of K ∞ . Thus in this case the elements of Aut(m · K ∞ ) are classified by:
• the finite subset T 0 ⊂ T of elements realized as the twist type of some cycle of copies of K ∞ , and; • for each k < ∞ and t ∈ T 0 , the number of k-cycles of copies of K ∞ with twist type equal to t.
It is easy to show that a finite subset of T can be coded by a single real number (for this, use a fixed linear ordering of T to enumerate the finite set, and then use any Borel bijection i<ω T i → R). Thus this is once again a smooth classification.
Although the situation when m = n = ∞ is similar, in this case each automorphism may mention countably many elements from the uncountable set T of twist types. This turns out to be at a higher level of complexity than the smooth relations. In the next result, E set denotes the equivalence relation on R ω given by σ E set τ iff σ and τ enumerate the same countable set. The Borel complexity of E set is known to lie properly in between smooth and Borel complete [Gao09] . Proof. Again let T denote the set of conjugacy classes in S ∞ = Aut(K ∞ ). The arguments of the previous proof imply that elements of Aut(∞ · K ∞ ) are classified by:
• the subset T 0 ⊂ T of elements realized as the twist type of some finite cycle of copies of K ∞ ;
• for each k < ∞ and t ∈ T 0 , the number of k-cycles of copies of K ∞ with twist type equal to t; and • the number of infinite cycles of copies of K ∞ .
We must verify that this implies the conjugacy problem for Aut(∞ · K ∞ ) is Borel bireducible with E set . To see that the conjugacy problem is Borel reducible to E set , note that we can code the invariant above by the countable subset of T × (N ∪ {∞}) 3 . Indeed, given φ, form the set of all (t, k, l, i) where t is a twist type occurring in φ, k ∈ N, l is the number of k-cycles of copies of K n with twist type equal to t, and i is the number of infinite cycles of copies of K ∞ .
We next reduce E set to the conjugacy problem for Aut(∞ · K ∞ ) as follows. Given a countable subset T 0 ⊂ T, we form an automorphism φ of ∞ · K ∞ which has infinitely many 2-cycles of copies of K ∞ , no other cycles, and such that each t ∈ T 0 appears exactly once as a twist type. §3.2. Random graphs. There is a generic countable graph known as the random graph or Γ. In the short article [CES11] we showed with Scott Schneider that the conjugacy problem for Aut(Γ) is Borel complete. There is also a generic countable K n -free graph denoted Γ n . In this section we wish to give a streamlined version of the argument from [CES11] , and generalize it to work for Aut(Γ n ) too.
Theorem. The isomorphism relation for countable K n -free graphs is Borel reducible to the conjugacy problem for Aut(Γ n ). Hence the conjugacy problem for
Proof. Given a countable K n -free graph G, we construct a copy ∆ G of Γ n together with an
To begin, let ∆ 0 G consist of two disjoint copies of G, with each vertex adjacent to the corresponding vertex in the other copy. Also, let φ 0 G be the automorphism of ∆ 0 G which exchanges corresponding vertices from the two copies of G.
Next suppose ∆ k G and φ k G have been constructed and define ∆ 
It is clear that ∆ G has the one-point extension property relative to the class of K n -free graphs and hence that it is a copy of Γ n . Moreover, if G ∼ = G ′ then this extends to an isomorphism ∆ 0
this uniquely extends layer-by-layer to an isomorphism α :
It is easy to verify that this isomorphism satisfies
For the converse, first note from the construction that if x lies in ∆ 0 G then x is adjacent to φ G (x), while if x lies in some ∆ k+1 G ∆ k G then so does φ G (x) and hence x is not adjacent to φ G (x). Thus if we are given φ G we can recover ∆ 0 G as the set of vertices x such that x is adjacent to φ G (x). And we can further recover G as the quotient graph of ∆ 0 G by the orbit equivalence relation on φ G . Now if α :
Therefore by passing to the quotient graphs of ∆ 0 G , ∆ 0 G ′ by the φ G and φ G ′ -orbit equivalence relations, we see that α induces an isomor-
To conclude, we remark briefly on how the construction can be exhibited in a Borel fashion. We fix the underlying sets of G, ∆ G , Γ n to be N. The construction of ∆ G can be made Borel by reserving an infinite subset I k ⊂ N for each ∆ k G , and using a previously fixed enumeration of the finite subsets S ⊂ I k . This immediately implies that the construction of φ G is Borel also. Finally we can regard φ G as an automorphism of Γ n using a back-and-forth construction between ∆ G and Γ n , where each choice in the construction is resolved by choosing the least available witness. §4. DIGRAPHS For us, the terms directed graph and digraph both mean an antisymmetric and irreflexive binary relation (a Graph Theorist TM would use the term oriented graph). The countable homogeneous digraphs have been classified by Cherlin [Che98] . The following catalog of these digraphs also serves as a table of contents for this section.
• We have already mentioned Q, S(2), and S(3), which can all be viewed as digraphs There are also several finite example, but the conjugacy problems for their automorphism groups are all clearly smooth. §4.1. The random tournament and universal I n -free digraphs. There is a generic countable tournament T , sometimes also called the random tournament.
Proof. We explain how to modify the previous proof to work for this family of graphs. Once again suppose that T is a tournament and that ∆ k T and φ k T have been constructed. This time, for each pair of finite subsets S, S ′ ⊂ ∆ k T such that S ′ does not contain an antichain of size n − 1, we add a vertex x to ∆ k+1 T such that s → x for all s ∈ S, s is not adjacent to x for all s ∈ S ′ , and a ← x for all a ∈ ∆ k+1 T (S ∪ S ′ ). In this way we realize all types over ∆ k T that do not violate the I n -free property. The remainder of the construction of ∆ T and φ T is the same as before. Then we can similarly argue that ∆ T is a copy of Λ n , φ T is an automorphism of it, and the map T → φ T gives a Borel reduction from isomorphism of I n -free graphs to conjugacy in Aut(Λ n ). §4.2. Composite digraphs. For any graph G and n ≤ ∞, we let n · G denote n disjoint copies of G, and we let G[n] denote G with each vertex replaced by an antichain of size n. Then there are eight classes of homogeneous composite digraphs:
The following result settles the complexity of the conjugacy problem for the automorphism groups of each of these digraphs.
Theorem.
• Proof. To show that Aut(∞ · C 3 ) is smooth, we can use an argument identical to the one in Theorem 3.1.A. Here, the "twist types" are simply the three elements of Aut(C 3 ). The argument for Aut(C 3 [∞]) is similar, since any element of Aut(C 3 [∞]) acts on the copies of I ∞ by an automorphism of C 3 . And as with the previous argument, each cycle of copies of I ∞ has an associated "twist type" which is a conjugacy class of S ∞ = Aut(I ∞ ). Next, if conjugacy in Aut(G) is Borel complete, let φ ⊕ id denote the automorphism of n · G which acts by φ on the first copy of G and trivially on the remaining copies. Then it is easy to see that since G is connected, the map φ → φ ⊕ id is a reduction from conjugacy in Aut(G) to conjugacy in Aut(n · G).
Finally, we let φ[n] denote the automorphism of G[n] which acts by φ on the copies of I n and acts trivially within copies of I n . Once again, it is easy to check that since G is a tournament the map φ → φ[n] is a reduction from conjugacy in Aut(G) to conjugacy in Aut (G[n] ).
We conjuncture that the above result may be strengthened, either by weakening the hypotheses on the graph G or by generalizing it to more general sorts of countable structures. §4.3. Hat graphs. Given a tournament T, we defineT as follows: let a be a new point and letT initially consist of two disjoint copies of a → T, call them a → T andā →T. Given points x ∈ T ∪ {a} and y ∈T ∪ {ā}, we let x →ȳ if x ← y and x ←ȳ if x → y.
The automorphism group ofT is generated by Aut(T) together with a rather trivial automorphism swapping the two copies. If T is infinite, then the graphT is homogeneous in only two cases: T = Q and T = T . In each of these cases, the conjugacy relation is Borel complete, and it follows that the conjugacy relation inT is also Borel complete. §4.4. Generic tournament-avoiding digraphs. While the random graph Γ had generic K n -free variants Γ n , the generic countable digraph has a family of continuum many variants. For any family F tournaments (each of size ≥ 3), we say that a directed graph G is F -free if it does not contain a copy of any element of F . For each such family F there is a universal countable homogeneous such graph Γ F . In the case that F = ∅, the resulting graph Γ F is simply called the random digraph. 
Theorem

