We simplify a dual straightening algorithm which gives a presentation of Specht modules as a quotient of the space of column tabloids by dual Garnir relations. We show that this presentation can be generated by a single relation for each pair of columns of a tableau with ordered columns, thereby significantly reducing the number of generators given in the original construction. Our result generalizes a recent result about staircase partitions to all partitions.
Introduction
Representations of the symmetric group S m have a long and beautiful history in mathematics. Partitions of m biject with the irreducible representations of S m given by Specht modules; these representations have a basis corresponding to standard Young tableaux. The relations that allow us to express any tableau as a linear combination of standard Young tableaux are called Garnir relations.
For a partition λ = (λ 1 , . . . , λ k ) of m, let λ = (λ 1 , . . . , λ j ) be the conjugate of λ and let S λ be the Specht module corresponding to λ. Also, let T λ be the set of Young tableaux of shape λ in which each element of [m] appears exactly once. For any t ∈ T λ , let R t be the row stabilizer of t, let C t be the column stabilizer of t, let{t} be the associated row tabloid, and let ε t = β∈Ct sgn(β){βt} be the associated row polytabloid of t. It is a classical result that the set of all ε t where t is a standard Young tableau forms a basis of S λ .
In [Kra95] and [Ful97] , both Kraskiewicz and Fulton introduce a dual construction of the Specht module,S λ , using column tabloids rather than row tabloids. Column tabloids are quite similar to row tabloids: a row tabloid is an equivalence class of numberings of a Young diagram such that two row tabloids are equivalent if they have the same entries in each row. Dually, a column tabloid, denoted [t] , is an equivalence class of numberings of a Young diagram such that two column tabloids are equivalent up to sign if they have the same entries in each column. Herein lies a key difference between row and column tabloids: unlike row tabloids, column tabloids are antisymmetric within columns. That is, for a column tabloid [t] and β ∈ C t , we have [t] = sgn(β)β[t] = sgn(β) [βt] .
LetM λ be the vector space generated by all [t] where t is a Young tableau of shape λ, modulo the antisymmetry relations which are generated by [t] − sgn(β) [βt] for each β ∈ C t . Thus a basis ofM λ is given by all ordered column tabloids of shape λ, where by "ordered" we mean that the numbers in the tableaux increase going down the columns.
The symmetric group acts on [t] ∈M λ in the natural way: σ[t] = [σt]. Fulton defines S λ to be the subspace ofM λ spanned by elements of the form α∈Rt α [t] . He shows that this dual construction of a Specht module is isomorphic to its row tabloid counterpart, S λ [Ful97] .
In order to prove this result, Fulton defines a dual straightening algorithm which gives a presentation of Specht modules as a quotient space ofM λ by dual Garnir relations. This presentation also appeared in [Kra95] two years earlier. There is a dual Garnir relation for each t ∈ T λ , each choice of adjacent columns, and each k up to the length of the shorter column. In Section 2, we simplify this presentation significantly: we show that we need only a single relation called η for each choice of adjacent columns of an ordered column tabloid [t] ∈M λ (Theorem 2.7). Our result applies to all partitions, thereby extending a simplification achieved in [FHSW17] that applied only to staircase partitions.
We then use the relation η in the study of the action of the symmetric group on a generalization of free Lie algebras introduced in [FHSW17] . This work is based on the following generalization of the bi-linear Lie bracket [·, ·] to an n-linear commutator [·, ·, . . . , ·], which arose from the study of the correspondence between ADE singularities and ADE Lie algebras in [Fri11] , and appeared previously in other contexts [Fil, Tak94, DT97, Kas87, Lin93, BL09, Gus] . Definition 1.1. A Lie Algebra L of the n th kind (LAnKe) is a vector space equipped with an n-linear bracket such that the following hold.
The bracket is antisymmetric
2. The generalized Jacobi identity holds:
for every
Many natural objects in the Lie case generalize to the LAnKe. This includes homomorphisms, ideals, and subalgebras; for a more complete description, see [Fri11] . In particular, we can generalize the free Lie algebra on a set X.
Definition 1.2 ([FHSW17]).
A free LAnKe on a set X is a LAnKe L and map i : X → L with the universal property that for any LAnKe K and map f : X → K, there exists a unique LAnKe homomorphism F making the following diagram commute:
Just as the free Lie algebra on a set X is the space generated by all Lie bracketings subject to the antisymmetry and bi-linearity of the Lie bracket and the Jacobi identity, the free LAnKe on X is the space generated by all n-bracketed elements in X subject to the n-linear, antisymmetric bracket and the generalized Jacobi identity given in Equation (1). The multi-linear component of the free LAnKe on X is the vector subspace spanned by n-bracketed words in which each generator in X appears exactly once. In this paper, we will take all vector spaces to be over C.
The free Lie algebra admits a natural grading given by the number of times the Lie bracket is applied, denoted here by k − 1. This k is still relevant for the free LAnKe. However, the free LAnKe takes into account a second variable as well: the number of entries in each bracket, denoted n.
For an element of the form [[[...] ..]..], for example, we say k = 4 and n = 3. Through this lens, the free Lie algebra is simply the case where n = 2. It follows that the multilinear component of the free LAnKe involving k − 1 bracketings will involve kn − n − k + 2 generators; in the case of the free Lie algebra, this is exactly k.
When n = 2, acting by permutation on these generators gives the famed (k − 1)!-dimensional representations of the symmetric group S k on the multi-linear component of the free Lie algebra on k generators. These representations, denoted Lie(k), are an object of longtime fascination to algebraic combinatorialists.
Here we continue the study initialized in [FHSW17] of the natural generalization of Lie(k) to the representations of S kn−n−k+2 on the multi-linear component of the free LAnKe on kn − n − k + 2 generators. This representation is called ρ n,k . In particular, we study the case where k = 3; it was proved in [FHSW17] that ρ n,3 is isomorphic to the Specht module S 2 n−1 1 and therefore has dimension given by the Catalan numbers. In Section 3 we give an independent proof of this result which has the advantage of including an explicit isomorphism between the two spaces (Theorem 3.5). This isomorphism allows us to find an elegant basis for ρ n,3 corresponding to standard Young tableaux of shape 2 n−1 1 (Corollary 3.8).
2 A new presentation of Specht modules
Garnir relations for column tabloids
In this section we recall known presentations of Specht modules in terms of dual Garnir relations.
In [Ful97] , Fulton introduces a map
The map α is equivariant and surjective. Moreover, ker(α) is generated by a set of relations which Fulton calls the dual Garnir relations. The dual Garnir relations are constructed as follows. For a fixed column c of a tableau t of shape λ, and for 1 ≤ k ≤ λ c+1 , let π c,k (t) be the sum of column tabloids obtained from all possible ways of exchanging the top k elements of the (c + 1) st column of t with any subset of size k of the elements of column c, and fixing all other elements of t. .
Then the dual Garnir relation g c,k (t) is
Note that t can be any tableau, not necessarily with increasing columns. The relation g c,k (t) is called a dual Garnir relation, and varying over c and k gives a straightening algorithm for column tabloids.
Theorem 2.1 ( [Ful97] ). LetG λ be the subspace ofM λ generated by g c,k (t) where t varies across all t ∈ T λ , 1 ≤ c ≤ λ 1 − 1 and 1 ≤ k ≤ λ c+1 . Then the kernel of α is generated bỹ
Fulton shows in an exercise in [Ful97] that this presentation can be simplified further using only the g c,1 relations. A corollary to this theorem is another proof of the classical result that a basis of S λ is given by polytabloids of standard Young tableaux of shape λ. Our main contribution to this theory will be to give a new presentation of S λ that reduces the number of generators forG λ even further.
One relation to generate them all
In this section we derive a presentation of S λ that requires far fewer relations than those needed in Theorem 2.1.
We begin by narrowing our study to partitions µ of n + m with shape 2 m 1 n−m , so µ has a column of size n and a column of size m for 1 ≤ m ≤ n, and µ = (n, m). We shall generalize these results to partitions of any shape at the end of this Section.
Note that by the antisymmetry of column tabloids,M µ can be induced from the Young subgroup S n × S m ≤ S n+m as follows:
To ease our discussion, we introduce the following map. For t ∈ T λ , let π c,1 ( We can therefore define
Proposition 2.2. The set {g c,1
} is the same as the set of the dual Garnir relations {g c,1 (t) | t ∈ T λ }.
Proof. The statement follows directly from the definitions.
The maps π c,1 and g c,1 allow us to narrow our study to tableaux with ordered columns. Additionally, they allow us to define a new linear transformation fromM µ toM µ .
Because η is a sum of equivariant linear maps, it follows that η is equivariant as well. Furthermore, it follows from Theorem 2.1 that Im(η) ⊆ ker(α), as each term in the summand in η is a dual Garnir relation. Using a technique employed in [FHSW17] , we will now show that the relations generated by η are all that is needed to generateG µ . Theorem 2.4. For µ = 2 m 1 n−m , ker(η) ∼ = S µ , and thus Im(η) = ker(α) for α :M µ → S µ .
Note that becauseM
is multiplicity-free, by Schur's Lemma η acts as a scalar on each irreducible submodule of M µ . Thus, finding the kernel of η is equivalent to finding the irreducible submodules ofM µ on which η acts like the 0 scalar.
We proceed by computing the action of η on each irreducible submodule ofM µ . For each T ∈
[n+m] n , let v T ∈M µ be the column tabloid with first column T (both columns assumed to be in increasing order). For any v ∈M µ , let v, v T be the coefficient of v T in the expansion of v in the basis of all v T .
Proof. The first two cases follow easily from the definition of η. For the last case, suppose x is in the r th x row in the first column of v S and y is in the r th y row of the second column of v S . Then there are precisely x − 1 numbers smaller than x altogether, with r x − 1 of them in the first column. It follows that there are x − r x numbers smaller than x in the second column. Similarly, there are r y − 1 numbers smaller than y in the second column and y − r y numbers smaller than y in the first column.
There are two cases: x < y or y < x. Suppose x < y and swap the positions of x and y. Then in order to obtain an element in the basis ofM λ , we must move y to the (y − r y ) th row of the first column and x to the (x − r x + 1) st row of the second column. This means moving y from the r th x row down to the (y − r y ) th row, which requires y − r y − r x transpositions. Similarly moving x up from the r th y row to the (x − r x + 1) st row requires r y − x + r x − 1 transpositions. Altogether, this amounts to a sign change of (−1) ry−x+rx−1+y−ry−rx = (−1)
Finally, taking into account that η itself contributes a sign change of (−1), we obtain the coefficient (−1) x+y for η(v S ), v T . The case y < x is similar.
We next calculate the scalar action of η on the irreducible submodules ofM µ .
Theorem 2.6. On the irreducible submodule ofM µ isomorphic to S 2 i 1 (n+m)−2i , the operator η acts like a scalar ω i , where
Proof. For simplicity, take T = [n]. Then for a given i, we take t to be the Young tableau given by n + 1 n + 2
: :
.
Recall that C t is the column stabilizer of t and R t is the row stabilizer of t. Then we denote by e t the Young symmetrizer of t:
sgn(β)αβ.
As in [FHSW17] , we adopt a slight abuse of notation by referring to the restriction to S 2 i 1 n+m−2i of the space spanned by τ e t v T for τ ∈ S n+m to be S 2 i 1 n+m−2i itself. We define d t , f t and r t as in [FHSW17] ; that is r t = α∈Rt α, while d t is the signed sum of column permutations stabilizing {1, 2, . . . , n}, {n + 1, . . . , n + i}, and {n + i + 1, . . . n + m}, and f t is the signed sum of permutations in C t that maintain the vertical order of these sets. Then
The antisymmetry of column tabloids ensures that d t v T is a scalar multiple of v T , because it simply permutes within columns. Therefore we can conclude that r t f t v T is a scalar multiple of e t v T , and in particular that e t v T is nonzero, as the coefficient of v T in r t f t v T is nonzero.
Consider η(r t f t v T ). In the subspace restricted to S 2 i 1 n+m−2i , the fact that η acts on e t v T as a scalar implies the same is true of r t f t v T . In fact, because the coefficient of v T in r t f t v T is 1, we can determine precisely what this scalar is by computing η(r t f t v T ), v T . In particular, we wish to show that
Again, following [FHSW17] we have
Applying the linear operator η thus gives
Note that when T = S, by Lemma 2.5 we have r T , r S = m. With this, we can compute the coefficient of v T in general by
By Lemma 2.5, for T = S, η(v S ), v T = 0 only when S and T differ by a single element. In the sum r t f t v T , there are two types of possible v S that fulfill this criterion.
1.
We can obtain v S from a single row swap. That is, up to signs, v S is given by (j, n + j)v T for 1 ≤ j ≤ i, so (j, n + j) ∈ R t . In this case, in order to write (j, n + j)v T in our basis, we must move j from the j th row to the 1 st row of the second column and n + j from the j th row to the n th row of the first column. In total, this gives a sign change of (−1) j−1+n−j = (−1) n−1 . By Lemma 2.5, for such a v S , we get η(v S ), v T ) = (−1) n+j+j = (−1) n . Hence overall we get a contribution to Equation 3 of
There are i such possible v S . Therefore this case contributes −i to Equation 3.
2.
We can obtain v S by a swap coming from a column permutation σ in f t . Note that because f t maintains the order of {1, 2, . . . , n}, {n + 1, . . . , n + i}, and {n + i + 1, . . . n + m} and we require that |S ∩ T | = n − 1, it must be that S = {1, 2, . . . , n − 1, n + i + 1}. Suppose σ moves n to the (n + ) th row of t for 1 ≤ ≤ m − i. To calculate the sign of σ, note that in order to move n to the (n + ) th row of t, it follows that σ = (n, n + i + )(n, n + i + − 1) . . . (n, n + i + 1), so sgn(σ) = . In σv T , n is in the (i + ) th row of the second column. In order to put this in our basis, we must move n to the first row in the second column, which requires i + − 1 transpositions. Combining these, we have a sign change of (−1)
Thus for such a v S and σ, we get a total coefficient of (−1) i+1+i−1 = 1. There are m − i possible σ (one for each ), and so we get a contribution to Equation 3 of m − i.
Thus combining the T = S case with the two cases above, we have
Proof of Theorem 2.4. By Theorem 2.6, ω i is 0 only when m = i, so ker(η) ∼ = S µ . Thus Im(η) ∼ =M µ / ker(η) = ker(α), and the theorem is proved.
Theorem 2.4 allows us to generateG µ for any µ with two columns using only the single η relation.
We now consider any partition λ = (λ 1 , . . . , λ k ) with conjugate λ = (λ 1 , . . . , λ j ). For t ∈ T λ , let h c (t) be the image of η on the c and (c + 1) st columns of t that leaves the other columns of [t] fixed.
Theorem 2.7. For any partition λ of m, letH λ be the space generated by h c ([t]) for every [t] ∈M λ and 1 ≤ c ≤ λ 1 − 1. Then
Theorem 2.7 dramatically reduces the number of generators needed to findG λ . The original construction of Theorem 2.1 required enumerating over every 1 ≤ k ≤ λ c+1 for every pair of columns c and c + 1 of every t ∈ T λ . Even Fulton's simplification using only g c,1 relations requires enumerating over t ∈ T λ for every pair of columns c and c + 1. By contrast, our construction uses a single relation for every pair of adjacent columns, and [t] varies inM λ , a significantly smaller space than T λ .
A CataLAnKe Isomorphism
In this section, we will restrict our attention to tableaux of shape 2 n−1 1, and turn to the multi-linear component of the free LAnKe.
The Jacobi identity and Garnir relations
There is an intimate link between the space of column tabloids and the multilinear component of the free LAnKe.
Take the case k = 3 and n = 3. A typical bracket looks like
Note that when k = 3 and there are two brackets, we can always have the internal bracket justified to the left: Following [FHSW17] , we let V n,3 be the space of antisymmetric multilinear, left comb brackets without imposing the Jacobi identity. It follows that V n,3 andM 2 n−1 1 are isomorphic as S 2n−1 -modules:
We can formalize this by defining
to be the map that sends a bracket v T to its corresponding column tabloid. For the remainder of this paper, we will abuse notation by referring to Ω(v T ) and v T interchangeably. As in [FHSW17] , we define an S 2n−1 -module homomorphism ϕ :
so ϕ = 0 if the Jacobi identity holds. Thus by construction, ker(ϕ) = ρ n,3 . Note that by our above argument, we can define ϕ :M 2 n−1 1 →M 2 n−1 1 by composition with Ω.
Proof. The image ϕ([t]) is the relation g 1,n−1 (t). Proposition 3.1 will prove informative in constructing our isomorphism from ρ n,3 to S 2 n−1 1 , as will the following lemma. For i ∈ [n] and j ∈ [n − 1], let R i = {n + 1, . . . 2n − 1, i} and S i,j = {1, . . .î, . . . , n, n + j}, so that
We will show that η(v T ) ∈ Im(ϕ).
The image of v T by ϕ is
We now claim that
from which the lemma follows. To see why equation (4) is true, consider each ϕ(v R i ). One can verify that
Now consider
By our above discussion, we can rewrite equation (6) as
Noting that the v R i cancel for every i and adjusting for signs, we simplify this to
Observe that by Definition 2.3 this is precisely −η(v T ). It follows that Im(η) ⊆ Im(ϕ).
3.2 The isomorphism between ρ n,3 and S 2 n−1 1
We now move from the world of column tabloids back to the more standard one of row tabloids and row polytabloids. Recall that for a tableau t ∈ T λ , {t} is the associated row tabloid and ε t is the associated row polytabloid. We define a map Ψ : ρ n,3 → S 2 n−1 1 by first defining a mapΨ : V n,3 → S 2 n−1 1 and then considering the restriction of this map to ρ n,3 .
For a bracket v = [[x 1 , . . . , x n ], y 1 , . . . , y n−1 ] ∈ V n,3 , let t(v) be the tableau labeled compatibly with the bracket, as in:
. . .
Definition 3.3. The mapΨ : V n,3 → S 2 n−1 1 is given bỹ
Note thatΨ(v) = (α • Ω)(v). It is therefore clear thatΨ is a well-defined S 2n−1 -module homomorphism and that ker(α) ∼ = ker(Ψ). By Theorem 2.1 we know that every dual Garnir relation is in ker(α). Since by Proposition 3.1, the Jacobi identity relations are dual Garnir relations, they are in ker(Ψ). That is,Ψ(ϕ(u)) = 0 for every u ∈ V n,3 . An independent proof which makes this fact more explicit appears in Appendix A.
Because ϕ : V n,3 → V n,3 is an S 2n−1 -module homomorphism, we can write V n,3 ∼ = ker(ϕ) ⊕ Im(ϕ) and let γ : ker(ϕ) ⊕ Im(ϕ) → ker(ϕ) be the projection map. SinceΨ(Im ϕ) = 0, we can consider the restriction ofΨ to ρ n,3 ∼ = ker(ϕ).
Definition 3.4. For x ∈ ρ n,3 , let Ψ : ρ n,3 → S 2 n−1 1 be defined by
We now state the main theorem of this section.
Theorem 3.5. The map Ψ is an S 2n−1 -module isomorphism.
Proof. It is clear that Ψ is surjective. It remains to show that Ψ is injective. Note that it is sufficient to show that Im(ϕ) is isomorphic to ker(Ψ). By Theorem 2.4, ker(α) = Im(η) and we have that Im(ϕ) ⊆ ker(Ψ). Because V n,3 ∼ =M 2 n−1 1 , it follows (with a slight abuse of notation) that Im(ϕ) ⊆ Im(η). By Lemma 3.2, the other containment Im(η) ⊆ Im(ϕ) holds as well, implying that Im(ϕ) ∼ = ker(Ψ) as needed.
Corollary 3.6. [ [FHSW17] , The CataLAnKe Theorem] The representation ρ n,3 is isomorphic to S 2 n−1 1 .
An alternative method to prove Theorem 3.5 was pointed out to us by Michelle Wachs. In [dAI10] , the g 1,1 relations are shown to be equivalent to the Jacobi identity. Combining this result with the observation in [Ful97] that over C, the g c,1 relations generate ker(α) gives another way to show the isomorphism between ρ n,3 and S 2 n−1 1 by Ψ.
We can use Theorem 3.5 to find a basis for ρ n,3 by using the iconic basis of the Specht module.
Definition 3.7. A bracket [[x 1 , . . . , x n ], y 1 , . . . , y n−1 ] is standard if x 1 < x 2 < · · · < x n , y 1 < y 2 < · · · < y n−1 and x j < y j for every j ∈ [n − 1].
Corollary 3.8. The set of standard brackets forms a basis for ρ n,3 .
A Proof that Ψ is an S 2n−1 -module homomorphism
We present a self-contained proof that Ψ, as given in Definition 3.3, is indeed a well-defined S 2n−1 -module homomorphism.
Let
. . . . . . . . . . . .
. . . . . .
Proposition A.1. The image of the Jacobi identity under the mapΨ holds in S 2 n−1 1 . That is,
soΨ(ϕ(u)) = 0 for every u ∈ V n,3 .
Proof. Note that |C u | = |C s i | = n!(n−1)!, so ε u and ε s i each have n!(n−1)! terms for i ∈ [n].
For any i, let τ i = (x i x n )(x i x n−1 ) · · · (x i x i+1 ), so τ i applied to u moves x i to the n th position in the first column and otherwise maintains the relative order of the x j s. Note that τ i ∈ C u , and because τ i is a product of n − i transpositions, sgn(τ i ) = (−1) n−i .
Each row of the tabloids τ i {u} and {s i } have the same content (only appearing in different columns), so it follows that for every i, τ i {u} = {s i }. Therefore, for any ν ∈ C u that fixes x i , we have ν{s i } = ν(τ i {u}). Requiring that x i is fixed but allowing any of the other x j and y j to be permuted freely within their columns gives ((n − 1)!) 2 such ν. The corresponding term ντ i {u} has coefficient sgn(ντ i ) = sgn(ν)(−1) n−i in the ε u summation, while the corresponding term ν{s i } has sgn(ν)(−1) n−i because of the sign of ε s i in the Jacobi Identity. Because there are n possible values of i, we have a total of n((n − 1)!) 2 = n!(n − 1)! such terms. Therefore every term in ε u has an identical term with matching sign on the right-hand side of Equation 7.
From the above, we need only worry about the remaining terms of the ε s i , of which there are n!(n − 1)! − ((n − 1)!) 2 = (n − 1)((n − 1)!) 2 for every i. All of these appear on the right hand side of Equation 7. Pick any distinct i and j with 1 ≤ i < j ≤ n. Define σ ij = (x j x i+1 )(x j x i+2 ) · · · (x j x j−1 ) ∈ C s i , so sgn(σ ij ) = (−1) j−1−i . Then σ ij s i has x j in the i th row of the second column, and otherwise maintains the relative order of the other elements. Thus σ ij {s i } and {s j } are identical except that the positions of x i and x j are swapped between them. Therefore, in order to find a pair of column permutations π ∈ C σ ij s i , π ∈ C s j such that πσ ij {s i } = π {s j }, we need π and π to move x i and x j to some row k, 1 ≤ k ≤ n − 1. It follows that πσ ij {s i } = π {s j } only if π and π move all other labels identically. Hence we may write π = δ(x i y k )(x j x k ) and π = δ(x i x k )(x j y k ), where δ ∈ C σ ij s i ∩ C s j fixes x i and x j , and either k = k for k ≤ j or k = k + 1 if k > j. So sgn(π) = sgn(π ).
Consider the signs of the paired terms π(σ ij {s i }) and π {s j } in Equation 7. The sign of π(σ ij {s i }) is sgn(π(σ ij {s i })) = (−1) n−i sgn(πσ ij ) = (−1) n−i (−1) j−1−i sgn(π) = (−1) n+j−1 sgn(π), while sgn(π {s j }) = (−1) n−j sgn(π ).
Thus for any such pair of π, π , we have two identical terms with opposite signs, which therefore cancel.
In order to count the number of such pairs π, π , note that there are n − 1 choices for k (the row which has x i and x j in both tabloids π(σ ij {s i }), π {s j }), and for each k, there are (n − 1)!(n − 2)! ways to permute the other labels. This gives ((n − 1)!) 2 possible pairs, each with opposite signs. Because the tabloids are defined by the position of x i and x j , we have unique pairings for each choice of i and j. For any s i , ranging across all possible j accounts for (n − 1)((n − 1)!) 2 terms of e s i .
We have thus accounted for every term on the right and left hand sides of Equation 7.
