We consider the problem of nding, for a given quadratic measure of non-uniformity of a set of N points (such as L 2 star-discrepancy or diaphony), the asymptotic distribution of this discrepancy for truly random points in the limit N ! 1. We then examine the circumstances under which this distribution approaches a normal distribution. For large classes of non-uniformity measures, a Law of Many Modes in the spirit of the Central Limit Theorem can be derived.
Contents
In the eld of numerical integration, there are two aspects of the general problem which bear on the accuracy of the numerical result. The rst is of course the behaviour of the integrand: typically, wildly uctuating functions are integrated with less accuracy than relatively smooth ones, for the same number of integration points. The second one is the distribution of the set of points at which one evaluates the integrand. It stands to reason that, if one has no a-priori knowledge of the integrand, a set of points that is fairly uniformly distributed may be expected to do better than one in which many points 2 
General de nitions and statements
To set the stage, we shall always consider the integration region to be the s-dimensional unit hypercube K = 0; 1) s . The point set X N consists of N points x k , where k = 1; 2; : : : ; N labels the points and = 1; 2; : : : ; s their co-ordinates.
Quadratic discrepancy and complexity
We will de ne quadratic discrepancies as the average-case complexity of an integration problem in terms of its averaged squared integration error 6]. For the given class of realvalued functions f(x), with x 2 K, let a measure d (f) on the class of functions be given, such that the one-and two-point connected Green's functions are given by 
Here we assume, that we can de ne a function h(y; x) and a measure d (y) over some space L such that the above expression makes sense. The variable y has to be suitably de ned; it may be a continuous variable with a continuous integration measure d (y), or a discrete variable, in which case R d (y) reduces to a sum over an enumerable set of discrete values, such as a lattice: all cases we will consider in this article can be expressed in terms of an enumerable set of discrete values. For the moment we will stick to the more general notation of d (y). we de ne the quadratic discrepancy h(y; x) dx : (4) In fact, D N measures how well the function h(y; ) is integrated by the point set X N , averaged over y. Notice that D N is nonnegative by construction, and that for an in nite equidistributed sequence, lim N!1 D N =N = 0. Moreover, the expected value of D N for a set of N truly random points in K is given by
where E ] denotes the expectation value w.r.t. the uniform distribution over the ensemble of truly random point sets with N points, and V f] is the variance of the function f( ). We shall always assume this expectation value to be a nite quantity, otherwise this discrepancy cannot meaningfully be used for truly random points. In our approach to the calculation of discrepancy distributions, we will also use the higher momenta E D m N ] (m = 1; 2; 3; : : :), which therefore have to be assumed to be nite 2 . We will also de ne some useful functions k and ? k : 
Gaussian measures on a countable basis
In this paper, we shall consider function classes with functions f that can be written as linear combinations of a countable set of basis functions fu n g:
Often we will refer to the basis functions as modes. We assume that integrals over combinations u n 1 (x)u n 2 (x) exist and introduce the parameters
The variance of f can then be written as 
2 For the discrepancies we discuss, this is a valid assumption.
4
A Gaussian measure on the class of functions is obtained by taking
dv n : (12) For the measure to be suitably de ned, the strengths n have to satisfy certain restrictions. In particular we want the functions f to be quadratically integrable on the average. The reasonable requirement that E D N ] must exist ensures that the variance of the functions f exists on the average and thus imposes a condition on the strengths:
Now we can use the formalism of the previous section to construct the discrepancy. The two-point connected Green's function is given by
n u n (x 1 )u n (x 2 ) ; (14) which is nothing but a spectral representation. The functions h and ! can be taken equal to h n (x) = n u n (x) ; ! n (x) = n (u n (x) ? w n ) ; (15) where the variable y is replaced by the countable index n. The function and the matrix ? are given by (x 1 ; x 2 ) = X n 2 n (u n (x 1 ) ? w n )(u n (x 2 ) ? w n ) ; (16) ? m;n = m n (a m;n ? w m w n ) :
(17) Note that we have for the trace of ? m;n :
General form of discrepancy distributions
We now turn to the problem of computing the probability density of such a discrepancy when the N points are (independently and uniformly) randomly distributed over K. 
where the z integration runs along the imaginary axis, and G 0 (z) is the moment-generating function
At this point it may be useful to note that, since D N is nonnegative by construction, we must have H(t) = 0 for t < 0, and hence no singular point of G 0 (z) may have a negative real part. The task is, now, to compute G 0 (z) as a series expansion around z = 0. In Refs. 5, 9, 10, 12] we have shown how Feynman diagrams may be usefully employed to do this in a systematic way in the limit of large N. In this paper we shall restrict ourselves to the leading behaviour N ! 1, in which limit we have 
All information on the particulars of the discrepancy are now contained in the constants k , and we have that the probability density of approaches the normal density whenever k ! 0 for all k 3. It remains to examine under what circumstances this can happen.
A Law of Many Modes
Let us assume, for the moment, that the matrix ? is indeed a real symmetric matrix, for instance the case of Gaussian measures on a countable basis. Moreover, since we know that G 0 (z) has no singularities for negative values of Re z, the eigenvalues of ? are also nonnegative, and we may write 
where the various eigenvalues have been denoted by n . Note that the sum may run over a nite or an in nite number of eigenvalues, but all these sums must converge since E D N ] is nite. Note, moreover, that k is homogeneous of degree zero in the n : therefore, any scaling of the eigenvalues by a constant does not in uence the possible Gaussian limit (although it will, of course, a ect the mean and variance of D N ).
We now proceed by noting that k+1 k , because
where the rst inequality is simply the Schwarz inequality, and the second one holds because the n are nonnegative. This means that k will approach zero for k > 3, whenever 3 approaches zero. To see when this happens we de ne
; x = max n x n ; (29) so that P n x 2 n = 1. It is then trivial to see that x 3 3 x ;
from which we derive that the necessary and su cient condition for the discrepancy distribution to approach a Gaussian is that
The Gaussian limit is thus seen to be equivalent to the statement that even the largest eigenvalue becomes unimportant. Clearly, a necessary condition for this is that the total number of non-vanishing eigenvalues (number of modes) approaches in nity. Incidentally, the condition (31) also implies that
for all those discrepancies that have E D N ] = P n n = 1. This is eminently reasonable, since a distribution centered around 1 and (by construction) vanishing for negative argument can only approach a normal distribution if its variance approaches zero. On the other hand, the condition ! 0 is by itself not su cient, as proven by a counterexample given in Appendix B.
Another piece of insight can be obtained if we allow the eigenvalues to take on random values. We may introduce the rather dizzying concept of an ensemble of di erent de nitions of discrepancy, each characterized by its set of eigenvalues (all nonnegative) = f 1 ; 2 ; : : : ; M g, with the usual constraint that they add up to 1; we keep M nite for simplicity. A natural probability measure on this ensemble is given by the probability density P (~ ) of the random vector :
Here ? denotes Eulers gamma-function. It is easily computed that the expectation and variance of R k = P n k n are given, for large M, by
8 so that the R k become sharply peaked around their expectation for large M. In that case, we have
and we see that, in the above sense, almost all discrepancies have a Gaussian distribution in the limit where M, the number of modes, approaches in nity.
3 Applications to di erent examples
Fastest approach to a Gaussian limit
We now examine the various de nitions of discrepancies, and assert their approach to a Gaussian limit. Usually this is envisaged, for instance in Ref 
It is easily seen that the gamma-distribution H(t) approaches a normal one when M becomes very large. At the same time, we see the`physical' reason behind this: it is the fact that the singularity of G 0 (z) in the complex plane (in the more general case, the singularity nearest to z = 0) moves away to in nity. One observation is relevant here: in Eq. (26), we have kept the integration over u along the imaginary axis Re u = 0. We might consider performing a saddle-point integration, with a non-vanishing value of Re u. That may give us, for a nite number of modes, a good approximation to the actual form of H(t). It is quite possible, and, indeed, it happens in the above equal-strength model, that this approximation is already quite similar to a Gaussian. In the equal-strength model, a saddle-point approximation for H(t) gives precisely the form of Eq. (36), the only di erence being that ?(M=2) is replaced by its Stirling approximation. On the other hand, for notso-large M, this form is not too well approximated by a Gaussian centered around t = 1, since the true maximum resides at t = 1 ? 2=M. Nevertheless, in this paper we are only interested in the limiting behaviour of H(t), and we shall stick to the use of condition (31) as an indicator of the Gaussian limit. One interesting remaining observation is the following. For any nite number M of eigenvalues n (n = 1; 2; : : : ; M), the smallest value of the indicator C = 2 = P n 2 n is 9 obtained when n = 1=M for all n. In this sense, the equal-strengths model gives, for nite M, that discrepancy distribution that is closest to a Gaussian.
L 2 star-discrepancy and the Wiener measure
Here we shall discuss the standard L 2 star-discrepancy 2]. We start with a formulation of the problem using a continuous variable y on K, and d (y) = dy. The function h is given by h(y;
where we have introduced the ( ) as the logical step-function 3 . The Gaussian function measure corresponding to this discrepancy is therefore seen to be de ned by 
Because a Gaussian measure is completely de ned by its two-point Green's function, the measure de ned by the basis functions uñ is equivalent with the Wiener measure. In Appendix C we show that the discrepancy de ned using this formulation of the Gaussian measure on a countable basis is equivalent to the L 2 star-discrepancy. 
The second factor decreases monotonically from (15) k for s = 1 to one as s ! 1; for the rst factor, we note that 1 < (2k) < (4) for all k > 2. Therefore k can be made arbitrarily small by choosing s large enough, and the Gaussian limit of high dimensionality is proven. Note, however, that the approach is not particularly fast: for large s, we have 3.3 Diaphony u n (x ) of one dimensional functions. However, in contrast to the Wiener sheet measure that underlies the L 2 stardiscrepancy, there appears to be no`natural' generalization of the strengths n to more dimensions, and therefore we shall discuss various possibilities. In general, we want to let the strength ñ depend on a global property of the vectorñ, for instance, the product of the components, or the sum of the components: we shall call such alternatives clusterings.
Fourier diaphony
As an application of the above, let us consider the orthonormal functions de ned by the one-dimensional factors u 2k?1 (x) = p 2 sin(2 kx) ; u 2k (x) = p 2 cos(2 kx) ; k = 1; 2; 3; : : : : (51)
Furthermore, it is useful to take the ñ such that the sine and cosine modes with equal wavenumber appear with equal coe cients. Let us de ne k(n) = k (2k ? 1 n 2k) :
We require that ñ only depends onñ viak(ñ): ñ = k (ñ) ;k(ñ) = (k(n 1 ); k(n 2 ); : : : ; k(n s )) :
In that case, the diaphony is equal to
(jk 1 j; jk 2 j; : : : ; jk s j)
where, this time, the vectork runs over the whole integer lattice except the origin; and it has the appealing property that the value of the Fourier discrepancy is the same for point sets di ering only by a translation mod 1; the L 2 star-discrepancy does not have this nice property. ; r(n) = (n = 0) + k(n) (n > 0) :
The normalization of the ñ ensures that E D N ] = 1, independent of s. In this case, keeping in mind that sines and cosines occur with equal strength, we have to consider the multiplicity function
Actually, before assigning a strength ñ , or rather We conclude that, for all diaphonies of the above type, the Gaussian limit appears for high dimensionality. For large , where the higher modes are greatly suppressed, the convergence is slowest, in accordance with the observation that the`equal-strength' model gives the fastest convergence; however, the convergence is still much faster than for the L 2 star-discrepancy, and the Gaussian approximation is already quite good for s 4. The fastest approach to the Gaussian limit occurs when we force all modes to have as equal a strength as is possible within the constraints on the . The di erence between the supremum and in mum of a( ) is, however, not much more than a factor of 2. Another possibility would be to let 2 p depend exponentially on p. In that way one can ensure convergence of the R k while at the same time enhancing as many low-frequency modes as possible. It is proven in Appendix D that the function F (2) s
has radius of convergence equal to one, and therefore we may take 2 p = ( 0 ) p with 0 between zero and one. If we choose 0 to be very small, we essentially keep only the modes with p = 1, and therefore in that case we have 3 1=(3 s ? 1) . This is of course in reality the same type of discrepancy as the above one, with ! 1. On the other hand, taking 0 ! 1 we arrive at 3 ! 0 (see, again, Appendix D). The di erence with the rst model is, then, that we can approach the Gaussian limit arbitrarily fast, at the price, of course, of having a function (x k ; x l ) that is indistinguishable from a Dirac -distribution in x k ? x l , and hence meaningless for practical purposes.
Fourier diaphony with sum clustering
In the above, we have let the strength ñ depend on the product of the various r(n ). This can be seen as mainly a matter of expediency, since the generalization to s > 1 is quite simple in that case. From a more`physical' point of view, however, this grouping of the is not so attractive, if we keep in mind that eachñ corresponds to a mode with wave vectork(ñ). Under the product rule, wave vectors di ering only in their direction but with equal length may acquire vastly di erent weights: for instance,k = (m ), respectively. This lack of`rotational' symmetry could be viewed as a drawback in a discrepancy distinguished by its nice`translational' symmetry. One may attempt to soften this problem by grouping the strengths ñ in another way, for instance by taking
so that depends on the sum of the components rather than on their product. The multiplicity of a given strength now becomes, in fact, somewhat simpler: 
This just re ects the fact that, for extremely small , only the 2s lowest nontrivial modes contribute to the discrepancy; and even in that case the Gaussian limit is attained, although much more slowly. The criterium that determines whether the behaviour of 3 with s and is exponential or of type 1=(2s) is seen to be whether s 2 is considered to be large or small, respectively.
Another alternative might be a power-law-like behaviour of the strengths, such as 2 p = 1=p . Also in this case we may compute the R k , as follows:
s (e ?z ) ? 1 dz ; (67) from which it follows that > s to ensure convergence of E D N ]. In the large-s limit, we therefore nd that, also in this case, 3 ! 1=(2s).
Fourier diaphony with spherical clustering
A clustering choice which is, at least in principle, even more attractive from the symmetry point of view than sum clustering, is to let ñ depend on jk(ñ)j 2 , hence assuring the maximum possible amount of rotational invariance under the constraint of translational invariance. We therefore consider the choice 2 n = exp ? 
For large (where, again, only the rst few modes really contribute) we recover, again, the limit 3 ! 1=(2s) as s ! 1: for small we have, again, an exponential approach to the Gaussian limit:
as s ! 1 :
The distinction between the two limiting behaviours is now the magnitude of the quantity s exp(?2 ), which now takes over the rôle of the s 2 of the previous paragraph.
Walsh diaphony
Another type of diaphony is based on Walsh functions, which are de ned as follows. Let, in one dimension, the real number x be given by the decomposition x = 2 ?1 x 1 + 2 ?2 x 2 + 2 ?3 x 3 + ; x i 2 f0; 1g ;
(72) and let the nonnegative integer n be given by the decomposition n = n 1 + 2n 2 + 2 
Here, we have disregarded the overall normalization of the 's since it does not in uence the Gaussian limit. It is an easy matter to compute the R k ; we nd 
The choice made in Ref. 13] corresponds to = 1 and = 1=4, for which we nd a(1; 1=4) 0:4197. The Gaussian limit should, therefore, be a good approximation for s larger than 6 or so. An interesting observation is that for xed , a( ; ) attains a minimum at = (1 ? 2 3 )=(1 ? 2 2 ), so that the choice = 1=4 could in principle lead to a(31=28; 1=4) = 0:4165 with a marginally faster approach to the Gaussian. The overall in mum is seen to be a(3=2; 1=2) = 2=11 0:182. As in the Fourier case with product clustering and a power-law strength, there is a limit on the speed with which the Gaussian is approached: in both cases this is directly related to the type of clustering.
At the other extreme, for very small we nd the limiting behaviour 
Again in this case, the slowest possible approach to the Gaussian limit is like 1=s, directly related to the symmetry of the discrepancy de nition with respect to the various coordinate axes. 
Lego discrepancy
Since the generality of the Lego discrepancy allows us to choose from a multitude of possibilities for the 's and w's, we now concentrate on a few special cases. 
and a su cient condition for the Gaussian limit is for this bound to approach zero.
Note that here, as in the general case, only bins m with m 6 = 0 contribute to the discrepancy as well as to the criterion C, so that one has to be careful with models in which the integrand is xed at zero in a large part of the integration region K: 
and the Gaussian limit follows whenever M ! 1.
Conclusions
We have shown that a large class of discrepancies, including the L 2 star-discrepancy and the diaphonies, can be formulated as the induced discrepancy of a class of functions de ned by a countable set of basis functions. These basis functions we called modes. For such a discrepancy we derived the probability distribution, in the limit of a large number of points, over the ensemble of truly random point-sets. We have shown under what conditions this distribution tends to a Gaussian. In particular, the question of the limiting behaviour of a given distribution can be reduced to solving an eigenvalue problem. Using the knowledge of the eigenvalues for a given function class it is possible to determine under which conditions and how fast the Gaussian limit is approached. Finally, we have investigated the limiting behaviour of the probability distribution for the discrepancy of several function classes explicitly.
The discrepancy that most rapidly approaches the Gaussian limit occurs for models in which the number of modes with non-zero equal strength goes to in nity, while the sum of the strengths is xed. In fact, we give an argument why we cannot improve much on this limit. However, a drawback of this model is that the discrepancy itself becomes a sum of Dirac -functions in this limit: it only measures whether points in X N coincide or not, and is therefore not very useful in practice.
Secondly, we have examined the L 2 star-discrepancy. Here a Gaussian distribution appears in the limit of a large number of dimensions. It is however a very slow limit: only when the number of dimensions becomes of the order O (10 2 ) does the Gaussian behaviour become manifest.
For the various diaphonies, the choice of the mode-strengths is more arbitrary. The strengths we discuss are chosen on the basis of some preferred global properties of the diaphony, such as translation-and/or rotation-invariance. Again for large dimensions the Gaussian limit is attained, either as a power-law or inverse of the number of dimension. It is possible to choose the strengths in such a way that the Gaussian limit is approached arbitrarily fast. But the diaphony corresponding to that case again consists of a sum of Dirac -functions.
Finally, for the Lego-discrepancy, we can assign strengths to the di erent modes in several ways. One possibility is to keep the product of the squared strength and volume of the modes xed: then, the Gaussian limit is reached for a large number of modes.
All these results have been derived in the limit of large number of points. It remains to be seen however whether this is reasonable in practice. To determine when the asymptotic regime sets in, i.e. for which value of N, it is necessary to take into account the next-toleading contributions. This will be the subject of Ref 
This result has, in fact, already been obtained for the case of the L 2 star-discrepancy in Ref. 5] , but here we demonstrate its general validity for more general discrepancy measures.
In those cases where B m = 0, the second term of course vanishes. Here we present the proofs of our various statements about the multiplicity function Q Q F (p) of section 3.3.3. In the rst place, we know that its Dirichlet generating function, F (1) (x), converges for all x > 1. Now suppose that Q Q F (p) exceeded cp an in nite number of times, with c > 0 and > 1. The Dirichlet generating function would then contain an in nite number of terms all larger than c, for 1 < x < , and therefore would diverge, in contradiction with its convergence for all x > 1.
In the second place, consider the`standard' generating function, F (2) s (x). By inspecting how many of the vector components n ofñ are zero, we see that we may write, for p > 
The radius of convergence of F (2) s (x) is therefore at most equal to unity. On the other hand, we can obtain a very crude, but su cient, upper bound on Q Q F (p) as follows. Since d t (p) is a nondecreasing function of t, we may bound Q Q F (p) by (3 s ?1)d s (p). Now let k p be the number of prime factors in p; then k p cannot exceed log(p)= log(2), and only is equal to this when p is a pure power of 2. Also, the number of ways to distribute k object in s groups (which may be empty) is at most s k , and is smaller if some of the objects are equal. Therefore, d s (p) is at most s kp , and we see that Q Q F (p) < (3 s ? 1)p log(s)= log (2) ; (102) or, in short, is bounded 5 by a polynomial in p. Therefore, the radius of convergence of F (2) s (x) is also at least unity, and we have proven the assertion in Eq. 3.3.3. 4 We take the functions normalized such that they form a orthonormal set on (0; 4], so the Fourier series is in terms of the sine-and cosine functions divided by p 2. 5 Note that equality cannot occur in this case since the two requirements are mutually exclusive. 
The same reasoning that led us to the radius of convergence shows that, for x approaching 1 from below, the function F (2) s (x) behaves as (1 ? x) ?c , with c 1. Therefore, 3 will behave as (8(1?x)=9) c , and approach zero as x ! 1. Note that the upper bound on Q Q F (p) is extremely loose: but it is enough.
