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Initial value problems for weakly nonlinear systems of differential equations 
are studied here. A perturbation result is obtained which is shown to give a 
valid approximation to the solution. The approximation is determined by 
solving two associated problems, and it is especially derived for problems 
which have rapidly oscillating and rapidly decaying solutions. 
Evaluation of solutions to the initial value problem 
(PJ E dujdt = &(t, E)U + F(t, e) + &(t, u, E), u(0) given, 
can be quite difficult. Even for the linear problem where B = 0, numerical 
methods can be unreliable when the real parameter E is near zero, since the 
solution may experience large changes over short time intervals. 
This problem will be studied here under quite general conditions on the 
data. The method used to construct approximations is a multitime method 
which is similar to the Bogoliuboff method of averaging [2]. Included in our 
analysis are oscillatory problems of the form 
d2u/dt2 + k2u = f (t, u, duldt) 
where the spring constant k is a large number. The system is stiff for such 
values, and this description is frequently used in an extended sense to 
characterize problems of the form (PJ as systems of stiff differential equations. 
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The novelty of these results lies in the rigorous derivation of an expansion 
for the solution, and in the simple proof of validity that this approach 
suggests. 
The main results are described in Section 1. Certain remarks about 
extension of the results to study systems of partial differential equations and 
about some applications of the methods are given in Section 2. Section 3 
contains a proof of the main theorem. 
1. THE MAIN RESULTS 
A class of initial value problems of the form (PJ is studied here. In par- 
ticular, we consider the problem 
dx/dT = EF(~, t, x, y, E), x(O) = f(E), 
dy/dT = 44~ + +, t, x, Y, 4, Y(O) = 449 
where E is a parameter near zero and t = CT is a slow time variable. Here 
x, f,F~E~,y,q, GEE” and AEE ~XR. It is apparent from this form that 
the y components respond on the fast time scale T, with this response 
dominated by A, and the x components respond on the slower time scale. 
Several types of analysis lead to this standard form; for example, stability 
studies of quasi-static states and studies of small amplitude nonlinear oscilla- 
tions. Some of these topics are considered in Section 2. 
Assumptions 
The following conditions I, II and III are imposed on the problem. 
I. Smoothness of data. F and G are smooth functions1 of 7, t, x, y and 
E for T E [0, T/E], t E [0, T], (x, y) E 9 some neighborhood of (0,O) E Em*, 
and E near zero. A(T) is an 1z x n-matrix of smooth functions of T E [0, co). 
We may write 
and 
F = Fo(T, t, x, y) + c&(7, 4 x, y, E), 
G = ‘%(T, 4 x, Y> + fGl(~> 4 x, Y, c> 
where F, , Go , Fl and G1 , along with their first derivatives with respect to 
x and y, are bounded uniformly for 0 < 7 < T/B, 0 < t < T and 0 < E < co. 
The initial data 4 and 7 are smooth functions of E at E = 0. 
Next, we suppose that A has ,the following stability properties: 
1 Smooth functions are those having continuous second derivatives with respect to 
their arguments. 
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II. Stability. A is an invertible matrix for all 7 > 0, and there are 
projections P and Q acting in En such that the fundamental matrix defined 
by dt,b/dT = A(T)& /J(O) = Identity, satisfies 
I #CT) W-+41 < K exp[--Sk - 41 for o<U<T<m, 
I +(T> Q#-Yu>I G K for all 0 < U, 7 < co, 
for some constants K and 6 which are independent of 7, u, and E. Also, 
P+Q=I,Q#P=O,P$Q=O. 
The projection P selects from 9(T) those modes which are decaying as 
7 + co, and Q selects those which are oscillatory. Condition II is satisfied, 
e.g., if there is a smooth matrix J(T) h aving J and J-l uniformly bounded 
such that 
- J-lJ’ + J-IA J = diag(A, , A,) 
where A, is negative definite and A,, is oscillatory.2 Then P = I, @ 0 and 
Q = 0 @ I,, where I, and I,, are identity matrices of appropriate dimensions. 
The final condition involves the existence of certain averages of the data: 
III. Awerages. The following limits exist and define smooth functions 
oftE[O, T]and(x,y)Efi: 
Qcoo(t, x, QY> = &(1/T lT QkV-4 &Go@, t> ~3 VW QY) 4 
pa@, x, QY) = &$1/V L=F,(u> t, ~3 W QY) da. 
Moreover, we suppose that 
s oT (86'(4 QGoh t, x, tW QY> - Qcok ~9 QYN du 
and 
s ’ {Fo(u, t, x, t+> QY)- Fo(f, x, QY)) do, 0 
are bounded for 0 < 7 < co, uniformly in the other parameters: t E [0, T] 
and (x, y) E Sz. 
Condition III is not difficult to verify in many cases. For example, if A 
is a constant oscillatory matrix and the functions F, and Go are analytic 
functions of the components of x and y, then III is satisfied. 
s A matrix will be called oscillatory if it has purely imaginary eigenvalues and 
simple elementary divisors for all 7. 
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Approximation Scheme 
Conditions I-III will be used to derive an approximation to the solution 
of (1). This is done by observing that there are two time scales which arise 
naturally in the problem, 7 and t = ~7. Therefore, the solution of (1) should 
be considered as functions of these two time scales, x = x(7, t, E), y = 
~(7, t, E), and (1) should be rewritten as 
ax/a7 + caxlat = e~(~, t, X, y, E), 
ayiaT + +/at = 44~ + •~(T, 6 X, Y, 4, 
to correctly account for the variation of these functions on the two time 
scales. 
Next, we attempt to find the solution in the form 
x = &(T, t) + &(T, t, + y = yo(T, t) + ,yl(T, t, e), 
where Xi , Yt are expected to be smooth functions which remain bounded 
uniformly for 7 E [0, T/E]. The theorem appearing at the end of this section 
shows that the solution of (1) actually does have this form, and moreover, 
that the functions Xi and Yi are bounded for 0 < 7 < T/E, 0 < t < T, 
uniformly in E. 
If the solution of (1) does have this form, then X0 and Ys must satisfy 
axo/aT = 0, aYo/aT = &)Yo, 
and the functions Xi0 = X1(7, t, 0), Yi” = Yl(7, t, 0) must satisfy 
axlo/aT = Fo(7, t, X0 , Y,) - aX,@, 
aYlo/aT = A(T) Ylo + Go(7, t, X0, Y,) - aY,/at. 
Therefore, 
x0 = x,(t), and yo = w Ye(t) 
where x0 , y. must be determined. Next, integrating the second equations 
gives 
-&‘(T> t) = xl”(t) + [ Fo(u, 4 xo , v+) YO) da - 7 dx,l& 
Y?(T, t) = t&) [x’(t) + j-‘ k’(u) Gob, t, xo , do ~'0) do - 7 dVo/dj . 
0 
Dividing the first equation by 7 and passing to the limit 7 = 00, we obtain 
a differential equation for x0 . In particular, since Xl0 is bounded as 7 -+ CO, 
dx,ldt = Fob, xo , Qyo), x,(O) = E(O), (2) 
where the initial condition is taken from (1). 
SOLUTION METHODS FOR WEAKLY NONLINEAR SYSTEMS 241 
Dividing the second equation for Yr” by T, we have 
(l/d 1 Yl” - #k) ~1’ - f W W-W Go do/ 
= + joT #(T) Q+-‘(u) Go da - #(T) 9. 
We first apply P to both sides of this equation, and we see that both sides 
of the resulting equation approach zero as T-+ co. This is interpreted as 
placing no restriction on Py, for this method of analysis to work, and there- 
fore, the simplest choice is made: Py, = P7(0). In fact it can be shown that 
Py, can be chosen as an arbitrary smooth function of t, which satisfies the 
correct initial condition. 
Applying Q to both sides of the equation for dy,/dt, we obtain 
0 I + Q Y? - 9%) ~1’ - i’ #(T) p~-l(~) Go do/ 
= QYW Q [+ s,’ QY?J> Go du - Q dyold+ 
The limit of the right side as 7 + cc is indeterminate, and so both sides of 
this equation are multiplied by Q+‘(T)Q. The result is 
($) QPQ I&’ - Y+> ~1’ +fo7 #CT) p+-‘(u) Go do) 
1 ’ =- 
( 1s i- o 
Q+-'(4 QGo da - Q dyoldt. 
Passing to the limit 7 = co in this equation, we see that all terms on the 
left side approach zero and that all terms in the integrand which involve 
#P make no contribution to the limit. This shows that 
(44 Qyo = Qeoo(t, xo 3 QY~>, Q~o(o) = IQ@), (3) 
where again the initial condition is derived from (1). 
The main result proved here is: 
THEOREM. Suppose that conditions I, II, and III are satisjied. In addition 
suppose that the problems (2) and (3) have a unique solution on the interval 
0 < t < T. Then for each small l > 0, the problem (1) has a unique solution 
x(7, E), y(T, C) defined for 0 < 7 < T/E. Moreover, 
x(7, l> = x0(t) + O(E), 
pY(T, c) = p+(T) p7 + o(+ 
QY(T, 4 = QW Qyo(t) + Ok), 
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where O(E) hold uniformly for 0 < r < T/e, as E-+ 0. Here x,, is determined 
from (2) and Qy,, from (3). 
2. SOME REMARKS 
A. The Oscillatory Case. The case where Q = I and P = 0 is referred 
to here as the oscillatory case. Then the result of the theorem takes the form 
x(7, 4 = x0(t) + O(4, 
Yk> 4 = w [Y&> + WI. 
The important feature here is that a factor I/(T) can be removed from the 
error term O(r). This fact is exploited in [3], in the formulation of a numerical 
scheme. 
B. Dynamics Near a Quasi-static State. Several kinds of problems can be 
reduced to the standard form (1). The following example illustrates some of 
the steps involved in this. 
Consider the initial value problem 
dz/dt = #(t, z, E), z(O) = 5(c), 
where we suppose that the function $ E Em+* has the decomposition 
4 = 41 0 9w 
where & E E” and Cz E En. Then defining z = zr @ za , we can rewrite the 
initial value problem as 
dz,ldt = Mt, z, 4, 40) = 51(4 
Edz,ldt = W, z, 4, z,(O) = 52(4’ 
In addition, let us suppose that the reduced problem, 
dz,ldt = Cd& z, 01, z,(O) = 51(O), 0 = d&9 z, O), 
has a smooth solution, x = x”(t), on some interval 0 < t < T. Then if the 
Jacobian matrix E(t) = (@,/az)(t, z”(t), 0) is nonsingular for 0 < t < T, 
it is known from [l ; Theorem l] that the perturbed system has a quasi-static 
state. That is, there is a function z = z*(t, e) which is a smooth function of 
E at z = 0 such that z*(t, 0) = z”(t) and which satisfies 
dz*/dt = +(t, z*, E), z,*(o, 6) = C&>. 
The Taylor expansion of z* can be determined immediately from this 
problem. Note that the initial condition z,*(O, l ) = I&(E) is not necessarily 
satisfied. 
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The behavior of solutions of the original problem near the quasi-static state 
can be studied by introducing new variables: Let 
z--z*=< ;. 0 
Then the problem becomes 
dx/dT = dt, x, y, 4, 
dy/dT = A(t)y + l (t, x, y, 4, 
provided the initial condition {a(e) = O(E). Note that this system is not in 
the standard form (1) since A depends on the slow time t. 
If z”(t), the solution of the reduced problem, is a steady state, then A is 
constant, and the problem is in the form (1). On the other hand, let J(t) 
and B be matrices such that 
edJ/dt = A(t) J - JB, B = constant 
then the change of variables y -+ J(t) y takes the problem into 
dx/dT = G(T, t, x, y, E) 
dy/dT = BY + l G(T, 4 x, y, 4 
which is in the form (1). If this problem satisfies conditions (I-III), then the 
analysis described in Section 1 can be applied to this system. If, in addition, 
J and J-l are bounded, the dynamics of z near z* can be described. 
C. Removal of unstable modes. The methods used in [1] can be combined 
with ones developed here to describe the solutions of systems whose linear 
parts contain an unstable spectrum. In particular, consider the problem (1) 
with x = F = 0 which we write as 
dy/dT = &)y + l G(T, 4 y, 4. 
Now suppose that there are three projection operators P, Q and R; having 
rank i, j and k, respectively, such that P + Q + R = I and for some positive 
constants K and 6, 
1 a)(T) PI,W(U)~ < Ke--d(T-o) for o<U<T<cO, 
I #tT) QtW4I G K for 0 < 0, 7 < C0, 
j (G(T) R$-l(u)l < Ke+8(7-u) for o<T<U<O3. 
Here #(T) is the fundamental matrix defined by 
d#/dT = A(T)+, #(O) = Identity. 
Such a system may be said to have an exponential trichotomy. 
244 HOPPENSTEADT AND MIRANKER 
It was shown in [l] that a manifold A’ having dimension equal to the 
rank of P + Q (i.e. = i +j) can be constructed such that the initial data 
beginning on A@ excite only bounded modes. With this construction, the 
problem is reduced to consideration of an (i + j)-dimensional manifold of 
solutions whose dynamics are governed by a system in standard form. 
D. The Stable Case. Q = 0, aAjar = 0, aFlaT = 0, acja, = 0. In this 
case, all of the rapid motions decay on the fast time scale. Then the multi-time 
scheme used in Section 1 is less efficient than the method of matched 
asymptotic expansions which is applicable. In particular, the method does 
not require the computation of the averages p,, and G,, , and we have 
where Z0 is determined from 
dZo/dt = F(t, 2, , 0, 0), %J(O) = t(o). 
This is described in [I]. 
E. Abstract differential equations. The problem (1) can be recast in the 
framework of an abstract space, and thereby include many systems of partial 
differential equations. This is illustrated by the following example. Let E 
be a Banach space, and consider the initial value problem 
dyb = 4 + l G(Y, 4, Y(O) = d4 
for y E E. The operator A is assumed to be closed and densely defined having 
domain of definition B(A). 
Suppose now that there are projection operators P and Q mapping E such 
that PA = AP, QA = AQ, PQ = 0, QP = 0 and P + Q = I. Also suppose 
that QAQ is the infinitesimal generator of a strongly continuous group of 
bounded operators eQAQr acting in E, and that PAP is the infinitesimal 
generator of an analytic semigroup of bounded operators ePAPT in E which 
decay exponentially as 7 + 00. Finally, suppose that G is a bounded operator 
acting in E, say having a finite Fr6chet expansion 
WY, 4 = 5 G(Y) d 
k&=0 
where Gk is a k-linear bounded operator acting in E. 
If G satisfies additional conditions which ensure that this initial value 
problem has a unique solution for 0 < 7 < T/e and for each small E > 0, 
and if 17 E .9(A), then the same calculations carried out in Section 1 can be 
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applied to this problem, and the estimates established in the Theorem can 
be obtained. The proof of these assertions uses the same methods derived 
in Section 3, and it is not presented here. 
F. Linear case. If F and G are linear functions of x and y for all 7, t and E, 
the pel’turbation result can be refined by resolving the solution onto the 
eigenvectors of A. This case is discussed in detail in [3]. 
3. PROOF. PRELIMINARY TRANSFORMATION 
First, new variables are introduced into the problem by 
v = x - x0, w = -MT) (Y - $Yo> 
where A-l = P + Q$-IQ. Note that A = P + Q#Q. With this, the system (1) 
becomes 
dv/dT = EF(T, ET, xo + v, $yo + Aw, c) - cFo(ET, 20 9 Qyo), 
dw/dT = PAPw + &l[G(r, ET, xo + v, #yo + Aw, e) - Q~o(~T, Xo 3 Q~o)l. 
This problem can be rewritten in the following form by distinguishing 
between the linear part, the nonhomogeneous terms and the nonlinear part 
of the equations: 
dv/dT = &V + &W + EF(T, ET, X0, #yo, <) - Epo(ET, X0, Qyo) + EM(T, v, w, l ) 
dw/dT = CA-%v + [PAP + rk%]w + EL”~~[G(T, ET, x0, y. , E) 
- @oO(-, Xo , Yo)] + cA-lN(T, ‘-5 V, W, c). 
Here the following notation has been used in the linear part: 
q(T, c) = Fs(T, ET, x0, V+>Yo >d, %P E, = Ft/(T> ET> Xo r $(T) Yo , c> A(T), 
g(T, E) = G,(T, ET, Xo > ?b> Yo , E>, ‘%, c) = G&T, ET, X0 , 4(T) y. , e) A(T), 
where F, denotes the Jacobian matrix (~Fi/h&+l,...,m , etc. The functions 
representing the nonlinear terms are given by 
M = F(T, ET, x0 + V, #y. + Aw, 6) - ‘XV - 9~ - F(T, 67, ~0 , 4~0 , c), 
N == G(T, ET, x0 + V, a,byo + Aw, 6) - .%v - ‘%w - G(T, ET, x0 , #y. , c). 
These functions vanish at v = 0, w = 0, and they contain no linear terms 
in these variables. 
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Analysis of the Linear Problem 
X(T, u, C) will denote the fundamental solution of the linear part of the 
problem, which is defined by 
dx/dT = (1; PA;“, E(Uj x2 X(U, u, E) = Identity. 
We first observe that x is uniformly bounded for 0 < T < T/E. In fact, 
if+ is any column of x, we have 
for some constant K which is independent of E and r, 0 < r < T/E, since 
is a negative semidetinite matrix. Thus, 
@I(T) $(T) < errK < eTK 
for 0 < 7 < T/a. 
Next, we will establish the following useful estimate: 
X(‘, U, l) < K[e-8(7--0) + O(e)], 
for 0 < T < T/E, as E -+ 0. Here K and 6 are some positive constants which 
are independent of 7 and 6. To verify the estimate, we write 
where xrr E EmXnz, xl2 E Emxn, etc. It is sufficient to study x,Zp and xssP 
since only these two matrices appear in the left side of (4). First, 
&azIdT = &~rs + PAPxss + c%xss , x&u, u, e) = Identity. 
Since (d/dT) #P = PAP+, we have 
X&, 0, c)P = #(T) p#‘-‘(u> + ST ‘&> P#-+“)f(o’, c) do’ 0 
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where the function f(cr, c) = 0( ) E uniformly in u. From Condition II, we 
therefore have that 
for some positive constants K and 6 which are independent of E and 7, 
0 < 7 < T/E. Finally, 
so 
where the fundamental matrix &s is defined by d&P/d7 = &Z&P, 
&;,(a, u, E)P = P. Since 1 x2.$’ 1 has an upper bound whose integral is 
bounded uniformly in 7 and U, we see that 
This establishes estimate (4). 
Reduction to an Integral Equation 
The fundamental matrix x will now be used to convert the problem for 
v and w into a system of Volterra integral equations: 
The existence of an unique solution to this system which satisfies v, w = O(E) 
uniformly for 0 < T < T/E suffices to complete the proof of the theorem. 
This can be proved by the successive approximations methods derived in 
Theorem 1 [l], once it is known that the nonhomogeneous terms in (5) 
are O(E). The remainder of the proof is therefore devoted to estimating these 
nonhomogeneous terms which occur only in the first two terms in (5). 
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Estimate of the Nonhomogeneous Terms 
First, we have that 
since o(O), w(O) = O(E) and x is bounded. 
The second factor in the remaining integrand can be written as 
( 4(u, l J, x0 9 #(u) Yo 9 4 ~@Gl(u, 60, xo , 4(u) yo , 4 + J’Go(u, ~0, xo , $64 ~0’0) ) + H(“’ ‘) 
where 
o ~7 -‘, xo 7 Nu)~o) - 1”,(-~, 3, s QYO) 
H(“’ ‘) = (Q&)(Qc,(u, EU, x0 , #(u) yo) - Go(~u, x0, Qyo), ’ ) 
The term 
2 T 
s X(‘, us 6) 
da = O(E) 
0 
uniformly for 0 < 7 < T/E, since the integrand is bounded. Also, it follows 




x(” C” ‘) 
0 
0 ( PGo(u, EU, x0 , J/~(U) yo) du = ‘(‘)’ 1 
It remains to estimate 
E 
i 
T x(~, u, 6) H(u, 6) da. 
0 
This however is done easily by integrating this expression once by parts. 
The result is 
We will show next that 
I ’ H(u, e) do 0 
is bounded uniformly for 0 < 7 & T/E, which along with (4) shows that 
this expression is O(E). 
The first m-components of 
s 
’ H(u, e) du 
0 
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are given by 
s 
’ [Fob, -3 xo ,v+)~o) - Rot-, xo , Q~oo)l da 
0 
= f o7 [Fob, EC, xo 9 #(u)yo) - Fob cup xo > VW Q~o>l da 
+ I,‘ [F&T E(J, xo , 4(u) QYO) - ~oo(w xo 3 QYOI do. 
The first of these two integrals is O(l $(u)P 1) because the first derivatives 
of F, with respect to the components of y are bounded uniformly. The 
second integral is bounded as a result of condition III. Similarly, the last 
n-components of 
s 
’ H(u, e) da 
0 
are given by 
1 oT QV(4 QPoh EC, xo > #(u>Yo) - Gob, -9 xo > 9(u) QYoII da 
+ joT [QkW QGoh ~a> xo > #(4 Q~oo) - eoo(- xo 9 Q~oll du, 
and these two integrals are uniformly bounded for the same reasons. 
This completes the proof of the Theorem. 
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