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-CONVERGENCE, SOBOLEV NORMS,
AND BV FUNCTIONS
HOAI-MINH NGUYEN
Abstract
We prove that the family of functionals (Iδ) defined by
Iδ(g) =
∫∫
RN×RN
|g(x)−g(y)|>δ
δp
|x − y|N+p dx dy, ∀ g ∈ L
p(RN ),
for p ≥ 1 and δ > 0, -converges in Lp(RN ), as δ goes to zero, when p ≥ 1.
Hereafter | | denotes the Euclidean norm of RN . We also introduce a characterization
for bounded variation (BV) functions which has some advantages in comparison with
the classic one based on the notion of essential variation on almost every line.
1. Introduction
Recently, the following new characterization of Sobolev spaces was established in
[13, Theorem 2] and [4, Theorem 1].
THEOREM 1
Let N ≥ 1, 1 < p < +∞, and g ∈ Lp(RN ). Then g ∈ W 1,p(RN ) if and only if
lim
δ→0+
Iδ(g) < +∞.
Moreover,
lim
δ→0+
Iδ(g) = 1
p
KN,p
∫
RN
|Dg|p dx, ∀ g ∈ W 1,p(RN ),
where KN,p is given by
KN,p =
∫
SN−1
|e · σ |p dσ (1.1)
for any e ∈ SN−1.
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We recall that when p = 1:
(a) if g ∈ L1(RN ) and lim δ→0+ Iδ(g) < +∞, then g ∈ BV(RN ) (see [4], [16]);
(b) there exists g ∈ W 1,1(R) such that limδ→0+ Iδ(g) = +∞ (example communi-
cated to us by A. Ponce, 2005; see [13]).
This characterization is distinct from the one of Bourgain, Brezis, and Mironescu [2]
(see also [6]), but it is inspired by the results of [2]. Quantities similar to Iδ appear
in new estimates for the degree (see [3], [15], [7], [9]). Further results related to
Theorem 1 are presented in [16] and in recent work of Chiron [10]. In [17], some
results in the spirit of the Poincare´ inequality and the Sobolev inequality, where∫
RN
|∇g|p is replaced by Iδ(g), are established.
Let p ≥ 1 and N ≥ 1. Define, for g ∈ Lp(RN ),
J (g) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
p
KN,p
∫
RN
|Dg|p dx if p > 1 and g ∈ W 1,p(RN )(
resp., p = 1 and g ∈ BV(RN )),
+∞ otherwise.
A natural question raised by H. Brezis (personal communication, 2006) is whether (Iδ)
-converges in Lp(RN ) to J in the sense of De Giorgi for p > 1 (see, e.g., [5], [11]
for an introduction of -convergence). We recall that a family (Iδ)δ∈(0,1) of functionals
defined on Lp(RN ) -converges in Lp(RN ) (p ≥ 1), as δ goes to zero, to a functional
I defined on Lp(RN ) if and only if the following two conditions are satisfied.
(G1) For each g ∈ Lp(RN ) and for every family (gδ)δ∈(0,1) ⊂ Lp(RN ) such that gδ
converges to g in Lp(RN ) as δ goes to zero, one has
lim
δ→0
Iδ(gδ) ≥ I (g).
(G2) For each g ∈ Lp(RN ), there exists a family (gδ)δ∈(0,1) ⊂ Lp(RN ) such that gδ
converges to g in Lp(RN ) as δ goes to zero, and
lim
δ→0
Iδ(gδ) ≤ I (g).
Surprisingly, (Iδ) does not -converge to J in Lp(RN ) for p > 1, but it -converges
to λJ for some 0 < λ < 1; the same fact holds for the case p = 1. More precisely,
we have the following.
THEOREM 2
Let p ≥ 1, and let N ≥ 1. Then (Iδ) -converges in Lp(RN ) to the functional I
defined, for any g ∈ Lp(RN ), by
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I (g) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
CN,p
∫
RN
|Dg|p dx if p > 1 and g ∈ W 1,p(RN )(
resp., p = 1 and g ∈ BV(RN )),
+∞ otherwise.
Here the constant CN,p is defined by (1.3) and satisfies
0 < CN,p <
1
p
KN,p. (1.2)
For p ≥ 1 and N ≥ 1, the definition of the constant CN,p is
CN,p := inf lim
δ→0
∫∫
Q2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy, (1.3)
where the infimum is taken over all families of measurable functions (hδ)δ∈(0,1) defined
on the unit open cube Q of RN such that hδ converges to h(x) ≡ (x1 + · · · + xN )/
√
N
in (Lebesgue) measure on Q as δ goes to zero. We recall here that a family of
measurable functions (hδ)δ∈(0,1) defined on a measurable subset B of RN is said to
converge in measure on B to a measurable function h defined on B if and only if, for
any ε > 0,
lim
δ→0
∣∣{x ∈ B; |hδ(x) − h(x)| > ε}∣∣ = 0.
Henceforth, for a measurable subset A of RN , |A| denotes the Lebesgue measure
of A.
The proof of Theorem 2 is divided into three steps.
Step 1. Proof of property (G2). The main steps of the proof of property (G2) are as
follows.
(a) We show that (see Section 2, Lemma 2) there exists a family (hδ)δ∈(0,1) ⊂
Lp(Q) such that hδ converges to h(x) ≡ (x1 + · · · + xN )/
√
N in Lp(Q) and
(cf. (1.3))
lim
δ→0
∫∫
Q2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p.
(b) We prove Property (G2) in the case g is “continuous and piecewise linear” with
compact support (see Lemma 7) and then obtain property (G2) in the general
case by a density argument. The proof of (b) is presented in Section 3.
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Step 2. Proof of property (G1). Property (G1) is a consequence of the following two
propositions.
PROPOSITION 1
Let p ≥ 1, let N ≥ 1, and, let g ∈ Lp(RN ). Assume that there exists a family
(gδ)δ∈(0,1) ⊂ Lp(RN ) such that gδ converges to g in Lp(RN ) and
lim
δ→0
Iδ(gδ) < +∞.
Then g ∈ W 1,p(RN ) if p > 1 (resp., g ∈ BV(RN ) if p = 1); moreover,
J (g) ≤ C lim
δ→0
Iδ(gδ)
for some C > 0 depending only on N and p.
Proposition 1 has been proved in [16] (see [16, Theorem 3]); the proof in [16] relies
heavily on the ideas of [4].
PROPOSITION 2
Let p ≥ 1, and let N ≥ 1. Then for any g ∈ W 1,p(RN ) if p > 1 or g ∈ BV(RN )
if p = 1, and for any family (gδ)δ∈(0,1) ⊂ Lp(RN ) such that gδ converges to g in
Lp(RN ) as δ goes to zero, we have
lim
δ→0
Iδ(gδ) ≥ I (g).
The proof of Proposition 2 for the case p > 1, which is presented in Section 4,
follows from the definition of CN,p and the fact that any function in W 1,p(R) is
locally approximately linear in the sense of measure (see, e.g., [12, Theorem 4, p.
223] and the remark below it). When p = 1, we cannot directly apply the method
used in the case p > 1. In this case, the proof, which is presented in Section 6,
relies on Proposition 4, Lemma 14, and a new characterization of BV functions which
we introduce in Section 5 (see Proposition 3). This characterization is based on and
generalizes the notion of essential variation in the one-dimensional case. It has some
advantages in comparison with the classic one (see, e.g., [12, Theorem 2, p. 220], [1,
Section 3.11]), which is based on the notion of essential variation on almost every
line.
Step 3. Proof of (1.2). Inequality (1.2) is proved in [14].
Concerning the constant CN,p, we have the following questions.
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Open question 1
What is the explicit value of CN,p?
When N = 1, we made a guess in [14].
Open question 2
Does
C1,p =
{ 2
p(p−1) (1 − 12p−1 ) if p > 1,
2 ln 2 if p = 1?
The results of this paper were announced in [14].
2. Preliminaries
In this section, we prove some useful lemmas which we use later.
LEMMA 1
Let N ≥ 1, let p ≥ 1, let A be a measurable subset of RN , and let f and g be two
measurable functions defined on A. Define h1 = min(f, g) and h2 = max(f, g). Then∫∫
A2
|h1(x)−h1(y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
A2
|f (x)−f (y)|>δ
δp
|x − y|N+p dx dy
+
∫∫
A2\B21
|g(x)−g(y)|>δ
δp
|x − y|N+p dx dy (2.1)
and ∫∫
A2
|h2(x)−h2(y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
A2
|f (x)−f (y)|>δ
δp
|x − y|N+p dx dy
+
∫∫
A2\B22
|g(x)−g(y)|>δ
δp
|x − y|N+p dx dy, (2.2)
where
B1 =
{
x ∈ A; f (x) ≤ g(x)} and B2 = {x ∈ A; f (x) ≥ g(x)}.
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Moreover, if g is Lipschitz on A with a Lipschitz constant L, then∫∫
A2
|h1(x)−h1(y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
A2
|f (x)−f (y)|>δ
δp
|x − y|N+p dx dy + CL
p|A \ B1|
(2.3)
and ∫∫
A2
|h2(x)−h2(y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
A2
|f (x)−f (y)|>δ
δp
|x − y|N+p dx dy + CL
p|A \ B2|.
(2.4)
Hereafter in this paper, C denotes a positive constant depending only on N and p.
Proof
It suffices to prove (2.1) and (2.3) since (2.2) and (2.4) follow easily from (2.1) and
(2.3).
We first prove (2.1). If x, y ∈ B1, then |h1(x)−h1(y)| = |f (x)−f (y)|. Otherwise
x ∈ B1 or y ∈ B1. Then |h1(x)−h1(y)| ≤ max(|f (x)−f (y)|, |g(x)−g(y)|). Hence
(2.1) follows.
To obtain (2.3) from (2.1), we remark that∫∫
A2\B21
|g(x)−g(y)|>δ
δp
|x − y|N+p dx dy ≤ 2
∫∫
A×(A\B1)
|g(x)−g(y)|>δ
δp
|x − y|N+p dx dy
and ∫∫
A×(A\B1)
|g(x)−g(y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
(A\B1)×RN
|x−y|>δ/L
δp
|x − y|N+p dx dy ≤ CL
p|A \ B1|
for any Lipschitz function g on A with a Lipschitz constant L. 
Here is an obvious consequence of Lemma 1 which we use several times later.
COROLLARY 1
Let N ≥ 1, let p ≥ 1, let −∞ ≤ m1 < m2 ≤ +∞, let A be a mea-
surable subset of RN , and let f be a measurable function defined on A. Define
h = min(max(f,m1), m2). Then∫∫
A2
|h(x)−h(y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
A2
|f (x)−f (y)|>δ
δp
|x − y|N+p dx dy. (2.5)
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Remark 1
Estimate (2.5) was observed and used in [13] and [4].
Another useful and obvious consequence of Lemma 1 is the following.
COROLLARY 2
Let N ≥ 1, let p ≥ 1, let A be a measurable subset of RN , let f and g be two
measurable functions defined on A, and let c be a positive number. Define h =
min(max(f, g− c), g+ c). Suppose that g is Lipschitz on A with a Lipschitz constant
L. Then∫∫
A2
|h(x)−h(y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
A2
|f (x)−f (y)|>δ
δp
|x − y|N+p dx dy + CL
p|B|,
where
B := {x ∈ A; |f (x) − g(x)| > c}.
An important application of Corollary 2 is the following.
COROLLARY 3
Let N ≥ 1, let p ≥ 1, let A be a measurable subset of RN , let g be a Lipschitz function
defined on A, let (δn)n∈N be a sequence of positive numbers converging to zero, and let
(gn)n∈N be a sequence of measurable functions defined on A such that gn converges to
g in measure on A. Then there exists a sequence of measurable functions hn defined
on A such that hn converges to g uniformly on A and
lim
n→∞
∫∫
A2
|hn(x)−hn(y)|>δn
δpn
|x − y|N+p dx dy ≤ limn→∞
∫∫
A2
|gn(x)−gn(y)|>δn
δpn
|x − y|N+p dx dy.
Proof
Since gn converges to g in measure on A, there exists a sequence of positive numbers
(cn)n∈N converging to zero such that
lim
n→∞
|An| = 0,
where
An :=
{
x ∈ A; |gn(x) − g(x)| > cn
}
.
Define hn = min(max(gn, g − cn), g + cn). Applying Corollary 2, we have∫∫
A2
|hn(x)−hn(y)|>δn
δpn
|x − y|N+p dx dy ≤
∫∫
A2
|gn(x)−gn(y)|>δn
δpn
|x − y|N+p dx dy + CL
p|An|,
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where L is a Lipschitz constant of g. Therefore,
lim
n→∞
∫∫
A2
|hn(x)−hn(y)|>δn
δpn
|x − y|N+p dx dy ≤ limn→∞
∫∫
A2
|gn(x)−gn(y)|>δn
δpn
|x − y|N+p dx dy.

Using Corollary 3, we can prove the following lemma, which plays an important role
in the proof of property (G2).
LEMMA 2
Let N ≥ 1, let p ≥ 1, let Q be the unit cube of RN , and let g ≡ (∑Ni=1 xi)/√N . Then
there exist a family of measurable functions (gδ)δ∈(0,1) defined on Q and a family of
positive numbers (cδ)δ∈(0,1) converging to zero such that cδ ≥
√
δ, |gδ(x) − g(x)| ≤
2Ncδ , gδ is Lipschitz on Qcδ with a Lipschitz constant 1, and
lim
δ→0
∫∫
Q2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p.
Hereafter, for c > 0, Qc is defined by
Qc :=
{
x ∈ Q; dist∞(x, ∂Q) ≤ c
}
,
with
dist∞(x,A) := inf
y∈A
sup
i=1,...,N
|xi − yi |
for any set A ⊂ RN .
Proof
It is standard to see that there exist a sequence of positive numbers (δk)k∈N converging
to zero, and a sequence of measurable functions (gk)k∈N converging to g in measure
on Q such that
lim
k→∞
∫∫
Q2
|gk(x)−gk (y)|>δk
δ
p
k
|x − y|N+p dx dy ≤ CN,p. (2.6)
Using Corollary 3, one may assume that gk converges to g uniformly on Q as k goes
to infinity. Set
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ck = max
(
sup
x∈Q
|gk(x) − g(x)|,
√
δk
)
. (2.7)
Define⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g1,k = min
(
max
(
g0,k(x), g(0, x2, . . . , xN ) + 2ck
)
, g(1, x2, . . . , xN ) − 2ck
)
,
g2,k = min
(
max
(
g1,k(x), g(x1, 0, . . . , xN ) + 4ck
)
, g(x1, 1, . . . , xN ) − 4ck
)
,
. . .
gN,k = min
(
max
(
gN−1,k(x), g(x1, . . . , xN−1, 0
)+ 2Nck), g(x1, . . . , xN−1, 1)
−2Nck
)
(2.8)
with the notation g0,k = gk . Then, since{
g(x1, . . . , xi−1, 0, xi+1, . . . , xN ) + 2ick ≤ g(x) + 2ick,
g(x1, . . . , xi−1, 1, xi+1, . . . , xN ) − 2ick ≥ g(x) − 2ick,
it follows that
gi,k(x) ≥ min
(
gi−1,k(x), g(x) − 2ick
)
and
gi,k(x) ≤ max
(
gi−1,k(x), g(x) + 2ick
)
.
Then, since g(x) − ck ≤ g0,k(x) ≤ g(x) + ck , we have
g(x) − 2ick ≤ gi,k(x) ≤ g(x) + 2ick (2.9)
for 1 ≤ i ≤ N . Since ck is small if k is large, it follows from (2.8) and (2.9) that
gi,k(x) =
{
g(x1, . . . , xi−1, 0, xi+1, . . . , xN ) + 2ick if 0 ≤ xi ≤ ck,
g(x1, . . . , xi−1, 1, xi+1, . . . , xN ) − 2ick if 1 − ck ≤ xi ≤ 1,
(2.10)
for large k. Thus from (2.8), gN,k is Lipschitz on Qck with a Lipschitz constant 1
(which equals |Dg|).
On the other hand, applying Corollary 2, we have
lim
k→∞
∫∫
Q2
|gi,k (x)−gi,k (y)|>δk
δ
p
k
|x − y|N+p dx dy ≤ limk→∞
∫∫
Q2
|gi−1,k(x)−gi−1,k (y)|>δk
δ
p
k
|x − y|N+p dx dy
for all 1 ≤ i ≤ N , which implies
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lim
k→∞
∫∫
Q2
|gN,k(x)−gN,k (y)|>δk
δ
p
k
|x − y|N+p dx dy ≤ limk→∞
∫∫
Q2
|gk(x)−gk (y)|>δk
δ
p
k
|x − y|N+p dx dy.
(2.11)
Hence using the arguments above, it suffices to construct a family (hδ) such that
(hδ) converges with g uniformly on Q and
lim
δ→0
∫∫
Q2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p.
For this end, let (τk)k∈N be a strictly decreasing positive sequence such that
τk ≤ ckδk . For each δ small, let k be such that τk+1 < δ ≤ τk (k is large), and define
m1 = δk/δ and m = [m1]. Hereafter [a] denotes the largest integer less than a.
Define h(1)δ : [0, m]N → R as follows:
h
(1)
δ (y) =
∑N
i=1[yi]√
N
+ gN,k(x), (2.12)
where y = (y1, . . . , yN ) and x = (x1, . . . , xN ) with xi = yi − [yi].
For α ∈ NN and c > 0, set
Q[α] := Q + (α1, . . . , αN ), Q[α],c := Qc + (α1, . . . , αN )
and
D[α],c := Q[α] \ Q[α],c.
Here A + α := {x + α; x ∈ A}.
We claim that
Lip(h(1), B) ≤ C, (2.13)
where B = ⋃α∈{0,...,m−1}N (Q[α],ck \ Q[α],ck/2).
Hereafter Lip(f,A) denotes the Lipschitz constant of f on A for a function f
defined on a subset A of RN . We recall that C denotes a positive constant depending
only on N and p.
Indeed, since Lip(gN,k,Qck \ Qck/2) ≤ 1, it is clear that
Lip(h(1)δ ,Q[α],ck \ Q[α],ck/2) ≤ 1, ∀α ∈ {0, . . . , m − 1}N. (2.14)
On the other hand,
∣∣∣h(1)δ (x) −
∑N
i=1 xi√
N
∣∣∣ ≤ Cck, ∀ x ∈ [0, m]N, (2.15)
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and if α = α′,
|x − y| ≥ Cck, ∀ x ∈ Q[α],ck \ Q[α],ck/2, y ∈ Q[α′],ck \ Q[α′],ck/2. (2.16)
Combining (2.14), (2.15), and (2.16) yields (2.13).
From (2.13), there exists h(2)δ : RN → RN such that h(2)δ = h(1)δ on B and
Lip(h(2)δ ,RN ) ≤ C. (2.17)
Define
h
(3)
δ =
{
h
(1)
δ (x) if x ∈ D[α],ck/2 for some α ∈ {0, . . . , m − 1}N,
h
(2)
δ (x) otherwise,
(2.18)
and define
hδ(x) = 1
m1
h
(3)
δ (mx).
We have∫∫
Q2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy =
mp−N
m
p
1
∫∫
[0,m]N×[0,m]N
|h(3)δ (x)−h(3)δ (y)|>δk
δ
p
k
|x − y|N+p dx dy (2.19)
and ∫∫
[0,m]N×[0,m]N
|h(3)δ (x)−h(3)δ (y)|>δk
δ
p
k
|x − y|N+p dx dy
≤
∑
α∈NN
1≤αi≤m−1
∫∫
D2[α],ck /2
|h(3)δ (x)−h(3)δ (y)|>δk
δ
p
k
|x − y|N+p dx dy
+
∑
α∈NN
1≤αi≤m−1
∫∫
D[α],ck /2×([0,m]N\D[α],ck /2)
|h(3)δ (x)−h(3)δ (y)|>δk
δ
p
k
|x − y|N+p dx dy. (2.20)
It is clear from (2.12) and (2.18) that∫∫
D2[α],ck /2
|h(3)δ (x)−h(3)δ (y)|>δk
δ
p
k
|x − y|N+p dx dy ≤
∫∫
Q2
|gN,k(x)−gN,k (y)|>δk
δ
p
k
|x − y|N+p dx dy. (2.21)
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From (2.13), (2.17), and (2.18), we have Lip(h(3)δ , [0, m]N \
⋃
α∈{0,...,m−1}N Q[α],ck ) ≤
C. This implies, after using (2.7),∫∫
D[α],ck /2×([0,m]N\D[α],ck /2)
|h(3)δ (x)−h(3)δ (y)|>δk
δ
p
k
|x − y|N+p dx dy ≤ C(ck + δ
p
k /c
p
k ) ≤ C(ck + δp/2k ). (2.22)
Combining (2.20), (2.21), and (2.22) yields∫∫
[0,m]N
|h(3)δ (x)−h(3)δ (y)|>δk
δ
p
k
|x − y|N+p dx dy
≤ mN
∫∫
[0,1]N
|gN,k(x)−gN,k (y)|>δk
δ
p
k
|x − y|N+p dx dy + Cm
N (ck + δ
p
2
k ) (2.23)
Since m ≤ m1, we deduce from (2.19) and (2.23) that∫∫
Q2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy ≤
∫∫
Q2
|gN,k(x)−gN,k (y)|>δk
δ
p
k
|x − y|N+p dx dy +C(ck + δ
p/2
k ).
(2.24)
Therefore, it follows from (2.11), (2.6), and (2.24) that
lim
δ→0
∫∫
Q2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p,
since limk→∞ δk = limk→∞ ck = 0.
From (2.18), it is clear that hδ converges to g uniformly on Q. 
3. Proof of property (G2)
The proof of property (G2) is derived after establishing several lemmas. The first one,
which is used in the proof of Lemma 4, deals with a covering result which is quite
classic for experts; however, we cannot find any reference for it. For the convenience
of the reader, the proof is presented.
LEMMA 3
Let 
 be a nonempty open subset of RN , and let B be a nonempty bounded open
subset of RN with |∂B| = 0. Then there exists a collection of open subsets (Bi)i∈N
such that Bi ⊂ 
, Bi is an image of B by a dilatation and a translation, Bi ∩Bj = Ø
for i = j , and ∑i∈N |Bi | = |
|.
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Proof
Let ˜B be an image of B by a dilatation and a translation such that the closure of
˜B is included in Q. Since B is open, | ˜B| = c > 0. Set 
0 = 
. Consider a
collection (Q1,i)i∈N such that Q1,i ⊂ 
0, Q1,i is an image of Q by a dilatation and
a translation, Q1,i ∩ Q1,j = Ø for i = j , and |
| =
∑
i∈N |Q1,i |. The existence of
this collection follows from [19, assertion (d), p. 50]. Then there exists a collection
of disjoint sets (B1,i)i∈N such that B1,i is an image of B by a translation and a
dilatation, ¯B1,i ⊂ Q1,i , and |B1,i | = c|Q1,i |. This implies that
∑
i∈N |B1,i | = c|
0|.
Set
1 =
⋃
i∈N(Q1,i\ ¯B1,i). Then
1 is open and |
1| = (1−c)|
0| (since |∂B| = 0).
Continuing this process, we find collections of sets (Qk,i)(k,i)∈N2 and (Bk,i)(k,i)∈N2 ,
and open subsets (
k)k∈N of RN such that Qk,i and Bk,i are images of Q and B,
respectively, by a dilatation and a translation, Qk,i ⊂ 
k−1, Qk,i∩Qk,j = Ø for i = j ,∑
i∈N |Qk,i | = |
k−1|, ¯Bk,i ⊂ Qk,i , |Bk,i | = c|Qk,i |, and 
k =
⋃
i∈N(Qk,i \ ¯Bk,i).
Set
am =
m∑
k=1
∑
i∈N
|Bk,i |.
Then since
m∑
k=1
∑
i∈N
|Bk,i | = c
(|
| − m−1∑
k=1
∑
i∈N
|Bk,i |
)+ m−1∑
k=1
∑
i∈N
|Bk,i |,
we have
am = c(|
| − am−1) + am−1. (3.1)
It is easy to see that am is increasing and bounded from above. Hence am converges
to a. Thus from (3.1), a = |
|. The conclusion follows by taking the collection
(Bi,k)(i,k)∈N2 . 
LEMMA 4
Let S be an open subset of RN with |∂S| = 0, and let g be an affine function defined
on S. Then
inf lim
δ→0
∫∫
S×S
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy = CN,p|Dg|
p|S|,
where the infimum is taken over all families of measurable functions (gδ)δ∈(0,1) defined
on S such that gδ converges to g in measure on S as δ goes to zero. Moreover, there
exists a family of measurable functions (hδ)δ∈(0,1) such that hδ converges to g uniformly
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on S and
lim
δ→0
∫∫
S×S
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy = CN,p|Dg|
p|S|.
Proof
After using a rotation, a dilatation, and a translation, one may assume that g =(∑N
i=1 xi
)
/
√
N :
Set
˜CN,p = inf lim
δ→0
∫∫
S2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy, (3.2)
where the infimum is taken over all families of measurable functions (gδ)δ∈(0,1) defined
on S such that gδ converges to g in measure as δ goes to zero.
Claim 1
We have ˜CN,p ≥ CN,p|S|.
Claim 2
We have ˜CN,p ≤ CN,p|S|, and there exists a family of measurable functions (hδ)δ∈(0,1)
defined on S such that hδ converges to g uniformly on S, and
lim
δ→0
∫∫
S2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy = CN,p|S|.
It is clear that the conclusion follows from Claims 1 and 2.
Proof of Claim 1. Let (gδ)δ∈(0,1) be a family of measurable functions which converges
to g in measure on S. By Lemma 3, there exists a sequence of sets (Qi)i∈N such that
Qi is an image of Q by a dilatation and a translation, Qi ∩Qj = Ø for i = j , Qi ⊂ S,
and
|S| =
∑
i∈N
|Qi |.
From the definition of CN,p, by a change of variables, we have
lim
δ→0
∫∫
Q2i
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ CN,p|Qi |,
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which implies
lim
δ→0
∫∫
S2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ CN,p
∑
i∈N
|Qi | = CN,p|S|. (3.3)
Claim 1 now follows from (3.2) and (3.3).
Proof of Claim 2. We prove Claim 2 by contradiction. Suppose that this is not true.
Then there exists ε0 > 0 such that
lim
δ→0
∫∫
S2
|hδ(x)−hδ (y)|>δ
δp
|x − y|N+p dx dy ≥ (CN,p + ε0)|S| (3.4)
for any family of measurable functions (hδ)δ∈(0,1) such that hδ uniformly converges to
g on S. Let (gδ)δ∈(0,1) be a family of measurable functions defined on Q such that gδ
converges to g uniformly on Q and
lim
δ→0
∫∫
Q2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy = CN,p.
The existence of (gδ)δ∈(0,1) is affirmed by Lemma 2. From Lemma 3, there exists a
collection of sets (Si)i∈N such that Si is an image of S by a dilatation and a translation
for i ∈ N, Si ∩ Sj = Ø for i = j , Si ⊂ Q, and
|Q| =
∑
i∈N
|Si |.
Then, by a change of variables, it follows from (3.4) that
lim
δ→0
∫∫
S2i
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ (CN,p + ε0)|Si |.
This implies
lim
δ→0
∫∫
Q2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ (CN,p + ε0)
∑
i∈N
|Si | = (CN,p + ε0)|Q|.
This contradicts the choice of (gδ). 
We next introduce the following notation.
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Definition 1
Let A1, A2, . . . , Am be disjoint open (N + 1)-simplices in RN such that every co-
ordinate component of any vertex of Ai is equal to zero or 1, Ai ∩ Aj = Ø for
i = j ,
¯Q =
m⋃
i=1
¯Ai,
and
A1 =
{
x = (x1, . . . , xN ) ∈ RN ; xi > 0 for all 1 ≤ i ≤ N, and
N∑
i=1
xi < 1
}
.
The following lemma is a variant of Lemma 2 for {A}m=1.
LEMMA 5
Let  ∈ {1, . . . , m}, and let g be an affine function defined on A such that ∂g∂n = 0
along the boundary of A. Then there exists a family of measurable functions (gδ)δ∈(0,1)
defined on Ai and a family of positive numbers (cδ)δ∈(0,1) converging to zero such that
cδ ≥
√
δ, |gδ(x) − g(x)| ≤ 8N(|Dg| + 1)cδ for all x ∈ A, gδ is Lipschitz on A,cδ ,
where
A,cδ :=
{
x ∈ A; dist∞(x,Ac) ≤ cδ
}
with a Lipschitz constant |Dg|, and
lim
δ→0
∫∫
A×A
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p|Dg|
p|A|.
Proof
It suffices to prove the case  = 1. We adapt here the idea used in the proof of
Lemma 2. By Lemma 4, there exists a family of measurable functions (gδ)δ∈(0,1) such
that gδ converges to g uniformly on A1 as δ goes to zero, and
lim
δ→0
∫∫
A1×A1
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy = CN,p|Dg|
p|A1|.
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Set
cδ = max(‖gδ − g‖L∞(A1),
√
δ), lδ = 2(|Dg|cδ + cδ),
and
g0,δ = gδ,
for δ ∈ (0, 1). For i = 1, 2, . . . , N , define
gi,δ(x) =
{
max
(
gi−1,δ(x), g(x1, . . . , xi−1, 0, xi+1, . . . , xN ) + ilδ
)
if ∂g
∂xi
> 0,
min
(
gi−1,δ(x), g(x1, . . . , xi−1, 0, xi+1, . . . , xN ) − ilδ
)
if ∂g
∂xi
< 0.
(3.5)
Set e = (1/√N, . . . , 1/√N ), and define
gN+1,δ(x) =
{
max
(
gN,δ(x), g(z(x)) + (N + 1)lδ
)
if ∂g
∂e
< 0
min
(
gN,δ(x), g(z(x)) − (N + 1)lδ
)
if ∂g
∂e
> 0.
(3.6)
Here for each x ∈ RN , z(x) = x − 〈x, e〉e + e; that is, z(x) denotes the projection of
x on the hyperplane P which is orthogonal to e and contains e. In the same way, to
obtain (2.10) in the proof of Lemma 1, we have, for δ small (this is assumed in what
follows),
|gi,δ(x) − g(x)| ≤ ilδ, ∀ x ∈ A1.
This implies, by (3.5) and (3.6),
gi,δ(x) =
{
g(x1, . . . , xi−1, 0, xi+1, . . . , xN ) + ilδ if ∂g∂xi > 0,
g(x1, . . . , xi−1, 0, xi+1, . . . , xN ) − ilδ if ∂g∂xi < 0
for 1 ≤ i ≤ N , for any x ∈ A1 such that 0 ≤ xi ≤ cδ , and
gN+1,δ(x) =
{
g(z(x)) + (N + 1)lδ if ∂g∂e < 0
g(z(x)) − (N + 1)lδ if ∂g∂e > 0,
for any x ∈ A1 such that 0 ≤ |x − z(x)| ≤ cδ , where z(x) = x − 〈x, e〉e + e. Then
gN+1,δ is Lipschitz on A1,cδ with a Lipschitz constant |Dg|.
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It remains to prove
lim
δ→0
∫∫
A1×A1
|gN+1,δ(x)−gN+1,δ (y)|>δ
δp
|x − y|N+p dx dy ≤ limδ→0
∫∫
A1×A1
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy.
(3.7)
Since ∂g
∂n
= 0, it follows from (3.5) and (3.6) that gi,δ converges to g in measure in
A1. Applying Lemma 2, we have, for 1 ≤ i ≤ N + 1,
lim
δ→0
∫∫
A1×A1
|gi,δ(x)−gi,δ (y)|>δ
δp
|x − y|N+p dx dy ≤ limδ→0
∫∫
A1×A1
|gi−1,δ(x)−gi−1,δ (y)|>δ
δp
|x − y|N+p dx dy,
which implies (3.7). 
To approximate a smooth function by a family of continuous piecewise linear functions
and to be able to apply Lemma 5, we introduce the following.
Definition 2
For each k ∈ N, K is called a k-net of RN if and only if there exist z ∈ ZN and
 ∈ {1, 2, . . . , m} such that K = (1/2k)A + z/2k .
Hereafter, for any two subsets A and B of RN and a real number c, we define
cA = {ca ∈ RN ; a ∈ A}
and
A + B := {a + b ∈ RN ; a ∈ A and b ∈ B}.
When B is a set containing only a vector v, we write A + v instead of A + {v}.
Definition 3
Function g on RN is said to be a continuous piecewise linear function defined on
k-nets if and only if g is affine on each k-net of RN .
The following result follows immediately from Lemma 5 after a change of variables.
LEMMA 6
Let K be a k-net of RN , and let g be an affine function defined on K such that ∂g
∂n
= 0
along the boundary of K . Then there exists a family of measurable functions (gδ)δ∈(0,1)
defined on K and a family of positive numbers (cδ)δ∈(0,1) converging to zero such that
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cδ ≥
√
δ, |gδ(x) − g(x)| ≤ 2−k+3N(|Dg| + 1)cδ for all x ∈ K , gδ is a Lipschitz
function on K2−kcδ with a Lipschitz constant |Dg|, and
lim
δ→0
∫∫
K×K
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p|Dg|
p|K|.
Hereafter
Kτ := {x ∈ K; dist∞(x,Kc) ≤ τ }, ∀ τ > 0.
We are now ready to prove property (G2) for a “continuous piecewise linear function”
with compact support.
LEMMA 7
Let g be a continuous piecewise linear function on k-nets with compact support such
that on each k-net, ∂g
∂n
= 0 along the boundary of that k-net unless g is constant on
this one. Then there exists a family of measurable functions (gδ)δ∈(0,1) ⊂ Lp(RN ) such
that gδ converges to g in Lp(RN ) ∩ L∞(RN ), and
lim
δ→0
∫∫
RN×RN
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p
∫
RN
|Dg|p dx.
Proof
For each k-net K , if g is not constant on K , by Lemma 6 there exist a family of measur-
able functions (hi,δ)δ∈(0,1) defined on K and a family of positive numbers (cK,δ)δ∈(0,1)
converging to zero such that cK,δ ≥
√
δ, |hKδ(x)−g(x)| ≤ 2−k+3N(‖Dg‖∞ +1)cK,δ
for x ∈ K , hK,δ is Lipschitz on K2−kcK,δ with a Lipschitz constant ‖Dg‖L∞(RN ), and
lim
δ→0
∫∫
K2
|hK,δ(x)−hK,δ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p
∫
K
|Dg|p dx.
If g is constant on K , define hK,δ = g on K , cK,δ =
√
δ.
We now follow the ideas used in the proof of Lemma 2. Define g(1)δ : RN → R
by gδ(x) = hK,δ(x) if x ∈ K . In the same way, to construct h(3)δ from h(1)δ in the proof
of Lemma 2, from g(1)δ we can construct gδ such that gδ(x) = g(1)δ (x) if x ∈ K2−k−1cK,δ
and gδ is Lipschitz on RN \
⋃
K
¯K2−kcK,δ with a Lipschitz constant C(‖Dg‖∞ + 1).
Moreover, one can assume that supp gδ ⊂ supp g + B1 (the unit ball of RN ) as δ is
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small. Hence similarly to (2.23), we have∫∫
RN×RN
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy
≤
∑
K
∫∫
K2
|hK,δ(x)−hK,δ (y)|>δ
δp
|x − y|N+p dx dy + C(k, g)(maxK cK,δ + δ
p
2 ).
This implies
lim
δ→0
∫∫
RN×RN
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≤ CN,p
∫
RN
|Dg|p dx.

Proof of property (G2)
Let (gn)n∈N be a sequence of smooth functions with compact support in RN such
that gn converges to g in Lp(RN ) and ‖Dgn‖Lp(RN ) converges to ‖Dg‖Lp(RN ). (When
p = 1, the L1-norm is replaced by the total mass.) For each n ∈ N, let (gk,n)k∈N
be a sequence of functions defined on RN such that gk,n is a continuous piecewise
linear function with compact support defined on k-nets and gk,n converges to gn in
W 1,p(RN ). Without loss of generality, one may assume that ∂gk,n
∂n
= 0 along the
boundary of each k-net unless gk,n is constant on this one. Applying Lemma 7, we
find a family (gδ,k,n)δ∈(0,1) ⊂ Lp(RN ) such that gδ,k,n converges to gk,n in Lp(RN ), as
δ goes to zero, and
lim
δ→0
Iδ(gδ,k,n) ≤ CN,p
∫
RN
|Dgk,n|p dx.
The rest of the proof, which is quite standard, is left to the reader. 
4. Proof of Proposition 2 in the case p > 1
We begin this section with the following result, which is a consequence of Lemma 4.
LEMMA 8
Let p ≥ 1, let ε > 0, and let ˜Q be an image of Q, the unit cube of RN , by a translation
and a dilatation. Let l be the edge length of ˜Q. Then there exist three positive numbers
δ1, δ2, and δ3 depending only on ε such that if g is a measurable function defined
on ˜Q, ∣∣{x ∈ ˜Q; |g(x) − (〈a, x〉 + b)| > l|a|δ1}∣∣ < δ2| ˜Q|,
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and δ < l|a|δ3, for some a ∈ RN and b ∈ R, then∫∫
˜Q2
|g(x)−g(y)|>δ
δp
|x − y|N+p dx dy ≥ (CN,p − ε)|a|
p| ˜Q|.
Hereafter 〈·, ·〉 denotes the usual scalar product in RN .
Proof
By a change of variables, without loss of generality, it suffices to prove Lemma 8 in
the case ˜Q = Q and |a| = 1. We prove this by contradiction. Suppose that this is not
true. Then there exist ε0 > 0, a sequence of measurable functions (gn)n∈N, a sequence
(an)n∈N ⊂ RN , a sequence (bn)n∈N ⊂ R, and a sequence (δn)n∈N converging to zero
such that |an| = 1,∣∣∣{x ∈ Q; |gn(x) − (〈an, x〉 + bn)| > 1
n
}∣∣∣ < 1
n
,
and ∫∫
Q2
|gn(x)−gn(y)|>δn
δpn
|x − y|N+p dx dy < CN,p − ε0.
Without loss of generality, one may assume that bn = 0 for n ∈ N. Since |an| = 1,
there exist a ∈ RN and a subsequence (ank ) of (an) such that ank converges to a and
|a| = 1. Then gnk converges to 〈a, ·〉 in measure on Q and∫∫
Q2
|gnk (x)−gnk (y)|>δnk
δpnk
|x − y|N+p dx dy < CN,p − ε0.
This contradicts Lemma 4. 
We are ready to give the following.
Proof of Proposition 2 in the case p > 1
In the proof we essentially use the following result (see, e.g., [12, Theorem 1, p. 228]).
Let f ∈ W 1,p
loc
(RN ). Then for almost every x ∈ RN ,
lim
r→0
1
r
∫
B(x,r)
|f (y) − f (x) − 〈Df (x), y − x〉| dy = 0. (4.1)
Here B(x, r) denotes the ball of RN centered at x with radius r .
516 HOAI-MINH NGUYEN
For x ∈ RN and r > 0, let Q(x, r) denote the open cube centered at x with edge
length 2r; that is,
Q(x, r) := {y = (y1, . . . , yN ) ∈ RN ; |yi − xi | < r for all 1 ≤ i ≤ N}.
For n = 1, 2, 3, . . . , set Pn = 2−nZN , and let 
n be the collection of all open cubes
with edge length 2−n whose corners belong to Pn. For x ∈ RN , define
ρn(x) := sup
0<r<2−n+1
1
r
∫
Q(x,r)
∣∣g(y) − g(x) − 〈Dg(x), y − x〉∣∣ dy (4.2)
and
τn(x) := sup
Q′∈
k ;k≥n;
Q′ contains x
∫
Q′
|Dg(y) − Dg(x)|p dy, (4.3)
and for m ∈ N, set
Am =
{
x ∈ [−m,m]N ;
1
m
≤ |Dg(x)| ≤m, limn→∞ ρn(x) = 0, and limn→∞ τn(x) = 0
}
. (4.4)
Fix ε > 0 (arbitrary), and let δ1, δ2, and δ3 be three positive constants corresponding
to ε in Lemma 8. By (4.1), the theory of maximal functions, and the Egorov theorem,
it follows from (4.4) that there exist m ∈ N+ and a compact set Bm ⊂ Am such that
ρn and τn converge to zero uniformly on Bm, and∫
RN\Bm
|Dg|p dx ≤ ε
∫
RN
|Dg|p dx. (4.5)
For k ∈ N, define
Jk = {Q′ ∈ 
k; Q′ ∩ Bm = Ø}.
Take Q′ ∈ Jk and x ∈ Q′ ∩ Bm. From (4.2),
1
|Q′|1/N
∫
Q′
∣∣g(y) − g(x) − 〈Dg(x), y − x〉∣∣ dy ≤ ρk(x), (4.6)
and from (4.3), ∫
Q′
|Dg(y) − Dg(x)|p dy ≤ τk(x). (4.7)
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Since ρn and τn go to zero uniformly on Bm, it follows from (4.6) and (4.7) that there
exists k such that if Q′ ∈ Jk and x ∈ Q′ ∩ Bm, then∣∣∣{y ∈ Q′; |g(y) − g(x) − Dg(x)(y − x)| > δ12m |Q′|1/N
}∣∣∣ < δ22 |Q′| (4.8)
and
|Dg(x)|p|Q′| ≥ (1 − ε)
∫
Q′
|Dg|p dy. (4.9)
Since gδ converges to g in measure, we have∣∣∣{y ∈ Q′; |gδ(y) − g(y)| > δ12m |Q′|1/N
}∣∣∣ < δ22 |Q′|, (4.10)
as δ is small. We deduce from (4.8) and (4.10) that∣∣∣{y ∈ Q′; |gδ(y) − g(x) − Dg(x)(y − x)| > δ1
m
|Q′|1/N
}∣∣∣ < δ2|Q′|,
as δ is small. Applying Lemma 8, we obtain
lim
δ→0
∫∫
Q′2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ (CN,p − ε)|Dg(x)|
p|Q′|,
which implies, by (4.9),
lim
δ→0
∫∫
Q′2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ (CN,p − ε)(1 − ε)
∫
Q′
|Dg|p dy. (4.11)
Since
lim
δ→0
∫∫
RN ×RN
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥
∑
Q′∈Jk
lim
δ→0
∫∫
Q′2
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy,
it follows from (4.5) and (4.11) that
lim
δ→0
∫∫
RN ×RN
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ (CN,p − ε)(1 − ε)
2
∫
RN
|Dg|p dx.
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Since ε > 0 is arbitrary,
lim
δ→0
∫∫
RN ×RN
|gδ(x)−gδ (y)|>δ
δp
|x − y|N+p dx dy ≥ CN,p
∫
RN
|Dg|p dx.

5. A characterization of BV functions
In this section, we introduce a characterization of BV functions which is useful in
the proof of Proposition 2 in the case p = 1. As mentioned in the introduction, this
characterization is motivated from the one based on the notion of essential variation
on almost every line. We first present the following notion, which is motivated by the
concept of Lebesgue points.
Definition 4
Let g ∈ L1(∏Ni=1(ai, bi)) (ai < bi), and let t ∈ (a1, b1). Then the surface x1 = t is
said to be a Lebesgue surface of g if and only if for almost every z′ ∈ ∏Ni=2(ai, bi),
(t, z′) is a Lebesgue point of g, the restriction of g on the surface x1 = t is integrable
with respect to (N − 1)-Hausdorff measure, and
lim
ε→0+
t+ε∫
t−ε
∫
∏N
i=2(ai ,bi )
|g(s, z′) − g(t, z′)| dz′ ds = 0. (5.1)
For i = 2, . . . , N , we also define the notion of the Lebesgue surface for surfaces
xi = t with t ∈ (ai, bi) in the similar manner.
The following lemma is a consequence of the theory of maximal functions (see, e.g.,
[20]) and Fubini’s theorem. The details of the proof are left to the reader.
LEMMA 9
Let g ∈ L1(∏Ni=1(ai, bi)), and let j ∈ {1, . . . , N}. Then for almost every t ∈ (aj , bj ),
the surface xj = t is a Lebesgue surface of g.
The following definition is used in Proposition 3, which deals with a characterization
for BV functions.
Definition 5
Let g ∈ L1(∏Ni=1(ai, bi)). The essential variation of g in the first direction is defined
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as
essV (g, 1) = sup
{ m∑
i=1
∫
∏N
i=2[ai ,bi ]
|g(ti+1, x ′) − g(ti , x ′)| dx ′
}
,
where the supremum is taken over all finite partitions {a1 < t1 < · · · < tm+1 < b1}
such that the surface x1 = tk is a Lebesgue surface of g for 1 ≤ k ≤ m + 1. For
2 ≤ j ≤ N , we also define essV (g, j ) the essential variation of g in the j th direction
in the similar manner.
The following proposition, which gives a characterization for BV functions, is the
main result of this section.
PROPOSITION 3
Let g ∈ L1(∏Ni=1(ai, bi)). Then g ∈ BV(∏Ni=1(ai, bi)) if and only if
essV (g, j ) < +∞, ∀ 1 ≤ j ≤ N.
Moreover, for g ∈ BV(∏Ni=1(ai, bi)),
essV (g, j ) = ‖Dg · ej‖
( N∏
i=1
(ai, bi)
)
, ∀ 1 ≤ j ≤ N.
Here Dg · ej denotes the derivative of g with respect to the variable xj , and ‖Dg ·
ej‖
(∏N
i=1(ai, bi)
)
denotes its total mass.
Remark 2
This characterization is well known in the case N = 1, 2.
Proof
The proof we present below is quite standard. Suppose that essV (g, j ) < +∞ for all
1 ≤ j ≤ N . We claim that g ∈ BV(∏Ni=1(ai, bi)) and
‖Dg · ej‖
( N∏
i=1
(ai, bi)
)
≤ essV (g, j ), ∀ 1 ≤ j ≤ N. (5.2)
Let (ρε) be a standard sequence of smooth mollifiers onR such that supp ρε ⊂ (−ε, ε).
Fix ε > 0, and set gε(x) =
∫
R
g(x1 − s, x ′)ρε(s) ds. Choose arbitrarily a1 + ε < t1 <
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· · · < tm+1 < b1 − ε. We have
m∑
k=1
∫
∏N
i=2[ai ,bi ]
|gε(tk+1, x ′) − gε(tk, x ′)|dx ′
=
m∑
k=1
∫
∏N
i=2[ai ,bi ]
∣∣∣∣
∫ ε
−ε
ρε(s)[g(tk+1 − s, x ′) − g(tk − s, x ′)] ds
∣∣∣∣ dx ′
≤
m∑
k=1
∫
∏N
i=2[ai ,bi ]
∫ ε
−ε
ρε(s)|g(tk+1 − s, x ′) − g(tk − s, x ′)| ds dx ′
≤
∫ ε
−ε
ρε(s)
m∑
k=1
∫
∏N
i=2[ai ,bi ]
|g(tk+1 − s, x ′) − g(tk − s, x ′)| dx ′ ds. (5.3)
On the other hand, for almost every t ∈ (a1, b1), the surface x1 = t is a Lebesgue
surface of g (see Lemma 9). Hence
∫ ε
−ε
ρε(s)
m∑
k=1
∫
∏N
i=2[ai ,bi ]
|g(tk+1 − s, x ′) − g(tk − s, x ′)| dx ′ ds
≤
∫ ε
−ε
ρε(s) essV (g, 1) ds ≤ essV (g, 1). (5.4)
Combining (5.3) and (5.4) yields∫ b1−ε
a1+ε
∫
∏N
i=2[ai ,bi ]
|Dgε · e1| dx ′ ds ≤ essV (g, 1).
This implies
‖Dg · e1‖
( N∏
i=1
(ai, bi)
)
≤ essV (g, 1).
Similarly,
‖Dg · ej‖
( N∏
i=1
(ai, bi)
)
≤ essV (g, j ), ∀ 2 ≤ j ≤ N.
Therefore, g ∈ BV(∏Ni=1(ai, bi)) and (5.2).
-CONVERGENCE, SOBOLEV NORMS, AND BV FUNCTIONS 521
We now suppose that g ∈ BV(∏Ni=1(ai, bi)). We claim that
essV (g, j ) ≤ ‖Dg · ej‖
( N∏
i=1
(ai, bi)
)
, ∀ 1 ≤ j ≤ N. (5.5)
In fact, consider {a1 < t1 < · · · < tm+1 < b1} such that the surface x1 = tk is a
Lebesgue surface of g for k = 1, . . . , m + 1. Then, by (5.1),
m∑
k=1
∫
∏N
i=2[ai ,bi ]
|g(tk+1, x ′) − g(tk, x ′)| dx ′
= lim
ε→0
m∑
k=1
∫
∏N
i=2[ai ,bi ]
|gε(tk+1, x ′) − gε(tk, x ′)| dx ′.
However,
m∑
k=1
∫
∏N
i=2[ai ,bi ]
|gε(tk+1, x ′) − gε(tk, x ′)| dx ′ ≤
∫ tm+1
t1
∫
∏N
i=2[ai ,bi ]
|Dgε · e1| dx
and
∫ tm+1
t1
∫
∏N
i=2[ai ,bi ]
|Dgε · e1| dx ≤ ‖Dg · e1‖
( N∏
i=1
(ai, bi)
)
when ε is small. It follows that
m∑
k=1
∫
∏N
i=2[ai ,bi ]
|g(tk+1, x ′) − g(tk, x ′)| dx ′ ≤ ‖Dg · e1‖
( N∏
i=1
(ai, bi)
)
,
which implies
essV (g, 1) ≤ ‖Dg · e1‖
( N∏
i=1
(ai, bi)
)
.
Similarly,
essV (g, j ) ≤ ‖Dg · ej‖
( N∏
i=1
(ai, bi)
)
, ∀ 2 ≤ j ≤ N.
Thus (5.5) is proved.
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The conclusion of Proposition 3 now follows from (5.2) and (5.5). 
Remark 3
We do not use any property of Lebesgue points in the definition of Lebesgue surfaces
in the proof, but it will be useful in the proof of Proposition 2 in the case p = 1 (see
the proof of Lemma 14).
6. Proof of Proposition 2 in the case p = 1
6.1. Another definition of CN,1
Define
bN,1 := inf lim
δ→0
∫∫
Q2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy, (6.1)
where the infimum is taken over all family of measurable functions (gδ)δ∈(0,1) such
that gδ converges to H1/2 in measure as δ goes to zero. Here and afterward Hc(x) :=
H (x1 − c, x ′) for any c ∈ R, where H is the function defined on RN by
H (x) =
{
0 if x1 < 0,
1 otherwise.
This section is devoted to proving the following proposition.
PROPOSITION 4
We have
bN,1 = CN,1.
The proof of Proposition 4 is based on two lemmas. The first one is used to prove that
bN,1 ≥ CN,1.
LEMMA 10
There exist a sequence of measurable functions (ψk) and a sequence of positive
numbers (τk) converging to zero such that ψk converges to g ≡ x1 in measure on Q,
and
lim
k→∞
∫∫
Q2
|ψk(x)−ψk (y)|>τk
τk
|x − y|N+1 dx dy = bN,1.
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Proof
From the definition of bN,1, there exist a sequence (δk) converging to zero and a
sequence of measurable functions (gk) converging in measure to H1/2 as k goes to
infinity such that
lim
k→∞
∫∫
Q2
|gk(x)−gk (y)|>δk
δk
|x − y|N+1 dx dy = bN,1. (6.2)
Since gk converges to H1/2 in measure on Q, there exists a sequence of positive
numbers (ck)k∈N converging to zero such that
lim
k→∞
|{x ∈ Q; |gk(x) − H1/2(x)| ≥ ck}|
ck
= 0. (6.3)
Define h1,k, h2,k : Q → R as follows:
h1,k(x) =
⎧⎪⎪⎨
⎪⎪⎩
ck if x1 < 12 − ck,
1 + ck if x1 > 12 ,
1
ck
(
x1 − 12 + ck
)+ ck otherwise,
and
h2,k(x) =
⎧⎪⎪⎨
⎪⎪⎩
−ck if x1 < 12 ,
1 − ck if x1 > 12 + ck,
1
ck
(
x1 − 12
)− ck otherwise.
Set
g1,k = min
(
max(gk, h2,k), h1,k
)
and
g2,k = min
(
max(g1,k, ck), 1 − ck
)
.
We claim that
g2,k(x) = ck, ∀ x ∈ Q, x1 < 12 − ck, g2,k(x) = 1 − ck, ∀ x ∈ Q,
x1 >
1
2
+ ck, (6.4)
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and
lim
k→∞
∫∫
Q2
|g2,k(x)−g2,k (y)|>δk
δk
|x − y|N+1 dx dy = bN,1. (6.5)
In fact, it suffices to prove (6.5). By Corollary 1, we have∫∫
Q2
|g2,k(x)−g2,k (y)|>δk
δk
|x − y|N+1 dx dy ≤
∫∫
Q2
|g1,k(x)−g1,k (y)|>δk
δk
|x − y|N+1 dx dy. (6.6)
Since |Dh1,k(x)| ≤ 1/ck and |Dh2,k(x)| ≤ 1/ck for all x ∈ Q, it then follows
from (6.3) and Lemma 1 that
lim
k→∞
∫∫
Q2
|g1,k(x)−g1,k (y)|>δk
δk
|x − y|N+1 dx dy ≤ limk→∞
∫∫
Q2
|gk(x)−gk (y)|>δk
δk
|x − y|N+1 dx dy.
(6.7)
Combining (6.2), (6.6), and (6.7) yields
lim
k→∞
∫∫
Q2
|g2,k(x)−g2,k (y)|>δk
δk
|x − y|N+1 dx dy ≤ bN,1. (6.8)
From (6.8) and (6.1) we obtain (6.5).
Let hk : Q → R be defined by
hk(x) = g2,k(x) − ck1 − 2ck , (6.9)
and set εk = δk/(1−2ck). It is clear that εk converges to zero as k goes to infinity, and
lim
k→∞
∫∫
Q2
|hk(x)−hk (y)|>εk
εk
|x − y|N+1 dx dy = limk→∞
∫∫
Q2
|gk(x)−gk (y)|>δk
δk
|x − y|N+1 dx dy.
(6.10)
We deduce from (6.5) and (6.10) that
lim
k→∞
∫∫
Q2
|hk(x)−hk (y)|>εk
εk
|x − y|N+1 dx dy = bN,1. (6.11)
For each n ∈ N (arbitrary), consider the sequence (fk) : Q → R which is defined
as follows:
fk(x) = 1
n
hk
(
x1 − i
n
+ 1
2
− 1
2n
, x ′
)
+ i
n
if x1 ∈
[ i
n
,
i + 1
n
]
, 0 ≤ i ≤ n − 1.
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We claim that
lim
k→∞
∫∫
Q2
|fk (x)−fk (y)|>εk/n
εk/n
|x − y|N+1 dx dy = bN,1 (6.12)
and ∫
Q
|fk(x) − x1| dx ≤ 1
n
. (6.13)
Indeed, (6.13) is clear from the definition of fk and the fact that 0 ≤ hk(x) ≤ 1
for all x ∈ Q. It suffices to prove (6.12). We have
∫∫
Q2
|fk(x)−fk (y)|>εk/n
εk/n
|x − y|N+1 dx dy =
n−1∑
i=0
∫∫
Q2
x1∈[i/n,(i+1)/n]
y1∈[i/n,(i+1)/n]
|fk(x)−fk (y)|>εk/n
εk/n
|x − y|N+1 dx dy
+
n−1∑
i=0
∫∫
Q2
x1∈[i/n,(i+1)/n]
y1 ∈[i/n,(i+1)/n]
|fk(x)−fk (y)|>εk/n
εk/n
|x − y|N+1 dx dy. (6.14)
On the other hand, since hk(x) = 0 if x1 < 1/2− ck , hk(x) = 1 if x1 > 1/2+ ck , and
ck converges to zero as k goes to infinity (by (6.4) and (6.9)), it follows from (6.11)
that ∫∫
Q2
x1∈[i/n,(i+1)/n]
y1∈[i/n,(i+1)/n]
|fk (x)−fk (y)|>εk/n
εk/n
|x − y|N+1 dx dy =
1
n
∫∫
Q2
x1∈[1/2−1/2n,1/2+1/2n]
y1∈[1/2−1/2n,1/2+1/2n]
|hk(x)−hk (y)|>εk
εk
|x − y|N+1 dx dy,
(6.15)
lim
k→∞
∫∫
Q2
x1∈[1/2−1/2n,1/2+1/2n]
y1∈[1/2−1/2n,1/2+1/2n]
|hk(x)−hk (y)|>εk
εk
|x − y|N+1 dx dy = bN,1, (6.16)
and
lim
k→∞
∫∫
Q2
x1∈[i/n,(i+1)/n]
y1 ∈[i/n,(i+1)/n]
|fk (x)−fk (y)|>εk/n
εk/n
|x − y|N+1 dx dy = 0. (6.17)
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Combining (6.14) – (6.17) yields (6.12).
The conclusion now follows from (6.12) and (6.13). 
We also have the following result, which implies CN,1 ≥ bN,1.
LEMMA 11
There exist a sequence of measurable functions (ψk) and a sequence of positive
numbers (τk) converging to zero such that ψk converges to H1/2 in measure on Q and
lim
k→∞
∫∫
Q2
|ψk(x)−ψk (y)|>τk
τk
|x − y|N+1 dx dy = CN,1.
Proof
Let (gn) be a sequence of functions defined on Q as follows:
gn(x) =
⎧⎪⎪⎨
⎪⎪⎩
0 if x1 ≤ 12 − 1n ,
n[x1 − 12 + 1n ] if 12 − 1n < x1 ≤ 12 ,
1 otherwise, ∀ n ∈ N.
For each n, by Lemma 4, there exists a family of measurable functions (gn,δ)δ∈(0,1)
defined on Q such that gn,δ converges to gn in measure and
lim
δ→0
∫∫
Q2
|gn,δ(x)−gn,δ (y)|>δ
δ
|x − y|N+1 dx dy = CN,1.
Therefore, the conclusion follows. 
We are ready to give the following.
Proof of Proposition 4
We have CN,1 ≤ bN,1 by Lemma 10 and the definition of CN,1, and we have
CN,1 ≥ bN,1 by Lemma 11 and the definition of bN,1. This implies bN,1 =
CN,1. 
6.2. Some useful lemmas
In this section, we prove some useful lemmas which we use in the proof of Proposition 2
in the case p = 1. Our main goal is to prove Lemma 14. From the definition of bN,1,
we have the following.
LEMMA 12
For any ε > 0, there exist three positive numbers δ1, δ2, and δ3 such that if g ∈
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L1
(∏N
i=1[ai, bi]
) (ai < bi),
∣∣∣{x ∈ N∏
i=1
[ai, bi];
∣∣g(x) − (cHa1+(b1−a1)/2(x) + d)∣∣ > |c|δ1}∣∣∣ < δ2
N∏
i=1
(bi − ai),
and δ < |c|δ3, for some c and d in R, then∫∫
∏N
i=1[ai ,bi ]×
∏N
i=1[ai ,bi ]
|g(x)−g(y)|>δ
δ
|x − y|N+1 dx dy ≥ |c|(bN,1 − ε).
Proof
The proof is similar to that of Lemma 8. The details are left to the reader. 
The following lemma, in which we do not require any condition on the convergence
of (gδ), plays an important role in the proof of Lemma 14.
LEMMA 13
Let (gδ)δ∈(0,1) ⊂ L1
(∏N
i=1[ai, bi]
)
. Assume that gδ(x) ≤ 0 for x with x1 ≤ a1 + δ and
gδ(x) ≥ c (c > 0) for x such that x1 ≥ b1 − δ. Then
lim
δ→0
∫∫
∏N
i=1[ai ,bi ]×
∏N
i=1[ai ,bi ]
|g(x)−g(y)|>δ
δ
|x − y|N+1 dx dy ≥ cbN,1.
Proof
Without loss of generality, by Corollary 1, one may assume that gδ(x) = 0 for
all x such that x1 < a1 + δ and g(x) = c for all x such that x1 ≥ b1 − δ. For
ε > 0, let δ2 be a positive constant corresponding to ε in Lemma 12. Set Qδ :=
[a1 − (b1 − a1)/2δ2, b1 + (b1 − a1)/2δ2] ×
∏N
i=2[ai, bi]. Define hδ : Qδ → R by
hδ(x) =
⎧⎪⎪⎨
⎪⎪⎩
0 if x1 ∈ (a1 − b1−a12δ2 , a1),
gδ(x) if x1 ∈ (a1, b1),
c if x1 ∈ (b1, b1 + b1−a12δ2 ).
Applying Lemma 12 for the function hδ , we have
lim
δ→0
∫∫
Q2δ
|hδ(x)−hδ (y)|>δ
δ
|x − y|N+1 dx dy ≥ c(bN,1 − ε).
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Since gδ(x) = 0 if x1 < a1 + δ and gδ(x) = c if x1 > b1 − δ, it follows that
lim
δ→0
∫∫
∏N
i=1[ai ,bi ]×
∏N
i=1[ai ,bi ]
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy ≥ c(bN,1 − ε).
Since ε > 0 is arbitrary, the conclusion follows. 
The following lemma plays a crucial role in the proof of Proposition 2 in the case
p = 1.
LEMMA 14
Let g ∈ L1(∏Ni=1(ai, bi)), and let (gδ)δ∈(0,1) ⊂ L1(∏Ni=1[ai, bi]) (ai < bi) be such
that gδ converges to g in measure on
∏N
i=1[ai, bi]. Then for any t1 and t2 in (a1, b1)
(t1 < t2) such that the surface x1 = tj (j = 1, 2) is a Lebesgue surface of g, we
have
lim
δ→0
∫∫
[(t1,t2)×Ni=2(ai ,bi )]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy ≥ bN,1
∫
∏N
i=2(ai ,bi )
|g(t2, x ′) − g(t1, x ′)| dx ′.
Proof
Fix τ > 0 (arbitrary). Let A be the set of all elements z′ ∈ ∏Ni=2[ai, bi] such that
(t1, z′) is a Lebesgue point of g|x1=t1 , (t2, z′) is a Lebesgue point of g|x1=t2 ; (t1, z′), and
(t2, z′) are Lebesgue points of g. For each z′ ∈ A, let Q′(z′) ⊂ RN−1 be a closed cube
center at z′ such that⎧⎪⎨
⎪⎩
(i) |{y ′ ∈ Q′(z′); |g(tj , y ′) − g(tj , z′)| ≥ τ/2}| ≤ τ |Q′(z′)|,
(ii)
∫
Q′(z′)
|g(tj , y ′) − g(tj , z′)| dy ′ ≤ τ, for j = 1, 2,
(6.18)
and{ |{(x1, y ′) ∈ (t1, t1 + 2l) × Q′(z′); |g(x1, y ′) − g(t1, z′)| ≥ τ/2}| ≤ τ l|Q′(z′)|,
|{(x1, y ′) ∈ (t2 − 2l, t2) × Q′(z′); |g(x1, y ′) − g(t2, z′)| ≥ τ/2}| ≤ τ l|Q′(z′)|,
(6.19)
where l = 1/2|Q′(z′)|1/(N−1). Hereafter in the proof, |Q′(z′)| denotes the (N − 1)-
dimensional Hausdorff measure of Q′(z′).
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Since gδ converges to g in measure, it follows from (6.19) that, when δ is
small,⎧⎨
⎩
(i) |{(x1, y ′) ∈ (t1, t1 + 2l) × Q′(z′); |gδ(x1, y ′) − g(t1, z′)| ≥ τ }| ≤ 2τ l|Q′(z′)|,
(ii) |{(x1, y ′) ∈ (t2 − 2l, t2) × Q′(z′); |gδ(x1, y ′) − g(t2, z′)| ≥ τ }| ≤ 2τ l|Q′(z′)|.
(6.20)
We claim that
lim
δ→0
∫∫
[(t1,t2)×Q′(z′)]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy ≥ bN,1|g(t2, z
′) − g(t1, z′)| |Q′(z′)| − Cτ |Q′(z′)|
(6.21)
for some constant C depending only on N .
Without loss of generality, one may assume that g(t1, z′) < g(t2, z′). Define
f1 : (t1, t2) × Q′(z′) → R by
f1(y) =
⎧⎪⎪⎨
⎪⎪⎩
g(t1, z′) if y1 ≤ t1 + l,
g(t2, z′) if y1 ≥ t1 + 2l,
1
l
[
g(t2, z′) − g(t1, z′)
]
y1 + 2g(t1, z′) − g(t2, z′), otherwise,
and set
h1,δ = min
{
max(min(gδ, g(t2, z′)), g(t1, z)), f1
}
.
Since f1 is a Lipschitz function with a Lipschitz constant 1/l[g(t2, z′) − g(t1, z′)], it
follows from (6.20(i)) and Lemma 1 that∫∫
[(t1,t2)×Q′(z′)]2
|h1,δ(x)−h1,δ (y)|>δ
δ
|x − y|N+1 dx dy ≤
∫∫
[(t1,t2)×Q′(z′)]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy
+Cτ [g(t2, z′) − g(t1, z′)]|Q′(z′)|. (6.22)
Similarly, define f2 : (t1, t2) × Q′(z′) → R by
f2(y) =
⎧⎪⎪⎨
⎪⎪⎩
g(t1, z′) if y1 ≤ t2 − 2l,
g(t2, z′) if y1 ≥ t2 − l,
1
l
[g(t2, z′) − g(t1, z′)](y1 − t2 + 2l) + g(t1, z′) otherwise,
and set
h2,δ = max(g1,δ, f2).
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We have ∫∫
[(t1,t2)×Q′(z′)]2
|g2,δ(x)−g2,δ (y)|>δ
δ
|x − y|N+1 dx dy ≤
∫∫
[(t1,t2)×Q′(z′)]2
|g1,δ(x)−g1,δ (y)|>δ
δ
|x − y|N+1 dx dy
+Cτ [g(t2, z′) − g(t1, z′)]|Q′(z′)|. (6.23)
Combining (6.22) and (6.23) yields∫∫
[(t1,t2)×Q′(z′)]2
|g2,δ(x)−g2,δ (y)|>δ
δ
|x − y|N+1 dx dy ≤
∫∫
[(t1,t2)×Q′(z′)]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy
+Cτ [g(t2, z′) − g(t1, z′)]|Q′(z′)|. (6.24)
On the other hand, by Lemma 13,
lim
δ→0
∫∫
[(t1,t2)×Q′(z′)]2
|g2,δ(x)−g2,δ (y)|>δ
δ
|x − y|N+1 dx dy ≥ bN,1[g(t2, z
′) − g(t1, z′)]|Q′(z′)|. (6.25)
From (6.24) and (6.25), (6.21) holds.
From (6.18(ii)) and (6.21), we deduce that
lim
δ→0
∫∫
[(t1,t2)×Q′(x ′)]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy ≥bN,1[1 − 2τ ]
∫
Q′(x ′)
|g(t2, x ′) − g(t1, x ′)| dx ′
− Cτ |Q′(x ′)|. (6.26)
Applying Besicovitch’s covering theorem, it follows from (6.26) that
lim
δ→0
∫∫
[(t1,t2)×Ni=2(ai ,bi )]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy
≥ bN,1[1 − 2τ ]
∫
Ni=2[ai ,bi ]
|g(t2, x ′) − g(t1, x ′)| dx ′ − CτNi=2(bi − ai).
Since τ > 0 is arbitrary, we obtain the conclusion. 
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Remark 4
It is surprising that the inequality in Lemma 14 involves the constant CN,1 (since
bN,1 = CN,1), although CN,1 is defined by a process depending on a smooth function.
6.3. Proof of Proposition 2 in the case p = 1
We recall that for each g ∈ BV(RN ), ‖Dg‖ is a Radon measure on RN , and there
exists a ‖Dg‖-measurable function σ : RN → RN such that⎧⎪⎨
⎪⎩
|σ (x)| = 1 ‖Dg‖ a.e.,∫
RN
f div ψ = −
∫
RN
ψ · σ d‖Dg‖, ∀ψ ∈ C1c (RN ;RN )
(see, e.g., [12, Theorem 1, p. 167]). Then for ‖Dg‖ a.e. x ∈ RN , we have (see, e.g.,
[12, Theorem 1, p. 38])
lim
r→0
‖Dg · σ (x)‖(Q(x, σ (x), r))
‖Dg‖(Q(x, σ (x), r)) = 1. (6.27)
Hereafter for any (x, σ, r) ∈ RN × SN−1 × (0,+∞), Q(x, σ, r) denotes the closed
cube centered at x with edge length 2r such that one of its faces is orthogonal to σ .
Fix ε > 0 (arbitrary). By Besicovitch’s covering theorem, there exists a family of
cubes(
Q(xi, σ (xi), ri)
)
i∈N such that
Q
(
xi, σ (xi), ri
) ∩ Q(xj , σ (xj ), rj) = Ø for i = j, (6.28)
‖Dg · σ (xi)‖(Q(xi, σ (xi), ri))
‖Dg‖(Q(xi, σ (xi), ri)) ≥ 1 − ε, (6.29)
‖Dg · σ (xi)‖
(
∂Q(xi, σ (xi), ri)
) = 0, (6.30)
and
‖Dg‖(RN ) = ‖Dg‖
(⋃
i∈N
Q(xi, σ (xi), ri)
)
. (6.31)
Hence it follows from (6.29) and (6.31) that
‖Dg‖(RN ) ≤ 1
1 − ε
∑
i∈N
‖Dg · σ (xi)‖
(
Q(xi, σ (xi), ri)
)
. (6.32)
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Applying Lemma 14 and Proposition 3, we deduce from (6.30) that
bN,1‖Dg · σ (xi)‖
(
Q(xi, σ (xi), ri)
) ≤ lim
δ→0
∫∫
[Q(xi ,σ (xi ),ri )]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy. (6.33)
Combining (6.32) and (6.33) yields
bN,1‖Dg‖(RN ) ≤ 11 − ε limδ→0
∫∫
[⋃ki=1 Q(xi ,σ (xi ),ri )]2
|gδ(x)−gδ (y)|>δ
δ
|x − y|N+1 dx dy. (6.34)
Since ε > 0 is arbitrary and bN,1 = CN,1 (see Proposition 4), it follows from (6.34)
that
lim
δ→0
Iδ(gδ) ≥ I (g).
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