Abstract -The existing routing protocols designed for real-time or multimedia applications in sensor networks usually adopt relatively simple routing models where fewer service metrics are considered, which is not sufficient for real-time or multimedia data transportations. Furthermore, for the sake of route discovery or the acquisition of a target location, they usually need extra localization equipments or beacon exchanges to obtain the geographic location of each sensor node or construct a coordinate system for sensor nodes, which imports extra costs to routing algorithms. In this paper, firstly we propose a novel system model that can comprehensively depict the service requirements of multimedia applications, and on the basis of this system model, we design a new multi-constrained routing algorithm, MCRA, for multimedia communications in sensor networks. MCRA not only can provide end-to-end delay guarantee and packet loss ratio guarantee for multimedia communications, but also can balance and improve the energy consumption in sensor nodes. Besides, MCRA adopts several effective policies to suppress message flooding and lessen data redundancy. In MCRA, neither the acquisition of target location nor the route discovery process requires any extra measurement equipment or coordinate system based on location message exchange, however, the target location we concern can be easily figured out by a localization scheme without message exchange. In addition, we may optionally apply MAC multicast and differentiation service in MCRA so as to further lower its control message overhead and differentiate forwarding priority levels for real-time data and best-effort traffic in MAC layer. Theoretical analysis and simulation experiments are provided to validate our claims.
Ⅰ. INTRODUCTION
A wireless sensor network (WSN) is comprised of small, low powered, self-organizing sensor nodes, densely deployed in the area to be monitored. These networks can support a wide rang of applications, such as earthquake response, health monitoring, battlefield surveillance etc. Some of these applications may be augmented due to the use of real-time or multimedia data. Real-time or multimedia applications have stringent requirements of quality of service (QoS), for instance, end-to-end delay, packet loss ratio etc, during the data transmissions.
Several main MAC layer protocols have been developed for multimedia communications in sensor networks. IEEE 802.11e scheme has provisions for service differentiation at MAC layer in sensor networks, though it was proposed for ad hoc networks initially [1] . In this scheme, the service differentiation is obtained by changing the duration of the Inter-Frame Spacing (IFS) and the Contention Window (CW) size based on the priority of the packet. The scheme can provide QoS services for multimedia communications from two aspects: timeliness and reliability, thanks to its broadcast and multicast functions [2] . In addition, IEEE 802.15.4/ZigBee specification designed for the low data rate, low power consumption, and low cost networks can provide a Guaranteed Time Slot (GTS) mechanism to allocate a specific duration within a super frame structure for real-time transmissions [3, 4] .
Although each layer in sensor network stack may provide QoS services for multimedia communications, routing protocol in network layer is always playing the most important role. Routing protocol can provide not only QoS guarantees but also network load-balance and congestion management for multimedia data streams.
As we know, majority of routing protocols in sensor networks are oriented to various applications. For multimedia applications, routing protocols should aim at providing timeliness and reliability services for them, and manage to balance the energy consumption in sensor nodes [5] . Additionally, routing protocols designed for multimedia communications are supposed to have better capacities of message suppression and data aggregation than common applications, because of more data redundancies in multimedia applications [6] . Therefore, routing algorithms working in multimedia sensor networks should be able to not only provide QoS services for multimedia communications but also suffice for other communication requirements in WSN (e.g., optimal energy consumption, localization, message suppression and data aggregation etc). Meanwhile, they also ought to be resilient and adapt to the dynamics and scalability of multimedia sensor networks.
One the other hand, for most multimedia applications in sensor networks, location is more important than a specific node ID. Target data without position information retrieved from sensor nodes is usually unmeaning. It requires sensor nodes in WSN are location-aware, which needs to resort to GPS etc measurement equipments or some localization algorithms to locate these nodes. However, GPS etc measurement equipments are impractical even do not work completely in some especial environments [7] . To overcome this weakness, some virtual or logical coordinate systems are proposed [8, 9, 10] , which construct a coordinate space for route discovery and target localization by node-location message exchange. Whereas, the construction of virtual or logical coordinate system needs to consume drastically the limited resources in sensor nodes. Worse for them, both geographic information based routing algorithms and virtual (or logical) coordinate system based routing algorithms, the inaccurate node-location information sometimes emerging could result in the failure of route discovery process. Hence, we should evade the risk of routing failure caused by the imprecise location information as possible as we can, when designing a routing algorithm for multimedia sensor networks.
Ⅱ. RELATED WORK
For the sake of QoS provision and adaptation to the communication characteristics (energy constrained, limited computation capacity, and less memory availability) in sensor networks, T. He et al proposed a routing protocol named SPEED to provide soft real-time guarantees for real-time communications in sensor networks [11] . In SPEED, end-to-end soft real-time communication is achieved by maintaining a desired delivery speed across the sensor network through a combination of feedback control and non-deterministic geographic forwarding. SPEED is a stateless and geographic position based routing protocol without end-to-end path set-up before packets forwarding. However, SPEED neither takes another important QoS metric (packet loss ratio) into account, nor balances well the energy consumption in sensor nodes. Moreover, before computing data routes, SPEED must assume each sensor node is location-aware.
In [12] , E. Felemban et al designed a routing protocol called MMSPEED, which presents not only the service timeliness by guaranteeing multiple packet delivery speed options, but also the service reliability in a probabilistic multi-path forwarding manner. The QoS provision is realized in a localized way without global network information by employing localized geographic packet forwarding with dynamic compensation to offset the local decision inaccuracies. Although MMSPEED adds reliability of route discovery in SPEED, and is more suitable for large-scale dynamic sensor networks, it still has some disadvantages similar to SPEED, for instance, geographic forwarding based and lack of important QoS constraints.
L. Shu et al presented a two phase geographic greedy forwarding (TPGF) routing algorithm for multimedia sensor networks, which supports multipath transmission and hole-bypassing, as well as shortest path transmissions [13] . TPGF consists of two phases: geographic forwarding and path optimization, wherein geographic forwarding is responsible for exploring a delivery guaranteed route while bypassing the holes in WSN, path optimization is responsible for optimizing the found path with the least number of nodes by a method of label based optimization. Nevertheless, TPGF and MMSPEED fall into the same category essentially.
In order to differentiate video and audio applications which both employ TPGF as their routing protocol, on the basis of TPGF, a multi-priority multi-path selection scheme (MPMPS) is proposed for transport layer in WSN [14] . MPMPS supports multiple transmission priorities and chooses the maximum number of paths for maximizing throughput of streaming data transmission and guaranteeing the end-to-end transmission delay.
K. Akkaya et al proposed an energy-aware QoS routing protocol for sensor networks [15] . The protocol finds a least-cost, delay-constrained path for real-time data in terms of link cost that captures nodes' energy reserve, transmission energy, error rate and other communication parameters. Moreover, the throughput for non-real-time data is maximized by adjusting the service rate for both real-time and non-real-time data at the sensor nodes. The main problem of this protocol is that it requires complete knowledge of network topology at each node in order to compute a route, so that it is unsuitable for the large-scale sensor networks. In addition, like SPEED etc, this protocol does not take packet loss ratio into account, and must resort to extra localization equipments or algorithms to locate sensor nodes before route discovery.
Seen from the mentioned above, like GPSR [16] , SPEED, MMSPEED, TPGF, MPMPS etc are all geographic greedy forwarding based routing algorithms, which need the geographic coordinate of each node in sensor networks to compute the routing path. They also leave out some important QoS constraints in their routing models. Besides, all of the routing algorithms are based on data-driven delivery mode, which mode is unsuitable for the multimedia applications with periodic data.
On the basis of the discussed above, we manage to design a routing algorithm for multimedia communications with periodic data in sensor networks, which is supposed to satisfy the following design goals: 1) end-to-end delay guarantee; 2) end-to-end packet loss ratio guarantee; 3) optimal node energy consumption; 4) minimum MAC layer support (i.e., it does not need special QoS-aware MAC support); 5) optional MAC layer services (MAC multicast and differentiation service are available); 6) extra position measurement equipment or location message exchanges unnecessary; 7) message suppression and data aggregation; 8) resilience and reliability.
Ⅲ. SYSTEM MODEL
A WSN can be represented as a weighted, connected graph G=(V,E), where V is the set of nodes and E denotes the set of wireless communication links connecting the nodes.
A. Network Service Model
It is believed that in WSN the communications from multiple source nodes to one sink node construct a reversed multicast tree. Suppose that s(s∈V) is a source node of the multicast tree, and M(
) is the set of source nodes of the multicast tree, where d(d∈ V) is the sink node. Let us use T(M,d) to denote the multicast tree. In order to describe the service requirements from multimedia applications in sensor networks (i.e., the timeliness and reliability of communications, as well as the optimal energy consumption in sensor nodes), we define the network service model as follows, which is able to comprehensively depict these requirements.
Where e2e_delay, priority_levels, arrival_probability and energy_cost denote the end-to-end delay, the number of traffic priority levels, the packet arrival probability, and the energy consumption respectively; p(s,d) is the path from the source node s( ∀ s∈M) to the sink node d in the reversed multicast tree T(M,d); and f(T) refers to the traffic type in T(M,d); D and P denote the constraints to the end-to-end delay and the packet arrival probability respectively.
B. Routing Model
Aiming at sufficing for QoS requirements of multimedia applications, formula (1) represents the network services that should be provided by WSN. The network services mainly consist of the service from MAC layer and the service from network layer. However, with respect to the network layer, the routing service model should be defined as follows:
Where residual_energy, e2e_delay, packet_loss and hopcount denote the residual energy ratio in sensor node, end-to-end delay, end-to-end packet drop ratio and hop-count respectively; E, D and R denote the constraints to the residual energy ratio, end-to-end delay and packet drop ratio respectively.
In (2), there exist the following relationships: 
Where n∈V, e∈E; delay(n) and delay(e) are the delay functions of sensor nodes and wireless links respectively. Note that hereby we use the hop-count of a path to represent the accumulated node energy consumption along the path.
.
Ⅳ PROPOSED ALGORITHM
In this section, we present a routing algorithm named MCRA (Multi-Constrained Routing Algorithm), which is based on query-flooding and query-driven data delivery mode, because this mode has its intrinsic resilience and reliability [17, 18] . In advance suppose that the delay metric of duplex bi-directional wireless links in sensor networks has symmetric property.
A. Routing Procedure
The message used to query an event occurred within a surveillance area is usually called interest. In MCRA, the format of interest message is defined as Fig. 1 , where each item between a pair of parentheses is the comment to the corresponding field name. When some intermediate node in the network (e.g., node k) receives an interest, the node k begins to measure its residual energy and the packet drop ratio in it (the packet drop ratio is a statistical value during a period of time, which has been stored in this node), as well as the current system time from the synchronous clock in node k. Afterwards, node k uses the detected information to calculate and rewrite the two fields interest.e2e_delay and interest.packet_loss in this interest, as illustrated in Fig. 1 . Of course here .
k interest nodes ∉
, that is to say, interests will never visit the nodes which they have already visited.
2) The intermediate node k starts to check QoS constraints, as illustrated in Fig. 2 . If the result of the following expression is true:
Then interest.hopcount=interest.hopcount+1, and the ID of node k is added into the list interest.nodes in the interest. Otherwise, the interest will be discarded by node k. 3) Delaying for a period of time, if node k receives multiple interests that have the same query event type (i.e. interest.type) but traveled along different paths, node k will select the best interest (i.e., that one with the minimum value of interest.hopcount, or interest.e2e_delay, or interest.packet_loss) in them, and drops the others (details in subsection B.2). Afterwards, node k forwards the interest to its neighbors excluding the nodes visited by the interest, in terms of a restraining forwarding scheme (details in subsection B.1).
4) The above steps are repeated until the interest arrives at a node s that matches the content of field interest.type in this interest, i.e., source node, eventually. 5) Node s performs operations in a similar way to other nodes except for not forwarding the interest. It begins to read the list value from field interest.nodes in this interest, and sends data towards the sink node by using the node list value as the travel path of its packets. The node list information will guide the data forwarding by means of piggybacking, i.e., the path information is carried by the packets, as shown in Fig. 2 . Note that the logical coordinate vector (see subsection D) of node s is also sent towards the sink by means of piggybacking.
6) When the sink node receives the data sent by source node s, it also receives the logical coordinate vector of node s (i.e., the hop-count information from multiple sink nodes to the source node s) carried back by the packets. Now the sink node may adopt the coordinate system proposed in subsection D to calculate the coordinate value of source node s by its logical coordinate vector.
The differentiation service in MAC layer may be applied to MCRA, so that real-time traffic and best-effort traffic in networks are classified into different priority levels to forward, which provides differentiation service for sensor networks [19] . Meanwhile, in order to avoid the collisions in routing process as soon as possible, here we may optionally apply a MAC protocol supporting MAC multicast/broadcast, e.g., CAPWAP protocol (RFC 5416), though MAC protocols without multicast/broadcast are also able to accomplish the routing mission in MCRA [20] .
It should be mentioned here that MCRA does not need the support of any special QoS-aware protocol in MAC layer. The common MAC protocols also can cooperate with the MCRA well.
B. Message Suppression
During the routing forwarding process mentioned above, we adopt some policies of message suppression in order to reduce the message redundancies and the re-transmission probability caused by collisions. Message suppression focuses on reducing the number of interests occurred during the routing process, so that it can help not only save the energy consumption in sensor nodes but also reduce the time of convergence of route discovery. In MCRA, the policies of message suppression consist of two aspects: restraining forwarding and deferring forwarding.
1. Restraining Forwarding First of all, similar to other routing algorithms, each of nodes in MCRA periodically broadcasts a beacon packet (HELLO message) to its neighbors, so that every node can keep a neighbor table to store the information passed by beacons. Each entry inside the table has the following fields: (NeighborID, ExpireTime), where field ExpireTime is used to timeout this entry. If a neighbor entry is not refreshed after certain timeout, it will be removed from the neighbor table. Since geographic position information is not necessary in our routing process, no position information inside our neighbor tables.
The main ideal of restraining forwarding policy is how to lessen the amount of interest messages by restraining some of nodes from forwarding interests. As shown in Fig.  3 , after an interest from node n1 is sent to node n2, node n2 floods this interest to its neighbors, node n3, n4, n5, and n6 excluding the node n1, in manner of multicast (because interest cannot be sent back to its visited nodes). In addition, node n2 stores its neighbor information into field interest.neighbors in this message, so did node n1. Note that the neighbor information of node n2 replaces the existing neighbor information of node n1 in this interest field interest.neighbors. (5) is true, this node is a restrained node. That means it discards this interest immediately, e.g. node n3 and n6 in Fig. 3 . Otherwise, this node is an unrestrained node, which forwards interest to its neighbors excluding the visited nodes, moreover rewrites field interest.neighbors in the interest, e.g. node n4. So the amount of interest messages in network can be lessened drastically.
Deferring Forwarding
The main purpose of deferring forwarding policy is to lower the amount of interests by dynamically deferring the forwarding actions on nodes. Deferring forwarding policy is able to make these nodes have enough time to collect and merge the interests from their neighbors as many as possible.
Let the forwarding delay on some node be τ ∆ . As shown in Fig. 2 , during a period of time τ ∆ , node k receives multiple interests with the same interest.type value from its neighbors, and all of which suffice for QoS constraints, i.e., the result of expression (4) is true. Node k will list these interests in some order, e.g., in interest.e2e_delay, or interest.packet_loss, or interest.hopcount order. And then, node k selects the best element from the ordered list and forwards it, drops the others. After forwarding the best interest, if the node k again receives some interests with the same interest.type and satisfying the constraint criteria (4), it also discards them.
Considering the factors that influence forwarding delay, according to our results of extensive simulation experiments, we give an empirical formula that calculates the value of τ ∆ . For the forwarding delay on sensor node k, the formula is as follows:
Wherein D is the end-to-end delay constraint, |V| is the total number of sensor nodes, trip T denotes the trip time of an interest, k N is the number of neighbors of sensor node k, and k ρ is the instantaneous queue size (in bytes) in node k. From (6), we can see that an arbitrary sensor node (of course, apart from sink nodes) is able to easily calculate its forwarding delay τ ∆ by reading the information in interest and its neighbor table.
C. Data Aggregation
In multimedia applications, since sensor nodes in a monitored area might generate significant redundant data, and that duplicate or similar data packets from multiple sensors need to be aggregated, so that the amount of transmissions would be reduced. Suppose that node s and node i in a same monitored area send the data they detected respectively to their downstream node k, as shown in Fig. 4 . If there exists redundancy in the data, node k will perform the aggregation computation by using some aggregation functions, such as suppression (eliminating duplicates), min, max and average etc. Some of these functions can be performed either partially or fully on each node in WSN. In Fig. 4 , if node i selects node j as its downstream node rather than node k, the aggregation computation will be performed on the sink node.
Recognizing that computation consumes much less energy than communication, substantial energy savings can be obtained through the above process of data aggregation.
D. Localization Scheme
Borrowed from the idea of logical coordinate system [10] , we design a new localization approach based on hop-count information for MCRA. The key difference is that instead of constructing a coordinate space for routing, we only use the hop-count information acquired from routing process to calculate the location of target. It not only avoids the message overhead induced by the coordinate space construction, but also eliminates the negative impact upon routing process due to the imprecise node coordinate information. Suppose that network nodes are placed on a plane of rectangle m units in length and n units in width (or other given size shapes, e.g., triangle, ellipse etc), where there are 4 perimeter nodes (or called landmarks), as shown in Fig. 5 . Here we may take these landmarks as sink nodes (multiple sinks are used to improve the positioning precision of source nodes). We also assume that these sink nodes have known their respective hop-counts to some source node, e.g., the node s (6, 7, 4, 3) , where the numbers between the pair of parentheses form the logical coordinate vector of node s. Each of elements in this vector in order represents the respective hop-count from each sink to node s. The serial number of each element is the ID of its corresponding landmark (sink node). So the actual coordinate value of source node relative to these sinks can be computed in the following manner:
Where L u r denotes the logical coordinate vector of target; i − , i + , j − , and j + are the IDs of left, right, down, and up perimeter nodes in this coordinate plane, respectively.
E. Network Dynamics
Although most of sensor network architectures assume that sensor nodes are stationary, it is sometimes deemed necessary to support the mobility of sink nodes, and that the communications usually fail due to the energy exhaustion in sensor nodes or other causes. Besides the dynamics of network topology, the dynamics caused by the imprecision of network state information also demands that routing protocols are able to adapt to these variations of network state.
In MCRA, there are two policies used to implement this function. The first policy is notification update, as shown in Fig. 6 , during the data delivery, once the node k detects the communication failure from node s to k, it sends a notification message towards the sink node, immediately, which informs the sink node restarts a new routing process. Meanwhile, we also may use hold-down timer in sink node, if necessary. The period of hold-down timer is usually set to 3ω , where ω is the average time interval of the query occurrences on sink nodes. The second policy is periodic update, which is that sink node restarts periodically a new routing process in certain time interval t ∆ . Compared to cable networks, here t ∆ should have a larger value. We usually set 30 t ω ∆ ≥ , where ω has the same meaning as above.
Ⅴ. DISCUSSION

A. Correctness Proof
The correctness and feasibility of MCRA can be approved by the following two non-formalized theorems.
Theorem 1 If a feasible path that suffices for QoS constraints exists, MCRA is able to find it.
Proof: In the routing process of MCRA, interest messages are diffused in a restricted flood manner to seek all of the feasible paths. Hence, only if the paths that satisfy QoS constraints exist, MCRA must be able to find them. The theorem holds.
Theorem 2 The paths found by MCRA form a loop-free reversed multicast tree with optimal energy consumption, which suffices for the end-to-end delay and packet drop ratio requirements.
Proof: As mentioned before, in MCRA, interest message neither visits those paths that do not suffice for QoS constraints, nor visits those paths visited by it. In addition, each of paths from each source node to the sink node is the path with minimal energy consumption (i.e., minimal hop-count), because the hop-count of a path represents the accumulated energy consumption along the path (mentioned in section II). Besides, MCRA balances the energy consumption in networks by using the constraint to the residual energy ratio in sensor nodes. Thus, we may deem that the tree constructed by these optimal paths is a loop-free and reversed multicast tree that has the optimal energy consumption and satisfies the end-to-end delay and packet drop ratio requirements. The theorem holds.
B. Complexity Analysis
In MCRA, the overhead of message transmissions determines its complexity, since not only the total energy consumption but also the computation complexity in networks are proportional to the number of transmissions.
Suppose that there exist |Q| queries in G=(V,E). We also may assume no collisions or very few collisions when messages transmit among nodes if the value of |Q| is not large, so each node in G performs 2|V| transmissions (|V| HELLO messages plus |V| interest messages) at most, where |V| denotes the number of nodes. Hence, we can draw that the complexity of message overhead is O(|V||Q|) theoretically.
C. Simplified MCRA
For the sake of suppression messages, we adopt restraining forwarding and deferring forwarding policies in MCRA. However, the restraining forwarding policy also imports extra control overhead (HELLO messages) so as to establish neighbor tables. We design a simplified MCRA named MCRA-S, which does not apply the restraining forwarding policy during its routing process. According to the complexity analysis above, the complexity of MCRA-S should be O(|V||Q|) theoretically, which is similar to MCRA, maybe even slightly better than MCRA. But this case only happens when the network has relatively low node density. As the sensor node density increases, MCRA would be getting better than MCRA-S because of the increasing collisions in MCRA-S. Our simulation experiments will prove this conclusion.
In MCRA-S, despite the lack of neighbor table on sensor node, we may calculate the k N value in (6) by the following equation used to compute the neighbor number of a sensor node in [21, 22] .
Where |V| is the total number of sensor nodes, S denotes the total surface area covered by all sensor nodes, and r is the communication radius of node k.
In our evaluation, we compare the performance of four different routing algorithms: MCRA, SPEED, Directed Diffusion (DD) [23, 24] and MCRA-S. Directed Diffusion is a typical data-centric algorithm based on query-driven data delivery mode, which optimizes single objective (e.g. energy savings) by selecting empirical good paths and by caching and processing data in network. SPEED is a representative algorithm that can guarantee the timeliness of multimedia communications by a combination of feedback control and non-deterministic geographic forwarding. In addition, both Directed Diffusion and SPEED are correlative with our algorithm MCRA.
We simulate MCRA on NS2 (ns-2.33), because this version has implemented many MAC layer protocols applied in WSN and Directed Diffusion algorithm, as well as XCP (explicit congestion control protocol) that is similar to SPEED algorithm [25] . Table I describes the main setting parameters and scenarios for our simulations.
TABLE I THE SIMULATION SCENARIO SETTINGS
We present the following metrics to evaluate and compare the performance of the four routing algorithms: 1) end-to-end delay under different node number; 2) end-to-end packet loss ratio under different node number; 3) control message overhead under different node number and different communication range (radio radius) respectively; 4) packet delivery ratio 
A. End-to-end Delay
End-to-end delay measures the network delay performance of these algorithms. Fig. 7 plots the end-to-end delay for the four different routing algorithms. At each point, we average the e2e delays of all then packets from the 24 flows (100 runs with 4 flows each). Seen from Fig. 7 , SPEED has the best e2e delay performance as its optimized objective, in particular, in the route acquisition phase, because it is a non-deterministic geographic routing with less initial delay cost. Obviously, Directed Diffusion that only optimizes the energy savings by flooding has the worst e2e delay performance. Both MCRA and MCRA-S perform much better than DD, because the e2e delay is considered as an important element in their routing model. However, when the network has low density (<80 sensor nodes), MCRA provides a comparative high packet delay (even higher than MCRA-S). Nevertheless, as the node number increases, MCRA performs much better than MCRA-S, even close to SPEED. The cause is the interest messages in MCRA are suppressed drastically when the network has high density.
B. Packet Loss Ratio
End-to-end packet loss ratio is another quite important metric in soft real-time systems. The experiment results in Fig. 8 are the summary of 100 randomized runs. From the reported data, we can clearly see MCRA and MCRA-S are better than SPEED and DD. The main cause is that the e2e packet loss ratio in MCRA is an important performance constraint during the route discovery. In comparison to MCRA and MCRA-S, when the network has fewer sensor nodes (<70 nodes), the performance of MCRA-S is a little better than MCRA. However, as the node number increases, MCRA performs better and better than MCRA-S, in that MCRA suppresses more flooding messages. 
Configuration
C. Control Message Overhead
The control message overhead determines the complexity of routing algorithm. Fig. 9 and Fig. 10 show the control message number used in the four algorithms under different node number and different radio radius respectively. Seen from Fig. 9 , when the network has low node density (<85 sensor nodes), DD and MCRA-S have lower control message overhead, because extra beacon packets are used in MCRA and SPEED in order to create the neighbor tables on nodes. Whereas, as the node density increases, MCRA and SPEED perform better than DD and MCRA-S, because lots of flooding messages used to discover routes are produced in DD and MCRA-S. As anticipated, MCRA-S is better than DD because of its flooding suppression policy, on the other hand, MCRA is not better than SPEED in that it applies flooding messages in its route acquisition phase. From Fig. 10 , we can draw that the radio radius of sensor nodes hardly impacts on the message overhead in MCRA-S, DD and SPEED. However, as the radio radius increases, the message number in MCRA is lessened drastically because of its restraining forwarding policy, although it has a heavy message overhead when the communication range of sensor nodes is relatively small. 
D. Packet Delivery Ratio
Packet delivery ratio (i.e., delivery success ratio) gauges the void avoidance performance and communication reliability of routing algorithm. Observed from Fig. 11 , it is no surprise that DD has a high packet delivery ratio nearly up to 100%, since it is a flooding based route discovery algorithm. Theoretically, MCRA-S also has 100% delivery ratio. MCRA is slightly worse than DD and MCRA-S because of its restraining forwarding policy, but it is much better than SPEED. SPEED has only 66% delivery ratio when the node number is 10, but MCRA can reach to 92%. 
E. Average Energy Consumption
Due to energy constraints, it is vital for sensor nodes to minimize energy consumption in radio communication to extend the lifetime of sensor networks. From the results shown in Fig. 12 , we argue that MCRA and MCRA-S outperform SPEED and DD generally, despite some exceptions (when the network has low density), because the energy consumption is taken into account as the objective to optimize in the routing model of MCRA and MCRA-S. Although DD also optimizes the energy consumption, large numbers of flooding messages consume seriously the energy in sensor nodes. SPEED outperforms other three algorithms when the node number is fewer (<30 sensor nodes), because it does not discover routes by flooding. In addition to, as the node number augments (>80 sensor nodes), MCRA performs better than MCRA-S thanks to its restraining forwarding policy. 
F. Localization Error
Unlike SPEED, GPSR, and BVR [9] etc., MCRA is not a routing protocol based on location information, i.e., the route discovery does not need the location information of sensor nodes. So the localization error in MCRA only affects the positioning precision of targets. Let This paper presents a multi-constrained routing algorithm MCRA based on query-flooding and query-driven data delivery mode for multimedia applications with periodic data in sensor networks. MCRA can not only provide end-to-end delay guarantee and packet loss ratio guarantee for multimedia communications, but also improve and balance the energy consumption in sensor nodes. Besides, MCRA adopts efficient policies to suppress message flooding and lessen data redundancy. In MCRA, extra position measurement equipment or location message exchanges are unnecessary, and that routing computation does not require the geographic or logical coordinate information of sensor nodes, however, target locations we concern still can be figured out on sink nodes by using hop-count information. In addition, we may optionally adopt MAC multicast in MCRA in order to further lessen its control message overhead. Meanwhile, MAC differentiation service can be applied to MCRA, so that real-time traffic and best-effort traffic in WSN can be classified into different forwarding priority levels. Theoretical analysis and extensive simulations not only demonstrate the correctness of MCRA, but also show that it has a good overall performance, thanks to the low end-to-end delay and loss ratio of data delivery, the low average energy consumption, the high packet delivery ratio, and the moderate control message overhead. Our further work is to investigate the performance of MCRA when the number of queries in WSN increases, and to manage to improve the localization precision of sensor nodes. 
