This paper is concerned with defining Lipschitz spaces on Σ n -U the surface of the unit sphere in R n . The importance of this example is that Σ n -± is not a group but a symmetric space. One begins with functions in L p (Σ n -i) 9 1 ^ p ^oo. Σ nî s a symmetric space and is related in a natural way to the rotation group SO(w). One can then use the group SO(n) to define first and second differences for functions in L p (Σ n -^. Such a function is the boundary value of its Poisson integral. This enables one to work with functions which are harmonic. Differences can then be replaced by derivatives.
For a brief historical survey of Lipschitz spaces, the reader is referred to the introduction in Taibleson [18] and to the papers of Nikolskii [9] and Peetre [10] . For this paper, the approach of two people stands out as being of significant importance.
The first is Zygmund [20; Chapter VII]. Zygmund draws upon the results of Hardy and Littlewood [6] . For brevity we consider only the case 0 < a < 1. Let feL p [0, 2π] and be extended periodically, 1 <^ p < oo, and let 
An important result is that u(r, x) is the Poisson integral of a function feA~ if and only if (d/dx)u(r, x) = Oiδ"-
1 ) where δ = 1 -r, uniformly in x as r -> 1"".
The second person is Taibleson [18] . For brevity we consider only the case 0 < a < 1. Let feL p {R n ), 1 ^ p <* 00, and let
||/(a + h) -f(x) \\ P>dx be the L p norm of [f(x + h) -f(x)] considered
as a function of x. Then feA(a;p, q) 9 Some of the results in this paper are contained in a paper of Heideman [7] . Heideman deals with a generalization of these notions. He considers Banach spaces of distributions.
Another paper of interest is one by Stein [16] where he has worked out the important Littlewood-Paley theory for a compact Lie group.
Lastly, Ragozin [11] also has defined Lipschitz spaces on Σ n _ x . His notion is somewhat different and he is concerned mainly with polynomial approximation.
For the most part, the approach used in this paper is similar to Taibleson's approach as developed in [18] , [19] , and [20] .
The Poisson kernel is the function P(τx, y) =
and C n is a constant such that I P(τx, y) dy -1 for each x e Σ n _ x JΣ n -l where dy is non normalized Lebesgue measure.
NOTE. It is often convenient to consider P to be a function of T and θ, 0 < θ ^ 2τr. Then
where cos θ ~ x-y. We shall also write 
HL t (Σ M )
and ||£Γ|| ^ ||F|| ||G|U REMARK. This is a standard result known as Young's inequality. See Calderon and Zygmund [4] or Askey and Wainger [1] for a more extensive discussion of spherical convolution.
(1.2) Let/(r) be a nonnegative function defined on 0 < r < 1, a Φ 0, as a norm where 1 ^ p ^ oo and 1 ^ q < oo. We now proceed to investigate the relationship between these various norms. DEFINITION . Let x e R n , 0 < r < 1, and 1 <: p, q<, oo. We define and H*X* αO lit, = II [II F(
Then if a > 0 and 1 ^ q the following are equivalent:
REMARK 2.2. Let f(rx) be harmonic on B n = {xeR n : \x\ < 1}. Assume /(0) = 0. Then if a > 0 and 1 ^ p, q ^ ©o, the corresponding pq norms of (2.1) are equivalent.
Then if α > 0 and 1 ^ g ^ oo and if a is the smallest integer greater than a and k is any integer greater than a, the following are equivalent:
The proofs of the above use (1.1) and (1.2). See Taibleson [18] for the analogues in R n .
DEFINITION. Let a > 0 and 1 ^ p, q g oo. Then Λ(a; p, q; Σ n _,) = Λ(a; p, q) is defined to be the set of functions f^L p {Σ n _^) for which the norm || / || σϊM = || (1 -rf-«T«f{rx) || M + \\f{x) ||, is finite.
3* Tangential derivatives* In this section globially defined differential operators on Σ n _ γ are discussed. The reader is referred to Ragozin [11] for a more complete discussion of these operators. Let D be an n x n skew-symmetric matrix and let /eL 1 (2' % _ 1 ). Define REMARK. The proof is similar to the proofs of (2.1), (2.2), and (2.3). Again, the reader is referred to Taibleson [17] . 4* First and second differences* In this section, first and second differences for functions with domain 2 T W _ 1 are defined. The equivalence between the norms based on differences and the norms introduced in § 2 is shown. It is at this point that the symmetric space property of Σ % _ x is used. Σ n _ t can be identified with SO(w)/SO(w -1).
For this chapter only, we assume that the Lebesgue measure dy is normalized so that 1 dy -1. We also normalize the Haar meas-
] where x Q e Σ %^ and is fixed. Then
Equality holds for any point x Q e Σ n^. For a more extensive discussion of these notions see Coif man and Weiss [5] . This enables one to work with the group SO(n) in attempting to define differences. We are going to decompose SO(^) into a "polar decomposition". Let p 6 SO(^) be such that ρ(e x ) = e x . Then by an abuse of notation we can consider p to be in SO(w -1). For u e SO(^), it is easily seen that the spherical distance between (up exp tD^{e^) and (up)(e^ is t.
[The spherical distance between x, y e Σ n _ x is defined by d(x, y) = DEFINITION. Let u e SO(n), p e 8>0(n -1), 1 ^ p, q ^ oo, and 0 < t < 7Γ. We define
We consider the following first difference:
Similarly we can define a second difference. 
Jl-r
The first term is bounded by 
We may assume /(0) = 0. Let « e SO(w), 0 < t < π, and r be such that π(l -r) = t.
sf(sx) = ^(pf) P (px)dp + rf(rx) 
Since (1 -r)π = t,

Kk i<
The above is bounded by 
Kk
This completes the proof of Proposition 4.3.
5* The Bessel potential operator* In this section the Bessel potential operator is defined and some of its more elementary properties are listed. PROPOSITION 
Let f(rx) be harmonic on B n and bounded for
0 ^ r ^ p where 0< p < 1. Suppose || (1 -r) k~a T k f(rx) \\ pg ^ D for some k > a > 0, 1 ^ p, q ^ °°-
DEFINITION. Let G a (rx) = Y^^r k {k + l)-"Z™(x). For a > 0 this will turn out to be the Poisson integral of a function G a (x) e L^Σ^).
For a ^ 0 this will be the Poisson integral of a distribution. The case a ^ 0 will be discussed in a later paper. REMARK . G a will be used to define a multiplier J a with the property that if feL p (Σ n^) and f~ Y, kΛ a kι Y[ k \ then Multipliers similar to this have been investigated by Hirschman [8] for L p (0, 2π) and by Askey and Wainger [1] for L^Σ^).
where X = (n -2)/2 and C n is a constant. The following facts will be useful in obtaining information about G a (x).
tΦl. Proof. See Askey and Wainger [1] .
We shall also need some information about G a (rx) when -oo < a ^ 0.
(5.3) Ifλ + l<α:<2λ + l and -1 < t < 1, then 
The pth power of the first term is bounded by 
