Abstract: We consider large-scale studies in which it is of interest to estimate a very large number of effect sizes. For instance, this setting arises in the analysis of gene expression or DNA sequencing data. However, naive estimates of the effect sizes suffer from selection bias, i.e., some of the largest naive estimates are large due to chance alone. Many authors have proposed methods to reduce the effects of selection bias under the assumption that the naive estimates of the effect sizes are independent. Unfortunately, when the effect size estimates are dependent, as is often the case, these existing techniques can have very poor performance. We propose an estimator that adjusts for selection bias under a recently-proposed frequentist framework, without the independence assumption. We study some properties of the proposed estimator, and illustrate that it outperforms past proposals in simulation studies and on two gene expression data sets.
Introduction
In many applications, it is of interest to test a large number of hypotheses simultaneously. For instance, in the context of a study in which tens of thousands of gene expression levels are measured in two groups of patients, one goal is to identify a subset of genes for which we can reject the null hypothesis of no mean difference between the groups [3] . A more ambitious goal is to estimate the effect sizes for the non-null features [11] . Investigators often perform follow-up studies on the features with the largest estimated effect sizes. Accurate effect size estimates are needed in order to ensure that follow-up studies are sufficiently powered, and to ensure that follow-up studies are performed only on hypotheses for which the effect size is large enough to be of practical interest.
In particular, under the additional assumption thatδ j |δ j ind ∼ N (δ j , 1), the posterior expectation is E[δ j |δ j ] =δ j + d dδ j log f (δ j ), (2.2) where f (δ j ) = g(δ j )f δj (δ j )dδ j is the marginal density ofδ j . Efron [8] suggested using the estimator
where logf (δ j ) is an empirical estimate of the log marginal density ofδ j obtained using Lindsey's method [5, 7] . We refer to this estimator as tweedie 1 . More recently, Wager [20] proposed a more efficient estimate of log f (δ j ) using a non-linear projection approach, which we refer to as nlpden.
Frequentist Approach [16]
We now review the proposal of Simon and Simon [16] . We start by defining some notation that will be used throughout the manuscript. Letδ (k) denote the kth order statistic of the unadjusted estimates, δ (1) <δ (2) < · · · <δ (p) , assuming that there are no ties among the unadjusted estimates. Define j(k) as the index corresponding to the kth order statistic, i.e.,δ j(k) =δ (k) . For instance, if the fifth unadjusted estimate is the largest, then j(p) = 5.
Simon and Simon [16] defined the frequentist selection bias of the kth order statisticδ (k) as
where j(k) is a random index since the ordering ofδ j 's is random. Intuitively, β k quantifies the difference between the kth smallest unadjusted estimate and its corresponding true effect size; we expect this to be large when k is large and small (negative) when k is small. If the biases β 1 , . . . , β p were known, we would estimate the effect size corresponding toδ (k) using the estimator
We call this the oracle estimator throughout the text. Of course, the biases are unknown in practice. Simon and Simon [16] provided a parametric bootstrap approach to estimate β k in Equation 2.4 under the assumption thatδ j ind ∼ N (δ j , 1). They also hint about a generalization of this approach for non-normal and dependent unadjusted estimates. We make this explicit in Section 3.1. Given an estimateβ k of β k in Equation 2.4, the proposed estimator of Simon and Simon [16] takes the form
(2.6)
Dependent Unadjusted Estimates
In practice, there are often dependencies among the unadjusted estimates. We will show in later sections that failure to model these dependencies can lead to inaccurate estimates of the effect sizes. Existing empirical Bayes approaches for correcting effect size estimates for selection bias assume that the unadjusted estimates are independent [8] . Assuming dependencies among the unadjusted estimates poses problems, since the posterior expectation cannot be simplified as in Equation 2.2, even under the normality assumption. In principle, one could modify these existing approaches to accommodate dependence. But it is not immediately obvious whether this is theoretically or computationally tractable.
In the next section, we propose a frequentist approach for correcting selection bias that accounts for dependencies among the unadjusted estimates. This proposal extends ideas from Simon and Simon [16] .
Frequentist Selection Bias Under Dependence
We provide a simple approach to correct for selection bias in the presence of dependencies among the unadjusted estimates, using the framework of Simon and Simon [16] . As in Equation 2.6, we consider the estimatorδ j(k) =δ (k) −β k . The crux of our approach involves the technique used to calculateβ k , as described in Algorithm 1. Briefly, we estimate β k by computing the empirical selection bias over a large number of bootstrapped data sets for which the true effect size is known.
Algorithm 1 Procedure for calculatingβ k .
1. Calculate the unadjusted estimatesδ := (δ 1 , . . . ,δp) T .
2. Generate B bootstrapped data sets using the original data set, and obtain unadjusted estimatesδ b for the bth bootstrapped dataset, b = 1, . . . , B.
3. Calculate the bias,β k , as the average difference between the kth smallest unadjusted estimate of the bootstrapped data,δ b (k)
, and the corresponding unadjusted estimate based on the original data,δ j(k) b , where j(k) b is the index of the kth order statistic ofδ b . That is,β
A schematic representation of the procedure is shown in Figure 1 . Steps 1, 2, and 3 of Algorithm 1 are shown in Figures 1(b) , 1(c), and 1(e), respectively. We propose two bootstrap procedures for
Step 2 of Algorithm 1: (1) a parametric bootstrap (Section 3.1), and (2) a nonparametric bootstrap (Section 3.2). Note that the selection bias problem is apparent in Figure 1 . Figure 1(b) shows that the unadjusted estimates overestimate the largest true effect size and underestimate some of the small true effect sizes near zero. From Figure 1 (f), we see that the adjusted estimates are more accurate than the unadjusted estimates.
In what follows, we let D denote the data. 
(f)
Adjusted Estimates, δ 
Parametric Bootstrap Approach
In this section, we present a parametric bootstrap approach for performing Step 2 of Algorithm 1. This process was described briefly in Section 3 of Simon and Simon [16] . This approach assumes the availability of a data-generating model F (·), parametrized by a (possibly multi-dimensional) parameter Θ. The details are in Algorithm 2.
Algorithm 2 Parametric bootstrap for
Step 2 of Algorithm 1, para.
For b = 1, . . . , B:
(i) Generate data D b according to the data-generating model F (Θ), whereΘ is an estimate of the parameter Θ.
(ii) Calculate the unadjusted estimatesδ b based on D b .
For concreteness, consider the case of estimating effect sizes of correlated one-sample t-statistics. The data D consists of n independent observations and p correlated features. For instance, if we assume the data-generating model is
Step (i) of Algorithm 2 simply amounts to generating each observation of D b from a multivariate normal distribution using the sample mean and empirical covariance matrix calculated from D.
We note that the data-generating model F (·) is not constrained to be a multivariate normal distribution. For instance, the data might be drawn from a heavy tailed distribution, such as a multivariate t-distribution. We rarely know the data-generating model F (·) in practice; this can lead to challenges in applying Algorithm 2. To overcome these challenges, in Section 3.2 we present an alternative approach.
Nonparametric Bootstrap Approach
We now present a nonparametric bootstrap approach for performing Step 2 of Algorithm 1. Unlike Algorithm 2, it does not require knowing the data-generating model. Since the bootstrapped data is obtained under repeated sampling of the original data, the dependencies among the unadjusted estimates are preserved implicitly. The details of the proposal are in Algorithm 3.
Algorithm 3 Nonparametric bootstrap for
Step 2 of Algorithm 1, nonpara. When the data-generating model is complicated or unknown, the nonparametric bootstrap may be more favorable than the parametric approach of Section 3.1. For instance, in the context of genome-wide association studies (GWAS) with cases and controls, it is often of interest to estimate the odds ratio for each single nucleotide polymorphism (SNP) within a logistic regression model (see, e.g., 19, 22) .
Step (i) of Algorithm 3 simply amounts to creating a new data set D b by resampling the independent observations from D with replacement. Then, a logistic regression is fit, and the odds ratio is computed for each SNP, based on this resampled data.
Properties of the Oracle Estimator
In this section, we study some properties of the oracle estimator,δ, defined in Equation 2.5. In this section, for simplicity, we assume that the unadjusted estimatesδ are unbiased for the true effect sizes δ, and are normally distributed. Again, we note that in practice, our proposal does not require normality of the data or of the unadjusted estimates.
In Section 4.1, we relate the mean squared error (MSE) ofδ to the MSE ofδ and the sum of squared biases ofδ, and study the effect of correlation among the elements ofδ on the sum of squared biases. In Section 4.2, we derive an explicit expression for the amount of reduction in MSE that results from using our proposed estimator as opposed to the estimator of Simon and Simon [16] , which does not model dependencies inδ.
Connection between Biases and Correlation
We first present a result relating the MSE ofδ to the MSE ofδ.
Lemma 4.1. [16] There is a simple relationship between the sum of squared biases of the unadjusted estimates, the MSE of the oracle estimates, and the MSE of the unadjusted estimates:
In other words, the sum of squared biases p k=1 β 2 k is the amount by which we can improve upon the MSE ofδ by correcting for selection bias. Note that Lemma 4.1 holds regardless of the correlation among the unadjusted estimates.
We now study the effect of correlation among the elements ofδ on the quantity p k=1 β 2 k . We introduce some assumptions and notation that will be used throughout this section. We will consider normally distributed unadjusted estimates with mean δ and various covariance matrices. To emphasize that the distribution of the unadjusted estimates is a function of their covariance, we will writeδ Σ to indicate unadjusted estimates with some arbitrary covariance Σ. Letδ Σ (k) be the kth order statistic of the estimatesδ Σ . We define j(k) Σ as the index corresponding to the kth order statistic ofδ Σ . Finally, let β(δ, Σ) k be the frequentist selection bias of the kth order statistic ofδ Σ .
The following lemma quantifies the effect of correlation on the bias of the unadjusted estimates.
Lemma 4.2. Let R be an equicorrelation matrix with correlation ρ for some
In other words, the biases in the equicorrelated scenario are equal to the biases in an independent scenario with smaller marginal variance. To further explore this, we simplify our model by making the additional assumption that the effect sizes are all equal.
where R is an equicorrelation matrix with correlation ρ for some − 1 p−1 < ρ < 1, and δ = a1 for some constant a. Then,
The proof is a direct application of Lemma 4.2. Lemma 4.3 implies that as ρ increases, the biases of the unadjusted estimates decrease. Consequently, since by Lemma 4.1,
and recalling that
is not a function of ρ, it follows that the MSE of the oracle estimator increases as ρ increases.
The main implications of our results are as follows. When ρ is approximately zero, existing approaches such as Efron [8] and Simon and Simon [16] that do not model correlation inδ can be used to obtain adjusted effect size estimates: in this setting there is no advantage to our proposal. When ρ is approximately one, the biases of the unadjusted estimates are approximately zero from Lemma 4.3, and consequently the MSEs ofδ andδ are approximately equal from Lemma 4.1. In other words, when ρ ≈ 1, adjusting the estimates for frequentist selection bias is altogether unnecessary, as the bias is essentially zero. Our proposal has the potential to gain a substantial amount of reduction in MSE relative toδ and relative to existing approaches that do not model correlation only when there is an intermediate amount of correlation. We will verify these results empirically in Section 5.
Lemma 4.3 assumes that δ = a1. We now generalize this result by assuming that there are two clusters of effect sizes. We show that as the separation between the clusters of effect sizes increases, the bias corresponding to each cluster of effect sizes involves only the unadjusted estimates from the corresponding cluster.
is any correlation matrix. Then, as b → ∞,
A direct consequence of Lemma 4.4 is the following corollary, which generalizes Lemma 4.3 to allow for two clusters of effect sizes.
, R , and R = R11 R12 R21 R22
is a correlation matrix such that R 11 = R 22 are equicorrelation matrices with correlation ρ for some
We note that both Lemma 4.4 and Corollary 4.1 can be generalized to the case of unequal numbers of features in each cluster, more than two clusters of effect sizes, and non-homogenous variances within each cluster.
The Importance of Modelling Dependence
Throughout this section, we will assume that the unadjusted estimates are truly correlated with mean zero, i.e.,δ R ∼N (0, R), where R is an equicorrelation matrix with correlation ρ. Recall that by definition,δ
be the "false oracle" estimator in which the biases β(0, I) are computed under the erroneous assumption that the elements ofδ R are uncorrelated.
Using the results in Section 4.1, we now explore what happens if we erroneously useδ I as the adjusted estimator instead ofδ R . This result is presented in the following lemma.
where R is an equicorrelation matrix with correlation ρ for some
In other words, the oracle estimatorδ R , computed under the correct model, dominates the false oraclē δ I , computed under the erroneous assumption of no correlation, in terms of MSE. This motivates our proposal for modeling the correlations among the unadjusted estimates when estimating the biases.
Simulation Studies
We consider correcting selection biases of correlated one-sample and two-sample t-statistics. We illustrate via simulation studies that failure to account for correlations among the test statistics can give inaccurate effect size estimates. In addition, we consider simulation studies in which the data are generated from a multivariate t-distribution. Furthermore, we show using a two-sample t-statistic example that nonpara is preferable to para when the generative model for the data is unknown.
Methods and Evaluation of Performance
We compare the following proposals in our simulation studies:
• oracle-cor: oracle estimator assuming that the biases β k 's are known (approximated using Monte Carlo), as in Equation 2.5.
• oracle-uncor: the "false oracle" estimator under the erroneous assumption of no correlation, assuming that the biases β(0, I) k 's are known (approximated using Monte Carlo), as in Equation 4.2.
• tweedie: empirical Bayes using Lindsey's method, with a spline basis of five degrees of freedom, as the estimate of log f (δ j ) in Equation 2.2 [8] .
• nlpden: empirical Bayes using the estimate of log f (δ j ) in Wager [20] .
• para: the parametric bootstrap of this paper (Algorithms 1 and 2).
• nonpara: the nonparametric bootstrap approach of this paper (Algorithms 1 and 3 ).
• james-stein: positive part of the James-Stein estimator,
where (a) + = max(0, a), andδ is the mean of the unadjusted estimates.
We consider two versions of para, which we refer to as para-uncor and para-cor: in Step (i) of Algorithm 2, para-uncor generates data assuming that the features are uncorrelated, whereas para-cor generates data assuming that the features are correlated (note that para-uncor is exactly the proposal of Simon and Simon [16] 
In order to evaluate the performances of the methods, we calculate the relative mean squared error (RMSE), defined as the ratio of the MSE of the adjusted effect size estimates to the MSE of the unadjusted estimates:
The numerator and denominator in Equation 5.1 are computed using only the effect sizes for which the unadjusted estimates are most extreme. An RMSE value that is larger than one indicates that the adjusted effect size estimates perform worse than the unadjusted estimatesδ, and vice versa.
One-sample t-statistics: multivariate Gaussian distribution
Let D be an n × p matrix with n independent observations d 1 , . . . , d n and p features. We defineμ j and σ j to be the sample mean and sample standard deviation of the jth feature, respectively. Also, let µ j and σ j be the population mean and standard deviation of the jth feature, respectively. The goal is to estimate the standardized 2 mean δ j = √ n µj σj . A natural estimator for the effect size δ j is a one-sample t-statistic,δ j = √ nμĵ σj . It is well known thatδ j · ∼ N (δ j , 1). However, if the p features are correlated, thenδ 1 , . . . ,δ p will be correlated.
We generate data according to
We consider three different types of correlation structure: (1) equicorrelation, (2) block autoregressive (AR) correlation, and (3) negative block AR correlation, as depicted in Figure 2 , with correlation ρ ∈ {0.5, 0.6, 0.7, 0.8}. We use n = 50, p = 500, k = 100, and σ = 1 in our simulation studies.
For para-uncor and para-cor, we need a generative model in order to apply Step (i) of Algorithm 2. In order to investigate whether ignoring correlations among the test statistics will lead to inaccurate estimates of the effect sizes, for para-uncor, we use D iid ∼ N (μ,Σ), whereμ andΣ are the sample mean and sample covariance matrix 3 , respectively. We use B = 1000 bootstrap samples.
2 In general, the signal-to-noise ratio
is of interest. Here we scale this ratio by √ n for convenience. 3 In the case of p > n, the sample covariance matrix is singular. In order to obtain a positive definite matrix, we add a small constant to the diagonal. We report the RMSE for the 25 smallest and 25 largest unadjusted test statistics, averaged over 100 replications, for equicorrelation, block AR, and negative block AR correlation matrices, in Tables 1-3 , respectively.
From Table 1 , we see that all approaches perform well when the test statistics are uncorrelated. We are not paying much of a price even when we allow for correlations using para-cor and nonpara. When the test statistics are equicorrelated, we see that para-cor and nonpara outperform other approaches that do not account for correlations among the test statistics. In addition, the RMSE of para-cor is close to the RMSE of oracle-cor, which suggests that our estimates of the biases are accurate. We observe that as ρ increases, the RMSEs for para-cor and nonpara increase from around 0.10 when ρ = 0 to around 0.55 when ρ = 0.8. This is in keeping with our findings in Section 4 (recall Lemma 4.3): the sum of squared biases of the unadjusted estimates decreases as we increase the correlation ρ. Finally, we see that the RMSEs of oracle-cor and oracle-uncor are the same when ρ = 0. As ρ increases, the difference between the RMSE of oracle-uncor and the RMSE of oracle-cor increases, with oracle-uncor having a larger RMSE. This agrees with the result presented in Lemma 4.5. We see similar results from Tables 2 and 3 . Remark 1. One expects oracle-uncor to have a lower RMSE than para-uncor. However, we see from Table 1 that when ρ > 0, this is not the case. Recall that para-uncor is an approximation of oracle-uncor, which (by Lemma 4.3) overestimates the bias when ρ > 0. Also, as pointed out in Simon and Simon [16] , since the unadjusted estimates are more spread out than the true effect sizes, para-uncor ends tends to underestimate the bias relative to oracle-uncor. Therefore, when ρ > 0, para-uncor overestimates the bias less than oracle-uncor does, and hence tends to have lower RMSE.
Remark 2. We expect oracle-cor to outperform para-cor. However, in Table 1 , we see that this is not always the case when ρ is large. This is somewhat an artifact of this particular problem. A one-sample t-statistic is not an unbiased estimator of the effect size δ j = √ n µj σj (though it is asymptotically unbiased). If we instead use the true value σ j rather thanσ j in the denominator of our estimator (changing our estimator from one-sample t-statistic to one-sample z-statistic), then oracle-cor would have a lower RMSE than para-cor. We provide a more in-depth explanation in the Appendix. Table 1 The mean RMSE (and standard error) computed as in Equation 5 .1 using only the 25 smallest and 25 largest unadjusted test statistics, over 100 replications of the simulation study described in Section 5.2. We generate the data with five values of correlation ρ ∈ {0, 0.5, 0.6, 0.7, 0.8} in the equicorrelated setting. For para-uncor, para-cor, nonpara, oracle-cor, and oracle-uncor, we use B = 1000 bootstrap samples. Sinceδ j is not an unbiased estimator of δ j , it may be possible for nonpara and para-cor to outperform oracle-cor; details are in Remark 2. Table 2 We generate the data with four values of correlation ρ ∈ {0.5, 0.6, 0.7, 0.8} in the block AR setting. Other details are as in Table 1 . 
Methods

Table 3
We generate the data with four values of correlation ρ ∈ {0.5, 0.6, 0.7, 0.8} in the negative block AR setting. Other details are as in Table 1 . 
Methods
One-sample t-statistics: multivariate t-distribution
In this section, we generate data according to a multivariate t-distribution, d 1 , . . . , d n iid ∼ t ν (µ, R), with location parameter µ, exchangeable scale matrix R with diagonal entries equal to one and off-diagonal entries equal to ρ, and degrees of freedom ν. We note that the covariance matrix of the data, d i , is ν ν−2 · R [10] . We consider ν ∈ {10, 20} and ρ ∈ {0.6, 0.8}. Other simulation details are as in Section 5.2. Note that para-uncor and para-cor are performed under the erroneous assumption that the data are multivariate normally distributed, as described in Section 5.2. The RMSE for the 25 smallest and 25 largest unadjusted test statistics, averaged over 100 replications, is in Table 4 . The results are similar to those of Tables 1-3 . Table 4 We generate data according to a multivariate t-distribution with exchangeable scale matrix, R, with ρ ∈ {0.6, 0.8} and degrees of freedom ν ∈ {10, 20}. Other details are as in Table 1 . 
Two-sample t-statistics
In Section 5.2, nonpara and para-cor performed similarly, since we correctly modeled the data in
Step (i) of Algorithm 2 while performing para-cor. In many scenarios, however, it is unclear how to model the data. In this section, we consider two versions of para-cor:
• para-cor-right in which the data are modeled correctly in Step (i) of Algorithm 2.
• para-cor-wrong in which the data are modeled incorrectly in Step (i) of Algorithm 2.
We also consider the methods defined in Section 5.1. We show empirically that if the data are modeled incorrectly in Step (i) of Algorithm 2, even if we allow for dependence among the unadjusted estimates, nonpara may be preferable to para-cor-wrong. We also include results for para-uncor to illustrate that the effect size estimates are inaccurate when we ignore correlations among test statistics.
Consider an n 1 × p matrix D control and an n 2 × p matrix D case containing independent observations from a control group and a case group, respectively. Let µ control j and µ case j be the population mean of the jth feature for the control group and case group, respectively. Also, let σ 2 j be the common variance of the jth feature for the two groups.
The goal is to estimate the standardized mean difference (up to a scaling factor)
A natural estimator for δ j is a two-sample t-statistic, We consider n 1 = 40, n 2 = 40, p = 500, k = 200, and B = 1000.
For para-uncor, we independently generate each element of D b in
Step (i) of Algorithm 2 according to a normal distribution with sample mean and sample standard deviation corresponding to the group to which the observation belongs. For para-cor-right, in Step (i) of Algorithm 2, we generate each observation according to a multivariate normal distribution with sample mean and sample covariance corresponding to the group to which the observation belongs. For para-cor-wrong, we intentionally misspecify the data-generating model. We assume that features from both groups share the same covariance matrix, estimated using a pooled covariance matrix. Therefore, for para-cor-wrong, in
Step (i) of Algorithm 2, each observation is generated according to a multivariate normal distribution with sample mean corresponding to the group to which the observation belongs, and a pooled sample covariance matrix. We report the RMSE for the 25 smallest and 25 largest unadjusted test statistics, averaged over 100 replications, in Table 5 . Table 5 The mean RMSE (and standard error) for the 25 smallest and 25 largest unadjusted test statistics, over 100 replications of the simulation study described in Section 5.4. Here, para-cor-right and para-cor-wrong were performed using the correct and wrong model in Step (i) of Algorithm 2, respectively. For para-uncor, para-cor-right, para-cor-wrong, nonpara, oracle-cor, and oracle-uncor, we use B = 1000 bootstrap samples. We see from Table 5 that nonpara and para-cor-right perform significantly better than para-cor-wrong. This is because the pooled empirical covariance matrix used by para-cor-wrong is not an accurate estimate of the correlations among features in either group. This example may seem somewhat contrived -since we simulated the data, we know that the correlations are different in each group, and we could have gotten better results using para-cor-right by making use of this information. However, in practice, we rarely know the true underlying model for real data.
Methods
We have shown that for para-cor, the estimated effect sizes are very sensitive to model misspecification in Step (i) of Algorithm 2. The nonpara approach is more appealing, since it implicitly models the correlations among features in each group.
Application to Gene Expression Data
We now consider two gene expression data sets:
1. Prostate data [17] . The data set contains gene expression levels of p = 6033 genes on 50 controls and 52 males with prostate cancer. 2. Lung cancer data [18] . The data set contains gene expression levels from large airway epithelial cells on 90 controls and 97 patients with lung cancer. The data set can be found in Gene Expression Omnibus at accession number GDS2771 [1] . There are p = 22283 genes in this data set. We consider only the 5000 genes with largest standard deviation.
We apply the methods described in Section 5.1 to obtain bias-corrected two-sample t-statistics. For para-uncor and para-cor, we generate data D b in
Step (i) of Algorithm 2 according to a multivariate normal distribution with the sample mean and the sample covariance matrix corresponding to each group; for para-uncor, we assume that the sample covariance matrix is diagonal.
In order to compare the performances of the different methods, we randomly split the data into equalsized training and test sets. We then calculate the sum of squared differences between the estimated effect sizes from the training set and the unadjusted estimates from the test set, is the jth unadjusted estimate from the test set. In Equation 6.1, the summation is taken over the features corresponding to the k smallest and k largest unadjusted estimates on the training set. We consider k = {15, 25, 50}. Small values of this quantity indicate that the bias-corrected estimates are close to the true effect sizes. A similar approach is taken in Ferguson et al. [9] . The results for the prostate data and the lung cancer data, averaged over 100 random splits of the data, are reported in Table 6 and Table 7 , respectively. Table 6 Results for prostate data: the mean sum of squared differences (and standard error) between the estimated effect sizes from the training set and the unadjusted estimates from the test set as in Equation 6.1, for features corresponding to the k smallest and k largest unadjusted estimates on the training set, over 100 random splits of the data. We use B = 1000 bootstrap samples for para-uncor, para-cor, and nonpara. From Table 6 , we see that nlpden and tweedie have substantially worse performance than the other methods. This is because both nlpden and tweedie involve obtaining a smooth estimate of the Table 7 Results for lung cancer data. Details are as in Table 6 . marginal density: there simply are not enough extreme unadjusted estimates to obtain an accurate estimate of the marginal density. Surprisingly, para-uncor, nonpara, and james-stein have similar performance. We believe that the poor performance of nonpara relative to para-cor is due to the small sample size after splitting the data set into training and test sets. Finally, we observe that para-cor has the lowest sum of squared differences. This is because the normality assumption of the data-generating model in Step (i) of Algorithm 2 is approximately valid, since this microarray data set is pre-processed and normalized. This implies that accounting for correlations leads to more accurate effect size estimates. We see similar results for the lung cancer data set in Table 7 .
Discussion
In this paper, we have extended the framework of Simon and Simon [16] in order to correct dependent unadjusted estimates for selection bias. We proposed a nonparametric bootstrap and a parametric bootstrap procedure for this purpose. Unlike existing proposals, our proposal largely avoids the need for parametric assumptions about the unadjusted estimates. Therefore, it is applicable to quite general scenarios in which the data or the unadjusted estimates are not normally distributed.
An interesting question for future work is whether the results in Section 4 can be generalized to the case of an arbitrary mean vector and covariance matrix, under some mild assumptions. Additionally, one might explore a potential connection between our proposed framework for bias correction, and the false discovery rate. Efron [8] discussed the connection between the empirical Bayes method and the false discovery rate.
Next, we note that the modelδ We now prove the assertion β(δ, R) k = β(δ, (1 − ρ)I) k . By the definition of frequentist selection bias, we have
Similarly, (1−ρ)I has the same distribution as j(k) R . Therefore, the expectation of j(k) R is the same as the expectation of j(k) (1−ρ)I .
Proof of Lemma 4.4:
Proof. Without loss of generality, we prove the result for k = 1, . . . , Then, by symmetry, union bound, and Gaussian tail inequality,
8 −log b+log p .
(A.4)
We now calculate the frequentist selection bias for the kth order statistic
Proof of Lemma 4.5:
Proof. By Lemma 4.2, we have that β(0, R) k = √ 1 − ρ · β(0, I) k . Thus, the mean squared error for the "false oracle" estimatorδ I is
β(0, I)
