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Abstract
A detailed probabilistic analysis is proposed of the total number of messages of the Chang–Roberts leader election algorithm. The
cost is shown to be closely related to the total path length in random recursive trees, the total left-path length in increasing binary
trees and the major cost of an in situ permutation algorithm.
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1. Introduction
The leader election (or extrema ﬁnding, or maxima ﬁnding) problem in a distributed system is to ﬁnd exactly one
processor as a coordinator or an initiator for performing some special tasks. It is a fundamental problem for achieving
fault tolerance and reducing resource utilization under distributed networks and is studied extensively in different
computation models; see [14,20] for more information.
LeLann [13] proposed the ﬁrst leader election algorithm on unidirectional rings with message complexity O(n2)
where n is the number of processors. Later, Chang and Roberts [2] suggested an improved solution with expected
message complexity O(n log n). Then several O(n log n) algorithms were presented either for unidirectional rings
[4,6,17] or bidirectional rings [7] to reduce the constant in the O(n log n) upper bound.
The Chang–Roberts algorithm is simple but prototypical for the researches of the leader election problem on rings
[9,14,20]. The algorithm identiﬁes the leader by passing O(n log n) messages on average in a unidirectional ring, on
the assumption that each of the processors holds a distinct identity and the number of processors, n, is unknown.
For the reader’s convenience, the decentralized algorithm is described as follows.
Input: All processors P1, P2, . . . , Pn form a unidirectional ringR.
Output: The processor with the minimum identity declares itself the leader.
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Elect-Leader(R)
for all Pi do
mi := the identity of Pi
send mi to the next processor
ti := ∞
while (ti = mi) // Only the leader terminates the algorithm //
receive ti from the previous processor
if ti < mi , then mi := ti ; send mi
End.
At the end, the leader informs all the processors about its identity.
In the above algorithm, every processor starts by passing its own identity to its next neighbor along a prescribed
direction. Whenever a processor receives an identity from its previous neighbor, it either sends the message along the
direction of the ring if the identity received is the smallest number among all it has ever seen, discards the message
if the identity received is greater than its own, or declares itself the leader if the identity received matches its own.
Clearly, the major cost of the algorithm is the number of messages sent by all the processors.
The expected cost of the Chang–Roberts algorithm was derived in the original paper [2]. The aim of this paper is to
reﬁne their analysis, to give more insight into the algorithm and to prove the bijections between the cost and a few other
combinatorial quantities already known in the literature. More precisely, we ﬁrst give a deeper probabilistic analysis
of the cost, including the expected value, variance and the limiting distribution. We then show that there are bijections
between the cost of the Chang–Roberts algorithm and three quantities in different structures: the total path length in
random recursive trees, the total left-path length in increasing binary trees, and the major cost of the in situ permutation
algorithm (see [11,12]).
2. Analysis
Assume that all n! possible permutations of n identities are equally likely. Let Xn denote the number of messages
used by the Chang–Roberts algorithm on a ring of size n.
Theorem 1. The number Xn of messages sent by the Chang–Roberts leader election algorithm on a ring of size n
satisﬁes the following.
(i) Mean
E(Xn) = nHn = n log n + n + O(1).
(ii) Variance
V(Xn) =
(
2 − 
2
6
)
n2 + O(n log n).
(iii) Convergence in distribution
Xn − E(Xn)
n
d−→X,
where  = 0.57721 . . . is Euler’s constant, Hn is the nth harmonic number, X d=UX + (1 − U)X∗ + U logU +
(1−U) log(1−U)+U ,U is a uniform (0, 1) randomvariable,X d=X∗, andX,X∗ andU aremutually independent.
Here the symbol d= denotes equivalence in distribution, and the symbol d−→ denotes convergence in distribution.
Note that the standard deviation is linear, which is not very far away from the mean, especially for moderate values
of n. Also the limiting distribution is not normal, intuitively due to the large standard deviation.
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Consider a ring of n processors, say P1, P2, . . . , Pn. Without loss of the generality, suppose that all the processors
proceed along the clockwise direction and the identities are labeled by the set {1, 2, . . . , n}. For convenience, let
[1 2 . . . n] denote the ring of size nwith identities 1, . . . , n, where we list the identities in the counter-clockwise
direction with n = 1.
Lemma 1. Let Fn(y) be the probability generating function of Xn. Then Fn(y) satisﬁes the recurrence
Fn(y) = 1
n − 1
n−1∑
k=1
Fk(y)Fn−k(y)yk (n2), (1)
with F1(y) = y.
Proof. Observe that, with the exception of the ﬁrst pass, every processor sends a message to its neighbor when it
receives the smallest number among all that has been seen. For the ring [1 2 . . . 1], the number of messages
sent by the processor with identity i is exactly the number of left-to-right minima of the permutation i . . . n−11,
namely the number of indices j such that j = min{k|ikj}. Thus, the number of messages sent on the ring
[1 2 . . . 1] is equal to the total number of left-to-right minima for all the sufﬁxes of the permutations 12 . . . n−11
(i.e. 12 . . . n−11, 23 . . . n−11, . . . , n−11, and 1).
Let Si,j be the total number of left-to-right minima of all the sufﬁxes of the permutations ii+1 . . . j , where j is the
minimum of the set {i , i+1, . . . , j }. If the minimum of the set {1, 2, . . . , n−1} is k , then S1,n = S1,k +k+Sk+1,n.
This leads to the equality in distribution Xn
d=Xk + k + X∗n−k , with X∗n−k distributed as Xn−k and independent
of Xk . 
The recurrence (1) with a different initial condition appeared in the study of random recursive trees [18]. A recursive
tree (or increasing tree) is a labeled rooted tree in which the sequence of labels along any path starting at the root is
increasing [1]. Let Yn denote the total path length of a random recursive tree of n nodes. By random recursive trees,
we assume that all (n − 1)! recursive trees of n labels are equally likely. Then the probability generating function
Gn(y) := E(yYn) can be expressed as follows:
Gn(y) = 1
n − 1
n−1∑
k=1
Gk(y)Gn−k(y)yk (n2),
with G1(y) = 1 [3,15]. By mathematical induction, we have Fn(y) = ynGn(y) for n1. Thus Xn has the same
distribution as Yn + n.
Lemma 2. For n1,
Xn
d=Yn + n.
By considering Ln(y) := Fn+1(y), we see that (1) is equivalent to
Ln(y) = 1
n
n−1∑
k=0
Lk(y)Ln−1−k(y)yk (n1),
with L0(y) = y. This recurrence, with the different initial condition L0(y) = 1, enumerates the total path length
in random increasing binary trees and the cost, called the “parameter a”, of the in situ permutation algorithm (see
[11,12,16]). Let Zn be the total left path length of a random increasing binary tree. And the relation between Xn and
Zn can be expressed as below.
Lemma 3. For n1,
Xn+1
d=Zn + 2n + 1.
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Proof. By induction we have, for n1,
y2n+1Ln(y) = 1
n
n∑
k=1
(y2(k−1)+1Lk−1(y))(y2(n−k)+1Ln−k(y))yk = Fn+1(y).
This completes the proof. 
Note that Xn is also equi-distributed with (by symmetry of permutations) n plus the sum of ranks of the records
(or left-to-right maxima) in a sequence of independent and identically distributed (i.i.d.) sequence of random variables
with a common continuous distribution.
Proof of Theorem 1 (sketch). Denote the mean of Xn by Mn := E(Xn) = F ′n(1). Then, by (1) we have M1 = 1 and
Mn obeys the full-history recurrence relation
Mn = 2
n − 1
n−1∑
k=1
Mk + n2 for n2.
By iterating the difference (n − 1)Mn − (n − 2)Mn−1, we deduce that Mn = nHn, where Hn is the nth harmonic
number. The variance of Xn, V(Xn), can be similarly computed by the relation V(Xn) = F ′′n (1) + Mn − M2n .
The convergence in distribution follows from that for recursive trees proved in [15,3]; see also [8] for different
proofs. 
Note that the bivariate generating function F(z, y) :=∑n Fn+1(y)zn satisﬁes the differential equation

z
F (z, y) = yF(yz, y)F (z, y),
with the initial condition F(0, y) = y. Then, by taking successive derivatives with respect to y and then substituting
y = 1, the mean and all higher factorial moments can be derived by solving the associated differential equations.
For more details, see [3].
3. Bijections
There exists a well-known bijection between permutations and increasing binary trees [19, pp. 23–25]. In the proof
of Lemma 1, we see that the cost used by the Chang–Roberts algorithm on the ring [1 2 . . . n−1 1] is exactly
the total number of left-to-right minima of all the sufﬁxes of the permutation 12 . . . n−11. In the following we give
the constructive bijections between the cost of the Chang–Roberts algorithm and the cost of the in situ permutation
algorithm, the left total path length of increasing binary trees and the total path length of recursive trees, respectively.
Fig. 1 shows the close relationships among the related problems.
3.1. The cost of the in situ permutation algorithm
The in situ permutation algorithm [11,12,16] is to rearrange n items according to a given permutation x1x2 . . . xn
using a bounded amount of auxiliary memory. A cycle leader of a permutation is the smallest number in its own cycle.
The critical operation for solving the in situ permutation problem is to locate all cycle leaders of the permutation. Once
a leader is detected in a cycle, the remaining job is to carry out the desired permutation. The major cost for ﬁnding all
cycle leaders can be expressed as n + a, where a |{(i, j) : 1 i < jn, xi = min{xi, . . . , xj }}|; see [5,10,12,16]
for further information. Essentially, given a permutation, computing the parameter a is similar to counting the number
of right-to-left minima of all preﬁxes of the permutation. See Fig. 2 for an example where the bijective correspondence
is constructed between the cost of Chang–Roberts algorithm for the ring [1 2 . . . n−1 1] and the parameter a of
the in situ permutation algorithm for the permutation n−1n−2 . . . 1 where i = i − 1 for 1 in − 1.
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Fig. 1. The bijective mappings between the number of messages sent by the Chang–Roberts algorithm on rings and the related problems, respectively
(where i = i − 1 for 1 in − 1).
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Fig. 2. The number of messages sent by the Chang–Roberts algorithm on the ring [9 3 5 10 2 6 7 4 8 1] is 26 and the parameter a of the in situ
permutation algorithm for the permutation 736519428 is 7.
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Fig. 3. The total path length of the recursive tree built by the permutation 736519428 is 16.
3.2. The total path length of recursive trees
By [19, pp. 25], given a permutation of {1, 2, . . . , n}, we can construct a recursive tree with n + 1 nodes with
label set {0, 1, . . . , n} by scanning the permutation from right to left: deﬁning the parent of node i to be the rightmost
number j with j < i and the parent of all left-to-right minima to be the children of the node 0. Fig. 3 shows an
example where the bijective correspondence is constructed between the cost of Chang–Roberts algorithm for the ring
[1 2 . . . n−1 1] and the total path length of the recursive tree built by the permutation n−1n−2 . . . 1 where
i = i − 1 for 1 in − 1.
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Fig. 4. The total left path length of the binary increasing tree of the sequence 824915637 is 7.
3.3. The total left path length of increasing binary trees
Given a permutation, we can construct an increasing binary tree by the divide-and-conquer approach introduced
in [19, pp. 23–24]: picking the smallest number as the root, splitting the permutation into the left and right parts by
removing the smallest number, and ﬁnally recursively performing the same steps in the remaining two parts for the
left and right subtrees, respectively. Fig. 4 demonstrates a speciﬁc example. Thus, we describe a constructive bijection
between the cost of Chang–Roberts algorithm for the ring [1 2 . . . n−1 1] and the total left path length of the
increasing binary tree built by the sequence 12 . . . n−1 where i = i − 1 for 1 in − 1.
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