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Abstract
We develop a model for a rich dynamics of a flock in a marginalized ordering
state. The aim is to present an inter-individual coordination mechanism that keeps
a flock constantly ready to respond to perturbations naturally present in biological
systems. We extend the generalized Cucker-Smale model with the coupling of ac-
celeration and introduce adaptive reaction times of each bird. We regard two key
factors in the reaction times: (1) the local ordering state of each bird and (2) reac-
tion sensitivity of a flock to the neighbor’s momentum change with κ−1. We show
that our model displays innate fluctuations and rich dynamics as a reminiscent of
natural flocks due to the adaptive reaction delay. This happens without relying on
stochastic variables. We compute the correlation lengths of the fluctuations and
find that the correlation of velocity and speed is scale-free, indicating some criti-
cality of a flock. It is dynamically in a marginalized ordering states, rather than in
either an ordered or a disordered state. Surprisingly, at a large value of κ−1 (i.e.,
reaction sensitivity is high), the transition occurs from the standard diffusion to
the super-diffusive Levy flights by increasing the strength of the velocity alignment.
Our results indicate that the emergence of the long-term behaviors such as Levy
flights can also be explained in terms of the inter-individual interaction that makes
the system in a marginalized ordering state.
1 Introduction
Natural flocks exhibit complex behavioral patterns in free space that are resultants of the
incessant adaption to internal or external perturbations. They instantaneously change
their aerial displays and directions of motions while they maintain behavioral properties
such as orderness and cohesion at high levels. These aspects of collective dynamics have
been explained by distinct physical models. The standard models, Vicsek (discrete) and
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Cucker-Smale (continuum) models, describe the emergence of the globally ordered states
by a simple inter-individual rule: birds move at a constant speed and align their headings
to be the average of those of their neighbors [7, 5]. When the level of random perturbations
changes, the system can undergo kinetic order-disorder phase transition [15]. The level
of random perturbations in the model serves as an analogy for the temperature. As to
coherence, there are multiple numerical and experimental evidences explaining how a flock
achieves such strong coherence. It is found that the inter-individual interaction is based on
a topological distance rather than a metric distance [25, 26]. In addition, animal groups
transfer information with a linear and no-damped velocity across the whole group in order
to maintain the strong cohesion.
Due to the dynamic nature of flock behaviors, fluctuations at a certain level are always
present in the measured field data. Started from localized behavioral fluctuations, the in-
dispensable information such as imminent changes of directions or attacks of predators
propagates across the group. If the noise level is too low, the group is “overly-stable”, in-
sensitive to the behavioral changes of the neighbors. In this state, the spatial correlation
of the group becomes close to zero; on the other hand, if the noise level is too high, the
correlation is also zero. It is remarkable that the correlations of natural flocks are scale-
free, indicating that they behave as critical systems in that they are constantly ready to
respond maximally to the environmental perturbations [14]. However, in the most models
the innate fluctuations is assumed to be a stochastic variable, and the level of fluctuation
is arbitrarily controlled by a free parameter to elicit the kinetic order-disorder transi-
tion. Further, results from most models are obtained with the typical periodic boundary
conditions, thus they cannot be directly compared with the correlation lengths from the
experimental data that depends on various finite group size in free space. As a result, few
models can predict characteristics of natural flocks as critical systems, such as the max-
imal collective response via scale-free correlation. An interesting question of what type
of inter-individual coordination mechanism causes the scale-free spatial correlation in a
flock has not been answered as far as we know.
Szabo et al propose a Vicsek-type model with coupling the responses of a bird to
neighbors’ accelerations [15]. By increasing a free parameter that determines the relative
contribution of the acceleration feedback to the velocity, one can raise the degree of
disorder to a given noise level. The order-disorder phase transition occurs at the critical
value of the parameter. This result indicates that reactions to accelerations play a role in
determining the dynamic states of natural flocks. As Szabo et al. argue, the inclusion of the
acceleration in the standard Vicsek model can make collective motions richer as natural
flocks. However, the underlying coordination mechanism of the acceleration feedback is
still not clearly known. In addition, although the adaptive responses to environments are
important to elicit the maximal response from the flock, a reaction time, i.e., the time
between the perception of the neighbors’ momentum changes and the resultant behavioral
change of a bird, is fixed as unity for all cases. Unlike this, reaction times typically vary
not only from bird to bird but also from flock to flock. We will show in this study adaptive
reaction to acceleration is essential for rich dynamics in a marginalized order state, not
just reaction to the acceleration.
The long-term behaviors of animal groups such as Brownian motions and Le´vy flights
in another active research area [16, 17, 18, 19, 20]. Le´vy flights consist of tumbles (short
random movements) and runs (long trajectories) and has been noted for the potential
statistical description of foraging movements. Most research has been done within the
frame work of stochastic models or probabilistic mean-field equations [21]. For example,
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Fedotove et al. investigated the emergence of Levy flights using a random-walk model
that includes collision interaction between individuals [22]. However, there has been little
attempt to examine the emergence of Levy flights within the standard models of flocks
for collective motions such as the Vicsek and Cucker-Smale models. We will hypothesis
that the inter-individual coordination mechanism that maintain the scale-free correlation
of a flock can lead to the emergence of Levy flights in the long-term dynamics.
In this study, we develop a model to investigate the collective motions of a flock in free
space when individuals react to the change of momentum in their neighbors. The model
is based on the generalized Cucker-Smale model and the individual reaction times depend
the local orders of neighbors. We study the relation between adaptive reaction delays and
the consequent fluctuations of a group around the mean values of macroscopic variables.
In addition, we show the transition occurs from a Brownian motion to a super-diffusive
Levy flight by changing the strength of the velocity alignment at the short reaction time
regime. Understanding the origin of the dynamic characteristics of a flock will provide
new insights into the collective behaviors of active particles.
2 Model
2.1 Evolution equation
2.1.1 Generalized Cucker-Smale model
We consider a flock of N birds in a two-dimensional free space. Each bird adjusts its
direction according to the directions of its immediate neighbors within a radius r0 (the
interaction radius) while converging its speed to v0. The behavior of bird i is described
by its position xi and velocity vi, i = 1, · · · , N , which moves according to a generalized
Cucker-Smale model [23, 24]:
dxi
dt
= vi,
dvi
dt
=
H1
N
N∑
j=1
g(sij)(vj − vi) + α(v
2
0 − |vi|
2)vi −∇iφ(xi) (1)
where H1 tunes the strength of the orientational alignment, and α is a constant for the
synchronization of speed. The communication rate is given as [5, 6]
g(sij) =
1
(1 + s2ij)
2
, (2)
where sij is the distance between two birds i and j: sij = |xj − xi|. We regard that
the communication rate depends on the metric distance and gradually decays with the
distance. The topological distance can be also used in this model [25, 26]. The convergent
speed of a flock under the damping effects of the air drag, etc. is assumed to be v0 = 1
[27, 28], and the constant α = 0.2 for all simulations, which will not qualitatively alter
the simulation results. The gradient ∇i is taken with respect to xi.
Finally, we introduce a generalized Morse potential in order to keep group members
bounded in free space, since we consider non-periodic boundary conditions in this model.
The pair-potential between two birds i and j is given as
φ(xi) =
N∑
j=1
Cre
(−|xj−xi|/lr) + C1|xj − xi|
3 − C2|xj − xi|
2 (3)
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where lr is an effective distance of the repulsion and Cr is the strength of the short-range
repulsion. The cubic potential wall is used for the long-range attraction, and C1 and C2 are
constants that specifies the length scale of the attraction. The inter-individual distance is
bounded by the rough estimate of C2/C1. In our simulations, we fix the values of r0 = 0.6,
lr = 0.05 and Cr = 1.54 for all cases.
2.1.2 The extension of the model: order-dependent reaction time
For the purpose of this paper, we extend the prescribed Cucker-Smale model to include
an additional term that reflects the reaction time of a bird i to acceleration of other birds
j in its neighbor.
Then the equation Eq. (1) becomes [23, 24]:
dxi
dt
= vi,
dvi
dt
=
H1
N
N∑
j=1
g(sij)(vj − vi) + α(v
2
0 − |vi|
2)vi −∇iφ(xi)
+
H2
N
N∑
j=1
gij(s¯ij)
dvj(t− τi)
dt
(4)
where H2 is a constant. Unlike the spontaneous adjustment of each bird to velocities of
other birds j, it takes time for a bird i to react to the momentum changes of neighbors
[12]. We define the reaction time τi as the time taken by bird i to consequentially change
its velocity after it perceives the accelerations of birds in its neighbor. The barred notation
is used to indicate quantities computed at the delayed time t− τi: s¯ij = |x¯j − x¯i|, x¯i(t) =
xi(t− τi), and x¯j(t) = xj(t− τi).
More precisely, a reaction time consists of two key ingredients: (1) the local order
in a neighbor of bird i, Ri, and (2) the reaction sensitivity of a flock to the neighbor’s
momentum change, κ−1 (or κ is insensitivity):
τi = κ (1− Ri) (5)
where κ is a constant. The local ordering around bird i is measured in terms of the variance
of velocities of birds j within a radius r0,
Ri =
1
1 + fi
(6)
where fi = βVar{vj} and β is a constant. For each bird i, fi quantifies the fluctuation
around the local mean velocity of the flock. Note that Ri is one in a perfect alignment
(fi = 0) and approaches zero as disorderness decreases (fi →∞). We will use β = 10 for
all simulations. Eq. (5) states that there is a spontaneous reaction (τi = 0) when the flock
is perfectly aligned (Ri = 1) [13]. This condition mathematically causes Eq. (4) unstable.
It is also physically impossible due to the inertial effect. On the other hand, when the
alignment of a group is completely random (Ri = 0), the reaction time is finite, τi = κ.
As the magnitude of τi increases, the response of a flock becomes stable but slow, and
insensitive to others momentum changes (see Appendix A for details of a simple stability
analysis in terms of κ). The overall order parameter is computed as the average of the
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(a) (b) (c)
Figure 1: Velocities of individuals of a flock when N = 1000 by varying the order parameter
R: (a) R = 0.19, (b) R = 0.56, and (c) R = 0.96. The velocity vectors are scaled to one
for clarity. Parameters are the same as in Fig. 3.
local orders [29, 30, 31]
R =
1
N
N∑
i
Ri (7)
Let us introduce two characteristic parameters. Since we study the flocking dynamics
in free space with the non-periodic boundary conditions, the size of a flock varies in space
and time. To quantify the group size, we measure in a two dimension the average of
distances between an arbitrary bird and the center of mass of a flock:
G =
1
N
N∑
i=1
|xj − x0|. (8)
where x0 =
∑
xi/N is the mean location of a flock.
A group speed is computed by the speed of the center of mass of the flock as
U =
1
N
∣∣∣∣∣
N∑
i
vi
∣∣∣∣∣ (9)
We want to remark that if the unity of velocities is assumed, the group speed U can be
used as a measure of the overall orientational alignment of a flock. In this case, it is same
as the term called polarization in the literature [13, 14].
The velocity fields of a flock at values of the order parameter R are shown in Fig.
1. The number of birds is N = 1000 in each case and the vectors are scaled to one for
clarity. The corresponding group speed U and the size G are indicated in each panel. At
R = 0.19, the directions of the velocities are almost randomly distributed. Due to this
randomness, the corresponding speed of the center of mass becomes very small, U = 0.04.
When R = 0.56, birds form a coherent group with some global ordering. It is clearly
shown that when the order parameter is close to 1, i.e., R = 0.96, birds move coherently
in the same direction with the strong ordering. The group speed accordingly increases,
U = 0.98.
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Figure 2: Time evolution of a flock without the acceleration feedback in Eq. (1) when
N = 1000 and H1 = 0.1, C1 = 1.5 × 10
−7, and C2 = 0. Velocity fields of a flock at (a)
t = 100, (b) t = 200, and (c) t = 300. Dynamic state variables of (d) R, (e) U , and (f) G
as a function of time.
3 Results and Discussion
3.1 Collective motions of a flock
In this section, we use the typical values of the bird number N = 1000, the strength of
the velocity H1 = 0.1, and the strengths of the potential C1 = 1.5× 10
−7 and C2 = 0.
We numerically solve Eq. (1) with the setting parameters of H1 = 0.1, C1 = 1.5×10
−7,
and C2 = 0. We assume that birds are randomly distributed at the initial time. Fig. 2(a)-
(c) shows the velocity fields of a flock at different times, (a) t = 100, (b) t = 200, and (c)
t = 300. The number of birds is N = 1000 and the vectors are scaled to one for clarity. It
is clear from Fig. 2(a) that birds converge to a steady state at an early time. Velocities
are all aligned in the same direction and the shape of a group is in an almost perfect
circle. At the same time, Fig. 2(d)-(f) show that the characteristic variables R, U and G
also converge fast to the constant values: the velocity field is well ordered and R = 1; the
group velocity U = 1 and the group size G = 3.5 for the most of time. Without showing
any fluctuations, the behavioral state of the individuals is “overly-stable” and each bird
is insensitive to the momentum perturbations of neighbors, leading to the dull flocking
dynamics as in Fig. 2(a)-(c). For this reason, Vicsek-type models include an artificial
stochastic term as a parameter to elicit the kinetic order-disorder transition of a flock.
Note that in such standard flock models, this“overly-stable” behavioral pattern is also
expected at a given noise level.
To show the effect of the adaptive acceleration feedback that depends on the local
orders, we now numerically solve Eq. (4) with H2 = 0.12 and κ = 800 and the same
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Figure 3: Time evolution of a flock with the acceleration feedback in Eq. (4) when H2 =
0.12 and κ = 800, and other parameters are the same as in Fig. 2. Velocity fields of a
flock at (a) t = 100, (b) t = 200, and (c) t = 300. Dynamic state variables of (d) R, (e)
U , and (f) G as a function of time.
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setting parameters in Fig. 2. The value of reaction insensitivity κ is chosen large to be
weakly coupled with the acceleration feedback so that the global order is maintained
near one as in Fig. 2. (See Supplementary Information Movies for the collective dynamics
with the strongly coupled acceleration, when κ = 100.) The results are shown in Fig. 3.
Fig. 3(a)-(c) show the velocities of a flock at different times, (a) t = 100, (b) t = 200,
and (c) t = 300. Unlike the case in Fig. 2(a)-(c), the flock shows the markedly variable
shape and density with time. Also, at a given time, it is in lower density in one part; it
is less ordered in another part with more conflicting flows. These are reminiscent of the
complex behaviors of a natural flock. As shown in Fig. 3(d), this happens while the order
R constantly fluctuate near the perfectly aligned state at R = 1 and never converges to it.
We also obtain the time evolution of the speed and the size of the flock, respectively in Fig.
3(e) and (f). It is seen considerable the fluctuations of U and G around the mean values,
accompanied by that of the global order R. Compared to the case in Fig. 2, we term this
state of a flock as marginalized ordering states. The origin of these innate fluctuations in
the state variables is the coupled dynamics of the ordering of a flock with the reactions of
birds. When a flock is in an ordered state (Ri = 1), the reaction becomes instantaneous
(τi = 0). This makes the system unstable mathematically (fi = ∞) and drives it to
a disordered state physically (Ri = 0). Consequently, the reaction time increases and
stabilizes the system. Then the stabilized system pursues alignment again. During this
balancing cycles, fluctuations around the mean values are generated while maintaining
orderness and cohesion at a certain level.
The behavioral dynamics of a flock also depends on the insensitivity κ, which may differ
from flock to flock. Fig. 4(a) shows the time-dependent evolution of the order parameter
R at the different values of κ = 100 and 1000. The used parameters are the same as in
Fig. 3 except the variable κ. When the reaction insensitivity is low, κ = 100, the responses
of a flock are quicker, so the mean order becomes smaller (〈R〉 = 0.73), compared with
the case at κ = 1000 (〈R〉 = 0.94). Also it is clearly seen the magnitude of fluctuations
becomes larger. The effects of κ on the time-averaged order 〈R〉, the speed 〈U〉, and the
group size 〈G〉 are seen in Fig. 4(b)-(d). Fig. 4(b) shows that a flock is more ordered
when the reaction delay becomes longer, i.e., the sensitivity decreases. The red dotted
lines in (b)-(d) indicate the standard deviation from the time-averaged data. In this case,
the coupled acceleration becomes negligible and the collective dynamics is similar to the
“overly-stable” dynamics of a flock observed in the standard models of Vicsek and Cucker-
Smale. On the other hand, when the reaction becomes instantaneous with no delay, the
system becomes less ordered and more fluctuated (see the wider deviations in red dotted
lines), as discussed in Fig. 4(a). A few observations are worthy to note: (i) There is a
relation between values of 〈U〉 and 〈G〉; the smaller group travels faster than the larger
group on average. (ii) Another relation is seen between 〈R〉 and 〈U〉 when κ is large;
the smaller (denser) group is better ordered compared to the larger (diluter) group. This
behavioral feature is commonly observed in natural flocks; a bird flock has primarily two
states, a disordered state of low density and a well-aligned state characterized by high
density [32]. Finally, (iii) there is a specific value of κ that corresponds the minimum
group speed 〈U〉 and the maximum group size 〈G〉, the point below which the effect of
the coupled acceleration term is dominant. All three averages 〈R〉, 〈U〉, and 〈G〉 were
obtained by 〈·〉 = 1
tf
∫ tf
0
· dt, where the total simulation time is tf = 10000.
To show the nature of the fluctuations around the mean velocities, we consider the
correlation function of the velocity fluctuations. The correlation function measures how
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Figure 4: (a) Time evolution of the order parameter by varying the coefficient of the
reaction time, κ. The time-averaged values of (b) the order parameter 〈R〉, (c) the group
speed 〈U〉, and (d) the group size 〈G〉, as a function of reaction insensitivity κ. The
parameter setting is the same as in Fig. 3 except the variable κ. The red dotted lines in
(b)-(d) indicate the standard deviation from the time-averaged data.
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Figure 5: The correlation functions with respect to the inter-individual distance r for
velocities (a) and for speeds (b). The correlation length as a function of the group size G
for velocities (c) and for speeds (d). The correlation length ξ, i.e., the zero point in the
correlation function, C(r = ξ) = 0, is denoted in (a) and (c). The data of 1000 points
are sampled at the equal intervals from one simulation run when tf = 20000 and the
parameter setting of the simulation is the same as in Fig. 3. For the velocity correlation
in (a) and (c), Pearson’s correlation test gives n = 100, r = 0.69, p = 0. For the speed
correlation in (b) and (d), Pearson’s correlation test gives n = 100, r = 0.72, p = 0. Note
that the linear relation is strong where r > 0.7
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much two velocity fluctuations at a distance r are correlated [14].
C(r) =
1
c0
∑
ij ui · ujδ(r − rij)∑
ij δ(r − rij)
(10)
where δ(r− rij) is a smoothed Dirac δ-function selecting pairs of birds at mutual distance
r and c0 is a normalization factor such that C(r = 0) = 1. The fluctuation around the
mean flock’s velocity is
ui = vi −
1
N
N∑
k=1
vk (11)
where the sum of the fluctuations around the mean group velocity is zero
∑
ui = 0 by
definition. Using our model in Eq. (4), we compute the correlation function and corre-
lation length of velocities. The correlation length can be defined at the point satisfying
the correlation function is zero, C(r = ξ) = 0 and it is denoted in Fig. 5(a). The cor-
relation length gives good estimates of the average sizes of the correlated domains. Fig.
5(b) presents the relation between the group size G and the correlation length ξ and
confirms the linear proportionality as reported in the experiments of Cavagna et al. [14].
This comparison of simulation results with the experimental data for the correlation was
possible since our model assumes neither periodic boundary conditions nor unit speeds
as typical models. We can say that the dynamics of Eq. (4) gives the scale-free relation
of velocity fluctuations without relying on any stochastic variables. The linear relation
between the group size and the correlation length is also obtained in speeds fluctuations
in Fig. 5(c)-(d).
3.2 Long-term behaviors of a flock
We further investigate the long-term evolution of our model [19, 33, 34, 35]. We focus on
the moving path of the center of mass of a flock when N = 100. The center of mass of a
flock is computed by Xc =
1
N
∑
xi
Fig. 6 shows the trajectory of the center of mass of a flock in free space. The birds
initiate their flight at (0, 0). Their center of mass has been traced until the final time
tf = 2 × 10
6. In this long-time simulation, we use the small number of birds, N = 100.
Other parameters are C1 = 7.3× 10
−6, C2 = 3.3× 10
−5, and κ = 8, and otherwise values
are the same as in Fig. 3. We notice that the number of birds affects the length and
time scales in the long-term dynamics. When the number of birds in a flock is decreased,
the strength of attraction (C1 and C2) should be increased in order to hold them in a
bounded area with the equal density in open space. Also, since reaction times increases in
a smaller flock (deviation fi is relatively large), the insensitivity of κ should be accordingly
reduced to have similar time scales with the case of the larger flock. The results in Fig.
6 demonstrate a smooth random walk, a Brownian motion at large temporal and spatial
scales. The inset magnifies the part in the boxed area. This suggests that a flock as a
point mass can travel in a random manner, which is generated from the local individual
alignment mechanism of a flock in our deterministic model.
To rigorously claim that the flight path in Fig. 6 performs Brownian motions, we
investigate its statistical features in Fig. 7. Two exemplary distributions of the spatial in-
crements ∆x of the center of mass are illustrated in Fig. 7(a) and Fig. 7(b) for ∆t = 500
and ∆t = 3000, respectively. We apply the Kolmogorov-Smirnov test (KS test) to com-
pare the measured distribution of ∆x with a normal distribution function. The method
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Figure 6: Brownian-like motion of a flock. The graph is the trajectory of their center of
mass. Birds initiate their travel at (0, 0) and the final flying time is 2 × 106. The inset
shows the magnification of the boxed area. The used parameters are C1 = 7.3 × 10
−6,
C2 = 3.3× 10
−5, and κ = 8, and other parameters are same as the case in Fig. 3.
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Figure 7: Distributions of the spatial increments for (a) ∆t = 1000 and (b) ∆t = 3000
in the case shown in Fig. 6. They are fit to a normal distribution with p-value (a) p =
0.4591 and (b) p = 0.9277 in the Kolmogorov-Smirnov (KS) test. (c) An approximate
proportional relation is 〈∆x2〉 ∼ ∆t2H with H = 0.48 < 0.5. This means the random walk
is actually close to a fractional Brownian motion which is weakly sub-diffusive.
calculates maximum distance between the two curves and estimates p-values. The p-values
obtained from the data in Fig. 7(a) and Fig. 7(b) are p = 0.4591 and p = 0.9277, respec-
tively, which are greater than the conventional confidence level 0.1. Results indicate that
the data likely fit a normal distribution. In addition to KS test, we verify if a proportional
relation 〈
∆x2
〉
∼ ∆t2H , 0 < H < 1 (12)
is held. This proportional relation between temporal and spatial scales is known to char-
acterize a generalized Brownian motion. The fitted log-log graph in Fig. 7(c) shows that
the estimated value of H is 0.425(≥ 0.5), which indicates that the path is a weakly
sub-diffusive Brownian motion.
We now discuss in Fig. 8 the emergence of the Le´vy-like flight of a flock. We use the
higher strength for the bird-to-bird alignment dynamics with H1 = 0.24 to change the
behavior characteristic from Brownian motion to Levy flights. Other parameters are the
same as the case in Fig. 6. The inset shows the magnification of the boxed area. Unlike
the Brownian motion, in Fig. 8 the path of center of mass consists of clustered circling
movements interspersed by long straight segments. During the flights, birds switch from
tumbling to running, and then spontaneously switch back to tumbling (see Supplementary
material Movie 4) [36, 37, 38, 39]. It is interesting that long-term flight patterns of natural
flocks can be also created by the individual based model in Eq. (4). This strongly indicates
that the long-term behaviors of a flock may be the natural results of individual interactions
rather than results of distinct mechanisms that focus on specific behavioral patterns.
To show that the path in Figure 8 follows Le´vy flights, we adopt the method of
analyzing power law distributions proposed in [40]. According to this method, a cumulative
power-law probability distribution function of the spatial displacement is of the form:
Pr(X ≥ x) =
c
1− µ
x1−µ, x ≥ xmin (13)
where c is a normalization constant. Fig. 9 displays the distribution of the displacements
∆l measured in the flight path in Fig. 8 at every ∆t = 2200. We use the method of
13
Figure 8: Le´vy-like flight of a flock. The graph is the trajectory of their center of mass.
Birds initiate their travel at (0, 0) and continue to fly for 2 × 106. The inset shows the
magnification of the boxed area. The used parameter is H1 = 0.24, and other parameters
are the same as the case in Fig. 6. The readers are recommended to see Movie 1 in
Supplementary Information materials, which shows how a flock of birds switches from
tumbling to running, and then switches back spontaneously.
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Figure 9: Distribution of the flight length. The flight lengths are measured at every ∆t =
2200. Fittings to a heavy-tailed distribution of the flight lengths in Fig. 8 were made by
maximum likelihood methods, and a goodness of fit was tested by KS test. The distribution
is fit with the power-law distribution p(l) ∼ l−µ with µ = 2.3.
maximum likelihood and the KS test to estimate the exponent µ and the lower bound
xmin, respectively. The fitted slop in Fig. 9 indicates the power law exponent is µ = 2.3.
To check the goodness-of-fit of the power law distribution, we generate synthetic data sets
from a true power law distribution using the same µ and xmin, and calculate the p-value
as the fraction of synthetic data sets that pass the KS test. Since p = 0.32 (≥ 0.1) is
obtained from this procedure, we can conclude that the Le´vy flight is a plausible fit to
the flight path in Fig. 9.
4 Conclusion
We investigate the effects of adaptive reaction delays on the behaviors and the ordering
states of a flock, using a generalized Cucker-Smale model. We find that the reaction be-
tween orientational orders and reaction times is the key factor to create a variety of behav-
ior patterns similar to those found in natural flocks [41, 42, 43]. Since the instant reaction
of birds with no delay induces instability, such adaptive reaction time prevents the sys-
tem from converging into a perfectly-ordered state and retains the system in marginalized
ordering states. Further we show that both Brownian motion and Levy flights naturally
occur in our model and their emergence can be understood in the context of individual
interactions, not in the context of specific goal-seeking behaviors [21]. Results indicate
that our model may be used in exploring the long term behaviors of a flock in terms of
local interactions of birds without relying on nonphysical stochastic effects.
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Appendix A: Linear stability analysis of two-birds sys-
tem
Equation (4) with the reaction time τi in response to the acceleration is one example
of neutral delay differential equations, where a delay is considered in the terms with
the highest order of derivative, i.e. acceleration in our case [44, 45, 46]. In neutral delay
differential equations, even small delays can have large effects on stability of the systems
[45, 47].
Here we briefly present the standard stability analysis for the model in Eq. (4) without
the third potential term when N = 2. Given two birds, i = 1, 2, we assume that the two
birds are flying with the same velocity v1 = v2 = (v
∗
x, v
∗
y)
T , and with the same reaction
time τ1 = τ2 = τ . Let s be the distance between two birds, as |x2 − x1| = s. Note that,
since the communication function g(s) monotonically decreases, g(s) grows as two birds
are getting closer. Here we treat g(s) as a parameter, assuming that the relative position
of two birds s is fixed in the analysis.
We can reformulate the velocity part of Eq. (4) as
dv1
dt
=F(v1,v2) +G
(
dv¯1
dt
,
dv¯2
dt
)
dv2
dt
=F(v2,v1) +G
(
dv¯2
dt
,
dv¯1
dt
) (14)
where F(u,v) = H1g(s)(v−u)+α(1−|u|
2)u, G(u,v) = H2 (g(s)v), u¯(t) = u(t− τ) and
v¯(t) = v(t− τ). We set a solution of Eq. (14) around the aligned formation v1 = v2 =
(v∗x, v
∗
y)
T as
y(t) = y∗ + δy(t) (15)
where y = (v1x, v1y, v2x, v2y)
T , y∗ = (v∗x, v
∗
y, v
∗
x, v
∗
y)
T and δy is the infinitesimal displace-
ments from the equilibrium solution. Using the Taylor series expansion, the above Eq.
(14) can be linearized about the equilibrium solution as
d(δy)
dt
= J δy + Jτ
d(δy)
dt
(16)
where δy(t) = δy(t− τ). Here the Jacobian matrices J and Jτ are
J =


−H1g(s)− 2αv
∗2
x −2αv
∗
xv
∗
y H1g(s) 0
−2αv∗xv
∗
y −H1g(s)− 2αv
∗2
y 0 H1g(s)
H1g(s) 0 −H1g(s)− 2αv
∗2
x −2αv
∗
xv
∗
y
0 H1g(s) −2αv
∗
xv
∗
y −H1g(s)− 2αv
∗2
y


and
Jτ =


0 0 H2g(s) 0
0 0 0 H2g(s)
H2g(s) 0 0 0
0 H2g(s) 0 0

 .
We seek exponentially growing solutions of (16) of the form
δy(t) = eλtw, w 6= 0 (17)
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where λ is complex and w is a vector whose components are complex. Putting Eq. (17)
to Eq. (16) gives a characteristic equation with respect to λ as
0 =det(J+ λeλtJτ − λI)
=λe−4λτ (eλτ −H2g(s))(λH2g(s) + λe
λτ + 2H1g(s)e
λτ + 2αeλτ )
(−λH2g(s) + λe
λτ + 2αeλτ )(λH2g(s) + λe
λτ + 2H1g(s)e
λτ + 2αeλτ )
(18)
where I is a 4× 4 identity matrix. The five factored equations for the eigenvalues in (18)
are
0 = λe−4λτ (19)
0 = eλτ −H2g(s) (20)
0 = λH2g(s) + λe
λτ + 2H1g(s)e
λτ + 2αeλτ (21)
0 = −λH2g(s) + λe
λτ + 2αeλτ (22)
0 = λH2g(s) + λe
λτ + 2H1g(s)e
λτ + 2αeλτ (23)
Let λRemax denote the largest value of the real part of eigenvalues of the linearlized system.
For the system to be stable, λRemax should be nonpositive. One can confirm that no positive
solution of the real part of the eigenvalue exists from the below three equations (21),(22)
and (23). From the first two equations (19) and (20), we have
λRemax =
{
0, if g(s) ≤ 1/H2,
log(H2g(s))/τ, otherwise.
(24)
Fig. 10 plots the maximum eigenvalue with respect to the communication rate g(s).
The value of λRemax bifurcates from a neutral state to an unstable one at a critical value
g(s) = 1/H2, and the system is unstable when g(s) > 1/H2. Since the communication rate
g(s) monotonically decreases with s, the trajectories of the two birds become unstable
when s < sT where g(sT) = 1/H2. The slope at the critical point indicates how likely a
perturbation is to occur in a flock. From Eq. (24), the slope is obtained from
∂λRemax
∂g(s)
∣∣∣∣
g(s)=1/H2
=
H2
τ
(25)
Since the slope is inversely proportional to τ , when the reaction time τ is reduced, it
becomes steeper as shown in Fig. 10. Due to the instability at this high slope, the innate
perturbations are particularly easy to be induced in a flock.
This analysis gives an insight about how birds in a large flock behave with the reaction
time. Once the birds or part of them drift away from ordered states, a longer delay in
feedback is recovered and it stops deterring alignment. This is the main factor to create
rich dynamics of the model in Eq. (4) and the flocking mechanism of a marginalized
ordering state.
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g(s)
0
m
ax
Re
1/H2
 = 1/4
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 = 4
Figure 10: Maximal eigenvalue according to the communication rate g(s), where s is a
distance between two birds |x2 − x1| = s.
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