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Abstract
We establish the local well-posedness for a new periodic integrable equation. We show that the
equation has classical solutions that blowup in finite time as well as classical solutions which exist
globally in time.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Recently, Degasperis and Procesi [10] studied the family of spatially periodic third order
dispersive partial differential equations
ut + c0ux + γ uxxx − α2utxx =
(
c1u
2 + c2u2x + c3uuxx
)
x
, (1.1)
where α, c0, c1, c2, and c3 are real constants. They found that there are only three equations
that satisfy the asymptotic integrability condition within this family: the KdV equation, the
Camassa–Holm equation and one new equation.
With α = c2 = c3 = 0 in Eq. (1.1), we find the well-known Korteweg–de Vries equa-
tion which describes the unidirectional propagation of waves at the free surface of shallow
water under the influence of gravity: u(t, x) represents the wave height above a flat bot-
tom, x is proportional to distance in the direction of propagation and t is proportional to
the elapsed time. The Cauchy problem of the KdV equation has been studied extensively
(see [1,14,15]), and as soon as u0 ∈H 1(S) (S= R/Z being the circle of unit length), the
E-mail addresses: mcsyzy@zsu.edu.cn, yin@maths.lth.se.0022-247X/03/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00250-6
130 Z. Yin / J. Math. Anal. Appl. 283 (2003) 129–139solution of the KdV equation is global (see [16]). The KdV equation is completely inte-
grable (see [17]).
For c1 = − 32c3/α2 and c2 = c3/2, Eq. (1.1) becomes the Camassa–Holm equation,
modelling the unidirectional propagation of shallow water waves over a flat bottom, with
u(t, x) standing for the fluid velocity at time t 0 in the spatial x direction (see [2]).
The Camassa–Holm equation is structurally very rich. It is a re-expression of geodesic
flow on the diffeomorphism group of the circle (cf. [18]) and actually the Least Action
Principle holds in the configuration space [7] for the Lagrangian formulation of the water
wave problem described by the Camassa–Holm equation. The Camassa–Holm equation
has a bi-Hamiltonian structure [13] and is completely integrable [8] (see [11] for a detailed
treatment of the Camassa–Holm hierarchy). The equation has global solutions [3,4] and
also solutions which blow-up in finite time [4–6]. For further aspects of the Camassa–
Holm equation we refer to the discussions in [12].
With c1 =−2c3/α2 and c2 = c3 in Eq. (1.1), by rescaling, shifting the dependent vari-
able and applying a Galilean boost (cf. [9]), we find the following new equation{
ut − utxx + 4uux = 3uxuxx + uuxxx, t > 0, x ∈R,
u(0, x)= u0(x), x ∈R,
u(t, x + 1)= u(t, x), t  0, x ∈R,
(1.2)
which has a similar form to the Camassa–Holm shallow water wave equation. The integra-
bility of Eq. (1.2) is obtained in [9] by constructing a Lax pair. The bi-Hamiltonian structure
and an infinite sequence of conserved quantities are also obtained in [9]. The equation ad-
mits exact peakon solutions analogous to the Camassa–Holm peakons (see [9]). Despite
the similarities to the Camassa–Holm equation, we would like to point that Eq. (1.2) is
truly different. The reason for this is that the isospectral problem for Eq. (1.2) is
ψx −ψxxx − λyψ = 0
(cf. [9]), while the isospectral problem for the Camassa–Holm equation is
ψxx = 14ψ + λyψ
(in both cases y = u− uxx) (cf. [2]). Another indication of the fact that there is no simple
transformation of Eq. (1.2) into the Camassa–Holm equation is the entirely different form
of the conservation laws for the two equations (see [2,9]). Let us also point out that no
physical derivation of Eq. (1.2) is (yet) available. We are also not aware of a geometric
interpretation of Eq. (1.2). Despite these shortcomings, Eq. (1.2) is still very interesting as
it presents a quite rich structure.
The Cauchy problem for Eq. (1.2) has not yet been discussed. The aim of this paper
is to prove local well-posedness of strong solutions to Eq. (1.2) for a large class of initial
data, to get a blow-up criterion, and to show that global classical solutions exist.
Our paper is organized as follows. In Section 2, we prove the local well-posedness of
the initial value problem associated with Eq. (1.2). In Section 3, we give an explosion
criterion of strong solutions to Eq. (1.2) with odd initial data. In the last section, by a
method similar to the one devised in [6] for the Camassa–Holm equation, we prove that
Eq. (1.2) has strong solutions which exist globally in time, provided that the initial data
satisfy certain sign conditions. It is well known that all solutions of the KdV equation
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for KdV rely on its conservation laws. For the Camassa–Holm equation the existence of
global solutions was obtained in [4] using an argument based on conservation laws. For the
Eq. (1.2), we can prove the global existence of strong solutions for a large class of initial
data. The proof requires more information than that encompassed in the conservation laws.
In the following proofs where the methods are similar to those in [19], we give only an
outline and refer to [19] for the full details.
2. Local well-posedness
In this section, we establish the local well-posedness for the Cauchy problem of
Eq. (1.2) in Hr(S), r > 3/2 with S= R/Z (the circle of unit length).
Let us first introduce some notation. Let [A,B] = AB − BA denote the commutator
of the linear operators A and B . Let ‖ · ‖X denote the norm of the Banach space X and
‖ · ‖r denote the norm of Hr(S), r ∈ R. Let X and Y be Hilbert spaces such that Y is
continuously and densely embedded in X and letQ :Y →X be a topological isomorphism.
L(Y,X) denotes the space of all bounded linear operators from Y to X (L(X), if X = Y ).
Note that Eq. (1.2), analogous to the case of the Camassa–Holm equation (cf. [2]), can
be written in Hamiltonian form and has the invariants (cf. [9]):
E(u)=
∫
S
u3 dx, F (u)=
∫
S
(u− uxx) dx. (2.1)
With y := u− uxx , Eq. (1.2) takes the form of a quasi-linear evolution equation of hyper-
bolic type:{
yt + uyx + 3uxy = 0, t > 0, x ∈R,
y(0, x)= u0(x)− ∂2xu0(x), x ∈R,
y(t, x)= y(t, x + 1), t  0, x ∈R.
(2.2)
We also note that if G(x) := cosh(x − [x] − 1/2)/(2 sinh(1/2)), where [x] stands for the
integer part of x ∈ R, then (1 − ∂2x )−1f = G ∗ f for all f ∈ L2(S) and G ∗ y = u (we
denote by ∗ the convolution). Using this identity, we can rewrite Eq. (2.2) as

ut + uux =−∂xG ∗
( 3
2u
2), t > 0, x ∈R,
u(0, x)= u0(x), x ∈R,
u(t, x)= u(t, x + 1), t  0, x ∈R,
(2.3)
or in the equivalent form

ut + uux =−∂x
(
1− ∂2x
)−1( 3
2u
2), t > 0, x ∈R,
u(0, x)= u0(x), x ∈R,
u(t, x)= u(t, x + 1), t  0, x ∈R.
(2.4)
Theorem 2.1. Given u0 ∈Hr(S), r > 3/2, there exists a maximal T = T (u0) > 0, and a
unique solution u to Eq. (1.2), such that
u= u(·, u0) ∈ C([0, T );Hr(S))∩C1([0, T );L2(S)).
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Hr(S)→ C([0, T );Hr(S))∩C1([0, T );L2(S)) is continuous. Moreover, the maximal ex-
istence time T may be chosen independent of r in the following sense. If u = u(·, u0) ∈
C([0, T );Hr(S))∩ C1([0, T );Hr−1(S)) solves Eq. (1.2), and if u0 ∈ Hr ′(S) for some
r ′ = r, r ′ > 3/2, then u ∈ C([0, T );Hr ′(S)) ∩ C1([0, T );Hr ′−1(S)) with the same T . In
particular, if u0 ∈H∞(S)=⋂r0 Hr(S), then u ∈C([0, T );H∞(S)).
Proof. For u ∈ Hr(S), r > 3/2, we define the operator A(u) = u∂x . Analogous to
Lemma 2.1 in [19], we have that A(u) is quasi-m-accretive, uniformly on bounded sets
in L2(S). One can also check (see Lemma 2.2 in [19]) that A(u) ∈L(Hr(S),L2(S)) and
‖(A(u)−A(z))w‖0  µ1‖u− z‖0‖w‖r , u, z,w ∈Hr(S).
Define B(u)= [(1− ∂2x )r/2, u∂x](1− ∂2x )−r/2 for u ∈Hr(S). Analogous to Lemma 2.3
in [19], we get B(u) ∈L(L2(S)) and
‖(B(u)−B(z))w‖0  µ2‖u− z‖r‖w‖0, u, z ∈Hr(S), w ∈ L2(S).
Let us introduce f (u) = −∂x(1 − ∂2x )−1( 32u2). Then, (see Lemma 2.4 in [19]) f is
bounded on bounded sets in Hr(S), and satisfies
(a) ‖f (u)− f (z)‖r  µ3‖u− z‖r , u, z ∈Hr(S),
(b) ‖f (u)− f (z)‖0  µ4‖u− z‖0, u, z ∈Hr(S).
Set Y =Hr(S), X= L2(S), and Q= (1− ∂2x )r/2. Obviously, Q is an isomorphism of Y
onto X. Applying Kato’s theory for abstract quasilinear evolution equation of hyperbolic
type (see [14]) we can obtain the local well-posedness of Eq. (1.2) in Hr(S), r > 3/2,
with u ∈ C([0, T );Hr(S)) ∩C1([0, T );L2(S)). Note that Eq. (2.4) implies that du/dt ∈
Hr−1(S), so u actually belongs to C([0, T );Hs(S))∩C1([0, T ); Hr−1(S)).
Moreover, analogous arguments to [15] (see Lemmas 3.1–3.3) and to [19] (see Theo-
rem 2.3) yield that the maximal T may be chosen independent of r . This completes the
proof of Theorem 2.1. ✷
3. Blow up
In this section, we prove that there are smooth initial data for which the corresponding
unique classical solution to Eq. (1.2) does not exist globally in time.
Theorem 3.1. Given u0 ∈Hr(S), r > 3/2, if there is a constant M > 0 such that
−ux(t, x)M, t ∈ [0, T ), x ∈ S,
where T > 0 is the maximal existence time of the corresponding solution u of Eq. (1.2),
then the solution is globally defined, i.e., T =∞.
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by y = u− uxx , and integrating by parts, we get in view of the periodicity of y and u,
d
dt
∫
S
y2 dx =−3
∫
S
y2ux dx −
∫
S
uyyx dx =−52
∫
S
y2ux dx. (3.1)
Secondly, differentiating Eq. (2.3) with respect to the spatial variable x , and multiplying
Eq. (2.3) by yx , then by means of integration by parts we obtain
d
dt
∫
S
y2x dx =−
∫
S
yxyxxudx − 4
∫
S
y2xux dx − 3
∫
S
yyxuxx dx
=−7
2
∫
S
y2xux dx +
3
2
∫
S
y2ux dx. (3.2)
Summing up Eqs. (3.1) and (3.2), we obtain
d
dt
(∫
S
y2 dx +
∫
S
y2x dx
)
=−7
2
∫
S
y2xux dx −
∫
S
y2ux dx. (3.3)
If ux is uniformly bounded from below on [0, T )× S, i.e., there is M > 0 such that
−ux(t, x)M on [0, T )× S,
then by Eq. (3.3) we obtain
d
dt
(∫
S
y2 dx +
∫
S
y2x dx
)
 7
2
M
(∫
R
y2 dx +
∫
S
y2x dx
)
. (3.4)
By means of Gronwall’s inequality, we infer that the norm in H 3(S) of the solution to
Eq. (1.2) does not blow up in finite time. Moreover, an analogous inductive argument yields
successively that the Hk(S)-norm of the solution does not blow up in finite time for all
k ∈N, 4 k  r .
In addition, applying a simple density theorem and using the fact that the solution de-
pends continuously on the initial data (cf. Theorem 2.1), we obtain that the statement holds
true also for 3/2< r < 4. This completes the proof of Theorem 3.1. ✷
Theorem 3.2. Assume that u0 ∈ Hr(S), r > 3/2, is odd and u′0(0) < 0. Then the corre-
sponding strong solution to Eq. (1.2) blows up in finite time. The maximal time of existence
is estimated from above by −1/u′0(0).
Proof. Let T be the maximal time of existence of the solution u ∈ C([0, T );Hr(S)) ∩
C1([0, T );Hr−1(S)), which is guaranteed by Theorem 2.1. Note that Eq. (1.2) enjoys of
the symmetry (u, x)→ (−u,−x), so that if u0 is odd, then u(t, ·) is odd for any t ∈ [0, T ).
Therefore, if r  3, by continuity with respect to x of u and uxx , we have
u(t,0)= uxx(t,0)= 0 for t ∈ [0, T ). (3.5)
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utx =−u2x − uuxx +
3
2
u2 −G ∗
(
3
2
u2
)
. (3.6)
Set h(t)= ux(t,0) for t ∈ [0, T ). Recalling the relation (3.5), we get
dh
dt
(t)=−h2(t)−
1∫
0
G(0− x)
(
3
2
u2(t, x)
)
dx, t ∈ [0, T ). (3.7)
Note that G ∗ ( 32u2) 0, so
dh
dt
(t)−h2(t), t ∈ [0, T ). (3.8)
Thus
0 >
1
h(t)
 1
h(0)
+ t, t ∈ [0, T ).
Consequently we obtain T −1/h(0).
For u0 ∈ Hr(S) with r > 3/2, we apply a simple density argument to prove Theo-
rem 3.2. Let un0 = e∂
2
x /nu0. If u0(x) is odd, then un0(x) is also odd. Due to u
n
0(x) ∈H 3(S),
repeating the above proof, we have
T
(
un0
)
− 1
hn(0)
,
where hn(0) = e∂2x /nu′0. Letting n→∞ and applying Theorem 2.1 we obtain T (u0) −1/h(0). This completes the proof of Theorem 3.2. ✷
Theorem 3.3. Assume that u0 ∈Hr(S), r > 3/2, is odd. If u′0(0)= 0 and u0(x) ≡ 0, then
the corresponding strong solution to Eq. (1.2) blows up in finite time.
Proof. We first consider the case u0 ∈ Hr(S), r  3. Let T be the maximal time of ex-
istence of the solution u, given by Theorem 2.1. Note that since u0 is odd, repeating the
proof of Theorem 3.2, we can also get Eq. (3.7). Due to −h2(t) 0, we have
dh
dt
(t)−
1∫
0
G(−x)
(
3
2
u2(t, x)
)
dx, t ∈ [0, T ). (3.9)
If there is some t ′ ∈ (0, T ) such that ∫ 10 G(−x)( 32u2(t ′, x)) dx = 0, then we have u(t ′, x)≡
0. Using the uniqueness of strong solutions given by Theorem 2.1, it follows that u0(x)≡ 0.
This contradicts the assumption u0(x) ≡ 0. Thus, in view of the nonnegative properties of
G and u2 we obtain that dh
dt
(t) < 0 from Eq. (3.9), i.e., h(t) is strictly decreasing on [0, T ).
Since h(0)= 0, it follows that h(t0) < 0 for some t0 ∈ (0, T ). Solving Eq. (3.8), we obtain
0 >
1  1 + t − t0, t ∈ [t0, T ).h(t) h(t0)
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Applying a simple density argument and Theorem 2.1 like in the proof of Theorem 3.2,
we obtain that the result of Theorem 3.3 also holds true for 3 > r > 3/2. This completes
the proof of Theorem 3.3. ✷
4. Global existence
In this section, we will show that there exist global strong solutions to Eq. (1.1) provided
the initial data u0 satisfies certain sign conditions.
Let u0 ∈Hr(S), r > 3/2, then there exists a unique solution to Eq. (1.2),
u ∈ C([0, T );Hr(S))∩C1([0, T );Hr−1(S))
with the maximal existence time T > 0 given by Theorem 2.1. We consider the differential
equation{
pt = u(t,p), t ∈ [0, T ),
p(0, x)= x, x ∈R. (4.1)
Lemma 4.1. Let u0 ∈ Hr(S), r > 3/2, and let T > 0 be the maximal existence time of
the corresponding solution u to Eq. (1.2). Then the Eq. (4.1) has a unique solution p ∈
C1([0, T )× R,R). Moreover, the map p(t, ·) is an increasing diffeomorphism of R with
px(t, x) > 0 for (t, x) ∈ [0, T )×R.
Proof. Due to u(t, x) ∈C1([0, T );Hr−1(S)) andHr−1(R) ∈ C(R), we see that both func-
tions u(t, x) and ux(t, x) are bounded, Lipschitz in the space variable x , and of class C1 in
time. Therefore, for fixed x ∈ R, Eq. (4.1) is an ordinary differential equation. Then well-
known classical results in the theory of ordinary differential equations yield that Eq. (4.1)
has a unique solution p ∈C1([0, T )×R,R).
Differentiation of Eq. (4.1) with respect to t yields{
d
dt
px = ux(t,p)px, t ∈ [0, T ),
px(0, x)= 1, x ∈R. (4.2)
The solution to Eq. (4.2) is given by
px(t, x)= exp
( t∫
0
ux(s,p(s, x)) ds
)
, (t, x) ∈ [0, T )×R. (4.3)
For every T ′ < T , by the periodicity in the spatial variable x and Sobolev’s embedding
theorem, we get
sup
(s,x)∈[0,T ′)×R
|ux(s, x)|<∞.
Thus, we infer from Eq. (4.3) that there exists a constant K > 0 such that px(t, x) e−tK ,
(t, x) ∈ [0, T )×R. This completes the proof of Lemma 4.1. ✷
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corresponding solution u to Eq. (1.2). Then
y(t,p(t, x))p2x(t, x)= y0(x)e−
∫ t
0 ux dx,
where (t, x) ∈ [0, T )×R and y := u− uxx .
Proof. Differentiating the left-hand side of the above equation with respect to the time
variable t , and applying the relations (2.2), (4.1)–(4.2), we obtain[
y(t,p(t, x))p2x(t, x)
]
t
= ytp2x + 2ypxpxt + yxptp2x = ytp2x + 2yuxp2x + yxup2x
= (yt + 3yux + yxu)p2x − yuxp2x =−uxyp2x. (4.4)
Since px(0, x)= 1, solving Eq. (4.4), we obtain the result of Lemma 4.2. ✷
Lemma 4.3. If u0 ∈Hr, r  3, then as long as the solution u(t, x) given by Theorem 2.1
exists, we have∫
S
u(t, x) dx =
∫
S
u0 dx =
∫
S
y(t, x) dx =
∫
S
y0(x) dx.
Proof. Note the periodicity of u and G. Integrating Eq. (2.4) by parts, we get
d
dt
∫
S
udx =−
∫
S
uux dx −
∫
S
∂x
(
G ∗ 3
2
u2
)
dx = 0.
Similarly, in view of the periodicity of y , integrating Eq. (2.3) by parts, we get
d
dt
∫
S
y dx =−
∫
S
uyx dx −
∫
S
3yux dx = 0.
Finally, due to y = u− uxx , we have∫
S
y dx =
∫
S
udx −
∫
S
uxx dx =
∫
S
udx.
This completes the proof of Lemma 4.3. ✷
Theorem 4.1. If u0 ∈Hr(S), r > 3/2, is such that (u0 − ∂2xu0) does not change sign, then
the corresponding solution to Eq. (1.2) is defined globally in time.
Proof. We consider first the case when (u0 − ∂2xu0)  0. Let u0 ∈ Hr(S), r  3, and
let T > 0 be the maximal existence time of the solution u with initial data u0 (cf. Theo-
rem 2.1). If y = u− uxx , then Lemma 4.2 ensures that if y  0 initially, then this property
will persist on [0, T ).
Given t ∈ [0, T ), due to the periodicity of u(t, x) in the x-variable, there exists at ∈
(0,1) such that ux(t, at ) = 0. Therefore, applying Lemma 4.3, for every x ∈ [at , at + 1]
we obtain
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x∫
at
u dx 
x∫
at
(u− uxx) dx =
x∫
at
y dx 
at+1∫
at
y dx =
1∫
0
y0 dx. (4.5)
Note that u = G ∗ y and y  0 on [0, T ), so that we can also infer that u  0 on [0, T ).
With K = ∫ 10 u0 dx , from (4.5) we find that
ux(t, x)−K, (t, x) ∈ [0, T )× S.
In view of Theorem 3.1, we obtain T =∞.
If u0 ∈ Hr(S) with 3/2 < r < 3, then we will use a simple density argument to prove
Theorem 4.1. If un0 = e∂
2
x /nu0, then un0 ∈ H 3 and un0 − ∂2xun0  0. In view of the above
arguments, we get
unx(t, x)−
1∫
0
un0 dx −
1∫
0
u0 dx, (t, x) ∈ [0, T )× S. (4.6)
By Theorem 2.1, we have that for every T ′ < T ,∥∥unx − ux∥∥L∞  sup[0,T ′] ‖un − u‖r → 0 as n→∞.
It follows that
ux(t, x)−
1∫
0
u0 dx, (t, x) ∈ [0, T )× S.
From Theorem 3.1, we conclude that T =∞.
For the case when (u0 − ∂2xu0) 0 with u0 ∈Hr(S), r  3, let T > 0 be the maximal
existence time of the solution u with initial data u0 (cf. Theorem 2.1). If y = u− uxx , then
Lemma 4.2 ensures that if y  0 initially, then this property will persist on [0, T ).
Using the same notation as above, we deduce that
−ux(t, x)+
x∫
at
u dx =
x∫
at
(u− uxx) dx =
x∫
at
y dx  0. (4.7)
Note that u=G ∗ y and y  0 on [0, T ), so that u 0 on [0, T ). If K = ∫ 10 u0 dx , from
(4.7) we have
ux(t, x)
x∫
at
u dx 
at+1∫
at
u dx =
1∫
0
u0 dx =K, (t, x) ∈ [0, T )× S.
Using Theorem 3.1 we obtain T =∞.
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Theorem 4.1. Let un0 = e∂
2
x /nu0. Then un0 ∈ H 3 and un0 − ∂2xun0  0. In view of the above
arguments, we get
unx(t, x)
1∫
0
un0 dx 
1∫
0
u0 dx, (t, x) ∈ [0, T )× S. (4.8)
From Theorem 2.1 we know that for every T ′ < T ,∥∥unx − ux∥∥L∞  sup[0,T ′] ‖un − u‖r → 0 as n→∞.
So
ux(t, x)
1∫
0
u0 dx, (t, x) ∈ [0, T )× S.
Thus, we infer T = ∞ in view of Theorem 3.1. This completes the proof of Theo-
rem 4.1. ✷
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