Abstract. In this paper we generalize [3] and prove that the class of accessible and saddle-conservative cocycles (a wide class which includes cocycles evolving in GLpd, Rq, SLpd, Rq and Sppd, Rq) L p -densely have a simple spectrum. We also generalize [3, 1] and prove that for an L p -residual subset of accessible cocycles we have a one-point spectrum, by using a different approach of the one given in [3] . Finally, we show that the linear differential system versions of previous results also hold and give some applications.
Motivations and overview
The question on knowing the asymptotic growth of the norm of the powers of a given matrix is a well-known exercise of linear algebra. Its Lyapunov spectrum, in terms of limit exponential behavior, which is defined by the Lyapunov exponents (i.e. logarithms of the eigenvalues) and eigendirections, are completely determined by using standard linear algebraic computations. Besides, the stability demeanor, when allowing perturbations, is a fairly understood subject (see e.g. [22] ). However, another question which is substantially harder, intends to understand the spectral properties of a given product of a collection (finite or infinite) of matrices and its stability. It is easy to see that even if we have only two matrices the spectrum can change drastically by a small change on the initial elements. We can think for instance, in combining a 2ˆ2 diagonal matrix different from the identity and also the identity matrix. The problem is reduced to the one described above, yet a small perturbation on the identity causes a substantial change in the final result, depending if we choose to keep it as a diagonal matrix or else we decide to input some rotational behavior.
In very general terms, there are mostly two ways of contextualize products of matrices: within the random framework or else within the deterministic one. In this paper we follow the deterministic viewpoint on which the deterministic behavior is established once we fix a map T in a closed manifold X, an "automatic generator matrices" defined by a map A from X into a Lie subgroup of GLpd, Rq and a mode of relating T with A (see §2.1.1 for full details). These objects are part of the language of the so-called linear cocycles (see [5, §2 and §3] ). The existence of the previous mentioned objects like eigendirections and Lyapunov exponents are guaranteed once we have a T -invariant measure on X and an integrability condition on A (cf. [33] ).
Choosing the accuracy on which we measure the size of a perturbation of the initial system will be crucial to answer the question of knowing the changes produced in the Lyapunov spectrum.
The goal of finding non-zero Lyapunov exponents is an old quest dating back to early 1980's and the work of Cornelis and Wojtkowski [15] . About twenty years ago Knill [24] proved that non-zero Lyapunov exponents are a C 0 -dense phenomena within bounded SLp2, Rq cocycles. A much sharper update was developed by Bochi [12] taking into account the pioneering ideas of Mañé [28, 29] on rotation solutions (see also [32] ). Bochi observed that, from the more accurate C 0 -generic point of view, we have the coexistence of strata on the manifold displaying positive Lyapunov exponents and hyperbolic behavior with other strata where zero Lyapunov exponents appeared (see also [13] for generalizations). Observe that Cong [14] improved the previous result for bounded cocycles obtaining that a generic bounded SLp2, Rq-cocycle is uniformly hyperbolic, i.e., has a fibered exponential separateness. As far as we know, the best result on the abundance of simple spectrum (i.e. all Lyapunov exponents are different), on a quite large scope of topologies and on the two dimensional case, is given by a recent result of Avila (see [4] ).
From the continuous-time viewpoint we have the linear differential systems or skew-product flows which are, in general, morphisms of vector bundles covering a flow. As a quintessential example, we consider a dynamics given by a smooth flow, and in this case the morphism corresponds to the action of the tangent flow in the tangent bundle. These systems are the flow counterpart of the discrete cocycles, i.e., the d-dimensional (d ě 2) linear differential systems over continuous µ-invariant flows in compact Hausdorff spaces X, where µ is a Borel regular measure. Linear differential systems are equipped with a dynamics in the base X given by a continuous flow ϕ t : X Ñ X, a dynamics in the d-dimensional tangent bundle, given by a linear cocycle Φ t : X Ñ GLpd, Rq with time t evolving on R, and a certain relation between them (see §3.1.1 for more details). This continuous-time case is somehow different from its discrete counterpart. For the L p -denseness results we recall the statement in [3] "...the results of this paper (with some appropriate changes) can be applied to the continuous-time case as well". In §3 we expose in detail those "appropriate changes" pointed by Arnold and Cong. Moreover, we give the continuous-time version for our strategy in order to obtain the L p -residuality of the one-point spectrum. We stress that any perturbation must be performed upon a given differential equation.
With respect to the continuous-time versions, in [6, 7] , it was proved the Mañé-Bochi-Viana theorem for linear differential systems. We notice out that several particular examples of genericity of hyperbolicity (exponential dichotomy) in C 0 -topology on the torus were already explored by Fabbri [16] and by Fabbri and Johnson [18] . Some approaches have been proposed for determining the positivity of Lyapunov exponents for linear differential systems (see [17, 19] ). This last result follows from the paper of Kotani [23] . We suggest [20] for a quite complete survey about these issues.
It is pretty clear that, for both discrete and continuous-time case, there exists lots of subtleties on this subject: the choice on the topology, the choice of A being bounded or continuous, the choice of whether we take the dense or the generic viewpoint. The strengthening of this thesis can be pushed forward by recalling that, by one hand, Arnold-Cong [3] and Arbieto-Bochi [1] proved that, for feeble topologies like the L p -topology (see §2.1.2), generic cocycles have zero Lyapunov exponents. On the other hand, Viana [38] proved that for stronger topologies the positive Lyapunov exponents are prevalent (see also [4] ). In between we have the Bochi-Mañé dichotomy.
If we scrutinize carefully the Arnold and Cong strategy carried out in [3] to obtain simple spectrum we observe that, besides the idiosyncrasy of the L p -topology which allows large uniform-norm perturbations by making small L p -perturbations, they used strongly two properties of the group of matrices, one from a topological and the other from a geometric nature:
(1) Topological Condition: first they needed to commingle any different directions in the fiber space which they called "the turning solution method of Millionshchikov" (see [30] ), and; (2) Geometric Condition: second, they input a small expansion in the predefined direction on which the Lyapunov exponent should grow combined with a balanced contraction to give a volume invariance.
In the present paper we considered two abstract properties of subgroups of matrices which reflect (1) and (2) above and following the insight from the L p -topology. In brief terms, the property (1) is called accessibility and was already considered in [13] (see also a related definition in [31] ) and the property (2) is called saddle-conservativeness. Once we formulate the results taking into account these two properties we derive easily that the theorems in the vein of those in [3, 1] hold for the most important families of matrices, like, e.g., GLpd, Rq, SLpd, Rq and Spp2d, Rq. This was the strongest motivation for having opted for this abstract approach.
Another aspect that may raise some doubts to the reader and we intend to clarify at once was our choice not to follow the strategy of Arnold and Cong [3] when we try to achieve the L p -denseness of the one-point spectrum. In fact, we opt to develop the argument first used in [13] allowing us to waive the ergodic hypothesis and deal with dynamical cocycles, and also allowing the approach to the infinite dimensional case. As an application, in §4.1 we apply our results to the dynamical cocycle given by the derivative of an area-preserving diffeomorphism and endowed with the L p -norm. In §4.2, we point out that for discrete L p cocycles evolving on compact operators of infinite dimension (cf. [8] ) the one-point spectrum is prevalent.
In the following table we consider an abbreviated summary of the prevalence of the different spectrums with respect to both discrete and continuous-time systems and also considering different type of topologies. This paper is organized as follows: in §2 we concern to discrete-time cocycles, where we establish the existence of an L p -residual subset of the accessible cocycles with one-point spectrum (Theorem 1) and the L p -denseness of saddle-conservative accessible cocycles having simple spectrum (Theorem 2). In §3 we treat with the continuous-time results. We state the existence of an L p -residual subset of the accessible linear differential systems with one-point spectrum (Theorem 3) and the L p -denseness of saddle-conservative accessible linear differential systems having simple spectrum (Theorem 4). Finally, in §4 we apply our results to the dynamical cocycles given by the derivative of area-preserving diffeomorphims, and to discrete cocycles evolving on compact operators of infinite dimension.
2. The discrete-time case 2.1. Definitions and statement of the results.
Cocycles and Lyapunov exponents.
Let X be a compact Hausdorff space, µ a Borel regular non-atomic probability measure and T : X Ñ X be an automorphism preserving µ. Consider the set G of the (µ mod 0 equivalence classes of) measurable maps A : X Ñ GLpd, Rq, d ě 2, endowed with its Borel σ-algebra. The Euclidean space R d is endowed with the canonic inner product. Each map A generates a linear cocycle
over the dynamical system T : X Ñ X. We set
for the composition of the maps ApT n´1 pxqq up to Apxq and, if T is invertible, A´n :" A´1pT´npxqq¨¨¨A´1pT´1pxqq.
As usual, we consider A 0 :" Id where Id stands for the dˆd identity matrix. By an abuse of language we will often identify F A and A. Let }¨} be an operator norm on the set dˆd matrices with real entries. Consider the subset G IC of G of all maps A P G satisfying the following integrability condition: ż X log`}A˘1pxq} dµ ă 8, where log`pyq " max t0, logpyqu. The multiplicative ergodic theorem of Oseledets [33] 
Proof. Fix some ǫ ą 0 and let 0 ă δ ă ǫ be such that if R 1 , R 2 P U δ :" tR P S : }R} ă δu, then R 2 R´1 1 P U ǫ . The hypothesis over S imply that for any w P RP d´1 , the evaluation map
Due to the compactness of the projective space one can write
for some m ě 1. Let u, v P RP d´1 be given with u P U δ pw i q and v P U δ pw j q for some i, j P t1, . . . , mu. Let R u , R v P U δ be such that R u w i " u, R v w j " v. There exist 1 ď k ď m and tR i u iďk , with }R i } ă ǫ, such that R k¨¨¨R1 w i " w j . Then R u,v u :" R v R k¨¨¨R1 R´1 u u " v and }R u,v } ď pm`2qǫ. We just have to consider K " pm`2qǫ.
The next definition stresses the possibility of implementing some expansion in a given direction and simultaneously compensate with a contraction so that, ultimately, it preserves the volume. We note that the expansion will be used in the sequel when we want to enlarge a certain Lyapunov exponent under a small perturbation. Definition 2.2. Let S be a closed subgroup of GLpd, Rq. We call S saddle-conservative if given any direction e P R d and δ ą 0 there exists A δ P S such that:
(1) A δ P SLpd, Rq and (2) A δ e " p1`δqe. Once we obtain an L p -residual where one-point spectrum prevails we ask if it is possible to find L p -open subsets where all Lyapunov exponents are equal. Clearly, this question is interesting if we exclude certain contexts where the problem becomes easy to solve. That is the case when we deal with cocycles evolving on isometry subgroups (like SOpd, Rq) or with cocycles evolving on compact subgroups, where we surely have one-point spectrum.
In order to reach simple spectrum similarly to [3, Theorem 4.4] we need to deal with subgroups displaying additional features. We this in mind we obtain: 
2.2.
One-point spectrum is L p -residual. The core argument in order to obtain a residual subset is by proving that a certain function related with the Lyapunov exponents of the cocycles is upper semicontinuous and that the continuity points are those with one-point spectrum. Once we have this proved we use the fact that the set of points of continuity of an upper semicontinuous function is always a residual subset (see e.g. [25] ). It was this idea that led Arbieto and Bochi [1] to improve the L p -denseness result of Arnold and Cong [3] for one-point spectrum cocycles to an L p -residual grade. In [3, Theorem 4.5] the one-point spectrum L p -prevalence among cocycles evolving on GLpd, Rq is proved. Notwithstanding we believe that the proof of Arnold and Cong can be readapted to accessible cocycles, here we obtain the proof of this result following a different approach by reformulating the arguments developed in [13] , where it was presented a strategy for equalizing the Lyapunov exponents with small perturbations in the delicate C 0 topology, and for a quite general classe of cocycles. One of the main purpose is to avoid the ergodicity condition on the dynamics over the base T : X Ñ X, which will be useful in some applications of our main results for discrete-time cocycles to dynamical cocycles (see §4.1).
In this section we start by recalling the L p -upper semicontinuity of the entropy function from Arbieto and Bochi [1] , and some elementary facts on exterior power and their relation to Lyapunov exponents. We revisit then the strategy of Bochi and Viana [13] and give the (simplified) versions of some results adapted to our L p setting. We finish the section with the proof of Theorem 1. We inform the reader that our notation differs slightly from that of [13] .
The upper semicontinuity of the entropy function. For
It was proved in [1] that A Þ Ñ Λ k pAq is upper semicontinuous for all k " 1, . . . , d, with respect to the L p -like topology, that is, for every 1 ď p ď 8, A P G IC and ε ą 0 there exists
In particular, those results hold on the restriction of Λ k to the subsets S IC and T IC of G IC .
Exterior powers.
The language of multilinear algebra is much appropriate when we want deal with several Lyapunov exponents (say k) for a cocycle A by considering consider the dual problem of studying the upper Lyapunov exponent of the k th exterior product of A. Let us recall now some basic definitions. For details on multilinear algebra of operators see Arnold's book [2] .
The k th exterior power of
, the family of exterior products e j 1^e j 2^. . .^e jn for j 1 ă . . . ă j k , with j α P t1, . . . , du, constitutes an orthonormal basis of^kpR d q. Given a linear operator A :
As we already said, this operator will be very useful to prove our results since we can recover the spectrum and splitting information of the dynamics of^kpA n q from the one obtained by applying Oseledets' theorem to A n . This information will be for the same full measure set and with this approach we deduce our results. Next, we present the multiplicative ergodic theorem for exterior power (for a proof see [ 
This nondecreasing sequence starts with λ^k 1 pxq " λ 1 pxq`λ 2 pxq`. . .`λ k pxq and ends with 
Let V ǫ be a small neighborhood of y and we define the following perturbation of A:
The following proposition if the adapted version of [13, Proposition 7.2] . Bearing in mind the aims we want to achieve we enumerate the main differences between them:
(1) First of all we are using the L p -like topology instead of the much more exigent C 
We notice that }BpT n 2 pxqq´ApT n 2 pxqq} can be, in general, very large. However, this is not a problem because the whole cocycle B will be equal to A outside a small neighborhood, thence d p pA, Bq will be arbitrarily small for 1 ď p ă 8. Moreover, let us note that the function N above depends only on the a.e. asymptotic estimates given by Oseledets' theorem.
The following proposition is the adapted version of [13, Proposition 7.3 and Lemma 7.4] which fulfills the global picture of Proposition 2.4. We observe that its proof follows the same steps traversed in [13] . Proposition 2.5. Let be given A P T IC , 1 ď p ă 8, ǫ ą 0, δ ą 0 and k P t1, . . . , d´1u. There exists B P T IC , with d p pA, Bq ă ǫ, such that
The end of the proof of Theorem 1 is now a direct consequence of the arguments described in [13, §4.3] and [1] and the results proved above. We will present them now for the sake of completeness.
For each k " 1, . . . , d´1 we define the discontinuity jump by:
The following result is Proposition 2.5 rewritten.
We are now in conditions to finish the proof of Theorem 1:
Proof. (of Theorem 1) Let A P T IC be a continuity point of the functions Λ k for all k. Then J k pAq " 0 for all k, i.e., λ k pA, xq " λ k`1 pA, xq for all k and µ-a.e. x P X. Thence, the cocycle A has one-point spectrum for µ-a.e. x P X. Finally, we recall that the set of continuity points of an upper semicontinuous function (cf. §2.2.1) is a residual subset.
2.3.
Simple spectrum is dense. In this section we prove Theorem 2 by borrowing the simple spectrum part of [3, §4] . We start by establishing in Lemma 2.7 the adaptation of [3, Lemma 4.1] with some adjustments that reflect our assumptions for the cocycle. This result allows us to split a one-point Lyapunov spectrum by an L p -small perturbation of the cocycle. The remaining part of the proof of Theorem 2 follows ipsis verbis [3] . Throughout this section we will assume that T : X Ñ X is ergodic. Fix a unitary vector e P RP d´1 and define the following vector which is a normalized image under the cocycle A of the vector e, in the fiber corresponding to x P X:
A kpxq pT´k pxq pxqqe }A kpxq pT´k pxq pxqqe} , otherwise , and set Epxq " spantvpxqu. For each u P RP d´1 fix some R u :" R u,e given by Lemma 2.1, with }R˘1 u } ď C 1 and such that R u u " e. For x P V define qpxq P RP d´1 given by qpxq " Apxqvpxq }Apxqvpxq} .
Define now the following perturbation of A in V:
Since for x R V, C 1 pxq " Apxq and for x P V we have
, which can be smaller than any small ǫ ą 0 just considering V small enough µ-measure. If C 1 has two or more distinct Lyapunov exponents we take B " C 1 and we are done.
Let us consider now that C 1 has only one Lyapunov exponent λ C 1 . Then it must be equal to the unique Lyapunov exponent λ A for A (and both have multiplicity d). Indeed, since det Apxq " det C 1 pxq for all x P X, by the multiplicative ergodic theorem we have
Now, let δ P p0, 1q. Since our group has the saddle-conservative property, we can find A δ P SLpd, Rq such that A δ e " p1`δqe. We define now:
Finally, set Dpxq " C 2 pxqC 1 pxq.
Since, for all x P X DpxqEpxq " C 1 pxqEpxq " EpT pxqq,
by Birkhoff's ergodic theorem we have for any δ ą 0 λpD, x, vpxqq :" lim
(1) 
by the multiplicative ergodic theorem we also have
By (1), for any δ ą 0 the cocycle D has a Lyapunov exponent equal to λ A`l ogp1`δqµpVq, so we must have r δ ě 2. Moreover, for all δ ą 0
For any given ǫ ą 0 we can consider V such that 2p2`KqMµpVq 1{p ă ǫ and we just have to consider B " D. We are now in a position to argue for the proof of Theorem 2:
Proof. (of Theorem 2) Let tE 1 pxq, . . . , E r pxqu be the Oseledets splitting of R d generated by A P S IC and let tA 1 pxq, . . . , A r pxqu be the corresponding decomposition of Apxq " À r i"1 A i pxq. The idea is to apply Lemma 2.7 and Lemma 2.8 (if necessary) on the sub-bundles E i . We stress that the proofs of Lemmas 2.7 and 2.8 allow us to perturb the original cocycle on a set of small µ-measure of our choice, and can be taken to each of the blocks A i separately, without influencing the other blocks. The procedure is to look if dimpE 1 
t : X Ñ X a one-parameter family of continuous maps for which µ is ϕ t -invariant. A cocycle based on ϕ t is defined by a flow Φ t pxq differentiable on the time parameter t P R, measurable on space-parameter x P X, and acting on GLpd, Rq. Together they form the linear skew-product flow:
The flow Φ t satisfies the so-called cocycle identity: Φ t`s pxq " Φ s pϕ t pxqqΦ t pxq, for all t, s P R and x P X. If we define a map A : X Ñ glpd, Rq in a point x P X by:
and along the orbit ϕ t pxq by:
then Φ t pxq will be the solution of the linear variational equation (or equation of first variations):
and Φ t pxq is also called the fundamental matrix or the matriciant of the system (3). Given a cocycle Φ t we can induce the associated infinitesimal generator A by using (2) and given A we can recover the cocycle by solving the linear variational equation (3), from which we get Φ t A . In view of this, sometimes we refer for A as a linear differential system. Moreover, if in addition, A is continuous with respect to the space variable x, we call A a continuous linear differential system.
Several type of linear differential system are of interest, the ones with invertible matriciants, for all x P X and t P R, denoted by glpd, Rq, the traceless ones with volume-preserving matriciant, for all x P X and t P R, which we denote by slpd, Rq, and also the systems with matriciant evolving in the symplectic group Spp2d, Rq, denoted by spp2d, Rq.
Example 3:
An illustrative example is the linear differential system associated to flows X t with }Xpxq} " 0, where Xpxq " d dt X t pxq| t"0 and x P X. In this case we have Φ t pxq P GLpd, Rq, and so the infinitesimal generator, given by relation (2), belongs to glpd, Rq. Another example is the linear differential system associated to incompressible flows X t where }Xpxq} " 1 for any x P X. In this case we have Φ t pxq P SLpd, Rq, and so the infinitesimal generator belongs to slpd, Rq.
Consider the subset G IC of maps A : X Ñ glpd, Rq belonging to L 1 pµq that is:
For such infinitesimal generators there is a unique, up to indistinguishability, linear differential system Φ t A satisfying, for µ-a.e. x,
In this conditions, the time-one solution satisfies the integrability condition ż X log`}Φ˘1 A pxq} dµ ă 8, and, consequently, Oseledets' theorem guarantees that for µ-a.e. x P X, there exists a Φ If the flow ϕ t is ergodic, then the Lyapunov exponents and the dimensions of the associated subbundles are µ-a.e. constant. For this results on linear differential systems see [2] (in particular, Example 3.4.15). See also [21] .
As before, we say that A P G IC has one-point (Lyapunov) spectrum if all Lyapunov exponents are equal. If, moreover, the linear differential system A takes values in slpd, Rq, then A has one-point spectrum if and only if all Lyapunov exponents are zero. On the other hand, we say that A P G IC has simple (Lyapunov) spectrum if all Lyapunov exponents are different.
Topologies on linear differential systems.
Consider the set G of the measurable maps A : X Ñ glpd, Rq, d ě 2, endowed with its Borel σ-algebra. For A, B P G and 1 ď p ď 8 set
where d p pA, Bq " 1 if }A´B} p " 8. Note that Apxq P glpd, Rq do not need to be invertible. As in the discrete-time setting, the equality (5) defines a metric on the space of infinitesimal generators, which is complete with respect to this metric. We refer for the metric/norm/topology induced by (5) Proof. The proof is analog to the one in Lemma 2.1. In order to comply the continuous-time formalization we just have to consider a smooth isotopy on T from the identity to the rotation R u,v (which sends the direction u into the direction v) given by ζptq, with ζptq " Id for t ď 0 and ζptq " R u,v for t ě 1. We consider the linear variational equation
¨u ptq with initial condition up0q " Id and unique solution equal to ζptq. Define R u,v ptq "
Definition 3.2. We say that a closed Lie subalgebra S Ď glpd, Rq is saddle-conservative if its associated Lie subgroup is saddle-conservative in the sense of Definition 2.2.
Example 5: Analogous to the discrete-time case we have that the Lie algebras glpd, Rq, slpd, Rq, spp2q, Rq display the saddle-conservative property. The orthogonal Lie algebra and the special orthogonal Lie algebra do not display the saddle-conservative property.
Denote by T IC Ă G IC the maps A : X Ñ T Ă glpd, Rq where T is an accessible subalgebra. Denote by S IC Ă T IC the maps A : X Ñ S Ă T where S is a saddle-conservative accessible subalgebra. 
With this function we compute the integrated largest Lyapunov exponent of the k th exterior power operator. Let us denoteλ k pA, xq " λ 1 pA, xq`. . .`λ k pA, xq. By using Lemma 2.2 we conclude that for k " 1, . . . , d´1 we haveλ k pA, xq " λ 1 p^kpAq, xq and therefore we obtain Λ k pAq " Λ 1 p^kpAqq.
In Proof. From (4), Gronwall's lemma (see, e.g., [2] ) implies that, with C " A, B, for µ-a.e. x P X and for all t P R`we have log`}Φ Recall that, for any A P G IC we have Proof. Let A P G IC , k P t1, . . . , du and ǫ ą 0 be given. We start by assuming that λ k pA, xq ě 0, for µ-a.e. x P X.
By (7), (8) and the subbaditive ergodic theorem, it is possible to find N P N large enough in order to have
We will see that we can find δ ą 0 such that for any B satisfying d p pA, Bq ă δ we have that B P G IC (this follows from Remarks 3.1 and 3.2) and (7), (9) and Lemma 3.2 we get
, and the result follows. Let us prove now the general case. Again, let A P G IC , k P t1, . . . , du and ǫ ą 0 be given. For α ą 0 we define the ϕ t -invariant set L α " tx P X :λ k pA, xq ă´αu. Consider α large enough such that
and
Set β ě α ą 0, denote by Id the identity dˆd matrix and defineÃpxq " Apxq`β.Id, Bpxq " Bpxq`β.Id. Thenλ k pÃ, xq "λ k pA, xq`β, which is greater or equal than zero for
Bq is sufficiently small then also is d p pÃ,Bq, and by the previous case we have ż
From Lemma 3.2, if d p pA, Bq is sufficiently small then
which, with (10) implies
The proof for this general case follows now from (11) and (12) . Finally, in order to prove the continuity of Λ d we just have to note that
3.3. One-point spectrum is residual. The proof of Theorem 3 is a straightforward application of the scheme described in §2.2.3 to prove Theorem 1. The only novelty is the perturbation toolbox which we will develop in the sequel (Lemma 3.4). We consider the perturbations within the continuous linear differential systems because the estimates are more easily established.
Once we have a perturbation framework developed the proof of Theorem 3 will have a further simple additional step.
Proof. (of Theorem 3) Let A P T IC be a continuity point of the functions Λ k , for all k " 1, ..., d, defined in Proposition 3.3, and with respect to the L p -topology.
Case 1: A is a continuous linear differential system. We proceed as in the proof of Theorem 1 and use the perturbation Lemma 3.4 to mix Oseledets direction and so cause a decay of the Lyapunov exponents and finally we use Proposition 3.3 to complete the argument. Case 2: A is not a continuous linear differential system. It follows from Lusin's theorem (see e.g. [37, §2 and §3] ) that the continuous linear differential systems over flows on compact spaces X and on manifolds like the Lie subgroups we are considering, are L p -dense in the L p ones. Now, we take a sequence of continuous linear differential systems A n P T IC converging to A in the L p -sense. Since A is a continuity point we must have lim nÑ8 Λ k pA n q " Λ k pAq. Like we did in Proposition 2.6, but this time in the flow setting, given ǫ n Ñ 0 and δ ą 0, there exists B n P T IC , with d p pA n , B n q ă ǫ n , such that
where the jump is defined like we did in the discrete case by
Considering limits we get:
Since A is a continuity point of Λ k we obtain that J k pA n q " 0 for all k and all n sufficiently large, i.e., λ k pA n , xq " λ k`1 pA n , xq for all k and µ-a.e. x P X. Therefore, the linear differential system A n must have one-point spectrum for µ-a.e. x P X and the same holds for A because lim nÑ8 Λ k pA n q " Λ k pAq. Once again we finalize the proof recalling that the set of continuity points of an upper semicontinuous function is a residual subset.
The next result is the basic perturbation tool which allows us to interchange Oseledets directions. By Jacobi's formula on the derivative of the determinant we have
But we also have, for all t P r0, 1s and y P Bpx, rq, detpζR t q " 1 and so
Since the trace is invariant by any change of coordinates we obtain TrpHpϕ t py" 0. At this time, we consider the flowbox F :" tϕ t pyq : t P r0, 1s, y P Bpx, rqu and we are able to define the linear continuous differential system
In order to estimate d p pA, Bq it suffices to compute the L p infinitesimal generator norm of H. For that we consider Rokhlin's theorem (see [35] ) on disintegration of the measure µ into a measureμ in the transversal section and the length in the flow direction, say µ "μˆdt. Go back into the beginning of the proof and pick r ą 0 such that
We have then
Note that the perturbed system B generates the linear flow Φ (1) and (2) of Lemma 3.4 do not need to be continuous.
3.4.
Simple spectrum is dense. In this section we will obtain the continuous-time counterpart of section §2.3. For that we must develop a perturbation implement in the language of differential equations which plays the role of the cocycle C 2 in the proof of Lemma 2.7. This is precisely what next result assures. Lemma 3.5. Let be given a continuous linear differential system A evolving in a closed Lie accessible subalgebra S Ď glpd, Rq which displays the saddle-conservative property and over a flow ϕ t : X Ñ X, ǫ ą 0, 1 ď p ă 8 and a non-periodic x P X (or periodic with period larger than 1). There exists r ą 0, such that for all σ P p0, 1q, all y P Bpx, σrq, any δ ą 0 and any continuous choice of directions e y P R Proof. We will perform the continuous perturbations along a time-one segments of time-one orbits of y P Bpx, rq for some sufficiently thin flowbox. The construction is similar to the one we did in the proof of Lemma 3.4. Take K :" max zPX }pΦ t A pzqq˘1} for t P r0, 1s. Let S Ď GLpd, Rq be the saddle-conservative Lie subgroup associated to S , y P Bpx, rq and e y P R d y varying continuously with y. Fix δ ą 0 and let η : R Ñ r0, 1s be any C 8 function such that ηptq " 0 for t ď 0 and ηptq " δ for t ě 1. Take a smooth family tE t y u tą0 Ă S such that: Proof. We will consider A to be continuous because we can always approximate, in the L psense, the linear differential system A by another one which is continuous. Consider a transversal section to the flow Σ Ă X, such that the time-one flowbox V :" ϕ r0,1s pΣq is such that µpVq ą 0, V X ϕ 1 pVq " ϕ 1 pΣq. Let L A :" max xPX }Apxq} and kpxq :" mintt ą 0 : ϕ´tpxq P ϕ 1 pΣqu. For the sake of simplicity of presentation we assume that Σ is a transversal closed ball Bpp, rq. Fix a unitary vector e P RP d´1 and define the following vector field which is a normalized image under the cocycle associated to A of the direction associated to the vector e, in the fiber corresponding to each x P X:
and set Epxq " spantvpxqu. For
Let H qp¨q : X Ñ slpd, Rq be a linear differential system, supported in V and constructed following the steps of Lemma 3.4 and Remark 3.3, such that, if x P Σ and e R xqpxqy we have: 
Fix δ P p0, 1q. Since our algebra has the saddle-conservative property, we let J : X Ñ slpd, Rq be a linear differential system, supported in ϕ 1 pVq and constructed following the steps of Lemma 3.5, such that, for x P ϕ 1 pΣq, we have
A pxqe. Finally, define the continuous linear differential system, supported in ϕ r0,2s pVq, by Dpxq " Apxq`H qpxq pxq`Jpxq.
Since, for all
by Birkhoff's ergodic theorem we have:
Let 
A pxq, by the multiplicative ergodic theorem we also have
By (14) , for any δ ą 0 the linear differential system D has a Lyapunov exponent equal to λ A`l ogp1`δqµpVq, so we must have r δ ě 2. Moreover, for all δ ą 0, we have ‚ J is supported in ϕ 1 pVq and is bounded; ‚ H q is supported in V and is bounded and so, ‚ Dpxq " Apxq in x R V Y ϕ 1 pVq and D is bounded.
which implies that d p pA, Dq can be made as small as we want by decreasing r ą 0. We just have now to consider B " D.
4. Applications to discrete systems 4.1. Dynamical cocycles. We would like to present now an application to the so-called dynamical cocycle. In this case we consider that the base dynamics and the fiber dynamics are related. In fact, the fibered action is given by the tangent map on the tangent bundle of the action defined in the base. Of course that these systems are much more delicate than the ones studied along this paper since the perturbations in the fiber have to be obtained by the effect of a perturbation in the base. Let us present briefly the setting we are interested in. From know on need an L p -version of it. Then, since we can rotate any angle we like, on the action of D f , by making an arbitrarily small L p -perturbation the uniform hyperbolicity cannot be an obstacle in order to decay the Lyapunov exponent as it is in Bochi's setting. Therefore, we can proceed like in [10] and obtain a map with arbitrarily small Lyapunov exponent near any map (even an Anosov one). Recall the points (1), (2) and (3) in §2.2.3. Once again we emphasize that the use of Bochi's strategy is crucial because Arnold and Cong's arguments assume the ergodicity of the base map and in our dynamical cocycle context the base dynamics change and may eventually be non ergodic 1 .
(iii) End of the proof:
We pick a point of continuity f of the function Λ : pHom p µ pMq, L p q Ñ r0, 8r. We claim that Λp f q " 0 otherwise, if Λp f q " α ą 0, then, by (ii) we consider g P Hom p µ pMq arbitrarily L p -close to f and such that Λpgq " 0 which contradicts the fact that f is a continuity point of Λ. Finally, we use (i), and the fact that the points of continuity of an upper semicontinuous function if a residual subset.
(iv) A final remark:
Other strategy which simplify considerably the previous argument needs to assume that Diff 1 µ pMq is L p -dense in Hom p µ pMq. First, we approximate by a C 1 -diffeomorphism f , and then reasoning in the following way using Bochi's theorem: if f has all its Lyapunov exponent equal to zero we are over arguing like we did before using (i). Otherwise, f is Anosov (or in the C 1 -boundary of it), and a small L p -perturbation send us to the interior of the non-Anosov ones (Anosov is no longer open w.r.t. the L p -topology).
4.2.
Infinite dimensional discrete cocycles. We denote by H an infinite dimensional separable Hilbert space and by CpH q the set of linear compact operators acting in H endowed with the uniform operators norm. We fix a map T : X Ñ X as before and µ an f -invariant Borel regular measure that is positive on non-empty open subsets. Given a family pA x q xPX of operators in CpH q and a continuous vector bundle π : XˆH Ñ X, we define the cocycle by F A : XˆH ÝÑ XˆH px, vq Þ ÝÑ pT pxq, Apxqvq.
It holds π˝F " f˝π and, for all x P X, F A px,¨q : H x Ñ H f pxq is a linear operator. We let C 0 I pX, CpHstand for the continuous integrable cocycles evolving in CpH q and endowed with the C 0 -topology. Let also L p I pX, CpHstand for the continuous integrable cocycles evolving in CpH q and endowed with the L p -topology. These infinite dimensional cocycles display some properties similar to the ones in finite dimension. For instance, the existence of an asymptotic spectral decomposition with asymptotic uniform rates like the ones given in Oseledets theorem also holds by an outstanding result by Ruelle (see [37] ). Moreover, in [8] was obtained the Mañé-Bochi-Viana dichotomy for C 0 I pX, CpHequipped with the C 0 -topology. Here, we intend to get the L p -version of [8] for 1 We observe that, despite the fact that Oxtoby and Ulam theorem ( [34] ) assures that C 0 -generic volumepreserving maps are ergodic, the set of C 0 -stably ergodic (and also L p -stably ergodic) ones is empty.
L p I pX, CpHcocycles with the L p topology. We point out that such infinite dimensional systems have been the focus of attention (cf. [8, 9, 26, 27] ) not only because of its intrinsic interest but also due to its potential applications to partial differential equations (see [26, §1.3 and §2] ).
As is expected we do drop the dichotomy in [8, Theorem 1.1] and reach the one-point spectrum statement. The strategy to obtain the proof of Theorem 6 is much like to the one described §4.1 which follows the three steps (i), (ii) and (iii). Once again we are free to input rotations on the fiber H X by small L p -perturbation highlighting the key point for this kind of systems. It is interesting to observe that the strategy of Arnold and Cong cannot be adapted directly to this setting. Actually, their argument is based on a finite circular permutation on the fiber directions which have already simple spectrum (see [3, Theorem 4 .5]) which we can not see how to implement to the infinite dimensional context. Once again our choice of using Bochi and Viana strategy is crucial to obtain our results.
