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Abstract 
3D interaction with  a computer is hard.  As human interaction in 
the real world is quite dependent  on haptics,  we believe that adding 
haptics will  alleviate many of the problems  of 3D interaction with 
a computer. The naive approach  to incorporating haptics would be 
to simply find existing objects and imitate them.  This, however, 
would not seem  to adequately  leverage  what is possible with a rea- 
sonably  general  force feedback  device, as  it does  not take  advantage 
of the ability  to provide forces that are not physically based,  or to 
simulate objects  and behavior that could have  been  physically real- 
ized but weren’t, or which would have been prohibitively  difficult 
to physically realize. From our extensive experience  with design- 
ing haptic computer user interfaces and using haptic interfaces  in 
the real world we have abstracted  from those interactions certain 
qualities which  we present in  this paper. In  addition, this paper 
demonstrates  how to use these  qualities in the analysis and design 
of a suite of 3D haptic widgets, most of which are novel and many 
of which include non-physically based  forces. 
CR  Categories:  H.5.2  [Information  Interfaces and Presenta- 
tion  (e.g., HCI)]:  User Interfaces-Haptic  I/O;  H.5.2 [Informa- 
tion  Interfaces and Presentation (e.g., HCI)]:  User Interfaces- 
Graphical user interfaces (GUI);  H.5.1  [Information  Interfaces 
and Presentation  (e.g., HCI)]:  Multimedia Information Systems- 
Artificial,  augmented,  and virtual realities; 1.3.6  [Computer  Graph- 
ics]:  Methodology and Techniques-Interaction  techniques; 1.3.7 
[Computer  Graphics]: Three-Dimensional  Graphics  and  Realism- 
Virtual reality 
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1  INTRODUCTION 
Interaction with  the computer in three dimensions is difficult  [6]. 
As humans  depend  to a great extent on haptics and the presence  of 
and ability to sense  forces in the real world, we expect  that adding 
force-feedback  to interfaces  will  help in the virtual world. The field 
of ergonomics  has described  devices in the real world in terms of 
a set  of low-level physical characteristics  and also provided recom- 
mendations  for the use of those  characteristics  in a given device for 
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a given task [14, pp.  135-1421  [21, pp. 270-272, 641-6451. An 
analogous  set of qualities from animation has been applied to user 
interfaces  [4]. This paper  presents  an attempt  at similarly producing 
a set of haptic principles that both aid in the evaluation of existing 
haptic interfaces  and also guide further development.  However,  the 
set we use is different than any we have seen  from the field of er- 
gonomics,  perhaps  because  current force feedback  devices  are  both 
more  limited and more  readily flexible within those  limitations than 
easily available and more typical physical controls. 
In much current haptic research,  what to simulate is given, and 
the problem is how to simulate it. For instance,  in basic teleopera- 
tion such as in the nanomanipulator  [7], the problem is to simulate 
the surface  and forces  reported  by a scanning  probe microscope,  at 
the same  time as  controlling the forces output to the probe. As an- 
other example,  in surgical simulation applications [ 151  the problem 
is to simulate the forces that would actually be felt by the surgeon 
interacting with the simulated tissue. In contrast, for our applica- 
tions, a task to be performed by the user is given, and we want 
to choose  what to simulate to allow and aid performing that task. 
Although there has been a scattering  of previous work along those 
lines [1,9,12,13,16-18,201, little  has  been  done to find an overall 
characterization  of the sorts of general qualities that using haptics 
can provide.  In addition, previous haptics work in three dimen- 
sions [1,9]  appears  to address  this problem by finding a physical 
analogy for the task and simulating it (such as simulating a physi- 
cal button, or a physical sculpting tool). Our approach  additionally 
allows for the combination of physically-based and possibly non- 
physically-based  behavior to produce  overall interaction that is not 
necessarily  explicitly  based  on the real world and may not even be 
easily achieved  with typical real-world devices. Analysis of the re- 
sulting behavior and interaction in terms  of the system  of qualities 
we present  may then lead to better designs and directions for im- 
provement  for particular tasks. 
Other researchers  have approached  3D interaction by develop- 
ing elaborate  3D widgets [6] making use only of visual feedback. 
In contrast,  our approach  uses  force feedback  as well, and focuses 
on simpler mechanisms  that seamlessly  integrate with the environ- 
ment, rather than on more complex contraptions that the user must 
consciously manipulate. Previous work has also employed purely 
graphical techniques  such as  snapping [2,3]; these  techniques  have 
the problem that they tear holes in the user’s input space  because 
it is not possible to specify points near to but not on the snapping 
point. We believe haptics can address  this problem and other sim- 
ilar ones,  but this paper is not about why haptics is better; rather, 
it presents  principles for how to use haptics effectively. Therefore 
we do not directly compare  graphical techniques  with haptical tech- 
niques in this paper. 
Force feedback  for the widgets described  in this paper was im- 
plemented  using a 1  .O-workspace  PHANToMTM  [9] with encoder 
gimbal, made  by SensAble  Technologies, Inc.; this device has a 6 
degree-of-freedom  (DOF) input channel for position and orienta- 
tion of the stylus grip and provides 3 DOF force output. 
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FEEDBACK 
We  identify  four  uses of  haptic  feedback,  anticipation,  follow- 
through,  indication,  and guidance,  as well  as a specific  usage of 
anticipation  and guidance  (for  distinguishing  directions)  which  is 
not quite  a widget  but seems enough of a building  block  on its own 
to  single  out.  As  it  has turned  out,  the  first  two  of  our  uses are 
broadly  similar  enough  to  principles  from  animation  [4]  that  we 
have adopted  the  same names for  them.  Our  taxonomy  of  haptic 
feedback  uses is only  meant  as a rough  guideline,  and it  is likely 
that further  refinement  will  be necessary. 
2.1  Anticipation 
Haptics  can  be  used  to  provide  a breakable’  force  resisting  the 
user’s motion  and indicating  the imminence  of a qualitative  change 
in  the user’s  input  before  the  user  actually  makes  it,  so that  the 
user has the opportunity  to  back  off  from  that  change  if  it  is un- 
desired.  For instance,  in pressing  a typical  button,  the user feels a 
force  back  indicating  that  they  are pressing  the button  and that if 
they press harder they will  trigger  whatever  the button controls.  As 
a perhaps more illustrative  example,  consider  a volume  knob  with 
a detented  off  position.  The  user feels  little  resistance  to motion 
through most of the range of the control,  where the volume  is being 
adjusted  quantitatively,  but  resistance  increases  upon  nearing  the 
end with  the off position,  letting  the user know  that they are nearing 
a point  where the behavior  of the control  changes qualitatively. 
2.2  Follow-through 
Haptics  can also be used to let the user know  that an attempted qual- 
itative  change has actually  been accomplished,  so that they have the 
opportunity  to correct  their  motion  if  they  don’t  get this feedback. 
For  instance,  consider  the  volume  control  knob  with  detented  off 
position  mentioned  above:  the sudden decrease (and possibly  even 
direction  reversal)  of the resistance force  on entering  the off  posi- 
tion makes the knob feel as though it has snapped into place, giving 
positive  feedback  to the user that the control  is indeed off. 
2.3  Indication 
Haptics  can provide  an indication  that a continuing  qualitative  con- 
dition  remains  in  effect,  possibly  with  quantitative  information 
about the condition.  For instance,  a joystick  with  springs to return 
it  to the center position  lets the user know  that the control  is away 
from  the neutral  position  and also in  what  direction  it’s  away, and 
possibly  how far. 
2.4  Guidance 
Haptics  can be used to  adapt the user’s  input  with  a bias  towards 
some set of  possible  inputs.  For instance,  a straightedge  is an ex- 
ample of guidance  because it can be used to guide  the user towards 
those points  along a straight  line  at a particular  position.  A  straight- 
edge may be regarded as a special case of a jig,  a device for guiding 
a tool along a specific  path or to specific  points,  such as for drilling 
evenly  spaced holes.  As  another  example,  consider  a hypotheti- 
cal radio  station  tuning  dial  with  detents at user-settable  positions 
(corresponding  to favorite  stations, for instance).  A more subtle ex- 
ample  is a control  which  uses viscous  resistance to guide  the user 
to an appropriate  rate of change for the control  [21, p. 2711. 
‘Breakable  here  means that  the  force  can be overcome  by  the user to 
“break  through” it. 
2.5  Distinguishing  Directions 
Haptics  can be  used to  allow  the  user to  make  clear  distinctions 
between  locally  orthogonal  directions.  This  can be  used to  map 
different  (but  possibly  related)  controls  onto  different  dimensions 
of the same input  mechanism.  One example  from  the real world  is 
a flight  yoke  which  allows  rotation  of  a control  about  a shaft and 
translation  of  the control  along  the shaft.  The  forces  resisting  the 
translation  are noticeably  greater  than those resisting  the rotation, 
thus allowing  the user to only  rotate the control  without  translating 
it, for instance, while  still  being  able to fluidly  do both.  This can be 
considered a use of anticipation,  because the force feedback lets the 
user know  when their  input  will  qualitatively  change from  rotation 
to translation.  However,  it  could  also be considered  an instance of 
guidance,  because the user’s  motion  is being  adapted  with  a bias 
towards those motions  which  only  control  one dimension  at a time. 
3  3D  HAPTIC  WIDGETS 
We would  like  to design  widgets  using  these principles  in  an or- 
thogonal  manner.  However,  the  principles  must  be  embodied  in 
terms of forces, and a given  force may  have additional  side-effects 
or express multiple  principles  depending  on how it  is used. For in- 
stance, if the user is attempting  to very  precisely  position  an object, 
having  follow-through  to indicate  that  the user has indeed  started 
positioning  it may jerk  the user, reducing  accuracy.  As another ex- 
ample,  consider  a groove  running  along  a surface:  the same forces 
that adapt the user’s position  toward  the bottom  of the groove  can 
also be viewed  as anticipating  the qualitative  change of leaving  the 
line  the user is being  guided  to.  Although  we  do not have  a gen- 
eral technique  for  handling  this problem,  our examples  of widgets 
illustrate  some of the means that may be used to overcome  it. 
We discuss both  widgets  that are newly  presented  in  this  paper 
and also a few  widgets  that  have been previously  published;  pre- 
viously  published  widgets  are identified  explicitly  with  citations  in 
the description  for  each such widget.  Each  of  the  widgets  is an- 
alyzed  in  terms  of our haptic  feedback  use taxonomy.  Our  haptic 
explorations  have been performed  using  a 3D polygonal  modeling 
system as a testbed; this system is designed to use a sketch-oriented 
interface  loosely  inspired  by  the principles  of  Sketch  [23].  All  of 
the widgets  newly  presented in this paper were implemented  in the 
process of trying  to support this task of polygonal  modeling. 
3.1  Pushbuttons 
Virtual  haptic  pushbuttons  have been implemented  previously  by a 
number of researchers [ 1,9,22].  A basic pushbutton  force profile  [9] 
consists of an initial  springy  region  where  the force  increases lin- 
early  with  displacement,  followed  by a sudden decrease in resistive 
force and transition  to a deadband  where the resistive  force is con- 
stant, followed  by  a hard  stop  where  the force  approximates  that 
of a hard surface (usually  with  a simulated  damped  spring  force). 
Anticipation  is provided  by the initial  springy  region,  which  lets the 
user know  that they are about to trigger  a button  and allows  them to 
back off if  they  don’t  mean to.  Potential  for  haptic  follow-through 
is actually  provided  twice,  at separate points,  in  this  example:  on 
the sudden popping  through  the resistive  force  into  the deadband, 
and on running  into  the hard  stop at the end.  Which  of these cor- 
responds to the actual triggering  of the button,  however,  is ambigu- 
ous, both  from  the feel  of the widget  and from  the specification  of 
the button.  The  authors  have  even encountered  this  ambiguity  in 
real-world  pushbuttons:  some trigger  when  the initial  springy  re- 
gion  is popped  through,  while  others trigger  when the hard stop is 
reached. Some unfortunate  real-world  buttons even trigger  partway 
through  the deadband  region  (and can be awkward  to use as a re- 
sult).  It seems possible  that the design of even something  as simple 
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Figure 2:  Approximate cross-sectional  geometry of our proposed 
improved notches  and dimples. 
as a pushbutton could be improved by making the follow-through 
unambiguous,  perhaps  by replacing the hard stop with  graded  in- 
creasing  resistances  throughout the deadband  region that slows the 
user down to a rough stop without  any particular transition point. 
On the other hand, one possibility  is to have the triggering hap- 
pen when the user hits the hard stop, but only if the hard stop has 
not already been  hit without an intervening retreat  beyond the pop- 
through point.  This would ensure hysteresis  in the button (which 
probably has  to be present  anyway in some  form to make  it a useful 
control) and provide feedback  at both ends  of the hysteresis. 
3.2  Notches  and  Dimples 
In our test system, most objects are created  by sketching strokes 
that gesturally denote the object and its position; for example, a 
cube may be created  by sketching three perpendicular  edges.  Most 
of these  strokes  are made  on existing surfaces  in the environment 
(as in the Sketch system 1231  where new objects are always cre- 
ated  resting on old ones). Notches  are made  in the simulated  haptic 
surface  (but not in the displayed version on screen)  along lines of 
interest: parallel to the axes  of the object being drawn on, and per- 
pendicular and parallel to strokes drawn already. These notches 
have a V cross-section  with  the ends of the V  flush with  the sur- 
face, as shown in Figure 1. Cone-shaped  dimples  are additionally 
made  into the surface  at points of interest: the endpoints  of existing 
strokes,  points where the current stroke  would be equal in length to 
an existing stroke,  and so forth. Currently the notches  and dimples 
all slope inward at 45”;  the notches are currently all  1 mm deep 
and the dimples all 1.5 mm deep  so that they can be felt even  when 
they’re on an existing notch. The intent is to extend the use  of these 
notches and dimples (along with  certain widgets described  later) 
to implement a haptic version of snap-dragging  [3], and for use in 
constraint based  modeling systems  in general. 
The analysis of notches and dimples as used in our system  in 
terms of our taxonomy of haptic principles is almost identical, so 
only notches  will  be discussed  here. The primary haptic principle 
notches  provide is guidance,  as  the lines they guide the user  to only 
differ quantitatively from other positions on the surface  and  the user 
is free to move to any other position. Notches also provide follow- 
through, as there is a distinct feel when the user has hit the exact 
bottom of the notch and is therefore exactly where they have been 
guided to?  Notches also provide undesired  follow-through on en- 
tering or leaving the outer part of the notch because  of the sharp 
comer to the join  of the V with the surrounding surface;  since this 
false follow-through doesn’t correspond  with anything in particular 
in the application, it would be desirable to eliminate it by making 
the notches  have a more rounded  falloff to the surrounding surface, 
as  shown in Figure 2. 
21t  might be objected  that our definition of follow-through said  it only ap- 
plied to qualitative change,  but we have argued  that the use  of notches  is for 
a quantitative change; in fact the notch guides to a quantitatively different 
position, but whether the user  is accepting  the guidance  or not is considered 
a qualitative difference. 
3.3  Line  Detents 
In the process  of sketching  an object which isn’t flat, the user needs 
to draw a line which doesn’t lie on the surface  they started  on. In or- 
der to continue to provide guidance  during the drawing of this line, 
we introduce the notion of a line  detent.  Whereas  normal detents 
guide a control to specific points along a dial, say, we consider a 
generalization  of that idea to be any roughly similarly-feeling snap- 
ping guidance to a point, curve, or surface. This includes both the 
notches  and dimples above,  as  well as  this widget, which has  a force 
profile much like a typical button without a hard stop, only going 
out radially from a line. That is, exactly on the line defining the po- 
sition of the widget, the user feels no force. Moving  slightly away 
from the line, the user  feels a force increasing  linearly with distance 
from the line and directed towards the line, providing anticipation 
that the user is about to leave the line.  Beyond a certain threshold 
distance,  the force suddenly drops to a lower level (follow-through 
that the user has indeed left the line) and remains at that strength 
(but always directed towards the line, providing guidance back to 
the detent)  as  long as  the user is far enough away from the line that 
the force that would be produced by the springy region is greater 
(thus providing hysteresis). Currently, the spring constant  is set  to 
1 N/mm  and the threshold to 1 mm, with the force dropping out- 
side the threshold to half its maximum, and the line  detents are 
placed perpendicularly to the surface being drawn off from when 
the user lifts off that surface. 
3.4  Infinitesimal  Ridges 
All  previous haptic rendering systems  we have seen  render  polyhe- 
dra such that the user cannot  get exactly to the edge  of a face with- 
out falling  off.  However, users want to be able to have alignment 
between  their objects. Other systems  [2,3] use graphical snapping 
to aid this task. In order to facilitate this precise alignment in our 
system,  infinitesimal ridges were added  to all the edges  of objects 
simulated in our system. These ridges, implemented similarly  to 
those used  in [ll,  121,  simply prevent the user from falling off the 
edge of the object as long as the user is touching the object, but 
offer no resistance  if  the user is off the surface of the object, by 
however small an amount. Thus, it feels to the user as  though there 
are  little ridges at the edges  of the objects;  the user can easily touch 
a face of an object and zip right to a comer,  knowing that the ridges 
will  stop them before falling off and guide them right to the spot. 
3.5  Haptic  Virtual  Sphere 
Anderson [l]  implemented  a haptic sphere  for controlling rotation 
and scaling. In the use of this “sphere craft”, the user’s position is 
generally constrained  to move smoothly on the surface  of a sphere, 
but the user can enlarge or shrink the sphere  by exerting sufficient 
force in or out. Movement along the surface  of the sphere  produces 
a corresponding  rotation of the virtual camera,  with movement  in 
and out controlling  zoom.  The primary principle evident here is 
distinguishing directions, as discussed  above, but the continuing 
sphere  constraint also serves  as  indication that the user is still in the 
sphere  craft manipulation mode and tells something about where 
the user  is relative to the center  of the sphere. 
We have also tried several  versions  of a haptic virtual sphere  for 
camera  and object control.  The primary differences between  ours 
and Anderson’s are that ours appears  in the environment, in reg- 
istration with the thing to be manipulated,  and that we have tried a 
variety of additional control mappings,  some  of which are  described 
in the next section. Our implementation maintains an effective user 
position on the sphere,  similar to the idea variously named  “God 
Object”, “ghost point”, “ proxy”, and “surface contact point” in the 
literature  [9,19,22].  A  spring  force  is  applied  to bring  the user’s 
99 true position toward the effective user position, proportional to the 
distance  between  them; the spring constant,  however,  is larger in the 
direction radially away from the center  of the sphere  than in the di- 
rections tangential to the sphere.  The effective user position moves 
so that it is never further than a certain threshold from the true user 
position; the threshold value is again larger in the radial direction 
than in the tangential, and the radial and tangential displacements 
are computed  separately  so that the new effective position remains 
at the same  radius if the user hasn’t moved far enough radially, for 
instance. This is similar to the implementation of friction  in [20]. 
Currently, the values for the radial and tangential spring constant 
and  threshold are,  respectively,  O.‘IN/mm,  2 mm, 0.2 N/mm,  and 
0.5 mm. 
3.6  Sphere  With  a Twist 
The biggest problem with using the virtual sphere  to control orien- 
tation is the mismatch  between  the 2 DOFs  of the sphere  surface  and 
the 3 DOFs of rotation, resulting in an inability  to directly control 
twist around the axis passing through the user’s position.  People 
work around  this problem by using looping curves to twist [5], but, 
since the PHANTOM has other DOFs, it seems  reasonable  to try to 
use them. Thus, as an alternative to the control mapping for the 
resizable sphere  described  by Anderson, we have another version 
that maps  radial displacement  of the stylus tip to twist around the 
axis through the center of the sphere  and the user’s position.  (It 
is worthwhile to note that, in contrast with  the mapping of radial 
displacement  to scaling, this mapping does not result in the user’s 
position maintaining correlation with a position in the world if the 
widget is used to control the camera.) This does  indeed solve the 
problem of being able to control twist, but the result does  not feel 
very intuitive to us. 
We  implemented  another variant of the widget where the twist is 
controlled by that part of the rotation of the stylus which is around 
the axis v from the sphere  center through the user’s position. (We 
convert the orientation change of the stylus into a vector u whose 
direction is the axis of rotation and whose length denotes  magni- 
tude of the rotation, finding  the length of its projection onto the 
radial axis w, i.e.  u . U, and twisting the sphere  by that amount.) 
TLvo  special cases  will  be given to illustrate this extension to the 
method; for ease  of exposition, in all of these  cases  the tip of the 
stylus will  be taken  to remain fixed at the front of the virtual sphere 
(closest  to the viewpoint).  In the first case,  the body of the stylus 
points straight out from the sphere,  along v and thus towards the 
viewer. If the stylus is twisted clockwise, say,  around o, the sphere 
will  twist by the same  amount (Figure 3(a)). If, instead, the stylus 
body is rotated so that it points straight left, at 9 o’clock, with no 
twist, then the virtual  sphere  will  not move (Figure 3(b)).  In the 
second  case,  the body of the stylus points straight up, at 12  o’clock. 
If the stylus is twisted around  its body in this position, without mov- 
ing from the 12 o’clock position, the virtual  sphere  will  not move 
(Figure 3(c)).  If  instead the stylus body is rotated counterclock- 
wise by 90’  so that it now points to 9 o’clock, the virtual sphere 
will  rotate with it, also by 90’  (Figure 3(d)). This technique came 
about because  one author of this paper noted that he felt like he 
was intuitively  trying to twist the regular haptic sphere  by rotating 
the stylus in his hand in sympathy with the desired  twist. Although 
the result does  not take further advantage  of force feedback  princi- 
ples beyond  the basic idea of distinguishing motions, one user  does 
feel that it provides a significant and intuitive advantage  over either 
of the other mechanisms. However, opinion is divided among the 
few other people who have tried it, and more testing is necessary 
to find out whether it offers any general advantage  over the basic 
technique. 
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Figure 3: Examples  of the virtual sphere  with a twist. 
3.7  Press  to  Slide 
Normally, moving the stylus across  the surface  of a virtual object 
results in simply feeling the object. In our system  the user can in 
addition press  harder  into the surface  of the object  to slide it parallel 
to that surface. This is similar to what happens  in the real world, 
where one can feel across  the top surface of an object on a desk, 
or press  harder to slide it across  the desk, except that sliding can 
be done in any plane in our system  and does  not require having an 
object underneath The implementation currently provides no hap- 
tic feedback  whatsoever  in addition to the basic surface  forces,  and 
therefore does not make  use of any of our principles.  It is likely 
that they could be made  use of fruitfully  here, providing anticipa- 
tion through two different spring constants  applied for different user 
force levels, perhaps  follow-through via a popping sensation  when 
the dragging mode  is engaged,  and indication through a difference 
to the sliding feel, perhaps  by using different friction  coefficients, 
or viscosity instead of friction.  In addition, a future extension is 
planned to allow the user to click to drag the object perpendicu- 
larly to the constraint plane, applying the distinguishing of direc- 
tions principle to make  the resistance  in the perpendicular  direction 
different. 
3.8  Viscosity-Driven  Switches 
Our previous research  has  considered  the idea of using flicking mo- 
tions of the 2D cursor  to switch application modes,  similar to mark- 
ing menus  [S] without having to click. A drawback  of this approach 
is that the mode switches are often triggered accidentally; we ad- 
dress  this issue by attempting to use the haptic principle of antic- 
ipation to let the user back off from the mode switch if  it  is un- 
desired,  along with corresponding  follow-through.  This was done 
by adding an unusual non-physical variant of viscosity to the mo- 
tion of the stylus in free space. At  speeds  below 200 mm/s,  no 
viscous force is added. At greater speeds,  a force is added  oppo- 
100 site to the direction of movement, and proportional to the square 
of the amount  the speed  is above  200 mm/s, with a proportionality 
constant currently 20 N s”/m2.  This provides the desired antici- 
pation. Above 600 mm/s  the viscous force suddenly drops off to 
nothing again, providing  follow-through.  Hysteresis is provided 
by not starting the viscous force again until  the speed  has dropped 
below 500 mm/s.  A quadratic increase  in resistance  was chosen 
because  attempts  made  with linear increases  resulted  in either there 
being too little anticipation or else having the user’s  motion slowed 
unacceptably  during normal movements  (or else having the speed 
required to trigger the switch be too high to achieve  comfortably). 
3.9  Plastic  Deformation  Vertices 
Occasionally in a polygonal modeler, it is desirable to manipulate 
vertices freely in space.  Simply mapping the position of the haptic 
device  to the position of the vertex results  in an undesirable  jittering 
due to shakiness  in the human hand position.  Our solution is to 
have  the user’s position virtually  attached  to the vertex position by 
a spring; when the user has moved further than a certain threshold 
away from the vertex the vertex moves  to be exactly that threshold 
distance  away  from the user,  similarly to the resizing behavior  of the 
haptic virtual  sphere  above, and to the implementation of friction 
in  [20].  This provides both guidance because  it adapts  the user’s 
input to be biased towards the current position, and anticipation 
of when the user is about to make a change  to the position of the 
vertex. At a threshold of 1 mm and spring constant  of 0.4 N/mm 
this feels as  though one is smoothly deforming a plastic object,  and 
the feeling of control over the position is better than without. 
3.10  Failed  Widgets 
3.10.1  Touch  to  Draw 
In our current system,  strokes  are  initiated by clicking the physical 
button on the PHANTOM stylus when the user  is touching a surface. 
Our original method  of starting strokes  was simply to touch the sur- 
face to begin drawing, analogous  to drawing with a pencil or pen 
in the real world.  However, we were frustrated with the difficulty 
in drawing with this method compared  with drawing strokes  with a 
real pencil, and found that the click-to-draw method  was noticeably 
easier  and faster to use (though still not as  good as a pencil). From 
our observation, it seems  that one of the most noticeable sources 
of difficulty  with  touch-to-draw was that it was difficult  to antici- 
pate when one was about to touch the surface  and therefore begin 
drawing. We  hypothesize  that in the real world there are  additional 
visual cues  such as  stereo  vision which would give a better sense  of 
where the user is relative to the drawing surface  and thus provide 
visual anticipation of when they are about  to begin drawing. 
3.10.2  Break  Detent  to  End 
Another early idea that didn’t work out was,  in fact, one  of our orig- 
inal ideas  for applying haptic anticipation: something  like our line 
detent would be provided when the user started  drawing a stroke, 
and the end of the stroke could be indicated by merely breaking 
through the detent along the surface, also signaling the beginning 
of the next stroke.  (This was originally  designed in the context 
of the gesture  to create a cube, which requires three perpendicu- 
lar strokes.)  This would seem  to provide exactly what we’ve talked 
about  for anticipation: a resistive force that lets the user  know when 
they’re about to make a qualitative change in  their gesture from 
continuing one stroke  to starting another.  Unfortunately, it resulted 
in greater  inaccuracies  of drawing and a lessened  feeling of control 
than ending the stroke  by either releasing  the stylus button or lifting 
off the surface. We were unable to find a level of force for the de- 
tent anticipation which provided sufficient force that the user  could 
indeed feel the anticipation but not too much force that the user 
couldn’t break  through it without disturbing their endpoint. This is 
therefore a case  where there is a tradeoff between anticipation and 
accuracy. 
4  CONCLUSIONS  AND  FUTURE  WORK 
We have presented  a small number of principles for using haptic 
feedback  and shown how they apply to existing haptic widgets, as 
well  as haptic widgets presented  here for the first time.  We have 
found these  principles to be surprisingly robust and general in the 
course  of our discussions  while developing these widgets; in fact, 
as it seems  that most if  not all of our principles can be applied to 
purely graphical user interfaces  as well, one interesting avenue  for 
future work is to try to improve the design of such interfaces  using 
these  principles to see  how far the principles can be extended  and 
whether new ones  become  evident. 
Most examples  of guidance we have encountered  involve some 
degree  of anticipation as well.  One future widget we would like to 
explore is a line wiggler.  It can be difficult  to draw a curve with a 
uniform amount  of wiggling in it, controlling both the overall shape 
of the curve and perhaps  occasional  variations in the wiggles. Ap- 
plying a sinusoidal force to the user’s  position while they are  draw- 
ing a curve could aid in this task, letting the user focus on broad 
motions to specify the overall shape,  but still  allowing the user to 
resist  the forces  to produce  occasional  variations. This would be an 
example  of guidance  with no aspect  of anticipation at all. 
Other possible  future widgets include a haptic version of the de- 
formation rack [6], presumably  by using distinguishing directions 
to simultaneously control multiple less-than-three-dimensional  pa- 
rameters,  such as  bend and taper.  Yet another  possible widget is the 
use  of textures  in free space  to indicate various modes  the interface 
may be in. 
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