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Abstract
We study nearest-neighbors branching random walks started by a single parti-
cle at the interior of a hypercube. We show that the probability of its progeny
escaping a hypercube is monotonically decreasing with respect to the distance
of the starting point from the boundary of the hypercube. We derive as a con-
sequence that at all times the number of particles at a site is monotonically
decreasing with respect to its distance from the starting site.
Key-words: Branching random walks; spatial-symmetry stochastic comparisons.
1 Statement of Results
The aperiodic nearest-neighbors branching random walk with offspring distribution
P = (Pi)i≥0 is a discrete-time particle system (βt)t≥0 on the integer lattice Z
d,
evolving according to the following rule. Every particle generates independently of
other particles a random number of offspring distributed according to P and dies
after one time unit; each offspring particle moves at a position chosen uniformly at
random from the 2d+ 1 sites located at most at distance 1 from the location of the
parent. We refer to [3] and the references therein for background and recent results
on this extensively studied process. Hereafter, we let Λdn = {x ∈ Z
d : ‖x‖ ≤ n}
be the d-dimensional hypercube of side length 2n centred at the origin, and we let
∂Λdn = {x ∈ Λ
d
n : ‖x‖ = n} be its boundary, and we let also Λ˚
d
n = Λ
d
n\∂Λ
d
n be its
interior, where ‖x‖ = max{|xi| : i = 1, . . . , d}. Further, we define the usual partial
order on the positive orthant Zd+ to be x  y if xi ≤ yi, for all i = 1, . . . , d.
1
Theorem 1. We let (βxt ) be the aperiodic nearest-neighbors branching random walk
on Zd initiated by a particle at x. We let τxn = inf{t : β
x
t (y) ≥ 1, for some y ∈ ∂Λ
d
n}
and we let pn(x) = P(τ
x
n <∞), x ∈ Λ˚
d
n. We have that
x  y =⇒ τ yn ≤st. τ
x
n , (1)
and, in particular, pn(x) ≤ pn(y), for all n ≥ 1.
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1where we note that, if x, x′ are such that x′ is obtained by x by reflection over a coordinate axis,
then τxn
st.
= τx
′
n , and hence considering x, y ∈ Z
d
+ in Theorems 1 and 2 and, likewise in Corollary 3,
incurs no loss of generality.
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The proof of Theorem 1 comprises a stochastic comparison that relies on spatial-
symmetry and uses the assumption that offspring may stay at the same location
as their parent in an essential way. We next consider the corresponding process in
which this assumption is dropped. The periodic nearest-neighbors branching random
walk with offspring distribution P = (Pi)i≥0 is a discrete-time particle system (δt)t≥0
on the integer lattice Zd that evolves according to the following rules. Every particle
generates independently of other particles a random number of offspring distributed
according to P and dies after one time unit. Each offspring particle moves at a
position chosen uniformly at random from the 2d neighbors of the site of the parent.
Theorem 2. We let (δxt ) be the periodic nearest-neighbors branching random walk
on Zd initiated by a particle at x. We let τxn = inf{t : δ
x
t (y) ≥ 1, for some y ∈ ∂Λ
d
n}
and let pn(x) = P(τ
x
n <∞), x ∈ Λ˚
d
n. We have that
x  y =⇒ pn(x) ≤ pn(y), (2)
for all n ≥ 1.
Theorem 2 is shown via a proof by contradiction argument that reduces the proof
to two spatial-symmetry stochastic comparisons, a consequence of one of which is
given in the next statement. We next consider the continuous-time nearest-neighbors
branching random walk parameter λ > 0. This is a particle system (ζt)t∈R+ on Z
d
in which each particle dies after an independent intensity 1 exponential time and
generates offspring at each of the 2d neighboring sites according to independent
intensity λ > 0 inter-arrival exponential times, and, we allow for initial states with
only a finite number of particles. Formally, ζt = (ζt(x) : x ∈ Z
d) is Markov process
with state-space {ζ :
∑
x ζ(x) <∞} and transition rates: ζt(x)→ ζt(x)− 1, at rate
ζt(x), and, ζt(x)→ ζt(x)+1, at rate λ
∑
|y−x|=1 ζt(y), where | · | denotes L
1-distance,
and where
∑
x ζ0(x) <∞. We refer to [1] and the references therein for background
and recent results on this extensively studied process
Corollary 3. We let (ζot ) be the continuous-time nearest-neighbors branching ran-
dom walk on Zd initiated by a particle at the origin. We have that
x  y =⇒ ζot (x) ≤st. ζ
o
t (y), (3)
for all t ≥ 0.
2 Proofs
We explicitly treat the planar case only, since the modifications required for higher
dimensions are in all cases straightforward.
Proof of Theorem 1. To simplify notation, we write (β0t )t≥0 for (β
(0,0)
t )t≥0 and (β
1
t )t≥0
for (β
(1,0)
t )t≥0 and, further, we write τ
0
n for τ
(0,0)
n , and τ 1n for τ
(1,0)
n . We will prescribe
a stochastic comparison2 such that
τ 1n ≤ τ
0
n , a.s.. (4)
2i.e., a way to define (β0t )t≥0 and (β
1
t )t≥0 on a common probability space with the correct
marginal distribution for each one of them.
2
where, we note that (4) implies (1) and suffices to complete the proof, since the
law of (β
(1,0)
t ) is invariant with respect to permutations of the coordinates of (1, 0).
The following definitions are in order. We let Vr = {(x, y) ∈ Z
2 : x = r} where
r ∈ Z ∪ {1/2}. We also let Hk = {(x, y) ∈ Z
2 : y = k}, k ∈ Z. We note that V1/2
will play the role of a symmetry axis in our stochastic comparison below. We let
W1/2 = V0 ∪ V−1, · · · ∪ V−n+1 and E1/2 = V1 ∪ V2, · · · ∪ Vn,
We let φ be the bijection of every point in W1/2 to its mirror image point with
respect to V1/2 in E1/2, which is, we let
φ : (x, y) 7→ (−x+ 1, y),
(x, y) ∈ W1/2, where we note that φ maps points on V−n+1 ∩ Λ
2
n to points with the
same second coordinate on Vn ∩ Λ
2
n, i.e., that
φ(−n + 1, y) = (n, y), (5)
y ∈ Z. In addition, we let
Φ(f(x, y)) = f(φ(x, y)),
f : Λ2n → {0, 1, . . . }.
The next statement regards a stochastic comparison of (β0t ) and (β
1
t ) which allows
us to decompose each one of them into two processes which are related amongst
them.
Lemma 4. We have that
β0t = σ
0
t + α
0
t and β
1
t = σ
1
t + α
1
t , (6)
where (σ0t ), (α
0
t ), (σ
1
t ), (α
1
t ) satisfy the following properties:
σ0t = σ
1
t , (7)
α0t (x, y) = 0, ∀(x, y) ∈ E1/2, and α
1
t (x, y) = 0, ∀(x, y) ∈ W1/2, (8)
Φ(α0t ) = α
1
t , (9)
where we let α00(0, 0) = 1 and, α
0
0(x, y) = 0, otherwise; and, we let α
1
0(1, 0) = 1 and,
α10(x, y) = 0, otherwise; and we also let σ
0
0(x, y) = σ
1
0(x, y) = 0, ∀(x, y).
We first show that Lemma 4 suffices to complete the proof, which is, that (4)
follows from Lemma 4. We then give the remaining proof of Lemma 4.
We let Sin = inf{t : σ
i
t(y) ≥ 1, for some y ∈ ∂Λ
2
n}, and, furthermore, we let U
i
n =
inf{t : αit(y) ≥ 1, for some y ∈ (Hn ∪ H−n) ∩ Λ
2
n}, i = 0, 1. In addition, we let
T 0n = inf{t : α
0
t (y) ≥ 1, for some y ∈ V−n ∩ Λ
2
n}, and, furthermore, we let T
1
n =
inf{t : α1t (y) ≥ 1, for some y ∈ Vn ∩ Λ
2
n}. Note that by (8), we have that
τ in = min(S
i
n, T
i
n, U
i
n), i = 0, 1. (10)
By (7) we have that S0n = S
1
n and, by (9), we have that U
0
n = U
1
n and, by (5) that
T 1n ≤ T
0
n . Thus, by (10), we have that τ
1
n ≤ τ
0
n , a.s., which implies (4).
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Proof of Lemma 4. Introducing the following terminology is required in order to
give the construction. Particles in (σ0t ) will be called σ
0 particles, particles in (σ1t )
will be called σ1 particles, and, similarly for particles in (α0t ) and in (α
1
t ). If σ
0, σ1
is a pair of particles positioned at the same site, we then say that their offspring
is distributed (at the next time instant) in an identical way whenever the number
of offspring produced by both particles is matched (i.e. it is defined by means of
the same r.v.) and, furthermore, the displacement of their progeny is determined
identically (i.e. by means of the same r.v.’s). Further, if α0, α1 is a pair of particles
positioned at some site on (x, y) ∈ V0 and on φ(x, y) ∈ V1 respectively, we then say
that offspring of α0 and α1 is distributed in a synthetic way whenever the number
of offspring produced by both particles is matched and, furthermore:
(i) offspring of α0 placed at V1 are relabelled as σ
0 particles and match offspring
of α1 placed at V1 which is relabelled as σ
1 particles,
(ii) offspring of α0 placed at V0 is relabelled as σ
0 particles and match offspring
of α1 placed at V0 which is relabelled as σ
1 particles,
(iii) offspring of α0 placed at V−1 matches offspring of α
1 placed at V2.
Further, if α0 and α1 is a pair of particles at site (x, y) ∈ W1/2\V0 and at site
φ(x, y) ∈ E1/2\V1 respectively, we say that offspring of α
0 and α1 are distributed in
an antithetic way whenever the number of offspring of both particles are matched,
and, furthermore:
(i*) offspring of α0 placed at the North and South neighbor of (x, y) is matched with
offspring of α1 placed at the North and South neighbor of φ(x, y) respectively,
whereas,
(ii*) offspring of α0 placed at the site West (resp. East) of (x, y) is matched with
offspring of α1 placed at the site East (resp. West) of φ(x, y),
where offspring of α0 and α1 particles will also be α0 and α1 particles respectively
(i.e. no relabelling occurs).
Note that (6), (7), (8), (9) hold for t = 1. We will assume that (6), (7), (8) and
(9) hold for some t and show that they hold for t + 1. The evolution of σ0t , σ
1
t , α
0
t ,
α1t at time t+ 1 may then be described as follows.
(a) Offspring of σ0 particles is distributed at time t + 1 in an identical way to σ1
particles.
(b) Offspring of α0 particles at (0, y) ∈ V0 is distributed in a synthetic way to α
1
particles at φ(1, y) ∈ V1.
(c) Offspring of α0 particles at (x, y) ∈ W1/2\V0 is distributed in an antithetic way
to α1 particles at φ(x, y) ∈ E1/2\V1.
Note that every σ0 and α0 (resp. σ1 and α1) particle generates independently of
other σ0 and α0 (resp. σ1 and α1) particles a random number of offspring distributed
according to P and dies after one time unit. Note further that each offspring particle
moves at a position chosen uniformly at random from the 5 sites located at most
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at distance 1 from the location of the parent. We thus have that the stochastic
comparison described preserves the correct marginal distributions for both (β0t ) and
(β1t ), and further, that we have
β0t+1 = σ
0
t+1 + α
0
t+1 and β
1
t+1 = σ
1
t+1 + α
1
t+1. (11)
Let σ˜0t+1 (resp. σ˜
1
t+1) be offspring at time t + 1 of particles in σ
0
t (resp. σ˜
1
t ). Let
also σ¯0t+1 be offspring of α
0 particles that are located at time t at V0 and which are
placed at V0 and at V1 at time t+1. Let in addition σ¯
1
t+1 be offspring of α
1 particles
that are located at time t at V1 and which are placed at V0 and at V1 at time t+ 1.
Note that
σit+1 = σ˜
i
t+1 + σ¯
i
t+1 for i = 0, 1. (12)
By (7), we have that (a) gives that
σ˜1t+1 = σ˜
0
t+1. (13)
Note that, by (9) we have that Φ(α0t (0, y)) = α
1
t (1, y) and, hence, by (b), (i), and
(ii), we have that
σ¯1t+1 = σ¯
0
t+1. (14)
Plugging (13) and (14) into (12) gives that
σ0t+1 = σ
1
t+1. (15)
Note further that from (8), (b) together with (i) and (ii), give that
α0t+1(x, y) = 0, ∀(x, y) ∈ E1/2, and α
1
t+1(x, y) = 0, ∀(x, y) ∈ W1/2. (16)
Note in addition that from (9), (c) by (i*), (ii*), and (iii), give that
Φ(α0t+1(x, y)) = α
1
t+1(x, y). (17)
Hence, by (11), (15), (16) and (17) we have that (6), (7), (8) and (9) respectively
hold for t+ 1, and the proof is complete.
Proof of Theorem 2. We rely on the two following statements, the proofs of which
are deferred to immediately below next. Note that Theorem 2 for n = 1 is trivially
true and, thus, we may henceforth assume that n ≥ 2.
Proposition 5. We have that, for all n ≥ 2,
τ (0,0)n ≤st. τ
(0,2)
n , (18)
and, in particular,
pn(0, 0) ≤ pn(0, 2). (19)
Proposition 6. We have that, for all n ≥ 2,
τ (0,0)n ≤st. τ
(1,1)
n , (20)
and, in particular,
pn(0, 0) ≤ pn(1, 1). (21)
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We may then derive (2) as follows. Let qn(x) = 1 − pn(x), x ∈ Λ˚
2
n. Observe
that by the Markov property, independence of offspring of the particles generated
at t = 1 and, symmetry, we have that
qn(0, 0) =
∑
i≥1
qin(1, 0)Pi. (22)
LetX1 = δ
(1,0)
1 (1, 1), X2 = δ
(1,0)
1 (2, 0), X3 = δ
(1,0)
1 (1,−1), X4 = δ
(1,0)
1 (0, 0) and let C =
X1 +X2 +X3 +X4, where C ∼ P, and let fi(x1, x2, x3, x4) = P((X1, X2, X3, X4) =
(x1, x2, x3, x4)|C = i), i ≥ 1, x1 + x2 + x3 + x4 = i. By the Markov property at time
1 and symmetry, we have that
P(τn(1, 0) =∞|C = i) =
∑
x1+x2+x3+x4=i
fi(x1, x2, x3, x4)q
x1+x3
n (1, 1)q
x2
n (2, 0)q
x4
n (0, 0)
≤
∑
x1+x2+x3+x4=i
fi(x1, x2, x3, x4)q
i
n(0, 0)
≤ qin(0, 0), (23)
i ≥ 1, where in the second line we invoked (19) and (21). Thus, by (23), we have
that
qn(1, 0) ≤
∑
i≥1
qin(0, 0)Pi. (24)
Let us assume to the end of reaching a contradiction that
qn(0, 0) < qn(1, 0). (25)
Then, by (22) and (24), we have that
∑
i≥1
(qin(1, 0)− q
i
n(0, 0))Pi < 0,
and we have thus reached a contradiction of (25) and, hence, we conclude that
qn(0, 0) ≥ qn(1, 0).
Proof of Proposition 6. Since (21) follows from (20) it suffices that we show only
the latter. We let (β
(0,0)
t )t≥0 and (β
(1,1)
t )t≥0 be the processes started by a single
particle at (0, 0) and at (1, 1) respectively. We show a stochastic comparison among
(β
(0,0)
t )t≥0 and (β
(1,1)
t )t≥0 such that
τ (0,0)n ≤ τ
(1,1)
n , a.s.. (26)
To the end of presenting our stochastic comparison, the following definitions are
required. We let Λ˜2n be the box of side length 2n− 1 centred at (1/2, 1/2) with its
4 end vertices, (−n + 1,−n+ 1), (−n + 1, n), (n, n), (n,−n+ 1), removed. Further,
we let
Dk = {(x, y) ∈ Z
2 : y = −x+ k}, k ∈ Z,
and, we let
D˜k = Dk ∩ Λ˜
2
n, for k = −2n+ 2,−2n+ 1, . . . , 2n− 1, 2n.
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where D˜1 will be our symmetry axis in the argument below, since it divides Λ˜
2
n into
two, as follows. Let
SW1/2 = D˜0 ∪ D˜−1 · · · ∪ D˜−2n+2 and NE1/2 = D˜2 ∪ D˜3 · · · ∪ D˜2n.
We let υ be the bijection of every point in SW1/2 to its mirror image point (with
respect to D˜1) in NE1/2. We in addition let
Υ(f(x, y)) = f(υ(x, y))
f : Λ˜2n → {0, 1, . . . }. We note that υ maps points on D˜0, D˜−1, . . . , D˜−2n+2 to points
on D˜2, D˜3, . . . , D˜2n respectively and, furthermore, that, if we let ∂iΛ˜
2
n, i = N, S,E,W
be the set of points comprising the North, South, East and West sides of ∂Λ˜2n
respectively, we then have that
υ(∂W Λ˜
2
n) = ∂N Λ˜
2
n, υ(∂SΛ˜
2
n) = ∂EΛ˜
2
n. (27)
and, that
∂W Λ˜
2
n ∈ Λ˚
2
n and ∂SΛ˜
2
n ∈ Λ˚
2
n, (28)
and, that
∂N Λ˜
2
n ⊂ ∂NΛ
2
n and ∂EΛ˜
2
n ⊂ ∂EΛ
2
n, (29)
where ∂iΛ
2
n, i = N,E, are the set of the points at the North and the East sides of
Λ2n respectively.
We now give a stochastic comparison between (β
(0,0)
t ) and (β
(1,1)
t )) that allows us
to decompose each of them into two processes which are related amongst them.
Lemma 7. We have that
β
(0,0)
t = σ
(0,0)
t + α
(0,0)
t and β
(1,1)
t = σ
(1,1)
t + α
(1,1)
t , (30)
where we have that the following properties regarding the auxiliary processes (σ
(0,0)
t ),
(α
(0,0)
t ), (σ
(1,1)
t ), (α
(1,1)
t ) hold for all t ≥ 0,
σ
(0,0)
t = σ
(1,1)
t , (31)
α
(0,0)
t (x, y) = 0, ∀(x, y) ∈ NE1/2, and α
(1,1)
t (x, y) = 0, ∀(x, y) ∈ SW1/2, (32)
Υ(α
(0,0)
t ) = α
(1,1)
t , (33)
where we let α
(0,0)
0 (0, 0) = 1 and, α
(0,0)
0 (x, y) = 0, otherwise; and further, we let
α
(1,1)
0 (1, 1) = 1 and, α
(1,1)
0 (x, y) = 0, otherwise; and we also let σ
(0,0)
0 (x, y) =
σ
(1,1)
0 (x, y) = 0, ∀(x, y).
We show first that Lemma 7 suffices to complete the proof, that is that is implies
(26), whereas the proof of Lemma 7 is given immediately next.
We let S
(i,i)
n = inf{t : σ
(i,i)
t (y) ≥ 1, for some y ∈ ∂Λ
2
n}, for i = 0, 1. We also let
T
(1,1)
n = inf{t : α
(1,1)
t (y) ≥ 1, for some y ∈ ∂NΛ
2
n ∪ ∂EΛ
2
n}, and, furthermore, we let
T
(0,0)
n = inf{t : α
(0,0)
t (y) ≥ 1, for some y ∈ ∂SΛ
2
n ∪ ∂WΛ
2
n}. Note that, due to (32), we
have that
τ (i,i)n = min(S
(i,i)
n , T
(i,i)
n ), i = 0, 1. (34)
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Note that by (31) we have that S
(0,0)
n = S
(1,1)
n . Further note that, by (33), due to
(27), (28), (29), we have that T
(1,1)
n ≤ T
(0,0)
n a.s.. Thus, applying (34) twice gives
(26).
Proof of Lemma 7. Introducing some terminology is required in order to give the
construction. Particles in (σ
(0,0)
t ) will be called σ
(0,0) particles, particles in (σ
(1,1)
t )
will be called σ(1,1) particles, and, particles in (α
(0,0)
t ) will be called α
(0,0) particles,
and particles in (α
(1,1)
t ) will be called α
(1,1) particles. Let σ(0,0), σ(1,1) be a pair of
particles positioned at the same site. We say that their offspring is distributed in
an identical way whenever both particles produce the same number of offspring and
their displacement is also identical.
Let α(0,0), α(1,1) be a pair of particles positioned at some site (x, y) on D˜0 and
at (υ(x), υ(y)) on D˜2 respectively. We say that their offspring (at the next time
instant) is distributed in a synthetic way whenever the number of offspring of both
particles are matched and, furthermore:
(i) offspring of α(0,0) placed at its North neighbor, i.e. at (x, y+1), are relabelled
as σ(0,0) particles and are matched to offspring of α(1,1) placed at its West
neighbor, i.e. at (υ(x)− 1, υ(y)), which are relabelled as σ(1,1) particles,
(ii) offspring of α(0,0) placed at its East neighbor, i.e. at (x + 1, y), is relabelled
as σ(0,0) particles and are matched to offspring of α(1,1) placed at its South
neighbor, i.e. at (υ(x), υ(y)− 1), which are relabelled as σ(1,1) particles,
(iii) offspring of α(0,0) placed at its West neighbor, i.e. at (x − 1, y), are matched
to offspring of α(1,1) placed at its North neighbor, i.e. at (υ(x), υ(y) + 1), and
this offspring are not relabelled,
(iv) offspring of α(0,0) placed at its South neighbor, i.e. at (x, y − 1), are matched
to offspring of α(1,1) placed at its East neighbor, i.e. at (υ(x), υ(y) + 1), and
this offspring are not relabelled.
Let α(0,0) and α(1,1) be a pair of particles at site (x, y) ∈ SW1/2\D˜0 and at site
(υ(x), υ(y)) ∈ NE1/2\D˜2 respectively. We say that offspring of α
(0,0) and α(1,1) are
distributed in an antithetic way whenever offspring of both particles are matched
as in the synthetic way but without relabelling, viz. offspring of α(0,0) and α(1,1)
particles will also be α(0,0) and α(1,1) particles respectively.
Note that (30), (31), (32) and (33) hold for t = 1. We will assume that (30),
(31), (32) and (33) hold for some time t and show that they hold for t + 1. The
stochastic comparison of σ
(0,0)
t , σ
(1,1)
t , α
(0,0)
t , α
(1,1)
t at time t+1 may then be described
as follows.
(a) Offspring of σ(0,0) particles is distributed at time t + 1 in an identical way to
σ(1,1) particles.
(b) Offspring of α(0,0) particles at (x, y) ∈ D˜0 is distributed in a synthetic way to
α(1,1) particles at υ(x, y) ∈ D˜2.
(c) Offspring of α(0,0) particles at (x, y) ∈ SW1/2\D˜0 is distributed in an antithetic
way to α(1,1) particles at υ(x, y) ∈ NE1/2\D˜2.
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Note that every σ(0,0) and α(0,0) (resp. σ1 and α1) particle at time t generates
independently of other σ(0,0) and α(0,0) (resp. σ1 and α1) particles a random number
of offspring distributed according to P and dies after one time unit. Furthermore,
each offspring particle moves at a position chosen uniformly at random from the 4
neighbors of the site of the parent. Therefore, we have that the stochastic comparison
described preserves the correct marginal distributions for both (β
(0,0)
t ) and (β
(1,1)
t ),
and further, that we have
β
(0,0)
t+1 = σ
(0,0)
t+1 + α
(0,0)
t+1 and β
(1,1)
t+1 = σ
(1,1)
t+1 + α
(1,1)
t+1 . (35)
Let σ˜
(0,0)
t+1 (resp. σ˜
(1,1)
t+1 ) be offspring at time t+1 of particles in σ
(0,0)
t (resp. σ˜
(1,1)
t ).
Let also σ¯
(0,0)
t+1 be offspring of α
(0,0) particles that are located at time t at D˜0 and
which are placed at D˜1 at time t + 1. Let in addition σ¯
(1,1)
t+1 be offspring of α
(1,1)
particles that are located at time t at D˜2 and which are placed at D˜1 at time t+ 1.
Note that
σ
(i,i)
t+1 = σ˜
(i,i)
t+1 + σ¯
(i,i)
t+1 for i = 0, 1. (36)
By (31), we have that (a) gives that
σ˜
(1,1)
t+1 = σ˜
(0,0)
t+1 . (37)
Note that, by (33) we have that Υ(α
(0,0)
t (x, y)) = α
(1,1)
t (x, y), (x, y) ∈ D˜0 and, hence,
by (b), (i), and (ii), we have that
σ¯
(1,1)
t+1 = σ¯
(0,0)
t+1 . (38)
Plugging (37) and (38) into (36) gives that
σ
(0,0)
t+1 = σ
(1,1)
t+1 . (39)
Note in addition that from (32), (b) together with (i) and (ii), give that
α
(0,0)
t+1 (x, y) = 0, ∀(x, y) ∈ NE1/2, and α
(1,1)
t+1 (x, y) = 0, ∀(x, y) ∈ SW1/2, (40)
Note in addition that from (33), (c) and (iii), give that
Φ(α
(0,0)
t+1 (x, y)) = α
(1,1)
t+1 (x, y). (41)
Hence, from (35), (39), (40) and (41) we have that (30), (31), (32) and (33) respec-
tively hold for t+ 1 and, therefore, that the proof is complete.
Proof of Proposition 5. Since (19) follows from (18), it suffices that we only show
the latter. We will prescribe a stochastic comparison such that
τ (2,0)n ≤ τ
(0,0)
n , a.s.. (42)
The following definitions are in order. We let Vk = {(x, y) ∈ Z
2 : x = k} and we let
Hk = {(x, y) ∈ Z
2 : y = k}, k ∈ Z. We note that V1 will play the role of a symmetry
axis in our stochastic comparison below. We let
W1 = V0 ∪ V−1, · · · ∪ V−n+2 and E1 = V2 ∪ V3, · · · ∪ Vn.
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We let ψ be the bijection of every point in W1 to its mirror image point with respect
to V1 in E1, which is, we let ψ : (x, y) 7→ (−x + 2, y), (x, y) ∈ W1, where we note
in particular that ψ maps points on V−n+2 ∩ Λ
2
n to points with the same second
coordinate on Vn ∩ Λ
2
n, which is that
ψ(−n + 2, y) = (n, y), (43)
y ∈ Z. In addition, we let
Ψ(f(x, y)) = f(ψ(x, y)),
f : Λ2n → {0, 1, . . . }.
In Lemma 8 stated next we consider (γxt ), an inhomogeneous branching random
walk which is a generalization of (δxt ). The corresponding extended formulation of
Lemma 8 will be required in the proof of Corollary 3, where we will invoke this
statement in its full generality. Lemma 8 regards a stochastic comparison of (γ
(0,0)
t )
and (γ
(2,0)
t ) that allows us to decompose each one of these processes into two processes
which are related amongst them.
Lemma 8. Let (γxt ) be the generalization of (δ
x
t ) in which each particle may survive
in the subsequent generation with probability pi ≥ 0, independently of everything else.
(Note that the process (δxt ) may then be retrieved by setting pi = 0). We have that
γ
(0,0)
t = σ
(0,0)
t + α
(0,0)
t and γ
(2,0)
t = σ
(2,0)
t + α
(2,0)
t , (44)
where (σ
(0,0)
t ), (α
(0,0)
t ), (σ
(2,0)
t ), (α
(2,0)
t ) satisfy the following properties:
σ
(0,0)
t = σ
(2,0)
t , (45)
α
(0,0)
t (x, y) = 0, ∀(x, y) ∈ E1, and α
(2,0)
t (x, y) = 0, ∀(x, y) ∈ W1, (46)
Ψ(α
(0,0)
t ) = α
(2,0)
t , (47)
where we let α
(0,0)
0 (0, 0) = 1 and, α
(0,0)
0 (x, y) = 0, otherwise; and, we let α
(2,0)
0 (2, 0) =
1 and, α
(2,0)
0 (x, y) = 0, otherwise; and we also let σ
(0,0)
0 (x, y) = σ
(2,0)
0 (x, y) = 0,
∀(x, y).
We show first that Lemma 8 suffices to complete the proof, that is that is implies
(42), whereas the proof of Lemma 8 is given immediately next.
We let Sin = inf{t : σ
i
t(y) ≥ 1, for some y ∈ ∂Λ
2
n}, for i = (0, 0), (0, 2). Fur-
thermore, we let U in = inf{t : α
i
t(y) ≥ 1, for some y ∈ (Hn ∪ H−n) ∩ ∂Λ
2
n}, for
i = (0, 0), (0, 2). We also let T
(0,0)
n = inf{t : α
(0,0)
t (y) ≥ 1, for some y ∈ V−n ∩ ∂Λ
2
n},
and, further, we let T
(2,0)
n = inf{t : α
(2,0)
t (y) ≥ 1, for some y ∈ Vn ∩ ∂Λ
2
n}. Note that
by (46), we have that
τ in = min(S
i
n, T
i
n, U
i
n), i = (0, 0), (0, 2). (48)
Note that by (45) we have that S
(0,0)
n = S
(2,0)
n . Further, note that by (47) we also
have that U
(0,0)
n = U
(2,0)
n . Note in addition that by (43) and (47), we also have that
T
(2,0)
n ≤ T
(0,0)
n a.s.. Thus, applying (48) twice gives (42).
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Proof of Lemma 8. Introducing the following terminology is required in order to give
the construction. Particles in (σ
(0,0)
t ) will be called σ
(0,0) particles, particles in (σ
(2,0)
t )
will be called σ(2,0) particles and similarly for (α
(0,0)
t ) and (α
(2,0)
t ). If σ
(0,0), σ(2,0) is
a pair of particles positioned at the same site, we then say that their offspring is
distributed (at the next time instant) in an identical way whenever the number
of offspring produced by both particles is matched (i.e. it is defined by means of
the same r.v.) and, furthermore, the displacement of their progeny is determined
identically (i.e. by means of the same r.v.’s), and in addition, particle σ(0,0) survives
(at time t+1) if and only if σ(2,0) survives. Further, if α(0,0), α(2,0) is a pair of particles
positioned at some site on (x, y) ∈ V0 and on ψ(x, y) ∈ V2 respectively, we then say
that offspring of α(0,0) and of α(2,0) is distributed in a synthetic way whenever the
number of offspring produced by both particles is matched and, furthermore:
(i) offspring of α(0,0) placed at V1 at the site East of (x, y) is relabelled as σ
(0,0)
particles and match offspring of α(2,0) placed at the site West of ψ(x, y) which
is relabelled as σ(2,0) particles,
(ii) offspring of α(0,0) placed at the site West of (x, y) is matched with offspring of
α(2,0) placed at the site East of ψ(x, y),
(iii) particle α(0,0) survives (at the next time instant) if and only if α(2,0) survives,
Further, if α(0,0) and α(2,0) is a pair of particles at site (x, y) ∈ W1\V0 and at site
ψ(x, y) ∈ E1\V2 respectively, we say that offspring of α
(0,0) and α(2,0) is distributed
in an antithetic way whenever the number of offspring of both particles is matched,
and, furthermore:
(i*) offspring of α(0,0) placed at the North and South neighbor of (x, y) is matched
with offspring of α(2,0) placed at the North and South neighbor of ψ(x, y)
respectively, whereas,
(ii*) offspring of α(0,0) placed at the site West (resp. East) of (x, y) is matched with
offspring of α(2,0) placed at the site East (resp. West) of ψ(x, y),
(iii*) particle α(0,0) survives (at the next time instant) if and only if α(2,0) survives,
where offspring of α(0,0) and α(2,0) particles will also be α(0,0) and α(2,0) particles
respectively (i.e. no relabelling occurs).
Note that (44), (45), (46), (47) hold for t = 1. We will assume that (44), (45),
(46) and (47) hold for some t and show that they hold for t + 1. The evolution of
σ
(0,0)
t , σ
(2,0)
t , α
(0,0)
t , α
(2,0)
t at time t+ 1 may then be described as follows.
(a) Offspring of σ(0,0) particles is distributed in an identical way to σ(2,0) particles.
(b) Offspring of α(0,0) particles at (0, y) ∈ V0 is distributed in a synthetic way to
α(2,0) particles at ψ(2, y) ∈ V2.
(c) Offspring of α(0,0) particles at (x, y) ∈ W1\V0 is distributed in an antithetic
way to α(2,0) particles at ψ(x, y) ∈ E1\V2.
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Note that every σ(0,0) and α(0,0) (resp. σ(2,0) and α(2,0)) particle generates indepen-
dently of other σ(0,0) and α(0,0) (resp. σ(2,0) and α(2,0)) particles a random number
of offspring distributed according to P and dies after one time unit with probability
pi. Note further that each offspring particle moves at a position chosen uniformly
at random from the 4 sites located at most at distance 1 from the location of the
parent. We thus have that the stochastic comparison described preserves the correct
marginal distributions for both (γ
(0,0)
t ) and (γ
(2,0)
t ), and further, that
γ
(0,0)
t+1 = σ
(0,0)
t+1 + α
(0,0)
t+1 and γ
(2,0)
t+1 = σ
(2,0)
t+1 + α
(2,0)
t+1 . (49)
Let σ˜
(0,0)
t+1 (resp. σ˜
(2,0)
t+1 ) be offspring at time t+1 of particles in σ
(0,0)
t (resp. σ˜
(2,0)
t ).
Let also σ¯
(0,0)
t+1 be offspring of α
(0,0) particles that are located at time t at V0 and
which are placed at V1 at time t + 1. Let in addition σ¯
(2,0)
t+1 be offspring of α
(2,0)
particles that are located at time t at V2 and which are placed at V1 at time t + 1.
Note that
σit+1 = σ˜
i
t+1 + σ¯
i
t+1 for i = (0, 0), (2, 0). (50)
By (45), we have that (a) gives that
σ˜
(2,0)
t+1 = σ˜
(0,0)
t+1 . (51)
Note that, by (47) we have that Ψ(α
(0,0)
t (0, y)) = α
(2,0)
t (2, y) and, hence, by (b), (i),
and (ii), we have that
σ¯
(2,0)
t+1 = σ¯
(0,0)
t+1 . (52)
Plugging (51) and (52) into (50) gives that
σ
(0,0)
t+1 = σ
(2,0)
t+1 . (53)
Note further that from (46), (b) together with (i), (ii) and (iii), give that
α
(0,0)
t+1 (x, y) = 0, ∀(x, y) ∈ E1, and α
(2,0)
t+1 (x, y) = 0, ∀(x, y) ∈ W1. (54)
Note in addition that from (47), (c) by (i*), (ii*), (iii*), and (iii), give that
Ψ(α
(0,0)
t+1 (x, y)) = α
(2,0)
t+1 (x, y). (55)
Hence, by (49), (53), (54) and (55) we have that (44), (45), (46) and (47) respec-
tively hold for t+ 1 and, thus, the proof is complete.
Proof of Corollary 3. Let (γ
(0,0)
n , γ
(2,0)
n )n≥0 be as in Lemma 8. Let D2Z =
⋃
k∈2ZDk,
where Dk = {(x, y) ∈ Z
2
+ : y = −x+ k}. We first show that
γ
(0,0)
2n (x, y) ≤st. γ
(0,0)
2n (x+ 2, y), (56)
∀(x, y) ∈ D2Z. To this end, let D
′
2Z be the set of (x, y) ∈ D2Z such that x ≥ 2. By
(44) due to (46), we have that if (x, y) ∈ D′2Z, then
γ
(0,0)
2n (x, y) = σ
(0,0)
2n (x, y)
= σ
(2,0)
2n (x, y) ≤ γ
(2,0)
2n (x, y),
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a.s., where in the second line we used (45), and then (44). By invariance of the
law of (γn) under shifts of the starting point and reflections over the coordinate
axis, the last display above gives that γ
(x,y)
2n (0, 0) ≤st. γ
(x,y)
2n (2, 0) and hence, that
γ
(0,0)
2n (x, y) ≤st. γ
(0,0)
2n (x− 2, y), which gives (56).
Let (x, y) ∈ Z2+ and t ∈ R+ be fixed. Let also N ≥ 1 be sufficiently large in order
that
√
1− λ/N < 1. Let Nγ
(0,0)
n be the process with piN =
√
1− 1/N and offspring
distribution PN = (Pi,N)i≥0 such that Pi,N = P(
∑4
j=1Xj,N = i), where Xj,N are
independent Bernoulli parameter
√
λ/N . Based on the fact that, if Bn is Binomial
parameters n ≥ 1 and c/n, and B is Poisson parameter c > 0, then, as n → ∞,
Bn
d
→ B, standard arguments (see, for instance, [2]), yield that, as N →∞,
Nγ
(0,0)
2[Nt](2x, 2y)
d
→ ζot (x, y) and
Nγ
(0,0)
2[Nt](2(x+ 1), 2y)
d
→ ζot (x+ 1, y), (57)
where
d
→, and [·], denote convergence in distribution, and integer part, respectively.
Since {(x, y) ∈ Z2+ : x, y ∈ 2Z} ⊂ D2Z, we have that (56) and (57) imply (3) and,
thus, the proof is complete.
Remark 9. We finally note that directly analogously to the proof of (56) above
we may additionally deduce that γ
(0,0)
2n+1(x, y) ≤st. γ
(0,0)
2n+1(x + 2, y), ∀(x, y) ∈ D2Z+1,
D2Z+1 =
⋃
k∈2Z+1Dk, and therefore, in particular that, if (δ
o
t ) is the process consid-
ered in Theorem 2 started by a particle at the origin, then
x  y =⇒ δot (x) ≤st. δ
o
t (y),
for all x, y such that δot (x), δ
o
t (y) 6= 0 a.s., t ≥ 0. Likewise, by invoking Lemma 4
instead of Lemma 8, we may also derive that if (βot ) is the process considered in
Theorem 1 started by a particle at the origin, then x  y =⇒ βot (x) ≤st. β
o
t (y),
result shown by means of a different approach which extends the reflection principle
for random walks in [3], Lemma 11.
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