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s:t: hai;xi = bi (i = 1; : : : ;m)
x 2 K．
(1)
ただし，h:; :iは内積を表す．(1)式において，c 2 Rn，ai 2 Rn (i = 1; : : : ;m)，bi 2 R (i =
1; : : : ;m)である．(1)式のように，目的関数が線形であり，条件が線形制約および錐制
約のみで構成されるような最適化問題を錐線形計画問題という．(1)式において，内積が






















s:t: s = c  ATy
s 2 K;y 2 Rm．
(3)













K := fx 2 Rnjxi  0 (i = 1; : : : ; n)g であるとする．このとき，最適化問題は次のように
書くことができる： 8>><>>:
min cTx




















i=1Niを満たすような自然数Ni (i = 1; : : : ; p)を考えると，(6)式のN 次元ベクト
ル xは以下のように分解できる：
x = (x1;x2; : : : ;xp) ; xi 2 RNi (i = 1; : : : ; p)． (7)
このとき，集合Hを以下のように定義する：










n n実正方行列Xおよび任意のベクトル y 2 Rnに対して，
yTXy  0
が成り立つとき，Xを半正定値行列という．
今，Snを n n実対称行列の集合，Sn+を n n半正定値行列の集合とする．ここで，






と定義すると，C 2 Sn，Ai 2 Sn(i = 1; : : : ;m)，bi 2 R(i = 1; : : : ;m) を用いて以下のよ
うな最適化問題を構築できる：8>><>>:
min C X



























s:t: Ax+ c 2 K
x 2 K．
(13)
ただし， A =  AT である．任意の線形計画問題は自己双対形に変換できる (証明：[1])．
任意の錐線形計画問題もまた自己双対形に変換できる．今，錐線形計画問題の主問題を
(2)式，双対問題を (3)式として，以下の同次システムを考える：8>>>><>>>>:
Ax  b = 0
 ATy   s+ c = 0
bTy   cTx   = 0
(x; s;y; ; ) 2 K K  Rm  R+  R+．
(14)
R+は非負の実数全体を表す．このとき，以下の定理が成り立つ．
定理 2 同次システム (14)式は，自己双対形の錐線形計画問題である．
(証明) (14)式より，以下の等式を考える．
264 A 0 0  b 00  I  AT c 0













264 0 A  b 0 0 AT 0 c  I 0




























375，c = 0 とおき，Kを




定理 3 同次システム (14)式の解 (x; y; s; ; )に関して以下が成り立つ．






2.  = 0 ^  > 0のとき，bTy > 0 _ cTx < 0が成り立つ．bTy > 0のとき，主問題の
許容解が存在しないため，主問題は実行不可能となる．また，cTx < 0のとき，双
対問題の許容解が存在しないため，双対問題は実行不可能となる．
(証明) まず， および の取りうる値を示す．次に，1.および 2.が成り立つことを証明
する．




=  (hb;yi   hc;xi)
= hb;yi   hc;xi




よって， と の取りうる値は 8>><>>:
 > 0 ^  = 0
 = 0 ^  > 0
 =  = 0
の 3通りである．







































s = c   ATy
であるので，
















2.  = 0 ^  > 0
このとき，
bTy > 0 _ cTx < 0
が成り立つことを示す．実際，
bTy  0 ^ cTx  0
であると仮定すると，
bTy   cTx  0
であり，(14)式および  > 0より
bTy   cTx > 0
であることと矛盾する．
bTy > 0のとき，主問題に許容解 xが存在すると仮定する．このとき， = 0より
Ax = 0
であるが，
0 < bTy = (Ax)y = 0
となり矛盾が生じる．したがって，主問題は実行不可能となる．また，cTx < 0のとき，
双対問題に許容解 yが存在すると仮定すると， = 0より
s+ AT y = 0
であるが，







注 1 定理 3において， =  = 0のとき，主問題および双対問題は実行可能性を判定で















dist(A，B) def= inf fkA BkF jA 2 A，B 2 Bg．
今，主問題 (P )として (11)式，その双対問題 (D)として (12)を考える．また，Sn++を
n n正定値行列の集合とする．このとき，(P )および (D)の実行可能性を，以下のよう
に定義する．
 
定義 2 主問題 (P )について，
(P )が強実行可能 def, 9 X 2 Sn++，Ai  X = bi (i = 1; : : : ;m)
(P )が弱実行可能 def, (P )が実行可能 ^強実行可能でない
(P )が強実行不可能 def, dist  Sn+，fX : AiX = bi (i = 1; : : : ;m)g > 0
(P )が弱実行不可能 def, (P )が実行不可能 ^強実行不可能でない  
定義 3 双対問題 (D)について，















(D)が弱実行不可能 def, (D)が実行不可能 ^強実行不可能でない 
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2 F ) x;y 2 F

． (15)
ここで，s 2 Kについて s? := x 2 RnjxTs = 0	 と定義する．s?は超平面と言われる．
今，錐線形計画問題 (2)の実行可能性が判明していないとする．ここで，(2)式の実行可



















, xTs+ yTs = 0
, xTs = 0 ^ yTs = 0 (... xTs  0 ^ yTs  0)
, x;y 2 K \ s?
であるから，K\ s?は (15)式を満たす．よって，K\ s?はKの面である．ここで，Kを
面K \ s?に置き換えると，(2)式は次の問題に書き換えることができる：8>><>>:
min cTx
s:t: Ax = b
x 2 K \ s?．
(16)
s?は条件式 Ax = bのすべての解を含んでいるため，(2)式と (16)式は同じ最適解を持
つ．また，K\ s?  Kであるから，K\ s?はKよりも小さくなっている．このような s








(11)式および (12)式が与えられているとする．このとき，削減方向W を用いて (12)式に
15
面削減法を適用することを考える．錐 Sn+の双対錐は Sn+となるため，Sn+は自己双対錐で
ある．また，fWg?がアフィン集合 fS j S = C  Pmi=1 yiAigを含むための条件は，






C W = 0 ^ Ai W = 0 (i = 1; : : : ;m)
となることである．以上より，W は以下の条件式を満たす：8>><>>:
C W = 0
Ai W = 0 (i = 1; : : : ;m)

























s:t: C W = 0
Ai W = 0 (i = 1; : : : ;m)












s:t:   C  (X   tI) + t  w = 0




































I  I + 1，w =
1
I  I + 1，X =
I
I  I + 1
とおけば，(t; w;X)は (20)式の内点許容解である．実際，
 C  (X   tI) + t  w =  C 

I
I  I + 1  
I




I X + w = I  I
I  I + 1 +
1
I  I + 1
=
I  I + 1






I  I + 1

  1
I  I + 1Ai  I =
Ai  I
I  I + 1  
Ai  I
I  I + 1 (i = 1; : : : ;m)
= 0
となり，(20)式の条件を満たす．また，(y1; y2;y3) = (0; 1;0)とおけば，(y1; y2;y3)は
(21)式の内点許容解である．実際，
y1C   y2I  
mX
i=1




= I 2 S+n，












= 1  0，
y1   y2 = 0  ( 1)























































W  S = 0 , Q22QT2  S = 0
, 2 QT2 SQ2 = 0 (... X  Y = trXY )．
ここで，C = QT2 SQ2とおくと，Cは半正定値である．i(2 2) > 0，cii(2 C)  0より，




これが 0となるのは，すべての iについて cii = 0のときのみである．対角要素がすべて 0
となる半正定値行列はOのみであるから，C = O．したがって，







































































































min C  (X + W )
s:t: Ai  (X + W ) = bi (i = 1; : : : ;m)
(X + W ) 2 Sn+， 2 R．
(29)
W は (17)式より求めたものであるので，C W = 0，Ai W = 0が成り立つ．したがっ
て，(29)式は次の形に変形できる：8>>>><>>>>:
min C X
s:t: Ai X = bi (i = 1; : : : ;m)
~X = X + W






























































列のランクは r < N であるとし，乱数は区間 (0，1)で一様分布したものを用いた．
まず，以下の方法により ~Ai (i = 1; : : : ;m)，bi (i = 1; : : : ;m)， ~Cを生成する．
Algorithm 1 Calculate ~Ai(i = 1; : : : ;m)，bi(i = 1; : : : ;m)， ~C











bi = ~Ai  ~X
~C = ~C + yi ~Ai
end for
ここで，求めた ~Ai (i = 1; : : : ;m)，bi (i = 1; : : : ;m)， ~Cを用いて，以下のような最適化




















次に，以下のようにAi (i = 1; : : : ;m)，Cを生成する：
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Algorithm 2 Calculate Ai(i = 1; : : : ;m)，C
Q N N 直交行列
O1  (N   r) (N   r)零行列
O2  (N   r) r零行列
O3  r  (N   r)零行列















以上で生成したAi (i = 1; : : : ;m)，bi (i = 1; : : : ;m)，Cを用いて半正定値問題を生成
すると，主問題が強実行可能，双対問題が弱実行可能な問題が生成できる．
3.1.3 実験詳細
本実験では，上記の生成方法においてN = 10かつ r = 3の場合，r = 6の場合，r = 9






OS Mac OS X 10.10.5
CPU Intel Core i5 2.6GHz
メモリ 8GB










N = 10 N = 20
naive LMT naive LMT
r=3 100 100 100 100
r=6 100 100 100 100




3.2.2 N = 10の場合
r = 3の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問




た問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡大法 (1)を適用して
実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡
大法 (2)を適用して実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1
問であった．これらの結果を以下の表 2に示す．表 2より，N = 10かつ r = 3のとき，面
表 2: 実行結果 (N = 10; r = 3)
naive LMT
実行可能 その他 実行可能 その他
面削減法 99 1 99 1
錐拡大法 (1) 98 2 99 1









r = 6の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実
行可能と回答した問題は 93問，実行可能と回答しなかった問題は 7問であった．錐拡大





であった．これらの結果を以下の表 3に示す．表 3より，N = 10かつ r = 6のとき，面
表 3: 実行結果 (N = 10; r = 6)
naive LMT
実行可能 その他 実行可能 その他
面削減法 100 0 100 0
錐拡大法 (1) 93 7 17 83








r = 9の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問





回答した問題は 45問，実行可能と回答しなかった問題は 55問であった．錐拡大法 (2)を
適用して実行可能と回答した問題は 70問，実行可能と回答しなかった問題は 30問であっ
た．これらの結果を以下の表 4に示す．表 4より，N = 10かつ r = 9のとき，面削減法を
用いた場合にはほとんどの問題を実行可能と判定できており，特に LMTを用いた場合に
は 100問全ての実行可能性を正しく判定することができていることが分かる．しかし，錐
拡大法 (1)および錐拡大法 (2)を用いた場合，削減方向の計算に LMTを用いると，naive
を用いた場合と比較して実行可能性を正しく判定することができた問題数が大きく減少
していることが分かる．よって，N = 10かつ r = 6のとき，面削減法は錐拡大法 (1)と錐
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表 4: 実行結果 (N = 10; r = 9)
naive LMT
実行可能 その他 実行可能 その他
面削減法 94 6 100 0
錐拡大法 (1) 99 1 45 55




考えらえれる．しかし，錐拡大法 (1)および錐拡大法 (2)を用いる場合には LMTよりも
naiveの方が弱実行可能な半正定値計画問題の実行可能性を判定するのに適していると考
えられる．
3.2.3 N = 20の場合
r = 3の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問





回答した問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡大法 (2)を
適用して実行可能と回答した問題は 95問，実行可能と回答しなかった問題は 5問であっ
た．これらの結果を以下の表 5に示す．表 5より，N = 20かつ r = 3のとき，錐拡大法
表 5: 実行結果 (N = 20; r = 3)
naive LMT
実行可能 その他 実行可能 その他
面削減法 92 8 91 9
錐拡大法 (1) 98 2 99 1






ている．したがって，N = 20かつ r = 3のときは naiveと LMT，および面削減法と錐拡
大法 (1)(2)，どの組み合わせを用いても大きな差は無く，弱実行可能な半正定値計画問題
の実行可能性を概ね正しく判定することができると考えられる．
r = 6の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実
行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡大
法 (2)を適用して実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問
であった．また，LMTを用いた結果，面削減法を適用して実行可能と回答した問題は 100
問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実行可能と
回答した問題は 16問，実行可能と回答しなかった問題は 84問であった．錐拡大法 (2)を
適用して実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問であっ
た．これらの結果を以下の表 6に示す．表 3より，N = 20かつ r = 6のとき，面削減法を
表 6: 実行結果 (N = 20; r = 6)
naive LMT
実行可能 その他 実行可能 その他
面削減法 100 0 100 0
錐拡大法 (1) 99 1 16 84








r = 9の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実
行可能と回答した問題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大





あった．これらの結果を以下の表 7に示す．表 3より，N = 20かつ r = 9のとき，面削
減法を用いた場合は全ての問題を，錐拡大法 (2)を用いた場合にも，ほとんど全ての問題
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表 7: 実行結果 (N = 20; r = 9)
naive LMT
実行可能 その他 実行可能 その他
面削減法 100 0 100 0
錐拡大法 (1) 100 0 51 49
錐拡大法 (2) 100 0 99 1
を実行可能と判定できていることが分かる．しかし，錐拡大法 (1)を用いた場合，削減方
向の計算に LMTを用いると，naiveを用いた場合と比較して実行可能性を正しく判定す






N = 10かつ r = 6，N = 10かつ r = 9，N = 20かつ r = 6，N = 20かつ r = 9の 4
通りの場合において，弱実行可能な半正定値計画問題に対して LMTと錐拡大法 (1)を用
いた場合に，「その他」と判定された問題が多いことについて考える．例えば，N = 10か
つ r = 6の問題で「その他」と判定された 83問の内訳は，「lack of progress in infeas」と





定値である 10 8から 10 10，10 12の 2通りに変化させた．その結果を以下の表 8～表 11
に示す． 表 8はN = 10かつ r = 6の場合の結果を，表 9はN = 10かつ r = 9の場合の
表 8: 終了条件変更 (N = 10; r = 6)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 83 11
実行可能と判定した問題数 17 80 81
結果を，表 10はN = 20かつ r = 6の場合の結果を，表 11はN = 20かつ r = 9の場合
の結果を，それぞれ表している．表 8～表 11より，終了条件の変更を行った 4通りの全て
の場合において，終了条件が 10 10のときには実行可能性を正しく判定することができた
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表 9: 終了条件変更 (N = 10; r = 9)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 92 10
実行可能と判定した問題数 45 92 92
表 10: 終了条件変更 (N = 20; r = 6)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 98 23
実行可能と判定した問題数 16 92 95
表 11: 終了条件変更 (N = 20; r = 9)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 99 26




















表 12: 実行結果 (sdpt3据え置き)
r = 3 r = 6 r = 9
N = 10 96 100 100

























 Ai (i = 1; : : : ;m)が clean/messy




ここで，「clean」とは文献 [5]におけるアルゴリズム 2および 3を用いて生成されたデータ
セットAi (i = 1; : : : ;m)を表す．また，「messy」とはデータセット「clean」を文献 [5]に















naiveおよび LMTのそれぞれについて，表 13の場合分け 1通りにつき 100問，計 400
問の削減方向を計算した結果を，以下の表 14，表 15に示す． 表 14は，m = 10および
表 14: 削減方向の計算結果：naive
m = 10 m = 20
clean messy clean messy
許容解取得 0 0 0 0
実行不可能 79 98 77 97
表 15: 削減方向の計算結果：LMT
m = 10 m = 20
clean messy clean messy
許容解取得 100 100 100 100
実行不可能 0 0 0 0
m = 20の問題について naiveを適用した結果，許容解を得た問題の数および実行不可能
と判定された問題の数を表している．naiveを用いた場合はどの問題においても削減方向
の計算時に許容解を得ることができず，ほとんどの問題でソルバに実行不可能と回答され











表 16，17に示す． 表 16および表 17内の数字は，各手法を各問題に適用した結果，実行
表 16: 実行不可能と判定された問題の数 (m = 10)
naive LMT
clean messy clean messy
面削減法 100 100 100 100
錐拡大法 (1) 84 60 100 97
錐拡大法 (2) 76 36 100 96
表 17: 実行不可能と判定された問題の数 (m = 20)
naive LMT
clean messy clean messy
面削減法 32(68) 24(76) 100 100
錐拡大法 (1) 85 63 100 100
錐拡大法 (2) 59 22 100 99
不可能と判定された問題の数を表している．また，表 17における ()内の数は，その条件
においてソルバが実行可能だと判定した問題の数を表している．
表 16，17より，naiveと LMTの結果を比較すると，m = 10のとき，面削減法を用い
た場合は naiveとLMTの結果に差はない．しかし，錐拡大法 (1)および錐拡大法 (2)を用
いた場合は，どちらの場合においても実行不可能と判定された問題の数は明らかに LMT






表 16，17より，面削減法と錐拡大法 (1)，錐拡大法 (2)を比較すると，naiveを用いた場
合，m = 10のときは面削減法では cleanおよびmessyどちらの場合でも全ての問題の実
行可能性を正しく判定することができているのに対し，錐拡大法 (1)および錐拡大法 (2)
では cleanとmessyどちらの場合も全ての問題の実行可能性を正しく判定することができ




拡大法 (1)が最も多い．よって，m = 20のときに naiveを用いる場合は，錐拡大法 (1)が
最も優れていると考えられる．LMTを用いた場合，mの値に関わらずいずれの手法でも
ほとんど全ての問題の実行可能性を正しく判定することができているが，m = 10のとき





文献 [5]で用いられたソルバは SEDUMI，SDPT3，MOSEK，および SEDUMIに Per-
menter and Parrio[7]のアルゴリズムを用いたもの (以下，PP+SEDUMIと表記)の 4種
類である．それぞれのソルバによる実行結果を，以下の表 18に示す．表 18は，m = 10
表 18: 文献 [5]の実行結果 (弱実行不可能な問題)
m = 10 m = 20
clean messy clean messy
SEDUMI 0 0 1 0
SDPT3 0 0 0 0
MOSEK 0 0 11 0
PP+SEDUMI 100 0 0 0















表 16および表 17より，削減方向の計算に naiveを用いた場合は LMTを用いた場合に
比べて，実行可能性を正しく判定することができた問題数が少ない．そこで，naiveを用
いて削減方向を計算する際にソルバの終了条件を変更し，新しく得られた削減方向を用い
て再度実験を行った．行った実験は，m = 10の場合の錐拡大法 (1)および (2)，m = 20
の場合の面削減法，錐拡大法 (1)および (2)の 5通りである．終了条件は，既定値である
10 8から 10 10に変化させた．その結果を以下の表 19および表 20に示す． 表 19および
表 19: 終了条件の変更 (naive，m = 10)
10 8 10 10
clean messy clean messy
錐拡大法 (1) 84 60 84 60
錐拡大法 (2) 76 36 0 22
表 20: 終了条件の変更 (naive，m = 20)
10 8 10 10
clean messy clean messy
面削減法 32 24 32 24
錐拡大法 (1) 85 63 85 63
錐拡大法 (2) 59 22 59 22
表 20内の数字は，各条件で実行可能性を正しく判定することができた問題数を表してい
る．また，削減方向を計算する際，終了条件を変更しても許容解を得ることができた問
題は 1問も無かった．表 19および表 20が示す通り，再度実験を行った全ての場合におい
て，終了条件を変更しても実行可能性を正しく判定することができた問題数は増加しな























r1 + r3 + 1 = n
p  r3．
決定した r3および pを用いて，A1; : : : ; Apを以下のように決定する：






次に，Ap+1; : : : ; Amを以下のように決定する：
Ai (i = p+ 1; : : : ;m) =
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375， bi = Ai  C (i = 1; : : : ;m)．
5.1.2 生成した問題
今回の実験で用いた問題は，上記の生成方法において





21および表 22に示す．表 21および表 22は，面削減法，錐拡大法 (1)，錐拡大法 (2)を用
表 21: naive(双対ギャップあり)
実行可能 実行不可能 その他
面削減法 15 0 85
錐拡大法 (1) 53 0 47
錐拡大法 (2) 57 0 43
表 22: LMT(双対ギャップあり)
実行可能 実行不可能 その他
面削減法 4 2 94
錐拡大法 (1) 58 32 10





























ギャップを，naiveと LMTの 2通りについて調べた．結果を，以下の表 23～25に示す．
表 23: 目的関数値の誤差が 10 8以下の問題数：主問題
naive LMT
面削減法 0 0
錐拡大法 (1) 57 36






表 24: 目的関数値の誤差が 10 8以下の問題数：双対問題
naive LMT
面削減法 0 0
錐拡大法 (1) 57 55
錐拡大法 (2) 100 100
表 25: 双対ギャップが 10 8以下の問題数
naive LMT
面削減法 0 0
錐拡大法 (1) 57 35
錐拡大法 (2) 100 100
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