We consider a class of approximated message passing (AMP) algorithms and characterize their high-dimensional behavior in terms of a suitable state evolution recursion. Our proof applies to Gaussian matrices with independent but not necessarily identically distributed entries. It coversin particular-the analysis of generalized AMP, introduced by Rangan, and of AMP reconstruction in compressed sensing with spatially coupled sensing matrices.
Introduction
Approximate message passing (AMP) algorithms [DMM09] apply ideas from graphical models (belief propagation [Pea88] ) and statistical physics (mean field or TAP equations [MPV87, MM09] ) to statistical estimation. In particular AMP applies to problems that do not admit a sparse graphical model description. An AMP algorithm takes the form
with t ∈ N being the iteration number. Here v t ∈ R n , u t ∈ R m are vectors that describe the algorithm's state, f ( · ; t) : R n → R n and g( · ; t) : R m → R m are sequences of functions that can be computed efficiently and b t , d t are scalars that also can be computed given the current state. Finally A ∈ R m×n is a matrix that is given as part of the data of the estimation problem. One domain in which AMP finds application is the ubiquitous problem of estimating an unknown signal x ∈ R n from noisy linear observations:
Here A ∈ R m×n is a known sensing matrix and w ∈ R m is a noise vector with i.i.d. components with Ew i = 0, E{w 2 i } = σ 2 . In [DMM09] a class of AMP algorithms was developed for this problem in the Generalized AMP. In [Ran11] , Rangan proposed a class of generalized message passing algorithms (G-AMP) which found several interesting applications, see [FRVB11, KBAU12] . In particular, generalized AMP allows to tackle nonlinear estimation problems wherein x ∈ R n is to be estimated from observations Y = (Y 1 , . . . , Y m ). Observations are conditionally independent given A and x, with Y i distributed according to a model p( · |ξ i ) with ξ i = (Ax) i . Considering for simplicity the case in which p( · |ξ i ) has a density (denoted again by p), the joint density of Y = (Y 1 , . . . , Y m ) is therefore
In information theory parlance, the vector (Ax) is passed through a memoryless channel with transition probability p( · | · ). From a statistics point of view, this corresponds to estimation of a generalized linear model [NW72, MN89] . The linear model (3) is recovered as the special case in which the channel is Gaussian or -more generally-the noise is purely additive. Rangan conjectured that suitable state evolution equations hold for G-AMP algorithms as well, without however providing a formal proof.
Spatial coupling. In a separate line of work, Donoho and the present authors [DJM11b] applied AMP to compressed sensing reconstruction with spatially coupled sensing matrices. This type of sensing matrices were developed in [KMS + 12b] (see also [KP10] for earlier work in this direction), who demonstrated heuristically the power of this approach. A mathematical analysis requires extending state evolution to matrices with independent centered Gaussian entries, although with non-identical variances (heteroscedastic entries, in the statistics terminology).
More precisely, for A ∈ R m×n we assume that the row index set [m] = {1, . . . , m} is partitioned into q groups, and that the same holds for the column index set [n] = {1, . . . , n}. Then the entries A ij are independent Gaussian with mean E{A ij } = 0 and variance E{A 2 ij } depending on the group to which i and j belong. Spatially coupled sensing matrices correspond to a special band-diagonal structure of the block variances.
A rigorous analysis of the implications of state evolution for spatially coupled matrices can be found in [DJM11b] . In particular, [DJM11b] studied a class of spatially coupled matrices, and proved that AMP reconstruction achieves the information-theoretic limit stated in [WV10] . More specifically, for sequences of spatially coupled matrices A ∈ R m×n with asymptotic undersampling rate δ = lim n→∞ m/n, AMP reconstructs the signal with high probability, provided δ > d(p X ), where d(p X ) denotes the (upper) Rényi information dimension of p X [Rén59] . Further, AMP reconstruction is robust to noise.
Robust regression. Bean, Bickel, El Karoui and Yu [BBEKY12] recently considered the problem of estimating the unknown vector x in the linear model (3) using robust regression. They developed exact asymptotic expressions for the risk that are analogous to the one proved in [BM12] for the Lasso. The results of [BBEKY12] are, on the other hand, based on an heuristic derivation.
The proof in [BM12] was based on the state evolution analysis of a suitable AMP algorithm whose fixed points coincide with the Lasso optima. This is suggestive of a possible approach for proving the results of [BBEKY12] : define a suitable AMP algorithm for solving the robust regression problem, and analyze it through state evolution. Indeed a comparison of the formulae in [BBEKY12] with the state evolution formulae in [Ran11] appears encouraging.
In this paper we establish a rigorous generalization of state evolution that covers all of the above developments. Applications to generalized AMP are already discussed in [Ran11] , and applications to spatially coupled sensing matrices can be found in [DJM11b] and Section 3. Finally, applications to robust regression are left for future study. Remarkably, all of the above applications can be derived by treating the following generalization of the iteration (1), (2). (A formal definition is given in the next section.)
1. The vectors u t ∈ R m , v t ∈ R n are replaced by matrices u t ∈ R m×q , v t ∈ R n×q , with q kept fixed as m, n → ∞.
2. The functions f, g appearing in Eqs.
(1), (2) are now mappings f ( · ; t) : R n×q → R n×q , g( · ; t) : R m×q → R m×q that are separable across rows (e.g. the i-th row of f (v; t) only depends on the i-th row on v). Correspondingly, the product Af (v t ; t) has to be interpreted as a matrix multiplication.
3. The memory terms are modified with b t , d t replaced by q × q matrices. More specifically, b t g(u t−1 ; t − 1) and d t f (v t ; t) are respectively replaced by g(u t−1 ; t − 1) B
In section 2 we put forward formal definitions and state our main result for the case of symmetric matrices. In section 3 we show how the case of rectangular matrices can be reduced to the symmetric one. We also show how our result applies to the case of compressed sensing reconstruction with spatially coupled matrices. Finally, we prove our main result in Section 4.
Main result
We will view AMP as operating on the vector space V q,N ≡ (R q ) N R N ×q . Given a vector x ∈ V q,N , we shall most often regard it as an N -vector with entries in R q , namely x = (x 1 , . . . , x N ), with x i ∈ R q . Components of x i ∈ R q will be indicated as (
Given a matrix A ∈ R N ×N , we let it act on V q,N in the natural way, namely for v , v ∈ V q,N we let v = Av be given by
. Here and below [N ] ≡ {1, . . . , N } is the set of first N integers. In other words we identify A with the Kronecker product A ⊗ I q×q . Definition 1. A symmetric AMP instance is a triple (A, F, x 0 ) where:
locally Lipschitz in their first argument (and hence almost everywhere differentiable);
3. x 0 ∈ V q,N is an initial condition.
Definition 2. The approximate message passing orbit corresponding to the instance (A, F, x 0 ) is the sequence of vectors {x t } t≥0 , x t ∈ V q,N defined as follows, for t ≥ 0,
Here B t : V q,N → V q,N is the linear operator defined by letting, for v = B t v,
with ∂f j ∂x denoting the Jacobian matrix of f j ( · ; t) : R q → R q .
State evolution
In order to establish the behavior of the sequence {x t } t≥0 in the high dimensional limit, we need to consider a sequence of AMP instances {A(N ), F N , x 0,N } N ≥0 indexed by the dimension N .
Definition 3. We say that the sequence of AMP instances {(A(N ), F N , x 0,N )} N ≥0 is converging if there exists:
; (v) q positive definite matrices Σ 1 1 , . . . , Σ 1 q ∈ R q×q , such that the following happens;
1. For each a ∈ [q], we have lim N →∞ |C N a |/N = c a ∈ (0, 1).
For each
and each i ∈ C N a , we have f i (x, t) = g(x, y i , a, t). Further, the empirical distribution of {y i } i∈C N a , denoted byP a , converges weakly to P a .
3. For each a ∈ [q], in probability,
Remark 1. An apparent generalization of the above definition would require the partition to be
, while x t ∈ V q,N , with q = q . It is easy to see that there is no loss of generality in assuming q = q as we do in our definition. Indeed the case q < q can be reduced to our setting by refining the partition arbitrarily, and q > q by adding dummy coordinates to to the variables x i .
Remark 2. The function f i ( · , · ) depends implicitly on y i . However, the y i 's do not change across iterations and so we do not show this dependence explicitly in our notation.
Our next result establishes that the low-dimensional marginals of {x t } are asymptotically Gaussian. State evolution characterizes the covariance of these marginals. For each t ≥ 1, state evolution defines a positive semidefinite matrix Σ t ∈ R q×q . This is obtained by letting, for each t ≥ 1
for all a ∈ [q]. Here Y a ∼ P a , Z t a ∼ N 0, Σ t and Y a and Z t a are independent. For k ≥ 1 we say a function φ : R m → R is pseudo-Lipschitz of order k and denote it by φ ∈ PL(k) if there exists a constant L > 0 such that, for all x, y ∈ R m :
Notice that if φ ∈ PL(k), then there exists a constant L such that for all
be a converging sequence of AMP instances, and denote by {x t } t≥0 the corresponding AMP sequence. Suppose further that E Pa ( Y a 2k−2 ) is bounded, and
, and any pseudo-Lipschitz function ψ : R q × R q → R of order k, we have, almost surely,
where Z t a ∼ N(0, Σ t ) is independent of Y a ∼ P a .
AMP for rectangular and spatially-coupled matrices
In this section we develop two applications of our main theorem:
1. We show that AMP iterations with A a rectangular matrix, see e.g. Eqs.
(1), (2), can be recast in the form of an iteration with a symmetric matrix A and are therefore covered by Theorem 1. This construction is provided in Section 3.5 (below Proposition 5).
2. We apply the general Theorem 1 to AMP reconstruction in compressed sensing with spatially coupled matrices. In [DJM11b] , it was proved that, conditionally to a state evolution lemma, this approach achieves the information-theoretic limits of compressed sensing set forth in [WV10] . Here we show that our main result Theorem 1 implies the state evolution lemma (Lemma 4.1 in [DJM11b] ).
General matrix ensemble
We begin by describing a more general matrix ensemble that encompasses spatially coupled matrices, and will be denoted by M(W, m 0 , n 0 ). The ensemble depends on two integers m 0 , n 0 ∈ N, and on a matrix with non-negative entries W ∈ R R×C + , whose rows and columns are indexed by the finite sets R, C (respectively 'rows' and 'columns'). The matrix is roughly row-stochastic, i.e.
We will let |R| ≡ L r and |C| ≡ L c denote the matrix dimensions. The ensemble parameters are related to the sensing matrix dimensions by n = n 0 L c and m = m 0 L r . In order to describe a random matrix A ∼ M(W, m 0 , n 0 ) from this ensemble, partition the column and row indices of A in -respectively-L c and L r groups of equal size. Explicitly
Further, if i ∈ R r or j ∈ C s we will write, respectively, r = g(i) or s = g(j). In other words g( · ) is the operator determining the group index of a given row or column.
With this notation we have the following concise definition of the ensemble. 
See Fig. 1 for a schematic of matrix A. Note that the ensemble M(W, m 0 , n 0 ) includes, as special case, rectangular non-symmetric matrices with i.i.d. entries. 
). In this figure, W i,j depends only on |i − j| and thus blocks on each diagonal have the same variance.
AMP for compressed sensing reconstruction
AMP algorithms were applied in [DJM11b] to compressed sensing reconstruction with spatially coupled sensing matrices [KMS + 12b]. Here we follow the scheme and notations of [DJM11b] . In particular, we assume that the unknown vector x to be reconstructed has entries whose empirical distribution converges weakly to a probability measure p X over R. The AMP algorithm takes the following form (initialized with
Here, for each t, η t : R n → R n is a differentiable non-linear function that depends on the input distribution p X . Further, for v ∈ R n , we have η t (v) = (η t,1 (v 1 ), . . . , η t,n (v n )) for some functions η i,t : R → R. The symbol indicates Hadamard (entrywise) product. The specific choices for η t , Q t , b t are given in Section 3.4 below.
State evolution
Given W ∈ R R×C + roughly row-stochastic, and undersampling rate δ ∈ (0, 1), the corresponding state evolution is defined as follows. Start with initial condition
For all t ≥ 0, a ∈ R, and i ∈ C, let
Here and below, mmse(s) denotes the minimum mean square error in estimating X ∼ p X from a noisy observation in Gaussian noise, at signal-to-noise ratio s. Formally,
In the constructions for the matrix Q t , the nonlinearities η t , and the vector b t , we use the fact that the state evolution sequence can be precomputed.
The nonlinearity η t is chosen as follows:
where η t,i is the conditional expectation estimator for X ∼ p X in gaussian noise:
Notice that the function η t,i ( · ) depends on i only through the group index g(i), and in fact parametrically through s g(i) (t). We defineη t,i = η t,u for i ∈ C u . Finally, in order to define the vector b t i , let us introduce the quantity (with η t,i denoting the
The vector b t is then defined by
where we defined Q t i,j = Q t r,u for i ∈ R r , j ∈ C u . The following Lemma (Lemma 4.1 in [DJM11b] ) claims that the state evolution (17) allows an exact asymptotic analysis of AMP algorithm (14)-(15) in the limit of a large number of dimensions.
be a roughly row-stochastic matrix and φ(t), Q t , b t be defined as in Section 3.4. Let m 0 = m 0 (n 0 ) be such that m 0 /n 0 → δ, as n 0 → ∞, and let A(n) ∼ M(W, m 0 , n 0 ). Further suppose that the empirical distribution of the entries of x(n) converges weakly to a probability measure p X on R with bounded second moment and the empirical second moment of x(n) also converges to E p X (X 2 ). Similarly, suppose that the empirical distribution of the entries of w(n) converges weakly to a probability measure p W on R with bounded second moment and the empirical second moment of w(n) also converges to E p W (W 2 ) ≡ σ 2 . Then, for all t ≥ 1, almost surely we have lim sup
for all a ∈ C, where x t Ca , x Ca ∈ R n 0 respectively denote the restrictions of x t , x to indices in C a .
Proof of Lemma 1
We show that Lemma 1 follows from Theorem 1. Consider the following change of variables:
Rewriting Eqs (14) and (15) in terms ofx andr, we obtaiñ
In our definition, we do not care about the values of entries represented by * , since they are irrelevant for our purposes. Values of h(u, w, a; t) for a ∈ {L r + 1, . . . , L r + L c } and e(v, y, a; t) for a ∈ {L c + 1, . . . , L r + L c } are also irrelevant for our purposes and can be defined arbitrarily. Note that h, e ∈ PL(2). We also define function e(·, ·; t) : V q,n × V q,n → V q,n by letting v = e(v, y; t) be given
LetÃ ∈ R m×n be a normalized version of A obtained as in the following:
A ij .
Therefore,Ã has i.i.d. entries N(0, 1/m).
Proposition 5. Consider the following approximate message passing orbit with vectors {v t , u t } t≥0 , v t ∈ V q,n , u t ∈ V q,m :
for given y ∈ V q,n and w ∈ V q,m . Here B t : V q,m → V q,m is the linear operator defined by letting, for z = B t z, and any i ∈ [m],
Analogously D t : V q,n → V q,n is the linear operator defined by letting, for z = D t z, and any j ∈ [n],
Assume that y = (y 1 , . . . , y n ), w = (w 1 , . . . , w m ), and
Then, we have
, and t ≥ 0. We refer to Section 3.5.1 for the proof of Proposition 5. We proceed by constructing a suitable converging sequence of symmetric AMP instances, recognizing that a subset of the resulting orbit corresponds to the orbit {v t , u t } of interest. The converging symmetric AMP instances (A s (N ), g, x 0 s ) are defined as:
• The instances has dimensions N = m + n and q = L r + L c .
• Let B 1 = C 1 + C T 1 and B 2 = C 2 + C T 2 , where C 1 ∈ R m×m and C 2 ∈ R n×n have i.i.d. entries distributed as N(0, (2m) −1 ). The symmetric matrix A s is given by
• Let y s,i = w i ∈ R q for i ≤ m and y s,i = y i−m ∈ R q for i > m.
• The initial condition is given by
• Finally, for any x, y ∈ R q , t ≥ 0, we let
g(x, y, a, 2t
Now, it is easy to see that, for all t ≥ 0,
Now we are ready to prove Lemma 1 by applying Theorem 1. Fix a ∈ {L r + 1, . . . , L r + L c } and t ≥ 1. Let a = a − L r and choose function ψ(x, y) = {η t,a (y(a) − x(a)) − y(a)} 2 . Then,
Here (a) follows from Eq. (37) and the definition of y s,j (note that j = j − m); (b) follows from the fact a = g(j) and Proposition 5. Applying Theorem 1, we have almost surely
with X ∼ p X and Z ∼ N(0, Σ 2t aa ). Therefore, to complete the proof we need to show that
Note that Eq. (8) reduces to:
By definition of function g (see Eq.s (32)-(35)), it is easy to see that Eq. (9) reduces to:
Here a = a − L r , X ∼ p X and Z t a ∼ N(0, Σ 2t aa ). Also,
Consequently, we obtain
We prove relation (40) using induction on t. The induction basis (t = 0) is trivial. Suppose that the claim holds for t − 1. Then,
This proves the induction claim for t. Combining (38),(39) and (40), Lemma 1 follows.
Proof of Proposition 5
We prove the result by induction on t. For t = 0, the claim follows from our definition. Suppose that the claim holds for t − 1, we prove that for t. Writing Eq. (28) for coordinate i, we have
Restricting to coordinate g(i), we get
Here, we have used the fact that e(v t k , y k , g(k), t) does not depend on v t k,l for l = g(k). Substituting for e and h, we have
where we used the induction hypothesis in the last step. Furthermore,
where we used the induction hypothesis in the second equality. The last equality follows from the definition of b t i (see Eq. (22)); Using (46) and (47) in (45), we obtain
where the second equality follows from (27). This proves the induction claim for u t i (g(i)). Next we prove the claim for v t+1 j (g(j)). Writing Eq. (29) for coordinate j, we have
Restricting to coordinate g(j), we get
Here, we have used the fact that h(u t l , w l , g(l), t) does not depend on u t l,k for k = g(l). Substituting for e and h, we have
where in the last step we used the result u t l (g(l)) =r t l , proved above. Moreover, 1 m
Using (51) and (52) in (50), we obtain
where the second equality follows from (26). This proves the induction claim for v t+1 i (g(i)).
4 Proof of Theorem 1
Definitions and notations
Letting m t = f (x t ; t) for t ≥ 0, Eq. (5), becomes
This is initialized with m −1 = 0 and m 0 = m 0,N ∈ V q,N , a sequence of deterministic vectors in V q,N , with lim sup
Also recall that the vectors y = (y 1 , . . . , y N ) ∈ V q,N are a fixed sequence indexed by N , with converging empirical distributions.
The idea of the proof is to study the stochastic process {x 0 , x 1 , . . . , x t , . . . } taking values in V q,N without conditioning on the matrix A. Instead, for each t, we will compute the conditional distribution of x t+1 given x 0 , . . . , x t , and hence m 0 , . . . , m t . More precisely, let S t be the σ-algebra generated by these variables. We will compute the conditional distributions x t+1 | St , by characterizing the conditional distribution of the matrix A given this filtration.
Throughout the proof, we identify V q,N with the set of matrices R N ×q . Adopting this convention, the linear operator B t can be more conveniently identified with the q × q matrix
We therefore have B t m t−1 = m t−1 B T t and the equations for x 1 , . . . , x t can be written in matrix form as:
In short Y t−1 = AM t−1 . Here and below we use [Q|P ] to denote the matrix obtained by concatenating Q and P horizontally. We also introduce the notation m t for the projection of m t onto the column space of M t−1 . More precisely, m t ∈ R N ×q is the matrix whose columns are the projections of the columns of m t . This can be written as
where α i ∈ R q×q , 0 ≤ i ≤ t−1 contain the coefficients of these projections. Defining by m t ⊥ = m t −m t the perpendicular component , we have M T t−1 m t ⊥ = 0. We further denote by α ∈ R tq×q the matrix obtained by concatenating α i 's vertically. Using this notation, we have
For an integer ≥ 1, let ( ) = {( − 1)q + 1, . . . , q}. For a matrix u and set of indices I, J, we let u I,J denote the submatrix formed by the rows in I and columns in J. We further let u I denote the submatrix containing just the rows in I. 
Note that u, v = (1/N )u T v, as we regard V q,N ≡ R N ×q .
Given two random variables X, Y , and a σ-algebra S, the notation X| S d = Y means that for any integrable function φ and for any random variable Z measurable on S, E{φ(X)Z} = E{φ(Y )Z}. In words we will say that X is distributed as (or is equal in distribution to) Y conditional on S. In case S is the trivial σ-algebra we simply write X = Y means that X and Y are equal almost surely. The large system limit will be denoted as lim N →∞ . In the large system limit, we use the notation o t (1) to represent a matrix in R tq×q (with t fixed) such that all of its coordinates converge to 0 almost surely as N → ∞.
The indicator function of property A is denoted by I(A) or I A . The normal distribution with mean µ and variance v 2 is represented as N(µ, v 2 ).
Main technical Lemma
We will say that a convergent sequence of mappings (F N ) N ∈N is non-trivial if there exists ε 0 > 0 such that, for each N , t ≥ 0, a ∈ [q], i ∈ [N ], γ ∈ R q with γ 2 = 1, b ∈ R, we have
This condition is useful to rule out trivial degeneracies.
Lemma 2. Let {(A(N ), F N , x 0,N )} N be a converging sequence of AMP instances as in Theorem 1 with F N non-trivial. Then the following hold for all t ∈ N (a)
whereÃ is an independent copy of A. The matrixM t is such that its columns form an orthogonal basis for the column space of M t andM T tM t = N I tq×tq . Recall that, o t−1 (1) ∈ R (t−1)q×q is a random vector that converges to 0 almost surely as N → ∞.
where (Z 1 a , . . . , Z t+1 a ) is a Gaussian vector independent of Y a ∼ P a and, for each i, Z i a ∼ N(0, Σ i ) (c) For all 1 ≤ r, s ≤ t, a ∈ [q] the following equations hold and all limits exist, are bounded and have degenerate distribution (i.e. they are constant random variables):
(d) Consider any set of q Lipschitz continuous functions ϕ a : R q × R q → R q . For all 1 ≤ r, s ≤ t, the following equations hold and all limits exist, are bounded and have degenerate distribution (i.e. they are constant random matrices):
The Jacobians here are computed according to the first component. Define ϕ :
Let ∇ϕ ∈ R N q×q be the matrix obtained by concatenating the matrices ∇ϕ a ∈ R |C N a |q×q , for a ∈ [q]. Then, Eq. (62) implies that for all 1 ≤ r, s ≤ t, the following equations hold:
(e) For = k − 1 and a ∈ [q], the following holds almost surely
(f ) For all 0 ≤ r ≤ t the following limit exists and there are positive constants ρ r (independent of N ) such that almost surely
Proof of Theorem 1
First assume that the sequence of functions F N is non-trivial. Theorem 1 follows readily from Lemma 2. More specifically, Theorem 1 is obtained by applying Lemma 2(b) to functions φ(x 1 i , . . . ,
Consider then the case in which F N is not non-trivial. In this case we perturb the functions g(x, y, a, t) as follows. Let ϕ(x) : R q → R q be a bounded smooth function. Define
The resulting sequence of instances is then non-trivial and state evolution applies. Call Σ t (ε) the resulting state evolution sequence, and denote by x t ( ) the corresponding orbit. Applying Theorem 1, we have
with Z t a ( ) ∼ N(0, Σ t ( )). In order to prove the same theorem for the orbit {x t } t≥0 , we need to show the following two facts:
where the last step follows from (ii) and Eq. (66). Therefore, taking the limit of both sides as → 0,
where the last step follows from (i). This proves Theorem 1 for {x t } t≥0 .
It remains to prove facts (i)-(ii). The claim in (i) follows readily by applying dominated convergence theorem and noting that ψ(·, ·) is Lipschitz continuous.
To prove (ii), write
where second inequality holds since ψ ∈ PL(k) and third inequality follows by using Cauchy-Schwartz inequality. In the last expression, the term in the first braces is bounded using the assumption on the second moment of y and using part (e) of Lemma 2 for orbit {x t ( )}. To bound the second braces, note that both A and B t in the AMP iteration (5) have bounded operator norm (the former with probability 1 − e −Θ(N ) ). Since g( · , t) is Lipschitz continuous and ϕ(x) is bounded by assumption, we conclude that x t (ε) − x t 2 ≤ c t N ε 2 for some absolute constant c. This completes the proof of fact (ii).
Proof of Lemma 2
The proof is by induction on t. Let B t be the property that (59), (60), (61), (63), (64), and (65) hold.
Induction basis: B 0
Note that x 1 = Am 0 .
(a) S 0 is generated by y, x 0 and m 0 . Also m 0 = m 0 ⊥ since M −1 is an empty matrix. Hence
Hence for all p ≥ 1, there exists a constant c p such that
HereÃ is an independent copy of A, and the last inequality uses assumption on empirical moments of {y i } i∈C N a . By applying Theorem 2, we get
Hence, using Lemma 6 for v = w and ψ(y i ) = E Z {φ(Z, y i )} we get
be the submatrix formed by the rows in C N A . Using Lemma 4(c), conditioned on m 0 , lim
where the last step follows by applying B 0 (b) to the functions φ(
As proved in part (c),
converges weakly to the distribution of (Z a , Y a ), and consequently we get
This proves Eq. (62). To prove Eq. (63), notice that
Also,
c a lim
where the last step holds since a∈[q] c a = 1. Further,
Combining Eqs. (68), (69), (70) and Eq. (62), we get the desired result.
(e) Similar to (b), conditioning on m 0 , the term i∈C N a [Am 0 ] i 2 /|C N a | is sum of independent random variables and
for a constant c p . Therefore, by Theorem 2, we get 
Proof of B t :
Suppose that B t−1 holds. We prove B t .
(f ) It is sufficient to consider r = t. Write m t ⊥ = m t − m t and recall that m t = t−1 s=0 m s α s . Hence, for any γ 0 ∈ R q , with γ 0 = 1, we have
Note that the matrix
has a finite limit as N → ∞ by the induction hypothesis B t−1 (b). Furthermore, m t i = g(x t i , y i , a, t), for i ∈ C N a . By induction hypothesis B t−1 (a), it is sufficient to show that there exists ρ > 0 depending on t such that,
where Z = (Ãm t−1 ⊥ ) T e i ∈ R q (e i being the i-the element of the canonical basis). By the strong law of large numbers for triangular arrays, the above is lower bounded by lim inf
The variance in the last expression is taken only with respect toÃ or, equivalently, with respect to Z ∼ N(0, m
). Notice that the covariance of Z is lower bounded by ρ I q×q for some ρ > 0, by the induction hypothesis B t−1 (f ). It is a straightforward probability exercise to show that, for any non-constant continuous function G : R q → R, and any U > 0 there exists ε > 0 such that
Using B t−1 (e), we can choose U large enough to ensure that there exists at least N/2 values of the indices i ∈ [N ] such that t−1 r=0 α T r−1 x r i ≤ U . Note that U and therefore ε depend on t but do not depend on N . The lower bound (71) follows then by taking ρ = ε/4. 
Lemma 3. The following holds
Proof. Lemma 10 in [BM11] implies that A| St
= A is a random matrix independent of S t and P t is the orthogonal projector onto subspace V t = {A|AM t−1 = 0, A = A T }. Following the same argument as in [BM11] , we have
Using M T t−1 m t ⊥ = 0 and Y t−1 = AM t−1 , it is immediate to see that
Moreover,
Note that we used the fact B t m t−1 = m t−1 B T t which follows from our convention V q,N ≡ R N ×q . Here is our strategy to prove (72). The left hand side is a linear combination of m 0 , . . . , m t−1 . For any = 1, . . . , t we will prove that the coefficient of m −1 converges to 0. Note that the coefficients are matrices of size q. The coefficient of m −1 in the left hand side is equal to
To simplify the notation denote the matrix
But using the induction hypothesis B t−1 (d) for ϕ = f (·; 1), . . . , f (·; t), the term x r , m t − 
= lim
Notice that in the above equalities we used the fact that G has, almost surely, a non-singular limit as N → ∞ which was discussed in part (f ).
The proof of Eq. (59) follows immediately since the last lemma yields
Note that, using Lemma 4(d), as N → ∞,
which finishes the proof sinceM t−1 o t−1 (1)
(c) For r, s < t we can use induction hypothesis. For r = t, s < t,
has a finite limit. Thus, For the case of r = s = t, we have
Note that the contribution of all products of the form [P ⊥
almost surely tend to 0. Now, using induction hypothesis B i (c) and Lemma 4 (c), we obtain
(e) This part follows by a very similar argument to the one in the proof of Lemma 1 (Step B t (e)) in [BM11] .
(b) Using part (a) we can write
We show that we can drop the error termM t−1 o t−1 (1). Indeed, defining
by the pseudo-Lipschitz assumption
Therefore, using Cauchy-Schwartz inequality twice, we have
Also note that
which is finite almost surely (for = k − 1) using B r (e) for r ∈ [t] and the assumption on (the moment of) y. The term
where the last inequality follows from the fact that [M T t−1 M t−1 /N ] has almost surely a nonsingular limit as N → ∞, as discussed in point (f ) above. Finally, for r ≤ t − 1, each term (1/|C N a |) i∈C N a m r i 2 can be easily proved to be bounded using the induction hypothesis B t−1 (e).
Hence for any fixed t, (73) vanishes almost surely when N goes to ∞. Now given, x 1 , . . . , x t , consider the random variables
and X i ≡X i − EÃ{X i }. Proceeding as in B 0 , and using the pseudo-Lipschitz property of φ, it is easy to check the conditions of Theorem 2. We therefore get
, y i a.s.
= 0. (74)
Note that [Ãm t ⊥ ] i is a gaussian random vector with covariance m t ⊥ , m t ⊥ . Further m t ⊥ , m t ⊥ converges to a finite limit Γ 2 t almost surely as N → ∞. Indeed m t ⊥ , m t ⊥ = m t , m t − m t , m t . By B t (c), m t , m t converges to a finite limit. Further, m t , m t = t−1 r,s=0 α T r x r , x s α s also converges since the products x r , x s do and the coefficients α r , r ≤ t − 1 as discussed in B t (f ).
Hence we can use induction hypothesis B t−1 (b) for
Note that t−1 r=0 α T r Z r+1 a + Γ t Z is a gaussian vector. All that we need, is to show that the covariance matrix of this gaussian vector is Σ t+1 . But using a combination of (74) 
Consequently, lim
N →∞ 
A Reference probability results
In this appendix, we summarize a few probability facts that are repeatedly used in the proof of Lemma 2. We start by the following strong law of large numbers (SLLN) for triangular arrays of independent but not identically distributed random variables. The form stated below follows immediately from [HT97, Theorem 2.1].
Theorem 2 (SLLN, [HT97] ). Let {X n,i : 1 ≤ i ≤ n, n ≥ 1} be a triangular array of random variables with (X n,1 , . . . , X n,n ) mutually independent with mean equal to zero for each n and n −1 n i=1 E|X n,i | 2+κ ≤ cn κ/2 for some 0 < κ < 1, c < ∞. Then 1 n n i=1 X i,n → 0 almost surely for n → ∞.
Next, we present a standard property of Gaussian matrices without proof. This is a generalization of [BM11, Lemma 2].
Lemma 4. For any deterministic u ∈ V q,N , v ∈ V q,n and a gaussian matrixÃ ∈ R n×N with i.i. Lemma 5 (Stein's Lemma [Ste72] ). For jointly gaussian random vectors Z 1 , Z 2 ∈ R q with zero mean, and any function ϕ : R q → Rq where E{ ∂ϕ ∂z (Z 1 )} and E{Z 1 [ϕ(Z 2 )] T } exist, the following holds
The following law of large numbers is a generalization of [BM11, Lemma 4] and can be proved in a very similar manner.
Lemma 6. Let k ≥ 2 and consider a sequence of vectors {v(N )} N ≥0 in V q,N , whose empirical distribution, denoted byp v(N ) , converges weakly to a probability measure p V on R q , such that
Then, for any pseudoLipschitz function ψ : R q → R of order k:
