Abstract-Providing security and privacy for the Internet of Things (IoT) applications while ensuring a minimum level of performance requirements is an open research challenge. Recently, blockchain offers a promising solution to overcome the current peer-to-peer networks limitations. In the context of IoT, Byzantine fault tolerance (BFT)-based consensus protocols are used due to the energy efficiency advantage over other consensus protocols. The consensus process in BFT is done by electing a group of authenticated nodes. The elected nodes will be responsible for ensuring the data blocks' integrity through defining a total order on the blocks and preventing the concurrently appended blocks from containing conflicting data. However, the blockchain consensus layer contributes the most performance overhead. Therefore, a performance study needs to be conducted especially for the IoT applications that are subject to maximum delay constraints. In this paper, we obtain a mathematical expression to calculate the end-to-end delay with different network configurations, i.e., number of network hops and replica machines. We validate the proposed analytical model with simulation. Our results show that the unique characteristics of IoT traffic have an undeniable impact on the end-to-end delay requirement.
of corporate attacks and cyber-crimes would be because of the compromised IoT devices [2] . It has become mandatory that the operational model of IoT devices should be shifted from over-arched centralized model to automated decentralized architecture. This transformation will help to make the IoT devices more self-regulating and autonomous.
Providing QoS assurance for the IoT real-time and missioncritical services over the current network infrastructures has been a major research challenge. Applications such as smart transportation system, smart industry, and E-health services are highly time-sensitive and require QoS guarantees. Data loss and latency may affect the accuracy and completion time of any task, and such quality measurements must be incorporated into any system specifications. We observe that blockchain technology offers a promising solution which can be helpful to provide the needed infrastructure for the emerging IoT applications. As the current infrastructure hardly meets the IoT requirements and most of the strict needs cannot be fulfilled in today's configurations. For example, in a smart factory, motion control systems require the network delay to be between 0.5 and 2 ms [3] . By definition, blockchain is a decentralized technology in which data is secured in the form of cryptographically linked blocks. Once the data is recorded on the blockchain ledger, it is extremely difficult to remove it [4] . By providing a secure distributed network, blockchain can deliver a platform for IoT to interconnect reliably and avoid privacy and security threats of central cloud models. The statistic from [2] , shows that about 51% of global blockchain use cases were focusing on IoT. However, blockchain technology is still suffering from several challenges including scalability, and performance limitations. Through defining a total order of appended blocks and preventing concurrently appended blocks from containing conflicting data, the data integrity can be guaranteed. Thus, consensus protocols in blockchain are one of the most important and revolutionary aspects that allow a blockchain to be updated, while preserving data blocks' coherence.
This paper aims at analyzing the network delay for a blockchain system that serves massive and critical IoT applications. As shown in Fig. 1 , our system is composed of multiple IoT devices with different requirements. The data gathered from these devices will be sent to the consensus cloud to be verified and appended to the blockchain. Incorporation of blockchain technology in an IoT system maximizes its security by creating an additional security layer. In the blockchain setting, the consensus layer is the responsible feature for ensuring that every block in the chain is true and authentic. Generally, consensus protocols in blockchain can be further categorized into two types: 1) proof-based and 2) BFT-based consensus [4] . The proof-based blockchain is about the selection of a random node to append a block to the chain. However, this method offers probabilistic guarantees that not safe when two nodes are selected to append the same block in the chain. Moreover, the consensus mechanism in the proof-based category is called mining. Mining is a complex process and computer with highly specialized hardware is needed. This process consumes large amounts of power and this huge costs can be claimed as the major drawback and prevented its effectiveness on the resource constraints IoT devices. The second category is the BFT-based consensus. In this category and before verifying a new block and making the final decision, the data are exchanged among a small group of authenticated nodes known as, replicas. The authentication process and the energy efficiency are the two main advantages for BFT-based consensus compared to the proof-based mechanisms.
However, the consensus layer contributes the most delay overhead. The current performance of blockchain technology is incompatible with the majority of IoT applications. Latency limitation is a primary cause of this incompatibility and an improvement is needed to overcome this limitation. Thus, in IoT networks Byzantine fault tolerant (BFT) family of protocols is used as consensus mechanism. A Byzantine fault is a fault that intentionally destroys a system operation and such failures are hard to detect by failure detection systems [6] , [7] . Practical BFT (PBFT) [8] is one well-known member of the BFT family of protocols, PBFT can tolerate f malicious or Byzantine failures with 3f + 1 replica nodes and the block is confirmed immediately when it is appended to the chain. From the moment that an IoT device sending its data to the consensus cloud until the data is confirmed and appended to the blockchain, a number of network hops and consensus machines (replicas) are used. However, adding more machines to the consensus process will considerably improve its reliability but also increases the delay. Thus, we obtain a mathematical expression to calculate the end-to-end delay with different network configurations (number of network hops and replica machines) to guarantee a minimum performance for the IoT applications. We evaluate our model by using simulation with two IoT applications (smart industry [3] and smart city [5] ). Our evaluation demonstrates the huge overhead added by the network infrastructure and the indubitable impact of the unique characteristics of IoT traffic. Our results show that the high-level application requirements must be considered in the early design stages for the sake of meeting the performance expectations.
To summarize, the key contributions of this paper are as follows.
1) The network end-to-end delay of IoT applications is calculated.
2) The network hop-counts and the number of the consensus machines are considered as the key configuration parameters that directly affects the IoT applications performance.
3) The Usage of IoT use cases with different predefined requirements and broad range of traffic characteristics, including packet arrival rate, payload size, devises density, and surface area of deployment, to validate our proposed mathematical model. 4) The evaluation over various network setups and application requirements.
II. MOTIVATION AND STATE-OF-THE-ART
The IoT system is composed of different heterogeneous devices interconnected to each other to collect different kinds of information. It is an incredibly diverse space, encompassing a large variety of applications and services with [3] different requirements and needs. Therefore, an overview of IoT application requirements is provided in this section. IoT applications can be subdivided into critical (delay-sensitive) and massive applications. Critical IoT applications are those which have high levels of delay and reliability requirements [5] , common examples of such applications include traffic safety, automatic machinery and vehicles, artificial intelligence-based machines and remote surgery in the healthcare sector. On the other hand, massive applications require high accuracy, reliability, large number of connections, and small data volumes [5] . Weather monitoring, transport logistics, smart buildings, and smart metering are some examples of massive applications. Two detailed uses cases will be given as follows. 1) Smart Industry (Industry 4.0): Industry 4.0 [9] is the fourth stage of the industrial revolution. It is the next era of industrial production which is aimed to improve the flexibility and usability of future smart industries. Generally, Industry 4.0 is about the integration of IoT and its related services with the industrial manufacturing technologies. The industrial domain has very diverse requirements as it is comprised of a large number of heterogeneous use cases and applications. Among the important characteristics of different use cases that need to be considered are quality of services, costeffectiveness, security, safety, reliability, and availability. The domain-specific personnel is responsible for considering these aspects with respect to their importance. Table I summarizes the latency requirements for different use cases in the industrial sector. Motion control [3] is one of the most challenging and demanding use cases among all the listed use cases. Basically, the motion control system deals with moving and rotating parts of a machine and dealing them effectively in a well-defined manner is a primary responsibility of this system. A use case with such responsibilities is expected to have very serious requirements of determinism, ultralow latency, and reliability. 2) Smart Cities: A smart city also works like the smart industry and it aims of improving the quality and effectiveness of government services for the sake of public welfare. Smart cities also use communication [5] technologies to enhance operational efficiency and share the information with the common public. A network of connected devices is deployed in a particular area for better results such as electricity, water, and gas meters, vending machines, parking monitoring devices, and accelerometers in cars to keep an eye on car driver behavior. A dense area with 10 000 devices per each kilometer is deployed as a base for smart city services scenario, as the central areas of New York, London, and Beijing [5] . A most significant feature of these devices is the creation of nondeterministic behavior. This behavior is created through the wireless communication interface and the sharing of the same communication channels that introduces the contention on radio module and interference between the different sources of data traffic. With this contention, even minimum performance requirements cannot be guaranteed. Table II shows the traffic characteristics of IoT technology in a smart city scenario. Instant consensus agreement is needed to satisfy the speedy transaction aspect of the above IoT systems. State-of-the-art consensus protocols can take from a few seconds up to several minutes to finalize the data on the blockchain. Proof of work (PoW) [10] consensus mechanism with different implementations such as Bitcoin [11] , Litecoin [12] , and Ethereum [13] has a finality time between 2.5 and 60 min [14] . While proof of stake (PoS) [15] in Ethereum Casper [16] and EOS [17] has a better finality ranging between 2 and 15 min [14] . On the other hand, consensus algorithms that follow the BFT principles, e.g., PBFT [8] , delegated BFT (DBFT) [18] , and delegated PoS (DPoS) with PBFT [19] can provide the block finality in the order of seconds [20] . For that, BFT-based consensus protocol, with some improvements, can be considered the most suitable candidate protocol that addresses this issue. As a proof of suitability, a list of some well-known IoT blockchain projects that implement BFT and its variants is introduced as follows. [21] is specially designed for IoT devices that provide a managed, cloud-hosted blockchain, and analytic services. The data can be captured and explored to help the organizations achieve their objectives. The consensus is provided by IBM Hyperledger Fabric that uses a BFT algorithm. 2) IoT chain [22] is a small operating system that built on the top of the blockchain concept and provides a proofof-hardware security option. The large number of IoT nodes within the network will help to provide decentralized data protection. IoT chain uses PBFT to achieve main chain consensus. 3) IoTeX [19] consists of two blockchains, the root chain and the subchains that connected to form a single architecture for heterogeneous computing. To accelerate the transaction speed, IoTeX uses DPoS [23] and PBFT as the consensus mechanisms. 4) NEO [18] , the smart economy is the main objective of NEO that can be activated by using the blockchain technology and the digital identity. Thus, the smart economy is the result of smart contracts, digital identity, and digital assets. Nodes on NEO use DBFT algorithm [18] . However, BFT has some limitations by being partially decentralized; the trust is placed in some known validator nodes. Moreover, these algorithms are believed to have high communication complexity and a careful performance study needs to be conducted. BFT-based consensus algorithm is widely studied in the literature. However, a limited number of works focused on the performance evaluation of BFT and its variants in the context of IoT networks and blockchains. Ripple, Hyperledger Fabric v0.6 with PBFT consensus, and Hyperledger Fabric, based on v1.0, with BFT-SMaRt [24] consensus were evaluated in [25] . The experimental results show that Byzantine consensus algorithms offer a reasonable throughput, but their performance does not scale to a large number of devices and drops dramatically as the number of participated devices increases. Moreover, the work in [26] provides an overview of the blockchain platforms used in the industrial IoT. The authors conclude that the current systems need to be modified in a way to meet the special needs of the IoT network. To the best of our knowledge, none of the previous works were interested in modeling the underlying network infrastructure of the Byzantine-based consensus blockchain system and analyzing the end-to-end requirements of the IoT applications.
1) IBM Watson IoT Platform

III. BLOCKCHAIN-IOT INTEGRATION REQUIREMENTS
To support the strict requirements of the IoT applications, we need to revisit the consensus layer for the current blockchain implementations.
1) Peer-to-Peer Distributed Ledger: decentralization of network and verification of blockchain data can create many challenges and it is necessary to address these issues for the development of a robust, strong, useful, and accessible system. More precisely, the blockchain implementations currently process few transactions per second and the estimates show that number can go as high as 1500 transactions per second for Ripple blockchain system [27] . An individual record will take from a few minutes to many days to be confirmed [28] , while IoT devices can generate up to 5 quintillion bytes of data every day (2.5 followed by 18 zeros) [29] . For that, latency becomes an obvious bottleneck for the mainstream adoption of blockchain technology in IoT scenarios. 2) Byzantine-Based Consensus Layer: This is based on state machine replication [8] where a service is replicated across different nodes in a distributed system. The service state and operations are maintained by each replica in the system. These replicas must be deterministic; a service execution must start in the same state and must always produce the same result given the same set of arguments. The deterministic behavior helps to ensure the safety property by guaranteeing that all nonfaulty replicas agree on a total order for the execution of requests despite failures. This family of protocols can provide near-instantaneous finality on the inclusion of data into the blockchain. Yet, the network communication complexity with n consensus replicas is O(n 2 ) messages per block [30] . This huge communication overhead needs to be further analyzed by exploring the network infrastructure, the network hop-counts and the number of consensus machines, to provide the needed performance guarantees 3) Blockchain Models: Current blockchain systems can be categorized into two models: a) permissionless and b) permissioned blockchain [4] . a) Permissionless (Public) Blockchain: As the name indicates, permissionless blockchain networks are open to public and anyone can join them. The devices in these networks perform the computing functions required to verify the data transactions. On the participated devices, a copy of ledger is hosted where a distributed consensus mechanism finalizes these ledgers. Majority of blockchain transactions are recorded under pseudonyms. However, it is possible to track these transactions along the person identity who is carrying these transactions. This is why; a permissionless blockchain network cannot guarantee data privacy, and anonymity. Moreover, a permissionless blockchain is always at the risk of 51% attack [4] . Such attacks happen when malicious users have control over the half of compute power connected with the blockchain network. This attack, even with a short period of time, can result in complete destruction of data recorded on the blockchain network. Although 51% attacks happen rarely, they are considered as a real threat to the integrity of data recoded on these networks. Bitcoin and Ethereum are two common examples of permissionless blockchain network. b) Permissioned (Private) Blockchain: The primary element that differentiates the permissioned blockchain from permissionless blockchain is the presence of an access control layer that built into permissioned blockchain nodes. In permissioned blockchain, no one can join the network without permission where the participants have complete control over the network. And, only approved parties are given full autonomy to participate in the consensus mechanism and validate the blocks of transactions. This step helps to mitigate the security challenges associated with permissionless blockchain. This is why; a permissioned blockchain network is more effective than permissionless in terms of data privacy. Moreover, permissioned blockchain that uses PBFT protocol can tolerate sybil attacks because of the membership aspect as long as the number of faulty nodes do not exceed one third of the total consensus machines. Sybil attack is a type of attack seen when a node attempts to gain inappropriate control over network peers by creating fake identities [31] . In addition, maximum data privacy is assured as outsiders are not allowed to access the transaction records. Due to the above advantages, permissioned networks are used by several large scale companies such as IBM [21] . For IoT, permissioned blockchain based on Byzantine consensus is a trustworthy and promising technology that can track a massive number of connected devices. However, permissioned blockchain model is comparatively more secure than other blockchain models because the identity verification is asked when a device joins the network. After verification, the new device is trusted and allowed to contribute information to the collective. As shown above, in case of performance permissioned blockchain network is more performant than the permissionless blockchain framework. In permissioned blockchain network, each node is dealing with a single application and it is required to perform the computation for that application. Thus, permissioned blockchain network keeps a balance between security, scalability, and performance. For the balance reason, permissioned blockchain model can be considered as the future of IoT infrastructure where security and trust are two key requirements of an IoT device to report the critical metrics.
IV. BYZANTINE-BASED BLOCKCHAIN SYSTEM MODEL Fig. 2 shows a high-level architectural view of our system. A blockchain system with a PBFT consensus protocol (PBFT) [8] will be modeled. The data will be collected from M IoT devices which belong to different application's use cases with different requirements. Then, the data will be broadcasted to the consensus sever (the leader) over K intermediate switches. Upon receipt the data at the consensus cloud, the replicas will communicate with each other to reach a consensus on the same data block (set of data records).
In the first part of the model, a single server facility with M/G/1 queue is considered where a maximum number of hops needs to be calculated to satisfy the application requirements. The second part of the model concerns about the number of consensus replicas R that needed to maintain the end-to-end requirements.
1) The internal communications between the replicas will be modeled as single server facilities with M/M/1 queue. 2) The replicas will be operated with an exponential service time distribution of mean X R j for a replica node j ∈ {1, 2, . . . , N}. The switches and the replicas are considered to be always running [32] . A summary of notations used throughout this paper is provided in Table III .
A. Delay Threshold Analysis
In order to maintain a guaranteed behavior for the IoT traffic, the expected delay to reach a consensus confirmation stage must not exceed a predefined threshold Y [33] . The predefined threshold can be seen as a part of a service level agreement (SLA) contract between the service provider and the end user [34] . In this paper, the predefined threshold Y has two main components: 1) a threshold value for a data packet to reach the sink node (consensus leader) Y S and 2) a threshold value to finish the consensus confirmation stage Y R . Therefore, a data packet with a cumulative delay exceeding Y will be treated by an appropriate decision. Thus, we define the total end-to-end delay as a random variable called D, then the probability for a data packet to violate delay requirement is given by
In such circumstances, our main intent is to calculate the acceptable hop-counts K * and the number of the consensus replicas N * such that the end-to-end delay E
[D] < (Y S + Y R ).
Analyzing the application requirements especially the delay will help us to capture many of the inherent tradeoffs between the underlying network design and the reliability of the current blockchain system from one hand and the predefined requirements of the IoT applications at the other hand.
B. Network Hops Analysis
The network has a set of K switches and each switch has its own service rate distribution and, each switch is accommodated with multiple priority queues. The packet arrivals are assumed to have Poisson distribution, Poisson traffic is used to obtain closed-form results. Thus, we define the total arrival as
Each data packet will belong to a different priority class p ∈ {1, 2, 3, . . .} that will be experienced by sampling the packet at each relay node, the utilization can be expressed as the fraction of time an intermediate node S is serving a class p data packet, ρ S p = λ p ·X S p . The waiting time of a high-priority packet, denoted as W S 1 , is
where L 1 is the number of packets belongs to the high-priority class, X S j is the service time of packet j at node S, and Z is the residual time, the first moment of this residual time is
By Little's formula, the high-priority packet average waiting time, denoted as W S 1 , is
The high-priority traffic has a second moment of waiting time as
where
Using the law of total expectation, the second moment of Z 2 is
From this, we understand that the waiting time for high priority packets is primarily due to residual time only and high priority queues contain at most one packet almost all the time. However, the waiting time of the lower-priority packets can be calculated as
As per (8), a low-priority packet has a waiting time that can be expressed as the summation the service residual and the time that needed to serve existing high priority packets, new high priority packets, and existing low-priority packets that are ahead in the queue. Thus, a lower-priority packets have an average waiting time, denoted by W S 2 as
The second moment of the average low-priority packet waiting time is
where the coefficient s is defined as
Here, q is the variance of the number of packets and the last approximation follows when it is assumed to be negligible in steady state. In general, for a class p packets, the mean waiting time can be calculated using the same preceding approach as
where the total time a packet of priority class p i spent in the system is
Finally, the total number of packets in the system is given as
To this point, our objective is to obtain the maximum hopcount that respects the delay constraint
where W S p,i is given by (11) for each i = 1, 2, . . . , K, X S i is node i service time, and τ i is transmission delay between two consecutive nodes, node i − 1 and node i. Some exceptions may apply when all the nodes are indistinguishable, K * can be simply calculated as
C. Consensus Replicas Analysis
In our model, IoT devices across the network create and send the data packets to a leader machine at the consensus cloud that run the PBFT consensus protocol [8] . In the normal case PBFT runs a three-phase protocol, preprepare, prepare, and commit, to coordinate the consensus machines. In the first round, preprepare phase, the leader puts data packets together and forwards them to N = 3f + 1 replicas in the consensus network in the form of proposals. A proposal is an unconfirmed blockchain block that contains a batch of data records. Proposals are only forwarded when the leader has accumulated enough records, or a certain amount of time has elapsed since the last proposal. This prevents the leader from sending empty proposals. Then, each replica verifies the proposal (the block contents) and starts the next round by sending prepare messages. The third round is started when a replica received 2f + 1 approved prepare messages. In the third round, commit phase, a replica waits for 2f + 1 accepted commit before sending the result to the client, indicating that this block should be applied to the chain of each replica in the consensus network. Therefore, the client will wait for the results from at least f + 1 replicas to accept the final result. More details are given in Algorithm 1. In our system, we have N replicas which are modeled as M/M/1 queue with exponential interarrival times with mean 1/λ j and, exponential service times with mean 1/μ j . The data is served in order of arrival and the traffic intensity is calculated as
where j is the index that represents the replicas j ∈ {1, 2, . . . , N}. The total time the traffic spend on a replica is given by
We can derive the expression for the mean number of packets in the system by applying Little's law
The average waiting time can be calculated by subtracting the mean service time from (18) as
or by applying Little's law, this yields the following: 
In order to obtain the allowable number of the replica machines that meet our defined delay threshold, our objective here is similar to (14)
We know that, the commands are executed in deterministic order across all replicas and thus,
In another word, the total delay D experienced by the system should be
or alternatively as
executes the state machine operation (o) 36: r ← result 37: send < REPLY, v, t, c, i, r > σ i to the client
In this section, the performance of the above framework is evaluated using MATLAB/Simulink package. We are evaluating an abstract model and the details of the underlying infrastructure and technologies are ignored. The general IoT network topology for conducting our experiments is shown in Fig. 2 and the simulation parameters in Table IV. Noting that, replicas service time, X R = 0.4 ms [35] , encapsulate the complexity of PBFT three-phase processing.
A. Evaluation Setup
We did an extensive evaluation of our model using two IoT applications, smart factory and smart city, as per Section II. Smart factory or Industry 4.0 can be considered as delaysensitive IoT application where strict latency requirements should be fulfilled. Four smart factory's use cases are considered in our experiments. As shown in Table I [3], the delay requirement varies between 0.5 and 100 ms. By considering these requirements, we define the end-to-end delay threshold Y to be 2, 12, 50, and 100 ms for the motion control, mobile control, process monitoring, and video control use cases, respectively. Also, we consider average size [37] , 40 000, 65 000, and 100 000 sq. ft where the density of the IoT devices is given in Table I [3] . However, the smart city's uses cases are examples of massive IoT. In such application, we relax our delay threshold Y to be 100 s [5] and any packet arrived after this time will be useless and action needs to be taken. Devices' density per km 2 and details packet arrival rates are given in Table II [5] . In our experiments, three cities scenarios with 300, 600, and 900 km 2 are evaluated; these values are obtained according to average sized cities in the USA [38] .
B. Evaluation Metrics
In our evaluation we focus on the end-to-end delay, two metrics are used for this assessment.
1) CDF express the probability that if a defined variable takes a value less than or equal to x [39] . Our results show CDF for the end-to-end delay D
2) Percent deviation is defined as the difference between the mean of a set of data from a theoretical or predefined value. This can be useful in our experiments to show the delay deviation from the applications defined metrics. We study the percent deviation from the delay threshold Y
The negative value signifies that the given mean of the delay is lower than the threshold Y. If the percent deviation is positive, it signifies that the delay mean value is higher than expected. As described above, we want to study the direct effect of the network hop-counts and the number of replica machines involved in the consensus protocol on the delay-sensitive and massive IoT applications.
C. Results and Discussion
End-to-end delay CDF for different smart factories are shown in Fig. 3 . In Fig. 3(a) , with 40 000 sq. ft, 90% of the packets encounter delay of less than 2 ms. On the other hand, 90% of the packets have a delay of less than 5 ms for the 65 000 sq. ft as shown in Fig. 3(b) . While at 100 000 sq. ft, in Fig. 3(c) , the four uses cases incur a delay of less than 40 ms for 90% of the traffic.
The average end-to-end delay percent deviation results for multiple hops and four replica machines are shown in Fig. 4 . As shown in Fig. 4(a) , it is hard to meet the requirement of the motion control use case where the delay should be less than Y of 2 ms. With less devices' density in the case of 40 000 sq. ft, the average delay for different hop-counts is between [+61%, +393%] percent deviation from the Y of 2 ms. As presented, when the devices' density for both 65 000 and 100 000 sq. ft increase the percent deviation is escalated up to the range of [+296%, +658%] and [+4.1e+3%, +4.6e+3%].
Mobile control yields better delay performance, Fig. 4(b) , Y of 8 ms is fulfilled for 40 000 sq. ft with maximum hop-counts of 30. In 65 000 sq. ft, Y can be satisfied with less than five hops and it is impossible for the devices at 100 000 sq. ft to meet their application requirements.
In the third use case in Fig. 4(c) , process monitoring meets its predefined Y of 50 ms for both 40 000 and 65 000 sq. ft with different hop-counts. For the 100 000 sq. ft, a percent The video remote control with Y = 100 ms has the least restrictive delay requirement. This requirement is satisfied at the different network sizes and hop-counts, as illustrated in Fig. 4(d) .
In the second experiment, we vary the number of replicas (N = 3f +1) from 4, 7, and 10, to 13 to tolerate 1-4 Byzantine faults f as shown in Fig. 5 and we obtain the results for each use case. Fig. 5(a) shows that it is impossible to meet the strict requirement when Y = 2 even with the different network configurations. In Fig. 5(b) and with number of replicas less than 7, we can meet the mobile control (Y = 8) requirement for the area of 40 000 sq. ft and less than four replicas for 65 000 sq. ft.
However, the different replica configurations, in Fig. 5(c) , can meet the process monitoring (Y = 50) requirement for a surface area of 40 000 and 65 000 sq. ft but not for the 100 000 sq. ft. For the 100 000 sq. ft, the delay is in order of seconds due to the contention between the huge number of devices which introduce an obstacle to meet the application's delay requirement. As shown in Fig. 5(d) , the delay requirement of the video control case (Y = 100) and four replica machines is satisfied.
In a smart city, the huge amount of participated devices is one of the unique characteristics of IoT systems that negatively impact the usability of the currently deployed applications. For this, we extend our evaluation and test a smart city scenario with six different use cases. The end-to-end latency constraint Y is relaxed to be 100 s [5] . First of all, CDF results in Fig. 6 are obtained. As shown, 90% of the packets for all the cases have a delay less than 10E6 ms at an area of 300 km 2 . For 600 km 2 , only 30% of the packets have the 10E6-ms delay. However in 900 km 2 , 20% of the packets have the 10E6-ms delay. As known the congestion occurs when the number of packets being transmitted through the network approaches the packet handling capacity of the network and the network delay will increase with the congestion. In this scenario, the average delay is always higher than the predefined requirement (100 s). Our main intend here to conclude that the current BFT-based blockchain cannot handle the huge amount of data generated by the different IoT applications.
VI. OPEN ISSUES AND FUTURE WORKS
BFT-based consensus family is one of the best choices with promising results for blockchain implementation in IoT system. However, several issues and challenges need clarifications and investigations to provide a solid infrastructure that meets the application-level requirements and end-user expectations.
1) Data Finality Time: As illustrated in this paper, the endto-end delay of the current consensus algorithms, from the time when the data is generated until its final enclosure in the blockchain, needs further improvements. Thus, it is essential to find a mechanism that maintains a balance between the delay performance measurements and the decentralization advantages of the blockchain. 2) Space Complexity: Typical blockchain has its own problems in regards to data storage. These problems require new protocols to be integrated on top of existing blockchains. As an example, Bitcoin reaches approximately 210 GB in size [40] and this high level of growth is incomparable with the large volumes of data generated from IoT devices. Storage mechanisms will be considered as one greatest challenge to be addressed at both research and industrial domains. 3) Security, Access Control, and Trust Management: With the huge amount of participated devices, define the access roles and privileges management in a distributed nature without a central authority is another research problem. IoT devices come with different capabilities and characteristics. Therefore, authentication techniques and built-in cryptographic primitives need to consider the limited resources drawback.
4) Data Validity and Accuracy:
From a data standpoint, wireless communication could lead to erroneous or altered data that could compromise the validity of the data coming over the network. The system cannot ensure the accuracy of the data unless it can be secured through the generation phase. This is a challenge as security embedded at the IoT devices is often the most difficult to implement and maintain especially, in the case of resource-constraints sensors. Improvements to the semidistributed BFT algorithms by partitioning the large-scale IoT network and reducing the communication complexity is one solution to the wide adoption of blockchain in IoT context. 1) BFT-Based Consensus Optimization: BFT-based consensus protocols are not truly decentralized where the trust is placed in some predefined nodes. Thus, fog computing model can be considered as a potential solution instead of using the cloud model. However, devices capabilities can raise another challenge that needs to be addressed. The second optimization that needs to deal with is the high number of exchanged messages between the replica machines (control packets). It is important to reduce the number of control packets to reduce the congestion level, the IoT data packets latency, and loss. 2) "Big Data" Management Solutions: The improvements can be done by integrating the big data management solutions. For instance, applying data mining solutions to look into the patterns and relationships of the IoT data, then using the machine learning mechanisms to improve the information usability, reduces the noise, and/or the redundancy, and finally feed the valuable data into the blockchain. 3) Emerging Networking Architectures: Another proposed solution can be done by combining the emerging networking architectures such as software-definednetworking (SDN) with blockchain. Intelligent matching and routing of the data based on dynamically applied rules that fed into the network by the applications can help to partition the network and reduce the huge amount of redundant data. These proposed solutions are based on hypotheses and needed to be implemented and tested to prove its usability and applicability.
VII. CONCLUSION
In this paper, we studied the impact of the emerging IoT applications on the end-to-end delay incurred by Byzantinebased blockchain systems. An analytical model was driven and, the results were supported using MATLAB simulations. The results showed that the importance of incorporating the unique IoT characteristics in designing Byzantine-based blockchain for IoT networks. Network-level configuration, hop-counts, the number of replicated machines, and its relation to the devises density and variability were analyzed. The high contention between the packets masked the delay introduced by the hop-counts, this eliminated the data packets from meeting the application requirements even with different hops configuration. On the other hand, hop-counts directly affected the delay performance in an environment that has less contention between its devices. Moreover, It is well-know that adding more replica machines will add more delay, but it will increase the system reliability. Thus, the design decision should be taken according to the traffic characteristics and the application level requirements. The impacts of a broad range of IoT traffic characteristics including packet arrival rate, payload size, devises density, and surface area of deployment on Byzantine-based consensus were studied. The contention between IoT devices, high level of noise and redundancy in data created a management challenge for the network operators. Sending this large-scale data to the consensus cloud as existing IoT-based blockchain system will introduce another network and bandwidth bottleneck. Thus, design proposals that help to speed up data processing, and improve data adaptability and extensibility should be considered.
