In this paper we prove that certain matrix elements of vertex operators of deformed W-algebra satisfy Macdonald difference equations and form n! -dimensional space of solutions. These solutions are the analogues of Harish Chandra solutions with prescribed asymptotic behavior. We obtain formulas for analytic continuation as a consequence of braiding properties of vertex operators of deformed W-algebra.
Introduction
For each u ∈ C and 1 ≤ i ≤ n define the shift operator T u,x i by T u,x i f (x 1 , x 2 , . . . , x i , . . . , x n ) = f (x 1 , . . . , ux i , . . . , x n ) for any complex valued function f . Let q, k be real numbers, 0 < q < 1, 0 < k < 1. Set also t = q k . Let z = (z 1 , z 2 , . . . , z n ) be a set of complex variables. For m = 1, . . . , n consider the following difference operators 
Define δ ∈ C n δ = n − 1 2 , n − 3 2 , . . . , − n − 1 2 .
Define ρ ∈ C n to be
Parameter λ = (λ 1 , λ 2 , . . . , λ n ) ∈ C n is assumed to be GENERIC and for the sake of simplicity we impose λ 1 + . . . + λ n = 0. We assume that for any l 1 , l 2 , . . . , l n ∈ Z ,s.t. l 2 i = 0 the following condition is fullfilled
One can see that
Thus for any element w of the symmetric group S n : w ∈ S n we have 
Here we mean that w ∈ S n acts on λ = (λ 1 , . . . , λ n ) as w : (λ 1 , . . . , λ n ) → (λ w(1) , . . . , λ w(n) )
We consider the following system of difference equations:
This system will be referred to as Macdonald's system of difference equations.
Definition 1 (Harish Chandra solution to
Macdonald's system of difference equations) Fix λ = (λ 1 , . . . , λ n ) ∈ C n . The solution of Macdonald's system of difference equations (7) in the asymptotic zone 0 < |z 1 | < |z 2 | < . . . < |z n | which has the following series expansion:
φ(η + ρ, z) = z Γ q (1 − k) Γ q (η i − η j + 1)Γ q (η j − η i + 1 − k) (9) as the leading asymptotic coefficient, and with η = wλ, w ∈ S n , will be referred to as Harish Chandra solution.
The correctness of this definition is not clear apriori and it will be verified in theorem 1. See also corollary 1.
Let h 1 , h 2 , . . . , h n be the weights of the vector representation of sl(n). Bosonization of the vertex operators Φ h i (z) was completed in refs. [4] , [17] , [1] , and we recall in section 3.1, formula (38) below. In this paper we prove the following theorem:
Theorem. For µ = λ k , 0 < k < 1 the following matrix elements
are the Harish Chandra solutions φ(wλ + ρ, z) to Macdonald's difference equations. The Harish Chandra solution φ(wλ + ρ, z) converges to analytic function for sure at least for
see theorem 1 below.
Remark 1 Harish Chandra solution
One can see in these examples that one gets indeed symmetric polynomials.
2.2
We will use the standard notations for q − Γ -function and Θ function:
The subscript q in notations of Θ-function will be omitted sometimes.
There is the following integral representation for q-hypergeometric function with usual integration:
Here the contour of integration for y starts and ends at 0 and encloses poles
+n . The integrand of (18) has two series of poles:
Since we assume that 0 < k < 1 it for sure converges for |z| < 1. The importance of this integral representation for q-hypergeometric function with usual integration was emphasized in ref. [37] .
For the purposes of completeness we recall the famous Ramanujan's integral
Also one has:
Note that y λ 2 −λ 1 can be replaced by appropriate ratio of Θ-functions:
Here the integrand is single-valued and the contour of integration can be taken away from the origin.
Here the contour of integration is chosen to be closed curve around the origin q
Also, one has (z 1 z 2 )
enclosing the two series of poles:
2.3
For the q-hypergeometric function analytic continuation is given:
The series for
If we normalize the two solutions to difference equation (12) as:
and analogouslyf
Then formulas for analytic continuation are written as:
Vertex operators of deformed W-algebra
The deformed W -algebras is a new, interesting subject. We refer the reader to refs. [4] , [17] , [1] , [3] , [29] , [38] , [36] , [37] . In this section we closely follow to the works [1] , [36] .
Bosons.
Let x be a real parameter, 0 < x < 1 , r > 1. Consider the bosonic oscillators β j m
These oscillators were introduced in refs. [4] , [17] . Let α 1 , α 2 , . . . , α n−1 be the simple roots of root system of type A n−1 , ω 1 , . . . , ω n−1 are fundamental weights, i.e. < α j , ω i >= δ ij , Σ + denotes the set of positive roots.
The zero mode operators P α , Q α indexed by α ∈ P = ⊕Zω i are by definition Z linear in α and satisfy
Define the Fock module F l,s generated by β j −m , m > 0 with the highest weight vector |l, s > :
Expand also (29) linearly on λ (µ)
And in general define state |λ, µ > as
As it is proven in ref. [17] the notion of Verma module and PBW basis make sense for the deformed (quantum)W-algebra. We define < (λ, µ) * | as the functional, such that < (λ, µ) * ||λ, µ >= 1 and 0 on other subspaces according to PBW basis.
The basic operators U −α j (z), U ω j (z) are defined as follows:
Note that
as it follows from Campbell-Hausdorf formula. The normal ordereing :: is defined such that β j m stands to the right of β l −m for m > 0 and symbols P stand to the right of symbols Q.
Vertex operators.
We set
Let h 1 , . . . , h n be the weights of the vector representation of sl(n),i.e.
Vertex operators Φ h i (z) of the first type are defined as follows:
cf. [1] , see also [36] , [29] . Here
The phase factor f (...) simultaneously makes the integrand singlevalued and produces the leading asymptotic exponent of z. The contours for integration are chosen to be simple closed curves around the origin, s.t.
x|z| < |y 1 | < |z| x|y 1 | < |y 2 | < |y 1 | and so on.
In the limit q → 1 the contours of integration tend to those indicated on fig. 1 . Thus the phase factor f (...) might be considered an analogue of these contours of integration. The phase factor was introduced in [36] in the case of deformed Virasoro, and developed in [29] , [1] and is a very important ingredient of the construction. The vertex operators are the same as [4] , [17] up to the phase factor f (...) and up to the shift of parameter of Fock space by −δ. This shift is caused by (34) , (35) and is designed in order to alleviate formulas (36), (37) , (38) , as well as (39), (40) , and (41) below. It is similar and related to appearance of ρ in formulas in harmonic analysis. 
Boltzmann weights:
satisfy the following commutation relations:
Here it is assumed that braiding is realized from the asymptotic zone
Bosonization of relation (44) was initiated in ref. [37] , and developed in [36] , [1] . The relation (44) 
are the Harish Chandra solutions to Macdonald's system of difference equations (3) . These solutions are correctly defined and converge to analytic functions at least in the asymptotic zone 0 < |z 1 | < |z 2 | < . . . < |z n |.
The function g 1 (z) is defined by (43) .
2. Set r = 
) one has the following integral representations
and
correspondingly.
Remark 4 Note if wλ + ρ is nonpositive integral weight, then the Harish
Chandra solution φ(wλ + ρ, z) times z
Compare also with a particular case of [4] formulas (35) , (37) with r a = n − 1 − a, a = 1, . . . , n − 1, and allow parameters s a to be nonintegral. Parameters r a , s a of ref. [4] 
are integral and related to the Young diagram. Allowing parameters s a to be nonintegral , integral representation of [4] would rather give analogue of zonal spherical function, i.e. solution to the system of difference equations (3), which admits continuation to single-valued analytic function at z
1 = z 2 = . . . = z n .
The type and the number of variables y ij of integration that we use is rather remembrance of the flag manifold and is minimal for generic parameter λ.
We indicate that parameter k of this paper corresponds to parameter β of refs. [4] , [3] , [17] .
We refer also to the results of ref. [42] .
Also, the situation is a deformation to the Macdonald's case of integral representation for Heckman-Opdam hypergeometric functions of theorem 3.2 in ref. [32].

Theorem 2 (Analytic continuation) Consider analytic continuation from the asymptotic zone :
Let σ i permutes ith and i + 1th coordinate:
Then analytic continuation of Harish Chandra solution to Macdonald's difference equation φ(wλ + ρ, z) is given by:
Proof: The theorem 2 immediately follows from braiding properties of vertex operators Φ h w(i) (z i ) and Φ h w(i+1) (z i+1 ) (44) . Note also that if w(i) < w(i + 1) then since w is a permutation for any l 1 , l 2 , . . . , l n ∈ Z s.t. Proof: In fact Harish Chandra solution φ(wλ+ ρ, z) is provided by multiple integral of some meromorphic function with compact cycle of integration. As long as we can correctly draw the contours of integration it is correctly defined, finite and analytic. Condition (50) guarantees uniqueness and along with commutativity and special form of difference operators (1) that the solution to the first order difference equation with leading exponent z wλ+ρ is also a solution to the whole system of Macdonald's difference equations (3). We have two integral representations which give different restrictions on parameter λ. Namely, we integrate analytic function over compact cycle, as long as the contours for integrations enclose the necessary poles and the leading asymptotic coefficient is not equal to zero, so that we can divide by it, we get convergence. Now we use the Hartogs theorem that analytic function in (C 2 \ 0) can be extended to analytic function on C 2 , so only the condition
Then there exists and unique analytic solution to the Macdonald's system of difference equations (7)
comes from leading asymptotic coefficient , which is included in condition (50). 2
Proof of theorem 1 :
We proceed as follows. Using Wick's rule rewrite the matrix elements as multiple integrals with usual integration. Then we assume first that k < −1 and 0 << |z 1 | << |z 2 | << . . . << |z n+1 |.
Using propositions 1, 2, 3 below we prove by induction that integrals do satisfy the first order difference equation. We use that the action of shift operators in the above hypotheses does not change the disposition of contours of integration and poles. The considered matrix elements permit series expansion (51) and thus the coeficients of this series expansion satisfy certain recurrent relations. The coefficients are essentially the finite sum of ratios q-gamma functions and thus recurrent relations are satified if parameter k is extended from k < −1 to k < 1 and then the domain 0 << |z 1 | << |z 2 | << . . . << |z n+1 | is replaced by 0 < |z 1 | < |z 2 | < . . . < |z n+1 | restricting to 0 < k < 1. Part 2 is proved using proposition 4 below.
Proposition 1 (Change of variables in the usual integral)
Let also Π(z, y) be
where
is a first order difference operator defined by (1).
Proposition immediately follows from Macdonald [39] VI.2.13 on page 311, and page 321.
2
The above proposition gives rise to the transformation formulas analogous to the following one for q-hypergeometric series:
Here for the convenience of the reader, we recall the contraction formulas , cf. [1] , appendix C.
:
Under the action of shifts operators
behaves under the action of shift operators as (y 1 y 2 ) k . We used:
Thus the theorem follows by induction. The base of induction is checked directly.
Finally , we note that Harish Chandra solution φ(wλ + ρ, z) being an eigenfunction of the first order difference equation D 1 z is also a solution to the whole system of difference equations (7) if the following condition holds:
for any l 1 , l 2 , . . . , l n ∈ Z s.t.
The leading asymptotic coefficient is equal:
and can be easily calculated using proposition 6 below. The theorem is proved. 2
Proof: In fact, matrix element (74) satisfies Macdonald's difference equation (12) (the proof is the same as in theorem 1) and has leading exponent z
. Thus it is equal to the q-hypergeometric function
up to the leading asymptotic coefficient. The leading asymptotic coefficient is calculated using proposition 6.
The proposition is in complete agreement with braiding properties (commutation relation) of vertex operators Φ h j (z 2 ) ,Φ h i (z 1 ) (44).
Here the integration contour is a simple closed curve around the origin, which encloses the poles y = q 
Proof:
Let's assume that n ≥ 0. The case n < 0 is considered similarly. n Γ q (λ 2 − λ 1 + k + n)
In the above claculation we used that n Γ q (λ 2 − λ 1 + k + n) Γ q (λ 2 − λ 1 + k) Γ q (λ 2 − λ 1 + 1) Γ q (λ 2 − λ 1 + n + 1)
In the calculation we used binomial expansion formula:
1 + 1 − q a 1 − q x + (1 − q a )(1 − q a+1 ) (1 − q)(1 − q 2 ) x 2 + . . . = (q a x; q) ∞ (x; q) ∞ (82)
