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1. INTRODUCTION 
In this paper we shall be concerned with the following control problem: 
find a pair of functions (x, U) that minimizes the functional 
subject to the state equation 
x’ =f(t, x) + B(u) x 
the end conditions 
x(0) given, x(T) E K 
and the control constraint 
Here 
(i) U: [0, T] + R” denotes the control function; 
(ii) M is a symmetric and positive definite m x m matrix. N(t) is a 
symmetric and positive semi-definite n x n matrix whose elements are 
continuous functions of t on [0, T] ; 
(iii) ( . , . ) denotes the ordinary inner product in R” or R”, 
depending on the context; 
(iv) g: R” -+ R is a continuous function; 
(v) j-z [0, 7’1 x R” + R” is a continuous function continuously 
differentiable with respect to x; 
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(vi) B(u) is an n x n matrix whose elements are linear functions of u: 
(vii) K c R” and Q c Rm are closed convex sets. 
In the first part of this paper we shall give conditions that guarantee the 
existence of a pair (x, U) that solves the control problem. Moreover we will 
show that if T is sufficiently small. then this pair is unique. Next we shall 
prove the existence of the optimal synthesis for these solutions, which is to 
express u as a function of x. Finally we shall present an example which can 
be studied as an application of the preceding results. 
2. EXISTENCE AND PROPERTIES OF OPTIMAL CONTROLS 
In order to reformulate the problem described in Section 1 in a more 
convenient form we introduce some notation and terminology. Let u E R”; 
we say that the function x+f(t, x) + B(u) x satisties the subtangential 
condition with respect to K (Nagumo [ 11) if for each x E K and f E [0, T] 
we have 
W,) 
lim 4x + h(f(b x) + B(u) x>, K) = o 3 
h-O+ h 
where d(y, K) denotes the distance from y E R” to K. Now let denote by 
L *(O, T, R “) the class of square integrable functions from [0, T] into R m and 
by W’*‘(O, T; R”) the class of absolutely continuous functions from [0, T] 
into R”. Further let u E L’(0, T, Rm); it is known that if (If,) holds with u 
replaced by u(t), if x0 belongs to K and if x belongs to W’*‘(O, T, R”) and is 
a solution of the following problem 
x’ =f(t, x) + B(u) x, 
x(O) = x0 9 
(1) 
then we have x(t) E K for each c E [0, T]. Thus, if (H,) is fulfilled for each 
u E Q the end constraint x(T) E K is satisfied and so can be omitted from 
further considerations. We henceforth assume this to be the case and restate 
the control problem posed in section 1 in the following form: 
Problem 1. Given x0 E K, find II in L*(O, T; R”) and x in W’7’(0, T; R”) 
that minimize the functional 
f .m’ ((M4, u(t)) + 0’0) x(t), x(0>) dt + &(T)) (2) 
SYNTHESIS OF OPTIMAL BILINEAR CONTROLS 145 
subject to the state system (1) and the control constraint 
~0) E Q. (3) 
As usual a pair (x, u) that solves Problem 1 will be called an optimal pair 
and the function u will be called an optimal control. In order to solve 
Problem 1 we make the following additional hypotheses 
(H,) for each t in [0, T], x in K and u in Q we have (/(LX) + 
B(u) x, x) < 0, 
(H3) Q is compact. 
Note that if we use (H,) and (H,) we find that for each x0 in K there 
exists a unique solution x of (1) for fixed u satisfying (3) and we have 
x(t) E K and 
where II . II = ( . , e )‘I*. 
As a consequence of (H,)-(H,) we have the following existence result 
(Berkovitz [ 21): 
THEOREM 1. For each x0 in K there exists (x, u) which solves Problem 1. 
We now characterize optimal pairs by means of the Pontryagin maximum 
principle. To do this we specialize the cost functional (2) by taking g to be 
given by 
g(x) = + (Gx, -r>, (4) 
where G is a symmetric and positive semi-definite n x n matrix. Under this 
assumption we get the following result from the Pontryagin maximum prin- 
ciple. 
THEOREM 2. Let (x, u) be an optimal pair. Then there exists p in 
W”‘(O, T; R”) satisfying 
P’=-~(&x)P-B*(u)P+N(t)x, (5) 
where the subscript x denotes the derivative with respect to x and the asterisk 
denotes the transpose. Moreover for almost all t in [0, T] and all v in Q we 
have 
- @w), u(t)) + 2(P(O, w4)) x(Q) 
> -(Mu, v) + 2(P(G, B(v) x(t)). (6) 
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Finally if u is continuous, then p satisfies. 
P(T) = -WT) (7) 
The function p will be called the adjoint state function. To get additional 
information about optimal controls let us rewrite property (6) in a more 
convenient form. To do this let us denote by C(x) the n x m matrix, given by 
assumption (vi) of Section 1, defined as C(x) u = B(u) x. Next note that (6) 
implies that for almost all t in [0, r] the mapping L’ -+ (Mu, L’) - 
2(p(t), C(x(t)) v) = (Mu, v) - 2(C*(x(t))p(t), ~1) attains its minimum over 
Q at v = u(t). This property in turn is equivalent to requiring that for almost 
all t in [0, T] and all u in Q we have 
@w - c*(-w> PO), v - u(t)) 2 0. (8) 
Now let Zc denote the indicator function of Q 
IQ(V) = 0 ifvEQ 
=+a2 ifv@ Q 
and let aZ, denote its subdifferential, i.e., the (multivalued) mapping that 
associates with each u in Q the subset aZc defined as 
~z,(u)= {w~R~;(w,u--v)>O, for each u in Q}. 
It turns out that property (8) can be expressed in terms of aZ, in the 
following form: 
-Mu(t) + c*(x(f))p(f) E arQ(u(f)). 
Now, since M is positive definite and aZ, is maximal monotone, it follows 
from well-known perturbations results (see, e.g., Brezis [3]) that M + al, is 
maximal monotone and surjective. Therefore setting 
A = (MfazJ’ 
we can write u in terms of x and p as follows: 
40 = A(C*w))P(o). (9) 
Note that since A, x and p are continuous, the optimal control is also 
continuous. Therefore the adjoint state function p satisfies (7). 
We now make the following additional assumption 
(H4) fX* is locally lipschitz continuous with respect to x. 
As a consequence of (9) and (H4) we get the following uniqueness result. 
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THEOREM 3. Let T be suitably small. Then there exists a unique optimal 
pair. 
Proof: Let (x, U) and (y, v) be optimal pairs and let p and q be the 
corresponding adjoint state functions. From (1) and (5) we get 
x’ -y’ =f(t, x) -f(t, y) + B(u) x - B(u) y, 
x(0) -y(O) = 0 
(10) 
and 
P’-q’=-fx*(t,x)P+f~(t,Y)q-B*(u)P+B*(~)q+N(t)(x-Y), 
P(T) -q(T) = -WT) + 0. 
(11) 
If we now use (lo), we obtain 
$~lx-yl~‘=2(x’-y’ 7 -I? -Y> = q-(t, x> -f(t, Y), x -Y> 
+ Wo4)(x -Yh x-Y)+2((B(u)-B(u))Y,x-Y). 
Now we have that u(t), u(t) E Q and that IIx(t)ll, (1 y(t)11 <x0. Therefore 
from the local lipschitz continuity off we get 
&WY(W ,< ( coW(llx(O - YWII ’ + II u(t) - 4t)ll’ 1. (12) 
Furthermore, since p and q satisfy a linear equation (for fixed (x, U) and 
(y, u), respectively), we have that II p(t)ll, IIq(t)ll < const. Therefore, using 
(11) and the local lipschitz continuity off;*, we find 
$ II p(t) - mll’ 2 ( conNIl p(t) - WI’ + II 40 - Y(t)ll’ 
+ II UP> - Wl12). (13) 
Finally, using (9), we obtain 
II 40 - Wll G ( coW(ll 40 - YWII + II p(t) - dOI). (14) 
If we now substitute (14) into (13) we find that there exists a constant c 
such that 
II p(t) - qWll’ G II P(T) - dT)l12 exp@V- 0) 
+ c 
1 
r exp(c(s - t))ll x(s) - y(s)11 2ds. (15) 
148 GABRIELLA DI BLASIO 
Moreover, using (12) and (14), we obtain that there exists a constant, 
which we again denote by c, such that 
II-W - u@)ll’ G c jX ew(c(t - s))ll P(S) - 4(s)l12 h. 
Combining this result with (15) gives 
II-~(f) - .~?(~)ll~ < T (const>(ll G-W - WT)l12 
from which it follows that 
SUP o<t<r 11-Q) -YWI' < T(const) Og~T II-W -.Wl’. 
Thus, if T is sufficiently small, we must have x = y and hence, from (15), 
p = 4. Finally if we use (9), we obtain u = v and the theorem is proved. 
Remark 1. If K is compact, it is easy to see that all the preceding results 
remain valid without assuming that condition (H,) holds. 
3. EXISTENCE OF THE OPTIMAL SYNTHESIS 
In the preceding section we proved that if (x, U) is an optimal pair, then 
there exists p such that 
uw = A(C*w) P(l)) 
Furthermore x and p satisfy the following two-point boundary value 
problem: 
x’ =f(r, x) + B(A(C*(x) P)) & 
p’ = -2((1, x)p -B*(A(C*(x)p)) + N(t)& (16) 
X(O) = x0 3 P(T) = - Gx(T). 
Moeover if T is suitably small, then (16) has a unique solution (x,p) so 
that u(t) = A(C*(x(t))p(t)) is optimal. We now investigate the problem of 
finding a function U from [0, T] x K into R” so that the adjoint state 
function p can be expressed as 
P(f) = WL x(t)) (17) 
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If we can find such a function, then the optimal control u is given by 
u(t) = A(c*(x(t)) w, x(t))). 
The function (t, x) +A(C*(x) rY(t, x)) from [0, T] x K into R” is called 
the synthesis of the optimal control or optimal synthesis function. If we now 
substitute (17) into (16) and set E’(t, x) = U( T - t, x), f(t. x) =f(T - t. x) 
and g(t) = N( T - t), we get 
P,-P,(f+B(A(C*(.K)P))=~*(t,x)P+B*(A(C*(x)P))P-N(t), 
P(O)= - G, 
(18) 
where the subscripts t and x denote the derivatives with respect to t and x, 
respectively. Conversely if P satisfies (18) and T is suitably small, then, 
using the fact that (16) has a unique solution (x,p) and that u(t) = 
A(C*(x(t))p(t)) is optimal, we find that (t,x)+A(C*(x) P(T- t,x)) is the 
synthesis function. Therefore the solutions of (18) provide the synthesis of 
the optimal control. To solve (18) we make the following additional 
hypothesis 
(H5) OEK,OEQ,f(t,O)=O,f;(t,O)=O. 
Now let x E K and let P be a continuous function from (0, r] x K into 
R”. Furthermore set 
D(P)(f, x) = A(C*(x) P&x)). 
The study of problem (18) requires the properties of the solutions of the 
following system: 
z’ = -jp,z)-B(D(P)(s,z))z, o<s<t, 
z(t) = x. 
(19) 
To this end we shall introduce the following notation. Let K, = (x E K. 
llxll < R } and let S, be the class of continuous functions P from (0, T] X K, 
into R” which satisfy P(t, 0) = 0 and 
Further let Sf( be the class of functions P E S, satisfying 
Under the preceding assumption we can prove the following: 
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LEMMA 1. For each x E K, and P E S; there exists a unique solution of 
problem (19). Moreover denoting by z(s, t, x; P) this solution we have for 
o<s<t 
0) II z(s, 4 xi P)lI < llxll ; 
(ii) there exists c,(T, R) such that for each x, y E KR we have 
IIz(s, 1, x; P) - 4% 6 Yi P>II 
Q lb -YII exp(c,(T RW% + IIPIIL.R)(t -s)); 
(iii) there exists c,(T, R) such that for each x E KR and P,, P, E SL 
we have 
11 z(s, t, x; P,) - z(s, f, x; P*)ll 
G IIf’, - P2Ih j.‘c2(T, R) exp(c2(T, RNIP, IL + llJ’2ll,,,)(r - s)) dr; 
-s 
(iv) foreachO<s<r(t<Twehave 
z(s, r, z(r, t, x; P); P) = z(s, f, x; P). 
ProoJ The existence of a unique solution of problem (19) satisfying (i) 
follows from the fact that D maps R m into Q, from the local lipschitz 
continuity off and from assumptions (HI)-(H3). To prove (ii) let x, y E K, 
and let z, and z2 denote the solutions of (19) with data x and y, respectively. 
We have 
$nz, -z,l/*=2(z; -z;,z, -z*)=2(-f(s,z*)+~(s~~*),~, -z*) 
+ 2(-B(D(P)(s, z,>) ~1 + W(P)(s, ~2)) ~23 ~1 - ~2). 
Now, from the local lipschitz continuity off, from property (i) and from 
the lipschitz continuity of D we find that there exists a constant c,(T, R) 
such that 
$ Ilz,(s) -zz(sIl* > --c,(T, R)(llpllR + IlPll~d 
x lIZI - z2Wll’ 
and (ii) follows. Furthermore let x E KR, let P, and P, belong to ..Sfi and let 
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denote by z, and zz the corresponding solutions of (19). Using the properties 
off and D and property (i) we find that there exists c,(T,R) such that 
$IIz,(s) - z*(sl12 a -c,K W(IIP, 42II: 
+ up, IIR + II~2llL.R) Ilz,@) - z2(9ll’) 
which implies (iii). Finally let x E K, and let 0 < s < t < t, < T, since z(t, t,, 
x; P) belongs to KR we can consider problem (19) with x replaced by 
z(& c,, X; P). Therefore assertion (iv) is a consequence of the fact that there 
exists a unique solution of (19) for each x E KR . 
We now turn to the problem of finding solutions of (18). First we note 
that if P belongs to Sk and satisfies (18), then, setting z(t, r) = z(t, I, x; P), 
we have for 0 < t < r: 
1 P(f, Z(h r)) =.7x, z@, r)) P(& 46 r)) 
+ B *(D(p)(t, z(c r))) P(t, z(t, r)) - M(t) z(t, r) 
and 
P(0, ~(0, r)) = - Gr(0, r) 
Therefore, from the variation of parameters formula, we obtain 
P(f, z(t, r)) =- E(r, t, 0, x) Gz(0, r) 
+ J f W-, 6 s, xW*WW, z(s, 4) PCs, z@, r)) 
- N(s) z(s, r)) ds, 
where E(r, c, s, x) is the fundamental solution of the matrix equation 
$E(r, f, s, x) =J;x*(t, z(t, r)) E(r, t, s, x); 
E(r, s, s, x) = I (identity matrix). 
Therefore, taking r = t and setting E(r, C, s, x) = E(t, s, x), we obtain 
P(t, x) = - E(r, 0, x) Gz(0, t) + f E(t, s, x)(B*(D(P)(s, z(s, t))) 
-0 
x P(s, z(s, t)) -N(s) z(s, r)) ds. 
(20) 
(21) 
(22) 
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Conversely let y E K, and take x = z(t, r, y; P); from Lemma l(iv) we 
have z(s, t, x; P) = z(s, r, y; P) and moreover 
E(r’, t, s, z(r’, r, y; P)) = E(r, t, s, y) 
for each t < r’ < r, so that 
E(t, t, s, z(t, r. .v; P)) = E(r, t, s, 4’). 
Thus, if P is a differentiable function of SA that satisfies (22), taking 
x = z(t, r, y; P) we find that P satisfies (20) with x replaced by y. Therefore 
differentiating (20) with respect to t and taking r = t we find that P(t, y) 
satisfies (18). Hence Eq. (22) can be considered as an integral form of 
problem (18). Accordingly the solutions of (22) will be called mild solutions 
of (18). 
We are now able to prove the following existence result. 
THEOREM 4. For each R there exists T such that there is a unique 
P E S; mild solution of problem (18). 
Proof: In what follows we shall consider S, as a metric space with the 
distance induced by 11 . IIR. Furthermore we shall denote by H the closed 
subset of S, defined as 
where c is a constant to be determined later. Denoting by F(P) the right-hand 
side of (22) let us prove that there exists T such that F maps H into itself. 
First we note that z(s, t, 0; P) = 0 so that P(t, 0) = 0 implies F(P)(t, 0) = 0. 
Moreover, using Lemma l(i) and the integral form of the matrix equation 
(21) 
E(r, t, s, x) = I + \‘j:(r’, z(r’, r)) E(r, r’, s, x) dr’, 
-s 
(23) 
we find that there exists a(R, T) such that if x,~ E K, and x,, J, E R”, then 
II qt, s -r) -y, - E(4 s, Y) Y, II 
,< ev(a(R T)(t - s)Nlxl --,I1 
+ 1’ a@, T)ll z(r, t. x; P) - z(r, 6 Y; P)II dr). 
-s 
(24) 
Now let x, 4’ E K, ; using Lemma l(ii) and (24) we find that there exists 
c(R, T) such that 
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II WN* xl - ww. Yl 
< IIx -~llWl ew(W~ r) + II%d t) 
+ (IIW,R + c(R 77) Texp(c(R T)IIPlL [)I. 
where 
II Gz II 
Therefore if c > II Gil, we find that there exists T such that llF(P)(lt,R < c 
so that F(P) E H. To prove the desired existence result it then suffkes to 
show that F is a strict contraction. To this end let P,, P, E H, let x E K, and 
let Ei(r, C, s, x) denote the solutions of (23) with z(r’, r) = z(r’, r,x; Pi), 
i = 1, 2. Using Lemma l(i) we find that there exists a constant, which we 
again denote by a(R, T), such that for each y,, yz E R” we have 
lIE,(L s, x) 4’1 - &(t, ST x) Yz II 
G exrNa(R, T)@ - s))(ll Y, - yz II 
+ ff a@, T)llz(r, f, x; P,) - z(r, f, x; P2)ll dr). 
-.5 
(25) 
Therefore using Lemma l(iii) and (25) we find that there exists a constant, 
which we again denote by c(R, T), such that 
llW,k x) -W’N, x>ll ,< 4R r) TIIP, -PA. 
Hence if T is suffkiently small, we find that F is a strict contraction in H 
and the result follows. 
Remark 2. In Theorem 1 we proved that if T is sufficiently small, then 
there exists a unique optimal synthesis on [0, T] for the solutions of 
Problem 1. Now let us consider Problem 1 with the initial point (0, x~) 
replaced by (to, x0). It is readily verified that all the preceding arguments can 
be repeated here and we find that there exists a unique optimal synthesis 
defined on [to, T], with T sufficiently close to f, (depending on llxJ and f,). 
Now assume that f and fX* are lipschitz continuous with respect to x on 
[0, +a0 [ x K, and that N(f) is bounded on [0, +co [. Then it can be seen 
that the constants in Lemma l(iii, iv) and the constants in (24) and (25) do 
not depend on T. Consequently it can be seen that the interval of existence of 
the optimal synthesis for the solutions of Problem 1 with initial point (to, x,,) 
depends on llx,,jl but not on t,. 
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4. AN EXAMPLE 
In this section we shall consider an application of the preceding results. 
Throughout we shall assume the following hypotheses: 
(i) A4 is a symmetric and positive definite m x m matrix. N and G 
are symmetric and positive semi-definite n x n matrices. 
(ii) f: R” -+ R” is a continuously differentiable function such that fX* 
is locally lipschitz continuous. 
(iii) B(u) is an n x n diagonal matrix whose elements are linear 
functions of u. 
(iv) K and Q are defined as 
K = {x E R”; xi > 0, i = l,..., n 1, 
Q= (uERm;IIul(<b/. 
(v) For each R there exists h(R) such that if 0 <h < h(R) and 
xEK,, then x+hf(x)~K. 
(vi) There exists a such that for each x E K we have 
Us x> G a lIxl12. (26) 
We shall consider the following problem: 
Problem 2. Given x0 in K and T > 0, find (x, u) that minimizes the 
functional 
t ( ((Mu(t), u(t)) + (NW, x(t))) dt + +(G-V), -G-l) 
-0 
subject to the state system 
x’ =f(x) + B(u) x, 
x(0) = x0 
and the control constraint 
In order to show how the preceding results can be applied to this 
particular case let us note that since Q is compact there exists a’ such that 
for each u E Q we have 
(B(u) x, x) < a’ llxI12. (27) 
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We now set 
c=u+a’, f(t, y) = exp(-ct)f(exp(cl) 4’1, 
z(t) = exp(2ct) N, c = exp(2c7’) G. 
Therefore, setting y(t) = exp(-ct) x(t), it is easily verified that Problem 2 
is equivalent to the following: 
Problem 3. Given x0 E K and T > 0. find (y, U) that minimizes 
subject to the state system 
4” =f(t, y) - cy + B(u) y, 
Y(O) = x0 
and the control constraint 
Now for each u E Q and y E K we have 
moreover, using assumptions (iii) and (v), we find that there exists h(R) such 
that if .I?E K,, u E Q and O<h<@R), then ~+h(f(t,y)-cy+ 
B(u) -v) E K. This property in turn implies that the function .V +T(f,(tr) - 
cq’ + B(u) y satisfies the subtangential condition with respect to K. Therefore, 
using the results of the preceding sections, we find that for each x0 E K and 
T > 0 there exists (x, u) solution of Problem 2. Moreover if T is sufftciently 
small, then this solution is unique and admits a unique optimal synthesis. 
Finally if (26) and (27) hold with a + a’ < 0, then (see Remark 2) we have 
that there exists a unique optimal synthesis for Problem 2 with initial point 
(to, x0) and the interval of existence does not depend on ro. 
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