We study the Maximum Flow Network Interdiction Problem (MFNIP). We present two classes of polynomially separable valid inequalities for Cardinality MFNIP. We also prove the integrality gap of the LP relaxation of Wood's [19] integer program is not bounded by a constant factor, even when the LP relaxation is strengthened by our valid inequalities. Finally, we provide an approximation-factor-preserving reduction from the simpler R-Interdiction Covering Problem to MFNIP.
Introduction
In the Maximum Flow Network Interdiction Problem (MFNIP), we are given a capacitated s-t (directed) network where each arc has a cost of deletion, and a budget for deleting arcs. The objective is to choose a subset of arcs to delete, without exceeding the budget, that minimizes the maximum flow that can be routed through the network induced on the remaining arcs.
Interdiction problems model the essential issues in many real-world resource allocation problems, including coordinating tactical air strikes [13] , combatting drug trafficking [19] , controlling infections in a hospital [2] , chemically treating raw sewage [14] , and controlling floods [15] . The study of MFNIP in particular originates from the Cold War, when analysts at the RAND Corporation studied how to interdict the Soviet Union's railroad traffic into Eastern Europe using the fewest resources [9] . They accomplished this by solving a Minimum Capacity s-t Cut Problem; this is the earliest known formulation of this fundamental problem [17] . From the 1960s to the turn of the 21st century, there has been an extensive amount of academic literature on various interdiction problems, most of which is listed in [6] . The basic framework for maximum flow network interdiction with explicit budget constraints was first studied in [13] . In the early 1990s, Wood [19] resurrected interest in network interdiction by introducing MFNIP. A similar problem to MFNIP, called the Network Inhibition Problem (NIP), was independently introduced by Phillips in [14] . Numerous variants of network interdiction problems have also been studied, including shortest path network interdiction [10] , stochastic network interdiction [7, 11] , multiple commodity network interdiction [12, 19] , facility interdiction [6] , and a variant of MFNIP where flow is routed before arcs are removed [8] . There is also literature on more-than-two-stage interdiction models where infrastructure may be reinforced against attacks [4] . The special case of MFNIP when an interdictor removes exactly k arcs from the network in order to minimize the maximum flow in the resulting network is known as the k-Most Vital Arcs Problem [15] ; in [19] , this problem is called the Cardinality Maximum Flow Network Interdiction Problem (CMFNIP).
Much of the recent work on MFNIP (e.g., [3, 16, 18] ) uses an integer linear programming (ILP) formulation originally introduced by Wood in [19] . The ILP introduced in [19] is also used as a starting point for the mathematical programming formulations of many of the extensions of MFNIP (e.g., [7, 11, 12] ). Less attention has been devoted to finding approximation algorithms for MFNIP and its variants. Phillips [14] gave a fully-polynomial-time approximation scheme for NIP on planar networks. Burch et al. [5] provide a polynomial-time algorithm for NIP that either returns a (1+ 1 )-approximate optimal solution or a (1 + )-pseudoapproximation. However, it is not known a priori which solution is returned. In this context, is a user-specified error parameter. No approximation algorithms are known for arbitrary instances of MFNIP, and no hardness of approximation results are known, either.
In this paper, we broaden the understanding of Wood's integer linear program for MFNIP, as well as the approximability of MFNIP. We begin in Section 2 by reviewing some notation and the ILP proposed by Wood [19] . In Section 3, we present two classes of valid inequalities for CMFNIP and show they are separable in polynomial time. Next, in Section 4, we prove the integrality gap of the natural linear programming relaxation of Wood's ILP, even when strengthened by the valid inequalities proposed in this paper, is not bounded below by a constant. An immediate corollary of this result is that approximation algorithms for MFNIP that use the LP relaxation of the ILP proposed by Wood as a lower bound cannot have a constant performance guarantee. Finally, in Section 5, we prove any hardness of approximation result for the R-Interdiction Covering Problem (RIC) immediately extends to MFNIP; RIC is a facility interdiction problem that has a simpler structure compared to MFNIP.
Preliminaries
We denote a network as (N, A) where N is the set of nodes and A is the set of arcs. We assume without loss of generality that all of our networks have a unique source s ∈ N and a unique sink t ∈ N . An arc that originates from node u and terminates at node v is denoted as (u, v) . For a node v we denote the set of all arcs entering node v as δ + (v), and we denote the set of all arcs leaving node v as δ − (v). We refer to an s-t cut as either a set of arcs that disconnects s from t upon their removal, or alternatively, as a bipartition of the nodes where s and t are not in the same partition. Since the only cuts of interest in this paper are s-t cuts, we henceforth refer to them as cuts. Similarly, we denote an undirected graph as (V, E) where V is the set of vertices and E is the set of edges. We denote an edge between vertices u and v by {u, v}.
An instance I of the Maximum Flow Network Interdiction Problem (MFNIP) consists of a network (N, A) with arc capacities c e for each arc e ∈ A, interdiction costs r e for each arc e ∈ A, and an interdiction budget R. Without loss of generality, we assume all data for this problem are nonnegative integers. For an instance of the Cardinality Maximum Flow Network Interdiction Problem (CMFNIP), we have r e = 1 for all e ∈ A. Wood [19] proved CMFNIP (and therefore MFNIP) is strongly NP-hard, using a reduction from the Maximum Clique Problem.
Wood [19] also proposed the following integer linear program for MFNIP. We define the decision variables α v = 1 if v ∈ N is on the sink side of the cut, 0 otherwise ∀v ∈ N ; β e = 1 if e ∈ A is in the cut and is interdicted, 0 otherwise ∀e ∈ A; γ e = 1 if e ∈ A is in the cut and is not interdicted, 0 otherwise ∀e ∈ A.
Wood [19] showed the following ILP is a complete formulation of MFNIP:
We denote the ILP given by (2.1a)-(2.1g) as (W). Note that the values of α in a feasible solution to (W) define a s-t cut in (N, A): the nodes v such that α v = 0 are on the source side of the cut, and the nodes v such that α v = 1 are on the sink side of the cut. The constraints (2.1b) enforce that if arc (u, v) is in the cut defined by the α variables, then either (u, v) is interdicted or (u, v) is not interdicted; one such if-then constraint exists for each arc (u, v). The constraint (2.1c) fixes α t to 1 and α s to 0. Finally, the constraint (2.1d) ensures the total cost of the interdicted arcs does not exceed the interdiction budget. To model CMFNIP using (W), we set r e = 1 for each arc e ∈ A.
In this paper, we study the natural linear programming relaxation of (W), obtained by replacing the binary constraints (2.1e)-(2.1g) with nonnegativity constraints
We denote this linear programming relaxation by (W-LP).
Strengthening LP Relaxations for CMFNIP
In this section, we present two general, polynomial-time-separable classes of valid inequalities for CMFNIP.
Node-to-Sink Path Inequalities
Node-to-sink path inequalities are motivated from the special structure of CMFNIP. Consider an instance of CMFNIP, with network (N, A) and interdiction budget R. Also, consider a feasible solution (α, β, γ) to (W). For any node u ∈ N such that α u = 0, let P u-t be a set of arc-disjoint u-t paths in (N, A) and let A(P u-t ) denote the set of arcs that are in a path in P u-t . Since at most R paths may be interdicted, for all sets of paths P u-t such that |P u-t | > R, we know at least |P u-t | − R of the arcs in A(P u-t ) must have their corresponding γ variable equal to 1. We can exploit this idea to construct the class of node-to-sink path inequalities for (W):
where P R u-t denotes the family of all sets of arc-disjoint u-t paths that contain more than R paths. We note the class of "Type I" inequalities presented in Wood [19] is a special case of our class of node-to-sink path inequalities. Specifically, Wood developed a valid inequality for each maximum set of arc-disjoint u-t paths that contains at least R + 1 paths. However, the fact that the set must be maximum is non-essential to the coefficient strengthening argument used in Wood's proof of the validity of the Type I inequalities. Proof. Fix a node u ∈ N and a set of u-t paths P u-t ∈ P R u-t . Letx = (α,β,γ) be a feasible solution to (W). Supposeα u = 1. In this case, the inequality in (3.1) is trivially satisfied bŷ x. Now supposeα u = 0. In this case, sincex is a feasible solution to (W), we know that for each u-t path p u-t ∈ P u-t , there exists at least one arc e in p u-t such thatβ e +γ e ≥ 1, which implies that e∈A(Pu-t) (β e +γ e ) ≥ |P u-t |. The interdiction budget constraint (2.1d) implies that e∈A(Pu-t)β e ≤ R. Thus, we may conclude that e∈A(Pu-t)γ e ≥ |P u-t | − R, and so (3.1) is satisfied byx. Now we prove the node-to-sink path inequalities (3.1) are separable in polynomial time. Given an arbitrary (not necessarily feasible) solutionx = (α,β,γ) to (W-LP) for this instance, there exists a polynomial-time algorithm that either (i) asserts thatx satisfies the inequalities (3.1) or (ii) produces a violated inequality from (3.1).
Proof. We show how to separatex over the inequalities (3.1) for a fixed node u ∈ N by solving a minimum cost flow problem. This gives us the desired result, since we can then separate over all of the node-to-sink path inequalities using O(|N |) minimum cost flow computations.
First, we provide intuition to motivate the minimum-cost-flow-based separation routine. Fix u ∈ N . Givenx = (α,β,γ), we can rearrange the corresponding sub-class of node-to-sink inequalities to read as follows:
We want to search over all sets of arc-disjoint u-t paths P u-t ∈ P R u-t to find a set that minimizes the left-hand side of the inequality expressed in (3.2). To do this, we can solve a minimum cost flow problem where each arc e in the original network has a cost ofγ e and each u-t path costs (α u − 1), which is non-positive.
More formally, construct an auxiliary network (N , A ) as follows. For each node i ∈ N we create a corresponding node i ∈ N . Similarly, for each arc (i, j) ∈ A we create a corresponding arc (i , j ) ∈ A with a capacity of one unit and a cost per unit flow ofγ (i,j) . In addition, we create another arc (t , u ) with a flow lower bound capacity of R + 1 units, an infinite flow upper bound capacity, and a per-unit of flow cost of (α u − 1). Note every integer feasible solution to the minimum cost flow problem on (N , A ) described above corresponds to a set of arc-disjoint u-t paths P u-t ∈ P R u-t in (N, A) , and every set of u-t arc-disjoint paths P u-t ∈ P R u-t in (N, A) corresponds to some integer solution to the minimum cost flow problem on (N , A ) described above. Also note the cost of an integer solution to the minimum cost flow problem on (N , A ) described above is represented by the left-hand side of the inequality (3.2) for some P u-t ∈ P R u-t . The unit capacity on each arc in A \ {(t , u )} ensures the corresponding u-t paths are indeed arc-disjoint. The lower bound on arc (t , u ) ensures the set of u-t paths obtained from solving the minimum cost flow problem is of cardinality strictly greater than R. If there is no such set of paths, then the minimum cost flow problem is infeasible. We may assume without loss of generality that the optimal solution contains no zero-cost, non-zero flow circulations. It is well known that a circulation on a network with m arcs can be decomposed into a cycle flow along at most m directed cycles in O(m 2 ) time (see Section 3.5 in Ahuja et al. [1] ).
If the optimal objective value of the minimum cost flow problem on network (N , A ) is strictly less than (α u − 1)R, then there is an optimal integer solution to the minimum cost flow problem on (N , A ) described above that gives a set of arc-disjoint paths P u-t ∈ P R u-t so that (3.1) is violated for node u and set P u-t . Similarly, if the optimal objective value of the minimum cost flow problem on network (N , A ) is greater than or equal to (α u − 1)R, then all inequalities from (3.1) are satisfied for the fixed node u.
Source-to-Node Path Valid Inequalities
Source-to-node path inequalities are very similar in spirit to node-to-sink path inequalities. As before, consider an instance of CMFNIP with network (N, A) and interdiction budget R, and some feasible solution (α, β, γ) to (W). For any node u ∈ N such that α u = 1, let P s-u be a set of arcdisjoint s-u paths in (N, A) such that |P s-u | > R. Then, since at most R paths may be interdicted, we know that for all of the arcs in a path in P s-u , at least |P s-u | − R of these arcs must have their corresponding γ variable equal to 1. Thus, employing this idea, we can construct the source-to-node path valid inequalities:
where P R s-u denotes the family of all sets of arc-disjoint s-u paths that contain strictly greater than R paths.
Using techniques essentially identical to those used in the proofs of Theorem 3.1 and Theorem 3.2, we can prove the following theorems. We denote this strengthened linear programming relaxation for CMFNIP as (S-LP).
Lower Bounds on Integrality Gaps
In this section, we prove the integrality gap of (S-LP) for CMFNIP is not bounded below by a constant. Since (W-LP) is a relaxation of (S-LP), this implies the integrality gap of (W-LP) for CMFNIP (and MFNIP) is also not bounded below by a constant.
For an instance I of CMFNIP, let z * IP (I) denote the optimal value of (W), let z * S-LP (I) denote the optimal value of (S-LP), and let z * W-LP (I) denote the optimal value of (W-LP). We now prove the following theorem: Theorem 4.1. Fix ∈ (0, 1) . For all sufficiently large positive integers n, there exists an instance I of CMFNIP with network (N, A) such that |N | = n and
We prove Theorem 4.1 by constructing an instance of CMFNIP that gives the desired lower bound on the integrality gap. We first show how to construct such an instance, and then we prove some structural properties regarding the optimal solutions to (S-LP) and (W) for this instance.
Let κ and µ be positive integers such that κ ≥ 2 and µ κ. We construct an instance I κ,µ of CMFNIP as follows. In the network (N, A), the node set N is partitioned into four disjoint sets of nodes: X, Y, Z, and {s, t} such that |X| = κ and |Y | = |Z| = µ. The arc set A is partitioned into four disjoint sets of arcs: A s , A b , A t and A d , where
The arc capacities are as follows:
Since I κ,µ is an instance of CMFNIP, all arcs have an interdiction cost of one unit. The interdiction budget is µ + κ − 1.
We now prove a few results about the optimal solutions to (W) and (S-LP) for instance I κ,µ .
Lemma 4.2. For the instance I κ,µ , there exists an optimal solution to (W) with β e = γ e = 0 for all e ∈ A b .
Proof. Let x * = (α * , β * , γ * ) be an optimal solution to (W) such that β e = 1 or γ e = 1 for some e ∈ A b . Let A b * ⊆ A b be the set of arcs (u, v) with α v = 1 and either
We partition the nodes in Y * as follows: let Y β * = {v ∈ Y * : ∃ e ∈ δ − (v) such that β e = 1} and let
We define a new solutionx = (α,β,γ) by keeping all of the variable values expressed in x * except:β e =γ e = 0 for all arcs e ∈ A b * ,α v = 0 for all nodes v ∈ Y * ,β (v,t) = 1 for all nodes v ∈ Y β * , andγ (v,t) = 1 for all nodes v ∈ Y γ * . It is straightforward to show both the objective value as well as the interdiction cost ofx are less than or equal to those of x * . Thus,x is both feasible and optimal, and satisfiesβ e =γ e = 0 for all e ∈ A b . Lemma 4.3. For the instance I κ,µ , any optimal solution to (W) satisfies γ e = 0 for all arcs e ∈ A d . Proof. Choose a subset A t * of A t such that |A t * | = κ − 1. Now consider the following solution:
Since the interdiction budget is µ + κ − 1 and |A d ∩ δ − (t)| = µ, this solution is clearly feasible. Furthermore, we note the objective value of the solution above is (µ + κ) − (κ − 1) = µ + 1. Since the capacity of each arc in A d is µ 2 , any feasible solution with γ e = 1 for some arc e ∈ A d must have an objective value of at least µ 2 and therefore cannot be optimal.
Lemma 4.4. For the instance I κ,µ , the optimal objective value of (W) is µ.
Proof. Lemma 4.2 demonstrates there exists an optimal solution to (W) such that β e = γ e = 0 for all arcs e ∈ A b . Thus, we may assume there exists an optimal solution that has α u = α v for all arcs (u, v) ∈ A b . Moreover, Lemma 4.3 indicates that in any optimal solution to (W), each of the µ arc-disjoint paths formed by the arcs in A d must be interdicted, which requires µ units of interdiction resources. Thus, constructing an optimal solution reduces to deciding how to allocate the remaining κ − 1 units of interdiction resources amongst the arcs in A s ∪ A t . Since α u = α v for all arcs (u, v) ∈ A b , and since there are no constraints between the variables {α u : u ∈ Z} and the variables {α u : u ∈ X ∪ Y }, we may assume α u = α v for all nodes u, v ∈ N \ {s, t} without loss of generality. Therefore, we only need to consider two types of solutions: those whose α variables correspond to the s-t cut δ + (s), and those whose α variables correspond to the s-t cut δ − (t).
If the s-t cut corresponding to the α variables is δ + (s), then the optimal way to interdict arcs in δ + (s) is to remove all arcs in δ + (s) ∩ A d and an arbitrary subset of κ − 1 arcs from A s . Doing this leaves an s-t cut of capacity µ, as there is exactly one arc in A s that is not removed.
If the s-t cut corresponding to the α variables is δ − (t), then the optimal way to interdict arcs in δ − (t) is to remove all arcs in δ − (t) ∩ A d and an arbitrary subset of κ − 1 arcs from A t . Doing this leaves an s-t cut of capacity µ + 1. Therefore, interdicting any subset of κ − 1 arcs in the set A s and interdicting all arcs in δ + (s) ∩ A d describes an optimal solution to (W) for the instance I κ,µ .
Lemma 4.5. For the instance I κ,µ , there exists a feasible solution to (S-LP) that has objective value of 1 + µ/κ.
Proof. Consider the following solution:
otherwise,
It is straightforward to verify this solution is feasible to (S-LP). In addition, this solution has objective value 1 + µ/κ, since c e = 1 for all e ∈ A t .
Finally, we are ready to prove the main result of this section.
Proof of Theorem 4.1. From Lemma 4.4 and Lemma 4.5, we know that
Fix some ∈ (0, 1), let |N | = n and consider an instance I = I κ,µ . Since n = κ + 2µ + 2, if we choose κ = n 1− this implies that µ = (n − n 1− − 2)/2, which gives us:
which proves (a). Since (W-LP) can be obtained from (S-LP) simply by removing the node-tosink path inequalities (3.1) and the source-to-node path inequalities (3.3), (a) immediately implies (b).
An Approximation-Factor-Preserving Reduction for MFNIP
An immediate corollary of the results from Section 4 is that any approximation algorithm for MFNIP (or CMFNIP) that uses (W-LP) (or (S-LP)) as a lower bound must have a performance guarantee of Ω(n 1− ) for instances with networks with n nodes. In this section, we offer insight towards determining the hardness of approximation of MFNIP. We begin by presenting an interdiction problem with a very simple structure, and show it is strongly NP-hard. Then, we present an approximation-factor-preserving reduction from this simple interdiction problem to MFNIP.
As a consequence, any result regarding the hardness of approximation for this simple interdiction problem will immediately extend to MFNIP. The R-Interdiction Covering Problem is defined as follows. We are given a bipartite undirected graph (V f , V s , E) where V f and V s are disjoint sets of vertices, and all edges E are of the form {u, v} for some u ∈ V f and v ∈ V s . The vertices in V f correspond to facilities, and the vertices in V s correspond to satellites. We would like to determine which R facilities to remove from the graph (V f , V s , E) so as to maximize the number of satellites not adjacent to any facilities in the graph induced on the remaining facilities and the satellites. RIC was first studied in [6] and has applications in identifying critical infrastructure in supply (e.g., food, energy, medicine), domestic service (e.g., police, fire, EMS) and communication networks [6] .
Lemma 5.1. RIC is strongly NP-hard.
Proof. We present a reduction from the Maximum Clique Problem, which is strongly NP-hard. The proof presented here is similar to the proof of Theorem 2 from [19] .
Consider an arbitrary instance I of the Maximum Clique Problem with undirected graph (V, E). We construct an instance I of RIC with bipartite undirected graph (V f , V s , E ) as follows. For each vertex v ∈ V , we create a satellite s v ∈ V s . Similarly, for each edge {u, v} ∈ E we create a facility f (u,v) ∈ V f , and we add edges {f (u,v) , s u } and {f (u,v) , s v } to E .
We show the decision version of the Maximum Clique Problem for instance I:
Does the graph (V, E) contain a clique of size K?
is answered in the affirmative if and only if the decision version of RIC for the transformed instance I :
Can we remove
is answered in the affirmative.
Suppose there is a clique of size K in (V, E). Let such a clique be denoted by subgraph (V * , E * ). Then, we can disconnect |V s | − K satellites in (V f , V s , E ) by removing the R = |E| − K 2 facilities f e for all e ∈ E \ E * .
Similarly, suppose we can remove R facilities from (V f , V s , E ) to disconnect all but K satellites. Then the K 2 facilities that are not interdicted correspond to K 2 unique edges in E; the endpoints of these edges are the K vertices in V that uniquely correspond to the K satellites that are not disconnected in (V f , V s , E ). Since we have K 2 distinct edges between K vertices in a simple graph, then (V, E) must contain a clique of size K.
Theorem 5.2. There is an approximation-factor-preserving reduction from RIC to MFNIP.
Proof. Consider an instance of RIC, with bipartite undirected graph (V f , V s , E) and interdiction budget R. We construct a corresponding instance of MFNIP on a network (N, A) as follows: for every vertex v ∈ V f ∪ V s , there is a corresponding nodev ∈ N . Similarly, for every edge e = {v f , v s } ∈ E there is a corresponding arcē = (v f ,v s ) ∈ A with unit capacity and interdiction cost R + 1. Let N f be the set of nodes in N corresponding to facilities in V f and let N s be defined similarly. In addition, N contains a source s and a sink t; s, t / ∈ N f ∪ N s . For each nodev f ∈ N f , there is an arc (s,v f ) ∈ A with capacity equal to |{v s ∈ V s : {v f , v s } ∈ E}| and an interdiction cost of one unit. For each nodev s ∈ V s , there is an arc (v s , t) ∈ A with a capacity of one unit and an interdiction cost of R + 1. The interdiction budget for the instance of MFNIP equals the interdiction budget for the instance of RIC, which is R. See Figure 2 for an illustration of an example of the reduction described above.
It is straightforward to see the RIC instance has a solution with an objective value of z if and only if the MFNIP instance has a uniquely corresponding solution with an objective value of z. Thus, if it is NP-hard to obtain an α-approximate optimal solution for RIC, then it is NP-hard to obtain an α-approximate optimal solution for MFNIP. 
Conclusions and Future Work
In this paper, we presented two classes of valid inequalities for the Cardinality Maximum Flow Network Interdiction Problem (CMFNIP) that are separable in polynomial time: node-to-sink path inequalities, and source-to-node path inequalities. In addition, we proved the integrality gap of the LP relaxation of the ILP proposed by Wood [19] for the Maximum Flow Network Interdiction Problem (MFNIP) is not bounded below by a constant. In fact, the integrality gap is not bounded below by a constant for CMFNIP, even when the node-to-sink path and source-to-node path inequalities are added to the LP relaxation. These integrality gap results imply the weakness of approximation bounds of MFNIP using existing LP relaxations. Finally, we presented an approximation-preserving-reduction from the R-Interdiction Covering Problem (RIC) to MFNIP; thus, showing any hardness of approximation result for RIC-which is much simpler in structure than MFNIP-will lead to a hardness of approximation result for MFNIP.
