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ABSTRACT 
 
This dissertation assessed impacts of Climate Change (CC) and Sea Level Rise (SLR) on 
coastal hydrologic processes using the Lynnhaven River watershed as a test bed. The watershed 
is part of Chesapeake Bay Watershed and hydraulically connected with mid-Atlantic Ocean. Six 
CC scenarios were considered in terms of eight Regional Climate Models’ predictions for three 
Intergovernmental Panel on Climate Change (IPCC) emission assumptions, namely, B1, A1B, 
and A2, for two future periods, namely 2046 to 2065 and 2081 to 2099. The ensemble means of 
downscaling results from four methods were used to represent the future climates. On the other 
hand, the SLR was estimated based on a Mann-Kendal test and the responding Sen’s slopes for 
ten reference years between 2023 and 2113. In addition, the six CC scenarios and ten SLR 
scenarios for the reference years were combined together to formulate 60 simulation scenarios. 
Further, a Storm Water Management Model (SWMM) model was set up for the study watershed, 
with the initial model parameter values estimated using the national datasets on topography, 
soils, land use/land cover, and imperviousness. The model was calibrated and validated using 
runoff data from three storm events and long-term daily data on water table. The model well 
captured the rising, primary peak, and recession of the observed runoff hydrograph, as well as it 
successfully traced the dynamics of groundwater flow and its interactions with percolation from 
the overland and surface water bodies. The simulation results indicate that changes of peak 
 
 
discharge, flood stage, and water table will be impacted by SLR and CC, leading to larger peak 
discharges and higher flood stages with increasing frequency and duration. The approach 
presented in this dissertation to model combined effects of CC and SLR may be migrated to 
other coastal watersheds. Herein, this dissertation can be a contribution to developing adaptation 
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 INTRODUCTION AND LITERATURE REVIEW 
1.1 Background 
The 166 km2 Lynnhaven River watershed, located in City of Virginia Beach, Virginia and 
hydraulically connected with mid-Atlantic Ocean, plays important roles in food supply, 
recreation, and eco-environment sustainability (VIMS, 2013). The watershed is influenced by 
ocean tide and thus can be very sensitive to possible sea level rise (SLR) (Berman and Berquist, 
2009; Wang et al., in revision) and ground subsidence (Eggleston and Pope, 2013).  
The area surrounding the watershed is primarily urbanized: there are several high-density 
residential areas with extensive networks of streets. However, the watershed itself has a low 
imperviousness (< 18%) and serves as a popular holiday spot for people across the nation. The 
major water usages are recreational, commercial, eco-environmental, and domestic. The 
ecosystem of the watershed is very diverse and resource-rich (Sridhar, 1999), as indicated by 
various studies of benthic community conditions (Borja et al., 2007), oyster populations 
(Luckenbach et al., 2009), and fish communities (Bilkovic, 2011).  
As a coastal watershed, the Lynnhaven River watershed can be interactively affected by 
climate change (CC) and SLR. Previous studies (e.g., Eggleston and Pope, 2013; VIMS, 2013) 
indicate that the watershed has been incurring more frequent flashing/tidal flooding with a larger 
magnitude. In order to develop adaptation measures to increase the resilience of watershed, it is 
necessary to assess the combined effects of CC and SLR on the hydrological components, such 
as runoff volume and peak, flood stage, and water table.   
1.2 Literature Review 
1-2 
 
Effects of global climate change on hydrologic circle have been studied from perspectives of 
water quantity (i.e., Anderson et al., 2010; Koutroulis  et al., 2013), hydrologic sensitivity 
(Nijssen, et al., 2001), water quality (i.e., Nunes et al., 2009; Jun et al., 2010; Mukundan et al., 
2012; Serpa et al., 2015), and groundwater (i.e., Stoll et al., 2010; Holman et al., 2012; Jyrkama 
and Sykes, 2007) by researchers from all over the world (Minville et al., 2008; Steele-Dunne et 
al., 2008). Regardless of the perspectives, all studies tried to address the three physical processes 
of surface runoff, soil erosion and sedimentation, and groundwater. In this regard, Yang et al. 
(2014) found that for a German watershed, as a result of climate change, the seasonality of mean 
monthly flow was altered, the daily flood magnitude and occurrence were increased, and the 
summer flows became higher. A study conducted in Denmark (van Roosmalen et al., 2007) 
suggests that increased annual mean precipitation will result in higher groundwater levels. Since 
this Denmark study area is highly urbanized, the Storm Water Management Model (SWMM) 
software package, developed by the U.S. Environmental Protection Agency (EPA), was used. 
The capability of SWMM in simulating runoff in urban regions have been confirmed in 
numerous studies (e.g., Kovács and Clement, 2009; Karamouz and Nazif, 2013; Karamouz et al., 
2014). SWMM is a dynamic rainfall-runoff simulation model used either for single event or 
long-term (continuous) simulation of runoff quantity and quality from primarily urban areas 
(Rossman, 2010).  
Mulholland et al. (1997) conducted a study in the Gulf of Mexico and found that as a result 
of climate change, precipitation in the southern coastal regions could significantly increase, 
which in turn may result in the expansion of floodplain wetlands and rise in the regional 
groundwater table as well as stream flow. Ranjan et al. (2006) studied the relationship between 
climate change and loss of fresh groundwater resources in five regions with water resources 
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shortage, located in Central America, the Mediterranean, South Asia, and South Africa. Their 
results showed a positive correlation both for high (e.g., B1) and low (e.g., A2) emission 
scenarios over 21st Century. The regions will likely become warmer, leading to increasing of 
evaporation and precipitation.  
For coastal watersheds that are hydraulically connected with ocean, including the Lynnhaven 
River watershed, SLR can exacerbate the impacts of climate change by further affecting the 
aforementioned three hydrological components, namely runoff volume and peak, flood stage, 
and water table (Kirwan and Megonigal, 2013). Globally, SLR is closely related to climate 
change in regards of glaciers melting and potential ocean circulation deceleration and has been 
estimated by Intergovernmental Panel on Climate Change  (IPCC, 2000, 2007) to rise by about 
1.0 m by 2100 (Pfeffer et al., 2008; Vermeer and Rahmstorf 2009). The immediate impacts of 
SLR on a coastal watershed may include flooding of coastal wetlands and saltwater intrusion into 
the estuary fresh-water aquifer (Yang et al., 2014). The rising sea levels would also impact the 
coastal watershed via inundation and erosion (Akumu et al., 2011). These immediate impacts 
would lead to subsequent degradation of water quality in surface water bodies and groundwater. 
For coastal areas with a low altitude, such as the areas of Chesapeake Bay, both the immediate 
and subsequent impacts can be much severe. Previous SLR studies can be classified into three 
categories: studies of policy, socioeconomics, and strategy (e.g., Paolisso et al., 2012); studies of 
physical mechanisms and estimations of local SLR rates (e.g., Boon et al., 2010; Sallenger et al., 
2012; Eggelston and Pope, 2013; Varnel, 2014)); and studies of SLR impacts including saltwater 
intrusion and salinity stratification of groundwater in terms of potential changes of water cycle 
and constituents (e.g., Nuttle and Portnoy, 1992; Hong and Shen, 2012; Rice et al., 2012; 
Urquhart et al., 2014).  
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In order to predict possible future climate conditions, researchers around the world have been 
studying global climate conditions since last century (Goetz et al., 2007). As a milestone, IPCC 
was established in 1988 and it regards that human activities are likely to be an important factor to 
facilitate the natural cycle of climate. Human activities can result in four long-live greenhouse 
gases (GHGs), namely carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), and 
halocarbons (a group of gases containing fluorine, chlorine or bromine). The atmospheric 
concentrations of GHGs and aerosols, land cover, and solar radiation can alter the energy balance 
and thus affect the absorption, scattering, and emission of radiation within the atmosphere and on 
the ground (IPCC, 2007).  
Based on the findings of numerous studies, IPCC (2000, 2007) drafted the Special Report of 
Emission Scenarios (SRES), which groups the products of complex dynamic systems driven by 
different human activities (e.g., demographic development, socioeconomic development and 
technological change) into four scenarios, namely A1, A2, B1, and B2. The A1 storyline and 
scenario family describes a future world of very rapid economic growth, global population that 
peaks in mid-century and declines thereafter, and the rapid introduction of new and more 
efficient technologies on terms of reducing GHSs emission. Major underlying themes are 
convergence among regions with intensive globalization, capacity building, and increased 
cultural and social interactions, with a substantial reduction in regional differences in per capita 
income. The A1 scenario family consist of three groups that describe alternative directions of 
technological change in the energy system. The three A1 groups are distinguished by their 
technological emphasis: fossil intensive (A1FI), non-fossil energy sources (A1T), and a balance 
across all sources (A1B). Herein, “balance” is defined as not relying too heavily on one 
particular energy source, on the assumption that similar improvement rates apply to all energy 
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supply and end use technologies. In contrast, the A2 storyline and scenario family describes a 
very heterogeneous world. The underlying theme is self-reliance and preservation of local 
identities. Fertility patterns across regions converge very slowly, which results in continuously 
increasing of global population. Economic development is primarily regionally oriented and per 
capita economic growth and technological changes are more fragmented and slower than in other 
storylines.  
On the other hand, the B1 storyline and scenario family describes a convergent world with 
the same global population that peaks in midcentury and declines thereafter, as in the A1 
storyline, but with rapid changes in economic structures toward a service and information 
economy, with reductions in material intensity, and the introduction of clean and resource-
efficient technologies. The emphasis is on global solutions to economic, social, and 
environmental sustainability, including improved equity, but without additional climate 
initiatives. In contrast, the B2 storyline and scenario family describes a world in which the 
emphasis is on local solutions to economic, social, and environmental sustainability. It is a world 
with continuously increasing of global population at a rate lower than A2, intermediate levels of 
economic development, and less rapid and more diverse technological change than in the B1 and 
A1 storylines. While the scenario is also oriented toward environmental protection and social 
equity, it focuses on local and regional levels.  
For the aforementioned six climate scenarios (i.e., A1F1, A1T, A1B, A2, B1, and B2), using 
several global circulation models (GCMs), IPCC (2000) projected that the air temperature would 
increase by 1.1 to 6.4°C by the end of 21th century (Table 1.1). In addition, the 4th Assessment 
Report (i.e., AR4) of IPCC (2007) stated that along with the possible increase of temperature, 
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heavy precipitation is likely to occur more frequently. Further, the report presented the predicted 
rises of sea levels across the world.  
 
 
Table 1.1. Projected global average surface warming and sea level rise (SLR) at the end of the 21st 
century. [1].    
Emission Scenario 
Temperature Change (℃ )[2] SLR (m)[2] 
Best Estimate Likely Range Model-based range[3] 
Constant year-2000 concentrations[4] 0.6 0.3~0.9 Not available 
A1FI 4 2.4 ~ 6.4 0.26~0.59 
A1T 2.4 1.4 ~ 3.8 0.20~0.45 
A1B 2.8 1.7~4.4 0.21~0.48 
A2 3.4 2.0~5.4 0.23~0.51 
B1 1.8 1.8~2.9 0.18~0.38 
B2 2.4 1.4~3.8 0.20~0.43 
    [1] These estimates are assessed from a hierarchy of models that encompass a simple climate model, several Earth 
System Models of Intermediate Complexity and a large number of Atmosphere-Ocean General Modes (AOGCMs). 
      [2] Averaged value of 2090 to 2099 versus that of 1980 to 1999. 
      [3] Excluding future rapid dynamic change in ice flow. 1 in = 25.4 mm. 




Regional Climate Models (RCMs) use outputs of GCMs as boundary conditions to 
dynamically downscale the climate change projections of GCMs (with a grid size of 2.5° × 2.5°) 
to spatial grids of 50 km × 50 km (Flint and Flint, 2012). However, because this grid size is still 
too coarse for watershed-scale studies (Sunyer et al., 2011), further downscaling is needed and 
conventionally done using either a statistical or dynamic method (Wilby, 2010; Greens et al., 
2011). Dynamic downscaling methods are generally used to downscale GCM simulations to 
regional scale climate projections (i.e., RCMs outputs) (Xue et al., 2006). It preserves some 
spatial correlation as well as physically plausible relationships between climate variables. 
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However, it is also very computationally intensive and rarely used in studies of assessing climate 
change impacts (Maurer and Hidalgo, 2008).  
In comparison with dynamic downscaling, statistical downscaling is typically used to predict 
one variable at one site (Wilks, 1999; Harpham and Wilby, 2005). The statistical downscaling 
methods can be classified into three types (Wilby et al., 1998; Floler et al., 2007; Vrac and 
Naveau, 2007; Greens et al. 2011; Willems et al., 2012), namely transfer function approach, 
stochastic weather generator, and weather typing approach. Transfer function approach is 
regression-based and relies on empirical relationships between local-scale predictand(s) and 
regional-scale predictor(s) (Wilby et al., 2002). It is relatively easy to use but often can explain 
only a fraction of the observed climate variability (Coulibaly et al., 2005). Also, the transfer 
function approach is dependent on the appropriateness of selected predictors and assumes that 
present relationships between large-scale predictors and local weather variables are still valid 
under altered climate conditions (Wilby et al., 2004).  
In contrast, the stochastic weather generator approach is claimed as fairly simple but flexible 
and computationally economical for daily weather data downscaling at a single site (Wilks, 
1999; Palutikof et al., 2002; Qian et al., 2002). Weather generators are statistical models of 
observed sequences of weather variables and are categorized into two fundamental types based 
on the approach to modeling precipitation occurrence, namely, the Markov chain approach 
(Hughes et al., 1999) and the spell-length approach (Wilks, 1999). Several weather generator 
tools (e.g., WG, LARS-WG, and MarkSim DSSAT) (Forsythe et al., 2014; Rahmani and 
Zarghami, 2015; Danesh et al., 2016) have also been well developed and widely used in impact 
studies of global climate change. However, it is still a challenge to simulate weather variables 
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that can exhibit long-term persistence at inter-annual and inter-decadal time scales. (Koutroulis et 
al., 2013; Steinschneider and Brown, 2013).  
The weather typing approach relates observed weather variables with a given weather 
classification scheme either objectively or subjectively derived (Yarnal, 1993). Many clustering 
and classification methods (e.g., k-mean and neural network) have been applied to derive the 
weather classification scheme. Combined with a stochastic weather generator, the weather typing 
approach has demonstrated some success in reproducing precipitation observations (Wilks, 1999; 
Wilks and Wilby, 1999; Bischoff and Vargas, 2003). However, this approach can be limited by 
the sensitivity of physical linkages between large-scale climate and local weather variables.  
In addition to the dynamic and statistical downscaling methods discussed above, two more 
methods, namely Change Factor (CF) and Inverse Distance Square (IDS), have been widely 
applied to downscale outputs of GCMs and RCMs (e.g., Minville, 2008; Taylor et al., 2012). The 
CF (i.e., delta-change) method is one of the simplest way to downscale climate projections and 
performs better in predicting relative changes than absolute values (Fowler et al., 2007). On the 
other hand, the IDS method is a spatial interpolation procedure based on Tobler’s First Law of 
Geography (Tobler, 1970), which hypothesizes that one thing is related to other things and that 
the thing is more correlated with the geographically-close than distant things. 
Given that different downscaling methods can give distinctly different results, efforts are 
usually to be made to select the most appropriate method for the watershed of interest. In this 
regard, the common practice is that the downscaling results from two or more methods are used 
to calculate ensemble means to synthesize climate variables in order to minimize inevitable 
uncertainties of the downscaling processes (Hewitson and Crane, 2006). 
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For the prediction of SLR, although existing methods can be used to assess absolute sea level 
(ASL), which is measured in relative to the center of a reference ellipsoid, the relative sea level 
(RSL), which is measured in relative to the benchmark of tidal gauge, is more useful for 
assessing SLR-related issues (e.g., inundation risk). This dissertation examined three RSL 
scenarios (Figure 1), namely slowly-, fairly-, and fast-rising, which have been recognized to 
reflect probable future SLR. The global SLR predicted by IPCC (Table 1) matches the SLR of 
the slowly-rising scenario for the Chesapeake Bay, where the Lynnhaven River watershed is 
located.            
Boon et al. (2010) analyzed the past and present trends as well as the future outlook of land 
subsidence and sea level change in Chesapeake Bay. The analysis revealed that RSL of the mid-
Atlantic ocean would increase slightly with a steady increase in rising rate though the RSL trend 
confidence intervals remain too large to make an inclusive statistical inference. Those authors 
refined the three eustatic sea level rise scenarios that were introduced by the U.S. Army Corps of 
Engineers (USACE, 2009). These refined scenarios, designated as Modified NRC-I, Modified 
NRC-II, and Modified NRC-III (Figure 1.1), have linear rising rates of 4.60, 4.74, and 4.88 mm 
yr-1, respectively. A quadratic fit resulted in the prediction equations of SLR expressed as: 
         E(t) = �0.0                                                                    if t ≤ 19860.0017 ∙ (t − 1986) + b ∙ (t − 1986)2  if t > 1986                       (1-1) 
where E(t) (m) is the rise of sea level at year t; and b is the quadratic coefficient and equals to 
0.0000236, 0.0000620, and 0.0001005 m yr-2, respectively, for the Modified NRC-I, Modified 
NRC-II, and Modified NRC-III scenarios 
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Ezer et al. (2013) studied the SLR along the mid-Atlantic coast and found that the faster 
rising in the region than globally can be attributed to the significant weakening of Gulf Stream 
(GS) and the upper branch of Atlantic Meridional Overturning Circulation (AMOC) over the past 
decade or so. The CC-resulted weakening of AMOC might be an important reason for the faster 
rising rate, which in turn might be responsible for more severe coastal flooding in the mid-
Atlantic coastal cities (e.g., Norfolk and Virginia Beach, VA) though there was no apparent storm 
surge and/or heavy storm. Ezer and Atkinson (2014) also studied the impacts of the faster SLR 
rate and revealed that it tended to increase the duration, frequency, and magnitude of coastal 
flooding. 
 
1.3 Study Objectives 
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The ultimate goal of this dissertation was to use the Lynnhaven River watershed as a test bed 
to advance our understanding of combined effects of CC and SLR on the hydrologic processes of 
coastal watersheds that are hydraulically connected with downstream ocean. The specific 
objectives were to: 
• Downscale CC projections to the scale of the study watershed; 
• Formulate possible scenarios of SLR in the mid-Atlantic ocean; 
• Formulate simulation scenarios that can reflect both CC and SLR; 
• Set up and use a SWMM model to predict combined effects of CC and SLR on the 
hydrologic processes of the study watershed; and 
• Interpret the simulation results using statistical approaches. 
In this regard, this dissertation was to test the following hypotheses: 
• Regional climates predicted by the existing RCMs can be used to reflect relative changes 
of future climate conditions for the purpose of studying the impacts of climate change on 
hydrologic processes of the study watershed; 
• SLR would affect stream discharge and water table fluctuation; 
• CC and SLR effects would be greater than prediction errors of the hydrologic model; and 
• Predicted effects of CC and SLR have inevitable uncertainties and thus can only be 
interpreted using statistical concepts of mean, maximum, minimum, occurrence, and 
skewness.  
Moreover, this dissertation was to answer the following science questions: 
• Will SLR be large enough to affect hydrologic processes in the study watershed and how? 
• How will the combined effects on hydrology be compared to the individual effects of 
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either CC or SLR? 
1.4 Dissertation Structure 
This dissertation is organized into nine chapters and one appendix. The appendix summarizes 
the coastal watersheds in USA that would be affected by CC and SLR, while the contents of the 
chapters are as follows: 
Chapter 1 (this chapter) presents background, reviews literature, and establishes research goal 
and objectives.  
Chapter 2 describes the materials and data used in this study. 
Chapters 3 presents precipitation downscaling methods and results.  
Chapter 4 presents air temperature downscaling methods and results 
Chapter 5 documents the Storm Water Management Model (SWMM) software package and the 
setup, calibration, validation, and uncertainty analysis of a SWMM model for the study 
watershed.    
Chapter 6 formulates simulation scenarios that reflect both future SLR and CC conditions.  
Chapter 7 presents the simulation results of the SWMM model.  
Chapter 8 draws overall conclusions and discusses scientific contributions. 










 MATERIALS AND DATA 
2.1 The Study Watershed 
The 170 km2 Lynnhaven River watershed (Figure 2-1), located in City of Virginia Beach, 
Virginia and hydraulically connected with Mid-Atlantic Ocean, was selected for study because it 
plays important roles in food supply, recreation, and environmental sustainability (U.S. Army 
Corps of Engineers, 2002). 
 
 
Figure 2-1. Map showing the Lynnhaven River watershed and its subcatchments, and the stations where 






The Lynnhaven River watershed is sub urbanized as characterized by high-density residential 
complexes with extensive streets and parking lots as well as many areas with little developments. 
The watershed serves as a popular holiday spot for people living all over the country. The major 
water usages are recreational, commercial, environmental, and domestic. The ecosystem of the 
watershed is very diverse and resource-rich (Sridhar, 1999), as indicated by various studies of 
benthic community conditions (Chainho et al., 2007), anthropogenic nitrogen sources (Fertig, 
2010), oyster populations (Luckenbach et al., 2009), and fish communities (Bilkovic, 2011). 
The watershed is drained by the Lynnhaven River emptying into the Chesapeake Bay via the 
Lynnhaven Inlet (36°54ʹ7.90ʺ N, 76°05ʹ30.90ʺ W) (Figure 2-1). Three major tributaries, namely 
the Broad-Linkhorn Bay, the Eastern Branch, and the Western Branch, drain the responding 
subareas of the watershed. Because the watershed has nearly 242 km shorelines consisting of 
sandy beaches and dunes, it is sensitive to sea level rise (SSR) in terms of tidal flooding and 
shoreline erosion.  
The major geological setting underneath the watershed is Tabb Formation of upper 
Pleistocene age (Smith 2003; VIMS, 2013). The setting can be further subdivided into Oquoson 
and Lynnhaven Members, which are non-differentiable along the coast and consist of a gray, 
medium to coarse, pebbly sand grading upward into a clayey, fine sand and silt. Less than 6 m 
above the mean sea level (msl) is the Lynnhaven Member, stretching from the west side of the 
Pungo Ridge to Hickory Scarp and from Lynnhaven Bay to the southern city limit along the 
North Carolina border (Smith and Harlow, Jr., 2002). The Lynnhaven Member is composed of 
gray, pebbly, and cobbled, fine to coarse sand, grading upward into clayey and silty fine sand and 
sandy silt (VIMS, 2013).  
 The watershed receives an average daily precipitation of 3.2 mm. The daily temperature 
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ranges from about -20°C in winter to 40°C in summer. Its topography varies from 0.0 to 26.0 m 
above msl, with an average of 2.4 m and a standard deviation of 6.3 m (Wang et al, 2015). The 
soils have a high permeability: the saturated hydraulic conductivity ranges from 3.4 to 77.5 mm 
h-1 with a mean of 19.9 mm h-1. The texture of the soils is 17% clay (diameter < 0.004 mm), 37% 
silt (diameter 0.004 to 0.062 mm), and 46% fine sand (diameter 0.125 to 0.25 mm) (Todd and 
Mays, 2005). The land use and land cover (LULC) includes 9.8% water, 19.2% impervious 
surface (including paved streets, buildings, and parking lots), and 71.0% pervious area (including 
forests and grasses) (Wang, et al, 2015).  
2.1 Station-Based Climate Data and Preprocessing 
The data on daily and hourly precipitation as well as daily minimum and maximum 
temperatures at Norfolk International Airport (COOP ID#: 446139; 36°54′12ʺN, 76°11′32ʺW) (Table 2-1) 
were downloaded from the National Oceanic and Atmospheric Administration (NOAA) National 
Climate Data Center (NCDC) website http://www.ncdc.noaa.gov/data-access/land-based-station-
data. The station has a record period of 1 January 1946 to present for daily precipitation and 
temperatures, while it has a record period of 5 August 1948 to 30 June 2013 for hourly precipitation. 
Hereinafter, precipitation and rainfall are interchangeably used because for a given observation 
period, the rainfall is almost equal to the precipitation due to the negligible amount of 
precipitation in other forms (e.g., snow and hail). Regardless of the observation time steps, the 
records do not have many missing values.  
For a given year, the daily record may have missing values for one or a few days. Such a 
missing was estimated as the average of the responding observations in the previous five days. 
Given the long (> 65 years) analysis period, it was reasonably assumed that the values estimated 
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by this simple method have no measureable influence on this study. On the other hand, the record 
for hourly rainfall has missing values from January 1952 to July 1953. The missing values were 
filled using the responding observed daily precipitation by assuming a USDA-NRCS (United 
States Department of Agriculture Natural Resources Conservation Service) Type III distribution 
(Viessman and Lewis, 2003). For a given day, the missing values were estimated as the 
multiplications of the daily value and the NRCS 24-h distribution coefficients. Moreover, data on 
daily average wind speed, observed at Norfolk NAS (ID#: USW00013750; 36°49ʹ01ʺN, 
76°02ʹ00ʺW) by NOAA-NCDC, were downloaded from the aforementioned NCDC website for a 
record period of 1 September 1986 to 31 August 2014 and used to compute annual average 
monthly wind speeds. For a given month, the observed daily values were arithmetically averaged 
across the record period to get the annual average wind speed of this month. 
 
 
Table 2-1. Characteristics of the climate stations. 
Station Identification Number Latitude Longitude Record Period Climate Parameter 
Norfolk 
International    
Station 





NAS USW00013750 36°49ʹ01ʺN 76°02ʹ00ʺW 
1986 to 
Present Wind speed 
 
 
2.2 RCMs Predictions and Preprocessing 
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The predictions on daily precipitation and maximum and minimum temperature, which were 
done by the World Climate Research Programmers (WCRP) using Regional Climate Models 
(RCMs) (Feser et al., 2011), have a spatial resolution of 2°. The predictions were done for three 
emission scenarios of A2, A1b, and B1 (Table 2-2), defined by the Intergovernmental Panel on 
Climate Change (IPCC, 2000) to reflect possible levels of population growth, economic 
development, and technologic advancement. The predictions are for one base period (1961 to 
1999) and two future periods (2046 to 2065 and 2081 to 2100). As detailed by Feser et al. (2011), 
the three scenarios have same predictions for the base period, while they have distinctly different 
predictions for either of the future periods. The centroid of the RCMs grid that encloses the 
Lynnhaven River watershed is located at 36°52ꞌ30ʺN, 76°07ʹ30ʺW. The predictions of this grid 
were downloaded from the WCRP's website http://gdo-
dcp.ucllnl.org/downscaled_cmip_projections/#Welcome for Coupled Model Inter-Comparison 
Project Phase 3 (CMIP3). The downloaded predictions were either saved as or converted from 
comma-separated values files (cvs.) to plain text files, which in turn were imported into 
Microsoft® Excel for further analysis.   
 
 
Table 2-2. Prediction scenarios of the CMIPs.[1]  
Scenario Brief Description 
A1B Rapid economic growth; 1.4 to 6.4°C increase 
A2 Regionally oriented economic development; 2.0 to 5.4°C increase 
B1 Global environmental sustainability; 1.1 to 2.9°C increase 





2.3 Physiographic Data and Preprocessing 
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This study used six national spatial data layers, namely 10-m National Elevation Dataset 
(NED),  National Hydrography Dataset (NHD), Soil Survey Geographic database (SSURGO), 
National Land Cover Database 2011 (NLCD2011), Percent Developed Imperviousness (PDI), 
and National Wetland Dataset (NWD). The NED and NHD data were downloaded from the U.S. 
Geological Survey (USGS) website  http://www.usgs.gov/pubprod/data.html#data; the 
NCLD2011 and PDI data from the Multi-Resolution Land Characteristics Consortium (MRLC) 
website http://www.mrlc.gov/nlcd11_data.php; the NWD data from the National Fish & Wildlife 
Service (NFWS) website http://www.fws.gov/wetlands/Data/Data-Download.html;  and the 
SSURGO data from the U.S. Department of Agriculture (USDA) Natural Resources Service 
(NRCS) website http://www.nrcs.usda.gov/wps/portal/nrcs/main/soils/survey/geo.  These six 
data layers were projected in ArcMapTM 10 to have a common coordinate system of Universal 
Transverse Mercator (UTM) Zone 18 (Karney, 2011).  
The 10-m NED was developed by merging the highest-resolution, best-quality elevation data 
available across the U.S. into a seamless raster format (USGS, 2014a), while the NHD is a 
comprehensive set of digital spatial data that contains information about surface water features 
such as lakes, ponds, streams, rivers, springs, and wells (USGS, 2014b). The NLCD2011 is the 
most recent national land cover product (MRLC, 2014).  It provides, for the first time, the 
capability to assess wall-to-wall, spatially explicit, national land cover changes and trends across 
the United States from 2001 to 2011. As with the two previous NLCD land cover products, NLCD 
2011 keeps the same 16-class land cover classification scheme that has been applied consistently 
across the United States at a spatial resolution of 30 m. NLCD 2011 is based primarily on a 
decision-tree classification of circa 2011 Landsat satellite data.  The PDI data were extracted from 
the NLCD2011 using the algorithm presented by Xian et al. (2011).  
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The NWD data are graphic representations of the type, size and location of the wetlands and 
deep-water habitats in the United States (USFWS, 2014). These maps have been prepared from 
the analysis of high altitude imagery in conjunction with collateral data sources and field work. 
The maps represent reconnaissance level information on the location, type, size of wetlands 
habitats such that they are accurate at the nominal scale of the 1:24,000 base map for the contiguous 
United States and the 1:63,360 base map for Alaska. A margin of error is inherent in the use of 
imagery; thus, detailed, on-the-ground, inspection of any particular site may result in revision of 
the wetland boundaries or classification established through image analysis. The data were 
prepared by using the Cowardin et al. (1979) definition of wetland. This definition is the national 
standard for wetland mapping, monitoring, and data reporting, as detailed in FGDC (1996).  
The SSURGO was designed by the USDA-NRCS (2005) to provide farm-level spatial 
resolution for farm and ranch, landowner/user, township, county, or parish natural resources 
planning and management. Data for SSURGO are collected and archived in the USGS 7.5-minute 
topographic quadrangle units and distributed as a complete coverage for a soil survey area that 
usually consists of 10 or more quadrangle units. The adjoining 7.5-minute units are matched within 
the survey areas. Wang and Melesse (2006) found that SSURGO does not assign a classification 
for soils perennially covered by water and suggested it would be reasonable to assume that these 
areas have the same soil classifications as adjacent areas. 
 
2.4 Hydrographic Data and Preprocessing 
Data on hourly sea level, observed at Sewells Point (ID#: 8638610; 36°56′48ʺ N, 76°19′48ʺ 
W) by NOAA, were downloaded from the NOAA’s Tides & Currents website 
http://tidesandcurrents.noaa.gov/waterlevels.html?id=8638610 for a record period of 5 August 
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1948 to 30 September 2014. Because this observational point is very close to the Lynnhaven 
Inlet, the time series data were used as the lower boundary condition of the SWMM model in this 
study. Moreover, data on daily average phreatic level in the Columbia unconfined aquifer, 
observed in monitoring well 61D6Sow124 (ID#: 365327076080501; 36°53′27ʺ N, 76°08′05ʺ W) 
(Figure 2-1), were downloaded from the USGS website 
http://nwis.waterdata.usgs.gov/nwis/gwlevels?site_no=365327076080501&agency_cd 
=USGS&format=html for a record period of April 1978 to November 2013. The data were used 
to calibrate the groundwater component of the SWMM model. 
 The Lynnhaven River watershed had no long-term continuous streamflow gauges. Instead, 
flow measurements were done by City of Virginia Beach at two locations for three storms 
occurred in 2011. The first location (36°52′09ʺ N, 76°01′59ʺ W) controls a drainage area of 77.5 
ha and measured flows resulting from the storms of December 07 and 16, while the second 
location (36°52′17ʺ N, 76°02′23ʺ W) controls a drainage area of 29.6 ha and measured flows 
resulting from the storm of December 21. The measured flows were independently transferred to 
the outlet of the subcatchment that includes the drainage areas controlled by these two 
observational locations using Equation (2-1), and the transferred flows were considered to be the 
responding runoffs from this entire subcatchment. This transfer approach has been commonly 
used to estimate flows at a location of interest based on observations at a measurement location 
(Wang et al., 2010). The measurement location usually controls a smaller drainage area than the 
location of interest. The transferred flows from the storm event of December 07 were used 
calibrate the overland runoff and infiltration components of the SWMM model, whereas the 
transferred flows from the other two storm events were used to validate these two components.            
                           Qsub,t = QL,t ∙�
DAsub
DAL
                           (2-1) 
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where Qsub,t is the transferred flow or runoff at the outlet of the inclusive subcatchment at time t; 
QL,t is the measured/observed flow at location L at time t; DAsub is the drainage area of the 





























SPATIAL DOWNSCALING OF DAILY PRECIPITATION 
In order to consider uncertainties in climate prediction and downscaling, this dissertation used 
ensemble means of the outputs from eight Regional Climate Models (RCMs) and four downscaling 
methods. The following sections are organized by the methods.       
3.1 Transfer Function Method 
Regression-based statistical downscaling methods rely on empirical relationships between 
local scale predictands (i.e., monitored data from land-based weather station) and regional scale 
predictor(s) (i.e., outputs of RCMs) (Wilby and Dawson, 2007). Usually, such relationships were 
built up by lagged/non-lagged multiple regression analysis of observed large-scale climate 
conditions and local-scale observations. For a single site, as the case in this study, the most typical 
transfer functions were used in the statistical downscaling model developed by Wilby et al. (2002) 
and applied to ensembles of daily weather variables (Fu et al., 2013; Tareghian and Rasmussen, 
2013). In addition, several stochastic components (e.g., bias correction and variance inflation) were 
incorporated to better predict precipitation from large scale climate projections (Fu et al., 2013). 
This dissertation employed the Spatial DownScaling Model (SDSM) software package, which 
has an interface shown as Figure 3.1, to downscale RCMs’ predictions of daily precipitation to 
local scale future weather scenarios. The SDSM tool is a well-developed and widely used software 
package for statistically generating local scale weather projections based on large scale climate 
variables. SDSM provides methods based on multiple linear regression (MLR) downscaling 
model. The general structure of SDSM model is illustrated in Figure 3.2. SDSM consists of two 
separate sub-models: one estimates amount, while another calculates occurrence, of daily 
3-2 
 
precipitation as conditional meteorological variables. SDSM models the statistical relationship 
between meteorological variables and observed daily precipitation using “conditioned” processes 
(Tavakol-Davani et al. 2013), such as adjusting wet-day percentage and applying data 
transformation. For precipitation, fourth root and natural lag transformation are usually in need 
(Wilby and Dawson, 2007). Thus, SDSM provides stronger functions than conventional statistical 








Figure 3.2 General Structure of SDSM (Wilby et al., 2002) 
 
 
3.1.1 Execution of SDSM  
Appling SDSM to the RCM outputs of daily precipitation and other climate variables consists 
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of several consecutive steps. First, predictor(s) need to be selected based on correlation analysis 
between observed daily precipitation and RCM outputs. In addition, partial correlation and p-value 
also need to be checked. Although these statistics have acceptable ranges proposed by Wilby et al. 
(2004), the selection of predictor(s) is generally made based on the overall correlation with and/or 
without data transformation for a location of interest. Further, a scatter plot is generated and used 
to help determine a most appropriate combination of predictor(s). Moreover, a threshold 
precipitation (0.02 in for this dissertation), below which the value is considered as a measurement 



















Table 3.1. List of variables in the SDSM software package. 
Variable Definition 
ncepshmslp Mean sea level pressure 
ncepshp1_f 1000 hPa airflow strength 
ncepshp1_u 1000 hPa zonal velocity 
ncepshp1_v 1000 hPa meridional velocity 
ncepshp1_z 1000 hPa vorticity 
ncepshp1th 1000 hPa wind direction 
ncepshp1zh 1000 hPa divergence 
ncepshp5_f 500 hPa airflow strength 
ncepshp5_u 500 hPa zonal velocity 
ncepshp5_v 500 hPa meridional velocity 
ncepshp5_z 500 hPa vorticity 
ncepshp500 500 hPa geopotential height 
ncepshp5th 500 hPa wind direction 
ncepshp5zh 500 hPa divergence 
ncepshp8_f 850 hPa airflow strength 
ncepshp8_u 850 hPa zonal velocity 
ncepshp8_v 850 hPa meridional velocity 
ncepshp8_z 850 hPa vorticity 
ncepshp850 850 hPa geopotential height 
ncepshp8th 850 hPa wind direction 
ncepshp8zh 850 hPa divergence 
ncepshps500 Specific humidity at 500 hPa 
ncepshps850 Specific humidity at 850 hPa 
ncepshshum Surface specific humidity 
ncepshtemp Mean temperature at 2m 
 
 
In the calibration period during which station-observed data are available, the factors of 
variance inflation (VIF) and bias correction (b) are estimated as (Hessami et al., 2008): 
𝑉𝑉𝑉𝑉𝑉𝑉 = 12(𝜎𝜎𝑜𝑜−𝜎𝜎𝑚𝑚)
𝑆𝑆𝑆𝑆2
                                                     (3-1) 
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𝑏𝑏 = 𝑋𝑋�𝑜𝑜 − 𝑋𝑋�𝑚𝑚                                                       (3-2) 
where σo and σm, respectively, are the variances of historical and modeled precipitations; SE is 
the standard error during the model calibration period; and  𝑋𝑋�𝑜𝑜 and 𝑋𝑋�𝑚𝑚, respectively, are the 
means of the observed and modeled precipitations.  
 
3.1.2    Parameterization for the study watershed 
The daily values for the large-scale variables listed in Table 3.1 were retrieved from the NCEP 
reanalysis dataset for a period 1961 to 1999 and used to compute the percentage of variance 
explained by each temperature-predictor pair. The quality control was applied to the observed daily 
precipitation and large-scale predictors to make sure there was no missing value. Any missing 
value on a given day was filled using the average of the observations on the two most adjacent 
days that include this day. As a result, three predictors with higher correlations, namely 
geopotential height ncepshp500gl, specific humidity necpshp850gl, and meridional velocity 
ncepshp8_v, were selected for the study watershed based upon a fourth root transformation 
(Weilby et al, 2002).  
 
3.1.3 Downscaled precipitation for the study watershed 
Figure 3.3 shows the observed versus estimated mean monthly precipitation, 95% percentile, 
and maximum 5-days rainfall during the baseline period (1961 to 1999), while Figures 3.4 and 3.5 
present the predicted results of these three statistics for future periods 2046 to 2065 (designated 
Fur1 for description purposes) and 2081 to 2099 (designated Fur2 for description purposes), 
repectively. The results are for three emission scenarios of A1B, A2, and B1. The method 
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performed fairly well in reproducing the mean monthly precipitation (Figure 3.3a), whereas, it 
underestimated the precipitation variations as measured by 95% percentile consistently (Figure 
3.3b) and maximum 5-days rainfall (Figure 3.3c) for all months except for September. The 
maximum 5-days rainfall in September was largely overestimated.    
For the Fur1 period, under all three emission scenarios, the mean monthly was predicted to 
be larger than the coresponding historical value (Figure 3.4a). The largest increases (up to 1.5 
mm) would occur in July, August, and September. On the other hand, the precipitation variations 
(Figure 3.4b) and maximum 5-days rainfall (Figure 3.4c) were predicted to have a minimal 
change from those during the baseline period. 
For the Fur2 period, the mean monthly precipitation was predicted to be almost same as that 
during the Fur1 period except for emission scenario A1B (Figure 3.5a). The projected 
precipitation for this exceptional scenario would be larger in July, August, and September. On 
the other hand, the results showed increases in 95% percentile and maximum 5-days rainfall 




















































Figure 3.3. Plots showing the observed versus SDSM-estimated: (a) mean monthly precipitation, Pm; (b) 















































Figure 3.4. Plots showing the SDSM-predicted: (a) mean monthly precipitation, Pm; (b) 95% percentile, 
P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2046 to 2061 (designated Fur1 or 














































































 Figure 3.5(c)  
Figure 3.5. Plots showing the SDSM-predicted: (a) mean monthly precipitation, Pm; (b) 95% percentile, 
P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2081 to 2099 (designated Fur2 or 




3.2 Stochastic Weather Generator 
3.2.1 Description of the approach 
A third-order Marko rainfall generator (Jones and Thornton, 1993, 1997, 1999, 2002), namely 
MarkSim DSSAT (Figure 3.6), was used to stochastically generate precipitation for the Lynnhaven 
River watershed. The climate variables incorporated in the weather generator were also from RCM 
outputs based on IPCC defined emission scenarios and future periods. The MarkSim DSSAT 
simulates rainfall occurrence using a third-order Markov chain (Jones and Thornton, 2000). 
Herein, firstly, the occurrences of wet (i.e., nonzero-rainfall) days following a dry (i.e., zero-



















precipitation amount is estimated by a two-parameter gamma distribution defined by Equation (3-




Figure 3.6. Interface of MarkSim DSSAT. 
 
 
𝑃𝑃(𝑊𝑊|𝐷𝐷) = Pr{𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑤𝑤𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑𝑑𝑑 | 𝑝𝑝𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑝𝑝 𝑑𝑑𝑐𝑐𝑑𝑑 𝑑𝑑 }              (3-3) 
𝑃𝑃(𝑊𝑊|𝑊𝑊) = Pr{𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑤𝑤𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑𝑑𝑑 | 𝑝𝑝𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑝𝑝 𝑤𝑤𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑𝑑𝑑 }           (3-4) 
                                                          𝑓𝑓(𝑥𝑥) =
(𝑥𝑥∕𝛽𝛽)𝛼𝛼−1exp (−𝑥𝑥𝛽𝛽)
𝛽𝛽Γ(𝛼𝛼)
                                             (3-5) 
where P(W|D) is the probability for a wet day following a dry day; P(W|W) is the probability for 
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a wet day following a wet day; x is the amount of precipitation; f( ) is the probability density 
function; Γ( ) is the gamma function; and α and β are two parameters.  
MarkSim is efficient in simulating the actual variance of rainfall due to the use of resampling 
of the Markov process parameters, namely replication number and random seed. It is also a 
globally valid model that has been constructed a calibration set of over 10,000 stations worldwide 
(Jones and Thornton, 2013). Rainfall amount on a wet day is estimated by using the censored 
gamma distribution restricted below 1 mm (Coe and Stern, 1982). The method of maximum 
likelihood is used to estimate the mean (i.e., α) and shape (i.e., β) parameters of this distribution 
for each calendar month (Theory of MarkSim DSSAT). In order to avoid high censoring level, in 
this dissertation, the MarkSim DSSAT tool took data from just over 9000 stations and fitted the 
gamma distribution to both censored and uncensored data. In generating rainfall records, the 
monthly baseline probabilities, which were obtained during the calibration of the MarkSim 
application, were interpolated to daily probabilities by 12-point Fourier transform presented by 
Sorensen et al. (1987). The Lynnhaven River watershed is adjacent to the climate station of 
Norfolk International Airport. A trial-and-error approach was used to determine the Markov 
process parameters until MarkSim estimated precipitations closely matched the responding 
observed values for the period of 2010 to 2016.  
 
3.2.2 Parameterization for the study watershed 
During the actual downscaling process, the location were placed at the observation station near 
Norfolk International Airport for the sake of consistency. Replication number of value over 50 and 
Random Seed number above 75 showed no effects on how well the graphs of MarkSim results 
fitted with observed precipitation from 2010 to 2015.  
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Also MarkSim DSSAT weather generator generated future daily precipitation from 2010, two 
future periods, 2046 to 2065 and 2081 to 2099, were extracted in order to be interpreted 
consistently with the other downscaling results.  
 
3.2.3 Downscaled precipitation for the study watershed 
Figures 3.7 to 3.9 show the downscaled results using the MarkSim DSSAT weather generator. 
Again, the results include mean monthly precipitation, 95% percentile, and maximum 5-days 
rainfall for the baseline period (1961 to 1999) as well as future periods 2046 to 2061 (designated 
Fur1 for description purposes) and 2081 to 2099 (designated Fur2 for description purposes). The 
results were for emission scenarios A1B, A2, and B1.  
The MarkSim DSSAT weather generator performed well in reproducing the observed data on 
precipitation during the baseline period, as indicated by that the mean monthly precipitation was 
accurately regenerated for all months except for May and July. For these two exceptional months 
(Figure 3.7a), the mean monthly precipitation was substantially underestimated. In addition, the 
mean monthly 95% percentile and the maximum 5-days rainfall were accurately regenerated for 
October to December, while they were slightly underestimated from May to August (Figures 3.7b 
and 3.7c).  
For the Fur1 period, the mean monthly precipitation was predicted to increase for all three 
emission scenarios, with the largest increases to occur for July to October (Figure 3.8a). The 95% 
percentile was predicted to neither increase nor decrease (Figure 3.8b), whereas, the maximum 5-
days rainfall was predicted to increase, with the largest increase of 50 mm to occur in summer by 
under A1B (Figure 3.8c).  
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For the Fur2 period, the mean monthly precipitation will be almost same as that for the Fur1 
period (Figure 3.9a versus Figure 3.7a). However, the 95% percentile and maximum 5-days rainfall 
for the Fur2 period were predicted to be larger than those for the Fur1 period (Figure 3.9b versus 
Figure 3.7b, and Figure 3.9c versus Figure 3.7c), especially for August and September. The biggest 































Figure 3.7. Plots showing the observed versus MarkSim DSSAT-estimated: (a) mean monthly precipitation, 

















































































Figure 3.8. Plots showing the MarkSim DSSAT-predicted: (a) mean monthly precipitation, Pm; (b) 95% 
percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2046 to 2061 















































Figure 3.9. Plots showing the MarkSim DSSAT-predicted: (a) mean monthly precipitation, Pm; (b) 95% 
percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2081 to 2099 




3.3 Change Factor Method 




































Change Factor (CF) Method has been widely used to downscale climate variables in previous 
studies (e.g., Minville, 2008; Taylor, et al., 2012). In practice, two types of factors, namely 
“difference” and “ratio”, could be either added to or multiplied by the historical observations of a 
climate variable to derive the responding future values of the variable. The ratio CF method is 
more often applied in precipitation downscaling and thus it was used in this dissertation as well. 
Herein, such a ratio CF method was implemented by the following three steps on monthly basis.  
Step 1: Compute the mean monthly precipitation in terms of the RCM outputs for the 
baseline period, the Fur1 period, and the Fur2 period. Such computations were done for all three 
emission scenarios. As a result, seven datasets on mean monthly precipitation were derived: one 
for the baseline period, two for the Fur1 period, and two for the Fur2 period.  




                                                      (3-6) 
where RCFijk is the ratio factor for emission scenario i (= B1, A1B, or A2) and future period j (= 
Fur1 or Fur2); Pm,ijk is the mean monthly precipitation for emission scenario i and future period j 
in month k (= 1, 2, 3, ……12); and Pm,k is the mean monthly precipitation in month k for the 
baseline period.   
Step 3: Derive the downscaled future time series of daily precipitation by multiplying to 
observed daily precipitation for each month respectively.  
This dissertation used the outputs from eight RCMs listed in Table 3.2 to consider any 
uncertainties in the climate models. A best model was chosen using visual plots and correlation 





Table 3.2. Regional Climate Models (RCMs) used in this dissertation. 
No. Name Developer 
M1 cccma_cgcm3_1 Canadian Centre for Climate Modeling and Analysis, Canada 
M2 cnrm_cm3 Meteo-France/Centre National de Recherches Meteorologiques, France 
M3 gfdl_cm2_0 NOAA Geophysical Fluid Dynamics Laboratory, USA 
M4 gfdl_cm2_1 NOAA Geophysical Fluid Dynamics Laboratory, USA 
M5 ipsl_cm4 Institut Pierre-Simon Laplace, France 
M6 microc3_2_medres Frontier Research Center for Global Change, Japan 
M7 miub_echo_g Meteorological Research Institute of Korean Meteorological Association  
M8 mri_cgcm2_3_2a Meteorological Research Institute, Japan 
 
 
3.3.2 Parameterization for the study watershed 
The correlation analysis between the monthly precipitations estimated by the eight RCMs 
and the responding observed values during the baseline period showed that the M6 model (Table 
3.2) was relatively good though all RCMs were not statistically correlated with historical data 
with low correlation coefficient values (from -0.074 to 0.012). The correlation coefficients could 
be improved for fourth root- and log-transformed data, which was especially true for the M6 
model. Thus, the outputs from the M6 model were chosen to compute the downscaling ratios 








Table 3.3a. The downscaling ratios RCFijk (Equation 3-6) for future period j = Fur1 (2046 to 2061). 
Month k i =A1B i = A2 i = B1 
Jan 0.9183 0.9482 1.0874 
Feb 0.9510 0.9189 0.9848 
Mar 0.9153 1.0851 1.0932 
Apr 1.0933 1.0145 1.0572 
May 0.8191 0.8057 0.8553 
Jun 0.7431 0.9543 0.8923 
Jul 0.6201 0.5728 0.8583 
Aug 0.7736 0.7179 0.8463 
Sep 0.6870 0.8273 0.8204 
Oct 1.0637 0.8853 1.0994 
Nov 0.8667 0.9282 0.9353 
Dec 1.2175 1.0280 0.8571 
Table 3.3b. The downscaling ratios RCFijk (Equation 3-6) for future period j = Fur2 (2081 to 2099). 
Month k i = A1B i = A2 i = B1 
Jan 0.8943 0.8565 1.0356 
Feb 0.9354 0.8280 0.9566 
Mar 1.1092 0.8507 1.1385 
Apr 0.8816 0.9492 1.0881 
May 0.7435 0.6649 0.8793 
Jun 0.6178 0.6101 0.8159 
Jul 0.7242 0.5615 0.6482 
Aug 0.5922 0.7327 0.8686 
Sep 0.6935 0.6851 0.8792 
Oct 0.9366 1.1041 1.1226 
Nov 1.2110 0.9951 1.0450 
Dec 1.1387 0.8528 1.0339 
 
 
3.3.3 Downscaled precipitation for the study watershed 
Figure 3.10 shows the observed versus estimated mean monthly precipitation, 95% 
percentile, and maximum 5-days rainfall during the baseline period, while Figures 3.11 and 3.12 
present these statistics for future period Fur1 (2046 to 2061) and Fur2 (2081 to 2099). These 
results are for three emission scenarios of B1, A1B, and A2. The CF method performed well in 
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reproducing the observed mean monthly precipitation (Figure 3.10a), whereas, the model 95% 
percentile (Figure 3.10b) and maximum 5-days rainfall (Figure 3.10c) were underestimated for 
most months, especially for the spring and summer months. However, the maximum 5-days 
rainfall in September was largely overestimated.   
For the Fur1 period, the mean monthly precipitation was projected to be larger than 
responding observed value for most months, in particular July and August (Figure 3.11a). On the 
other hand, the 95% percentile (Figure 3.11b) and maximum 5-days rainfall (Figure 3.11c) were 
predicted to be smaller than the responding observed values for the months except for September 
and October. For these two exceptional months, the predicted maximum 5-days rainfalls were 
larger than the responding observed values.  
For the Fur2 period, the mean monthly precipitation was predicted to be slightly (i.e., 1 to 2 
mm) larger than that for the Fur1 period (Figure 3.12a versus Figure 3.11a). However, the 95% 
percentile (Figure 3.12b versus Figure 3.11b) was predicted to be almost same as that for the 
Fur1 period, where, the maximum 5-days rainfall (Figure 3.12c versus Figure 3.11c) was 




















































Figure 3.10. Plots showing the observed versus change factor method-estimated: (a) mean monthly 
precipitation, Pm; (b) 95% percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the baseline 














































Figure 3.11. Plots showing the change factor method-predicted: (a) mean monthly precipitation, Pm; (b) 
95% percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2046 to 2061 

























































































Figure 3.12. Plots showing the change factor method-predicted: (a) mean monthly precipitation, Pm; (b) 
95% percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2081 to 2099 




3.4 Inverse Distance Square Method 
3.4.1 Description of the method 
Inverse Distance Square Method (IDSM) is a spatial interpolation procedure based on Tobler’s 
First Law of Geography, which hypothesizes that one thing is related to other things and that the 
thing is more correlated with the geographically-closed than distant things (Tobler, 1970). For a 
geographic location j, where the value is to be estimated, the IDSM weighting factor (λi) of a 
location, i, where the value is known, is computed as: 





                                                    (3-7) 
where dij is the geographic distance between location i and j; and N is the total number of locations with 
known values. This equation is subject to ∑ 𝜆𝜆𝑖𝑖𝑁𝑁𝑖𝑖=1 = 1.    



















projected by two modeling programs, the Program for Climate Model Diagnosis and Inter-
comparison (PCMDI) (Potter et al., 2011) and the WCRP’s Working Group on Coupled 
Modelling (WGCM) (Meehl et al., 2007).  For a given day and a given “known” location, the 
ensemble mean of the projections by these two programs was taken as the precipitation of this 
day at this “known” location. The downscaled precipitation for the study watershed (i.e., 
Lynnhaven River Watershed) was computed as:  
                                                            𝑃𝑃𝑖𝑖 = ∑ (𝜆𝜆𝑖𝑖𝑃𝑃𝑖𝑖)4𝑖𝑖=1                                                  (3-8) 
where Pi is the precipitation at “known” location i; and Pj is the downscaled precipitation at the study 
watershed.   
 
3.4.2 Parameterization 
Table 3.4 show the weighting factors of the four “known” locations.  
 
 
Table 3.4. The weighting factors λi for the four “known” locations. 
Latitude (°) Longitude (°) dij (km)[1] λi 
36.9375 -76.1875 487.9943 0.176524 
36.9375 -76.0625 261.4678 0.614888 
36.8125 -76.0625 584.8765 0.122887 
36.8125 -76.1875 700.3617 0.085701 
[1] The geographical distance between “known” location i to the study watershed. 
 
3.4.3 Downscaled precipitation for the study watershed 
Figures 3.13 to 3.15 show the downscaled results using the IDSM method for emission 
scenarios, A1B, A2, and B1, respectively.  For each emission scenario, the results include mean 
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monthly precipitation, 95% percentile, and maximum 5-days rainfall. Figure 3.13 shows the 
observed versus modeled values for the baseline period 1961 to 1999, illustrating the performance 
of the IDSM, whereas, Figures 3.14 and 3.15 show the predictions for the Fur1 period (2046 to 
2065) and Fur2 period (2081 to 2099) , respectively.  
The IDSM underestimated the mean monthly precipitations in May and July, while it 
overestimated the mean monthly precipitations in September and October (Figure 3.13a). In 
addition, the IDSM tended to underestimate the 95% percentiles for the months from April to 
August (Figure 3.13b) and the maximum 5-days rainfalls for the summer months (i.e., June to 
August) (Figure 3.13c). Nevertheless, the IDSM was judged to perform well for the study 
watershed because it had an overall small prediction error for precipitation (<10%) and captured 
the general variation patterns of precipitation.  
For the Fur1 period, the mean monthly precipitations were predicted to become larger in all 
months for all three emission scenarios (Figure 3.14a). The largest increases were predicted to 
occur in July and August. For a given month, the precipitation of one scenario would be either 
greater or smaller than that of another scenario. In contrast, the variations of precipitation were 
predicted to have a minimal change from those during the baseline (Figure 3.14b), as indicated 
by the similar 95% percentiles for most months except for April to August. Further, the 
maximum5-days rainfall was predicted to become smaller for all months, regardless of the 
emission scenarios except for A1B (Figure 3.14c). This exceptional scenario will likely have a 
larger maximum 5-days fall in September.  
For the Fur2 period, the mean monthly precipitations and the 95% percentiles were predicted 
to be similar to those for the Fur1 period (Figure 3.15a versus Figure 3.14a and Figure 3.15b 
versus Figure 3.14b). However, in comparison with those for the Fur1 period, the maximum 5-
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days rainfall was predicted to become larger for all months, regardless of the emission scenarios 
(Figure 3.15c). The largest increase would be in June under scenario B1, August under scenarios 















































Figure 3.13. Plots showing the observed versus inverse distance square method-estimated: (a) mean 
monthly precipitation, Pm; (b) 95% percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the 

















































Figure 3.14. Plots showing the inverse distance square method-predicted: (a) mean monthly precipitation, 
Pm; (b) 95% percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2046 to 



















































































Figure 3.15. Plots showing the inverse distance square method-predicted: (a) mean monthly precipitation, 
Pm; (b) 95% percentile, P95%; and (c) maximum 5-days rainfall, P5max, for the future period 2081 to 




3.5 Summary and Discussion 
As expected, the future precipitation was predicted to be dependent on emission scenarios. 
However, for a given day, the precipitation was predicted to be higher for one scenario than 
another, whereas, for a given emission scenario, the mean precipitation was predicted to keep on 
increasing from the baseline period to future periods Fur1 and Fur2. All four downscaling methods 
performed well in reproducing mean monthly precipitation during the baseline period, but they 
tended to underestimate the variations and extremes presented in the historical precipitation data. 
The prediction discrepancies among the four methods are probably due to errors in the historical 
data as well as uncertainties of the RCMs and downscaling methods. Table 3.5 summarizes the 





















Table 3.5. Mean annual precipitation in mm (coefficient of variation) for the study watershed. 
Scenario 
   Method      
Baseline Period 
(1961 to 1999) 
Future Period Fur1 
(2046 to 2061) 
Future Period Fur2 
(2081 to 2099) 
   Observed 1146 (0.18)   
   Transfer Function 1469 (0.09)   
   Stochastic Weather Generator 1180 (0.15)   
   Change Factor 1180 (0.15)   
   Inverse Distance Square 1175 (0.13)   
B1    
   Transfer Function  1405 (0.12) 1486 (0.14) 
   Stochastic Weather Generator  1282 (0.10) 1270 (0.14) 
   Change Factor  1371 (0.12) 1333 (0.11) 
   Inverse Distance Square  1295 (0.14) 1274 (0.12) 
A1B    
   Transfer Function  1326 (0.12) 1364 (0.14) 
   Stochastic Weather Generator  1289 (0.14) 1355 (0.11) 
   Change Factor  1319 (0.11) 1328 (0.17) 
   Inverse Distance Square  1250 (0.12) 1305 (0.13) 
A2    
  Transfer Function  1324 (0.10) 1248 (0.18) 
   Stochastic Weather Generator  1312 (0.12) 1338 (0.15) 
   Change Factor  1299 (0.09) 1366 (0.15) 
   Inverse Distance Square  1355 (0.16) 1322 (0.16) 
 
 
Across the baseline period, the observed mean annual precipitation was 1146 mm, with a 
variation coefficient of Cv = 0.18. Herein, Cv is defined as the ratio of standard deviation of to 
mean annual precipitation and reflects the intra-annual variation of annual precipitations. The 
Transfer Function method overestimated the mean annual precipitation, while it underestimated 
the intra-annual variation of the annual precipitations. In contrast, the other three methods, 
namely Stochastic Weather Generatior, Change Factor, and Inverse Distance Square, fairly 
reproduced the magnitude and intra-annual variation, indicating that these three methods 
performed better than the Transfer Function method for the study watershed. For a given 
emission scenario, one method predicted that the annual precipitation would increase in the 
future, whereas, the other methods predicted that the annual precipitation would decrease. 
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Nevertheless, all methods predicted that the intra-annual variation of the annual precipitations 
would not change much. Similarly, for a given future period (i.e., Fur1 or Fur2), the mean annual 
precipitation for an emission scenario was predicted to be either larger or smaller than that for 
another emission scenario, while the intra-annual variation of the annual precipitations was 
predicted to be similar. When the predictions by these four methods for the three emission 
scenarios were polled together (i.e., arithmetically averaged), the annual precipitation was found 






SPATIAL DOWNSCALING OF DAILY TEMPERATURE 
As with the precipitation, the temperature projected by Regional Climate Models (RCMs) 
usually has unknown uncertainties. In order to consider such uncertainties, the ensemble mean of 
outputs from eight RCMs was used in this dissertation. In addition, in order to assess 
uncertainties resulting from downscaling, the same four methods described in Chapter 3 were 
used to downscale the temperature projected by the RCMs. Herein, the descriptions of these 
methods are not repeated, with the following sections organized by each method to document its 
parameterization and downscaled temperature for the study watershed (i.e., the Lynnhaven River 
watershed).       
4.1 Transfer Function  
4.1.1 Parameterization for the study watershed 
The same software tool developed by Wilby et al. (2002, 2004), namely Statistical 
DownScaling Model (SDSM) (Figures 3.1 and 3.2), was applied to downscale temperature for 
the Lynnhaven River Watershed. Again, the large-scale predictor variables listed (Table 3.1) 
were used to investigate the percentage of variance explained by each of the temperature-
predictor pairs. Quality control was applied to observed maximum and minimum temperatures as 
well as the large-scale predictor variables to make sure there was no missing value. In the 
SDSM, 16436 daily values for maximum and minimum temperatures were used to select the 
predictors. As a result, two predictor variables (Table 4.1), namely ncepshp500 and ncepshtemp, 
were selected because they are statistically significant (p-value = 0.000).   
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Based on the selected predictor variables, two families of models, one for maximum 
temperature and another for minimum temperature, were calibrated for the historical period 1961 
to 1999. Each of the models consists of four submodels, each of which predicts daily 
temperatures for one of four seasons. Overall, the submodels for daily minimum temperature 
behaved slightly better than those for daily maximum temperature, as indicated by the former 
submodels had larger values for coefficient of determination (R2) (Figure 4.1). Nevertheless, the 
Durbin-Waston test (Durbin and Waston, 1950, 1951) indicated that both daily maximum and 
minimum temperatures are independent variables (D-Watson > 1.69), making this downscaling 
method valid. The independence was further verified by the residual plots shown in Figure 4.2. 
In addition, a sensitivity analysis indicated that the submodels were not sensitive to changes of 
variance inflation and bias correction. Thus, these two model parameters were set to 0 and 1, 
indicating no correction of variance inflation and bias. 
 
 
Figure 4.1.  Regression analysis of: (a) maximum temperature, Tmax; and (b) minimum temperature, Tmin. 
“RSquared” is coefficient of determination R2; “SE” is standard error; and “D-Watson” is Durbin-
Watson test statistics (Durbin and Watson, 1950, 1951). It is significant when D-Watson > 1.69 at a 






Table 4.1. The selected predictor variables and their significance. 
  [1] The 500 hPa geopotential height (m). 








Temperature Predictor Variable Partial Correlation Coefficient (r) p-value 
Maximum (Tmax) ncepshp500[1] 0.521 0.000 
 ncepshtemp[2] 0.405 0.000 
Minimum (Tmin) ncepshp500[1] 0.584 0.000 





Figure 4.2. Residual plots of the regression model for: (a) maximum temperature, Tmax;  and (b) minimum 
temperature, Tmin. The units is ºC. 
 
 
4.1.2 Downscaled temperature for the study watershed  
Figures 4.3 to 4.5 show the downscaled mean monthly maximum and minimum temperatures. 
While the overall trends of temperatures during the historical period (1961 to 1999) were well 
reproduced by the models (Figure 4.3), there was a systematic prediction error of about -7.78 °C 
for both maximum and minimum temperatures. To correct this systematic error, the predictions 
for the two future periods, namely Fur1 (2046 to 2065) and Fur2 (2081 to 2099), were corrected 
by adding 7.78 °C. The daily maximum and minimum temperatures were predicted to increase 
under the three emission scenarios of A1B, A2, and B1. As expected, the predicted changes for B1 
were smaller than those for A1B, which in turn were smaller than those for A2 (Figures 4.4 and 
4.5). However, under B1 or A1B, the changes in temperatures were predicted to be close for the 
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two future periods (Figure 4.5a versus Figure 4.5b), whereas, the under A2, the changes in 
temperatures were predicted to be 0.5 to 1.5 ºC higher in Fur2 than Fur1.  
 
     
Figure 4.3. Plot showing the observed versus modeled maximum (Tmax) and minimum (Tmin) temperature 




















































Figure 4.4. Plots showing the SDSM predicted maximum monthly temperature, Tmax, for the future 
















































Figure 4.5. Plots showing the SDSM predicted minimum monthly temperature, Tmin, for the future period: 
(a) Fur1 (2046 to 2065); and (b) Fur2 (2081 to 2099). 
 
 
4.2 Stochastic Weather Generator 
4.2.1 Parameterization for the study watershed 
Daily maximum and minimum temperatures were treated as stochastic processes with daily 
means and standard deviations conditioned on the wet/dry status of the day. To estimate daily 
maximum and minimum temperatures, the MarkSim DSSAT used the method presented by 
Richardson (1981). The estimated monthly mean temperatures were compared with the responding 
observed monthly mean temperatures, while the standard deviations of daily average temperatures 
were compared with the responding daily average temperatures on a monthly basis. These 
comparisons were done iteratively to minimize the differences between the observed and estimated 
























and random number (see section 3.2.1). Herein, the replication number was determined to be 35, 
while the random seed number was determined to be 50.  
4.2.2 Downscaled Temperature for the study watershed 
The maximum and minimum temperatures were projected to be higher than the responding 
observed values by approximately 0.64°C (Figures 4.6 and 4.7).  As expected, for both future 
periods, namely Fur1 (2046 to 2065) and Fur2 (2081 to 2099), the B1 scenario was projected to 
have smallest increases of maximum and minimum temperatures, whereas, the B2 scenario was 
projected to have largest increases. The A1B scenario was projected to have increases between 
those for the B1 and B2 scenarios.  Under each of the three emission scenarios, the Fur2 period’s 
daily temperature was predicted to be higher than that of the Fur1 period. The predicted increases 
in temperature will be 1.34 to 2.59 °C for the Fur1 period and 1.24 to 4.49 °C for the Fur2 period. 
However, regardless of the future periods and emission scenarios, the predicted increases of daily 
maximum temperature were found to be about the same as the predicted increase of daily minimum 
temperature. That is, for a given future day, the minimum and maximum temperatures would be 










Figure 4.6. Plot showing the Weather Generator predicted maximum monthly temperature, Tmax, for the 











































Figure 4.7. Plot showing the Weather Generator predicted minimum monthly temperature, Tmin, for the 
future period: (a) Fur1 (2046 to 2065); and (b) Fur2 (2081 to 2099). 
 
 







































4.3.1    Parameterization for the study watershed 
Based on the partial correlation analysis, the outputs of daily maximum temperature from the 
M1 and daily minimum temperature from the M7 were selected to estimate the change factors 
(CFs). The M1 and M7 are two Regional Climate Models (RCMs), and described in Table 3.2. The 
determined CFs are given in Tables 4.2 and 4.3.  
 
  Table 4.2. The change factors, CFijk, for downscaling maximum temperature, where i is the emission 
scenario, j is the future period, and k is the month. 
Month k 
j = Fur1 (2046 to 2065) j = Fur2 (2081 to 2099) 
i = B1 i = A1B i = A2 i = B1 i = A1B i = A2 
Jan 2.3117 3.5570 3.5885 2.9458 3.9766 5.2770 
Feb 3.2485 2.4150 3.8286 3.1811 5.1690 6.7173 
Mar 2.3055 3.9650 4.4129 3.8999 4.2391 6.7950 
Apr 3.1454 2.5211 3.6311 2.7098 4.2109 6.9912 
May 3.1275 3.7763 5.1629 4.3571 6.0295 7.6800 
Jun 3.2088 3.9000 4.4420 3.3782 5.5818 7.8876 
Jul 2.54670 3.3961 4.6399 3.8642 5.6913 7.8033 
Aug 3.5005 4.3001 4.0481 3.8419 5.5735 7.5276 
Sep 3.4038 3.8974 3.9765 3.9153 6.5835 7.2216 
Oct 2.8573 4.2791 4.5727 3.5157 4.4324 8.4664 
Nov 3.0769 3.4989 4.2079 4.2333 5.5961 8.3525 
Dec 2.4377 3.2226 3.5531 2.8233 3.0802 4.5944 















Table 4.3. The change factors, CFijk, for downscaling minimum temperature, where i is the emission 
scenario, j is the future period, and k is the month. 
Month k 
j = Fur1 (2046 to 2065) j = Fur2 (2081 to 2099) 
i = B1 i = A1B i = A2 i = B1 i = A1B i = A2 
Jan 3.5593 2.9423 3.1225 4.9991 5.3847 6.7842 
Feb 1.8648 2.7629 3.0402 2.9684 5.4277 6.7875 
Mar 3.2192 2.5605 3.7476 3.5339 5.4077 6.0509 
Apr 4.3199 1.7078 3.9024 5.2061 5.5805 7.0233 
May 3.4772 2.9461 4.0765 4.6810 6.1279 7.3473 
Jun 3.7770 4.7730 4.2538 5.0016 6.7719 7.9336 
Jul 4.0703 4.7917 4.5507 5.2007 7.2430 7.9414 
Aug 4.4745 5.0426 5.2480 5.5038 2.0000 8.2428 
Sep 4.1058 4.4728 4.1579 5.4421 7.2511 7.9474 
Oct 4.1976 4.8658 4.0868 4.9577 7.5475 8.3370 
Nov 3.6908 4.0689 4.68688 4.8650 7.6338 7.8083 
Dec 4.8114 4.8045 4.14318 5.6485 7.6640 7.2468 
Annual 56.2469 56.2570 56.5277 56.5279 58.4382 59.2835 
 
4.3.2   Downscaled Temperature for the study watershed 
The downscaled maximum and minimum temperatures are shown in Figures 4.8 and 4.9. The 
projected increases of temperatures were almost same for the three emission scenarios regardless 
of the future periods. As expected, the A2 scenario was projected to have highest increases of 
temperatures, whereas, the B2 scenario was projected to have lowest increases. The A1B scenario 
was projected to have increases of temperatures between those for the B1 and A2 scenarios. On 
average, the daily maximum temperature was projected to increase by 2.97 and 3.41°C for the 
Fur1 and Fur2 periods, respectively, while the daily minimum temperature was projected to 
increase by 2.62 and 2.74°C for the Fur1 and Fur2 periods, respectively. That is, the projected 
increase of the daily maximum temperature would be 0.56°C higher than that of daily minimum 
temperature. Also, for either the daily maximum or minimum temperature, the projected increase 








Figure 4.8. Plot showing the Change Factor method predicted maximum monthly temperature, Tmax, for 


















































Figure 4.9. Plot showing the Change Factor method predicted minimum monthly temperature, Tmin, for 
















































4.4    Inverse Distance Squared Method 
4.4.1   Parameterization for the study watershed 
For the baseline period (1961 to 1999), based on the correlation analysis between the modeled 
and observed temperatures to determine the weighting factors for the four “known” points (Table 
3.4). For either the maximum or minimum temperature, the difference between the modeled and 
observed monthly averages was almost constant of 10ºC. This difference was added to the RCM’ 
predictions to derive the temperatures for the future period.  
 
4.4.2   Downscaled temperature for the study watershed 
Figures 4.10 and 4.11 show the downscaled results using the Inverse Distance Squared 
Method. Regardless of the emission scenarios, either the daily maximum or minimum temperature 
was predicted to increase by more than 1.54°C for both future periods. The increase of maximum 
temperature was projected to be 1.91 to 4.31°C, whereas, the increase of minimum temperature 
was projected to be 1.69 to 3.88°C. As expected, the B1 scenario was projected to have a smallest 
increase of temperature, whereas, the A2 scenario was projected to have a largest increase of 
temperature.  The projected increase of temperature for the A1B scenario would be between the 
increases for the B1 and A2 emissions. The increase of daily maximum temperature was projected 








Figure 4.10. Plot showing the Inverse Distance Square method predicted maximum monthly temperature, 












































Figure 4.11. Plot showing the Inverse Distance Square method predicted minimum monthly temperature, 














































4.5    Summary and Discussion 
The spatial statistical downscaling of climate change scenarios from RCMs depended largely 
on selected predictors for the transfer function method and stochastic weather generator. Also, the 
outputs from RCMs tended to underestimate both maximum and minimum temperatures in terms 
of reproducing the observations without any adjustments. On the other hand, the change factor and 
inverse distance squared methods depended more on the observations. Table 4.4 summarizes the 
results of the downscaled temperatures for the Lynnhaven River watershed. 
 
 
Table 4.4. Mean annual temperature in ºC (coefficient of variation) for the study watershed.[1] 
Scenario 
   Method      
Baseline Period 
(1961 to 1999) 
Future Period Fur1 
(2046 to 2061) 
Future Period Fur2 
(2081 to 2099) 
   Observed 15.5 (0.047)   
   Transfer Function 13.5 (0.037)   
   Stochastic Weather Generator 15.5 (0.040)   
   Change Factor 14.8 (0.031)   
   Inverse Distance Square 15.5 (0.036)   
B1    
   Transfer Function  17.2 (0.027) 17.6 (0.037) 
   Stochastic Weather Generator  17.8 (0.023) 18.6 (0.029) 
   Change Factor  16.7 (0.027) 17.2 (0.022) 
   Inverse Distance Square  17.3 (0.026) 17.7 (0.033) 
A1B    
   Transfer Function  18.4 (0.027) 19.2 (0.022) 
   Stochastic Weather Generator  18.5 (0.045) 20.1 (0.024) 
   Change Factor  16.9 (0.028) 18.1 (0.029) 
   Inverse Distance Square  17.7 (0.036) 18.4 (0.027) 
A2    
  Transfer Function  18.1 (0.030) 20.1 (0.039) 
   Stochastic Weather Generator  18.4 (0.039) 20.9 (0.029) 
   Change Factor  17.1 (0.036) 19.0 (0.019) 
   Inverse Distance Square  18.1 (0.029) 19.7 (0.029) 
[1] For a given day, the daily average temperature was computed as the arithmetic average of the maximum and 
minimum temperatures, while for a calendar year, the mean annual temperature was computed as the arithmetic 






For the baseline period, the mean annual temperature was 15.5°C, with a coefficient of 
variation Cv = 0.047. The Inverse Distance Square and Stochastic Weather Generator methods 
behaved well in reproducing the observed mean annual temperature, whereas, these two methods 
slightly underestimated the observed intra-annual variation of temperature, as indicated by the 
smaller values of Cv = 0.036 and 0.040, respectively. The other two methods, namely Transfer 
Function and Change Factor, underestimated both the magnitude and intra-annual variation, 
indicating that these two methods performed worse than the former two methods. For a given 
emission scenario, all the four methods predicted that the mean annual temperature would increase 
by 2 to 4ºC after another century, which is equivalent to a warming rate of 0.02 to 0.04ºC per year. 
However, the intra-annual variation of annual temperature was predicted to be smaller, indicating 










 SWMM MODEL SET-UP 
The model set-up of the Lynnhaven River watershed consisted of: 1) delineation and 
definitionof subcatchments, conduits, and aquifers; 2) SWMM model components and 
parameterization; and 3) model calibration and validation.  
This dissertation used the Storm Water Management Model (SWMM) software package 
(Rossman, 2010). SWMM is a dynamic rainfall-runoff simulation model which is capable for 
simulating long-term (continuous) runoff quantity and quality of urban areas. The model tracks 
the quantity and quality of runoff generated within each subcatchment as well as the flow rate, 
flow depth, and quality of water in each pipe and channel during a simulation period comprised 
of multiple time steps. The runoff component of SWMM operates on a collection of 
subcatchment areas on which rain falls and runoff is generated. The routing portion of SWMM 
transports this runoff through a conveyance system of pipes, channels, storage/treatment devices, 
pumps, and regulators. 
 
5.1 Delineation of the Study Watershed and its Catchments 
The national elevation dataset (NED) was used in the Hydrology Extension of ArcMapTM 10 
to delineate the watershed and its subcatchments as well as the drainage pathways. The 
delineation process was iterated by manually adjusting the flow accumulation threshold (Wang et 
al., 2008, 2010) above which a pathway would be formed until the delineated drainage pathways 
were visually compatible with the stream network presented by the national hydrography dataset 




2009; Rossman, 2010), namely drainage area, width of overland flow path, and average surface 
slope, were estimated in terms of the elevation values presented by the NED. Further, for each of 
the delineated drainage pathways (i.e., conduits), its length was automatically computed by the 
Hydrology Extension, while a representative channel cross section was extracted from the NED 
using the River Bathymetry Toolkit (RBT), an ArcMapTM Add-In developed by U.S. Forest 
Service (USFS) (McKean et al., 2009). The RBT uses topographic information to define pairs of 
channel bottom elevation and horizontal distance over the cross section. Herein, the 
representative cross section was positioned at the halfway of the drainage pathway from its 
mouth. Also, the inlet of a conduit was reasonably assumed to be at the outlet of the 
subcatchment drained by the conduit. Subsequently, the subcatchment map was overlaid with the 
Percent Developed Imperviousness (PDI) to compute the percent of imperviousness for each of 
the delineated subcatchments. For a subcatchment that includes wetlands, the length and cross 
section of its drainage pathway, which were previously determined from the NED, were adjusted 
up to reflect the characteristics of the wetlands by one hydrologic equivalent wetland (HEW) 
(Wang et al., 2008). The HEWs were defined based on the real wetlands presented by the 
National Wetland Dataset (NWD). 
The Lynnhaven River watershed was subdivided into 25 subcatchments (Figure 5.1) with a 
drainage area of 0.017 (at the watershed outlet) to 1441 ha, a width of 19 to 2074 m, and an 
average topographic gradient of 0.0 to 3.1% (Table 5.1). The three lowest subcatchments (i.e., 
subcatchment 1, 2, and 3) are fully covered by water, while the other subcatchments have a land 
cover of 0.4 to 50.3% water, 3.7 to 43.6% imperviousness, 0.0 to 67.8% wetland, and 0.0 to 
83.9% pervious area. For modeling purposes, for a given subcatchment, the summation of the 








Figure 5.1. Schematic of the SWMM model, superimposed by the delineated subcatchments and streams 




5.2 SWMM Model Components and Parameterization 
5.2.1. Runoff Component 
The runoff component treats each subcatchment area as a basic computational unit. For the computational 




water balance of a subcatchment is calculated as: 
    𝑌𝑌𝑖𝑖+1−𝑌𝑌𝑖𝑖
𝑡𝑡𝑖𝑖+1−𝑡𝑡𝑖𝑖
∙ 𝐿𝐿 = 𝑖𝑖𝑖𝑖+𝑖𝑖𝑖𝑖+1
2
∙ 𝐿𝐿 − 𝑓𝑓𝑖𝑖+𝑓𝑓𝑖𝑖+1
2
∙ 𝐿𝐿 − 𝑒𝑒𝑖𝑖+𝑒𝑒𝑖𝑖+1
2
∙ 𝐿𝐿 − 𝑄𝑄𝑖𝑖+𝑄𝑄𝑖𝑖+1
2𝐵𝐵
                     (5-1) 
where Y is the average depth of overland flow; L is the length of overland flow path; B is the 
width of overland flow path; i is the rainfall intensity; f is the infiltration rate for pervious 
surface; e is the evaporation rate; and Q is the overland flow (i.e., runoff) rate. 
 
Table 5.1. Characteristics of the delineated subcatchments of the Lynnhaven River watershed. 













1 2.395 91.75 0.00 0.00 100.00 0.00 0 
2 0.017 18.60 0.00 0.00 100.00 0.00 1 
3 12.648 181.69 0.88 0.00 100.00 0.00 2 
4 144.896 356.20 2.18 36.49 12.00 7.11 1 
5 449.566 665.61 1.52 18.11 11.40 16.65 3 
6 327.312 766.11 1.99 10.53 40.23 8.82 4 
7 1441.012 886.40 2.41 5.67 3.68 976.95 4 
8 484.017 880.91 1.74 2.36 10.88 32.22 6 
9 416.160 883.12 1.60 4.82 39.90 88.83 6 
10 600.686 723.16 3.12 19.34 5.40 63.63 9 
11 865.242 1456.56 1.83 8.16 23.10 19.08 2 
12 463.857 1167.92 1.83 14.83 6.26 37.53 11 
13 165.774 697.35 1.51 3.68 50.27 2.25 9 
14 1410.555 1598.15 2.18 13.31 12.32 57.60 3 
15 646.394 1054.17 1.60 24.37 12.53 32.67 13 
16 658.377 1330.71 1.38 22.10 1.93 58.77 14 
17 626.121 1059.65 2.15 15.26 5.89 61.20 11 
18 403.996 931.01 0.97 33.38 3.42 7.56 19 
19 57.630 298.43 2.22 13.67 21.32 3.15 14 
20 356.706 822.61 1.36 27.28 3.68 21.06 17 
21 1439.154 2073.71 1.49 30.38 1.93 93.78 17 
22 296.915 724.35 0.87 39.54 2.64 13.50 19 
23 668.051 1582.56 0.49 43.57 0.44 18.99 22 
24 1143.051 1206.52 1.54 15.09 11.99 134.19 13 
25 1092.009 1680.93 0.26 30.58 2.90 20.16 22 
Minimum 0.017 18.60 0.00 0.00 0.44 0.00 0 





By assuming a wide-shallow channel, Q is computed using Manning’s formula (Roberson et al., 
1998) as: 
             Q = 1
n




2                                                   (5-2) 
where Yd is the surface depression storage; and S is the average surface slope in fraction. 
The value of f is computed using the Green-Ampt (G-A) model (Viessman, and Lewis, 2003; 
Hilpert and Glantz, 2013) as: 
             f = Ksat
2
∙ �1 + ψf∙(θsat−θa)
F
�                                                   (5-3) 
where Ksat is the saturated hydraulic conductivity; ψf is the soil capillary suction head at wetting 
front; θsat is the saturated soil moisture, θa is the initial soil moisture, and F is the cumulative 
infiltration. 
F is computed as: 
            F = ∑ ��min�ij,fj�+min�ij+1,fj+1�
2
� ∙ �tj+1 − tj��kj=1                                  (5-4) 
where min{ } is the minimum function. 
The value of e (Equation 5-1) is estimated using the Hargreaves method (Hargreaves and 
Samani, 1985; Wang et al., 2006). At the end of each computational time step, the soil moisture 
of the upper zone (Figure 5.2) is redistributed using a rectangular profile model presented by 
Morel-Seytoux (1984, 1985).     
 
5.2.2 Groundwater Flow Component 
SWMM models the lateral groundwater flow (QL) between a receiving node (i.e., junction) 




deep semi-confined aquifer (Figure 5-2). Herein, it is assumed that the horizontal flow in the 
shallow aquifer beneath a subcatchment is fully received by the junction just downstream of the 
subcatchment. Also, it is assumed that the shallow aquifer and tidal estuary have no direct 
hydraulic connections and thus SLR affects the water table by raising stream water surface 
elevation only. 
QL is computed as: 
  QL = A1 ∙ (HGW − HCB)B1 − A2 ∙ (HSW − HCB)B2 + A3 ∙ (HGW −  HSW)          (5-5) 
where HGW is the height of saturated zone above bottom of aquifer; HSW is the height of surface 
water at receiving node above aquifer bottom; HCB is the height of channel bottom above aquifer 





Figure 5.2. The groundwater flow component in SWMM (after Rossman, 2010). 




QD is computed as: 
  QD = LGLR ∙
HGW
HGS
                                                         (5-6) 




aquifer; and HGS is the distance from the ground surface to the aquifer bottom. 
 
5.2.3 Flow Routing Component 
This study uses the dynamic wave method to route flows through the stream network. This 
method numerically solves the one-dimensional Saint-Venant dynamic equations (Roberson et 
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− v ∙ ∂y
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= g ∙ (S0 − Sf) − g ∙
∂y
∂x
− v ∙ ∂y
∂x
                                               (5-8) 
where y is the water depth in the channel; v is the mean velocity in the channel; Sf is the energy 
line gradient; S0 is the channel bed slope; and g is the gravitational acceleration.  
Sf is computed using the Darcy-Weisbach equation (Finnemore and Franzini, 2002) expressed as: 






                                                               (5-9) 
where f is the Darcy friction factor; and Rh is the hydraulic radius. 
 
5.2.4 Estimation of the Model Parameters 
In order to set up a SWMM model for the Lynnhaven River watershed, the subcatchment 
map was overlaid with the Soil Survey Geographic Database (SSURGO) to estimate the aquifer 
properties (Wang and Melesse, 2006), namely porosity (n), wilting point (θr), field capacity (θfc), 
saturated hydraulic conductivity (Ksat), average slope of soil tension (ψ) versus soil moisture 
content (θ) curve, and average slope of log(Ksat) versus θ curve. With this regard, for a given 




subcatchment were area-weight averaged to get the percent of sand within this subcatchment, 
while the values of percent of clay within the soil map units that are included in this 
subcatchment were area-weight averaged to get the percent of clay within this subcatchment. 
Similarly, the soil organic matter content and salinity of this subcatchment were computed as the 
area-weighted averages of the corresponding values of the soil map units presented by the 
SSURGO. In turn, the computed percent of sand, percent of clay, organic matter content, and 
salinity, were input into the Saxton-Rawls model (Saxton et al., 1986; Saxton and Rawls, 2006) 
to estimate the aforementioned seven properties of the aquifer beneath this subcatchment. 
Moreover, the bottom elevation of the aquifer was determined as 12 ft from the geological 
profiles presented by Smith and Harlow (2002) and Heywood and Pope (2009). 
 
5.3 Model Calibration and Parameter Sensitivity  
For the purpose of model calibration, the historical (August 5, 1948 to December 29, 2013) 
data on hourly rainfall, daily minimum and maximum temperatures, annual average monthly 
wind speed, and hourly sea level, were used as input variables to the SWMM model. Among the 
simulation period, the first five years (August 5, 1948 to December 31, 1953) were taken as the 
“warm-up” period to stabilize the initial values of the model parameters (e.g., the initial soil 
moistures of the unsaturated upper zones of the aquifers), whereas, the remaining years (January 
1, 1954 to December 29, 2013) were used for model evaluation (i.e., calibration and validation). 
The calibration was done by manually adjusting selected parameters until predicted values of 
runoff and water table were comparable with the responding observations (Figure 5.4). The 
model performance was visually judged in terms of plots showing predicted versus observed 




some of the calibration parameters within their responding ranges. When a parameter was varied, 
the other parameters were fixed to their calibrated values. That is, the parameters were varied one 
at a time and thus the sensitivity analysis did not take into account any interactions among them.  
In the SWMM model, the values in Table 5.1 were used to define the characteristics of the 
subcatchments, whereas, Table 5.2 lists the calibration parameters and their adopted values. 
Because no multiple-station data were available, the values of the parameters related to overland 
runoff were assumed to be same as those of subcatchment 8, where the runoff has been recorded 
after two rainfall events, without being differentiated by subcatchment. The parameters for 
subcatchment 8 were manually adjusted to closely match the simulated and transferred flows at 
the outlet of this subcatchment. However, the parameters of the Green-Ampt (i.e., G-A) 
infiltration model and groundwater flow were varied subcatchment by subcatchment to better 
represent the spatial heterogeneities of soils and aquifers. These parameters for subcatchment 14 
were manually adjusted to closely match the simulated values of water table beneath this 
subcatchment and the responding observations at the adjacent monitoring well 61D6Sow124 
(Figure 5.3).  Herein, it was assumed that the water table gradient between the well location and 
subcatchemnt 14 was negligible because of the short (< 2.5 km) geographic distance and similar 
land surface elevations and down gradient free water surface boundaries. 
Visually, the model well captured the rising, primary peak, and recession of the transferred 
flow hydrograph of the calibration event at site (Figure 5.4a). The secondary peak of the 
transferred flow hydrograph could be a measurement error and did not actually occur because the 
drizzle after the primary peak had a very small intensity (< 0.02 mm hr-1) and short duration (< 1 
hr) in terms of the rainfall hyetograph. For the two validation storm events, the transferred flow 




variation pattern and magnitude of the simulated water table beneath subcatchment 14 were 
compatible with those of observed water table in the monitoring well adjacent to the 
subcatchment (Figure 5.5, coefficient of determination R2 = 0.62 with a near-one slope of 1.09), 
indicating that the model simulated the dynamics of groundwater flow and its interactions with 
percolation from the overland and surface water bodies (e.g., streams and wetlands) fairly well. 
The model underestimated the water table values greater than 4.6 m possibly because such high 
water tables are close to the average ground surface elevation (5.13 m above mean sea level) of 
S14 and might not be good at estimating overflows. Thus, it was judged that the SWMM model 
was good enough to be used for screening effects of SLR on the watershed hydrology, which had 
a focus of relative changes of peak discharge and flood stage rather than exact values of these 
hydrologic variables. Moreover, the sensitivity analysis indicated that any errors in the model 
parameters may have more influences on simulated peak discharge than runoff volume, and that 






Figure 5.3. Map showing the Lynnhaven River watershed and its subcatchments, superimposed by the tide 








Table 5.2. List of the calibrated model parameters. 
Parameter Definition Range/Initial Value Adopted Value 
Overland Runoff (Eqs. 1 and 2)    
    N-Imperv Manning’s n for impervious area [0.012, 0.02] 0.015 
    N-Perv Manning’s n for pervious area [0.015, 0.035] 0.02 
    Dstore-Imperv (mm) Depth of depression storage on impervious area  [1.2, 3.5] 3 
    Dstore-Perv (mm) Depth of depression storage on pervious area [2.5, 6.5] 5 
    %Zero-Imperv (%) Percent of impervious area with no depression storage [0, 10] 0 
    Subarea Routing Choice of internal routing between pervious and impervious sub-areas 
Outlet, Impervious, 
Pervious Pervious 
    Percent Routed (%) Percent of runoff routed between sub-areas [0, 20] 5 
Infiltration (Eqs. 3 and 4)[1]    
    Suction Head  (mm) Soil capillary suction head Estimated[2]  [83, 362] 
    Conductivity (mm hr-1) Soil saturated hydraulic conductivity  Estimated[3] [3, 78] 
Channel Routing (Eqs. 7 ~ 9)      
    Length (m) Conduit length Delineated[4] [222, 11,494] 
    Roughness Manning’s n for conduit [0.015, 0.035] 0.03 
Groundwater (Eqs. 5 and 6)    
    A1 Coefficient (m3-B1 s-1 ha-1) Groundwater influence multiplier 0 ~ Ksat/(3.6×105)[5] [6.8×10-6, 4.8×10-4] 
    B1 Exponent Groundwater influence exponent                  [0, 2]  1 
    A2 Coefficient  (m3-B2 s-1 ha-1) Tailwater influence multiplier 0 ~ Ksat/(3.6×105)[5] [6.8×10-6, 4.8×10-4] 
    B2 Exponent  Tailwater influence exponent                  [0, 2] 1 
[1] G-A Model refers to Green-Ampt Model (Viessman, and Lewis, 2003). 
[2] For a given subcatchment, in terms of its dominant soil classification (USDA-SCS, 1987), the soil bubbling pressure (ψb) and pore-size index (λ) were determined based on Assouline (2005) and 





[3] For a given subcatchment, it was estimated using the Saxton-Rawls model (Saxton et al., 1986; Saxton and Rawls, 2006).  
[4] For a given subcatchment, it was automatically delineated by the Hydrology Extension of ArcMapTM 10. 













































































































Figure 5.4. Plots showing simulated versus transferred runoff (subcatchment 8 in Figure 5.1) for three 
selected storm events used for: (a) model calibration, and (b) and (c) model validation. The hourly rainfall 





















































Figure 5.5. Simulated versus observed water table (above mean sea level) of subcatchment 14. 
 
 
5.4 Uncertainty Analysis of the Model  
A sensitivity analysis of the model was conducted by manually varying some of the 
calibration parameters within their expected ranges. When a parameter was varied, the other 
parameters were fixed to their calibrated values. That is, the parameters were varied one at a time 
and thus the sensitivity analysis did not take into account any interactions among them. 
Nevertheless, because of the limited available data, this dissertation used SWMM as a 
“screening” model to predict the “relative changes” rather than “absolute results” from climate 
change and SLR. Herein, the basic rationale is that physically-based models such as SWMM can 
be assumed to represent the modeled watershed. Although the model parameters could not be 
independently verified because of insufficient available data, the model may give us the 




States (USA) and other countries use SWMM as a "screening” model without 
calibration/validation because of lack of data (Rossman, 2010).  
The sensitivity analysis indicated that any errors in the model parameters may have more 
influence on simulated peak discharge than runoff volume, and that the predicted groundwater 
table can be offset by -2 to 4 cm (Table 5.3). As expected, the two pervious-related parameters 
(Table 5.2), namely N-Perv and Dstore-Perv, were least sensitive to the simulation, whereas, the 
two impervious-related parameters, namely N-Imperv and Dstore-Imperv, were relatively 
sensitive to the simulation, in particular the simulated peak. The variations of these four 
parameters affected the magnitude, but had no influence on the temporal fluctuation, of 
simulated groundwater levels. In contrast, the parameter “Percent Routed” was sensitive to 
simulated runoff, peak, and groundwater and its temporal fluctuation. This indicated importance 
of the topology (i.e., spatial connectivity) between pervious and impervious areas within the 
study watershed.  
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Table 5.3. Sensitivity analysis of the selected calibration model parameters listed in Table 5.2.[1] 
Model  Storm Event I[2] Storm Event II[3] Storm Event III[4] Water Table[5] 
Parameter Runoff (m3 s-1) Peak (m3 s-1) Runoff (m3 s-1) Peak (m3 s-1) Runoff (m3 s-1) Peak (m3 s-1) Mean (m) Std. (m) 
Observed 0.06 0.23 0.05 0.20 0.09 0.59 4.11 0.43 
Simulated Calibrated[6] 0.07 0.23 0.06 0.20 0.10 0.59 4.51 0.40 
 
Percent change from the adopted parameter values in Table 4 or the results simulated by the calibrated model 
N-Imperv -20 14.3 13.0 5.0 3.4 -0.2 
20 -8.7 -5.0 -3.4 
33 -13.0 -5.0 -6.8 0.2 
N-Perv -25 14.3 
50 14.3 
75 14.3 
Dstore-Imperv (mm) -50 71.4 34.8 33.3 25.0 0.2 
-17 28.6 13.0 16.7 5.0 
17 -14.3 -13.0 -16.7 -5.0 -0.2 
Dstore-Perv (mm) -30 14.3 -0.2 
20 14.3 
30 14.3 
Percent Routed (%) -60 14.3 4.3 5.0 3.4 -0.4 2.5 
100 -4.3 -5.0 -10.0 -5.1 0.4 -2.5 
200 -8.7 -16.7 -10.0 -10.0 -10.2 0.9 -2.5 
[1] See Table 4 for definitions of N-Imperv, N-Perv, Dstore-Imperv, Dstore-Perv, and Percent Routed. The blank cells signify zero changes. 
[2] From 12/07/2011 19:00 to 12/08/2011 0:30 at the outlet of S8 (Figure 5.3).  
[3] From 12/16/2011 19:30 to 12/17/2011 8:00 at the outlet of S8 (Figure 5.3).  
[4] From 12/21/2011 6:00 to 12/22/2011 0:15 at the outlet of S8 (Figure 5.3).  
[5] From 4/20/1978 to 11/19/2013 (not continuous) underneath S14 (Figure 5.3).   
[6] See the column of "Adopted Value" in Table 5.2. 
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5.5 Sub-conclusions 
To set up a SWMM model, the 1441 ha Lynnhaven River watershed was subdivided into 25 
subcatchments. The initial values of the model parameters were estimated based on the 
information presented by four geophysical data layers, namely National Elevation Dataset 
(NED), National Hydrography Dataset (NHD), Percent Developed Imperviousness (PDI), and 
Soil Survey Geographic Database (SSURGO). The SWMM model, driven by the data on climate 
and sea level from August 5, 1948 to December 29, 2013, was calibrated/validated by adjusting 
fifteen selected parameters to make the predicted values of runoff and water table closely match 
the responding observations. The calibrated model well captured the rising, primary peak, and 
recession of the transferred flow hydrograph of the calibration/validation storm events. In 
addition, the model also simulated the dynamics of groundwater flow and its interactions with 
percolation from the overland and surface water bodies fairly well, as indicated by a relatively 
high value of R2 = 0.62. Further, a sensitivity analysis indicated that any errors in the model 
parameters may have more influences on simulated peak discharge than runoff volume, and that 
the predicted groundwater table can be offset by just -2 to 4 cm. The calibrated SWMM model 
for the Lynnhaven River Watershed appears sufficiently accurate to be used for screening effects 
of SLR on the watershed hydrology, and focused on the relative changes of peak discharge and 





 FORMULATION OF SIMULATION SCENARIOS 
The calibrated SWMM model in Chapter 5 was run for various scenarios to assess the 
Lynnhaven River watershed’s responses to climate change (CC) and sea level rise (SLR). The 
scenarios were formulated to reflect projections of future climates and/or sea levels. With this 
regard, the future sea levels were estimated using a Sen’s slope method (Sen, 1968), while the 
future climates were taken as the downscaled projections in Chapters 3 and 4.  
 
6.1 Formulation Guidelines 
6.1.1 Future sea levels 
As mentioned in Chapter 5, the lower boundary of the calibrated SWMM model was the 
observed hourly sea levels at Sewells Point. When the model was used to assess effects of sea 
level rise on hydrology of the study watershed, the future hourly sea levels at this same station 
for a given scenario were used to replace the observed hourly sea levels as the lower boundary.  
In this dissertation, ten future level years between 2023 and 2113 at a ten-year increment were 
selected to represent the future mean sea level scenarios for different extents of SLR.  For a 
given month of a future level year, the rise in the mean monthly sea level was computed as the 
multiplication of the rising rate (i.e., Sen’s slope) of this month (Table 6.1) and the number of 
years from 2013, while the time series of hourly sea level for this future level year was generated 
using the equation expressed as:  
SLj,ks = SLi,j,k + Qj ∙ (s − 2013)                                              (6-1)                              
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where s is the future level year for a scenario of interest; i (= 1948, 1949, 1950, …, 2013) is the 
observation year; SLj,k is the sea level at time k of month j; and Qj is the Sen’s slope (i.e., rising 
rate) of sea level in month j.  
 
 
Table 6.1. Trend statistics of the mean annual and monthly tide levels at Sewells Point.[1] 
Time Scale for Computing 
Mean  Tide Level Statistics Z* p-value 
Sen’s Slope Q[2] 
(mm yr-1) 
Annual 8.962 0.000 4.65 
January 6.075 0.000 4.24 
February 5.712 0.000 4.21 
March 6.245 0.000 4.95 
April 6.516 0.000 5.14 
May 7.716 0.000 4.71 
June 8.101 0.000 4.59 
July 8.639 0.000 4.85 
August 8.124 0.000 4.75 
September 7.694 0.000 4.73 
October 6.448 0.000 4.31 
November 6.573 0.000 4.35 
December 7.445 0.000 5.16 
                    [1] Details of how to compute the statistics can be found in Mann (1945) and Wang et al. (2014). 
                    [2] It is equal to the average change rate of mean tide level for the responding time scale.    
 
 
6.1.2 Sen’s Slope 
For each of the calendar years from 1949 to 2013, the observed hourly sea levels at Sewells Point 
were arithmetically averaged to get the mean annual sea level of this year. Similarly, for a given month of 
a year, the observed hourly sea levels were arithmetically averaged to get the mean monthly sea level of 
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this month of this year. As a result, thirteen time series, one for mean annual and twelve for mean 
monthly sea levels, were derived. Each time series consists of 65 values.  
For the annual time series, the distribution-free cumulative sum (CUSUM) technique 
(McGilchrist and Woodyer, 1975; Wang et al., 2014) was used to detect whether, and at which 
year, a significant abrupt change (i.e., upward-to-downward or downward-to-upward) occurred at 
a significance level of α = 0.05. In addition, the time series were plotted versus year to visually 
examine the temporal variations of mean sea levels at annual and monthly time scales, 
respectively. Further, for each of the time series, the modified Mann-Kendall trend test technique 
(Mann, 1945; Hirsch et al., 1982; Hamed and Rao, 1998) was applied to determine whether a 
statistically significant (α = 0.05) temporal trend (either downward or upward) existed, while the 
sequential Mann-Kendall method (Taubenheim, 1989; Sneyers, 1990) was used to determine the 
year when a trend started, and the Sen’s slope (Q) (Sen, 1968) was computed and used to be the 
change rate of sea level. If the modified Mann-Kendall test statistics of Z* is positive and greater 
than the standard normal 1-α = 95th percentile, a statistically significant upward trend was 
indicated. In contrast, if Z* is negative and smaller than the standard normal 95th percentile, a 
statistically significant downward trend was detected. Otherwise, it was judged that no 
significant trend existed. The details of the test technique and method can be found in Wang et al. 
(2014).  
At the annual time scale, the mean sea (i.e., tide) level at Swells Point experienced an abrupt increase 
around 1983, as indicated by that the minimum value (= -27) of CUSUM statistics Vk is outside the 95% 
confidence limits (Figure 6.1a). The abrupt increase can also be noticed by examining the plot showing 
the mean tide level versus year (Figure 6.1b): the mean tide level in 1983 was 82 mm higher than that in 
1982, but it was 23 mm lower than that in 1984. Before 1983, the mean tide level had been rising by an 
average rate of 3.9 mm yr-1, while after 1983 the mean tide level was rising by a faster rate of 5.8 mm yr-1. 
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Averaged across the entire record period of 1950 to 2013, the mean tide level was rising by 4.65 mm yr-1, 
as revealed by the significant Sen’s slope at α = 0.05 (Table 6.1). The abrupt increase might be the 
inception of the accelerated rising rate after 1983. 
At the monthly time scales, the mean tide levels were also rising at an accelerating rate (Figure 6.2). 
The rising rates for five months (January, February, June, October, and November) were slower than the 
rising rate of mean annual tide level (≤ 4.21 mm yr-1), whereas the rising rates for the other seven months 
were faster than the rising rate of mean annual tide level (≥ 4.71 mm yr-1) (Table 6.1). For all months, the 
rising rates were significant (p-value = 0.000+) at the significance level of α = 0.05, indicating that rising 
trends were persistent regardless of seasons and time scales.          
 
6.1.3 Future climates 
As discussed in Chapters 3 and 4, future climates are for three emission scenarios of B1, 
A1B, and A2. These scenarios reflect different levels of population growth, economic 
development, and technologic advancement. For each of the emission scenarios, two future 
periods, 2046 to 2065 (designated Fur1 for description purposes) and 2081 to 2099 (designated 
Fur2 for description purposes) were selected. Thus, six scenarios of precipitation and 
temperature pairs are used to represent the future climates under which hydrologic modeling was 
conducted.  
For both precipitation and temperature downscaling, four methods, namely Transfer Function 
Method, Stochastic Weather Generator, Change Factor Method, and Inverse Distance Square 
Method, were used. For a given climate variable and a given emission scenario, because each 
method behaved differently, the ensemble means were computed based on the results of the 
methods that fairly reproduced the baseline (1946 to 1999) condition. Subsequently, for a given 
scenario, the ensemble means were used to compute the monthly adjustment factors for 
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temperature and precipitation of the SWMM model (Rossman, 2010). The adjustments can be 




                                                                     (6-2) 
𝐴𝐴𝐴𝐴𝑗𝑗 = 𝐴𝐴�𝑖𝑖,𝑗𝑗 − 𝐴𝐴�𝑏𝑏,𝑗𝑗                                                             (6-3) 
where APj and ATj are the adjustment factors for precipitation and temperature, respectively, in 
month j (= 1,2,3, …… 12); Pi,j and Pb,j are the monthly precipitation for scenario i and  baseline, 
respectively, in month j; and 𝐴𝐴�𝑖𝑖,𝑗𝑗 and 𝐴𝐴�𝑏𝑏,𝑗𝑗 are the mean monthly  temperature for scenario i and  
baseline, respectively, in month j. 
 
6.2 Formulated Scenarios 
Based on the formulation guidelines of future level years, the SLR scenarios were predicted 
to have a mean annual sea level of 0.070 to 0.476 m NAD83, which is equivalent to a rise of 
0.052 to 0.459 m NAD83 from the mean annual sea level of 0.017 m in 2013 (Table 6.2). At the 
annual time scale, the mean sea (i.e., tide) level at Swells Point experienced an abrupt increase 
around 1983, as indicated by that the minimum value (= -27) of distribution-free cumulative sum 
(CUSUM) statistics Vk (Hamed and Rao, 1998; Wang et al., 2014) is outside the 95% confidence 
limits (Figure 6.1a). The abrupt increase can also be noticed by examining the plot showing the 
mean tide level versus year (Figure 6.1b) (Hirsch et al., 1982; Taubenheim, 1989; Sneyers, 
1990): the mean tide level in 1983 was 82 mm higher than that in 1982, but it was 23 mm lower 
than that in 1984. Before 1983, the mean tide level had been rising by an average rate of 3.9 mm 










Mean Annual Tide 
level 
(m) 
Rise Since 2013[1] 
(m) 
I 2023 0.070 0.052 
II 2033 0.102 0.085 
III 2043 0.148 0.131 
IV 2053 0.215 0.194 
V 2063 0.242 0.225 
VI 2073 0.304 0.287 
VII 2083 0.351 0.334 
VIII 2093 0.383 0.365 
IX 2103 0.444 0.427 
X 2113 0.476 0.459 




At the monthly time scales, the mean tide levels were also rising at an accelerating rate 
(Figure 6.2). The rising rates for five months (January, February, June, October, and November) 
were slower than the rising rate of mean annual tide level (≤ 4.21 mm yr-1), whereas, the rising 
rates for the other seven months were faster than the rising rate of mean annual tide level (≥ 4.71 
mm yr-1) (Table 6.1). For all months, the rising rates were significant (p-value = 0.000+) at the 
significance level of α = 0.05, indicating that rising trends were persistent regardless of seasons 
and time scales. However, as expected, the time series for the scenarios would have a similar 
temporal variation pattern with that of the historical observations, around the corresponding 












Figure 6.1. Plots showing the: (a) CUSUM (the distribution-free cumulative sum) statistics Vk; and (b) 


















95% confidence limit (lower)









For precipitation, the downscaled results by three methods, namely Stochastic Weather 
Generator, Change Factor, and Inverse Distance Square, fairly reproduced the magnitude and 
intra-annual variation (Table 3.5), so they were used to compute the ensemble means, which in 
turn were taken as the future precipitations (Table 6.3). On the other hand, for temperature, the 
downscaled results from two methods, namely Stochastic and Weather Generator methods, 
performed well in reproducing the observed mean annual temperature (Table 4.4), so they were 
used to compute the ensemble means, which in turn were taken as the future temperatures (Table 
6.4). 
As a result, 60 simulation scenarios were formulated by combining the ten sea level scenarios 
(Table 6.2) and the six future climates (Tables 6.3 and 6.4). For example, one given sea level 
scenario was paired with the six climate scenarios to formulate six simulation scenarios. The 
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relationships between the 60 simulation scenarios and the ten sea level and six climate scenarios 
are presented in Table 6.5.  
 
 
Table 6.3. Future precipitation, in mm, for six climate change scenarios. The number in bracket signifies 
the precipitation adjustment factor (APj in Equation 6-2), which is the ratio of the future precipitation to 
the baseline (1946 to 1999) precipitation.[1] 
Month 
Climate Change Scenario 
 



































































































































































Table 6.4. Future temperature, in °C, for six climate change scenarios. The number in bracket signifies the 
temperature adjustment factor (ATj in Equation 6-3), which is the difference of the future temperature 
from the baseline (1946 to 1999) temperature.[1]  
Month 
Climate Change Scenario 
 






































































































































































Table 6.5. The 60 simulation scenarios in terms of predicted sea level rise (SLR) and climate scenarios.[1] 
SLR Scenario 
(see Table 6.2) 
Climate Scenario  (see Tables 6.3 and 6.4) 
Fur1_B1 Fur1_A1B Fur1_A2 Fur2_B1 Fur2_A1B Fur2_A2 
2023 √ √ √ √ √ √ 
2033 √ √ √ √ √ √ 
2043 √ √ √ √ √ √ 
2053 √ √ √ √ √ √ 
2063 √ √ √ √ √ √ 
2073 √ √ √ √ √ √ 
2083 √ √ √ √ √ √ 
2093 √ √ √ √ √ √ 
2103 √ √ √ √ √ √ 
2113 √ √ √ √ √ √ 




In this dissertation, the simulation scenarios were formulated as the combinations of future 
climate conditions and sea levels. For coastal watersheds, including the Lynnhaven River 
watershed, the hydrologic cycle is interactively influenced by terrestrial and ocean processes 
(Fares and El-Kadi, 2008). On the one hand, the land processes, namely runoff, 
evapotranspiration, and infiltration, can be directly affected by changes of precipitation and 
temperature. Previous studies (e.g., EPA, 2010a, b; USDOC, 2014) indicated that precipitation in 
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east coast of USA, where the study watershed is located, has been increasing and will continue to 
increase both in magnitude and intensity. This means that more overland runoff will likely be 
generated, increasing the chance of flash flooding and/or stream bank overtopping. Also, those 
studies indicated that temperature in this region has been and will keep on warming. This means 
that more water will be evapotranspired, probably leading to climate droughts (Hanson, 1991). 
The increased precipitation can provide more water for infiltration, whereas, the increased 
temperature would evaporate more soil water that is replenished by infiltrated water, reducing 
deep percolation and groundwater recharge. 
On the other hand, as a result of climate warming, the sea level has been rising (Karl et al., 
2009; Najjar et al., 2010; Sallenger et al., 2012). The increased sea level would likely cause 
backwater effects, retarding naturally discharging of stream flows downstream into Atlantic 
Ocean. This may lead to stream overtopping and neighborhood flooding, and a longer retention 
time of runoff water in stream channels. The longer retention time can provide more 
opportunities for infiltration through the stream bank and bed into the unconfined aquifer. Also, 
the increased water surface levels in streams can increase the replenishment of soil water in the 
adjacent areas, which may be saturated most of time. Some of these areas would be switched 
from infiltration- to saturation-excess runoff generation mechanism (Viessman and Lewis, 2003). 
For a given rain event, the areas will generate more runoff, exacerbating the flooding situation.              
 
6.4 Sub-conclusions 
In order to assess the combined effects of climate change (CC) and sea level rise (SLR) on 
coastal watershed hydrology, 60 simulation scenarios were formulated in terms of future sea 
levels and climates. The SLR scenarios were developed based on the concept of future level year, 
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resulting in ten time series of hourly sea levels, while the CC scenarios were developed based on 
six climate projections for two future periods (2046 to 2065 and 2081 to 2099) under three 
emission scenarios (B1, A1B, and A2). The scenarios indicated that the sea level would rise by 
0.052 to 0.459 m relative to the baseline year of 2013, the monthly precipitation would be 
increased by 75 to 167 mm from the historical value, and the mean monthly temperature would 
increase by 2 to 4ºC after another century, which is equivalent to a warming rate of 0.02 to 





SIMULATION OF THE SCENARIOS 
This chapter presents the combined effects of Climate Change (CC) and Sea Level Rise 
(SLR) on watershed hydrology predicted by the SWMM model discussed in Chapter 5. The 
representation of the simulation scenarios (Chapter 6) is discussed in section 7.1, followed by the 
responding simulation results.  
 
7.1 Representation of the Simulation Scenarios in the SWMM Model 
As discussed in Chapter 6, this dissertation considered 60 simulation scenarios, which are 
combinations of the CC and SLR scenarios. Herein, the CC scenarios include climate projections 
for two future period, namely Fur1 (2046 to 2065) and Fur2 (2081 to 2099), each of which is 
assumed to have three possible emission scenarios, namely, B1, A1B, and A2 (IPCC, 2007). The 
SLR scenarios are based on the projected mean sea levels at ten reference years of 2023, 2033, 
2043, 2053, 2063, 2073, 2083, 2093, 2103, and 2113. Thus, each simulation scenario is defined 
in terms of a future period for CC, an emission scenario, and a reference year for SLR (Table 
7.1). 
To simulate a scenario, the adjustments (i.e., changes) of mean monthly precipitation (Table 
6.3) and temperature (Table 6.4) were specified in the dialog box shown in Figure 7.1a. The 
other climatic variables (e.g., wind speed and solar radiation) were assumed not to be changed 
and thus they were not adjusted, mainly due to lack of historical and/or future GCM predictions. 
The adjustments of evapotranspiration were not manually specified, whereas, they were 
automatically computed by the model during model “warming up” period based on the adjusted 
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temperature. On the other hand, for this same scenario, the time series of the predicted future 
hourly sea levels were saved in a plain text file, which was chosen in the combo box of “Series 
Name” in the “Outfall Out1” dialog box (Figure 7.1b) as the model lower boundary. By doing 






















Table 7.1. Definitions of the 60 Simulation Scenarios.[1] 
Scenario Definition Scenario Definition 
1 Fur1_B1 (2023) 31 Fur2_B1 (2023) 
2 Fur1_A1B (2023) 32 Fur2_A1B (2023) 
3 Fur1_A2 (2023) 33 Fur2_A2 (2023) 
4 Fur1_B1 (2033) 34 Fur2_B1 (2033) 
5 Fur1_A1B (2033) 35 Fur2_A1B (2033) 
6 Fur1_A2 (2033) 36 Fur2_A2 (2033) 
7 Fur1_B1 (2043) 37 Fur2_B1 (2043) 
8 Fur1_A1B (2043) 38 Fur2_A1B (2043) 
9 Fur1_A2 (2043) 39 Fur2_A2 (2043) 
10 Fur1_B1 (2053) 40 Fur2_B1 (2053) 
11 Fur1_A1B (2053) 41 Fur2_A1B (2053) 
12 Fur1_A2 (2053) 42 Fur2_A2 (2053) 
13 Fur1_B1 (2063) 43 Fur2_B1 (2063) 
14 Fur1_A1B (2063) 44 Fur2_A1B (2063) 
15 Fur1_A2 (2063) 45 Fur2_A2 (2063) 
16 Fur1_B1 (2073) 46 Fur2_B1 (2073) 
17 Fur1_A1B (2073) 47 Fur2_A1B (2073) 
18 Fur1_A2 (2073) 48 Fur2_A2 (2073) 
19 Fur1_B1 (2083) 49 Fur2_B1 (2083) 
20 Fur1_A1B (2083) 50 Fur2_A1B (2083) 
21 Fur1_A2 (2083) 51 Fur2_A2 (2083) 
22 Fur1_B1 (2093) 52 Fur2_B1 (2093) 
23 Fur1_A1B (2093) 53 Fur2_A1B (2093) 
24 Fur1_A2 (2093) 54 Fur2_A2 (2093) 
25 Fur1_B1 (2103) 55 Fur2_B1 (2103) 
26 Fur1_A1B (2103) 56 Fur2_A1B (2103) 
27 Fur1_A2 (2103) 57 Fur2_A2 (2103) 
28 Fur1_B1 (2113) 58 Fur2_B1 (2113) 
28 Fur1_A1B (2113) 59 Fur2_A1B (2113) 
30 Fur1_A2 (2113) 60 Fur2_A2 (2113) 
                     [1] Fur1:furture period 1 (2046 to 2065); Fur2: future period 2 (2081 to 2099); B1, A1B, and A2: three 





(a)                                                                      (b)             
Figure 7.1. The SWMM dialog box for specifying future: (a) climate; and (b) sea level, which in 
combination represent a simulation scenario.  
 
 
7.2 Effects of Climate Change and Sea Level Rise 
As expected, all simulation scenarios were predicted to have larger peak discharges and flood 
stages along the streams within the Lynnhaven River watershed than the historical conditions 
(Figures 7.2 to 7.13). For a given simulation scenario, the increases of both peak discharges and 
flood stages would be larger at a downstream junction than an upstream one. Herein, the figures 
show five summary statistics, namely mean, minimum, maximum, skew coefficient (Cs), and 
coefficient of variation (Cv), of simulated time series of peak discharges and peak stages at the 
model junctions. The definitions and computations of these statistics can be found in 
conventional statistics/hydrology textbooks (e.g., Viessman and Lewis, 2003; Dowdy et al., 
2011). Cs reflects the deviation of a time series from standard normal distribution, whereas, Cv 
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measures the fluctuation of a time series around its mean. For a given emission scenario and 
either peak discharge or peak stage, the plots of these five statistics for a given future period are 
given a common figure number. For example, Figure 7.2 shows the statistics for B1, peak 
discharge, and Fur1, while Figure 7.3 shows the statistics for B1, peak discharge, and Fur2. On 
the other hand, Figure 7.4 shows the statistics for B1, peak stage, and Fur1, while Figure 7.5 
shows the statistics for B1, peak stage, and Fur2.  
For the sea levels at year 2023, in relative to that of baseline year 2013, the mean of peak 
discharges at the watershed outlet was predicted to increase by 2.448 to 2.506 m3 s-1 for the 
simulation scenarios under B1 (Figures 7.2a and 7.3a); 2.456 to 2.495 m3 s-1 for the simulation 
scenarios under A1B (Figures 7.6a and 7.7a); and 2.503 to 2.510 m3 s-1 for the simulation 
scenarios under A2 (Figures 7.10a and 7.11a). For either B1 or A2, the predicted increases for 
Fur1 was slightly larger than those for Fur2. On the other hand, for the sea levels at reference 
year 2113, the mean of peak discharges at the watershed outlet was predicted to increase by 
13.311 to 13.328 m3 s-1 for the simulation scenarios under B1 (Figures 7.2a and 7.3a); 13.328 to 
13.336 m3 s-1 for the simulation scenarios under A1B (Figures 7.6a and 7.7a); and 13.322 to 
13.338 m3 s-1 for the simulation scenarios under A2 (Figures 7.10a and 7.11a). For either B1 or 
A1B, the predicted increase for Fur1 was smaller than that for Fur2. As expected, regardless of 
the emission scenarios and future periods, the increase at the watershed outlet was predicted to 
be larger than that at any other junctions. The mean of peak discharges at the outlet would 
increase to 17.219 m3 s-1 at reference year 2113. In response, the mean of peak flood stages at the 
junctions was predicted to increase by 0.002 to 0.588 m (Figures 7.4a, 7.5a, 7.8a, 7.9a, 7.12a, 
and 7.13a), depending on the simulation scenario and junction of interest.  
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Similarly, the minimums and maximums of peak discharges as well as flood stages were 
predicted to gradually increase in the future years regardless of the CC scenarios (panel b and c 
in Figures 7.2 to 7.13). In the future, larger peak discharges and flood stages were predicted to 
occur more often, as indicated by the decreased Cs values (panel d in Figures 7.2 to 7.13), while 
those larger peak discharges and flood stages would become less scattered around the responding 
means which meant extreme flooding would tend to stay longer as well, as indicated by the 
decreased Cv values (panel e in Figures 7.2 to 7.13). This implies that in the future the watershed 
would probably incur more frequent flooding with a larger magnitude as a result of climate 
change and/or sea level rise.  
Historically, the water table beneath the western part of the watershed was higher than that 
beneath the eastern part. (Table 7.2), but the groundwater flow direction exhibited an 
inconsistent spatial pattern (Figure 7.14, Wang et al., in press). Herein, the western part refers to 
the area drained by Western Branch, while the eastern part refers to the area drained by Eastern 
Branch and Broad-Linkhorn Bay (Figure 5.1). Excluding subcatchments 7, 9, 10, and 21, 
beneath which the mean annual water table was higher than 4.65 m, the spatially-averaged mean 
annual water beneath the western part ranged from 4.22 m under CC scenario Fur1_A1B to 4.28 
m under Fur1_B1, with a mean of 4.25 m, while the spatially-averaged mean annual water table 
beneath the eastern part ranged from 3.68 m under CC scenario Fur1_B1 to 3.76 m under 
Fur1_A1B, with a mean of 3.72 m. Such a difference of water table might result in a west-to-east 
hydraulic gradient of 0.25‰. Under all simulation scenarios (Tables 7.2 to 7.8), across the 
western part, the water table beneath an upper (e.g. S23 or S25) or a lower (e.g., S5 or S14) 
subcatchment was predicted to be higher than that beneath a middle subcatchment (e.g., S16 to 
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S19), whereas, across the eastern part, the water table was predicted to have an overall upstream-
to-downstream (i.e., southeast-to-northwest) hydraulic gradient.  
In addition to these overall spatial patterns of water table, subcatchments 17 and 19 which 
had lower water table than surrounding subcatchments were predicted to be groundwater sink, 
with a net inflow from the shallow aquifers beneath their adjacent subcatchment. In the future, 
SLR and CC was predicted to continuously raise water table beneath the eastern part probably 
resulting from sea water intrusion in the shallow aquifer, whereas, the increases of water table 
beneath the western part were predicted to be much smaller. In relative to that in baseline year 
2013, the water table was predicted to increase by 0.00 to 0.97 m at reference year 2023 and 
from 0.98 to 1.23 m at reference year 2113, depending on the subcatchment of interest and 
emission scenario (Tables 7.2 to 7.8). The largest increase of water table would occur beneath 
subcatchment S10 under B1. Moreover, water table was predicted to raise more for Fur1 than for 
Fur2 under B1 and A2, whereas, water table was predicted to raise less for Fur1 than for Fur2 
under A1B.          
 
7.3 Discussion 
The observations at Swells Point indicated that sea level has been steadily rising at a rate of 
4.21 to 5.16 mm yr-1 (depending on the month of interest) in the past 65 years. This is compatible 
with the value (4.52 ± 0.66 mm yr-1) reported by Boon et al. (2010) but higher than the global 
average SLR rate of 1.3 to 2.3 mm yr-1 over 1961 to 2003 reported by IPCC (2007). The higher 
value can be partially due land subsidence of Hampton Road Area. In addition, the observations 
revealed that a significant abrupt increase occurred around 1983. The rising rate after 1983 
became much faster than that before this year (5.8 versus 3.9 mm yr-1 at annual time scale). At 
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global scale, an abrupt increase of rising rate occurred around 1993, with a post-1993 rate of 2.4 
to 3.8 mm yr-1 (IPCC, 2007). On the other hand, due to increased emission of Green House 
Gasses (GHG), the annual precipitation was found to increase at a rate of 0.35 to 1.0 mm yr-1, 
which is consistent with the finding of EPA (2010), and the mean annual temperature would 
increase by equivalently 0.02 to 0.04 ºC yr-1 for another century. As a result of SLR and CC, 
both larger peak discharges and higher flood stages would occur more often. Meanwhile, either 
SLR or CC independently could cause increase in peak discharges. The larger peak discharges 
can mainly be attributed to that the increased water table will likely elevate average levels of soil 
moisture, whereas, the higher flood stages can be attributed to the back-water effects of rising 
sea levels, increased precipitation, and the larger discharges. Meanwhile, subcatchments with 
more extensive tidal water connections are more likely to have lager elevated water table than 
more inland subcatchments, thus areas along the eastern shoreline may face more severe natural 
environmental issue than rest part of the Lynnhaven River Watershed. 
 
7.4 Sub-conclusion 
This chapter used the SWMM model to predict the long-term changes of discharge, stage, 
and water table as influenced by SLR and CC for the Lynnhaven River watershed, a mid-Atlantic 
coastal watershed that is hydraulically connected with Chesapeake Bay. The results indicated 
that SLR and/or CC will likely result in larger peak discharges and higher flood stages, which 
would occur more often and have a longer duration. This implies that in the future the study 
watershed would likely incur more frequent flooding with a larger magnitude. In relative to 
baseline year 2013, at reference year 2113, the mean peak discharge and flood stage at the lower 
part of the watershed near the watershed outlet would be increased by 13.311 to 13.338 m3 s-1 
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and 0.171 to 0.588 m, respectively, depending on the emission scenario. As expected, these 
predicted increases, which reflected the combined effects of SLR and CC, were larger than the 
increases reported by Wang (in press), which reflected the effects of SLR only. Moreover, SLR 
will likely cause more saltwater to intrude into the shallow aquifer beneath the eastern part than 














































































































































































































Figure 7.2. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak discharges at the model junctions (Figure 5.1) for 








































































































































































































































Figure 7.3. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak discharges at the model junctions (Figure 5.1) for 




























































































































































Figure 7.4. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak stages at the model junctions (Figure 5.1) for Simulation 


























































































































































Figure 7.5. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak stages at the model junctions (Figure 5.1) for Simulation 



































































































































































































































Figure 7.6. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak discharges at the model junctions (Figure 5.1) for 






































































































































































































































Figure 7.7. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak discharges at the model junctions (Figure 5.1) for 




























































































































































Figure 7.8. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak stages at the model junctions (Figure 5.1) for Simulation 
























































































































































Figure 7.9. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak stages at the model junctions (Figure 5.1) for Simulation 


































































































































































































































Figure 7.10. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak discharges at the model junctions (Figure 5.1) for 






































































































































































































































Figure 7.11. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak discharges at the model junctions (Figure 5.1) for 






























































































































































Figure 7.12. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak stages at the model junctions (Figure 5.1) for Simulation 






















































































































































Figure 7.13. Plots showing the predicted: (a) mean, (b) minimum, (c) maximum, (d) coefficient of skew 
(Cs), and (e) coefficient of variation (Cv), of peak stages at the model junctions (Figure 5.1) for 
















































Figure 7.14. Map showing the Lynnhaven River watershed and its subcatchments, superimposed by the 
















Table 7.2. Summary statistics of the simulated historical water table.[1] 
Subcatchment[2] Historical Water Table (m) 
Mean Min Max Std Skew 
S4 1.55 0 2.56 0.33 0.07 
S5* (West) 4.4 1.81 4.97 0.48 -1.82 
S6 1.68 0.67 4.69 0.52 1.87 
S7* 6.96 4.09 7.37 0.5 -2.66 
S8 2.4 0.93 6.1 0.74 1.74 
S9 4.8 2.21 5.7 0.6 -1.42 
S10 5.06 3.75 8.87 0.81 1.65 
S11 3.48 0.87 4.13 0.52 -1.58 
S12* 3.49 1.25 4.3 0.48 -0.9 
S13* 3.6 0.73 3.91 0.49 -3.71 
S14* 4.43 1.68 5.05 0.54 -1.7 
S15 2.72 1.34 5.89 0.68 1.51 
S16 (West) 3.07 1.27 4.87 0.67 0.21 
S17 2.78 0.44 3.57 0.52 -0.92 
S18* (West) 4.54 2.56 6.1 0.65 -0.15 
S19 (West) 2.13 0.02 2.88 0.42 -0.48 
S20* 4.32 1.38 4.53 0.41 -4.67 
S21 4.66 2.74 6.46 0.73 0.02 
S22* 3.69 0.78 3.88 0.41 -4.94 
S23* (West) 2.57 1.68 5.19 0.46 1.97 
S24 4.44 2.21 5.87 0.71 -0.31 
S25* (West) 4.35 1.65 4.9 0.5 -2.02 














Table 7.3. Simulated changes in water table for scenario Fur1_B1 defined in table 7.1.[1] 
Subcatc-
-hment 

































S4 0.22 0.25 0.27 0.28 0.30 0.31 0.33 0.35 0.37 0.39 0.41 
S5 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 
S6 0.29 0.33 0.35 0.37 0.39 0.42 0.44 0.47 0.50 0.53 0.56 
S7 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 
S8 0.45 0.49 0.51 0.53 0.55 0.58 0.60 0.63 0.66 0.69 0.72 
S9 0.21 0.22 0.22 0.23 0.23 0.24 0.24 0.25 0.25 0.26 0.26 
S10 0.97 1.01 1.03 1.05 1.07 1.09 1.12 1.14 1.17 1.20 1.23 
S11 0.16 0.17 0.18 0.18 0.19 0.19 0.20 0.20 0.21 0.21 0.22 
S12 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
S13 0.03 0.03 0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04 0.04 
S14 0.17 0.18 0.18 0.19 0.19 0.19 0.20 0.20 0.20 0.21 0.21 
S15 0.50 0.55 0.56 0.58 0.61 0.63 0.66 0.68 0.71 0.74 0.77 
S16 0.49 0.51 0.53 0.54 0.55 0.57 0.59 0.61 0.63 0.65 0.67 
S17 0.22 0.24 0.24 0.25 0.26 0.27 0.28 0.28 0.29 0.30 0.31 
S18 0.50 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.52 0.52 0.53 
S19 0.18 0.20 0.20 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 
S20 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 
S21 0.63 0.66 0.67 0.68 0.69 0.71 0.72 0.73 0.75 0.76 0.78 
S22 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.03 
S23 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 
S24 0.50 0.52 0.53 0.54 0.55 0.56 0.57 0.59 0.60 0.61 0.63 
S25 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 
















Table 7.4. Simulated changes in water table for scenario Fur2_B1 defined in Table 7.1.[1] 
Subcatc-
-hment 

































S4 0.17 0.21 0.22 0.24 0.25 0.27 0.29 0.31 0.33 0.35 0.37 
S5 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 
S6 0.22 0.27 0.28 0.31 0.33 0.35 0.38 0.41 0.44 0.47 0.50 
S7 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 
S8 0.34 0.38 0.40 0.42 0.45 0.47 0.50 0.53 0.55 0.58 0.62 
S9 0.16 0.17 0.17 0.18 0.18 0.19 0.19 0.20 0.20 0.21 0.22 
S10 0.73 0.77 0.79 0.81 0.83 0.85 0.88 0.91 0.94 0.96 1.00 
S11 0.12 0.13 0.14 0.14 0.15 0.15 0.16 0.17 0.17 0.18 0.18 
S12 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 
S13 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.03 0.03 
S14 0.13 0.14 0.14 0.15 0.15 0.15 0.16 0.16 0.17 0.17 0.18 
S15 0.38 0.43 0.45 0.47 0.49 0.51 0.54 0.57 0.60 0.63 0.66 
S16 0.38 0.41 0.42 0.44 0.45 0.47 0.49 0.51 0.53 0.56 0.58 
S17 0.17 0.19 0.19 0.20 0.21 0.22 0.23 0.24 0.25 0.26 0.27 
S18 0.40 0.40 0.40 0.40 0.40 0.41 0.41 0.41 0.42 0.42 0.43 
S19 0.14 0.16 0.16 0.17 0.18 0.19 0.20 0.21 0.22 0.23 0.24 
S20 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
S21 0.51 0.53 0.54 0.55 0.57 0.58 0.60 0.61 0.63 0.65 0.67 
S22 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02 
S23 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 
S24 0.40 0.43 0.44 0.45 0.46 0.47 0.49 0.50 0.51 0.53 0.54 
S25 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 














Table 7.5. Simulated changes in water table for scenario Fur1_A1B defined in Table 7.1.[1] 
Subcatc-
-hment 


































S4 0.17 0.20 0.22 0.23 0.25 0.27 0.29 0.30 0.32 0.34 0.37 
S5 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 
S6 0.20 0.25 0.27 0.29 0.31 0.34 0.36 0.39 0.42 0.45 0.48 
S7 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 
S8 0.32 0.37 0.39 0.41 0.43 0.46 0.48 0.51 0.54 0.57 0.60 
S9 0.15 0.16 0.17 0.17 0.17 0.18 0.18 0.19 0.20 0.20 0.21 
S10 0.71 0.75 0.77 0.79 0.81 0.83 0.86 0.89 0.92 0.95 0.98 
S11 0.11 0.13 0.13 0.13 0.14 0.14 0.15 0.16 0.16 0.17 0.18 
S12 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 
S13 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 
S14 0.13 0.14 0.14 0.14 0.14 0.15 0.15 0.16 0.16 0.17 0.17 
S15 0.36 0.41 0.42 0.45 0.47 0.49 0.52 0.55 0.58 0.61 0.64 
S16 0.36 0.39 0.40 0.42 0.43 0.45 0.47 0.50 0.52 0.54 0.56 
S17 0.16 0.18 0.18 0.19 0.20 0.21 0.22 0.23 0.24 0.25 0.26 
S18 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.40 0.41 0.42 
S19 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20 0.22 0.23 0.24 
S20 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 
S21 0.49 0.51 0.52 0.54 0.55 0.56 0.58 0.60 0.61 0.63 0.65 
S22 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
S23 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.21 0.21 0.21 0.21 
S24 0.38 0.41 0.41 0.42 0.44 0.45 0.46 0.48 0.49 0.50 0.52 
S25 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 














Table 7.6. Simulated changes in water table for scenario Fur2_A1B defined in Table 7.1.[1] 
Subcatc-
-hment 


































S4 0.21 0.24 0.25 0.27 0.28 0.30 0.32 0.33 0.35 0.37 0.40 
S5 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 
S6 0.26 0.30 0.32 0.34 0.37 0.39 0.42 0.44 0.47 0.50 0.54 
S7 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 
S8 0.41 0.45 0.47 0.49 0.51 0.54 0.56 0.59 0.62 0.65 0.68 
S9 0.18 0.19 0.19 0.20 0.20 0.21 0.21 0.22 0.23 0.23 0.24 
S10 0.89 0.93 0.95 0.97 0.99 1.01 1.04 1.07 1.10 1.13 1.16 
S11 0.14 0.15 0.15 0.15 0.16 0.16 0.17 0.17 0.18 0.19 0.19 
S12 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17 
S13 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.03 0.03 
S14 0.15 0.16 0.16 0.16 0.17 0.17 0.17 0.18 0.18 0.19 0.19 
S15 0.46 0.50 0.52 0.54 0.56 0.59 0.61 0.64 0.67 0.70 0.73 
S16 0.44 0.47 0.48 0.50 0.51 0.53 0.55 0.57 0.59 0.61 0.63 
S17 0.19 0.21 0.22 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 
S18 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47 0.48 0.49 
S19 0.15 0.17 0.18 0.19 0.20 0.21 0.22 0.23 0.24 0.25 0.26 
S20 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
S21 0.58 0.60 0.61 0.63 0.64 0.65 0.67 0.68 0.70 0.71 0.73 
S22 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 
S23 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.26 
S24 0.45 0.48 0.49 0.49 0.50 0.52 0.53 0.54 0.55 0.57 0.58 
S25 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 














Table 7.7. Simulated changes in water table for scenario Fur1_A2 defined in Table 7.1.[1] 
Subcatc-
-hment 

































S4 0.22 0.25 0.26 0.28 0.29 0.31 0.32 0.34 0.36 0.38 0.40 
S5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 
S6 0.27 0.32 0.33 0.35 0.38 0.40 0.43 0.46 0.48 0.52 0.55 
S7 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 
S8 0.43 0.47 0.49 0.51 0.54 0.56 0.59 0.61 0.64 0.67 0.70 
S9 0.20 0.20 0.21 0.21 0.22 0.22 0.23 0.23 0.24 0.24 0.25 
S10 0.95 0.99 1.01 1.02 1.05 1.07 1.10 1.12 1.15 1.18 1.21 
S11 0.15 0.16 0.16 0.17 0.17 0.18 0.18 0.19 0.19 0.20 0.20 
S12 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.18 0.18 
S13 0.02 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03 0.03 0.03 
S14 0.16 0.17 0.17 0.18 0.18 0.18 0.19 0.19 0.19 0.20 0.20 
S15 0.48 0.53 0.54 0.56 0.59 0.61 0.64 0.67 0.69 0.72 0.75 
S16 0.47 0.49 0.51 0.52 0.53 0.55 0.57 0.59 0.61 0.63 0.65 
S17 0.20 0.22 0.23 0.24 0.24 0.25 0.26 0.27 0.28 0.29 0.30 
S18 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.50 0.51 0.51 
S19 0.17 0.19 0.19 0.20 0.21 0.22 0.23 0.24 0.25 0.26 0.27 
S20 0.02 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03 0.03 0.03 
S21 0.61 0.63 0.64 0.66 0.67 0.68 0.70 0.71 0.73 0.74 0.76 
S22 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
S23 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 
S24 0.47 0.50 0.50 0.51 0.52 0.54 0.55 0.56 0.57 0.58 0.60 
S25 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.12 














Table 7.8. Simulated changes in water table for scenario Fur2_A2 defined in Table 7.1.[1] 
Subcatc-
-hment 

































S4 0.20 0.23 0.24 0.26 0.27 0.29 0.31 0.33 0.35 0.37 0.39 
S5 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 
S6 0.25 0.29 0.31 0.33 0.35 0.38 0.40 0.43 0.46 0.49 0.52 
S7 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 
S8 0.39 0.43 0.45 0.47 0.50 0.52 0.55 0.57 0.60 0.63 0.66 
S9 0.16 0.17 0.17 0.18 0.18 0.19 0.19 0.20 0.21 0.21 0.22 
S10 0.87 0.91 0.93 0.95 0.97 0.99 1.02 1.05 1.07 1.10 1.14 
S11 0.12 0.13 0.13 0.14 0.14 0.15 0.15 0.16 0.16 0.17 0.18 
S12 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 
S13 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 
S14 0.13 0.14 0.14 0.14 0.15 0.15 0.16 0.16 0.17 0.17 0.18 
S15 0.44 0.48 0.50 0.52 0.54 0.57 0.60 0.62 0.65 0.68 0.71 
S16 0.42 0.45 0.46 0.48 0.49 0.51 0.53 0.55 0.57 0.59 0.61 
S17 0.17 0.19 0.20 0.20 0.21 0.22 0.23 0.24 0.25 0.26 0.27 
S18 0.44 0.44 0.44 0.44 0.44 0.44 0.45 0.45 0.45 0.46 0.47 
S19 0.14 0.15 0.16 0.17 0.18 0.19 0.20 0.21 0.22 0.23 0.24 
S20 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 
S21 0.56 0.58 0.59 0.60 0.61 0.63 0.64 0.66 0.67 0.69 0.71 
S22 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
S23 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
S24 0.43 0.45 0.46 0.47 0.48 0.49 0.50 0.52 0.53 0.54 0.56 
S25 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 















CHAPTER 8:  
CONCLUSIONS AND GENERAL DISCUSSION 
8.1 Overall Conclusions 
This dissertation assessed combined effects of climate change (CC) and sea level rise (SLR) 
on the hydrology of the 170 km2 Lynnhaven River watershed, located within the Chesapeake 
Bay Watershed and hydraulically connected with mid-Atlantic Ocean. Herein, as a typical 
coastal watershed, the Lynnhave River watershed was used as a testing bed. The assessment was 
conducted by: 1) downscaling the predictions of precipitation and air temperature by eight 
Regional Climate Models (GCMs) for three emission scenarios, namely B1, A1B, and A2; 2) 
predicting the sea levels at ten future reference years between 2023 and 2113; 3) formulating 60 
simulation scenarios by combining future climates and sea levels; and 4) setting up and using a 
Storm Water Management Model (SWMM) to simulate the peak discharges, flood stages, and 
water tables for the simulation scenarios.  
Four approaches, namely Transfer Function Method, Stochastic Weather Generator, Change 
Factor Method, and Inverse Distance Square, were used to downscale the climate predictions, 
while the Mann-Kendal test was used to estimate the rising rates of sea level. To minimize the 
downscaling uncertainties, the ensemble means of the results from these four downscaling 
methods were used to represent the future climates. The CC influence was determined for two 
future periods of 2046 to 2065 (designated as Fur1) and 2081 to 2099 (designated as Fur2), with 
the baseline period of 1961 to 1999, whereas, the SLR influence was determined on a monthly 
basis for the reference years of 2023, 2033, 2043, 2053, 2063, 2073, 2083, 2093, 2103, and 2113, 
with the baseline year of 2013. In addition to the national datasets of topography, soils, land 
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use/land cover, imperviousness, and water table, this dissertation also used the observed data on 
daily precipitation and minimum and maximum temperatures at Norfolk International Airport 
(COOP ID#: 446139; 36°54′12ʺN, 76°11′32ʺW), the observed data on hourly sea level at Sewells Point 
(ID#: 8638610; 36°56′48ʺ N, 76°19′48ʺ W), and the measured data on runoffs from three storm 
events.  
For the study watershed, as a result of CC, the annual precipitation would likely increase in 
the future at an overall rate of 0.35 to 1.0 mm yr-1. The annual precipitation for either period 
Fur1 or Fur2 was predicted to be larger than that for the baseline period, the annual precipitation 
for period Fur2, however, was predicted to be smaller than that for period Fur1. Similarly, the 
mean annual temperature was predicted to increase for both period Fur1 and Fur2, with an 
almost same warming rate of 0.02 to 0.04ºC yr-1. On the other hand, the future sea level was 
predicted to rise by 0.052 to 0.459 m from 2023 to 2113 in relative to the baseline year of 2013.  
The SWMM model well captured the rising, primary peak, and recession of the transferred 
flow hydrograph of the calibration/validation storm events in one subcatchment. In addition, the 
model also successfully traced the dynamics of groundwater flow and its interactions with 
percolation from the overland and surface water bodies. The sensitivity analysis indicated that 
any errors in the model parameters may have more influences on simulated peak discharges. 
The SWMM model simulation results indicated that the long-term changes of discharges, 
stage, and water table were influenced by SLR and CC. SLR and/or CC will likely result in 
larger peak discharges and higher flood stages with increasing frequency and duration. In relative 
to baseline year 2013, at reference year 2113, the mean peak discharge and flood stage at the 
watershed outlet would be overall increased by 13.311 to 13.338 m3 s-1 and 0.017 to 0.588 m, 
respectively, depending on the emission scenario. As expected, the combined impact of SLR and 
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CC on the watershed hydrology were larger than the individual impacts of SLR only. This 
implies that in the future the watershed would probably incur more frequent flooding with a 
larger magnitude as a result of CC and/or SLR. In addition, SLR would likely cause more 
saltwater to intrude into the shallow aquifer beneath the eastern part than that beneath the 
western part of the study watershed.  
 
8.2 General Discussion 
CC and SLR can jointly press more hydrological and hydraulic pressure on the communities 
in Chesapeake Bay Watershed (CBW) (McFarlane, 2013), within which the Lynnhaven River 
watershed is located. Increasing magnitudes and frequencies of heavy rainfall events and higher 
tides have resulted in more frequent and larger floods; these impacts are expected to continue to 
increase (Eggleston and Pope, 2013). Concerted efforts are now being made to develop 
adaptation strategies to CC/SLR and thus improve resilience to these joint impacts. In present, 
such efforts may be limited because the information is very scarce in existing literature on 
combined effects of CC and SLR on peak discharge, flood stage, and water table. Previous 
studies (e.g., Sallenger et al., 2012) mainly studied either impacts of CC or SLR rather than those 
of both. Kirwan and Megonigal (2013) and Yang et al. (2014) found that SLR could exacerbate 
tidal flooding and saltwater intrusion, whereas, some other studies (e.g., Nuttle and Portnoy, 
1992; Akumu et al., 2011; Hong and Shen, 2012; Rice et al., 2012; Urquhart et al., 2014) focused 
on inundation and shoreline erosion. On the other hand, previous studies on CC primarily 
focused on predictions of future temperature and precipitation (Mearns et al., 2009; Najjar et al., 
2010). In contrast, this dissertation developed an approach to model combined effects of CC and 
SLR, which will probably fill an important information gap. This approach can be migrated to 
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other coastal watersheds with concerns of CC and SLR, while the results of this dissertation may 
be directly used to develop, design, and optimize adaptation measures for the Lynnhaven River 




SUMMARY OF RECOMMENDATIONS FOR FUTURE RESEARCH 
Future research should enhance the following aspects to further advance our understanding of 
combined effects of climate change and sea level rise on the hydrology of coastal watersheds. 
• To better represent spatial variations of precipitation and temperature, downscaling
processes should be based on observations at multiple sites. In addition, dynamic downscaling 
methods should be used to better reflect the physical mechanisms of atmospheric dynamics.  
• To reduce the modeling uncertainties, data on streamflow and water table should be
collected at multiple monitoring locations to better calibrate/validate hydrologic model. 
• More coastal watersheds, which share similar geological and hydrological conditions and
under stress of both CC and SLR, in the mid-Atlantic region need to be studied to draw overall 
conclusions for the whole region.   
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A.1 Vulnerable Coastal Regions of USA 
Karegar et al. (2016) delineated the USA coastal areas that are predicted to be vulnerable to sea 
level rise (SLR) and shown in Figure 1.  The areas are grouped into Region 1 by Gehrels et al. 
(2004), Regions 2-17 by Engelhart et al. (2009), Engelhart and Horton (2012), and Nikitina et al. (2015), 
and Region 18 by Kemp et al. (2014).  
 
Figure A.1. Map showing the vulnerable coastal regions, superimposed by the land subsidence vertical 
velocity.  Red line shows the Fall Line, a boundary between compressible coastal plain sediments and 
incompressible bedrock of the Piedmont Province (Meng and Harsh, 1988). Circle color indicates 




A.2 Selected Pictures of Flooding 
 
Figure A.2. Areas of the USA east and Gulf coasts susceptible to coastal inundation following a 3.3ft (1.0 
m; pink shading) or 19.8 ft (6.0 m; red shading) sea level rise (SLR). Pie charts show the percentage 






Figure A.3. Flooding in the Plaza Shops in the wake of Hurricane Sandy in Manhattan occurred in 2012. 
(Allison Joyce/Getty Images, 2017). 
 
Figure A.4. A submerged vehicle in the underpass on Virginia Beach Blvd. near Tidewater Dr. It is 
revealed in Norfolk Monday morning on October 10, 2016 as pumps were being used to pump water 




Figure A.5. Flood recording in North Carolina after Hurricane Matthew occurred in 2016. Interstate 95 
was flooded in Lumberton, North Carolina. (Reuters, 2017). 
Figure A.6. A flooded city street in Miami at high tide. (Siralbertus, 2017). 
Figure A.7. The flooded Canal Street  in New Orleans, Louisana, a day after Hurricane Katrina occurred in 
2005. (Getty Images, 2017). 
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