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Abstract  
A scale model of a tractor-trailer truck was de- 
veloped as a testbed for control algorithms. 
The truck operates in autonomous or semi- 
autonomous modes. An on-board Pentium 
computer with a PC104 bus performs the com- 
putations and data collection. Various sen- 
sors and a wireless transceiver are on-board 
the truck. Our research focus has been in the 
autonomous control of vehicles using intelli- 
gent systems. For this document we have em- 
ployed a multi-resolutional hierarchy to plan 
a path for the tractor-trailer truck. The hier- 
archy starts with a simple path then warps it 
around obstacles. The modular construction of 
the hierarchy will allow more intelligent agents 
to perform some of tasks. The current system 
has some limitations as to  the placement of 
obstacles, however, it is an extremely fast al- 
gorithm and is able to handle some motion of 
the obstacles. 
1 Introduction 
In our previous work, the truck has been used 
as a testbed in non-linear dynamics, neuro- 
control, and fuzzy logic control applications [I- 
41. Additional earlier work was presented in [5- 
71. Figure 1 shows the scale model. 
The'truck is outfitted with a number of sen- 
sors and processing components. The sensors 
Figure 1: The scale model trailer-truck with all 
the components. 
range from simple potentiometers to measure 
articulation and steering angles, to  an ultra- 
sonic, position-tracking system. The truck is 
also measured by an optical shaft encoder to 
sense speed and accelerometers to sense mo- 
tion on the trailer. The main computing power 
is from an embedded Pentium-class computer. 
The computer has a PC104f bus for compact 
operation. It is able to communicate with out- 
side world via a wireless transceiver. Addi- 
tionally, a micrwcontroller is on-board, due to 
space limitations, to process the signals inside 
the cab of the truck. 
The current control scheme utilizes a multi- 
resolutional hierarchy to solve the problem of 
speed in creating the path 'And the ability to 
avoid obstacles. In a multi-resolutional hier- 
archy each level has a complete picture of the 
control system to various levels of detail. The 
lowest level will contain the actual control sig- 
nals t o  the servos of the system, yet the amount 
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of information is limited. Each level of the hi- 
erarchy will know how to complete the com- 
mand given to it by the previous level. The 
top level sets the goal. 
The hierarchy increases the ability of path 
planning in two ways. First, each level has 
only a certain range of information to learn. 
Second, since the hierarchy is modular by na- 
ture, a problem at one level is likely to just 
require retraining of that level. This is also 
true for the case of changing environments. 
Presently, each level of the hierarchy is a fixed 
algorithm rather than an intelligent agent. 
Much is known about the truck system and 
the environment we are currently using. Given 
this information, we developed each level’s al- 
gorithm knowing what situations were likely. 
With the success we will show here, further 
intelligent agents will be developed to handle 
even larger classes of situations. 
2 The Multi-Resolutional Hierarchy 
The hierarchy we created has six levels. The 
top level, Level A, has the duty of determin- 
ing if the target has been reached. Level B 
then adjusts the straight line path around any 
obstacle that the line crosses. Level C refines 
the path to eliminate any unnecessary turns 
from the path. Level D smooths the path so 
that any corner can then be navigated by the 
truck. Level E calculates the time steps be- 
tween sample points, the velocity the truck will 
move, the angle profile of the trailer to follow 
the path, the angle profile of the cab to move 
the trailer, and the angle profile of the steer- 
ing tires to move the cab. Level F contains a 
feedback loop with the truck sensors to provide 
the signals to the truck actuators to follow the 
path and angle profiles. 
The action of Level A was motivated hy our 
previous work. In our previous work we 
trained a neural network using training vectors 
developed through the use of a path planning 
algorithm developed by Rensselaer Polytechnic 
Institute (RPI) [4,8]. We showed how the ap- 
proach we took improved upon work done by 
RPI and that it had advantages over other neu- 
ral network and fuzzy logic implementations of 
the truck backing problem as found in [9,10]. 
We learned that we only had to come up with 
a path that was somewhat close to being viable 
and the control system would follow it. 
Level A has as its inputs the positions of known 
obstacles, the current position of the truck, 
and if any previous path has been calculated. 
The current position is used to generate the 
straight path. If the system has already gen- 
erated a path, Level A can take that as the 
starting path to send to the other levels. If 
the obstacles are all still in the same location, 
the path will remain unchanged. If, however, 
an obstacle moves to a new location that in- 
tersects the existing path, the hierarchy will 
refine the path to avoid this obstacle. In this 
way, a motion such as an oscillation of an ob- 
stacle can be incorporated into the system so 
that the path avoids the moving obstacle. This 
memory aspect will be further studied in future 
work. 
Level B has the duty of creating straight line 
segments around obstacles. The obstacle lo- 
cations are provided to Level B as well as the 
current path. The algorithm simply checks to 
see if a segment from the current path crosses 
an obstacle. If an intersection is detected, the 
algorithm cuts the segment that has the error. 
It then draws straight lines around the obsta- 
cle that will get the path closest to the other 
existing segments. It then connects the point 
at the end of the excursion around the obstacle 
to the next path point. 
The obstacle data are provided to Level B by 
means of an error map. Figure 2 show an ex- 
ample of an error map. An obstacle and the 
side walls are represented by a value of one. 
The error then decreases to zero at a meter 
from the obstacle. This allows the algorithm 
to know if it is getting close to an obstacle. 
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Table 1: Level descriptions in the multi-resolutional hierarchy 
Level I Action I Input I output 
A I Determine target I Obstacle position I Obstacle position I 
B 
C 
Create initial path Current position Current position 
Adjust path Current position Obstacle clearance path 
(around obstacles) Obstacle position Obstacle position 
Refine path Obstacle position Refined path 
Current path Current path 
Current path 
I (remove extra turns) I Obstacle clearance path I 
D I Smooth path I Refined path I Smoothed path 




Control actuators Velocity profile Steering voltage 
(follows profiles) Displacement profile Drive voltage 
Angle profiles 
Figure 2: An example of an error-field map used 
by the obstacle avoidance level. 
The next two levels have much simpler func- 
tions, but require more detail. Level C has the 
duty of removing unnecessary turns. The out- 
put of Level B can potentially create a turn 
that can be avoided. Level C looks at a point 
and checks to see if the previous and follow- 
ing point can be connected without intersect- 
ing an object. Level D takes the refined path 
and smooths the corners. The path created by 
Level D is stored and sent back to the top level 
to be used by the next iteration. 
Level E has extremely detailed information 
about the truck. The dimensions, maximum 
velocity and acceleration, as well as limits on 
the steering are all known at this level. Level 
E knows what the time step size will be from 
one path point to the next. From the time step 
data and the dynamics of the truck a velocity 
profile can be created along the path. Then 
the trailer, cab ,and steering angles can be cal- 
culated for the particular path point. 
In an experiment performed on the neural net- 
work controller, it was found that we could 
take the path generated by the neural network 
and warp it. When we warped it, we only 
stretched the x and y coordinates. We did 
not change the angle information. In doing so, 
we created situations that are physically im- 
possible. Primarily, we had the trailer moving 
perpendicular to its long axis. However, when 
we took this warped path and entered it into 
the control system, the truck nearly made it to 
the target. During the section that was phys- 
ically impossible, the truck strayed from the 
path, but was constantly trying to get back on 
track. When the truck reached the section that 
was not warped as much, it was almost able to 
get back to the path. In another experiment, 
it did make it to back to the path. Our con- 
clusion from these experiments was that the 
truck system is linearized about the path. In 
this way, as long as the path stays within the 
region of convergence for the linear controllers 
on the truck the truck will eventually be able 
to follow the path. 
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Given that we only have to get close to a viable 
path, we have certain freedoms in calculating 
the path points. Between Level D and Level E 
we are able to produce turns that may not be 
possible by the truck, but if we allow enough 
room for the truck it will follow the path. A 
one meter buffer between the path and the ob- 
stacles was created for this reason. 
Level F has the most detail of all the levels. 
Level F contains the linear controllers used 
on the truck. Each path position is applied 
to the linear controllers at a particular time. 
The controllers then compare the actual sen- 
sor data with desired path data to create the 
control signal to the actuators. 
3 Simulation Results 
Figure 3 shows the obstacle, the initial truck 
location, and the initial straight line path given 
to the algorithm. Without the horizontal sec- 
tions the truck might have to pull forward be- 
fore being able to turn. At this time, we only 
wanted reverse motion on the truck. Addition- 
ally, the horizontal section at the end of the 
path is to allow the truck to end with a zero 
angle on the trailer measured from the hori- 
zontal axis at the target. 
Figure 3: Initial conditions and initial path en- 
tered in the algorithm. 
Given the obstacle locations, Level B, is able to 
generate a path around the obstacle. Figure 4 
shows the path around the obstacle compared 
to the initial path. 
Figure 4: Obstacle avoidance path calculated by 
Level B. 
The Obstacle avoidance path is then refined 
to eliminate the unnecessary turns. This sim- 
plified path is shown compared to the obstacle 
avoidance path in Figure 5. Level C eliminated 
the unnecessary turns created after the obsta- 
cle avoidance stage. 
*a 2 . . I I. I> I. I. 
Figure 5: Simplified path calculated by Level C 
to eliminate unnecessary turns. 
Figure 6 shows the smoothing of the simplified 
path. The sharp corners are rounded to create 
a path that the truck can follow. It is known 
that the truck can change approximately 1/2 
of a degree in one time step. So the corners are 
smoothed to this rate of change on the angle 
of the path. The actual system will may not 




Figure 6: Smoothed path calculated by Level D 
from the simplified path. 
The output of Level E is illustrated by Fig- 
ure 7. The figure shows the smoothed path 
that the truck is to follow and the calculated 
angles of the truck at particular points. Only 
some of the points are shown in the figure to 
illustrate the motion of the truck. 
Figure 7 The truck trajectory path points cal- 
culated by Level E from the smoothed 
path. 
Finally, the truck trajectory is applied to Level 
F and the actual system. An accurate model 
was created in order to do simulations of the 
system without the need of setting up the phys- 
ical experiment [7]. Figure 8 shows the results 
when the trajectory was used as the input to 
the control system on-board the truck. The 
initial turn was actually too great for the truck 
to track so the truck slipped off the desired 
path. However, as the simulation continued, 
the truck returned to the path, and finished in 
the correct location at the target. Again, only 
some of the data is shown to illustrate the mw 
tion of the truck. 
Figure 8: Simulation results of the truck as it 
follows the desired path. 
A second experiment was run with the obsta- 
cle shifted further down. The same initial path 
was given to the system to see how it would re 
act. Figure 9 shows the various outputs of the 
levels of the hierarchy from Level A to Level E. 
The main difference here is that the initial turn 
is a little longer, so the truck will miss-track 
again in this section, yet it is still within the 
region of convergence of the controllers. Ad- 
ditionally, the truck has to turn up again at  
the end to get back to the target. The truck 
also performs this maneuver successfully. The 
algorithm generated the new path in a just a 
couple of seconds 
Figure 9: The outputs of the various levels~of the 
hierarchy for a new obstacle location. 
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4 Conclusion 
In this document we presented a hierarchical, 
obstacle-avoidance path-planner for use on a 
scale model of a tractor-trailer truck. The scale 
model was previously developed for other intel- 
ligent system experiments. In particular, for 
the autonomous control by a neural network 
path-planner. 
The hierarchical approach helped to eliminate 
problems experienced in our previous work. 
The main advantage of the hierarchy is its 
modular construction. Small parts of the prob- 
lem are able to be solved by the individual lev- 
els. The multi-resolutional aspect of the hier- 
archy is that each level has a complete picture 
of the situation to different degrees of detail 
and information. 
The lowest levels have the most detail as to 
the actual motion of the truck, yet they lack 
the information about the goal or how to avoid 
obstacles. It is the job of the upper levels to 
provide the goal or any other difficult task. 
Since the problem is segmented, each task is 
much easier to solve. With just the simple al- 
gorithms we applied to the current system we 
are able to perform more difficult maneuvers, 
as well as in a much faster time, than we could 
with our previous neural network path plan- 
ning. 
We can now apply more robust intelligent 
agents in each level to try and improve the 
performance of the system. At present, the 
system is restricted to simple obstacles spaced 
a set distance apart. Given how this system is 
structured it will be easier to solve the prob- 
lem of avoiding an obstacle. A system start- 
ing from scratch to solve the whole problem 
of path planning, obstacle avoidance, and con- 
trol of the truck will undoubtedly have a much 
more difficult time and take far longer to reach 
a solution than our system. 
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