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When a relativistically intense p-polarized laser pulse is grazingly incident onto a planar solid-state target, a
slightly superluminal field structure is formed near the target surface due to the incident and reflected waves
superposition. This field structure can both extract the electrons from the target and accelerate them. It is
theoretically shown that the acceleration is possible and stable for a wide range of electron initial conditions.
PIC simulations confirm that this mechanism can actually take place for realistic parameters. As a result,
the electron bunches with charge of tens of nC and GeV-level energy can be produced using a laser intensity
1021–1022 W/cm2. It is also shown that the presence of a preplasma can increase the acceleration rate, which
becomes possible because of more efficient electron injection into the accelerating field structure.
I. INTRODUCTION
Laser-driven electron acceleration is nowadays a
rapidly developing field. It is attributed to the recent
outstanding advances in manufacturing of lasers with ex-
tremely high peak power, which allow to generate ul-
trastrong electric fields (up to ∼ 1012 V/cm with cur-
rently available lasers). As it is several orders of magni-
tude higher than achievable in conventional (microwave)
electron accelerators, it is desirable to utilize these fields
to accelerate the electrons (up to many GeV on a mil-
limeter scale). After that, high-energy electrons may
be employed in, for example, bremsstrahlung-based X-
ray/gamma-ray sources [1–3], all-laser-driven Compton
X-ray/gamma-ray sources [4–6], neutron sources [7] or
sources of coherent THz radiation [8 and 9].
There are two most common approaches to the laser-
driven acceleration problems: laser-plasma electron ac-
celeration, where the interaction of the laser pulse with
plasma may generate longitudinal electric fields which al-
low efficient acceleration (e.g. as in LWFA schemes [10])
and direct laser acceleration or vacuum laser acceleration
[11] where the laser field itself is used to accelerate an
electron. In order to allow electrons to gain energy over
large distances, one usually needs to have a longitudinal
electric field (so the electron which co-propagates with
the laser pulse may be accelerated), but the electric field
in a plane wave is fully transverse. Different schemes have
been proposed for creating a longitudinal field, such as
utilizing highly focused laser pulses [12] or crossed laser
pulses [13–15]. However, those schemes require an exter-
nal electron injector which should be synchronized with
the laser pulses on a femtosecond scale. Another ap-
proach is based on the interaction of a laser pulse with
dense planar targets [16–22], structured targets [23–25] or
waveguides [26 and 27], which allows production of sub-
femtosecond multi-MeV electron bunches which usually
a)Electronic mail: dms@appl.sci-nnov.ru
have high charge because of the high electron density of
the target. Producing such sources of energetic electron
bunches is of much interest among experimentalists over
the last few years [20, 23, 24, and 28].
In the present work, we study analytically and numer-
ically the configuration when a single p-polarized laser
pulse is grazingly incident onto a planar solid-state target
(see Fig. 1). Due to incident and reflected waves super-
position, a slightly superluminal field structure is formed
near the target surface. This field structure can both ex-
tract electrons from the target and accelerate them along
the surface. We theoretically show that the accelera-
tion in the such field is possible on a wide range of elec-
tron initial conditions, so a significant fraction of the ex-
tracted electrons may be trapped and accelerated by the
field, and high-charge electron bunches can be produced.
By means of particle-in-cell simulations, we demonstrate
that the acceleration rate depends linearly on the laser
field strength even at high normalized laser field ampli-
tude a0 (of the order of 50–100), although the interaction
with the surface becomes highly nonlinear and the field
configuration changes. In the simulations, the genera-
tions of the electron bunches with energy up to GeVs
and very high total charge (up to 17.5 nC) is observed.
We also demonstrate a positive effect of the presence of
a preplasma on the bunch charge and electron accelera-
tion rate and show the existence of the optimal preplasma
density, which could be important for experiments in this
area.
II. NEAR-SURFACE ELECTRON ACCELERATION
Let us consider a plain p-polarized electromagnetic
wave obliquely incident from vacuum onto an ideally re-
flecting surface. We introduce the coordinate system as
shown in Fig. 1, with x-axis parallel to the surface, and
z-axis normal to the polarization plane. If θ denotes the
grazing angle (which equals pi/2−ψ, where ψ is the inci-
dence angle), the incident (i) and the reflected (r) fields
above the surface can be written as follows:
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2FIG. 1. Grazing incidence of a laser pulse onto a reflective
planar target. θ denotes a grazing angle, the electron bunch
accelerated by the wave structure is shown in blue.
Ex,i = E0 sin θ cos(kx cos θ − ky sin θ − ωt+ φ0),
Ey,i = E0 cos θ cos(kx cos θ − ky sin θ − ωt+ φ0),
Bz,i = B0 cos(kx cos θ − ky sin θ − ωt+ φ0),
(1)
Ex,r = −E0 sin θ cos(kx cos θ + ky sin θ − ωt+ φ0),
Ey,r = E0 cos θ cos(kx cos θ + ky sin θ − ωt+ φ0),
Bz,r = B0 cos(kx cos θ + ky sin θ − ωt+ φ0),
(2)
where k = 2pi/λ is a vacuum wavenumber, E0 = B0 is
the field amplitude, φ0 is the initial phase.
So the superposition of incident and reflected fields
yields
Ex = 2E0 sin θ sin(ky sin θ) sin(kx cos θ − ωt+ φ0),
Ey = 2E0 cos θ cos(ky sin θ) cos(kx cos θ − ωt+ φ0),
Bz = 2E0 cos(ky sin θ) cos(kx cos θ − ωt+ φ0),
(3)
which is a non-uniform wave which is running along
x with superluminal phase velocity vph = c/ cos θ and
wavelength λx = λ/ cos θ. In the y-direction, the wave
forms a standing structure with the spatial period Λ =
λ/ sin θ. One can verify that the field (3) satisfies the
boundary condition at y = 0 (Ex = 0 and By = 0). A
snapshot of the fields (3) at t = 0, φ0 = 0 and θ = 15
◦
is shown schematically in Fig. 2(a), where arrows corre-
spond to the electric field, and color shows the magnetic
field. It should be noted that the same field structure
may be also formed by two crossed linear-polarized laser
pulses [15], so these formulas are applicable for that case
as well.
A. Maximum energy gain
If we consider a test electron placed at y = Λ/4
at t = 0, it turns out that it feels only Ex compo-
nent of the non-uniform wave (Ey = Bz = 0). If
the electric field amplitude is of the order of 3 × 1010
V/cm (which corresponds to dimensionless field ampli-
tude a0 = eE0/(mcω) = 1 for a typical laser wavelength
λ = 1 µm) or higher, then the electron becomes rela-
tivistic during a fraction of the field period. So if the
initial phase φ0 is properly chosen, it starts to move in
the x-direction with speed ve which approaches the speed
of light. In turn, the wave propagates in the x-direction
with the phase speed vph = c/ cos θ which is very close to
the speed of light for θ  1. Therefore, the electron may
experience the accelerating phase of the electric field for
a long time, much longer than the field period T = 2pi/ω.
Such consideration is valid only for electrons that have
exactly y = Λ/4 since this point may be an unstable
equilibrium point in the y-direction, and it is not ob-
vious whether the transverse instability will hinder the
acceleration process. However, the instability may be
suppressed for relativistic particles as the magnetic part
and electric parts of the transverse Lorentz force almost
compensate each other if θ  1 and v ≈ c. This will be
covered later in more detail.
One can also calculate the maximum energy gain in the
above process based on the dephasing condition. Since
the wave has phase speed vph = c/ cos θ which is slightly
greater than ve ≈ c, it slowly overtakes the electron. Af-
ter N periods of the external field, the electron travels
distance Le ≈ cNT and a certain wave maximum trav-
els Lw = cNT/ cos θ. So the phase displacement of the
electron equals
∆ϕ = 2pi
Lw − Le
λx
≈ 2pi
λx
( c
cos θ
− c
)
NT. (4)
The maximum possible displacement, which allows
continuing acceleration, equals pi/2. From this condition,
one can determine Nacc, the maximum number of field
periods during which the electron can be accelerated:
Nacc(θ) =
1
2(1− cos θ) . (5)
The function Nacc(θ) starts to grow very rapidly when θ
approaches zero (see Fig. 2(b)); so a significant accelera-
tion is possible only at small grazing angles and incidence
angles close to 90◦ (in so-called grazing incidence regime).
One can also calculate the maximum Lorentz factor
that the electron can reach in such a process:
γmax(θ)− 1 = eExNaccλx
mc2
≈ 2
pi
eE0 · 2 sin θ
mc2
Naccλ
cos θ
(6)
where m and e > 0 are the electron mass and charge, re-
spectively. Here Ex is the averaged over time longitudinal
electric field the electron feels in its own reference frame;
since the electron speed ve ≈ const = c except for a very
short non-relativistic time period, Ex ≈ 2E0 sin θ/pi.
So finally, we obtain the formula for the maximum elec-
tron Lorentz factor depending on the grazing angle:
γmax(θ) ≈ 1 + 4a0 tan θ
1− cos θ , (7)
whose plot is shown in Fig. 2(b). As well as Nacc(θ),
the function γmax(θ) is also growing as the grazing angle
approaches zero. So in the electron is placed exactly
at the point where only Ex field presents in the wave
structure, it can be efficiently accelerated up to hundreds
of MeVs by even moderate laser field intensities (with
a0 ∼ 1).
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FIG. 2. (a) Field structure near an ideally reflecting surface
at t = 0, θ = 15◦. Arrows depict the electric field (Ex and
Ey) relative value and direction, a color shows the value of the
magnetic field Bz (from blue to red). The surface is located at
y = 0. (b) Functions Nacc(θ) and γmax(θ)/a0. (c) Function
px(t)/mc for a0 = 5, x0 = 0 and θ = 12
◦.
B. Transverse stability
The above calculations can be applied only to the elec-
trons which are initially placed exactly at the nodes of
the Ey and Bz fields. However, in the geometry described
by fields (3), these points form a set of measure zero;
so to understand whether a significant fraction of elec-
trons can be accelerated up to ∼ mc2γmax or only a
negligible portion of them, one should consider test elec-
trons with a small displacement from the node position
(y0 = Λ/4+δy, |δy|  Λ) and calculate the maximum en-
ergy in that case. If we switch to dimensionless variables
tˆ = ωt, xˆ = 2pix/λ, vˆ = v/c, pˆ = p/mc, Eˆ = eE/(mcω),
the equation of electron motion along the y-axis can be
written as follows:
dpx
dt
= −Ex(x, y, t) =
= −2a0 sin θ sin
[
sin θ
(
Λ
4
+ δy
)]
sin(x cos θ− t+φ0) ≈
≈ −2a0 sin θ sin(x cos θ − t+ φ0) (8)
because Λ sin θ = 2pi and |δy| sin θ  1. Similarly,
dpy
dt
= −Ey(x, y, t) + vxBz(x, y, t) =
= 2a0(vx−cos θ) cos
[
sin θ
(
Λ
4
+ δy
)]
cos(x cos θ−t+φ0) ≈
≈ −2a0(vx − cos θ)δy sin θ cos(x cos θ − t+ φ0). (9)
We choose the initial phase φ0 = −pi/2 so that at t = 0
the force acting on the electron with x = 0 accelerates it
in the direction of the wave propagation. So the equa-
tions of motion finally are:
dpx
dt
= 2a0 sin θ cos(x cos θ − t),
dpy
dt
= −2a0(vx − cos θ)δy sin θ sin(x cos θ − t).
(10)
The main approximation is that the electron transverse
motion is much slower than the longitudinal one:∣∣∣∣dpydt
∣∣∣∣ ∣∣∣∣dpxdt
∣∣∣∣ , |py|  |px| , (11)
so that the motion can be split into ’fast’ longitudinal
and ’slow’ transverse components. For the longitudinal
motion
px(t) =
∫ t
0
2a0 sin θ cos [x(t) cos θ − t] . (12)
In the limit a0  1, the electron becomes relativistic
much quicker than the field period, and it can be shown
that
x(t) ≈ t+x0− 1
2a0 sin θ cos(x0 cos θ)
= t+x0−∆x0, (13)
for t  ∆x0. Here x0 is the initial electron x-position.
For ∆x0  1, one should also assume that |x0 cos θ| .
pi/4.
Using Eq. (13), we can also obtain the limitation on
the initial positions x0 and δy0 for which the approach
(11) is applicable:
|(vx − cos θ)δy0 sin θ sin(x cos θ)|  | sin θ cos(x cos θ)|,
| tan(x0 cos θ)δy0|  1|vx − cos θ| ≤
1
cos θ
, (14)
which is always satisfied as |δy0| is small. Here we have
also assumed that t (1− cos θ)−1 and ∆x0  1.
Since the time interval [0;∆x0] makes very a small con-
tribution to the integral (12), one can perform integration
as if the electron is relativistic from the very beginning
and write
px(t) ≈ 2a0 sin θ
∫ t
0
cos [(cos θ − 1) t+ (x0 −∆x0) cos θ] ,
4px(t) ≈ 2a0 sin θ
Ω
[sin (Ωt− ψ0) + sinψ0] , (15)
with the initial condition py|t=0 = 0. Here, Ω = 1−cos θ,
and ψ0 is determined by x0, a0 and θ:
ψ0 = x0 cos θ − cot θ
2a0 cos(x0 cos θ)
. (16)
A typical plot of function (15) is shown in Fig. 2(c). The
maximum of px occurs at tmax = Ω
−1(pi/2−ψ0) and the
maximum value of px described by (15) equals
pmaxx = 2a0(1− sinψ0)
sin θ
Ω
(17)
which is of the order of estimate (7).
If t Ω−1, the momentum grows linearly:
px(t) ≈ 2a0t sin θ cosψ0. (18)
After the ’fast’ motion components px(t) and vx(t) ≈
px(1 + p
2
x)
−1 are determined, we have to calculate the
’slow’ motion from Eq. (9):
dpy
dt
= −2a0(vx − cos θ)δy sin θ sin(x cos θ − t) (19)
d(δy)
dt
=
py√
1 + p2x
. (20)
Substituting x(t) in (19) with (13) and supposing that
t  Ω−1 (but still much greater than 1/∆x0), one may
simplify the equations:
dpy
dt
≈ −2a0Ωδy sin θ sin(−Ωt+ ψ0),

dpy
dt
= −2a0Ωδy sin θ(sinψ0 − Ωt cosψ0)
d(δy)
dt
=
py
2a0t sin θ cosψ0
,
(21)
or, finally,
d2(δy)
dt2
+
1
t
d(δy)
dt
− Ω2δy + Ω tanψ0δy
t
= 0. (22)
If we consider t  Ω−1| tanψ0|, then the item Ω2δy
may be omitted; then this equation can be reduced to
the Bessel equation of
√
t argument. Its solution is:
δy(t) = C1J0(
√
Ω1t) + C2Y0(
√
Ω1t), ψ0 > 0,
δy(t) = C1I0(
√
Ω1t) + C2K0(
√
Ω1t), ψ0 < 0,
(23)
where J0 and Y0 are the Bessel functions of first and sec-
ond kind, respectively; I0 and K0 are the modified Bessel
functions; Ω1 =
√
4Ω| tanψ0|. The initial conditions are:
δy(0) = δy0, δy
′(0) ≈ 0. Strictly speaking, δy′(0) is not
is not exactly zero because of non-relativistic motion at
t . ∆x0, where |Ey| is significantly greater than |vxBz|
and the electron gains some transverse velocity. However,
we suppose that vy  vx < 1, so δy′(0)  1 always and
Y0 and K0 with singularity at t = 0 should be discarded.
Therefore
δy(t) ≈ δy0J0(2Ω1
√
t), ψ0 > 0,
δy(t) ≈ δy0I0(2Ω1
√
t), ψ0 < 0,
(24)
which means that for a relativistic particle, the equilib-
rium at y = Λ/4 is stable if ψ0 > 0, and unstable oth-
erwise. For typical parameters (a0  1, θ ∼ 5 − 15◦) it
means that the stability region is x0 > 0.
At sufficiently large times (t & Ω−1) δy is not properly
described by the above simplified equations. However,
at those times, the electron longitudinal force reaches its
maximum and starts to decrease (see Fig. 2(c)) so those
times are not of interest in the scope of our analysis.
If ψ0 ≈ 0, then the term Ω2δy in (22) cannot be omit-
ted and Eq. (24) is not correct. For this case (and the
other cases that do not satisfy the approximations of the
current section), the equations of motion should be inte-
grated numerically.
III. NUMERICAL MODEL
In the previous section, multiple assumptions were
made to estimate the maximum electron energy and the
transverse stability condition. In the situations where
those conditions are not satisfied, the equations of elec-
tron motion are not solved analytically and one needs to
integrate them numerically. In the geometry where only
Ex, Ey and Bz field components are present, pz is con-
served and we can write the equations of motion of a test
electron in the xy-plane as follows:
dpx
dt
= −Ex − vyBz,
dpy
dt
= −Ey + vxBz,
dx
dt
=
px
γ
,
dy
dt
=
py
γ
,
γ =
√
1 + p2x + p
2
y,
(25)
Here E and B fields are taken from (3). We specify the
following initial conditions: x(0) ∈ [−λx/2, λx/2], d ∈
[0, λy], px(0) = py(0) = pz(0) = 0, where d is the initial
electron distance from the surface. Since the fields are
periodic (over x- and y-coordinates), the initial position
can be taken within one spatial period without loss of
generality. In the model, we do not take into account that
the fields cannot be described by (3) below the surface
(at y < 0) and assume that the electrons always stay
above the surface.
The equations are integrated up to tmax that should
be greater than 2pi/Ω (see Eq. (15)). As the electrons
experience the external field, their energy may increase
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FIG. 3. (Left) γmax(d, x0) distribution at a0 = 16 and θ = 7
◦ and θ = 16◦. (Right) Sample electron trajectories for different
initial positions (points (a)-(e) on the left plots). The color denotes the value of the electron Lorentz factor over the trajectory,
the background color shows the Ex field spatial distribution at t = 0.
or decrease with time; but the key parameter describing
the acceleration is the maximum Lorentz factor of the
electron γmax. As one can see from Fig. 2(c), typically
it is reached at the times of the order of 1/Ω, depending
on the initial position. So if the laser pulse duration is
properly selected and the field ’turns off’ at around t =
pi/(2Ω), one can expect that the bunch of the accelerated
electrons will have properties similar to that of the test
electrons inside the field structure.
In Fig. 3 (left), we present typical γmax distributions
over the initial electron position. The parameters are:
a0 = 16, θ = 7
◦ and θ = 16◦. As expected, the maximum
possible acceleration can be achieved around d = 0.25λy,
for which the efficient acceleration occurs if x0 > 0, and
for x0 < 0 the electrons typically do not gain much en-
ergy. So this is in agreement with our theory (24).
The maximum electron Lorentz factor for θ = 7◦ is
about 900 which aligns with the estimate (7). The im-
portant result of the modeling is that the acceleration
is stable: high electron energy can be achieved in a rela-
tively wide range of the d and x0. For θ = 7
◦, the stability
regions are: d/λy ≈ 0.25 ± 0.1 and x0/λx ≈ 0–0.3, and
the symmetrical region at d/λy ≈ 0.75± 0.1).
Several characteristic regions can be seen in the γmax
distributions. Considering θ = 7◦ case (Fig. 3, left up-
per), we see, first, the region of the most efficient acceler-
ation at around d = 0.25λy, described in Sec. II. The typ-
ical electron trajectory for this region is shown in Fig. 3a:
6it is almost a straight line except for the non-relativistic
part of the trajectory where the electric and magnetic
parts of transverse Lorentz force do not compensate each
other. There are also chaotic regions where the electron
is constantly ’jumping’ between nodes and antinodes of
the electromagnetic field (see Fig. 3b and Fig. 3c). The
chaotic regions do not result in high electron energy be-
cause an electron does not feel the accelerating field for
a long time there.
For a greater grazing angle θ = 16◦ (Fig. 3, left lower),
the maximum electron Lorentz factor is about 570. It is
significantly lower that in the case of θ = 7◦. An inter-
esting result is that the maximum γ is achieved not at
d/y0 = 0.25 but at a bit different point. If we look closely
at the ’most energetic’ trajectory (Fig. 3(d)) which cor-
responds to the point with the maximum Lorentz factor,
we can see that the trajectory is different from what was
considered in Sec. II. Here the electron gains some energy
in one semi-period of the standing wave along y-axis, and
then, as soon as it is no longer in the proper phase of the
field, it moves to the next semi-period where Ex changes
its sign and it again appears in the accelerating phase of
the field. In this case, it becomes possible for an elec-
tron to gain energy during a time interval greater than
1/Ω. In contrast, the trajectory (e) (which is similar to
(a)) corresponds to an electron which is accelerating only
until t ≈ 1/Ω, then slowing down up to almost zero mo-
mentum and then accelerating again. So in this case,
the value of γmax is greater than predicted by Eq. (7).
All that means that for large θ, the regime described in
Sec. II does not result in the most efficient acceleration.
The dependence of γmax over θ and a0 is depicted in
Fig. 5(a, b), with detailed explanation in the next section.
IV. PARTICLE-IN-CELL SIMULATIONS
The model considered above has several main limita-
tions. First, we assume that the wave incident onto a
target is an infinite plane wave. Second, we suppose that
it is ideally reflected from the surface. Also we assume
that the electrons that subject to acceleration are essen-
tially test electrons which do not alter the field structure.
These assumptions may be not satisfied in real world: the
wave structure size is determined by the incident laser
pulse which is usually focused on a small spot to achieve
a0 > 1; the target material (which becomes fully or par-
tially ionized under the laser field) does not have infinite
conductivity. Also, it is usually desired to obtain high-
charge electron bunches, and for that one needs to place
large amount of electrons into the field so the field will
differ from the idealized situation. The problem of elec-
tron injection into the field also was not considered in the
model and needs to be studied using different methods.
Particle-in-cell simulations were performed to analyze
the electron acceleration in more realistic situation. We
used QED-PIC code quill ([29], also see Sec. II of [30]
for details) which allowed us to evaluate the effect of ra-
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FIG. 4. Longitudinal (Ex) and transverse (Ey) electric fields,
magnetic field (Bz) and electron density (ne/ncr) in PIC sim-
ulations at different a0 and θ = 12
◦.
7diation reaction on the acceleration process at higher a0.
The simulations were performed for a0 in the range of 4
to 55. The laser pulse had λ = 1µm, was p-polarized and
had box-like shape (with flat longitudinal and transverse
profiles with rapid decrease at boundaries). This shape
was chosen to make the simulations closer to the model
where the infinite plane wave is incident onto a target
and to reduce computational complexity of the problem
by making the domain smaller. The laser pulse dura-
tion was 36 fs and the laser pulse width was 6 µm. The
grazing angle θ varied from 6 to 18 degrees. The tar-
get was fully ionized with thickness of 0.5λ and electron
density of 300ncr (ncr = pimc
2/(e2λ2) is a critical plasma
density) which corresponds to typical solid-state targets.
The charge-to-mass ratio of the ions was equal to 0.5 of
that for a proton. In the simulations, the step size was
dx × dy × dz = 0.008 × 0.025 × 0.1λ3, the number of
particles per cell was 9.
The simulations reveal that the field structure and tar-
get surface shape essentially depend on a0. In Fig. 4,
spatial distribution of Ex, Ey, Bz fields and the normal-
ized electron density in the xy-plane are presented. All
values are taken at the same time t = 20λ/c, the grazing
angle was 12◦. At a0 = 4 (upper plot), the field structure
much resembles the case of superposition of two crossed
plane waves (which was considered in the model). Here
Ex 6= 0 at the boundary due to the fact that the plasma
conductivity is not infinite and a skin layer appears near
the surface, but the modification of the boundary con-
dition should only lead to a fixed field offset by y and
should not change the electron dynamics as the field is
periodic. At y ≈ ynode ≈ 1.4λ, the transverse fields are
almost zero, and longitudinal field is near its maximum,
so the fields should allow efficient electron acceleration
as described in Secs. II and III. The plasma surface at
a0 = 4 appears to be almost unperturbed.
However, this is not the case for higher a0. As seen
in Fig. 4, at a0 = 16 and especially at a0 = 55 a large
portion of electrons becomes extracted from the target
by the laser field, and the electron density in these areas
is comparable to that of the target itself. Therefore, the
laser pulse no longer reflects ideally from a planar tar-
get, and the field becomes different from superposition
of two monochromatic waves. Essentially, generation of
high-order harmonics in the reflected light is observed
(Fig. 4, a0 = 55). However, some key features of the field
structure retain even at high a0: the fields are still peri-
odic along x- and y-axes and the phase speed is slightly
superluminal.
When a p-polarized laser pulse is obliquely incident
onto a plasma target, the surface electrons are pulled out
of the target by the Ey field [31]. These electrons may be
pulled up to the point where the transverse field almost
disappears. As the longitudinal field is essentially non-
zero there, the electron can be captured by the field (if it
falls into the proper phase) and quickly accelerates up to
high energies while moving in the x-direction. This self-
injection mechanism allows producing high-charge elec-
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FIG. 5. Maximum electron Lorentz factor γmax in the model
and PIC (a) at different θ and a0 = 16; (b) at different a0 and
θ = 6◦. (c) Electron spectra in PIC simulations at a0 = 16
and θ = 6, 9 and 15◦.
tron bunches. In Fig. 5(c), the electron spectra from dif-
ferent simulations are depicted, while Fig. 5(a) and (b)
show dependence of the maximum electron Lorentz factor
on a0 and θ parameters. The maximum electron energies
predicted by the model are also shown there. Regard-
ing the electron spectra, it may be split into two parts:
the part where the electrons have energies of the order of
mc2a0 (due to stochastic heating by the laser field), and
the energetic part with energies up to hundreds of MeVs
(at a0 = 16, see Fig. 5c). With increasing θ, the maxi-
mum electron energy decreases, and the trend is similar
to that in the model (Fig. 5a), although the maximum
energy in the simulations is about 2–3 times lower. The
linear scaling from a0 is seen in PIC (γmax ≈ 64a0) as in
the model (γmax ≈ 35a0), where the scalings are given
for θ = 6◦. However, γmax growth in PIC begins to satu-
rate at a0 > 72, which can be explained by the fact that
plasmas well reflect the incident light only if a0 is sig-
nificantly less that the relativistically corrected critical
density ncr rel = a0ncr [32 and 33], and in the simula-
tions the plasma density was 300ncr. Also at such a0,
the radiation reaction force can also decrease the amount
of energy the electrons can gain from the field.
An important feature of the considered acceleration
scheme is very high (up to tens of nC) total electron
bunch charge. In Fig. 6, the total bunch charge in PIC
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FIG. 6. Total electron bunch charge in PIC simulations at
different a0 and θ.
simulations at different a0 and θ parameters is shown.
The bunch charge was calculated as the total charge of
electrons with Lorentz factors γ > 2a0 and distance from
the surface d > 0.1λ. As well as the maximum Lorentz
factor, the bunch charge significantly increases as the
grazing angle decreases. The total charge equals a few
nC (up to 2.32 nC) even at relatively low a0 = 8. At
a0 = 16 and θ = 6
◦, the total charge was 4.57 nC, and at
a0 = 55 and θ = 6
◦ it was equal to 17.5 nC. Importantly,
this is about 2–3 orders of magnitude more than a typ-
ical charge of an electron bunch produced by LWFA in
gas targets, which looks very promising for many appli-
cations.
In order to understand the actual acceleration mecha-
nism in the simulations, we have analyzed the distribu-
tion of the energetic electrons over the transverse coor-
dinate. In Fig. 7(a), the distribution of electrons with
the Lorentz factor greater than 100 is depicted, while
in Fig. 7(b) the average (root mean square) electric and
magnetic fields are shown as a function of y. Averaging
was performed over x in the region where both incident
and reflected fields were interacting (e.g. from x = 24λ to
28λ in Fig. 4), and the fields were taken at z-coordinate
corresponding to the center of the laser pulse. The sim-
ulation parameters were: a0 = 32, θ = 15
◦. It is clearly
seen that these electrons are concentrated in the area
where the longitudinal electric field reaches its maximum
value and the transverse electric and magnetic field reach
their local minimums, so the total effective field acting
on an ultrarelativistic electron (Bz − Ey in the present
system of units) is several times less than the longitudi-
nal field. That means that the mechanism described in
Sec. II is actually realized, and accounts for almost all
high-energy electrons in the simulations.
The significant difference of the electron maximum en-
ergy in the model and PIC (2–3 times) can be explained
by several statements. First, the electrons should be able
to be accelerated by the field Ex over a long enough dis-
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a0 units) at different y. Parameters: t = 24λ/c, a0 = 32,
θ = 15◦. The target y-position is shown schematically in the
upper figure.
tance Lacc ≈ 0.5λ/(1 − cos θ). However, in the simula-
tions, this is usually not satisfied because of quick laser
pulse defocusing (see discussions in Sec. VI), especially
for smaller θ. Another difference from the model is that
even near y = ynode (the point where the longitudinal
field reaches the local maximum) the transverse force act-
ing on a relativistic electron (F⊥ ∝ Ey−Bz) is not exactly
zero. As seen in Fig. 7(b), for a0 = 32 and θ = 15
◦ it
is, on average, about 4 times less than the longitudinal
field, so the transverse drift over large distances L  λ
becomes significant and the acceleration may stop.
In Fig. 7 (and in Fig. 4 at a0 = 16 and especially
a0 = 55) one can see the increase of the magnetic field
Bz with respect to the transverse electric field Ey; this
effect can be explained by the theory in Ref. [34]: at high
incidence angles strong surface electron currents generat-
ing surface-bound magnetic field appear on the plasma
surface. The presence of strong surface currents was also
observed in our simulations. However, this quasi-static
magnetic field presents only at small distances from the
surface and does not significantly affect the dynamics of
the vacuum electrons (with d ∼ λ).
V. PREPLASMA AS AN ELECTRON INJECTOR
One of the main advantages of the configuration of
’grazing incidence’ is that there is no need for exter-
nal electron injector as the electrons are being extracted
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from the target in a natural way (as in Refs. 17 and 31).
However, it turns out that the presence of a very under-
dense plasma near the surface (for example, a preplasma
formed by a laser prepulse) may further improve the elec-
tron acceleration efficiency. Effect of preplasma on the
electron dynamics near the target surface has been ex-
tensively studied over the last years [35–37]. As more
electrons are present in the strong field region, more of
them are likely to have the proper initial condition, and
there is higher chance for any given electron to experi-
ence the maximum or near-maximum possible accelera-
tion. Therefore, both the number of multi-MeV electrons
and the maximum energy would be expectedly higher.
Nevertheless, at a certain density the plasma fields will
be strong enough so that the resulting field structure will
be too different and the accelerating electric field will be-
come weaker. Therefore, there should be the optimum
preplasma density.
Our simulations confirm that the preplasma can actu-
ally improve the electron bunch properties. In Fig. 8, the
black line (target without a preplasma) shows a relatively
small number of high-energy electrons and a very large
number of low-energy electrons. At preplasma densities
npp = 0.1ncr and npp = 0.3ncr, the number of electrons
with energy > 10 MeV rises about ∼ 2–5 times, and the
maximum energy is also slightly higher. Increasing the
preplasma density to 1ncr does not seem to improve the
acceleration further; in contrast, the maximum electron
energy starts to decrease. It should be noted that the
maximum density of a preplasma in experiments is typ-
ically about 1ncr [38]. Also the total bunch charge is
presented in the inner plot in Fig. 8; there is also an op-
timal value npp = 0.3ncr which results in the maximum
bunch charge of 7.04 nC, which is about 4 times greater
than without a preplasma.
In these simulations, most of the parameters were the
same as in the previous section. Preplasma was simu-
lated as a plasma layer with thickness Lpp = 2λ and con-
sisting of the same matter as the target, with electron
density decreasing linearly from npp to 0. Real preplas-
mas usually have density profile close to exponential with
typical scale length of the order of few microns [38], but
modeling of the exponential profile requires more com-
putational resources, and using a linear profile may be
considered as a first-order approximation.
VI. CONCLUSIONS AND DISCUSSIONS
In the current work, a model for electron acceleration
by grazingly incident p-polarized laser pulses was devel-
oped and used to demonstrate the stability of electron
acceleration at different incidence angles. The model
allowed to analyze the electron trajectories and it was
shown that there are 2 different types of trajectories that
result in the most efficient acceleration: almost longitudi-
nal motion (which results in the maximum energy gain at
lower grazing angles, θ = 7◦) and quasi-periodic step-like
trajectory which turns to be the most efficient at higher
grazing angles (θ = 16◦). However, the total acceleration
rate at higher grazing angles is much lower.
A set of particle-in-cell simulations was carried out to
analyze the applicability of the results in more realistic
situations. It was shown that although the maximum
electron energy in PIC is about 2–3 times lower at the
same parameters, similar dependences on θ and a0 are
observed. The maximum electron energy in PIC ap-
proximately scaled as γmax ≈ 35a0 so at a0 = 55, the
electrons with energy about 1 GeV were observed in the
simulations. The electron bunches had very high total
charge (up to 17.5 nC at a0 = 55). Both the acceler-
ation rate and the total charge showed similar depen-
dencies on θ, with the smallest considered angle θ = 6◦
resulting in the highest energy and bunch charge. Also,
the electron distribution over the transverse coordinate
showed that energetic electrons in PIC were concentrated
near the longitudinal field maximum and the transverse
fields minimum, which is an evidence to that the accel-
eration mechanism considered in the model is actually
realized. Also it was demonstrated that in the presence
of a low-density preplasma near the target, the maxi-
mum energy of the electrons and the total bunch charge
may increase. There is an optimal preplasma density
npp opt ∼ 0.1 − 0.3ncr so that at npp > npp opt the accel-
eration rate and bunch charge become lower.
In the model, we did not take into account the laser
pulse defocusing. However, this effect may limit the max-
imum electron energy in the case of realistic laser pulses,
because in experiments with laser-solid interaction, the
laser pulses are usually highly focused on the surface so
the light intensity at the target is maximized. However, a
tightly focused laser beam is subject to a rapid defocusing
and is not well suitable for forming the field structures
like in Eqs. (3). One may estimate the characteristic
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laser pulse width that is required to form the field struc-
ture. The typical distance at which the beam diverges is
the Rayleigh length rd = piw
2
0/λ, where w0 is the laser
pulse waist radius. For an estimate, we can take the dis-
tance 0.5rd as the maximum distance at which the wave-
front still roughly resembles the plane wave. Also the
distance needed for optimal electron acceleration equals
Lacc = 0.5λ/(1−cos θ). From the condition 0.5rd > Lacc
one may estimate the optimal laser pulse waist diameter
for a given θ: dopt ≈ 2λ/
√
pi(1− cos θ). For example,
dopt = 15.2λ at θ = 6
◦, and dopt = 6.0λ at θ = 15◦. It
should be noted that focusing the laser pulse at a spot
less than dopt in size should decrease the maximum elec-
tron energy, because in this case the acceleration distance
Lacc becomes determined by defocusing distance and not
by θ. The laser field intensity at the focus scales as w−20
so the electric field scales as w−10 , while rd is proportional
to w20. Therefore γmax ∼ w0 so focusing of the laser pulse
on a spot less than dopt in size is not optimal.
In a number of papers [18, 19], the near-surface elec-
tron acceleration is attributed to strong quasi-static elec-
tromagnetic fields that, along with the reflected pulse, al-
low the electrons to be in a resonance with the field and to
gain energy. However, under the conditions that occur
in our simulations (interaction with a highly overdense
plasma), the incident and reflected laser fields mostly de-
termine the electron motion in the vacuum region near
the target, while the plasma fields in this region do not
rise strongly and almost do not affect the electron dy-
namics. It could be shown as follows. The quasi-static
electric field produced by the electrons extracted from
the surface is determined by the characteristic density of
the vacuum electrons in the region y & ynode (if we con-
sider acceleration in the vicinity of the first node of the
transverse fields, or at y ≈ ynode ≈ 1.4–1.6 in Fig. 4). If
we denote the characteristic density of the plasma above
surface as np, then the ratio between the typical plasma
field and the laser field can be estimated as follows:
Ep/E0 = mcωp/(eE0) = ωp/(ωLa0) = a
−1
0
√
np/ncr.
For example, at a0 = 16, np ∼ 5ncr at y ≈ ynode in
our simulations so the quasi-static electric field (which is
transverse with respect to the electron motion) can be
estimated as 0.13a0. At the same time, the transverse
field from the laser is ≈ 2a0 so the electron motion is
determined mostly by the laser field.
A very high total charge (of the order of 10 nC) of
accelerated electrons is a characteristic feature of the
considered source of energetic electrons, which appears
because of relatively high electron density of solid-state
targets. Such charge is cannot be currently obtained with
LWFA-based accelerators, where a typical charge of the
electron bunches is usually of the order of tens or, in
best cases, a few hundreds of pC [10 and 39]. However,
according to our simulations, the electron bunches with
total charge of 17.5 nC can be generated at the laser in-
tensity about 1021 − 1022 W/cm2 which is now available
in many laboratories in the world. So such sources of ac-
celerated electrons based on laser-solid interactions look
very promising for many applications, such as employing
them as injectors in multi-stage accelerators, or produc-
ing ultrahigh-brilliance femtosecond gamma-ray beams.
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