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This dissertation investigates mission scenarios for autonomous vehicles
in which the objective is to gather information. This includes minimizing
uncertainty of a target’s estimated location, generating coverage plans to
cover an area, or persistent monitoring tasks such as generating informative
patrol routes. Information gathering tasks cannot be solved with shortest
path planning algorithms since the rewards are path-dependent. Further,
in order to deploy such algorithms effectively in the real world, generated
plans must safely avoid obstacles, account for the motion uncertainty (e.g.
due to swift currents), and constraints on the vehicle’s dynamics such as
maximum speed/acceleration. This work extends state-of-the-art informa-
tion gathering algorithms by generating dynamically feasible trajectories for
autonomous vehicles that are able to exploit the environment to find higher
quality solutions, reducing mission costs. We also reduce mission risk without
sacrificing the amount of information gathered. The focus of this disserta-
tion will be to solve three related information gathering tasks that require
generating dynamically feasible trajectories for reliable plan execution.
When searching for targets, minimizing target location uncertainty with
autonomous vehicles improves the effectiveness of ground relief crews. We
investigate the use of mutual information for efficiently generating long du-
ration multi-pass trajectories to minimize target location uncertainty in nat-
ural environments. We develop ε − admissible heuristics to create the ε −
admissible Branch and Bound algorithm to gather the most information.
Next, we investigate coordination techniques for underwater vehicle teams
conducting large-scale geospatial tasks such as adaptive sampling or cover-
age planning. It is advantageous to exploit the currents of the ocean to
increase endurance, which requires accounting for forecast uncertainty. We
adapt Monte Carlo Tree Search and Cross Entropy Method to maximize
path-dependent reward, and introduce an iterative greedy solver that out-
performs state-of-the-art planners. Finally, we investigate persistent mon-
itoring tasks such as sentry patrol routes and monitoring of harmful algae
blooms in a littoral environment. Such an automated planner needs to gen-
erate collision-free coverage paths by moving waypoints to locations that
both minimize path traversal costs and maximize the amount of information
gathered along the path. We extend previous Lloyd’s based algorithms by
factoring in the ocean currents and introduce greedy methods that minimize
mission risk while maximizing information gathered.
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There exist a wide variety of mission scenarios for autonomous vehicles in
which the objective is to gather information. One information gathering
task is search and rescue, where the goal is to direct ground crews to more
efficiently search for survivors. Another is tracking harmful algae blooms
in the ocean. One final information gathering task of interest is persistent
monitoring, where vehicles select closed tours for partrolling in a littoral
environment.
These missions have many challenges however that must be accounted
for when operating in a realistic setting. Challenges such as safely avoiding
obstacles, accounting for sensor measurement uncertainty, vehicle constraints
(such as maximum speed and acceleration), and motion uncertainty due to
environmental effects (gusts of wind or swift currents) significantly compound
the problem. In addition, these missions often have a limited budget in the
amount of computational resources available, the number of vehicles and the
mission duration, so vehicles need to decide where to go to gather as much
1
information as possible.
To address these unresolved challenges, I developed automated mission
planners that are capable of maximizing the information gathered for a given
mission while satisfying vehicle dynamics and other mission constraints. This
is done by searching in the space of dynamically feasible trajectories and
assessing the total information content of a trajectory. This is still a difficult
task because information based rewards are path dependent, making many
state-of-the-art path planning techniques intractable.
Specifically, we investigate three different information gathering scenarios:
1. Multipass coverage planning to improve search and rescue missions with
UAVs
2. Coordinating teams of UUVs for large-scale geospatial tasks
3. Persistent monitoring tasks for ASVs patrolling a littoral environment
1.2 Why Path Dependence of the Reward
To be able to discuss the goals of this dissertation, we must first outline some
of the important concepts, such as path-dependent reward, multipass cover-
age plans, and mutual information in the context of information gathering
systems. Path independence of the reward function differs from the notion
of path-independent integrals such as conservation of energy in conserved
systems and is defined as follows. Let c(t) ∈ C constitute the configuration
2
(a) An example agent tra-
jectory for time optimal
maneuver, where the objec-
tive is to minimize the time
to move from the start loca-
tion (circle) to the goal lo-
cation (arrow) (path inde-
pendent reward).
(b) An example agent tra-
jectory for coverage sensor
planning (path dependent
reward). An example ap-
plication is coverage plan-
ning for a vacuum cleaning
robot.

















(c) The mutual information
of noisy, correlated sensor
measurements.Multiple
observations in the same
location increase the amount
of information known about
the information known, but
at a decreasing rate.
Figure 1.1: A comparison of path independent rewards such as time optimal
maneuvers (Fig. 1.1(a)) to path dependent rewards such as coverage plan-
ning (Fig. 1.1(b)) and maximizing mutual information of multi-pass coverage
plans (Fig. 1.1(c)). Path independent rewards (Fig. 1.1(a)) only require local
information about the path to evaluate, while path dependent rewards (Fig.
1.1(b)) require global information about the path, making path rewards more
difficult to compute.
of an agent at time t in the configuration space C, with T = {c(t), t ∈ [ta, tb]}
denoting a time indexed curve or trajectory through C. A reward R(T ) is
path-independent if there exists a function r such that R(T ) =
∫
r(c(t))dt
for all T ∈ T , the space of all feasible trajectories. That is, the reward gath-
ered in the next time interval is dependent not only on the present state but
on all preceding states in the system trajectory. Many reward/cost functions
such as minimizing path length, minimizing fuel costs, minimum time trajec-
tories, and related optimal control problems (even for systems that are not
conserved) are “path-independent”. Path-independent rewards have a struc-
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ture that elicits a principle of optimality, enabling use of techniques such as
dynamic programming to speed up the search [1]. Without a more concise
definition, a path dependent reward is a reward that is not path-independent
and breaks assumptions required for the principle of optimality.
One interpretation of the integral definition of a path independent reward
is the reward is only dependent on local information of the path. If the goal





−1dt subject to satisfying the boundary
conditions defines the path independent reward. For a path dependent re-
ward, consider a robotic vacuum planning to cover an area in Figure 1.1(b),
with the sensor radius swept along the path. In many instances, it does
not make sense to cover the same area multiple times (grey). Determining
that the path loops on itself, however, requires global information of the
trajectory, making the reward function path dependent.
In other scenarios, covering the same region multiple times can offer trade-
offs. Consider the task of estimating the probability of a static target occu-
pying a cell. Ideally, one wants the probability of a target being in a cell to
be zero or one. Multiple noisy sensor measurements (with false positive and
false negative detections) can be combined to reduce the uncertainty. Since
the target is either present or absent in the cell and can be represented by
a coin toss, there is at most one bit of information (dotted line Fig. 1.1(c)).
The mutual information (Fig. 1.1(c), c.f. Section 2.3) is therefore the ex-
pected uncertainty reduction of the q correlated sensor measurements when
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determining whether or not a target is present in a given cell (black diamond,
Fig. 1.1(c)). However, because the sensor measurements are correlated, each
subsequent observation contains less and less information. Reward functions
such as mutual information are therefore denoted as submodular (c.f. Sec-
tion 2.4), exhibiting a property of diminishing returns. For a more in depth
treatment of this formulation, refer to Section 3.2. This motivates use of
developing search and rescue algorithms that can properly reason over the
trade-offs of making multiple passes over a region if the presence of targets
in the specific region is widely unknown (multi-pass coverage planning, c.f.
Chapter 3). Another example of a path-dependent reward includes the mu-
tual information of correlated sensor measurements along a trajectory in a
Gaussian Process.
Note that a path-dependent reward function can be transformed into a
path-independent problem by transforming the configuration space to encode
the space of all paths [2]. For discrete paths and many agents, it is easy to
observe the high branching factor and explosion of the number of configu-
rations, making path-independent techniques impractical. Chapters 3 and
4 focus on challenges maximizing path dependent reward, while Chapter 5
formulated persistent monitoring tasks as a locational optimization problem
which utilizes path-independent rewards.
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1.2.1 Topic 1: Search and Rescue with UAVs
Earthquakes and similar disasters in remote areas pose a challenge for re-
lief efforts when the transportation infrastructure is damaged. Victims in
such disasters have a greater chance of survival the sooner they are discov-
ered; conducting an extensive search even just a few hours faster will save
many more lives. Delays in search operations can have severe effects on the
outcomes of survivors. Survival rates of earthquake survivors drop off dra-
matically after 48 hours, giving relief crews a narrow time window to search
effectively [3, 4]. In the 2013 earthquake that hit Lushan, China, Chinese
researchers provided an autonomous rotary-wing UAV to assist search and
rescue efforts [4]. In this example, two crew members piloting a UAV were
able to search in three hours what a ground crew of 12 people would be able
to assess in an entire day, improving the effective speed of the search by a
factor of 20.
For the research in Topic 1, consider a scenario where an earthquake
or flood causes a building to collapse, trapping survivors who are difficult
to access by ground. It would be advantageous to have aerial vehicles au-
tonomously fly at low altitudes navigating over rubble searching for sur-
vivors.However, investigating the literature suggests several defficiencies in
current techniques that must be resolved to properly deploy autonomous
agents in the field. Greedy approaches to informative path planning that
only consider all immediate actions are quick to react to changes in the envi-
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ronment, but may get trapped [5,6]. However, previous work has shown that
for submodular optimization problems, greedy approaches can get to within
a constant factor of the optimal solution [7, 8]. Similarly, model predictive
control based techniques can look multiple time steps into the future [9]
further improving performance, but can be trapped similarly. While both
discrete [10] and sample based motion planners [11] have been used in in-
formation gathering problems and are capable of generating plans of long
duration, they have only been applied to relatively simple environments and
have not been used to generate multipass coverage plans, with the exception
of the authors’ previous work in the area [12].
1.2.2 Topic 2: Large Scale Geospatial Tasks with UUVs
Imagine the use of UUVs that can be rapidly and efficiently deployed to var-
ious sensing tasks such as tracking oil plumes, intruder detection, or environ-
mental survey. For example, the Sentry autonomous underwater vehicle [13]
successfully tracked the resulting oil plume from the 2010 Deepwater Horizon
disaster. Such a platform however is often transported by surface ship, cost-
ing upwards of $30,000 per day [14]. Even small improvements in the amount
of information gathered can result in dramatic cost savings. When deploy-
ment costs are $30,000 per day, it is rational to spend an additional 24 hours
of cloud computing time (costing roughly $110) to find a solution that is on
average 0.36% better (c.f. Section 4.6.6). Cost savings come from requiring
either fewer assets to complete a mission, or minimizing the time required
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to complete the mission by either collecting more informative measurements
or eliminating unnecessary mesurements. Put another way, a modest 3%
performance improvement for an additional 24hr of compute time per day
would result in a cost savings of $767 per day or $280,000 for 365 days of
continuous operation.
Some of the main challenges with low-cost long-distance navigation of
UUVs are the limitations of and prohibitive cost of underwater positioning
systems and underwater communication systems when spanning vast dis-
tances, combined with limited battery life limiting propulsion capabilities.
We observe that ocean forecast models can in principle be used to control
the latitude and longitude of UUVs, even if only the depth of the UUV is
actively controlled [15]. One of the profound challenges with this problem
is the combined uncertainty of the forecast along with the long duration the
vehicles are underwater. Further, research in path planning for Montgolfier̀e
balloons on Titan [16,17] found that even having weak propulsion in a strong
flow field dramatically reduced transit time to goal locations, being better
able to exploit the flow fields.
1.2.3 Topic 3: Persistent Monitoring with ASVs
Consider use of teams of vehicles deployed in the ocean to conduct informa-
tion gathering tasks in the littoral zone near land. One example application
is the monitoring and tracking of algae blooms in the Gulf of Mexico. Algae
tends to reside in structures of a given target temperature, and whose re-
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gions are highly correlated with the ocean currents [18]. Small autonomous
surface vehicles (ASVs) with limited thrust capabilities can significantly re-
duce operating costs by maximizing endurance. Generating routes for each
vehicle to follow that both maximize the amount of information gathered by
the team while factoring the ocean currents is a nontrivial task and is still an
unresolved challenge. One major challenge to exploiting the ocean currents
is being able to account for forecast uncertainty. This requires generating
feedback plans that are robust to forecast uncertainty (and the uncertainty
of the forecast uncertainty) so that the agents knows how to return to its
intended course. Further, swift currents can overpower the control authority
of the vehicle, creating regions of imminent collision or failure that must be
identified beforehand to stay within the mission area. Consider the scenario
where the price of an asset is around $50,000, and the better algorithm re-
duces the probability of failure/loss per day by 0.01 (e.g. Ploss = 0.03 vs
Ploss = 0.02). Spending an additional $110 per day for computing better
plans would result in an estimated cost savings of $390 per vehicle per day
by reducing amortized mission risk costs.
1.2.4 Summary of Topics
While this work aims to solve three distinct tasks, I will now illustrate how
these topics are interconnected. First off, the three mentioned topics inves-
tigate information gathering algorithms in the context of generating dynam-



































Figure 1.2: Related concepts between the topics in the dissertation.
topic will investigate greedy algorithms; The results in Topics 2 & 3 sug-
gest when greedy methods are advantageous for information gathering tasks.
Both Topics 1 and 2 concern themselves with maximizing path dependent
rewards and coverage planning. Both topics investigate time varying sys-
tems and plan trajectories in space time. Information Theory also plays a
critical role in the mentioned topics. Topic 3 differs from Topics 1 and 2 be-
cause it focuses on a problem formulation that is path independent. Topics 2
and 3 investigate information gathering challenges related to tracking algae
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blooms in the ocean environment using high fidelity ocean forecast mod-
els. The mentioned topics utilize stochastic motion models to characterize
motion uncertainty, investigate generating feedback policies in the presence
of such uncertainty. Topics 2 and 3 consider multiagent systems, and use
Monte Carlo simulations to estimate the reward. Figure 1.2 summaries the
mentioned overlaps
1.3 Goals
This dissertation sets out to accomplish the following research goals related
to trajectory planning for information gathering systems:
1. Investigate techniques for generating dynamically feasible trajectories
respecting platform and environment physics that gather information:
In the majority of research in information gathering systems, the dy-
namics of the sensing platform are not considered. In scenarios of lim-
ited control authority, this omission can cause the planners to generate
trajectories that are not feasible. Factoring the platform’s actuation
capabilities also increases the safety of executing various plans.
• Planning long duration trajectories requires searching deep solu-
tion spaces. Techniques to mitigate this involve generating hier-
archical approaches, conducting Monte Carlo rollouts, using more
aggressive search techniques to intelligently narrow the search, or
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employ greedy methods that only pursue the most immediately
rewarding decision.
• Accounting for the environment dynamics (such as ocean currents)
can maximize the distance the agent can travel, maximizing how
much information is gathered in a given time window. Ideally,
physics-aware plans can both increase asset safety while improving
total information gathered.
• One major challenges to using high fidelity environment models
is the fidelity of the forecast in the future. One must be able to
account for forecast uncertainty, and other sources of motion un-
certainty. This is critical in avoiding potential obstacle collisions.
2. Extend state-of-the-art path planning techniques to handle path depen-
dent rewards: Many path planning problems such as stochastic shortest
path (SSP) involve path-independent rewards. Many solvers can ex-
ploit this structure using techniques such as Dynamic Programming
(DP). However, information gathering tasks are path dependent, mak-
ing many techniques intractable. Some techniques for path independent
rewards can be more readily adapted to path dependent rewards while
others cannot.
• Path dependence of the reward can occur due to the submodular-
ity property, or the property of diminishing returns when sensing
measurements are correlated. These tradeoffs can be accurately
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modeled using concepts from information theory.
• Such problems with noisy sensor measurements require making
multiple passes to further reduce uncertainty, making many cur-
rent information gathering algorithms unsuitable for the task.
• This makes searching coordination spaces of teams of vehicles even
more difficult, as entire trajectories must be coordinated and eval-
uated for their reward content.
3. Benchmark testing in simulation of various greedy and globally opti-
mizing techniques in various mission scenarios establishing tradeoffs
in solution quality vs. compute time: Often times in realistic scenar-
ios it is difficult to establish tight bounds on algorithm performance
when determining the algorithm that finds the highest quality solu-
tion. This is especially true with Sequential Greedy Allocation, which
in the most general case only loose performance can be derived yet in
practice significantly better solutions can be found. We therefore result
to benchmarking a suite of algorithms in different scenarios. We also
investigate a deployment cost model to assess the relative costs of com-
puting vs. vehicle deployment, which often favors spending additional
computing time to generate more cost effective
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Chapter 2: Literature Review
2.1 Overview
Here we discuss relevant material in the literature that solves tasks related to
the mentioned topics. Major areas covered include discrete/heuristic guided
search techniques, Information Theory, Cross Entropy Method, Submodular
function maximization, coverage planning, locational optimization, Markov
Decision Processes, and Trajectory Generation. Relevant domains include
Search and Rescue, Geospatial Tasks, and Persistent Monitoring.
2.2 Discrete Search and Heuristic Guided Search
Many planning problem representations in robotics discretize the problem
into a discrete set of states and actions; the objective of which is to find
a sequence of actions that globally maximizes an objective function, while
minimizing the computational effort to find the solution. The challenge is
overcoming the combinatorial nature of the problem when iterating over all
candidate solutions, prioritizing which partial solutions are expanded. Such
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techniques employ heuristics1 such as the “small-is-quick” heuristic (solutions
with fewer actions are better) [19]. Another promising quality of discrete
search algorithms is they can readily report when the objective is impossible
and can exploit many performance tricks when programming computer sys-
tems. Many pedagogical treatments of discrete search assume a 4-connected
or 8-connected grid, though it is feasible to search abstract graphs such as
topological graphs (c.f. Chapter 3) or over a library of predefined feasible
maneuvers (c.f. Section 2.12). Abstract graphs typically consist of macro ac-
tions or longer duration feasible actions, dramatically decreasing the depth
of the search space and improving algorithm performance.
We now identify the discrete search algorithms of relevance to the topics
of interest in the context of minimizing path independent costs for paths
starting the search from the start state to arrive at a goal state.
The discrete algorithms search the space of solutions by building a tree
of partial solutions, storing partial solutions on an open list (solutions with
unexplored children) and a closed list (fully explored). Employing different
data structures for the open list results in different algorithms, which have
different formal properties and qualitative behaviors [20]. Depth First Search
utilizes a Last-in-First-Out stack for the open list, quickly building deep
1The term heuristic in the robotics community has multiple meanings that vary widely
given context, often causing confusion. In the most general sense, heuristics use incomplete
information about a problem to find a solution quicker. Certain heuristic algorithms tend
to discover good albeit suboptimal solutions very quickly (which we denote as suboptimal
heuristic algorithms), while admissible heuristics, when combined with a search algorithm
such as Branch and Bound or A*, have formal properties that guarantee the discovery of
optimal solutions or discover optimal solutions with a minimal number of iterations.
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initial solutions that may be of poor quality. Things get more interesting with
priority queues. For path independent rewards, one can decompose the cost
of a partial solution (“cost to come”), while employing heuristics to estimate
the “cost to go.” Dijkstra’s algorithm sorts the nodes using the cost to come,
expanding nodes along the wavefront of minimum cost to come. Best first
search uses the cost to go, instead more aggressively expanding nodes that
are closer to the goal. A* utilizes the total estimated cost (cost to come +
cost to go), which has been shown to minimize the number of expansions to
find the optimal solution. A* has been generalized to efficiently coordinate
teams of vehicles in M* by first having each agent plan independently, then
expanding the coordination space when needed to resolve conflicts [21].
However, in order to find the guaranteed optimal solution, A* will ex-
pand all nodes with a heuristic cost less than the optimal cost, which could
dramatically increase the run time for a small improvement in cost [19]. To
more speedily find a solution, ARA* uses inadmissible heuristics to more
aggressively pick nodes closer to the goal, then reuses previous search effort
to improve the solution [22]. In a more aggressive manner, Greedy Best First
Search (GBFS) [23] will prioritize nodes that are of lowest cost to the goal
state for shortest path problems. Alternatively, it is possible to relax some
of the assumptions of A*, resulting in an algorithm that is similar to Branch
and Bound (B&B) and capable of maximizing path-dependent reward.
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2.2.1 Branch and Bound
Branch and bound is a discrete optimization technique that uses admissible
heuristics to guide and significantly speed up the search for the optimal
solution compared to e.g., brute force enumeration of all candidate solutions.
B&B can either be depth first ( [10, 24] or priority queue (similar to A*).
Branch and bound was initially introduced for target search when search
effort of a particular region was indivisible [25]. Of particular interest is
related work that considers a moving target but seeks to maximize the prob-
ability of target detection subject to fuel and risk constraints [26]. For in-
formation gathering, branch and bound has been used for feature subset
selection [27], and has been used in the similar traveling salesman problem
(TSP) [19,28]. Depth First Branch and Bound (DF-B&B) has been combined
with Gaussian Processes for informative path planning [10] and is arguably
most closely related to our research. However, the bounding heuristic used
cannot account for multiple sensor measurements in the same location, for
which we must explicitly account. DF-B&B has also been used for multi-pass
robotic cleaning [24], but scales poorly to larger environments.
2.2.2 Greedy Algorithms & Heuristic Methods
Throughout this dissertation, we will employ various greedy algorithms,
which come in many forms. Greedy algorithms make locally or immediately
optimal choices that are irrecoverable. In other words, greedy algorithms
17
do not backtrack or store multiple candidate solutions. Greedy algorithms
are often employed to minimize memory or computational burden for a given
loss in solution quality. In certain cases, greedy algorithms are known to con-
verge to the optimal solution (e.g. Kruskal’s algorithm [29] for calculating
minimum spanning trees [30]). For continuous problems greedy algorithms
include gradient descent. For a convex function over a convex set, first order
(differential) conditions imply global optimality, making local greedy tech-
niques globally optimal. In other scenarios, greedy algorithms can get within
a constant factor of the optimal solution (c.f. submodular function maxi-
mization, Section 2.4).
Another way to minimize memory or computational burden is to employ
heuristic methods that simplify the problem or solve a related but easy to
solve problem. Example include employing Depth First Search or comput-
ing Minimum Spanning Trees for coverage planning problems (c.f. Section
2.5). Heuristic methods may or may not have formal guarantees on perfor-
mance bounds (solution quality with respect to global solution). Note that
sometimes performance bounds are loose for a particular domain,
2.3 Information Theory
Information Theory investigates the characterization, transmission and re-
ception of information [31]. Three metrics of interest are the signal entropy,
KL divergence, mutual information, and cross entropy. For discrete random
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fX(x) log fX(x) (2.1)
Assuming that the base of the logarithm in (Eq. 2.1) is two implies that
H(X) for X ∼ Bernoulli(0.5) (a fair coin toss) is equal to one. This defines
the natural unit for information with logarithm base 2 called the shannon,
otherwise known and referred through this text as the bit. Note that gener-
alizing signal entropy to continuous random variables takes some care, and
gets further complicated when handling joint or conditional entropies.
Kullback-Leibler (KL) divergence offers a means of computing a diver-
gence (in bits) between two probability distributions in the same sample
space. For two discrete random variables X and Y , with joint probability
density function fX,Y (x, y), It holds that
∑
y∈Y fX,Y (x, y) = fX(x) is the
marginal PMF of X while
∑
x∈X fX,Y (x, y) = fY (y) is the marginal PMF of
Y . The KL divergence is defined as follows for discrete probability distribu-
tions.







A similar definition exists for continuous distributions. KL divergence is not
symmetric, i.e. DKL(p||q) 6= DKL(q||p).
Mutual information is a natural choice for modeling uncertainty reduc-
tion, as it works for continuous, discrete, and hybrid representations and is
compatible with Bayesian search techniques. Unlike KL divergence, mutual
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information is symmetric, but it is related to the KL divergence:
I(X;Y ) = DKL(fX,Y (x, y)||fX(x)fY (y)) (2.3)












This implies that the mutual information is equivalent to the information lost
by approximating the joint distribution with the product of the marginals.
Observe that if X ⊥ Y , then I(X;Y ) = 0. Note that for mutual information,
both X and Y need not be in the same space. In fact, one can be continuous
while the other discrete. We now define conditional mutual information.
Given random variable Z with realization z (Z = z).











Note that X, Y, Z can be vector quantities in any space (continuous, dis-
crete). Mutual information [31] is an ideal metric to maximize for improving
search. Mutual information measures the dependence of two random vari-
ables, such as a noisy sensor measurement in the future and the current best
estimate of a target’s location. Picking a future sensor measurement that
maximizes mutual information will effectively reduce the expected uncer-
tainty of the target’s location [32]. Most importantly, assessing the mutual
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information of an action allows one to formally assess the trade-offs between
searching a region multiple times or searching another region not searched,
making it an ideal metric for multipass multi-target search [8].
The mutual information of conditionally independent events has been
shown to be submodular [8] (c.f. Section 2.4), which implies that multiple
correlated sensor measurements offer diminishing returns in how much infor-
mation is gathered when summing the total information of each measurement
individually. When trying to maximize the submodular reward function of
mutual information, the reward is path dependent requiring one to plan in the
space of trajectories, making planning more computationally burdensome.
The cross entropy between two probability distributions fX and fY is the
sum of the entropy of fX and the KL divergence of fY from fX (Eq. 2.6). The
interpretation of the cross entropy is that it is the number of bits required to
transmit observations sampled from fY when the encoding scheme assumes
distribution fX .
H(fX , fY ) = H(fX) +DKL(fX ||fY ) (2.6)
Note that the cross entropy is not symmetric.
The use of information theory to improve the gathering of information in
target search is widespread. Mutual information is a natural choice for mod-
eling uncertainty reduction, and it works for continuous, discrete, and hybrid
representations and is compatible with Bayesian search techniques. However,
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computing plans of arbitrary length that maximize mutual information is ex-
ponentially complex [8]. Example applications that greedily maximize mu-
tual information include the tracking of magnetic anomolies using UAVs [5]
or monitoring of simulated environments [6]. Other work only plans several
actions into the future, similar to model predictive control, including tasks
such as target search [33–35] or target tracking [9].
2.4 Submodular Function Maximization
One field of interest for maximizing information gathering tasks is the area of
submodular function maximization. Given a finite set V and a set function
f : 2V → R that assigns real values to subsets S ⊆ V , the objective is to
find the set S that maximizes f subject to constraints. For all A,B ⊆ V , f
is submodular if
f(A ∩B) + f(A ∪B) ≤ f(A) + f(B) (2.7)
Or equivalently, for all A ⊆ B ⊆ V and s ∈ V :
f(A ∪ {s})− f(A) ≥ f(B ∪ {s})− f(B) (2.8)
Submodular functions are therefore said to reflect a diminishing returns
property. One submodular function of interest includes the mutual informa-
tion of two conditionally independent random variables. The objective is to
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find a set S∗ that maximizes (Eq. 2.9):
S∗ = arg max
S⊆V
s.t. fC(S) ≤ K (2.9)
given general constraint fC(S) ≤ K. For example, the constraint fC(S) =
|S| ≤ K imposes a limit on the number of sensor placements and is the most
common. Due to the interactions of selecting different variables on total
reward, finding a global maximum by finding a solution subset is a com-
binatorial problem, making brute force enumeration techniques intractable.
Branch and bound solutions exist to improve the run time of exhaustive
search [36]. However, one solution of interest is the greedy algorithm [37].
The kth iteration of the greedy algorithm adds the next element sk+1 ⊆ V
to Sk+1 = Sk ∪ {sk+1} selecting sk+1 such that f(Sk+1) is maximized over
all remaining elements in V until k = K. Nemhauser et. al. proved that
the greedy algorithm returns solution S̃ where f(S̃) ≤ (1 − 1
e
)f(S∗) where
e ≈ 2.71828 is Euler’s number [37]. This results in a solution bound that is
within 0.63 of optimal.
This seminal work has inspired many extensions making it relevant to
multi-agent information gathering path planning problems. This work and
the following extensions have inspired many of the listed contributions in
this manuscript. Factoring (closed, feasible) path constraints is a nontrivial
constraint as opposed to letting fC(s) = |S| and is similar to the submodular
orienteering problem. Chekuri and Pal developed the recursive greedy algo-
23
rithm heuristic solver which solves the submodular orienteering problem [38].
This algorithm, however, assumes that each state is only visited once, making
it unsuitable for our application. Alternate techniques outperform Chekuri
and Pal’s approach by using randomized algorithms [8]. When coordinating
teams of vehicles for information gathering tasks, Sequential Greedy Alloca-
tion (SGA) is closely related to greedy submodular function maximization.
SGA plans agent paths one at a time in a round robin fashion [39,40].
Functions such as mutual information (consider Gaussian Processes) have
a locality property, where the correlations between sensor readings decrease
as the distance between the sensor locations increases. This property has
been exploited enabling more efficient search of optimal paths [41]. Finally,
use of sequential [greedy] allocation enables multiple agents to maximize sub-
modular objectives with performance bounds [42]. In [43], Fisher information
matrices, combined with rapidly-exploring random trees (RRTs), was used
for information-rich path planning. There has also been some work where
agents conduct information gathering tasks (submodular reward) in the pres-
ence of periodic connectivity [44].
2.5 Coverage Planning
In the scenario with uninformative prior information, there is a close resem-
blance between trajectories that maximize mutual information and coverage
plans. A recent survey outlines the various techniques used in coverage plan-
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ning [45]. Two approximate solutions are of interest which focus on the 2D
case. Zelinsky’s algorithm uses dynamic programming to generate a value
function, then traverses level sets to cover the entire region [46]. The pro-
posed algorithm can get stuck in the presence of obstacles and must back
out to continue its coverage plan. Boustrophedon coverage outlines an ap-
proach to partition polygonal environments and suggests using a modified
version of depth first search (DFS) to dictate the search order of the vari-
ous regions [47]. Alternatively from the ox-plowing patterns, spirals can also
be used for generating coverage plans [48]. There has also been work on
generating coverage plans in partially known environments [49].
For optimal coverage on graphs, coverage planning is equivalent to the
traveling salesman problem (TSP), which is NP-hard. Many approximate
solvers exist [50]. The multi-agent case is equivalent to the multi-traveling
salesman problem (M-TSP). One such approximate solver for M-TSP utilizes
genetic algorithms [51]. Interestingly, the solution to the Chinese Postman
Problem [52] where the goal is to find the optimal tour covering all edges
of a graph can be solved in polynomial time. When factoring in environ-
ment physics such as swift ocean currents, strategies that directly account
for sensors swept across the environment cover more area than approaches
that assign agents to do station keeping at a given waypoint, with all agent
waypoints forming a grid [53]. In addition, use of coverage planning has been
used for UUVs for target search missions [54].
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2.6 Locational Optimization, Voronoi Partitions, & Lloyd’s Al-
gorithm
Locational Optimization is a branch of Operations Research that is con-
cerned with finding optimal locations of facilities in a continuous region to
minimize transport/service costs [55]. Before proceeding to the relevant ob-
jective function, we first define the Voronoi Partition. Given a set of points
P = {pi}Ni=1 and a closed and bounded, simply connected set X ⊂ R2, the
Voronoi Partition Vi of point pi is the set of all points in X for which pi is
the closest waypoint in P :
Vi = {q ∈ X : ||q − pi|| ≤ ||q − pj||,∀j 6= i} (2.10)
where || · || is the l2 norm. From this definition it is clear that computing the
Voronoi Partitions identifies for each point in X the closest point in P . One
locational optimization function of interest for information gathering tasks
is the sensor placement problem, given the nonnegative sensor function φ,






l(||q − pi||)φ(q)dq (2.11)
where l(·) is a penalty function characterizing performance degradation
over distance. An example mission scenario would define φ as a distribution of
target locations letting l denote the cost in detecting targets that are a given
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Figure 2.1: An example Voronoi Diagram of 20 points in a bounded volume.










error ei = CVi − pi
Table 2.1: Properties of the Voronoi Partition.
range from the sensor. Typically, l(||q−pi||) = ||q−pi||2 which corresponds to
1
r2
falloff in signal intensity with range, reducing the probability of detection.
We now elaborate on discussing various aspects of Voronoi Partitions,
prior uses for related research, and various applications of Voronoi Parti-
tions in Locational Optimization problems. In terms of motion planning for
autonomous vehicles on or under the water, Voronoi Partitions (VPs) are
often used to space agents sufficiently far away from obstacles, generating
safe, dynamically feasible trajectories for autonomous surface vessels [57].
Researchers have also applied Voronoi Partitions (VPs) to information gath-
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ering tasks to teams of vehicles on the water. It has been noted that plan-
ning in strong current flows will strongly impact the reachability graph of
the agent when generating coverage plans [58]. To counter this, researchers
have extended the notion of VPs by using time varying flow fields to gen-
erate non-euclidean cost maps for the distance metric in (Eq. 2.10) to steer
ASVs [59]. There has also been work on using VPs to help 2 autonomous
underwater vehicle gliders coordinate by dynamically partitioning the envi-
ronment [60, 61]. VPs have also been used for simultaneous coverage and
tracking of targets [62], along with a wide variety of additional locational
optimization problems [63].
Optimizing the location of N points solving (Eq. 2.11) is NP-hard and dif-
ficult to solve globally. Instead, locally greedy methods have been developed
that minimize the objective function given an initial configuration of points.
Lloyd’s algorithm continually moves the points to the centroid of the respec-
tive Voronoi partition until the algorithm converges [64]. Lloyd’s algorithm
has been employed for mission planning for teams of UAVs to distribute re-
sources [65], and has been augmented into a continuous time formulation
used to steer teams of vehicles to regions of interest to maximize reward [56].
In both cases, each vehicle constitutes a single point in the Voronoi Diagram.
In terms of persistent monitoring, previous work has adapted such techniques
to generating multiple waypoint tours for a single vehicle by incorporating
tour arc length costs into the objective function [66].
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2.7 Markov Decision Processes
With regard to planning system trajectories accounting for motion uncer-
tainty, Markov Decision Process (MDP) based formulations are standard
in the robotics community [67]. Paths generated using this approach have
been executed on autonomous unmanned surface vehicles [68, 69]. MDP-
based techniques have been used to steer UUVs toward waypoints selected
by higher level information-driven planners [70]. Decentralized, multiagent
formulations of MDPs exist where agents only cooperate when it affects the
reward [71]. We now define the standard MDP formulation.
The state of the agent is a random variable (RV) denoted by S (with
realizations denoted by the lower case s), resides in finite state space S.
Further, define action A (with realization a) residing in the finite action space
A ∈ A(s). The MDP defines a stochastic motion model that is Markovian:
Pr(St+1 = s
′|St = st, At = at) = (2.12)
Pr(St+1 = s
′|St = st, . . . , S0 = s0, At = at, . . . , A0 = a0)
where t ∈ {0, 1, 2, . . . , T} denotes the time index throughout the evolution
of the system’s dynamics. The probability mass function Pass′ = Pr(St+1 =
s′|St = s, A = a) defines the transition probabilities for the agent given
the present state and action selected. All aspects of the motion model
can be time varying by absorbing the time into the state (therefore plan-
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ning in space-time). Define the space of execution histories H = {h =
s0a0s1a1 . . . st, h is feasible.} to consist of all feasible execution histories (i.e.
system trajectory) h.






with discount factor γ ∈ (0, 1) and path independent reward function r(s, a).
Alternatively, one can define the reward of the system path h. R(h) =∑∞
t=0 γ
tr(st, at), then (Eq. 2.13 becomes J = Eh[R(h)] over all feasible ex-
ecution histories. By the principle of optimality [1], there exists a value
function V ∗ that satisfies the Bellman Equation (Eq. 2.14):
V ∗(st) = max
a∈A(st)
(




π∗(st) = arg max
a∈A(st)
(
E[r(st, a) + γV
∗(st+1)]
)
The most straightforward approach to solve (Eq. 2.13) is value iteration
(VI) [67]. In addition to building V ∗, VI also builds optimal policy π∗ which
defines the optimal state to action mapping to maximize reward. VI has been
shown to be linear in the number of states [72], which grows exponentially
with the number of dimensions. VI is highly parallelizable since all com-
putations use local information (the approach effectively casts the problem
into a space in which the greedy solution is optimal) but requires care in
sharing global information passed by the Bellman backups, since many com-
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putations in a naive implementation are redundant. Early results to speed
up the convergence include asynchronous VI [73], which allows states to be
visited in any order as long as each state is visited infinitely often [74]. Asyn-
chronous VI allows any previously computed information to be immediately
available for the next backup with the backup done “in place”, improving
convergence and reducing memory limitations [72,73]. This is sometimes re-
ferred to as Gauss-Seidel backups, especially when all states are iterated over
in a round-robin fashion. Prioritized value iteration determines the order in
which cells are updated minimizing redundant backups facilitating efficient
wave-front expansions [75]. Other work has investigated partitioned value
iteration where the state space is broken up into partitions, and the algo-
rithm focuses on optimizing one partition at a time [76]. If the state space
is allocated in large chunks to different processors, it is likely that most pro-
cessors will remain idle in regions that don’t change much. One application
illustrates the importance of combining the mentioned approaches by using
partitioned, prioritized, parallel version of value iteration [77]. An alternate
approach to solving MDPs, in particular for related reinforcement learning
problems, is policy iteration [72].
When extending the MDP formulation to path dependent rewards, VI
becomes intractable, which is why the vast majority of techniques to solve
MDPs do not solve the various problems investigated in this dissertation. The
various techniques considered will treat the value function in fundamentally
different ways. These are:
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• Estimate V ∗ using Monte Carlo Rollouts (c.f. Monte Carlo Tree Search)
• ignore the existence of V ∗ (c.f. Cross Entropy Method)
2.8 Monte Carlo Tree Search
MCTS has garnered widespread attention in the AI community due to its
recent success in playing adversarial games such as Go [78]. MCTS combines
multi-armed bandit problems [72] with tree-based search techniques to effi-
ciently guide Monte Carlo rollouts to maximize reward. MCTS has been used
before for sequential Bayesian optimization tasks for generating information





Figure 2.2: A graphical depiction of how MCTS conducts its search. For
illustration purposes, assume all the nodes in this figures are for a given
action, each layer corresponding to a given time index a given action is se-
lected. Initially starting at node 0, the select function is called recursively
until it selects the node 2. The second stage expands (adds) a new node n
(greyed out siblings are still waiting to be expanded) and appends it to the
tree. From node n, a Monte Carlo simulation is played out using the default
policy. The outcome of the simulation is then back-propagated to all parent
nodes (thick black edges), including the root node.
32
Figure 2.2 offers a simplified description of how MCTS conducts its search
by building a tree of explored actions. In deterministic settings MCTS
explores action sequences, though in probabilistic or adversarial scenarios
MCTS is exploring policies based on the history of observed outcomes.
MCTS contains four major stages that it iterates over until the time to
compute expires or a given solution quality is met. They are: selection, ex-
pansion, simulation, and back-propagation. First, MCTS must (recursively)
select the next node among the children of the currently selected node. The
most commonly used selection procedure is UCB1 [80]. This selection pro-
cess generates trees of varying depth guiding the search, and visits nodes
infinitely often in the limit to ensure rewards are accurately evaluated.
We now describe the implementation of MCTS (Alg. 1) used in this disser-
tation which builds a tree data structure, T , consisting of root node root and
all other nodes expanded during the search. In effect, T builds a Monte Carlo
estimate of value function V ∗. For each state in T , the optimal action can be
greedily selected that maximizes the value function. null is an empty/invalid
node, where root.parent = null There are alternative implementations than
the one presented here such as UCT using a tabluar implementation that the
reader may feel more comfortable with [80]. The tabular implementation will
take more memory but can store the outcomes of deeper rollouts earlier in
the planning process. To simplify the presentation of MCTS, we will assume
that everything is deterministic. In this presentation, the simulator state
S = St also encodes the time step of the state. At each state, the motion
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model can select among the available actions, transitioning to the next state
St+1.
Here, a given node NS consists of the simulator state S, NS.S, a parent
node NS.parent, and a reward estimator, NS.reward that estimates the re-
ward and variance by using recursive updates. reward = (N,µ, σ2) tracks the
sample mean µk and sample variance σ
2
k for N samples. reward is initialized
to (0, 0, 0). The update formulas are in Alg. 2.
After a leaf node has been selected (SELECT ), new previously unex-
plored children can be created by employing the motion model. The next
step is to add all of the children to the tree (EXPAND). Then, a Monte
Carlo simulation starts at this node, using the default policy to solve the
rest of the problem and continues until termination (SIMULATE). Deeper
nodes in the tree indicate a more fully defined partial solution (portion of
a trajectory) to the planning problem. The default policy may be random,
greedy or heuristic but it must be fast to compute and generate results that
are effective at guiding the search. Once the reward for the rollout is de-
termined, each node along the path from the expanded node to the root
node updates its estimated expected reward by incorporating the most re-
cent rollout (BACKPROPAGATE). The selection process for the next
rollout starts again and continues until the time limit for computing expires
or some criteria for finding a satisfactory solution is met (Alg. 1).
EXPAND(NS) adds all children of NS to the tree, using the motion
model, and updates NS to one of it’s children (Alg. 4). SIMULATE(NS)
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Algorithm 1 MCTS
Require: motion model, default policy π, reward, initial state root
1: while termination condition not met do
2: NS ← root
3: NS ← SELECT (NS)





Algorithm 2 update(reward, x)
Require: reward data structure reward, value x
1: N ← N + 1
2: a← (N − 1)/(N)
3: µ← a · µ+ x/N
4: if N > 0 then
5: σ2 ← a · σ2 + (x− µ)2/(N − 1)
6: else
7: σ2 ← 0
8: end if
9: return reward
initializes the simulator to NS.state and completes the playout until termi-
nation, returning total reward R (Alg. 5). SELECT is described in Alg.
3 and BACKPROPAGATE is described in Alg. 6. Here, we denote the
motion model with model, which has functions that either return the set
of possible outcomes (after applying any feasible action) from a given state
model.children(S). Further, given state St and action a, the resulting out-
come is St+1 = model.next(S, a). Note that this is very general and valid
model include MDPs and other stochastic motion models with suitable mod-
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Algorithm 3 SELECT (NS)
Require: node NS, selection function sel
1: if NS is not a leaf node then





Require: node NS, motion model model
1: child← c ∈ model.children(NS.S) {select one of the children}
2: Nc ← null {create new child node}
3: Nc.S ← child
4: Nc.parent← NS
5: NS ← Nc
6: return NS
ification.
SELECT employs UCB1 (Eq. 4.8) for the selection procedure:











R̄a is the average of all rewards gathered by selecting action a at node
NS computed by reward. na is the number of times action a was played at
node NS,
∑
a na is the number of total plays at NS. C is a parameter that
is experimentally tuned to favor exploration (C larger) vs. exploitation (C
smaller).
Because MCTS is simulation based, it is straightforward to extend MCTS
to simulate random outcomes or random decisions in a random default pol-
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Algorithm 5 SIMULATE(NS)
Require: node NS, motion model model, default policy π0, reward function
R(·)
1: T ← ∅
2: U← ∅
3: while NS 6= null do {recursively follow NS.parent returning to the root
node}
4: T ← T ∪ {NS.S} {build trajectory}
5: U← U ∪ {NS.action} {build action sequence}
6: end while
7: S ← NS.S
8: while S 6= ST do {complete a playout until termination}
9: a← π0(S) {use default policy to select action}
10: S ← model.next(S, a)
11: T ← T ∪ {S} {build trajectory}
12: U← U ∪ {action} {build action sequence}
13: end while
14: return R(T )
Algorithm 6 BACKPROPAGATE(NS, R)
Require: node NS, reward R
1: while NS 6= null do
2: NS.reward← update(NS.reward,R)
3: NS ← NS.parent
4: end while
5: return NS
icy once the reader fully understands MCTS. Whenever a random outcome
is needed (e.g. during SELECT or SIMULATE), sample the stochas-
tic motion model. In addition, the children of a node are all possible (ac-
tion,outcome) pairs. When evaluating action a at node NS for SELECT or
other operations, one must average/sum over all outcomes for a given action
(Use the sample mean, not the expected value.).
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UCB1 requires experimental tuning of the parameter C.It is also impor-
tant to note that MCTS is difficult to implement in parallel, but an ensemble
of MCTS searches can be merged [81]. MCTS has been applied to MDPs as a
form of real time dynamic programming [80,82]. Such formulations form the
basis of our application of MCTS to the stochastic path planning problem.
We used UCB1 (Eq. 4.8) for the selection procedure of MCTS [80].
2.9 Cross Entropy Method
The Cross Entropy Method (CEM) [83,84] is a general importance sampling
strategy that iteratively improves solution quality by tuning the parameters
of a probability distribution. CEM has been applied to policy iteration for
MDPs [85–88] for path-independent rewards and is particularly suited for the
task at hand. Model predictive path integral control (very similar to CEM)
has been used to solve model predictive control problems [89]. Starting with
a uniformly random policy, CEM simulates many (e.g. Np = 5, 000) rollouts
of the agent’s policy per iteration. Each rollout spans the entire mission
duration, and the rollout’s reward is evaluated. The rollouts with reward in
the (1− ρ) percentile for ρ ∈ (0, 1) are assessed. The policy’s parameters are
then updated to increase the likelihood of the (1− ρ) percentile trajectories
by computing the maximum likelihood estimate (MLE) of all state to action
distributions.
We now provide a generic formulation of CEM and will describe applying
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CEM to the problem at hand. Since we are concerned with discrete problems,
we assume that all distributions are categorical and hence have a finite set
of parameters defining them. CEM also works for continuous distributions,
especially those in the exponential family.
The objective of CEM is to maximize reward function Q(x) where x ∈ X
is finite but large
x∗ = arg max
x∈X
Q(x) (2.16)
Using CEM for optimization assumes that the optimal solution x∗ is a
rare event when searching over random samples X ∈ X . As is common with
importance sampling, we define l = Pr(Q(X) ≥ γ) = E[I{Q(X)≥γ}] with I{A}
the indicator function of set A. We define distribution parameters θ. The
goal is to update the distribution parameters to bias the search toward the
region that contains the optimal solution.
For (deterministic) combinatorial optimization problems, a typical termi-
nation criteria is that γt does not change in n = 5 iterations. Minimizing the
cross entropy (Alg. 7 Line 12) is equivalent to generating maximum likelihood
estimates of the distribution. However, the MLE update of the policy pa-
rameters does not factor in prior knowledge, which is detrimental by forcing
probabilities of actions that are not sampled in the kth iteration to zero. The
MLE distribution parameters are filtered with a low-pass filter with parame-
ter α ∈ (0, 1] with α = 1 equivalent to not using the low-pass filter in Line 13
in Alg. 7. When the combinatorial problem is deterministic, the best found
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Algorithm 7 Cross Entropy Method for Combinatorial Optimization
Require: parametric probability mass function f(x, θ), initial parameters
θ0, reward function Q(x), number of batched trials Np, percentile ρ, low-
pass filter parameter α.
1: k ← 1
2: while termination condition not met do
3: k ← k + 1
4: xmax ← xnull {xnull denotes infeasible solution}
5: Qmax ← −∞
6: X← sample f(x, θt) Np times. {conduct Monte Carlo rollouts}
7: if ∃x ∈ X s.t. Q(x) > Qmax then
8: xmax ← x
9: Qmax ← Q(x)
10: end if
11: γk ← (1− ρ) percentile of Q(X), X ∈ X. {update rare event}
12: φk = arg maxv E[I{R(X)≥γk}] log f(X, v) {minimize Cross Entropy}
13: θk ← αφk + (1− α)θk−1 {filter parameter update}
14: end while
15: if problem is deterministic then




solution in Line 5 of Alg. 7 is a feasible, reproducible solution. However, if
the problem is stochastic, xmax or Qmax may represent an unlikely outcome
and is not reproducible with probability 1.
Inclusion of the low-pass filter has been shown to converge to the optimal
solution [90]. We further observe that the use of a low-pass filter has a close
relationship to the Maximum a Posteriori (MAP) estimate of the filter. For
the Dirichlet conjugate prior distribution, the Bayes Filter can be formulated
as a time varying low-pass filter, where α → 0 due to the accumulation of
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information in the prior. However, information from old iterations ought to
be eventually forgotten anyway as it represents the rewards of old policies
that gathered less reward than the best-known policy. Fixing α to be constant
offers a compromise between both MLE and MAP. This is done iteratively
until either the value of the (1 − ρ) percentile converges, or if a maximum
number of iterations has been completed.
CEM has been applied to generating policies for a single beacon vehi-
cle supporting up to two survey AUVs in the presence of a simplified tidal
current model (for a team of three vehicles) by minimizing the sum squared
position error, which is path independent [86, 87]. CEM is competitive with
Dynamic Programming (DP) and both approaches are robust to environmen-
tal uncertainties [87]. We further note that the described CEM formulation
can in principle handle path dependent rewards and has a means of lever-
aging ocean forecasts, yet the performance of CEM in these scenarios has
not been demonstrated in previous work. The DP based technique will not
handle path dependent rewards efficiently, and DP will not scale well to large
teams of agents.
For completeness, it is important to note that general formulations of
CEM and proofs of convergence for CEM do not extend to solving stochastic
problems such as the problem at hand. CEM is merely a stochastic ap-
proximation technique for deterministic problems. It is possible to generate
stochastic motion models where the (1− ρ) percentile of rollouts is a biased
sample of trajectories and does not represent expected system performance.
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Techniques exist to generalize CEM to stochastic problems [83,91].
2.10 Path Independent Approximations to Path Dependent
Reward
Given the demonstrated difficulty of solving problems with path dependent
rewards, it would be of interest to find alternate means of solving ancillary
path-independent objectives that approximate the path-dependent reward
well. One approach was to use Markov approximations for transect sampling
tasks [92]. This contrasts with the approximation of history dependent poli-
cies with Markov policies in Chapter 4, instead changing the reward function
being optimized itself. However, the transect sampling task problem formu-
lation enables that the path dependent components decorrelate along the
path, so it’s applicability to more difficult problems (such as paths that self
intersect) is unknown. In addition, other work for UAVs has investigated
additive approximation to submodular rewards [93]. For calculating optimal
stopping times for path dependent systems, path-wise approximations have
been treated as “Taylor expansion” [94].
2.11 Gaussian Processes
Gaussian Process (GP) Regression based objective functions are in widespread
use due to the ability to account for such correlations [70,95]. GPs also have
analytic solutions to metrics such as mutual information or entropy. One
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major limitation to GPs is their inability to scale well to large problems. For
n sensor measurements, naive GP regression is of O(n3) complexity. This has
spawned many techniques to improve GP regression. The accuracy of sparse
approximate Gaussian processes [96] are limited by the number of inducing
variables and cannot express complicated sensor deployment scenarios effi-
ciently. Other techniques involve covariance tapering [97] or nearest neighbor
Gaussian processes [98] which induce sparse representations while modeling
the underlying data accurately.
One of the major criticisms of GP regression is that it enforces a uniform
spacing of samples [95], suggesting uniform covering strategies as a cheaper
alternative to GP regression.
2.12 Feasible Trajectory Generation
To ensure agile maneuvering, autonomous systems must generate dynami-
cally feasible trajectories that satisfy the vehicle constraints and that the
vehicle’s controller can reliably track. Example challenges include account-
ing for limited acceleration (or braking) capabilities to safely avoid obstacles,
minimum turning radius, or staying within the flight envelope of the airframe.
Path planning algorithms that do not factor these constraints will produce
energy consuming, jerky or risky paths [99]. There are a wide variety of
approaches taken in the robotics community, many of which are depicted in
Figure 2.3. Traditionally, dynamically feasible trajectories are time varying
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Figure 2.3: Different representations of a dynamically feasible trajectory are
possible.
signals of the system evolution (including higher order derivatives) which sat-
isfy the equations of motion of the system, along with the control signals that
reproduce the trajectory. For point to point maneuvers, this often requires
solving a boundary value problem, and can be solved using a wide variety
of control techniques [1, 100, 101] (Fig. 2.3(a)). However, BVP solvers often
have trouble accounting for obstacles, so they are combined with various path
planning techniques to plan around obstacles. The well known extension of
Rapidly Exploring Random Trees (RRT), RRT*, is a sample based motion
planner initially intended for combining BVP solutions to find asymptotically
optimal trajectories in the presence of obstacles [102]. Further, Kinodynamic
RRT* has been developed to plan asymptotically optimal trajectories for sys-
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tems with linear dynamics in the presence of obstacles [103]. Sample based
techniques tend to suffer due to the expense of solving the BVP many times.
In addition, kinematic paths can be converted to dynamic trajectories us-
ing back-stepping [104], but this technique cannot generate trajectories that
exploit the dynamics to improve performance.
Differentially flat systems are systems that can be fully controlled by
defining the trajectories for their flat outputs such as position and yaw [105].
For example, quadrotors require that the flat output trajectories (position,
yaw) be smooth up to the 4th order in order to have continuous motor com-
mands for graceful motion [106]. Splines are an effective means of represent-
ing feasible trajectories for differentially flat systems [106, 107]. Optimizing
splines to satisfy point-wise constraints minimizing snap [106], or minimizing
snap and segment time [108] offer practical means of generating feasible tra-
jectories. Similarly, Bézier curves (Fig. 2.3(e)) combined with speed profiles
have been used to coordinate teams of UAVs [109].
The use of splines to represent trajectories of quadrotors suggests that
alternate representations of the trajectory generation problem may facilitate
the search. The planner could instead sample in the control space (Fig.
2.3(b)). Applying the selected control signal to the system with the correct
starting condition will generate a dynamically feasible path. Alternatively,
one could also search the space of policies, or a state to action mapping. One
additional approach is to generate a family of various maneuvers or macro
actions called Maneuver Automata (MA) provide an alternative language
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for describing dynamically feasible trajectories for vehicles [110], which have
been applied to RRT-like algorithms [111]. Other maneuver techniques in-
clude using dynamic movement primitives to interpolate optimal control so-
lutions [112]. Stitching maneuvers together to form a lattice (repeating struc-
ture, Fig. 2.3(d)) is amenable to searching for algorithm using A* [113,114].
Another way to generate dynamically feasible trajectories is by developing
policies (Fig. 2.3(c)). The MDP based techniques mentioned in Section 2.7
are satisfactory means of generating policies. Also of interest is the use of
sequential composition, generating collections of Linear Quadratic Regulator
feedback controllers to steer teams of agents [115]
2.13 Literature Related to Topic 1: Search and Rescue
Research interest in probabilistic target search appeared as early as 1956
[116] studying the probability of detection of a target given various sensor
conditions. Since then, a large body of work has been developed on the task
of target search, including many surveys of the subject [117–119].
First and foremost, our literature survey will focus on problems requiring
active search where agents keep moving to locate targets [35, 120]. Several
important factors that delineate different approaches in the literature include
the number of targets to be tracked, the assumptions about the target motion
model, and who is searching for the targets. Some approaches are only for
finding a single target, while others are for finding multiple targets. When
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working under a Bayesian framework, it is common to track a probability
density function of a single target’s location [34]. This can be extended to
a predefined number of targets in parallel [33, 121], or using random finite
sets to track the likelihood of the existence of a random number of targets
[5, 120,122].
Further, whether or not targets are stationary or dynamic affects the
search. If targets are known to be stationary (or static), one could divide the
search space into cells on a grid and track hypotheses in each cell [5,34,123].
Or, one can track the number of targets contained within each cell [124,125].
Since our work assumes stationary targets, there is a grid of cells, but the
approach collects multiple cells into regions for faster evaluation of cover-
age plans by planning at the coarser granularity of searching regions in-
stead of cells, requiring fewer actions for a full duration coverage plan at the
cost of generating suboptimal plans. Targets that react and move according
to the agent’s position can be assumed to have an adversarial relationship
characterized by pursuit-evasion games [118]. Alternatively, target motion
can be modeled as a Markov process which is unaffected by the agent’s ac-
tions [25,35,126]. There have been experiments using UUVs in a littoral envi-
ronment tracking moving targets [127] using a multi-hypothesis tracker [128].
Certain approaches also factor coordination between agents to find the tar-
get(s), either implicitly or explicitly [126]. Regarding multiagent algorithms,
in particular explicit coordination methods are exponentially complex with
the number of agents [126]. Multiagent coordination where the agents share
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and fuse observed data is common [33, 35, 121, 129–131]. Multiagent search
can also be adversarial where two competing teams are searching for the
same target [132].
In contrast to finding trajectories that maximize mutual information,
one could plan trajectories that minimize the time to detect the target
[48, 133, 134]. Minimizing expected time to detection vs. guaranteeing cap-
ture or reducing target location uncertainty will be appropriate in different
scenarios [48]. However, the mentioned works are formulated for either a sin-
gle target [133,134] or for a fixed number of targets [48], which is unsuitable
for widespread disasters on land where the number of survivors is unknown
a priori.
Hierarchical approaches can be used to improve the representation of the
target distribution or of the environment to speed up the search. Quad-tree
like structures representing the target distribution have been used [5,135,136].
Alternate approaches take advantage of the structure of the environment
(e.g., rooms in an indoor map) [126,137] but assume that regions are convex
and a line of sight sensor is used.
2.14 Literature Related to Topic 2: Geospatial Tasks and Un-
derwater Vehicles
There is a wide body of research regarding using underwater vehicles for
geospatial tasks [138]. Using teams of underwater vehicles for information
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gathering tasks has been done most commonly with teams of gliders [139], but
also with profiling floats [15] and hybrid glider/AUVs [140]. Other work has
used Lagrangian drifters providing position information to teams of AUVs
tracking oceanographic features [141]. Some earlier work starting in 2007
generated ellipsoidal steering laws to maximize informativeness of the sam-
pled ocean data [142]. Later, there’s been field experiments for tracking algae
blooms, where researchers investigated Intermediate nepheloid layers (INLs)
in the ocean [143]. A time-varying information objective was explored in [11],
when using sampling based motion planning for environmental information
gathering. Adaptive sampling tasks are scenarios where a nonuniform distri-
bution of sensing measurements improves the cost effectiveness of the mission
when, e.g. reducing measurement uncertainty for a given mission. Mixed In-
teger Linear Programming has been used for formulating adaptive sampling
tasks for underwater vehicles [144].
Planning UUV trajectories that exploit the ocean currents in the pres-
ence of forecast uncertainty remains an open research challenge. While the
effective forward speed of gliders ranges from 25 cm/s (Spray) to 35 cm/s
(Slocum) [142], the intended target platform of the research is that of vehicles
of severely limited propulsion capabilities (10 cm/s) to maximize endurance.
In terms of exploiting ocean currents for energy efficient path planning pur-
poses, graph based techniques have been used to generate time and energy
optimal paths for Autonomous Surface Vessels [145]. Ensemble methods in
uncertain flow fields based on the Pontryagin maximum principle have been
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used [146]. These approaches were developed for waypoint navigation and
not information gathering tasks, however. AUV gliders have been able to use
the ROMS ocean model for tracking of algae blooms in the Southern Califor-
nia Bight [147]. However, the ROMS ocean model does not quantify model
uncertainty, so researchers have developed post hoc techniques to estimate
model uncertainty by modeling interpolation variance [95]. Use of ensemble
methods for ocean forecasting [148] has been used in live experiments in the
Gulf of Mexico and significantly improved the prediction accuracy of near sur-
face drifters, outperforming ocean models similar to ROMS such as NCOM or
HYCOM [146]. We note that ensemble techniques consist of populations of
estimates which can drive statistics on model characteristics. Planners using
ensemble methods have been implemented by solving the planning problem
as a boundary value problem in the presence of uncertainty [149], but have
only been used to solve simple canonical problems such as double-gyre flows
so their applicability to models of the ocean is unknown. An alternate plan-
ning technique for accounting for environmental distrubances includes using
a variant of A* that conducts minimax game-tree search, and has been used
successfully with ASVs [150]. However, such game-like nondeterministic for-
mulations can be overly conservative compared to probabilistic approaches.
Prior use of MDPs for UUV applications was discussed in Section 2.7.
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2.15 Literature Related to Topic 3: Persistent Monitoring for
ASVs
Persistent sensing approaches [151] model the information uncertainty in the
environment as a field defined over a set of locations and assume that the
field increases linearly at locations beyond the sensing range of the robot and
decreases linearly at locations within the robot’s range. Persistent sensing is
distinct from static sensor placement or the art gallery problem [152], where
static assets are strategically placed to maximize coverage. The price of static
sensors can prove costly in an ocean environment, therefore planning for
moving sensors results in lower sensing cost. Persistent monitoring strategies
have also been employed for establishing general trends in current flow [153].
Similar work enabling surveillance tasks in a congested littoral enviornment
has been done [154].
Control-based approaches involving locational optimization include [56,
66,155]. There also exist information-theoretic approaches that specify which
areas are of interest and attempt to maximize the informativeness of a plan.
In [156], agents followed the gradient of mutual information to minimize total
entropy.
Conceptually, one could pick areas of interest in the environment and
find the optimal path connecting fixed nodes, which is equivalent to solving
the multiple Traveling Salesman Problem (M-TSP). M-TSP is even more
difficult than TSP, though many approximate solutions exist [51]. However,
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Figure 2.4: An example multiple Traveling Salesman Problem. Nodes to
visit are in blue, inter-city connections in grey, with the selected multi-tour
in black.
one major limitation to M-TSP is that the areas of interest are fixed and
do not adapt to move from high cost areas to low cost areas. Techniques
based on locational optimization techniques use Lloyd’s algorithm [64] to
steer vehicles to regions of interest to maximize reward [56]. Previous work
has adapted such work to minimize the arc length of a single tour [66], while
our previous work factored in path traversal costs while accounting for motion
uncertainty [157]. We now extend our previous work to coordinate multiple
vehicles with realistic simulations in a littoral environment. A patrol problem
related to persistent monitoring includes the use of decentralized markets to
coordinate teams of ASVs in protecting key assets [158].
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2.16 Summary
Reviewing the mentioned literature highlights several unresolved issues that
must be solved for the topics of interest. The first deficiency lies in how
search based algorithms find solutions to information gathering tasks. There
is no straightforward “distance to the goal” metric, and there is often greater
ambiguity between selecting paths of similar reward for information gather-
ing tasks, exacerbating A* concerted efforts at evaluating all nodes of high
possible reward. Conversely, a typical poor to medium quality deep partial-
solution will gather more information than the beginning portion of a rare,
high quality partial-solution. It is difficult to devise and employ a heuristic
that accurately estimates the amount of information that could be gathered
with future search effort. This chapter also outlined the MDP formulation,
which normally have path independent rewards We mentioned CEM and
MCTS as techniques for solving MDPs but given their technique of using
simulated rollouts, can extend to path dependent rewards.
Greedy techniques stemming from submodular function maximization
and Lloyd’s algorithm from Locational Optimization solve relevant informa-
tion gathering tasks. However, these techniques often do not factor the envi-
ronment physics, which can generate waypoints or steeering laws that are not
reachable/feasible or can cause collisions. Further, coordinating large teams
of vehicles for information gathering tasks has been unresolved. Approaches
like M* will have great difficulty optimizing path-dependent rewards because
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this dramatically increases the size of the coordination space. Techniques
like SGA are quadratic in the number of agents, but it is of interest to find
efficient strategies that scale well to large numbers of agents.
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Chapter 3: Multipass Target Search in Natural Environments
This chapter is derived from work presented at the 2017 IEEE International
Conference on Robotics and Automation [12] and in the MDPI Sensors Jour-
nal Special Issue on Remote Sensing and GIS for Geo-Hazards and Disas-
ters [2].
3.1 Introduction
Consider a disaster scenario where search and rescue workers must search
difficult to access buildings during an earthquake or flood. Often, finding
survivors a few hours sooner results in a dramatic increase in saving lives,
suggesting the use of drones for expedient rescue operations. There are sev-
eral reasons why generating a multipass coverage plan is advantageous for
search and rescue. Scenarios involving noisy sensors or targets that appear or
disappear over time require multiple passes to correctly determine whether
or not a target is present. Further, given constraints in mission duration,
the agent must be able to properly decide where to search, and for how long,
before returning to base. To improve the runtimes of the various planners, we
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(a) Aerial view of damaged
buildings in the disaster
c©2015 Associated Press.
(b) Extracted hierarchical
graph of the environment.
(c) Multi-pass coverage
plan concentrating on
areas around the buildings
due to high uncertainty.
Figure 3.1: Multipass coverage plan example for the 2015 Nepal Earthquake.
3.1(a) Aerial photography illustrates the extent of the damage due to the
earthquake. 3.1(b) Regions (color) with grid depicted in the lower-right
region (grid enlarged for illustration). 3.1(c) Resulting multi-pass search
over the area at full resolution (color indicates pass count).
suggest using a hierarchical approach. For example, in the 2015 earthquake
in Nepal, Canadian relief teams used 3 small MAVs to assess the area and
direct relief efforts despite a lack of ground access to villages [159]. For an
example of the destruction in the Nepal 2015 disaster, an extracted graph
for automated search, and an example multipass coverage plan for SAR, see
Fig. 3.1.
Entropy can be used to quantify the generation and resolution of uncer-
tainty. When searching for targets, maximizing mutual information of future
sensor observations will minimize expected target location uncertainty by
minimizing the entropy of the future estimate. Motion planning for multi-
target autonomous search requires planning over an area with an imperfect
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sensor and may require multiple passes, which is hindered by the submodu-
larity property of mutual information. Further, mission duration constraints
must be handled accordingly, requiring consideration of the vehicle’s dynam-
ics to generate feasible trajectories and must plan trajectories spanning the
entire mission duration, something which most information gathering algo-
rithms are incapable of doing. If unanticipated changes occur in an uncertain
environment, new plans must be generated quickly. In addition, planning
multipass trajectories requires evaluating path dependent rewards, requiring
planning in the space of all previously selected actions, compounding the
problem.
This presents several challenges which must be resolved. The algorithm
must be able to react quickly to new information that can affect the search
plan, suggesting an anytime formulation. An anytime algorithm is an al-
gorithm that quickly finds a feasible solution, and continually improves the
solution as available planning time permits.
The goals of this topic is to:
• Identify relevant techniques that extend to multipass coverage plan-
ning.
• Develop an any time algorithm capable of producing long duration mul-
tipass coverage plans that maximize mutual information and minimize
search effort.
• Benchmark the various techniques in natural environment.
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This chapter presents an anytime algorithm we developed called ε−admissible
Branch and Bound (B&B) for autonomous multipass target search for appli-
cations in search and rescue. Initial findings tested the various algorithms
in maze-like rectangular environments [12]. The work was extended to more
realistic environments [2] that account for sensors viewing multiple cells,
the physics of the vehicle, and realistic variations in region shapes using
state of the art environment decomposition techniques on simulated obsta-
cle occupancy grids generated by gradient noise. The algorithm is capable
of generating long duration dynamically feasible multipass coverage plans
that maximize mutual information using a variety of techniques such as ε-
admissible heuristics to speed up the search by more aggressively pruning the
search space yet guaranteeing that the final solution is within ε of optimal.
To our knowledge this is the first attempt at efficiently solving multipass tar-
get search problems of such long duration. The proposed algorithm is based
on best first Branch and Bound and is benchmarked against state of the art
algorithms adapted to the problem, gathering the most information in the
given search time.
Experimental results compare the performance of the proposed ε-admissible
branch and bound algorithm to other state of the art algorithms and also as-
sesses how well in expectation the various algorithms guide human relief crews
using a simplified effort allocation model. Findings show that ε-admissible
branch and bound is able to gather the most information and reduces the
expected time for ground crews to search a cell. Such quality plans come
58
at the cost of requiring the most time to compute, however. We conclude
our analysis with a discussion on the low cost of supercomputing capabilities
contrasted with the large value of a statistical life.
The chapter is organized as follows, following the road-map in Fig. 3.2.
Section 3.1 offers an introduction and motivation to the topics presented.
Section 3.2 offers a formal problem formulation for multipass coverage plan-
ning for target search. The detailed description of the algorithm presented in
this chapter is divided into three related sections. Cross references are pro-
vided to establish ties between related concepts; readers may skip the cross
references on an initial read. Section 3.3 introduces important preliminary
concepts and introduces the benchmark algorithms. Section 3.4 outlines
the proposed algorithm in the chapter, and outlines how the analysis will
be conducted. Section 3.5 discusses implementation details of the algorithm
outlining the simulated natural environment developed for benchmarking the
algorithms. Section 3.6 covers the experiments and their results, Section 3.7
discusses the experiment results and Section 3.8 concludes and summarizes
the chapter.
3.2 Problem Formulation
We define a common benchmark problem to solve multipass coverage plan-
ning problems by defining an environment (sensor model plus motion model)
with an objective function to maximize. We are most interested in (1) the
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Results 7. Discuss. 8. Summ.
Figure 3.2: Road-map of the organization of Chapter 3.
quality of the solution the algorithm generates (how much information the
algorithm gathers which in turn changes how long it takes for relief crews to
search a cell for survivors) and (2) how long it takes to compute the solution.
Define W ⊂ R2 to be workspace of the robot where w = (x, y) ∈ W . Let
C = W × Ẇ × . . .× T be the configuration space consisting of time domain
T , workspace W and all higher order tangent spaces required to define the
robot’s trajectory. We assume that the robot starts at point cstart ∈ C. For
our application, we are interested in planning in the space of feasible trajec-
tories. A feasible trajectory T is a time indexed curve in C that starts at
cstart and that the robot’s dynamics is capable of reproducing. We denote
the space of all feasible trajectories in time domain s ∈ [0, t] with end time t
as Tt. Let Tt =
⋃
s∈[0,t]{Ts} be the space of all valid trajectories whose end
times vary between 0 and t.
Sensor measurements used for target search are stored in a discrete evi-
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dence grid E covering workspace W . Instead of counting the sensor measure-
ments the agent observes, count the sensor measurements observed in each
cell separately with k = 0, 1, 2, . . .Define grid cell gx,y = [x, x+ r)× [y, y + r)
where
x ∈ {xmin, xmin + 1, . . . , xmax − 1, xmax} ⊆ N
y ∈ {ymin, ymin + 1, . . . , ymax − 1, ymax} ⊆ N
for user defined resolution r (typically, r = 1) where W =
⋃
x,y gx,y such that
the collection gx,y exactly covers the workspace.
For each cell g ∈ E define X to be the hidden state of whether or not
the cell contains a target. X may be discrete or continuous. Zk ∈ {0, 1} is
the kth sensor measurement in g and Z1:k is the collection of the k sensor
measurements Z1, . . . , Zk. A continuous example is the Bernoulli process
where X ∼ Beta(α, β) and Zk ∼ Bernoulli(X). This can model targets
that disappear and reappear from view randomly. Let z1:k be an observed
sequence of measurements (a realization of Z1:k). When it is necessary to
denote the particular grid cell in which sensor measurements are taken we
shall use superscripts, e.g., zx,y1:k is the observed sequence of measurements
in gx,y. Each cell in the evidence grid is assumed to be independent from
all other cells, that is X i,j ⊥ Xx,y for i 6= x and j 6= y. For all x, y, k
we assume that Xx,y is independent of time and thus Zx,yk and z
x,y
1:k are not
affected by the time(s) at which the measurements are taken. The rationale
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behind this is that targets with restricted mobility (can only move within
one grid cell) can be accurately modeled with a stationary process model,
plus removing the dependence on time improves the ability to precompute
the mutual information of future sensor measurements. Given the forward
sensor model P (Zk = zk|X), we compute the inverse sensor model using a
recursive application of Bayes’ Rule, (Eq. 3.1):
P (X|z1:k) =
P (Zk = zk|X, z1:k−1)P (X|z1:k−1)
P (Zk = zk|z1:k−1)
(3.1)
in which all sensor measurements are conditionally independent. From this
model it is possible to compute the mutual information I(Zk+1;X|z1:k). In
practice, this can be computed a priori for any process and sensor model,
and tabulated on the number of positive and negative sensor measurements
observed (see Sec. 3.4 and Table 3.1 in Sec. 3.5.4 ). This model can account
for either static (consider the occupancy grid model) or stationary targets
(target’s presence at any moment of time is the outcome of a Bernoulli Pro-
cess, but the target’s distribution is independent of time). The outlined
approach in this chapter would need to be modified to be used with non-
stationary targets (whose target distribution is time dependent such as a
Markov chain) or dynamic targets (whose belief distribution may be in more
than one cell). We will assume the use of an occupancy grid model [160].
This model has closed form solutions which are obtained by judiciously ap-
plying basic properties of probability and information theory; use of other
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process/sensor models lies beyond the scope of this chapter. Define submod-
ular function I(Zk+1:k+q;X|z1:k) to be the total mutual information gathered
by a total of q future sensor observations. We note that in this approach,
mutual information is used to predict the total information gain of future
trajectories conditioned on any previous sensor measurements observed.
Given a particular configuration c ∈ C, the sensor model also defines a
sensor configuration footprint, encoding which cells in E are observed given
the perspective (field-of-view), and characteristics of the sensor (consider the
projection of the image plane onto the evidence grid for a downward facing
camera). This extends to trajectories, defining the trajectory footprint of the
sensor following the path of the trajectory (Eq. 3.2).
ΦT = {∪x,yZx,yk+1:k+q|T makes q observations at cell gx,y} (3.2)
It holds that different sensors have different footprints (e.g., downward facing
camera vs. scanning LIDAR). ΦT is equivalent to a 2D array the same size
as the evidence grid by defining ΦT [x, y] to be the number of observations
in the indexed cell. The cumulative mutual information collected by time t
assuming the robot has followed Tt is given by the sum of the mutual infor-
mation of the future sensor measurements and the hidden state conditioned







The problem of multipass coverage planning for information gathering
with mission duration constraints is defined as follows: Find T ∗t , the trajec-
tory of time duration t that maximizes the cumulative mutual information in
Et,
T ∗t = arg max
Tt∈Tt
R(Tt). (3.3)
3.2.1 Motion and Sensor Model
We assume a motion model Ttl+1 = ψ(Ttl , al) where the current trajectory and
next action determine the subsequent trajectory (along with next state c and
trajectory footprint). In order to minimize the number of actions required
to generate a coverage plan to minimize the depth at which one must search
to find the solution, we cluster the cells of the evidence grid into contiguous,
connected regions. The agent then has the choice to either traverse between
connected regions, or search a given region. See Fig. 3.3 for an example
motion model. At a lower level hidden from the planner trying to solve (Eq.
3.3), the agent stitches motion primitives together to generate a trajectory to
complete a given action (Section 3.4.3). Previously, we tested the proposed
approach in rectangular environments [12]. In this work we extend such
findings to more natural simulated Boustrophedon environments as will be
covered in Section 3.5.2 and Section 3.5.3.
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Figure 3.3: Example evidence grid divided up into 3 connected regions or
nodes. The agent’s motion model consists of different regions (also referred
to as nodes). Each region contains a subset of cells (white, grey or checkered).
A cell may belong to multiple regions, not shown. Each region has a central
point (black circle) contained within the cell. The actions available to the
agent at a given region is to either search the current region, or move to an
adjacent region along a path connecting central points.
3.2.2 Trajectory Equivalence
The computation time required to solve (3.3) can be significantly decreased
vs. a naive search over all Tt ∈ Tt as a consequence of our assumption that
Xx,y is independent of time for all x, y. Consequently, the order in which
observations are recorded in ΦTt does not affect the information gathered.
Two trajectories are in the same equivalence class if their footprints and end
configurations are equal. Further, if the set of future feasible trajectories
is uniquely determined by the current configuration, then two trajectories
belonging to the same equivalence class generate the same future feasible
trajectories. This implies that we may prune a node in the search tree if
it is found to be equivalent to another node in the queue, meaning that we
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only need to store one trajectory per equivalence class without affecting the
quality of the final solution. In practice, this is accomplished by hashing all
(ΦTt , c) that we encounter to see if a new node generates a new equivalence
class.
3.3 Preliminaries
Now that we are given a proper problem formulation, we now introduce the
benchmark algorithms and additional required concepts before proceeding to
the approach.
3.3.1 Benchmark Algorithms
In addition to our proposed algorithm, there are three additional algorithms
we would like to benchmark for the described scenario, that we can clas-
sify as being either heuristic solvers or planning algorithms. It is reasonable
to suppose that heuristic solvers will get solutions faster by solving an eas-
ier problem (often in polynomial time), but will get lower quality solutions.
Planning algorithms, on the other hand, solve the problem at hand by rea-
soning over many candidate solutions. Planning algorithm performance can
be improved by using heuristics to guide the search. In practice, the use of
properly designed heuristics to guide the search reduces the computational
effort by a significant constant factor making exponentially complex algo-
rithms tractable, while still obtaining (near-)optimal solutions.
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We evaluate two heuristic solvers including (1) a single step greedy heuris-
tic solver, and (2) the depth first search coverage based planner which is
used in covering Boustrophedon decomposed environments [47] and has been
adapted to generate multipass coverage plans. For planning algorithms, we
test both depth first branch and bound and ε-admissible branch and bound
(ε-admissible B&B: Alg. 8 [12]). ε-admissible B&B uses improved heuristics
to dramatically increase the quality of the solutions. Similar to ARA* [22]
and e-admissible search [161], ε-admissible B&B uses an inadmissible heuris-
tic to speed up the search time for branch and bound to find a good solution
with bounds on sub-optimality.
The greedy heuristic algorithm greedily maximizes total information gath-
ered per unit of time for the next immediate action. When the greedy heuris-
tic is selecting the next best action, it is possible (but unlikely in natural en-
vironments) that two or more actions result in the same (maximal) amount
of information gathered per unit of time. Such ties are resolved by selecting
the action that acquires more total information. This is done iteratively until
the planned trajectory spans the entire mission duration
For the depth first coverage solver, one uses a modified version of depth
first search (DFS) to generate a tree that spans all regions in the environment.
Further, the iterative greedy heuristic g computes how many times region i
should be searched Sg,i to maximize mutual information. The agent then
traverses the tree based on the DFS order, keeping track of how many times
it has searched each region Si. To ensure a more uniform coverage of the
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environment, the agent searches the current region at most once per visit.
Traversing the DFS tree will have the agent visit most nodes multiple times,
and the tree can be traversed multiple times until the time expires (provided
there is enough time to search). Each region is searched at most Si ≤ Sg,i.
To illustrate the necessity of using priority heuristics and ε-admissible
heuristics, we contrast ε-admissible B&B to depth first branch and bound
(DF-B&B), as this is the more typical implementation of branch and bound
(especially when implemented using recursion instead of a queue). Common
practices with branch and bound tends to favor a depth first ordering when
enumerating partial solutions because it tends to find initial (complete) solu-
tions quicker enabling one to start bounding the space earlier in the search.
Best first search strategies, such as A* with good heuristics, will evaluate
fewer nodes when looking for the optimal solution however. Note that DF-
B&B differs from DFS in that DF-B&B computes the heuristic for every
node, where DFS finds a spanning tree of all regions which in turn defines
the search order, and only computes the heuristic once to determine how
many times each region should be searched. DFS therefore is much faster to
compute than DF-B&B.
Note that by convention our motion model returns actions that traverse
regions (sorted based on edge information) before actions that exhaustively
search regions. Without modification, DF-B&B will only focus on actions
that traverse between many regions and find low quality solutions within
the allotted time. To generate high quality solutions quickly, the action
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set ordering should be randomized (i.e. permuted) such that DF-B&B will
deliberate over more diverse action sequences. Such permutation schemes
should be complicated enough to prevent cycles in the action space. This
modification remains within the scope of the depth first search algorithms
since the motion models do not require a preference over the ordering of
different actions.
Zelinsky’s algorithm [46] is a value function based uniform coverage plan-
ning algorithm that plans directly on the 8-connected evidence grid. It may
occasionally back itself into a corner, in which case we use Dijkstra’s algo-
rithm to plan a route to the nearest unvisited cell, and then continue running
Zelinsky’s algorithm. We note that Zelinsky’s algorithm does not readily ex-
tend to sensor models whose footprints extend beyond a single cell in the
grid, so it will not be benchmarked in environments with sensor models that
observe more than one cell.
We now discuss various algorithms that solve related problems yet are un-
suitable for the task at hand. In the absence of good heuristics, Greedy Best
First Search (GBFS) [23] is often a good candidate as it will prioritize nodes
that are of lowest cost to the goal state for shortest path problems. In terms
of information gathering tasks, there is no “distance to the goal” metric, so
GBFS corresponds to selecting nodes that have gathered the most informa-
tion so far. This behavior is similar to how Depth First Search works, since
on average deeper solutions will gather more information. More specifically,
a typical deep solution will gather more information than the beginning por-
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tion of a rare, high quality solution. Therefore, DF-B&B will be an effective
stand-in for GBFS. Other algorithms of interest that solve similar problems
are not suitable for the problem include:
• submodular orienteering problem solvers are not suitable because these
solvers cannot visit the same area multiple times [38].
• MPC based techniques that gather submodular/path dependent reward
have too short of a time horizon [120].
• Convex methods are not suitable because the problem is not convex.
The domain of feasible trajectories is not a convex set (due to ob-
stacles), therefore the reward function is not necessarily well defined
for convex combinations of feasible trajectories which may go through
obstacles.
• Brute force methods that enumerate all possible trajectories [10] are
intractible for this problem due to the extreme length of the selected
action sequences. Even with small to moderate branching factors and
the hierarchical structure, deep solution spaces are prohibatively large.
• Monte Carlo based techniques, while good for finding reasonable solu-
tions to large dimensional problems with little known structure, cannot
leverage the hierarchical nature of the proposed problem the way search
algorithms can. Considering the simple search technique of depth first
traversal of a graph, one would be hard pressed to construct a sample
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space in which Monte Carlo samples would be more efficient and find
better solutions than search based techniques.
3.3.2 Heuristics
Several challenges exist in designing heuristics for information gathering for
multipass trajectories that do not exist in path planning for waypoint follow-
ing:
• All regions must be explored (possibly multiple times), requiring the
heuristic to be more computationally demanding and explore a larger
portion of, if not the entire workspace.
• The reward function is path dependent since mutual information is sub-
modular, requiring planning in the space of trajectories instead of the
configuration space.
• There is an increased number of paths of equal or similar reward, fur-
ther compounding the problem.
To counter these challenges we define the notion of an ε-admissible heuris-
tic for branch and bound in previous work, and observe that at significant
performance speedup we can more greedily prune the solution space with a
bounded loss in optimality [12]. For our application we effectively transform
the admissible iterative greedy heuristic g into an ε-admissible g̃ (see Section
3.5).
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We now describe the iterative greedy heuristic developed for multipass
search in previous work [12]. We relax the problem formulation in (Eq.
3.3) by permitting sequences of actions that are not feasible. In other words,
regardless of the agent’s current state, the agent must select L discrete actions
to take, from all Na actions that are available from any state (Note that to
guarantee admissibility Na is the sum of all actions that transition between
regions and all actions that search a given region, Section 3.2.1.).
Define decision variable ai ∈ {0, 1, . . . , L} with i ∈ 1, . . . , Na the number
of times the ith action is taken, with decision vector a = (a1, a2, . . . aNa). For
the multipass coverage planning problem, actions can be selected multiple
times. For example, selecting action ai j times implies ai = j. Selecting
action i the (ai + 1)th time yields the incremental reward of ∆Ri(ai + 1). Ri
is monotone increasing and concave (Ri(a + 1) ≥ Ri(a) but ∆Ri(a + 2) ≤








wiai ≤ L and ai ≥ αi ≥ 0 (3.4)
The strategy to find the optimal solution is to sort all actions based on
the incremental reward. While picking one action may affect the reward of
other actions, those actions affected are a small subset of all Na actions and
can be recomputed, since information content is localized to a given cell, and
the information in cells may be accessed by different actions. During each
























Figure 3.4: An illustration highlighting how the heuristic is an upper bound.
Relaxing the motion model is akin to allowing the agent to move freely
between regions ignoring the motion model. The heuristic is able to sample
the regions with the most info given the mission duration but ignores path
constraints, such as having to navigate the 12 minute edge. The optimal
solution is to traverse the bottom of the environment.
reward function the reward for taking an action a the ith time is collected
before taking action a the (i + 1)th time [12]. An illustration of how the
iterative greedy heuristic can be found in Fig. 3.4.
This formulation is similar to previous work that uses multi-armed ban-
dit (MAB) relaxations for gathering information [162]. However, the MAB
heuristic computes dynamic allocation indices [163] in scenarios where re-
ward is uncertain. The iterative greedy heuristic gathers expected informa-
tion gain, which automatically factors measurement uncertainty, offering a
simpler approach for the problem at hand.
One of the main limitations to the iterative greedy heuristic is that it
does not account for flight time associated with the agent transitioning be-
tween region. This means that many different distributions of information
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will have the same heuristic reward even though it will be easier to gather the
reward in some scenarios and not in others. Algorithms like A* or best first
branch and bound expand all nodes with optimistic reward greater than or
equal to the optimal reward, dramatically increasing search time if there are
many paths of similar cost. One might consider getting a tighter bound on
total information a node can gather with the remaining time available before
the mission ends by estimating the total remaining traversal time. One such
way to obtain a lower bound is to generate a minimum spanning tree [29]
of all regions the heuristic visits. While this approach works for traveling
salesman problems [28], such an approach cannot properly bound the infor-
mation gathered when traversing between regions, making it unsuitable for
the problem at hand.
Further, in large maze-like environments, it is often difficult for the plan-
ner to explore the search frontier when a candidate solution backs itself into
a corner and requires multiple actions to return to the frontier, which is likely
to happen when a multipass algorithm is used in large environments.
The iterative greedy heuristic requires the evaluations of many footprints
for their information content. In order to speed this up, we first note that
changes in cost can be computed locally for the region being evaluated imme-
diately. Second, caching the rewards for footprints is essential to improving
the speed of the heuristic. Whenever a region is selected greedily, at the next
iteration the rewards only have to be recomputed for the previously selected
region (and any other regions it may overlap), resulting in a constant factor
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performance improvement with Nr. Caching is therefore a constant factor
improvement in the run time of the heuristic.
3.4 Approach
In order to solve (Eq. 3.3), we benchmarked four different algorithms using
the same reward and motion model to determine their ability to generate
quality solutions and determine how long it takes them to compute the solu-
tion. As we did in previous work [12], we observe that I(Zk+1:k+q;X|z1:k) can
be computed from I(Zk+1;X|z1:k) as a 3D look-up table dependent on the
number of positive and negative observations for a given cell by applying the
chain rule for mutual information [31] and the exchangeability property of Bi-
nomial random variables, offering O(1) mutual information look-up speeds
in RAM with as little as 32 kilobytes of memory for a 20x20x10 array of
double precision floats.
Our proposed method is ε-admissible branch and bound [12], is based off
of branch and bound [164] and is summarized in Algorithm 8 with subrou-
tines BRANCH (Alg. 9) and BOUND (Alg. 10). In short, branch and bound
works by iteratively partitioning the solution space (branch), and determin-
ing if a subspace contains a solution that can potentially beat the current
best known solution using an admissible heuristic (bound). Subspaces that
can be determined to not contain the best solution are pruned or fathomed,
speeding the search. When expanding the search tree denoting subsets of
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Algorithm 8 ε-admissible Branch and Bound
Require: Priority Queue Qopen, Queue Qclosed, evaluation function f(·), ε-
admissible heuristic g̃(·), priority heuristic P (·, ·), Start node Nstart, end
time Tmax, maximum number of iterations Imax, heuristic reward B0
1: B ← B0
2: Qopen.insert(Nstart)
3: i← 0
4: while Qopen is not empty or i < Imax do
5: i← i+ 1
6: N ← Qopen.pop()
7: Qclosed.insert(N)
8: if N is a complete candidate solution and f(N) > B then
9: B ← f(N) {new best solution found. Store it.}
10: end if
11: N ← BRANCH(N)
12: for all Ni ∈ N do
13: if BOUND(N,B, g̃) and (N not in Qopen and N not in Qclosed)
then







the solution space, define a search node N to be a partial solution with a
family of candidate solutions, combined with a reference to its parent node,
its priority, and other quantities required for improving the search. Search
node N is different from a node in the graph of the motion model. DF-B&B
can be created by modifying Alg. 8 such that Qopen is a stack (LIFO queue),
priority heuristic P (·, ·) is no longer required, line 14 in Alg. 8 is eliminated,
and admissible heuristic g is used in place of ε-admissible heuristic g̃.
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Algorithm 9 BRANCH(N)
Require: motion model ψ
1: for all available actions i from ψ do
2: T = ψ(N.T , i) {roll out trajectory using motion model}
3: Ni.T ← T {append to new search node}
4: end for
5: return [N1, N2, . . . , Nm]
Algorithm 10 BOUND(N,B, g)
Require: Search node/partial solution N , current best reward B, heuristic g(·)
Ensure: determination if N should be expanded.
1: if g(N) > B then
2: return True {current partial solution can potentially beat best known
solution}
3: else
4: return False {current partial solution cannot beat best known solution}
5: end if
For completeness, we start off with determining that branch and bound
is complete. We then show that ε-admissible branch and bound will find a
solution that is within ε of optimal.
Theorem 1 branch and bound is complete when X is finite and is guaranteed
to find the optimal solution.
Proof: Branching without bounding will eventually generate all problem in-
stances x ∈ X, effectively becoming exhaustive enumeration of all feasible
solutions by setting g(N) = ∞, ∀N ⊂ X. Note that the order in which the
problem sets Nj are evaluated does not affect the completeness of the algo-
rithm. For g(N) < ∞, bounding occurs speeding up the exhaustive search.
Suppose the optimal solution is x∗ with f(x∗) = B∗. Given B < B∗ and Ni
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s.t. g(Ni) ≤ B x∗ is guaranteed to not be within Ni otherwise that would
violate the admissibility property of g. Therefore Ni can be fathomed without
affecting the completeness of branch and bound. Alternatively, proof for an
equivalent formulation can be found in Edelkamp and Shroedl [164]. 
Suppose that instead of using an admissible heuristic for B&B we wish to
speed up the search by more aggressively fathoming the search space. Define




which underestimates the reward f(x) by at most ε. This is closely related
to Harris’s e-admissibility criterion for bandwidth search [161]. ε-admissible
branch and bound is therefore defined as branch and bound that uses an
ε-admissible heuristic for bounding.
Theorem 2 Using ε-admissible heuristic g̃ for bounding in B&B guarantees
that the solution will be at most ε less than the optimal solution.
Proof: The only way this algorithm will not find the optimal solution x∗ is
if any subset Nj, where x
∗ ∈ Nj, is pruned. Suppose x̃ is a feasible solution
and f(x̃) = B. Given that Nj is pruned, g̃(Nj) ≤ B but g̃(Nj) ≥ f(x∗) − ε.
Further manipulation yields ε ≥ f(x∗)− f(x̃) ≥ 0. 
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3.4.1 Priority Heuristic
For the priority heuristic in ε-admissible branch and bound (Alg. 8 line 14),
we use the weighted heuristic that discounts future reward to offer a compro-
mise between best first and depth first ordering. For a node N in the search
tree, define priority P (N, g) to be (Eq. 3.6) [12]:
P (N, g) = R(N) + α(g(N)−R(N)) (3.6)
given current reward R(N), admissible bounding heuristic g(N), and fu-
ture reward discount factor α ∈ [0, 1]. Setting α towards zero biases the
search towards depth-first like behavior.
3.4.2 Agent Model
While this work is targeted at quadrotors, the outlined approach generalizes
to other physical systems. Although quadrotors are a differentially flat sys-
tem [106] requiring 4th order dynamics, we will focus on using a second order
integrator subject to velocity and acceleration constraints for this work. We
first observe that physical systems have bounds on their acceleration capa-
bilities due to the force output of their actuators, or the maneuvers their
controllers can reliably execute, imposing a maximum nominal acceleration
on the platform amax. Lower accelerations for quadrotors reduces the max-
imum attitude angles observed (similarly with their derivatives), which can
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affect sensor measurements. Second, we observe that it is often the stopping
distance vs. the range of onboard collision detection sensors that dictates
how fast a vehicle can safely fly in partially known environments, requiring
a hard bound on maximum nominal velocity υmax. When traveling at maxi-
mum speed υmax, decelerating at amax, the stopping distance before the sys-
tem comes to rest is dstop =
υ2max
2amax
. The vehicle can safely stop if its stopping
distance is shorter than its sensing range. Alternatively, if the vehicle wishes
to steer around an obstacle dobs distance ahead maintaining forward speed,




. dsteer must exceed the width of the obstacle to avoid
collision. In short, a vehicle that wishes to double its safe forward speed must
quadruple its acceleration capabilities or sensing range. Further, analysis of
single order integrator systems flying through Poisson forests (distributions
of circular obstacles that are generated by a Poisson Process) suggest that
above a certain speed, collision will occur with probability one regardless of
the planner or controller used [165].
Define || · || as the L2 norm while r = [rx, ry]′. Other flat states such as
altitude or yaw could be included but are ignored for our work.





Figure 3.5: Example generation of rectilinear coverage plan for a region with
continuous velocities.
In order to execute a high level behavior, sequences of waypoints ri are
chained together to create multiple point to point maneuvers. For now we
assume that a decomposition algorithm divides the environment into con-
tiguous regions that are easy to search (how we do this is covered in Section
3.5.3). When traversing between regions (central point to central point), a
simple line connecting the regions may not suffice due to the presence of
obstacles. To solve this, we create an alternate motion model that is an 8
connected graph on the underlying evidence grid. A* can generate a sequence
of cells minimizing path cost (path length). However, this sequence of way-
points is very dense; many of the waypoints are unnecessary to define the
shape of the path and can be eliminated by the following method. One only
keeps a waypoint ri in the sequence if the angle between vectors (ri − ri−1)
and (ri+1−ri) is above some threshold, e.g. 5◦. Otherwise, remove waypoint
i and continue.
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In order to search a region, a dynamically feasible coverage plan is needed.
The proposed method creates rectilinear uniform coverage plans (Fig. 3.5)
with “plow lines” that are parallel to the slice direction defined by the Bous-
trophedon Decomposition algorithm (Section 3.5.3). The agent transitions
between adjacent “plow lines” rectilinearly. In order to compute the start
and stop positions of the plow line, the geometry of the (boustrophedon)
region is known, and line search is conducted to find the max and min val-
ues along a given plow line. Spacing between plow lines is dictated by the
maximum sensing radius.
The use of a uniform coverage plan makes the tacit assumption that
information is uniformly distributed within the region. This may or may
not be the case in practice, reducing the effectiveness of the information
gathering algorithm. Having a coverage planner that can directly reason over
contiguous nonuniform regions is compatible with the proposed approach,
but is to be considered in future work. An alternate approach is to use
the distribution of information to guide the selection of regions. The mere
act of intelligently decomposing the environment into separate regions can
dramatically simplify the problem by solving information gathering problems
in smaller contiguous regions. We note that for illustrative purposes, all
algorithms benchmarked in this chapter have access to the same motion
model, suffering similarly.
Apart from rectilinear coverage plans, one might consider using spirals
[48] due to their ability to efficiently cover 2D areas. However, given the
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problem specification of having to account for obstacles while generating
dynamically feasible coverage plans, The task of covering non-circular/non
square regions found from a decomposition algorithm makes spiral based
coverage plans impractical due to inefficiencies in covering the edges.
3.4.4 Point to Point Maneuver
For vehicle trajectory r(t) connecting points r0 and r1 for times t1 > t0, solve
the following optimization problem:
min
u
t1 − t0 subject to (3.7) and: (3.8)
r(t0) = r0
r(t1) = r1
ṙ(t0) = r̈(t0) = ṙ(t1) = r̈(t1) = 0
For the system in (3.7), the problem in (Eq. 3.8) is a simple bang-bang
control problem [1] minimizing the trajectory time interval t1 − t0 by select-
ing optimal control u. The corresponding trajectory can be written in closed
form with continuous position and velocity, and piece-wise constant accelera-
tion at amax. The system either has one or two switching times depending on
whether the system has enough time to accelerate to its maximum velocity.
Without loss of generality we will consider a scalar model, letting r = rx
with dynamics r̈ = u. Let ∆r = r(t1)− r(t0), ṙ(t) = υ(t) and r̈(t) = a(t).
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Theorem 3 Necessary condition: the time optimal control resides within the
domain u ∈ {−amax, 0, amax}
Proof: There are two cases, when there exists 1 switching time (when |υ(t)| <
υmax and t is not the switching time or when |∆r| ≤ rcrit) or when there are




. When |∆r| ≤ rcrit, one can
show by using the Pontryagin’s Maximum Principle (PMP) [1] that control
for the time optimal solution u ∈ {±amax}.
When |∆r| > rcrit, the velocity constraint will become active during the
trajectory. As a simple illustration, suppose that the system accelerates to the
maximum velocity υmax. To continue accelerating would violate the velocity
constraint, so the system must either stop accelerating or slow down. For
any system slowing down before the prescribed deceleration at the end of the
trajectory, the traversal time would increase, yielding a suboptimal solution
to the time optimal problem. Therefore, the system will cruise at υmax with
u = 0 until it is time to slow down and u ∈ {−amax, 0, amax}. 
For a more rigorous proof, consider a formulation of Pontryagin’s Maximum
Principle with state inequality constraints to get the case when the velocity
constraint becomes active. Typical formulations of PMP without inequality
constraints will not elicit costate trajectories that have multiple switching
times.
With the domain of u and known problem constraints, the switching times
can be determined along with the optimal control by inspection (speed up,
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cruise, slow down). With known control u, υ(t) and r(t) can be solved for
closed-form by quadrature. To increase the average speed of the vehicle, it is
advantageous to remove the zero velocity and acceleration constraints at the
end of each maneuver. Boundary conditions with r̈(t0), r̈(t1) 6= 0 are easy to
solve for closed form using the mentioned approach when the velocity is in
the direction of the vector r(t1) − r(t0). Two extensions are to use splines
(where it is difficult to guarantee hard bounds on velocity and acceleration)
or to use Dubbins like trajectories where the use of circles connect adjacent
plow lines.
3.4.5 Search Effort Allocation Model
For comparison of results between algorithms, we define a simplified search
effort allocation model to see how effective the various multipass coverage
planning algorithms are at directing rescue teams. This simplified model can
study the practical consequences of having informative trajectories for search
and rescue but ignores effects due to finite search resources/time, survivor
survival rates, and the time spent transitioning between cells. The search
effort allocation model is distinct from the sensor model used by the planner
based on the different attributes or roles the autonomous agent and human
ground crews have during the search and rescue operation. We assume that
after executing the autonomous search using one of the benchmark algorithms
outlined in Section 3.3.1, the agents generate an occupancy map which be-
come prior probabilities P0 = Pr(X = 1) for the human rescue teams on the
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ground. Let D be the event that the target is detected within a given cell,
while ¬D is the absence of detection. X is the presence or absence of a target
in the cell as in the previous model (Eq. 3.1). Variable t denotes the time
spent searching, while τ is the detection time constant effectively rescaling
the given search time to search effort. Define the probability of detection of
a target in a given cell (Eq. 3.9) [32, 166]:
Pr(D|X = 1, t) = 1− e−t/τ (3.9)
Using Bayes’s rule and (Eq. 3.9), we compute the probability the target is
still present despite there not being a detection after searching for t seconds
(Eq. 3.10):
Pr(X = 1|¬D, t) = P0e
−t/τ
1− P0 + P0e−t/τ
(3.10)
The human rescue teams search the cell for T units of time for a survivor
until the survivor is found or Pr(X = 1|¬D, t) < Pneg. If P0 < Pneg, the cell
is skipped. Using this policy, the maximum search time Tneg for the cell is
(Eq. 3.11):




Note that the probability density function fT |X=1(t) =
e−t/τ
τ
is due to (Eq.
3.9). We wish to compute the expected time for the search in a given cell
to end by letting E[T ] =
∑
p E[T |P0 = p]Pr(P0 = p) for a given trajectory
generated by the algorithm. We start off by computing the expected time to
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search the cell given prior probability P0 E[T |P0] by using the law of total
expectation over X (Eq. 3.12):
E[T |P0] = E[T |P0, X = 0]Pr(X = 0) + E[T |P0, X = 1]Pr(X = 1)(3.12)
E[T |P0] = Tneg(1− P0) +
(
τ − e−Tneg/τ (Tneg + τ)
)
P0
This leaves the computation of the distribution of priors P0. For each cell
in the evidence grid, the distribution of outcomes for P0 = Pr(X = 1|K =
k, z1:k) given the sensor data (planned K sensor measurements) can be com-
puted for all realizations. P0 can be computed directly/deterministically
from the known number of sensor measurements and known sensor data z1:k.
Since we assume that all cells have the same characteristics, we marginalize
over the distribution of sensor measurements (computed from the trajectory
footprint) and marginalize over all realizations. We also use the exchange-
ability property of the sensor measurements Zi to use a Binomial random
variable Mk =
∑k
i=1 Zi (Eq. 3.13):
Pr(P0 = p) =
∑
i,k
Pr(X = 1|K = k,Mk = mi)Pr(Mk = mi|N = k)Pr(K = k)
(3.13)
Without loss of generality we assume τ = 1.0, meaning t implies the number
of time constants spent searching a given cell.
Having analyzed the search effort allocation model, the trade-offs between
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the added cost of computing better paths to the increased rate of rescuing
survivors can now be discussed. We observe that the dramatic reduction
in costs for supercomputing capabilities in recent years combined with the
high value of a statistical life (around $7M in 2005 USD [167]) imply that
computer time is extremely cheap relative to human lives. Spending an
additional $70,000 renting a sizeable chunk of supercomputing resources is
considered cost effective if it increases the expected number of statistical
lives rescued by at least 0.01 lives. Increasing the amount of area one is
able to thoroughly search within 48 hours by a few percent is instrumental
to increasing survival rates. More accurate figures are required for detailed
analysis.
3.5 Experimental Setup
We now discuss the formulation for modeling quadrotors with downward fac-
ing cameras in natural environments, and discuss experimental setup. When
selecting our ε-admissible heuristic for ε-admissible branch and bound we
only want the algorithm to expend effort when there may exist a solution
that is at least a factor 1 + η better than the current best known solution.
We let g̃(x) = g(x)− ηB where B is the reward of the current best known
solution. B ← −∞ at start up if no heuristic solution is known or computed.
Unless otherwise stated we let η = 0.5%. Simulations were run on a worksta-
tion laptop running 64 bit Ubuntu 14.04 LTS with a Core i7-6920HQ which
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(a) sensor model
used in the simu-
lations
(b) Example environment de-
noting regions, the connectivity
graph and a portion of the evi-
dence grid.
Figure 3.6: Rectangular Environment sensor model and environment model.
3.6(a): Sensor model observes a single cell in the occupancy grid. 3.6(b): ex-
ample 7 region environment showing regions (black lines), their nodes (black
circles) and edges (gray dashed lines) overlaying the evidence grid. Example
portion of the evidence grid is shown in the bottom left region.
has a 2.9 GHz clock with 64 GB RAM. The proposed branch and bound
algorithm, the greedy algorithm and the depth first search (DFS) coverage
planner were developed in Python, using NumPy [168] for array operations
and networkx [169] for graph operations.
3.5.1 Rectangular Environments
We now describe the rectangular environments used for rectangular exper-
iments. The simplified sensor model only makes a single observation in an
individual cell in the evidence grid (Fig. 3.6(a)). We procedurally generate
environments randomly by creating rectangular regions that produce a tiling
on the evidence grid (Fig. 3.6(b)). We randomly remove a fixed set of in-
dividual regions while maintaining graph connectivity. Environments will
consist of either 12, 24, or 50 regions within the evidence grid. The 12 region
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environment started with 4x4 regions, while the 24 and 50 region environ-
ments started out with 8x4 and 10x10 regions respectively. Note that in this
case, the 12 and 24 region environments have 15k cells accessible for obser-
vation, while in the 50 region case there are 10k accessible cells. The agent
has the following actions: (1) traverse between connected regions, e.g. move
left, down; (2) exhaustively search a region, or search the region until the
time horizon expires. Each action has a given time duration and a trajectory
footprint where one unit of time is required to traverse and sense one cell,
and starts and ends at one of the graph nodes.
3.5.2 Procedurally Generated Natural Environments
In order to procedurally generate natural environments, we use a multiple
frequency bands of a gradient noise function (for a single band: Fig. 3.7(a))
to generate elevation maps (Fig. 3.7(b) is a colored elevation map, while Fig.
3.7(c) is a 3D perspective of the colored elevation map in Fig. 3.7(b)), and
then threshold that map to create an obstacle grid (Fig. 3.7(d)). In contrast
to Perlin noise, Simplex noise (Fig. 3.7(a)) has minimal directional artifacts
making it most suitable for natural terrain [170,171] (we use the OpenSimplex
algorithm developed by Kurt Spencer [172] and ported to Python by A.
Svensson [173]).
The frequency content and hence the complexity of the environment
can be controlled by summing multiple frequency components (e.g. Fig.
3.7(a)). OpenSimplex defines the 2D gradient noise function S(x, y, seed)
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where (x, y) ∈ R2 but we restrict to integer grid coordinates given a seed value
for the random number generator. T (x, y, seed) =
∑nf
i=1 wiS(fix, fiy, seed)
defines the elevation map. nf is the number of frequency components in the
terrain generator, and fi is the frequency of the ith band and wi is the weight
of the ith band.
For our experiments, we set nf = 2, w1 = 1 and w2 = 0.25. Define
5 different environment frequency contents: very low freq. (vlf), low freq.
(low), medium freq. (med), high freq. (high) and very high freq. (vhf). For
(vlf,low,med,high,vhf), the frequencies f1 correspond to (0.015, 0.03, 0.045,
0.06, 0.75) and the frequencies f2 correspond to (0.05, 0.1, 0.15, 0.2, 0.25). For
each environment complexity, our database of benchmark environments con-
sisted of 20 Simplex environments and 4 random starting locations per en-
vironment. Algorithm 11 outlines the approach used to generate Simplex
environments. This is contrasted to defining random obstacles over, e.g.
randomly generated quadtree maps [174].
3.5.3 Boustrophedon Decomposition
Given an environment, the free space must be decomposed into individual
components that can be searched or “plowed” using the Boustrophedon (i.e.
“the way of the ox”) decomposition algorithm [47]. We use a discrete imple-
mentation with the following modifications:
• We ignore small obstacles under a given pixel count. We argue that
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Algorithm 11 GENERATE ENVIRONMENTS(T )
Require: Noise function T
Ensure: set of environments
1: Q← ∅
2: for all RNG seed i from 1 to N do
3: for all coordinates (x, y) in the environment do
4: Ei[x, y]← T (x, y, i)
5: end for
6: Threshold Ei such that 66% of the workspace is collision free.
7: Select the largest connected component and set it as free space. Make
all other regions obstacles.
8: if amount of free space is within tolerance then
9: Remove obstacles below the minimum size threshold in pixels in Ei.




small obstacles smaller than the sensing radius do not adversely affect
the coverage plan yet including a small convex obstacle introduces 3
additional regions to the decomposition.
• We impose a greedy merge rule to combine adjacent regions if their
boundaries overlap sufficiently due to critical points far away causing
otherwise continuous regions to be broken into smaller regions.
• We also remove regions that are too small to sensibly cover and repair
region connections afterwards.
• Since we will be generating trajectories that cover the region, the Bous-






(b) example elevation map
with legend





Figure 3.7: Example Simplex noise using OpenSimplex noise and illustrations
on generating natural environments. Fig. 3.7(a) shows 1 frequency band of
Simplex noise, while multiple frequency bands create the environment in Fig.
3.7(b)-3.7(d). The color elevation map in Fig. 3.7(b)
for the trajectory planner.
For the first N = 40 computed environments, for the frequency content
environments (low,med,high,vhf), the average/standard deviation of number
of regions was (13± 4.3, 28± 5.1, 37± 5.8, 45± 6.8). Simplex environments
are more complex than previous environments [12] due to increased number
of loops, and the fact that region traversals gather a significant amount of
reward and create significant overlaps between actions. Observe in Fig. 3.8
that the regions vary widely in size given the complexity of the environment.
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Having fewer nodes in the environment is advantageous in speeding up the
search. Larger contiguous regions can be searched more efficiently by accel-
eration limited agents (Section 3.4.2). One disadvantage to having such large
regions is that the information content of the region may not be uniformly
distributed; the coverage planner may not be able to account for this.
3.5.4 Camera and Sensor Model
For our experiments, we will restrict the sensor model to a binary Bayes static
occupancy grid model [160] where P (Z|X) is fully characterized by probabil-
ity of detection P (Z = 1|X = 1) = pd and false positive rate P (Z = 1|X = 0) = pf .
We let (pd, pf ) = (0.85, 0.15). Unless otherwise mentioned we represent the
target evidence grid E with a 200x100 grid.
When computing the recursive Bayes filter (3.1) for the binary Bayes
static occupancy grid model, define θk = P (X = 1|z1:k) with θ0 defined
using prior knowledge (we typically assume least informative prior θ0 = 0.5)
for new sensor observation zk, resulting in (3.14):
θk =
P (Zk = zk|X = 1)θk−1
P (Zk = zk|z1:k−1)
(3.14)





if zk = 0
pdθk−1
pdθk−1+pf (1−θk−1)
if zk = 1
(3.15)
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In order to compute the multi-step look-up table I(Zk+1:k+q;X|z1:k) for
the binary Bayes static occupancy grid model, we can take a more direct ap-
proach using a Binomial random variable to represent the next q observations
instead of using the chain rule of mutual information. Let Mk,q =
∑k+q
i=k+1 Zi
be a Binomial RV where:





Pr(Z = 1|X)mPr(Z = 0|X)q−m, for m ∈ 0, 1, . . . q
with Pr(X = 1) = θk known from the Bayes filter, Pr(Mk,q = m) =
Pr(Mk,q = m|X = 0)Pr(X = 0) + Pr(Mk,q = m|X = 1)Pr(X = 1) using
law of total probability. Mutual information for discrete random variables
X,Y I(X, Y ) =
∑




with Pr(X = x, Y = y) =
fX,Y (x, y) being the joint probability mass function of X, Y and fX(x), fY (y)










Assuming initial distribution Pr(X = 1) = 0.5, pd = 0.85 and pf =
0.15 we compute the following table I[nz0, nz1, q]used in our experiments as
shown in Table 3.1.
Observe that when nz0=nz1, the mutual information for q = 1 is a con-
95
Table 3.1: Subset of table of mutual information of q future sensor measure-
ments, indexed by previous number of sensor measurements equal to zero
(nz0) and number of sensor measurements equal to one (nz1). Note that in
the actual algorithm, the look-up table is computed for values nz0,nz1 ≤ 20
and q ≤ 10.
nz0 0 1 2 0 1 2 0 1 2
nz1 0 0 0 1 1 1 2 2 2
info (q=1) 0.390 0.209 0.050 0.209 0.390 0.209 0.050 0.209 0.390
info (q=2) 0.599 0.347 0.094 0.347 0.599 0.347 0.094 0.347 0.599
info (q=3) 0.737 0.432 0.125 0.432 0.737 0.432 0.125 0.432 0.737
stant 0.390. This is a limitation of the sensor model itself and is unlikely
to occur for large nz0+nz1 when the static binary Bayes sensor model accu-
rately models the environment and pd, pf 6= 0.5. Since X is Bernoulli there
is at most 1 bit of information. The table is also symmetric when swapping
nz0 and nz1 because pd = 1 − pf . Note that since mutual information is
submodular, I[nz0, nz1, 2] < 2 · I[nz0, nz1, 1]
For this work, we assume that the quadrotor has a downward facing
camera with a circular field of view and can make observations in multiple
cells (Fig. 3.9). We suppose that there exists image processing software that
will identify the positive positions of detected targets in the image frame
at a near continuous rate (overlap of FOVs of adjacent images processed
is significant), while empty positions of the frame are considered negative
detections. We assume that the probability of detection pd and false positive
rate pf are known. These locations are then mapped from the image frame
to the evidence grid. To avoid multiple correlated sensor measurements we
only record a single observation for a given cell during a particular action
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(transition between regions or search a region). This implies that targets in
cells within a given distance from the quadrotor can be detected.
For realistic flight scenarios factoring actual hardware capabilities, motion
blur on a global shutter camera occurs when camera/environment motion
causes the displacements of image features during the image exposure to
be greater than one pixel. Both rotational and translational velocities of the
quadrotor contribute to motion blur, placing constraints on both the altitude
and forward speed of the vehicle to prevent motion blur. To compare, we
will consider the IDS UI-3251LE camera with optics that have a 90deg FOV
(7mm focal length lens), 1600(H)x1200(V) pixels, flying at 5-20m altitude,
and a 1 ms exposure time (suitable for brightly lit indoor environments) and
outdoor environments,
Define υg,max to be the maximum speed of the ground in the image plane
where υg,max = |υmax|+rz|ωmax| assuming nominal altitude above the ground
rz, and ωmax = 0.5
rad
s
is the maximum attitude angle change expected of the
camera during maneuver execution or disturbance rejection.
We also note that FOV = rzdsen
dfoc
where dfoc is the lens focal length and
dsen is the size of the image sensor along the direction of motion [175].
Define the displacement δp of the ground plane due to agent motion within






with Np as the number of pixels along the direction of motion and FOV
is the field of view in meters along the direction of motion. δp ≥ 1 in-
dicates motion blur. We note that an increase in altitude rz reduces mo-
tion blur by increasing pixel size on the ground but rotational disturbances
will dominate for high altitudes. A gimballed camera can reduce rotational
disturbances at increased payload costs. This results in the permissible
flight envelope by υmax ∈ [0, 10], rz ∈ [5, 20], δp < 1. For example, set-
ting (υmax, rz, texp) = (10, 10, 2 · 10−3) results in a δp = 1.8 causing motion
blur while (υmax, rz, texp) = (20, 5, 2 · 10−3) results in δp = 0.9 not causing
motion blur.
We define cell pitch r = 2.2m (not to be confused with camera pixel
pitch) mapping cell indices to Euclidean coordinates in meters. We also
assume that the camera has a circular 90deg FOV such that the sensing
radius is 8.8m. The trajectory footprint of every action in the motion model
is created by sweeping the sensor footprint along the trajectory planned by
the Boustrophedon coverage planner. Therefore in practice the shape of the
field of view doesn’t matter as the sensor acts as a sweep sensor with the
given sweep radius.
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(a) low freq. env. (b) low freq.
segmented
(c) med freq. env. (d) low freq.
segmented
(e) high freq. env. (f) high freq.
segmented
(g) vhf env. (h) vhf segmented
Figure 3.8: Example environments generated at various frequencies. Black
denotes obstacles, and white denotes free space. The white space is divided
up into plowable regions by the Boustrophedon algorithm. Each color corre-
sponds to a region.
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Figure 3.9: Sensor model for downward facing camera. Green/dark squares
indicate cells containing detected targets, while grey squares indicate cells
within the field of view with no target detections. Targets not shown.
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3.6 Experimental Results
For each algorithm we normalize its performance with respect to the iterative
greedy heuristic which always overestimates the reward. In other words, one
computes the ratio of information each algorithm gathers in an environment
by dividing the amount of mutual information (in bits) the algorithm gath-
ers by the heuristic reward (in bits). Since the heuristic is admissible this
ratio is ≤ 100%. This also normalizes for the variations in how much total
information exists in a given environment. We ran 3 experiments; the first
two were to understand various aspects about ε-admissible B&B.
1. Experiment 1 (rect.): Sweep α, η on the 12 region environment to
determine best parameters, and illustrate that the choice of priority
heuristic and that ε-admissible bounding improve the performance of
the planner.
2. Experiment 2 (rect.): Sweep the size of the evidence grid to show (in-
)sensitivity to size of evidence grid
3. Experiment 3 (rect.): For set values of α, η, benchmark branch and
bound on 12, 24, 50 region environments to greedy approach, DFS and
Zelinsky’s algorithm in uniform and nonuniform environments. This
also shows how the complexity of the algorithm increases for more
complex environments.
4. Experiment 4 (Simplex): vary α ∈ {0.2, 0.7, 0.8, 0.9}, and η ∈ {0%, 0.5%,
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1.0%, 2.0%, 3.0%} in low frequency environments for ε-admissible B&B
to identify algorithm performance for different heuristic parameters.
5. Experiment 5 (Simplex): setting (α, η) = (0.8, 0.5), vary size of evi-
dence grid in low frequency environments and observe how ε-admissible
B&B scales with the evidence grid size.
6. Experiment 6 (Simplex): benchmark the four algorithms in Simplex
environments, setting (α, η) = (0.8, 0.5) for ε-admissible B&B.
For uniform environments, all cells are initialized with the most uninfor-
mative prior of P (X = 1) = θ0 = 0.5. By inspecting the mutual information
look up table, we observe that cells that have two or more prior sensor mea-
surements have low enough information content that a nonuniform covering
will gather more information than a uniform covering. When generating
nonuniform environments, we want the geometry of low entropy regions to
not correspond with the geometry of the obstacles. Therefore the nonuniform
environments generate a distribution of low entropy regions using Simplex
noise thresholded at 50% (i.e. 50% of the environment is low entropy, while
the remaining environment is set to high entropy).
For the environments (low,med,high,vhf), define the low entropy regions
with the following frequency parameters (vlf,vlf,low,med).
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Figure 3.10: Results for Experiment 1. (α, η) = (0.9, 0.5) reduces the number
of nodes expanded while not affecting solution quality. Green/solid is α =
0.9, blue/dashed is α = 0.7 and black/dotted is α = 0.5.
3.6.1 Experiment 1
We set α ∈ {0.5, 0.7, 0.9} and η ∈ {0.0, 0.5, 1.0, 2.0, 3.0} in the 12 region en-
vironments. For these trials, the planner continues to plan until the priority
queue is empty. Fig. 3.10(a) shows what percentage of information the plan-
ner is able to collect for given parameter set (α, η). We see that for α ≥ 0.7
collected information is insensitive to choice of η (this stems from the fact
that for higher values of α, the first discovered solution is usually the best).
In Fig. 3.10(b) we observe how tweaking the heuristic used for ε-admissible
bounding dramatically reduces the number of nodes expanded. For example
setting (α = 0.9, η = 0.5) only explores 0.6% of the number of nodes explored
when compared with setting (α = 0.9, η = 0.0).
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3.6.2 Experiment 2
The results of Experiment 2 show that the time to the first solution is linear
with the number of cells in the evidence grid (Fig. 3.14(d)) without affecting
solution quality (Fig. 3.11(a)). This is due to the hierarchical nature of the
formulation instead of planning directly in the evidence grid (which would
be exponential in the number of grid cells). Time to algorithm termination
(Fig. 3.11(c)) is not linear with the number of cells in part due to the effects
of introducing caching in the heuristic. Further, the quality of the heuristic
improves in larger environments since traversal times become insignificant
with larger regions with longer search times.





































linear fit. R2 = 0.74
(b) time to first solution


















(c) time to terminate algorithm
Figure 3.11: Results for Experiment 2. Runtime is linear with cell count and
does not affect total information gathered by the proposed algorithm.
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3.6.3 Experiment 3
Fixing α = 0.8 and η = 0.5% unless otherwise stated, we will benchmark
the proposed branch and bound algorithm to other algorithms in the 12, 24,
and 50 region environments. Branch and bound will run until the first solu-
tion is found, or until 10,000 or more iterations have completed. We would
like to note that Zelinsky’s algorithm was implemented in the programming
language Julia, which has speeds comparable to C and is much faster than
Python. Since we are pushing the proposed algorithm to the limits, it may
be possible that branch and bound will not be able to improve upon the
solutions discovered by heuristic solvers such as Zelinsky’s algorithm or the
greedy algorithm within the allotted time. We consider a trial a success when
branch and bound finds a solution in the allotted time. We anticipate that
future improvements in heuristic design will dramatically improve algorithm
performance for the more difficult environments.
Tables 3.2 and 3.3 summarize the statistics for the time to first solution in
seconds (time) and percentage of total available information gathered (info)
displaying averages, standard deviations, and success rates.
3.6.3.1 Uniform Environment
Figure 3.12 shows example footprints that closely resemble median perfor-
mance of each of the algorithms for the uniform environment. The footprints
are the same size as the evidence grid, where white cells are unexplored by
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Figure 3.12: Coverage plans in rectangular environments with uniform infor-
mation. Different algorithms (rows) with respect to region count (columns).
Even coverage is desired. The proposed branch and bound method, DFS and
Zelinsky’s algorithm perform well.
the trajectory, blue cells as being visited regions (darker cells have been vis-
ited more often), and black regions denote obstacles. Table 3.2 summarizes
the statistics for the uniform, static environments.
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Table 3.2: Uniform rectangular environments, mean of 40 trials
Regions Branch and Bound
info time effort
12 99.2% ± 0.1% 1.15 ± 0.4 1.30 ± 0.003
24 99.2% ± 0.1% 6.5 ± 6.9 1.31 ± 0.003
50 (83% succ.) 99.2% ± 0.1% 128 ± 135 0.98 ± 0.003
Regions DFS
info time effort
12 97.5% ± 0.6% 0.17 ± 0.01 1.34 ± 0.01
24 97.0% ± 0.2% 0.21 ± 0.01 1.35 ± 0.006
50 96.5% ± 0.2% 0.37 ± 0.01 1.04 ± 0.009
Regions Greedy
info time effort
12 72% ± 11% 0.2 ± 0.03 1.73 ± 0.15
24 84% ± 9% 0.3 ± 0.02 1.44 ± 0.04
50 52% ± 19% 0.94 ± 0.18 1.85 ± 0.33
Regions Zelinsky
info time effort
12 99.7% ± 0.08% < 0.1∗ 1.30 ± 0.002
24 99.5% ± 0.1% < 0.1∗ 1.30 ± 0.004
50 78% ± 0.1% < 0.1∗ 1.00 ± 0.002
3.6.3.2 Nonuniform environment
We observe that branch and bound is able to handle the nonuniform en-
vironments as equally well as the uniform environments, while Zelinsky’s
algorithm suffers. Results are summarized in Table 3.3.
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Table 3.3: Nonuniform rectangular environments, mean of 40 trials.
Regions Branch and Bound
info time effort
12 99.3% ± 0.2% 1.0 ± 0.5 0.90 ± 0.006
24 99.3% ± 0.1% 9.6 ± 16 0.90 ± 0.002
50 (80% succ.) 99.3% ± 0.1% 79 ± 80 0.73 ± 0.004
Regions DFS
info time effort
12 96.9% ± 1% 0.16 ± 0.01 0.93 ± 0.02
24 96.7% ± 0.8% 0.23 ± 0.01 0.93 ± 0.01
50 95.5% ± 0.6% 0.37 ± 0.01 0.82 ± 0.01
Regions Greedy
info time effort
12 70% ± 15% 0.19 ± 0.02 1.31 ± 0.19
24 84% ± 9.4% 0.32 ± 0.03 1.11 ± 0.12
50 72% ± 13% 0.72 ± 0.13 1.59 ± 0.3
Regions Zelinsky
info time effort
12 90% ± 1.6% < 0.1∗ 1.07 ± 0.03
24 90% ± 1.2% < 0.1∗ 1.07 ± 0.02
50 93% ± 0.4% < 0.1∗ 0.9 ± 0.006
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3.6.4 Experiment 4
We tested the branch and bound algorithm in the low environment, terminat-
ing if the priority queue is empty or after 6,000 iterations have occurred. We
set α ∈ {0.2, 0.7, 0.8, 0.9}, and η ∈ {0%, 0.5%, 1.0%, 2.0%, 3.0%} and observe
total information gathered, and number of nodes explored. Fewer nodes ex-
plored implies more nodes in the search space are pruned. As both α and η
increase, the number of nodes explored decreases due to better prioritization
or pruning. Results are summarized in Fig. 3.13. In terms of the reduction
in nodes expanded, for (α, η) = (0.9, 1.0%) on average only expands 48%
of the nodes that are expanded when (α, η) = (0.9, 0.0%) suggesting that
ε-admissible branch and bound can speed up the search by about a factor of
two while finding solutions that are on average within 0.6% of the optimal
solution.
In determining the parameters for future experiments, (α, η) = (0.8, 0.5)
was chosen for the following reasons . Setting η = 0.5% ensures that ε-
admissible B&B finds solutions within 0.2% of the optimal solution. While
α = 0.9 expands the fewest nodes in the lowf environments, in larger environ-
ments, setting α = 0.8 instead of α = 0.9 decreases the time to finding the
first solution which significantly increases the success rate of the algorithm
and reduces memory usage (Exp. 3).
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(a) Information gathered for ε-admissible
B&B in low freq. environments. This de-
creases with increasing η and decreasing
α.















(b) Nodes explored in low freq. environ-
ments for ε-admissible B&B.
Figure 3.13: Results for Experiment 4
3.6.5 Experiment 5
For Experiment 5 we varied the size of the evidence grid to consist of Ncells ∈
{4608, 10368, 20000, 39200, 80000, 180000, 320000} where each environment
has a 2:1 aspect ratio. In addition, the resolution of the cells changes
such that the area of the environment in meters is the same in all tri-
als. Also, the sensor footprint is the same in meters in all environments.
For the Experiment 5 Simplex environments, the following parameters are:
(f1, f2) = (0.0075, 0.1) and (w1, w2) = (1, 0.0625).
For each environment size we generated 10 environments with 4 starting
locations for a total of 40 trials. Environments are generated using Simplex
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noise for environments with 320000 cells (or 800x400 cells) and are down-
sampled to smaller environment sizes.
After the environment is re-scaled, Boustrophedon decomposition gen-
erates the discrete graph before running the proposed branch and bound
algorithm. The algorithm also scales parameters for Boustrophedon decom-
position such as the minimum area of an obstacle before it is removed. The
environments don’t scale perfectly however, and the number of regions per
environment can still vary (Fig. 3.14(a)). Note that the size of the environ-
ment in cell count varies by a factor of 70, while the number of regions varies
by a factor of 1.3, implying that the increase is insensitive to increase in cell
count. Also note that Tmax, defined by the total time to cover each region
twice, is insensitive to the number of cells and its standard deviation over all
cell sizes is about 750 seconds with a mean of 9980, varying by about 7.5%
(Fig. 3.14(b)). Branch and bound runs for 6000 iterations or until Qopen is
empty. The time to the final solution is approximately linear (Fig. 3.14(e))
when the number of cells expanded remains constant Fig. 3.14(c).
One thing of interest is that the quality of the solution degrades as the
size of the environment increases (Fig. 3.14(f) and Fig. 3.14(g). This is not a
limitation of the algorithm itself; Fig. 3.15 shows that the quality of solutions
found using DFS on the same environments degrades similarly with evidence
grid size. One possibility that explains this is that the environment is not
scaling perfectly. When the sensor footprint is discretized in a coarser grid
(when Ncells is smaller resulting in larger grid resolutions), the footprint tends
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to be more square. This can introduce artifacts in the total area swept by a
moving sensor by a factor at most
√
2 when moving diagonally, dramatically
increasing how much information per unit of time is gathered when traversing
between regions. Traversals in environments with fewer cells would therefore
get a slight performance boost.
Note that in certain environments, many of the resulting statistics are
heavily skewed and non-Gaussian so the error bars (Fig. 3.14(d)) which rep-
resent one standard deviation dip below 0. None of the trials violate con-
straints such as t < 0.
The results of Experiment 5 demonstrate that ε-admissible B&B scales
reasonably well with increasing environment size due to the hierarchical na-
ture of the algorithm. Experimental results demonstrate that the ε-admissible
heuristic is able to significantly speed up branch and bound with bounded
loss in optimality.
3.6.6 Experiment 6
For Experiment 6 we benchmarked the proposed branch and bound algo-
rithm with (α, η) = (0.8, 0.5%) against DFS and the greedy algorithm. The
algorithm terminates after either the priority queue is empty or N = 6, 000 it-
erations have completed. All algorithms are benchmarked with both uniform
and nonuniform prior distributions.
To get an understanding of how the various algorithms perform in differ-
ent environments, we illustrate trajectory footprints representing median al-
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gorithm performance from ε-admissible B&B (Fig. 3.16), greedy (Fig. 3.17),
DFS (Fig. 3.18) and DF-B&B (Fig. 3.19) in uniform environments. Simi-
larly, Figs. 3.21, 3.22, 3.23 and 3.24 show the median performance of their
respective algorithms in nonuniform environments. Fig. 3.20 shows the en-
tropy in example environments with information non-uniformly distributed
in the environment.
The trajectory footprints in Figs. 3.16-3.19 and Figs. 3.21-3.24 are an
array representation of the best trajectory discovered by the mentioned al-
gorithm, ΦT [x, y]. Areas not visited are white, obstacles are black, and blue
regions indicate how many times the areas have been visited (see the legend
in Fig. 3.16(e)). Multipass coverage plans that are more uniform should be
more uniform in color. Notice that all cells in a given region are not the same
color; dots and lines shown within the regions show the information gath-
ered between region traversals as these are visited additional times along
commonly traveled paths between regions. Other lines are due to sensor
footprints overlapping between adjacent regions.
One can observe that branch and bound covers the environment most uni-
formly (resulting in the highest quality solution) while the greedy solver can
get stuck or miss regions. DFS’s performance falls in between ε-admissible
B&B and the greedy heuristic solver while DF-B&B has the worst perfor-
mance. Results are summarized on the uniform environments in Table 3.4
and on the nonuniform environments in Table 3.5. Nsol denotes the number
of solution improvements found during the search. The described effort allo-
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cation model computes the expected time to search a cell in number of time
constants (e.g. with τ = 1), denoted as “effort” on Table 3.4 for the uniform
environment using detection threshold Pneg = 1%. Fig. 3.25 and Fig. 3.26
summarize key results in Tables 3.4 and 3.5 respectively.
Comparing the two algorithms that gather the most information on av-
erage in Experiment 6, ε-admissible B&B gathers 2.3% more information on
average than DFS search taking 1-3 orders of magnitude longer to compute.
To get a better sense of the real world performance improvement, the solu-
tions generated by ε-admissible B&B searches uniform environment at a rate
that is 2.8% faster than the DFS coverage planner (where the search rate is
inversely proportional to time to search a given cell), while ε-admissible B&B
searches nonuniform environments at a rate that is 0.8% faster than DFS.
We think that this decreased performance improvement in the nonuniform
environments is a limitation of the Boustrophedon decomposition algorithm
and/or the coverage planner. Generating region coverage plans that factor in
the information content (consider an extension of the weighted Voronoi Dia-
gram that accounts for obstacles) would alleviate this and allow ε-admissible
B&B to better reason about nonuniform distributions of information.
3.7 Discussion
Since branch and bound reasons over all possible solutions, it discovers the

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































heuristic shows that having a tighter bound dramatically reduces the num-
ber of nodes expanded later in the search. One limitation to ε-admissible
B&B is that the heavy reliance on the iterative greedy heuristic and all the
heuristic’s limitations (see Sec. 3.4.1) can cause the planner to continually
expand too many candidate solutions at a fixed depth preventing the plan-
ner from finding a solution within the allotted time and memory constraints.
Memory efficient search techniques such as beam-stack search [176] could
alleviate such bottlenecks. On the other hand, we observe that ε-admissible
B&B is an anytime algorithm. In the vhf uniform environments for example,
around 90% of the time the first solution is discovered within 4.5 minutes (in
contrast with about 90% of the trials terminating around 24 minutes).
Zelinsky’s algorithm is effective in uniform environments as expected but
suffers in nonuniform environments. The heuristic solver DFS finds the sec-
ond highest quality solutions in the shortest amount of time offering an ef-
fective trade-off in solution quality vs. speed to compute. We note that
the quality of the DFS solutions degrades in environments with many more
(smaller) regions due to the fact that more time is spent traversing between
regions vs. searching the individual regions. The poor solution quality of DF-
B&B despite the long time to compute the solution highlights the importance
of generating effective heuristics to guide branch and bound to find high qual-
ity solutions. This is a finding that is not always recognized in the literature
(usage of DF-B&B in place of heuristic guided B&B has occurred [10]).
However, for very large problem instances that we did not investigate in
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this chapter (hundreds to thousands of regions, or tens of millions of cells),
the findings of this study must be reinvestigated. Using branch and bound
techniques may become intractable for very large problems, and heuristic
techniques may offer the only feasible solution that can be computed in re-
alistic time, with significant drops in solution quality.
3.8 Summary
In this chapter we identify the task of generating multipass coverage plans
for target search, as agents searching for targets must assess the trade-offs of
searching a given region multiple times. This relatively unexplored area of
research requires generating plans that visit most if not all of the workspace
multiple times, where even seemingly small problems require long action
sequences to solve. Given the difficulty of the problem, we created the al-
gorithm ε-admissible branch and bound (ε-admissible B&B) [12] which uses
heuristics to improve the quality of the solution found in the given time.
We benchmarked four different algorithms in Simplex environments assess-
ing various performance metrics such as how long it takes to compute the
solution and the quality of the solution (information gathered minimizing
uncertainty in bits and expected time for a relief crew to search a cell).
The two most promising algorithms are ε-admissible B&B and the Depth
First Search (DFS) heuristic solver [47]. ε-admissible B&B finds the highest
quality solutions (gathers 2.2% more information than DFS and generates
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plans that search uniform environments 2.8% and nonuniform environments
0.8% faster than DFS) but takes the most time to compute. DFS on the
other hand finds the second highest quality solutions but takes the shortest
time to compute. Access to cheap supercomputing capabilities with the high
value of a statistical life suggests that even small improvements in solution
quality can be cost effective.
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(a) Number of regions for given envi-
ronment size






















































(d) Time to first solution




















(e) Time to last solution
















(f) Information gathered from first so-
lution















(g) Information gathered from last so-
lution
Figure 3.14: Results for Experiment 5.
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Figure 3.15: Information gathered from DFS. This is a benchmark to demon-
strate that solution quality degrades with Ncells and is not dependent on the
algorithm.






(a) bnb low freq






(b) bnb med freq






(c) bnb high freq










Figure 3.16: multipass coverage plans in environments with uniform infor-
mation for the ε-admissible B&B algorithm
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(a) greedy low freq






(b) greedy med freq






(c) greedy high freq






(d) greedy vhf freq
Figure 3.17: multipass coverage plans in environments with uniform infor-
mation for the greedy heuristic algorithm






(a) DFS low freq






(b) DFS med freq






(c) DFS high freq






(d) DFS vhf freq
Figure 3.18: multipass coverage plans in environments with uniform infor-
mation for the DFS coverage planner algorithm
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(a) DF-B&B low freq






(b) DF-B&B med freq






(c) DF-B&B high freq






(d) DF-B&B vhf freq
Figure 3.19: multipass coverage plans in environments with uniform infor-
mation for the DF-B&B coverage planner algorithm
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Figure 3.20: Example nonuniform environments showing obstacles (black),
and the entropy of the cells before the search. The dark red indicates high
entropy regions while the light red indicates low entropy regions.
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(a) bnb low freq






(b) bnb med freq






(c) bnb high freq






(d) bnb vhf freq
Figure 3.21: multipass coverage plans in environments with nonuniform in-
formation for the ε-admissible B&B algorithm






(a) greedy low freq






(b) greedy med freq






(c) greedy high freq






(d) greedy vhf freq
Figure 3.22: multipass coverage plans in environments with nonuniform in-
formation for the greedy heuristic algorithm
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(a) DFS low freq






(b) DFS med freq






(c) DFS high freq






(d) DFS vhf freq
Figure 3.23: multipass coverage plans in environments with nonuniform in-
formation for the DFS coverage planner algorithm






(a) DF-B&B low freq






(b) DF-B&B med freq






(c) DF-B&B high freq






(d) DF-B&B vhf freq
Figure 3.24: multipass coverage plans in environments with nonuniform in-
formation for the DF-B&B coverage planner algorithm
126




















(a) info gathered in final solution





















(b) time to final solution


















(c) expected search effort per cell
Figure 3.25: Results for Experiment 6 in uniform environment. See Table
3.4 for more detailed figures.
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(a) info gathered in final solution




















(b) time to final solution


















(c) expected search effort per cell
Figure 3.26: Results for Experiment 6 in nonuniform environment. See Table
3.5 for more detailed figures.
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Chapter 4: Coordinating Underwater Vehicle Teams to Con-
duct Large-Scale Geospatial Tasks
Portions of this work are to be presented at the 2018 IEEE/RSJ International
Conference on Intelligent Robots and Systems [177].
4.1 Introduction
In order to maximize endurance while minimizing mission cost, consider use
of underwater vehicles with weak propulsion that can exploit the ocean cur-
rents. Missions spanning hundreds of kilometers require coordination of many
vehicles, yet many state-of-the-art approaches do not scale well to such large
scenarios. This approach also requires being able to account for forecast
uncertainty, which poses yet another unresolved challenge for mission plan-
ning. Finally, rewards of interest such as adaptive sampling or coverage plan-
ning are path dependent because overlapping sensor measurements reduce
the total information gathered. The path dependence of the reward makes
many well-known techniques such as dynamic programming intractable for
the problem at hand.
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To get a sense of the scale of problems of interest, Figure 4.1 demonstrates
a hypothetical large scale fleet exercise in the Gulf of Mexico where UUVs are
required to track algae blooms by tracking regions of a given temperature.
While doing so agents must coordinate their forecasted 7 day trajectories to
minimize overlap while exploiting the ocean currents. The region is 84◦W
to 93◦W, and 21◦N to 30◦N, resulting in an environment that is 935x997km.
Any agents that leave the region are considered lost. A total of 256 agents
are deployed uniformly at random from 85◦W to 92◦W and 22◦N to 29◦N.
Selecting trajectories for all agents that jointly maximizes reward gathered
is a monumental task. Even limiting the decision space of each individual
agent to 15 candidate trajectories results in a joint decision space containing
15256 ≈ 10301 elements! Naturally, this decision space cannot be searched
exhaustively. One option around this is to instead search a significantly
smaller decision space, e.g. either that of sequentially coordinated trajecto-
ries, or that of a shared policy that does not distinguish between individual
agents.
In this chapter we consider large teams of unmanned underwater vehicles
(UUVs) conducting large-scale geospatial tasks such as information gathering
or coverage planning. We investigate planning techniques that can evaluate
path dependent rewards, account for the ocean forecast, and efficiently co-
ordinate plans for many agents. Two formulations investigated either search
the space of action sequences or the space of feedback policies to find dy-
namically feasible trajectories. We present what we believe to be the first
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application of the Cross Entropy Method to coordinating large teams of 8-
128 UUVs. We also develop a novel iterative greedy method that further re-
fines the best discovered constant action sequences to improve other greedy
techniques. The iterative greedy method gathers the most information on
average, scales well to large problems and is the most cost effective means of
deploying large teams of agents by gathering 3%-8% more reward than other
techniques. The goals of this topic are:
• identify existing state-of-the-art algorithms relevant to the task of co-
ordinating large teams of UUVs for geospatial tasks in the presence of
ocean forecast data:
• Extend techniques for solving MDPs to path dependent rewards
• Propose novel greedy methods capable of efficiently coordinating large
teams of agents.
• Benchmark the identified algorithms in the geospatial tasks of adap-
tive sampling based on temperature and coverage planning in three
experiments to determine how the techniques scale to teams of 8-128
agents.
The layout of this chapter starts off with preliminaries in Section 4.2
before introducing the problem formulation in Section 4.3. Section 4.4 de-
scribes the two representations used by methods in this paper for restricting
the search to the space of feasible trajectories. Algorithms that exist in the
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prior art and are capable of solving the mentioned problem are covered in
Section 4.5. The novel methods constituting the primary contribution of this
paper are described in Section 4.6. Section 4.7 describes the experimental
setup for the benchmark environment and Section 4.8 covers the results of
the algorithms. The results are discussed in Section 4.9 and Section 4.10
concludes the chapter.
4.2 Preliminaries
Before proceeding to the problem formulation in Section 4.3, we must discuss
some preliminaries. Geospatial tasks such as adaptive sampling or coverage
planning are path-dependent which increases the difficulty of the problem.
4.3 Problem Formulation
Define the configuration of an agent to be c = (lat, lon, d, t) ∈ C where lat is
the latitude, lon is the longitude, d is the depth beneath the ocean’s surface,
and t is the time since the epoch (mission start). A trajectory T is a time
indexed curve c(t) ∈ C defined for time domain t ∈ [ta, tb] Assume that
the vehicle is capable of controlling its depth d. For lateral and longitudinal
motion, the agent is capable of generating thrust velocity vector v. v is in the
local frame with respect to local flow fields and in meters per second. Further
note that superscript (i) with i ∈ {1, 2, . . . , N} denotes agent number with
N = Nagents.
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Given the flow field, starting configuration c0 and control signals u(t) =
(v(t), d(t)) it is possible to construct trajectory c(t) = φ(c(ta), u(t)) from
the ocean forecast data. When applying various algorithms, trajectories and
actions will be discretized to facilitate use of numerical methods or discrete
algorithms. A trajectory T is feasible if there exists a control action sequence
u that can reproduce the trajectory. Similarly define a multi-trajectory
MT = {T (i)}Ni=1 that is generated by applying the multi-action sequence
to the team of agents. The space of all feasible multi-trajectories is MT .
We define a path-dependent reward function R : MT → R mapping
multi-trajectories to real values. The objective of the problem is to find the
feasible trajectory satisfying system dynamics that maximizes the reward:
M∗T = arg max
MT ∈MT
R(MT ) (4.1)
Assume that all trajectories consist of a discrete set of configurations
T = {cκ}Tκ=0. All planners assume macro actions where a constant depth,
constant velocity command uκ = (dκ, tκ, vκ) is executed until the time tκ
passes. Define control action sequence u = {(dκ, tκ, vκ)}Tκ=1 to be a sequence
of T subsequent commands. For the multiagent problem, define a multi-
action sequence U = {u(i)}Ni=1 ∈ MU to be a collection of control action
sequences for each agent.
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4.3.1 Reward functions
For this work, we investigate two different reward functions: coverage with a
finite sensing radius, and environmental sensing to select regions in a given
temperature range.
4.3.1.1 Coverage
Area coverage of a multi-trajectory with a finite sensor footprint is of interest.
The sensing radius can be defined either by using the sensor range (e.g. range
of sonar for target search tasks) or by assuming a feature length over which
sensor measurements decorrelate. One natural example includes the Rossby
Radius [178], which defines length scales of correlated sensor measurements
when modeling ocean processes. The Rossby Radius in the Gulf of Mexico
varies but is about 30-40km in the Gulf of Mexico [179]. When combined
with Nyquist’s theorem this suggests that sensing measurements be spaced
15-20km apart. Area coverage is path dependent because overlaps reduce
total area covered. Consider a sweep sensor of fixed radius that is swept
between waypoints. This generates a capsule (a rectangle with semi-circle
“caps” at both ends) which can be well-approximated with a rectangle (Fig.
4.2).
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4.3.1.2 Environment Sensing: Temperature
Missions intending to sample locations based on temperature include track-
ing algae blooms [180], which often favor a specific range of temperature
conditions [18] (See Fig. 4.3). Supposing there is some desired temperature
T0, one can generate a reward function that favors sampling locations nearest
T0, where T is the temperature at configuration c:
I(c) =

e−ap(T−T0) if T ≥ T0
e−an(T0−T ) if T < T0
(4.2)
ap is a scale factor for the positive case and an is a scale factor for the
negative. Letting ap 6= an allows one to ensure that the region {c : I(c) ≥ b}
for b ∈ (0, 1) is a guaranteed fraction of the environment, η. Decreasing η
increases the difficulty of the problem by having fewer locations of higher
reward.
For a distribution/population of temperatures T , define the percentile
P (T ) which denotes the percentage of values below T . We wish to find a
range of percentiles [P−, P+] containing P (T0), and P
+ − P− = η. We can




P−(T−) = P (T0) − η2 . Starting with the first case statement, compute ap
by setting e−ap(T
+−T0) = b resulting in ap =
− log b
T+−T0 . Similarly, am =
− log b
T0−T− .
This choice of parameters guarantees the requirement that {c : I(c) ≥ b} is
a fraction of the environment.
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When evaluating the reward a multi-trajectory gathers, multiple measure-
ments at the same location reduce overall information gathered. To penalize
multiple coverings, discretize the region into a finite set of configurations C
on a grid covering the region of interest. Draw a ray between waypoints;
all cells touching the ray are considered visited once by the agent during
the trajectory. Sensing a cell the nth time accrues 1
n
th of the reward. The
total reward gathered is the sum of all rewards from all cells visited. For a
given region, one can define the total information content of the environment.
Total information content can vary wildly within a larger data-set, so the re-
ward content of a region must be normalized. Define the total information
content of the region Itotal(C) =
∑
c∈C I(c). Note that this does not account
for multiple passes of many agents, and the normalized reward can exceed
100%.
4.4 Representations
The problem formulation described in Section 4.3 does not impose a given
method for enforcing that the solution (a multi-trajectory) is dynamically
feasible. Before proceeding on to mentioning existing algorithms (Section 4.5)
or the proposed approach to solving the problem (Section 4.6), discussing the
representation of the space of dynamically feasible trajectoriesMT is needed
to put the algorithms to be described in proper context. In order to solve (Eq.
4.1) numerically satisfying feasibility constraints, some assumptions must
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be made. It is sensible to only search in the space of feasible trajectories
instead of having to actively enforce feasibility constraints, but there are
two fundamentally different ways of doing that. To simplify the formulation
further guaranteeing searching in the space of feasible trajectories, R(MT )
can be recast as a function of a multi-action sequence, R̃(U) = R(φ(c(t0), U))
(Eq. 4.3),
U∗ = arg max
u∈MU
R̃(U) (4.3)
or as a function of a feedback policy that maps multi-trajectories to multi-
actions, R̂(π) = R(φ(c(t0), π(c(t)))) (Eq. 4.4):
π∗ = arg max
π∈MΠ
R̂(π). (4.4)
Both of these techniques search in the space of feasible trajectories, but
require varying degrees of additional assumptions or simplifications to work
well in practice. Before describing the techniques that can solve (Eq. 4.1),
we now describe these representations in detail.
4.4.1 Action Sequence Representation
To ensure that all multi-trajectories are feasible, one could recast the op-
timization problem (Eq. 4.1) to search over all action sequences (Eq. 4.3).
Given any multi-action sequence U ∈ MU , the resulting trajectory is feasi-
ble. Even when restricting the problem to macro actions, action sequence
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parameters are continuously valued. Restricting the available multi-actions
to a finite set enables use of discrete optimization techniques such as the
brute force method that enumerates over all candidate solutions. The task
of an action sequence based solver is to find the multi-action sequence that
maximizes total reward.
4.4.2 Policy Based Representation
Another way to restrict the solver to the set of feasible multi-trajectories
is to search in the space of policies (Eq. 4.4). This extends the notion of
optimizing over MU by optimizing over families of action sequences when
considering disturbances. Representing policies requires additional care in
the formulation so we now define the discrete stochastic motion model to
enable use of a discrete policy representation. Consider that there are N
agents, where agent i resides at the configuration s(i) in a finite configuration
space S(i). Since all agents are homogeneous and collisions between agents
can be safely ignored, all agents share a common motion model (state space,
motion model, transition probabilities). At each state s, the agent may select
from a finite action set a ∈ A(s). Define the joint state space of all agents
S = S(1)×S(2)×. . .×S(N) and joint action space A = A(1)×A(2)×. . .×A(N).
For discrete algorithms subscript t ∈ {1, 2, . . . , T} denotes the time index.
For iterative algorithms use the subscript k to denote the kth iteration. The




′|St = st, At = at) = (4.5)
Pr(St+1 = s
′|St = st, . . . , S0 = s0, At = at, . . . , A0 = a0)
The probability mass function Pass′ = Pr(St+1 = s′|St = s, A = a) defines
the transition probabilities for the agent given the present state and action
selected. All aspects of the motion model can be time varying by absorbing
the time into the state (therefore planning in space-time). We are interested
in larger problem domains where, e.g. |S| ≥ 100 × 100 × 10 = 100, 000,
N ≥ 10, and |A| ≈ 10. Further, define the trap state sT that captures all
failure states (collisions) and terminations (going beyond the maximum time
limit). For any action, sT transitions to itself with probability one. Define the
space of execution historiesH = {h = s0a0s1a1 . . . st, h is feasible.} to consist
of all feasible execution histories. Given the execution histories of M ≤ N
robots, the joint reward is defined at termination. A multi-history is a set
of multiple histories of N agents: MH,N = {H(i),Ni=1 }. The reward function
maps multi-histories to real numbers R : MH,N → R. Note that portions
of the described formulation are similar to typical Markov Decision Process
formulations mentioned in Section 2.7, but differ in the reward structure.
While discrete rollouts of the stochastic system may not be feasible trajec-
tories, they approximate the continuous system’s performance well enough
for optimization purposes, and discrete stochastic policies can control the
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continuous system in the following manner. First, the location of an agent
in continuous coordinates is converted to a discrete state. An action is sam-
pled according to the policy and the discrete state. The action is applied to
the continuous system and the sequence is repeated, with the reward of the
rollout determined at the termination of the trial. This technique generates
feasible paths and enables fair comparison between discrete and continuous
based methods.
The goal of a policy-based solver to find a good policy π of the form
π : S → A that maximizes the expected reward Eπ[R]. Alternatively, a
policy can also be dependent on the execution history: π : MH,N → A.
A joint policy maps joint state spaces to joint action spaces. Alternatively,
agent i can have its own independent policy where π(i) : S(i) → A(i).
4.5 Existing Algorithms
We now discuss state-of-the-art algorithms that are capable of coordinat-
ing teams of underwater vehicles for geospatial tasks. All the algorithms
described in this section are action sequence based approaches and include
the brute force method, the greedy method, and Stochastic Gradient Ascent
(Sto.GA). These algorithms comprise a set of competitive algorithms against
which we benchmark our proposed methods.
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4.5.1 Brute Force Method
Similar to the discrete techniques, we will discretize the space of all action
sequences, and have the agents exhaustively search the entire action space.
To sidestep searching the joint action space, agents plan sequentially using
sequential greedy allocation. Agent i tests all action sequences in the action
space and evaluates their reward, accounting for all other agents that have
previously selected action sequences. The action sequence with the highest
reward is stored and used in planning the action sequences of all subsequent
agents.
The main challenge is further limiting the action space to ensure that
the search is tractable. For example, for 15 available actions planning action
sequences of length 7 results in 157 ≈ 171M action sequences per agent!
However, having the agent select an action every 48hr instead of 24 hr requires
generating action sequences of length 4, resulting in searching a space of
154 = 50, 625 action sequences per agent, which is quite feasible.
Forecast uncertainty can be accounted for by using Monte Carlo rollouts
when generating and evaluating multi-trajectories from the selected action
sequences but lies beyond the scope of this paper.
We further note that since brute force method significantly restricts the
number of actions selected every 48 hrs, it is possible for other action se-
quence methods to find better solutions than brute force by more intelligently
searching a much more expressive space of action sequences.
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4.5.2 Greedy Method
A more dramatic variation of the brute force method is to have the method
select a single action that lasts for the entire duration of the 7 day horizon.
This generates such a small action space such that good coordinated solutions
can be generated quickly. This is denoted as the greedy method. In effect,
the greedy solver is using a greedily (i.e. sequentially) coordinated constant
action sequence heuristic to search over the discrete set of multi-actionsMA
in MU . Due to the lack of branching for the greedy solver, the space of
actions for each agent A can be much larger than for the brute force method.
The strength in this method lies in its ability to quickly explore an expressive
space of coordinated action sequences.
4.5.3 Stochastic Gradient Ascent
Rather than discretizing the space of all action sequences, we can instead
attempt to plan in the continuous space of action sequences. To keep this
problem tractable we can consider using a stochastic gradient-based tech-
nique which iteratively improves an initial set of action sequences until the
solution converges. We consider a method termed Stochastic Gradient As-
cent (Sto.GA), which we will briefly explain here.
Sto.GA starts by initializing U using a desired initialization technique.
In this work we initialize Sto.GA using the greedy solver. To plan for mul-
tiple agents, Sto.GA uses sequential greedy allocation by optimizing the ac-
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tion sequence for one agent while holding all others constant. One of the
major difficulties in using an optimization based technique is in calculat-
ing the gradient update to the action sequence. There is no clear analytic
technique to calculate this gradient in the action-sequence-space when the re-
wards functions we are considering are defined over the state-space. Sto.GA
solves this problem by utilizing techniques similar to that from Stochastic
Trajectory Optimization for Motion Planning (STOMP) [181], which uses
sampling to approximate the gradient of a non-differentiable cost function.
Energy-Efficient Stochastic Trajectory Optimization (EESTO) further ex-
tends STOMP to consider time-variations between waypoints [182]. By sam-
pling perturbations to the individual actions of the agents’ action sequences,
the agents can construct a set of action sequences. Sto.GA then evaluates
each of these sequences, assigning a score to each, and then uses a weighted re-
combination of the sampled perturbations in combination with the sequence
evaluations to approximate the gradient. Sto.GA iteratively continues this
process until the solution converges or a maximum number of iterations is
reached. Sto.GA includes multiple matrix operations which are already im-
plemented in parallel in many matrix libraries, including the ones used in
this work.
We now discuss various algorithms mentioned in the Literature Review
(Chapter 2), determining which algorithms are unsuitable for the task at
hand:
• Coordination techniques such as M* [21] are for path independent re-
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wards. Agent interactions are more common for path dependent re-
wards due to increased occurence of path overlap instead of collisions.
• Heuristic guided search techniques, including the ε−admissible B&B
developed in Chapter 3 are also unsuitable because generating effective
heuristics that account for the effects of the ocean currents is intractible.
• Coverage based planning algorithms (Section 2.5) are unsuitable since
they require strong propulsion capabilities to reliably execute coverage
patterns.
• Locational Optimization techniques are not considered in this scenario
as they are used to optimize path independent rewards of a given form
and do not optimize the objective functions of interest. However, a
similar scenario employing Locational Optimization techniques will be
investigated in Chapter 5.
4.6 Approach
We now outline the techniques we created to solve the geospatial tasks at
hand, which are the primary contributions of the paper. Starting with policy
based approaches, we first discuss the default policy. We then describe how
we extend Monte Carlo Tree Search (MCTS) and Cross Entropy Method
(CEM) to improve upon the default policy. Subsequently, we describe CEM
applied to action sequences (CEMAS) and the iterative greedy method. The
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section finishes with a discussion on how to rationally compare tradeoffs in
time to compute vs. solution quality.
4.6.1 Policy Representation
To make implementation feasible, policy based approaches must search a
discrete space of policies. We assume that a policy π is implemented as a
combination of look-up tables, hash maps and lists that map states or ex-
ecution histories to (distributions of) actions. Consider the use of arrays
or hash-maps. Because N is fairly large (N ≥ 10), policies defined in the
joint space are computationally intractable. We therefore favor the use of
single agent policies where π(i) : S(i) → A(i) are independent of other agents.
Policies may be Markovian (only dependent on present state) or history de-
pendent. Policies may be deterministic by storing a single action for each
state, or stochastic by maintaining a distribution of actions for each state.
Policies may either be shared by all agents, or each agent may have its own
independent policy.
The Markov random policy is of the form (Eq. 4.6):
πj(s) = Pr(At = aj|St = s) (4.6)
where π(s) denotes a probability distribution over all actions for state
s. If ∀s ∈ S, |A(s)| ≤ Nactions, then π is a look-up table with |S| × Nactions
parameters. Note that time varying policies are possible when the discrete
145
state S encodes the time as well as system configuration.
History dependent random policies are of the form (Eq. 4.7):
πj(h) = Pr(At = aj|Ht = h) (4.7)
Use of a look-up table for history dependent policies is intractable. In-
stead, we use a hash-map. We use the most recent state in the history as
a hash, with hash collisions stored in a list that remains short in practice.
If all agents share the same policy, a single policy π is all that is required.
Otherwise, agent i has policy π(i). A deterministic policy is similar to the
random policy, with the only difference that instead of storing probability
distributions over all actions for each state/history, a single action is stored.
4.6.2 Default Policy
Consider first the set of all random Markovian policies shared by all agents.
The choice of a shared Markov policy may seem unsound for solving multi-
agent, history dependent reward structures but it has proven surprisingly
effective. Random Markovian shared policies have the fewest number of pa-
rameters to tune and consume the least amount of memory with the fastest
sampling rate making them suitable for fast Monte Carlo rollouts. In a large
system of homogeneous coordinating agents in the deep ocean, the reward
function exhibits an exchangeability of agent locations. It doesn’t matter
which agent is where, but given the same scenario, each agent ought make
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the same decision (or sample from the same distribution of decisions). In
previous work, multiple agents have shared and executed the same policy for
solving MDP problems [183], enabling coordination in a large swarm. One
of the major challenges in the MDP case is that deterministic policies tend
to collapse the distribution of agent locations to a small subset of states that
maximize the reward (consider SSP problems [67]). This is undesirable for
rewards such as coverage planning, suggesting use of random policies instead.
Consider a well-designed random Markovian policy that generates a limiting
distribution (analogous to the stationary distribution of Markov Chains) of
populations of agents, evenly distributing the population in such a manner
that increases dispersion while also maximizing reward. Controlling distri-
butions of agents has been employed successfully for various coordination
problems [184, 185]. Actively controlling the stationary distribution is com-
putationally burdensome as computing the stationary distribution requires
expensive (sparse) linear algebra operations. We instead prefer to indirectly
approximate distributions using efficient Monte Carlo rollouts.
In the absence of any additional information, a good initial policy is to
select from the set of valid actions uniformly at random, which is denoted
as the default policy. Starting with a uniform distribution over all actions,
certain actions (such as diving beneath the ocean floor) are guaranteed to
cause the agent to enter the trap state sT and should be pruned by setting
the action’s probability to zero.
When the uncertainty of the stochastic motion model is purely introduced
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by the agent due to positional uncertainty and not due to motion/forecast
uncertainty, the performance of the random policy controlling the continuous
system can be boosted by sampling the policy many times and selecting
the continuous rollout with the highest reward. This performance boosting
technique pertains to any random policy generated by any algorithm.
4.6.3 Monte Carlo Tree Search
We now extend MCTS as it was presented in Section 2.8 to be able to coor-
dinate large teams of agents gathering path dependent reward. Given a node
NS in the tree, with present state S, MCTS employs the following modified
version of UCB1 (Eq. 4.8) for the selection procedure:













Rmax is the largest reward ever observed. R̄a is the average of all rewards
gathered by selecting action a at node NS. na is the number of times action
a was played at node NS,
∑
a na is the number of total plays at NS. C is
a parameter that is experimentally tuned to favor exploration vs. exploita-
tion. The only significant modification here is the inclusion of Rmax which
normalizes all reward averages to the range [0, 1] facilitating better tuning of
C.
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4.6.4 Cross Entropy Method
We extend previous work using CEM (Section 2.9) to maximize the reward
a policy gathers for a MDP [85] to path dependent reward problems in a
multiagent setting. We denote this extension as CEM applied to policies
(CEMAP). To do so, we apply CEM to the UUV coordination problem,
letting θ = π. and φ = π̂. Let PH,N be the set of the (1 − ρ) percentile
best multi-histories for N agents at the iteration. Define observation set O
that generates state/history-action observations from PH,N for the maximum
likelihood estimate. A single agent history ht = s0a0s1 . . . at−1st generates
Markov o = (s, a) ∈ Os observations {(sτ , aτ ) 0 ≤ τ ≤ t−1} or generates his-
tory dependent o = (h, a) ∈ Oh observations {(
∏τ
σ=0(sσ, aσ)sσ+1, aσ+1), 0 ≤
τ ≤ t − 1}. For individual policies, O(i) is generated from agent i’s corre-
sponding execution histories in PH,N , or PH(i) . Each agent updates its own
policy with its own execution histories, yet coordination occurs by globally
selecting the best multi-histories. For shared policies, outcome set O batches
all trajectories together and does not distinguish observations from various






where π̂j(sk) is the relative rate of action aj being selected in all pairs o ∈ Os








The resulting policy parameters π̂ are filtered through the low-pass filter,
since convex combinations of probability distributions are valid probability
distributions.
CEM can also be applied to searching the space of action sequences, which
we denote as CEMAS. Let agent i’s action at time k be random variable A
(i)
k .




l for k 6= l and i 6= m with Pr(A
(i)
k = j) = p
(i)
j,k.
Let θ = [p
(i)
j,k] and apply Algorithm 7.
CEM is general in that the independence assumption of A
(i)
k can be bro-
ken, but that dramatically increases the number of parameters for CEM to
tune. Similar to the brute force method, CEM can be configured to have
actions last 48 hours instead of 24 hours (denoted as CEMAS-2 for select-
ing actions that last 2 days). This will offer a benchmark to see how well
CEM does in comparison to the brute force method. CEM in any of its
forms can be readily parallelized by distributing the Np rollouts to multiple
M processes, speeding up the compute time. Little data is shared between
processes, where the updated policy is transmitted to all workers and each
worker returns the rollouts.
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4.6.5 Iterative Greedy Method
The greedy method can be further improved upon by selecting constant ac-
tions that are of shorter and shorter duration in an iterative fashion. Starting
with k = 1, take the best k−1 actions previously discovered, and set all “fu-
ture” actions k, k+1, . . . , T in the action sequence to a constant a ∈ A. Store
the action a that maximizes the total reward gathered over all A. Increment
k by one. This continues until k > T or the termination condition is met.
This is the iterative greedy solver and is described in Algorithm 12.
The iterative greedy solver is guaranteed to find a solution of equal or
greater reward than the greedy solver. The first iteration with k = 1 gen-
erates the same solution that the greedy solver generates. The best known
multi-action is only changed if an improvement is discovered. The iterative
greedy solver is therefore an anytime algorithm. After the k = 1 iteration
completes, every agent has an action sequence that is feasible and spans the
entire mission duration. Subsequent iterations offer additional improvements.
Various termination conditions include running out of time to compute the
best solution, or requiring that Rmax improves by a factor ε > 0 between
iterations of k. For example, the second mentioned termination condition
will terminate the algorithm after the k = 2 iteration if the iterative greedy
solver does not improve the greedy solution. Refer to Fig. 4.4 for an example
diving sequence that is improved upon by the iterative greedy solver.
The iterative greedy solver can be parallelized by dividing up the actions
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at each time step amongst multiple processors, but this smaller batch size
compared to CEM for example will experience smaller performance gains
from parallelization.
4.6.6 Assessing tradeoffs in compute time vs. solution quality
In order to assess the tradeoffs of using more time consuming algorithms,
we wish to assess when it is rational (cost saving) to spend additional time
to compute a better solution. We note that in 2018 dollars, a 48 physical
core machine with 384 GB RAM in a cloud computing environment can be
rented for 24 hours at about $110 per day. Run times will be for single pro-
cess algorithms and we will ignore the fact that the various algorithms can be
parallelized, meaning that computing costs are overestimates of actual costs.
To underestimate daily vehicle deployment costs to more conservatively es-
timate against the cost effectiveness of longer compute times, we take the
minimum of $200 per day per UUV or $30,000 per day for the surface ship
monitoring the fleet.
Suppose Algorithm A took tA seconds to compute a solution of reward
RA while Algorithm B took tB seconds to compute a solution of reward RB.
Suppose that Algorithm A finds a better solution than Algorithm B (RA >




Suppose that a mission terminates after a given threshold of information is
gathered. To save vehicle deployment costs, Algorithm A will complete the
mission faster or with fewer vehicles, implying that algorithm B will take a
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factor of (1 + η) more total vehicle deployment cost to complete the mission.
Supposing that deploying Algorithm A on the vehicles costs Cdeploy while
Algorithm B costs Cdeploy(1 + η) due to less efficient deployments. Total
effective deployment costs for Algorithm A are CA = Cdeploy + taCcompute
while the total costs for Algorithm B are CB = (1 + η)Cdeploy + tbCcompute.
Given these constraints, there is a break-even point for the minimum
performance improvement required by the algorithm for a given amount of
compute time by dividing the performance improvement. For 128 UUVs,
the $200/day operating costs amount to $25,600. It is considered rational
to spend an extra 24 hours of compute time on a better algorithm if the
better algorithm is η = 0.43% better. This is in line with the observation




For this work, we use the Navy Coastal Ocean Model (NCOM) to model
the ocean forecast for the Gulf of Mexico (GoM), which is contained in
a bounding box spanning latitudes 18◦N-30.8◦N and longitudes 80.25◦W -
98.0◦W [186](this corresponds to the same area charted in Figs. 4.1 and 4.3).
For each day, the NCOM model describes ocean current velocity, tempera-
ture and salinity forecasts at 72 depths, at 2km resolution in latitude and
153
longitude, and 3hr temporal resolution for 7 days.
The Gulf of Mexico is divided up into non-overlapping 3◦ × 3◦ regions
(roughly 300km on a side). All experiments will use forecast data from the
Gulf of Mexico from Dec 08, 2017. Deployment zones are placed in the center,
and vary in size (20km or 200km) depending on the experiment. For 200km
deployment zones, if the deployment zone is less than 2/3 water, the region
is discarded. For 20km deployment zones, many deployment zones near the
center are tested until one is found that is in open water. Otherwise the
region is discarded. Starting locations are placed uniformly at random inside
the deployment zone. To ensure that agents coordinate, up to four agents
are placed at a starting location until all agents have been assigned a starting
location. All algorithms benchmarked are tested in the same environments
with identical deployments and reward functions.
4.7.2 Reward Functions
For the temperature-based reward function, T0 is set to the mean tempera-
ture for the entire GoM region (this is consistent across all 3◦ × 3◦ regions,
so the information content varies widely between regions), and parameters
for the reward function are tuned such that b = 0.5 and η = 20%. The grid
size is 2km. The information content of each 3◦ × 3◦ region varies based
on local variations in temperature and can vary by over 2 orders of mag-
nitude. Therefore, temperature-based rewards are normalized by the total
information content of the region Itotal.
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For the coverage-based metric, computing the coverage area is then the
task of taking the union of overlapping polygons, and computing the area.
This requires an efficient polygon union operation. The Cascaded Union
from the GEOS library [187] is an efficient union operation that is capa-
ble of processing many polygons, often for Geospatial Information Systems.
The Cascaded Union packs the polygons into an R-tree using the Sort-Tile-
Recursive algorithm [188], and takes the union of the individual polygons
in a bottom-up approach, resulting in dramatically faster run times than a
naive binary union operation. The sensing radius is set to 15km, which is
half of the average Rossby radius in the GoM (30 km [179]).
4.7.3 UUV model
We assume that the UUVs have active buoyancy control and can maintain
their desired depths. To minimize energy consumption, we assume that each
UUV has enough thrust to sustain a speed of at most 0.1 meters per sec-
ond relative to the local frame that is moving with the currents. In other
words, the platform has limited control authority and may not necessarily
overpower the ocean currents. For reference, forecast data suggests that the
average current speed for a given depth does not go below 0.15 meters per
second, meaning that ocean currents will typically dominate vehicle thrust
capabilities.
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4.7.4 Stochastic Motion Model
Discretizing the ocean forecast model into a discrete model requires discretiz-
ing the action space and the configuration space. We select a discrete set of
depths over which to plan. Next, we select a discrete set of thrust velocities.
Taking the Cartesian product of these sets generates the full action set.
Planning in space-time accounts for the time varying effects of the field.
Each discrete coordinate is assigned a unique state number S and is associ-
ated with the configuration c = (lat, lon, d, t). Each state consists of a corre-
sponding cell in (lat, lon) gS = {(θ, φ) ∈ [lat, lat + δlat]× [lon, lon + δlon]}.
Any transitions from the evolution of the continuous system into the cell gS
is associated with discrete state S. In order to generate the outcome proba-
bilities, particles are distributed on a uniform grid inside the state’s cell. The
selected action is applied to all particles, the flow field data is integrated over
the given time interval and the resulting distribution of particles is recorded,
approximating the transition probabilities from cell to cell when issuing a
given command at the present state. This data is then stored in a look-up
table for future queries.
Due to discretization, the motion model introduces positional uncertainty
of the agent’s location, as the stochastic motion model is indifferent to the
exact location of the agent within a cell. This in turn propagates through the
flow field dynamics (Fig. 4.5). It is also possible to introduce forecast un-
certainty into the motion model by including additional particles and Monte
156
Carlo rollouts of uncertain forecast outcomes. This is compatible with en-
semble techniques that handle forecast uncertainty [148]. We assume that
forecast uncertainty will dominate positional uncertainty since the size of the
cells is relatively small and particle movement of adjacent particles is highly
correlated. Positional uncertainty is small relative to total distance traveled.
Calculating statistics on particle populations shows that the deviation of the
particles for each cell is around 3.5km while the particles travel around 20km
on average.
For this work the stochastic motion model uses 4-km cells, with 9 particles
to approximate the transition probabilities given the state and action to be
simulated. While 9 particles are used for each (state,action) pair, many
particles transition to the same state and can be combined, so on average
4-5 unique outcomes are generated. With vmax = 0.1, define the set of
thrust velocities {(0, 0), (vmax, 0), (−vmax, 0), (0, vmax), (0,−vmax)} along with
diving depths d ∈ {100, 500, 1000}, resulting in 15 actions for the agents to
select. Each discrete action lasts for 24 hours.
4.7.5 Algorithm Configurations
CEM will conduct at most 100 iterations of policy improvement. CEM will
terminate if the last 5 values of γ̂t do not fluctuate by more than 0.5% since
the standard convergence criteria do not apply for the problem at hand due
to the stochastic nature of the problem. CEM parameters α, ρ will need to be
tuned using training data for each experiment. CEMAP will set Np = 5, 000
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while CEMAS will set Np = 2, 500. Since MCTS is an anytime algorithm, it
is often given a time budget in which it can compute a solution. To maintain
better repeatability between trials, MCTS conducts 30,000 rollouts when
generating a policy. Because the default policy (Sec. 4.6.2), CEMAP and
MCTS use the stochastic motion model, they select amongst 15 actions that
last 24 hours each. The brute force method must maintain a small solution
space so while it uses the same 15 actions in the stochastic motion model,
actions last up to 48 hours.
In contrast to the limited action set for the policy based approaches, both
the greedy method and iterative greedy method can explore all 72 depths that
define the NCOM model and 9 thrust velocities for a total of 648 actions per
agent, far exceeding the 15 actions every 48 hours that the brute force method
can exhaustively search. Sto.GA is not limited to exploring a discrete set of
actions and can vary action values (including the time interval) continuously.
4.7.6 Experimental Setup
We benchmark the described algorithms in 3 experiments:
• Experiment 1: tune/benchmark various algorithms for 10 agents for
environment sensing task
• Experiment 2: tune/benchmark various algorithms for 10 agents for
coverage task
• Experiment 3: benchmark scaling the number of agents timing for
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environment sensing task. Use parameters tuned for in Exp 1
Table 4.1 outlines all the selected algorithms benchmarked with the fol-
lowing abbreviations: M. is Markov, H.D. is History Dependent, det. is short
for deterministic while rand. is short for random. Also, the term “shared”
is for a single shared policy between all agents and while the abbreviation
“ind.” is individual policies for each agent. The column abbrev. in Table
4.1 denotes the shorthand or abbreviated name of the algorithm. CEMAS-2
(i.e. CEMAS with actions that last 2 days) is for reference and will only be
tested in Experiment 1.
Table 4.1: The various algorithms benchmarked
abbrev. policy rep. solver coordination
default M. rand. shared random –
CEM M. rand. shared CEM centralized
CEM h.d. H.D. rand. shared CEM centralized
MCTS M. det. ind. MCTS Seq. greedy alloc.
MCTS h.d. H.D. det. ind. MCTS Seq. greedy alloc.
CEM ind. M.R. ind. CEM centralized
abbrev. solver coordination
greedy greedy/best constant depth Seq. greedy alloc.
i.greed iterative greedy Seq. greedy alloc.
Sto.GA Stochastic Gradient Ascent Seq. greedy alloc.
bfm brute force method Seq. greedy alloc.
CEMAS CEM applied to action sequences centralized
CEMAS-2 CEMAS with 2 day actions centralized
In terms of performance evaluation, benchmark algorithms will be eval-
uated for how much reward they gather, and how long it takes to compute
the solution.
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Evaluating a fixed action sequence for how much reward it gathers is
straightforward by feeding the action sequence into the (now deterministic)
simulator and observing the reward the resultant trajectory gathers. For the
discrete policy based approaches, after a policy is derived, it is evaluated for
how much information it gathers by using 5,000 Monte Carlo rollouts. Sample
averages of discrete Monte Carlo rollouts sample the discrete motion model
used during the optimization process and do not represent continuous system
performance. However, since the discrete policy can drive the continuous
system, continuous Monte Carlo rollouts are feasible by sampling different
discrete actions while using the continuous system dynamics. As mentioned
in Section 4.6.2, motion uncertainty is due to positional uncertainty imposed
by the discrete policy and not due to the underlying system. Therefore,
Monte Carlo estimates of the average and best continuous rollouts are of
interest. In the presence of forecast uncertainty, the average of the continuous
rollouts estimates the expected reward gathered by the policy. Otherwise, we
retain the best continuous rollout during the Monte Carlo estimate, as this is
a dynamically feasible trajectory and is a fair comparison to the benchmarked
techniques that generate action sequences instead of policies.
Experiments 1 & 2 offer the primary benchmark of the various algorithms
for two different reward functions for 10 vehicles. Experiment 1 will use the
temperature-based reward function for evaluating multi-trajectory rewards,
while Experiment 2 will use the coverage-based reward. To force collabora-
tion amongst vehicles, vehicles are deployed in two teams of 4 and one team
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of 2. Each team starts at the same location and must plan to disperse. There
is a 20km deployment zone in each 3◦× 3◦ regions in which teams of vehicles
are deployed uniformly at random. All mentioned algorithms in Table 4.1
will conduct the same trials with the same starting configurations.
The algorithms will train in three regions with 20 trials each to tune the
parameters α, ρ, and C for a total of 60 training trials. For tuning CEM,
let α ∈ {0.3, 0.4, 0.5, 0.6, 0.7} and ρ ∈ {0.15, 0.2, 0.25} for 15 total parameter
configurations. Tuning CEMAS requires different parameter selection from
CEM, therefore we let α ∈ {0.5, 0.6, 0.7} and ρ ∈ {0.05, 0.1, 0.15} for 9 total
parameter configurations. Similarly, for MCTS, we let C be 17 logarithmi-
cally spaced points between 10−3 and 101. e.g. C ∈ {1e− 3, 1.8e− 3, 3.2e−
3, . . . , 1.8, 3.2, 5.6, 10}. For validation the algorithms plan in five different
regions with 20 trials each using parameters selected to maximize reward
gathered by a subject matter expert, for a total of 100 trials.
Experiment 3 will vary the number of agents planned to observe how
the algorithms scale to larger problems. The number of agents will vary
among the set Nagents ∈ {8, 16, 32, 64, 128}. The deployment region will
be 200kmx200km and centered inside the 3◦ × 3◦ region. Agents will be
deployed in groups of 4 uniformly at random. There will be 5 trials in 5
different regions, for a total of 25 trials.
Due to the extended run times for the larger problems, the best parame-
ters identified from training in Experiment 1 will be applied to Experiment
3. Also, many solvers have different variants due to policy representation,
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so only the best performing policy representation when validating results in
Experiment 1 for the respective solver (MCTS or CEM) will be selected.
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Figure 4.1: Hypothetical large deployment scenario of 256 agents in the
Gulf of Mexico that motivates use of efficient coordination strategies for
information gathering tasks in the ocean. Many of the trajectories overlap,
compounding the evaluation of the plan. Even selecting amongst 15 distinct
possible trajectories per agent results in 15256 ≈ 10301 joint decisions, making







Figure 4.2: Example multiagent trajectory with polygonal approximation to
the area covered by a sweep sensor. Here, 10 agents start close to each other
and must coordinate to reduce overlaps (darker blue) to maximize coverage.
The rectangle approximation is of equal area to the capsule generated by a
finite sensor radius swept between two waypoints.
Figure 4.3: Temperature field in the GoM as defined by (Eq. 4.2) with T0 =
26.3◦C.
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Algorithm 12 Iterative Greedy Solver
Require: discrete action space A, reward function based on discrete multi-
actions R̃
1: Â∗ ← [null, null . . . , null] {populate with null actions}
2: Rmax ← −∞
3: k ← 1
4: while k ≤ T and termination condition not met do
5: for i ∈ {1, . . . , Nagents} do {Seq. Greedy Alloc.}
6: ai ← Â∗[i] {get first k−1 actions from best known action sequence}
7: for a ∈ A do
8: A← Â∗ {get best known action sequences for other agents}




12: A[i]← ai {update agent i’s action sequence}
13: R← R̃(A) {evaluate multi-action sequence for reward}
14: if R > Rmax then {store best known action sequence}





20: k ← k + 1 {shorten length of constant action sequences}
21: end while
22: return (Â∗, Rmax)
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Figure 4.4: The iterative greedy solver iteratively improves initial greedy
solution (thin blue), resulting in the thick black line. In this example, only
the diving depth sequence for a single agent is shown for clarity.
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Figure 4.5: Example demonstration of building the stochastic motion model
from ocean forecast data. Cell sizes are 4km square whose boundaries are
denoted by the black grid lines. Nine particles start out uniformly covering
the starting cell (0,0) in the lower left corner (green) and are allowed to drift
freely with the ocean surface currents for 24 hours. The position of each
particle is shown every three hours (grey), until the 24 hr time limit (red).
Particles end up in five different cells in the upper right corner at the end of




















best continuous results for solver 




(a) Training results tuning parameters α, ρ
for the Cross Entropy Method.













Results for solver 




(b) Training results tuning parameter C for
MCTS.
Figure 4.6: Training Results for Cross Entropy Method with Markovian poli-
cies for Experiment 1. The performance of MCTS and CEM vary with re-
spect to the choice of parameters and are tuned with training data to im-
prove algorithm performance. Parameter selection for CEM and MCTS is
domain specific, and no method for calculating the best parameters a priori
is known. Despite CEM having more parameters, its performance varies less
due to parameter selection (2.4% variation) than MCTS (8.6% variation).
Charts such as these are used to select parameters for validation runs and
selected parameters are summarized in Table 4.2.
Training results in the first 3 regions for Experiment 1 suggested using the
algorithm parameters in Table 4.2. Fig. 4.6 shows the resulting parameter
sweeps for CEM with shared Markov Policies (4.6(a)) and MCTS with history
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dependent policies (4.6(b)). CEM experience at most a 2.4% variation in
reward during the parameter sweep, while MCTS experienced roughly an
8.6% variation, implying that CEM is less sensitive to parameter selection
than MCTS.
The policy based solvers such as CEM or MCTS use discrete rollouts when
generating the policy. However, the discrete policy drives the continuous
system which has different dynamics from the discrete system. Further, these
continuous rollouts are deterministic since the action selection is now fixed,
hence each trajectory is dynamically feasible and reproducible. The best
solution often has better coordination among the agents and is often around
10% better than the average reward. As an example, Fig. 4.6(b) shows
the statistics for the various rollouts (discrete average, continuous average,
continuous best) for MCTS.
Table 4.2: parameters selected for Experiment 1 & 3: temperature-based
reward
parameter CEM CEM h.d. CEM ind. CEMAS
α 0.4 0.5 0.3 0.7
ρ 0.25 0.2 0.15 0.05
parameter MCTS MCTS h.d.
C 0.03 0.03
The results for Experiment 1 show that the iterative greedy method gath-
ers the most reward (Fig. 4.7(a)). The brute force method beats all of the
policy based methods yet only takes 76% longer to compute than the slowest
policy based method (CEM ind.). CEMAS searches in a dramatically larger
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action space that is 153 = 3, 375 larger than the action space that the brute
force method searches, yet only takes 2.2 times longer to compute than the
brute force. It is noted that the run time of CEMAS is highly sensitive to
tuning parameters, where setting (α, ρ) = (0.5, 0.15) results in run times that
are 76% slower than selecting (α, ρ) = (0.7, 0.05) with a mere 2% difference in
solution quality. Reducing Np = 5, 000 to Np = 2, 500 cuts down CEMAS’s
run time by more than half with less than ≈ 2% decrease in solution quality.
Running CEMAS-2 alongside the brute force method shows how CEMAS-
2 finds solutions within 98% of the brute force method, yet CEMAS-2 takes
considerably longer to compute than the brute force method. In smaller
search spaces, it is more likely that CEMAS will sample the same action
sequence many times, wasting computational effort. This suggests that CE-
MAS is finding near optimal solutions in the much larger action space in
which we cannot compute solutions via brute force reasonably (solutions
could take as long as 27 days to compute).
In terms of policy based solvers, CEM with the shared Markov policy
gathers the most reward, even beating CEM with individual Markov policies
or a shared history dependent policies. This goes against the intuitions that
history dependent rewards require policies that are history dependent. We
suppose that having fewer parameters to tune in the policy enables the shared
Markov policy to make most efficient use of experience.
In terms of daily running costs, the iterative greedy solver has an expected
daily operating costs of around $2,000 and offers a performance improvement
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η = 3.2% over Sto.GA. computing costs for iter. greedy amount to $0.13 per
day while computing costs for Sto.GA around $0.10 per day. On the other
hand, using Sto.GA has a daily operating costs of $2,064 due to reduced
solution quality, making it rational to spend the extra computational time
to run iterative greedy to generate the better solution.
4.8.2 Experiment 2
Training results in the first 3 regions for Experiment 2 suggested using the
algorithm parameters in Table 4.3. Fig. 4.8 shows the resulting parameter
sweeps for CEM with shared Markov Policies (4.6(a)) and MCTS with history
dependent policies (4.6(b)). CEM experienced at most a 4.5% variation in
reward during the parameter sweep, while MCTS experienced roughly 9.4%
variation, implying that CEM is less sensitive to parameter selection than
MCTS.
Table 4.3: parameters selected for Experiment 2: coverage-based reward
parameter CEM CEM h.d. CEM ind. CEMAS
α 0.3 0.5 0.3 0.7
ρ 0.2 0.2 0.15 0.05
parameter MCTS MCTS h.d.
C 0.05 0.05
When validating the algorithms, we note that CEMAP takes somewhere
between 1-2 times longer to compute than MCTS. This is due to the increased
cost of evaluating the reward of various discrete rollouts, which is the domi-
nant run time cost. Unless it convergence criteria is satisfied, CEMAP eval-
171
uates at most 500,000 multi-history rollouts (100 iterations of 5,000 rollouts)
per deployment scenario, while MCTS evaluates 300,000 (30,000 iterations
per agent times 10 agents) multi-history rollouts per scenario, most of which
have fewer than 10 agents and are therefore faster to compute on average per
rollout.
Because the iterative greedy solver offers a performance improvement of
η = 8.1% over Sto.GA, expected deployment costs are also reduced. Total
daily operating costs for the iterative greedy algorithm are around $2,000
while Sto.GA has a daily operating costs around $2,162. Computing costs
for iter. greedy are around $0.29 per day while computing costs for Sto.GA
are around $0.12 per day. It is therefore rational to use the iterative greedy
solver over Sto.GA and all other algorithms tested.
4.8.3 Experiment 3
The run time results of Experiment 3 show that CEM and CEMAS have
run times that are linear in the number of agents, while brute force, greedy,
iterative greedy, and Sto.GA have run times that are quadratic in the number
of agents (Fig. 4.10). The sublinear dip at the end of CEM’s time in Fig.
4.11 and CEMAS’s time in Fig. 4.10(b) is most likely due to overcrowding
agents resulting in more efficient batch updates.
The two biggest competitors for gathering the most reward in the large
Nagents = 128 scenario are Sto.GA and the iterative greedy solution (Table
4.4). Iterative greedy gathers 7.2% more reward than Sto.GA on average.
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We note that the variation in the reward gathered over all trials is heavily
dependent on the deployment scenario, making use of standard deviations
or error bars misleading. Instead, a pairwise comparison between how algo-
rithms perform on an identical trial is required for more in depth analysis.
Consider the fact that in all 25 scenarios tested iterative greedy found better
solutions than Sto.GA. We further note that the iterative greedy method took
about 4 times longer to compute. In terms of total deployment costs for 128
agents, the iterative greedy method has deployment costs of $25,613 (com-
puting time costs around $13) while Sto.GA costs around $27,447 to deploy
due to generating solutions that gather less reward. Using iterative greedy
in place of Sto.GA therefore results in 6.7% cost savings in total deployment
costs.
Table 4.4: Experiment 3 results for 128 agents
algorithm avg. reward std. reward avg. time [s]
default 0.42 0.08 –
CEM 0.58 0.092 7,540
MCTS 0.50 0.091 37,305
CEMAS 0.67 0.10 47,000
bfm 0.68 0.098 75,000
i.greed 0.80 0.095 10,000
Sto.GA 0.74 0.090 2,730
greedy 0.67 0.082 443
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4.9 Discussion
From the results in Experiments 1-3, we note that on average the proposed
iterative greedy method in this paper finds better solutions than Sto.GA
and results in cost savings despite taking longer to compute. However, the
presented results use the greedy method to initialize Sto.GA. It is possible to
use the iterative greedy method to initialize Sto.GA to further improve upon
the iterative greedy solution resulting in a combined approach. The greedy
solver and the iterative greedy solver exploit the heuristic that restricting
the search to (sequentially) coordinated constant action sequences will better
guide the search. This heuristic deserves greater treatment and merits further
investigation.
We now wish to compare the general trends in the results of Experiments
1 & 2 to get a sense of how well the approaches perform relative to one
another when changing the objective function. Some general statements are:
• the action based solvers outperform the policy based solvers. We note
that this is in the absence of forecast uncertainty.
• CEMAS outperforms brute force due to searching in a more expressive
search space.
• iterative greedy outperforms Sto.GA, CEMAS and the greedy method.
• CEM outperforms MCTS.
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• CEM outperforms CEM h.d.
In terms of differences, Sto.GA’s performance in Exp. 2 drops relative to
iterative greedy, CEMAS and greedy. Sto.GA’s reduced performance in Exp.
2 is perhaps due to the fact that the coverage reward function is not smooth,
unlike the temperature-based reward which may be hindering accurate esti-
mations of the gradient.
In terms of the longer run times between Experiment 1 and 2, evaluating
the reward constitutes around 90% or more of the compute time for CEM.
This is exacerbated by the cascaded union being more expensive to compute.
While action sequence based approaches such as Sto.GA or the iterative
greedy method beat policy based techniques, they do so in the absence of
forecast uncertainty. Forecast uncertainty will significantly dominate posi-
tional uncertainty. It is often the case that simulators will predict features
such as gyres, yet their exact locations will be off significantly resulting in
correlated forecast errors. The only way to account for such errors is to uti-
lize an ensemble of predictions. Generating policies may turn out to be the
only approach that can handle such uncertainty.
For Experiment 3, the major findings are that for the larger problems
CEMAS and MCTS do not find solutions that are better than brute force
method due to the exponentially increasing size of the solution space. Tech-
niques that exploit the sequentially coordinated constant action sequence
heuristic (greedy, Sto.GA, iter. greedy) find solutions that scale incredibly
well to large problems.
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4.10 Summary
We investigated two large scale geospatial tasks: adaptive sampling of tem-
perature fields and coverage planning for teams of 8-128 underwater vehicles
in large 300km by 300km environments while exploiting the ocean currents to
maximize endurance. Generating feasible trajectories involves restricting the
search either to the space of action sequences or in policies mapping states to
actions. We benchmark six methods with different variations on their imple-
mentation and observe that the iterative greedy method offers the most cost
effective solution outperforming Sto.GA by 3%-8% in the different experi-
ments. The iterative greedy method restricts the search by employing the
coordinated constant action sequence heuristic. Further, results show that
action sequence based approaches outperform the policy based approaches,
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(b) run times for the benchmarked algorithms
Figure 4.7: Validation Results for the benchmarked algorithms for Experi-
ment 1.
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best continuous results for solver 




(a) Training results tuning parameters α, ρ
for the Cross Entropy Method.
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(b) Training results tuning parameter C for
MCTS.
Figure 4.8: Training Results in Experiment 2 with the coverage reward. The
performance of MCTS and CEM vary with respect to the choice of param-
eters and are tuned with training data to improve algorithm performance.
Parameter selection for CEM and MCTS is domain specific, and no method
for calculating the best parameters a priori is known. Despite CEM having
more parameters, its performance is less sensitive to parameter selection than
MCTS. Charts such as these are used to select parameters for validation runs
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(b) run times for the benchmarked algorithms
Figure 4.9: Validation Results for the benchmarked algorithms for Experi-
ment 2.
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(a) information gathered for the bench-
marked algorithms






























(b) run times for the benchmarked algo-
rithms
Figure 4.10: Results for the benchmarked algorithms in Experiment 3.



























Figure 4.11: Run times for the benchmarked algorithms in Experiment 3,
zoomed in.
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Chapter 5: Persistent Monitoring with Teams of Autonomous
Surface Vessels
Portions of this chapter are derived from work presented at the 2014 IEEE
International Conference on Robotics and Automation [157].
5.1 Introduction
In this chapter, we investigate techniques for coordinating teams of au-
tonomous surface vessels for persistent monitoring applications in a littoral
environment. As an example application we consider the tracking of algae
blooms by persistently monitoring areas in the ocean of a target temper-
ature. One of the major challenges to increasing platform endurance is to
limit propulsion capabilities and exploit the ocean currents. This however re-
quires handling the difficulties of forecast uncertainty, which is an unresolved
problem in the context of persistent monitoring tasks.
Generating routes or closed tours for vehicles during persistent monitoring
tasks is similar to sentry patrolling tasks. For example, consider the use
of an unmanned surface vehicle (USV) conducting harbor patrols to detect
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Figure 5.1: (a) An example of a harbor patrol environment with multiple
entry points for intruders (A harbor in Hollywood, FL; source: Map data
c©2013 Google). (b) Obstacle regions (black) and the “information value”
map
.
intruders. It is reasonable to assume that possible intruders will enter the
harbor (Fig. 5.1(a)) from certain locations such as harbor entrances and
shipping channels. This suggests the use of an “information value map” (see
Fig. 5.1(b)) that signifies how some regions are more dynamic or interesting
and should be observed more often.
It is possible for static obstacles to exist in a littoral environment. Fur-
ther, windy conditions or swift currents can contribute significant uncertainty
to the USV’s location and motion, compounding the problem. This suggests
using a physics-aware planner that is capable of planning under motion un-
certainty while avoiding obstacles in the environment. Many established
techniques for coverage planning cannot account for either of these two chal-
lenges and must be accounted for in the given task. The goals of this topic
are to:
• Investigate a Monte Carlo based technique for generating initial multi-
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tours for teams of vehicles in the littoral environment.
• Extend previous work on Informative Coverage & Persistent Sensing
for MDPs to be able to coordinate teams of vehicles for persistent
monitoring applications.
• Develop a novel locally optimal greedy algorithm that has similar per-
formance to other techniques but further reduces the expected number
of agents lost during a deployment scenario.
• Benchmark the proposed algorithms against the state-of-the-art algo-
rithms in littoral environments using high fidelity ocean forecast mod-
els.
We extend previous single-agent techniques to teams of agents, by com-
bining locational optimization techniques (Voronoi Partitions) with a Markov
Decision Process based formulation to account for motion uncertainty. We
employ ocean forecast data from an Navy Coastal Ocean Model (NCOM)
model to generate realistic motion models and benchmark several techniques
in realistic deployment scenarios of teams of agents with limited propulsion
capabilities. Results show that the novel solver reduces the expected number
of agents lost and finds solutions with lower objective function cost for a
modest increase in computational cost. The proposed approaches beat state-
of-the-art persistent monitoring techniques that do not factor in the physics
of the ocean environment.
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We now describe the organization of the chapter. The problem formu-
lation is in Section 5.2. Section 5.3 identifies already existing algorithms in
use while Section 5.4 outlines our approach. Section 5.5 covers the simulated
experiment setup. The results of the experiment are shared in Section 5.6
with a discussion of the findings in Section 5.7. Section 5.8 concludes the
paper.
5.2 Problem Formulation
The problem formulation consists of a continuous space, the stochastic mo-
tion model (the Markov Decision Process), other environmental factors and
the objective function. Let c = {(lat, lon)} ∈ C ⊂ R2 be the continu-
ous configuration space in which the environment is defined. Let Cd =
{(latd, lond)} ⊂ C be the finite, discrete regular grid. The environment
E = (φ,O, Vlat, Vlon) where φ : X → R+ is the sensor function that assigns
the density of information in each configuration. Vlat and Vlon are the ocean
current data in the lateral and longitudinal directions respectively, defined
on the grid Cd. O is an obstacle grid denoting locations of obstacles on Cd.
We now proceed to define the MDP or stochastic motion model of the
system which uses the data in E . This is the equivalent cost-based formu-
lation of the rewards-based MDP formulation in Section 2.7, and the same
stochastic motion model in Section 4.4.2. Consider that there are N agents,
where agent i resides at the configuration s(i) in a finite configuration space
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S(i). Since all agents are homogeneous and collisions between agents can be
safely ignored, all agents share a common motion model (state space, motion
model, transition probabilities) with common state space S. We note that
each configuration cd ∈ Cd is assigned a unique state S ∈ S and we will use
the notation of cd and s interchangeably. Note that upper case S is a random
variable, while lower case s is a realization. At each state s, the agent may
select from a finite action set a ∈ A(s). The motion models of concern are
Markovian systems, where the Markov property is satisfied:
Pr(St+1 = s
′|St = st, At = at) = (5.1)
Pr(St+1 = s
′|St = st, . . . , S0 = s0, At = at, . . . , A0 = a0)
The probability mass function Pass′ = Pr(St+1 = s′|St = s, A = a) defines
the transition probabilities for the agent given the present state and action
selected. Further, define the trap state sT that captures all failure states
(collisions) or leaving the boundaries of the environment. For any action, sT
transitions to itself with probability one.
The MDP’s cost function L(st, a, st+1) defines the costs of executing vari-
ous maneuvers on the vehicle. This is essentially the costs for fuel, amortized
maintenance costs, and the value of any assets lost during a collision or leav-
ing the mission boundaries. This is independent of any costs associated with
(not) gathering information. Solving an MDP requires computing the value
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function Φ which stores the cost to go from any discrete state to the goal. Φ
satisfies the Bellman equation:
Φ(s) = min
a∈A
Est+1 [L(st, a, st+1) + Φ(st+1)] (5.2)
When computing value function Φ, the optimal actions are stored in
policy π : s 7→ a. Before proceeding to the objective function definition, we
now define tours and multi-tours that define the persistent monitoring plan
as a collection of waypoints, along with functions that define the next and
previous waypoint in the respective agent’s tour. We do not restrict whether
or not the waypoints reside in the discrete space S(i) or the continuous space.
A tour τ (i) = (pj)
ni
j=1 for pj ∈ C is a finite ordered sequence of ni waypoints
that generates a cycle or a closed path for agent i. Defining functions next
and prev defines the connectedness of waypoints to each other. For a single
agent, next(pj) = pj+1 if j < ni and next(pni) = p1 completes the tour.
Similarly, prev(pj) = pj−1 if j > 1 with prev(p1) = pni completing the tour
in reverse.
A multi-tourMτ,N = (τ (1), τ (2), . . . , τ (N)) of N agents is a collection of N
tours with one tour assigned to each agent. Agent i has ni waypoints consist-
ing of varying length. The waypoint sequences of each tour can be directly
concatenated with a slight abuse in notation resulting in a single n-tuple of
waypoints τ where n =
∑N
i=1 ni. Care must be taken when defining next and
prev forMτ,N to ensure that all tours are properly closed paths, however. If
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agent i’s tour consists of waypoints {pj}ji2j=ji1 in Mτ,N , then next(pj) = pj+1
when ji1 ≤ j < ji2 and next(pji2) = pji1 . Similarly prev(pj) = pj−1 when
ji1 < j ≤ ji2 and prev(pji1) = pji2 .

















The goal is to find the multi-tour Mτ,N that minimizes H, (Eq. 5.4):
M∗τ,N = arg minH(Mτ,N) (5.4)
Here, Ws and Wg reflect the trade off between the competing objectives of
steering waypoints to informative regions vs. reducing path length. Further,
Vj is the Voronoi partition of waypoint pj. Voronoi partitions have been
frequently used in similar locational optimization problems [56, 62, 65]. (Eq.
5.4) is similar to the Lyapunov-like function candidate found in previous
work, excluding the adaptation parameter [66]. Also, note that values of




The sensor function φ is mission specific. Missions intending to sample loca-
tions based on temperature include tracking algae blooms, which often favor
a specific range of temperature conditions [18]. Supposing there is some de-
sired temperature T0, we will use the same reward function in Section 4.3.1.2




e−ap(T−T0) if T ≥ T0
e−an(T0−T ) if T < T0
ap is a scale factor for the positive case and an is a scale factor for the
negative. Letting ap 6= an allows one to ensure that the region {c : I(c) ≥ b}
for b ∈ (0, 1) is a guaranteed fraction of the environment, η. Decreasing η
increases the difficulty of the problem by having fewer locations of higher
reward.
5.3 Existing Algorithms
We now outline several existing algorithms that are used in part to solve the
problem outlines in Section 5.2. These include using Value Iteration to solve
for value functions for MDPs, and algorithms based on Lloyd’s algorithm for
optimizing waypoint locations for objective function H defined in (Eq. 5.3).
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Figure 5.2: The example Gulf of Mexico Environment with the plotted tem-
perature function I(c) with T0 = 26.3
◦C.
5.3.1 Solving the MDP
Due to intrinsic motion uncertainty, solving the MDP requires generating
feedback policies. Computing policies is performed by employing dynamic
programming principles by generating a (globally optimal) value function Φ
satisfying (Eq. 5.2), which the policy π greedily descends. Define a goal state
sgoal (or collection of goal states). A goal state is similar to the trap state,
but no additional cost is incurred by traversing to the goal location. Further
the value function is set to zero for all goal states and to arbitrarily high cost
for other states.
To solve for the policy πsgoal and value function Φsgoal , use Probabilistic
Backwards Value Iteration (PBVI or VI) [67]. To speed up VI, we employ
Gauss-Seidel backups [73]. Precomputing state transition probabilities and
storing them in a look up table (LUT) further speeds up calculations by
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eliminating repeated calculations and doing loop unrolling.
Noting the presence of swift currents, it is possible for states that do not
contain obstacles to be states of imminent collision, where traversing through
the state will result in collision with probability one resulting in prohibitively
high cost in the value function. See Fig. 5.3 for a simplified example of
imminent collision states. VI is particularly suited to discovering such areas,
but this is goal dependent, especially when there are disjoint safe regions of
the environment. The reachability of a state sgoal from another state s can
be quickly determined by inspecting whether or not the value Φsgoal(s) is less
than the cost of a collision or a lost asset. One major difficulty to the problem
at hand is being able to reliably identify such regions of imminent collision.
We denote a region or collection of (connected) states safe if the agent can
eventually traverse between any 2 states in the set with high probability.
5.3.2 Techniques based on Lloyd’s algorithm
Locational Optimization based techniques optimize locations of assets given a
density map based on Voronoi Partitions. Such problems are computationally
intractable to solve globally in practice, so gradient based techniques are used.
One such technique is to use Lloyd’s algorithm [64] to generate steering laws
for teams of vehicles to adequately sense an environment with a nonuniform
distribution of information [56].
Previous work [66] extends such techniques to that of persistent moni-
toring problems, and includes adaptive control laws to estimate the sensor
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Figure 5.3: Example simplified environment illustrating the concept of im-
minent collision states. The agent can move in the cardinal directions of one
cell (1km) per time step with no motion uncertainty. The currents are zero
except in the bottom quarter of the space (denoted by green circles), where
the currents move downward at two cells per time step, overpowering the
agent’s control authority. Black indicates physical obstacles. The colored
background (color map jet) is the value function or the cost to go to the
goal location at (20,20), with blue indicating low cost and maroon indicating
arbitrarily high cost. While there is no physical obstacles present, the agent
will be swept out of the environment with probability one if it enters the
swift currents, generating imminent collision states.
function φ. We ignore the challenge of estimating φ in the problem at hand,
since temperature maps are available from ocean forecasts. In the absence of
environmental effects (ocean currents, obstacles, etc), the objective function
(Eq. 5.3) is used with Φpk(pj) = ||pj − pk|| being the arc length. Employing
gradient descent on the objective function results in the following waypoint
steering policy:
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ṗj = uj =
Kj
βj





Wsφ(q)dq is the mass of the Voronoi partition Vj using
the sensor function φ as the density function. ej = CVj − pj is the vector







Wsqφ(q)dq is the first moment. The integrals defined over
the Voronoi partitions (e.g., MVj and CVj) are well approximated by the
Riemann sum of points on the regular grid Cd. Kj is a positive gain constant.
Also note that βj = MVj + 2Wg is a normalization parameter.
Although the algorithm by Soltero does not factor in the effects of envi-
ronment dynamics and static obstacles, a straightforward repair mechanism
can be implemented. Any waypoint that is in a collision state can be moved
to a neighboring location that isn’t a collision state. While a line search can
be conducted, we propose conducting a local search to move the waypoint to
a neighbor with the lowest cost.
We now consider different algorithms that solve related tasks but are un-
suitable for this task. Generating multi-tours of a large number of waypoints
resides in a vast solution space. For example, the small problem of selecting
8 waypoints on an 8 × 8 grid for a single agent yields 1014 combinations!
Consider the following techniques that are not suitable for this problem:
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• Brute force enumeration techniques are infeasible due to solution space
size, also making things similarly difficult for global solvers using search
based techniques.
• A sequential allocation trick where individual waypoints are added to
the multi-tour are added one at a time in the way that reduces objective
costs the most would dramatically limit the solution space, and could
potentially offer bounded performance losses. However, extending the
formulation to handle the MDP motion model will require solving for
the value function for each location being considered, which would be
prohibitively expensive to compute.
• Solvers for the M-TSP problem do not offer a complete solution to
the problem, but are good at optimally connecting pre-selected way-
points to generate tours. Rather, they will be incorporated with other
techniques, namely Monte Carlo.
• Convex optimization techniques are not suitable when obstacles are
introduced into the problem.
5.4 Approach
We now describe the approach we will take at solving the objective in (Eq.
5.4). We start off with two distinct means of developing initial plans. The
first technique is for a single agent and uses Soltero’s algorithm to generate an
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initial tour ignoring obstacles. However, this technique becomes impractical
when extending to more realistic scenarios for multiple agents. We use Monte
Carlo to generate initial multi-tours. We then illustrate a means of gener-
alizing the Lloyd’s based algorithm to factor path traversal costs generated
from a MDP model. We also introduce a novel greedy method and discuss
how to compute the expected loss in agents when executing a multi-tour.
When executing the coverage plan τ on the vehicles, each vehicle will
start at its initial waypoint pji1 , and using the feedback plan πnext(pji1 ). Once
the vehicle reaches the goal state then the planner follows the next waypoint
feedback plan to move on to the next waypoint πnext2(pji1 ).
5.4.1 Initial Tour Selection
Before employing the proposed methods in the paper, an initial plan for the
team of agents must be generated. Employing any of the locally optimizing
techniques without first generating an initial tour results in a rubber-band
like contraction of the waypoints wrapping around obstacles, with “attractor
springs” pulling waypoints to the informative regions. Our initial approach
to this was to first ignore obstacles, [157] simply ignoring obstacles can be
insufficient for generating reasonable plans for the multiagent case. This is
still an open research question in its own right, but we introduce a Monte
Carlo based approach with several heuristics to find good initial policies to
generate initial multi-tours. One sensible approach to generate the initial
multi-tour is to randomly sample candidate waypoints, then assign them to
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individual agents, which is equivalent to the Multiple Traveling Salesman
Problem (M-TSP). A probability distribution of cells is generated propor-
tional to the information content of each cell. Cells with swift currents or
that contain obstacles have their sample probabilities set to zero. We use the
Genetic Algorithm based solver MTSP GA for MATLAB to approximately
solve the M-TSP problem [189]. Traversal costs between waypoints for M-
TSP are generated by solving for the value function of each waypoint. Many
sets of candidates are sampled randomly, the M-TSP problem is solved and
the solution with the lowest objective function cost is stored.
One limitation to the current approach is that it is still possible for sam-
pled waypoints to be in cells that are in imminent collision. Including these
imminent collision states significantly hampers the Monte Carlo approach in
finding collision free multi-tours. Consider the example scenario in Fig. 5.4.
To sidestep this, one can in principle determine which states are truly immi-
nent collision states by looking at every state’s value function. While entering
an imminent collision state eventually results in a collision with probability
one, the reachability graph of an imminent collision state can contain states
that are “downstream”. However, this requires computing the value function
of every state in the environment which is impractical, so we approximate
this with Monte Carlo. After 5 iterations of the Monte Carlo method with
15 waypoints, up to 75 unique value functions have been computed. We
then suppose that if a state cannot reach more than a small fraction (µ =
10-33%) of the goal states, then the state is assumed to be an imminent
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collision state and has its sample probability set to zero. While this tends
to overestimate how many states are imminent collision states, this works
well in practice by eliminating difficult to reach locations. Having nonzero
µ will eliminate the inclusion of imminent collision states that are upstream
of other waypoints that are also imminent collision states. Note that having
multiple disconnected safe regions will exacerbate this problem.




















Figure 5.4: This is an example ocean environment denoting imminent states
of collision for a given waypoint by plotting the value function. Note that
the regions of swift currents (green) do not always correspond with states
that result in collision with high probability (maroon). In this example,
the goal waypoint at (32,19) (blue) is inside the swift current region yet is
still reachable. However, reaching the neighboring waypoints from the goal
waypoint is impossible, meaning that the candidate tour cannot be completed
successfully (not shown).
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5.4.2 ICPS-MDP: a Lloyd’s algorithm based solver
One major limitation to such techniques that use the arc length between
waypoints in the cost function (Section 5.3.2) do not account for the presence
of obstacles, swift currents, or other deployment costs. In our initial study,
we generalized the objective function to use path traversal costs generated
by dynamic programming, as illustrated in (Eq. 5.3) [157]. However, in order
to extend gradient based techniques, the gradient of the value function must
be evaluated








2 in (5.6), it is assumed that the subscript




2 = (2Φpl(pj))∇Φpl(pj). Also, we assume
∂
∂pl
(Φpl(pj)) = 0 which explains the use of two terms in (5.4). The gradient
∇Φpl is not well defined since the domain of Φ is Cd. Instead of using gradient
descent, we will define a descent direction ĥ. It is reasonable to use either
the expected value (Eq. 5.7) by averaging over all possible outcomes in Pass′
when executing the feedback plan. It is also reasonable to conduct a local
search around s to minimize the value function (Eq. 5.8), ignoring the motion
model since waypoint maneuvers do not need to reflect agent dynamics:
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ĥ(s) := ĥmean(s) = E[st+1|st, π(s)] (5.7)
ĥ(s) := ĥls(s) = (s
′ − s), s′ = arg min
s′∈Neighbors(s)
Φ(s′) (5.8)
where Neighbors(s) denotes the local neighborhood of state s, and the
proper Φ for (Eq. 5.8) is determined by context (the Φ the respective ĥ oper-
ator is adjacent to). We note that (Eq. 5.7) can be poorly defined in regions
of imminent collision, often pushing waypoints deeper into region instead of
pushing them out. Due to the existence of regions with prohibitively high
cost (due to e.g. high probability and high cost of collision), and due to the
discrete time implementation, it is possible for the gradient of the policy to
become very large. With maximum desired control umax, define normalized
control υj = umax tanh(uj/umax).
Algorithm 13 ICPS-MDP(τ, φ)
Require: An informative coverage path τ and a sensor function φ.
Ensure: An informative coverage path τ .
1: while ||u|| > ε do
2: for all pj ∈ τ do
3: Compute Voronoi-like partition Vj using k-nearest-neighbor (KNN)
algorithm for pj.
4: Run PBVI to generate (Φpj , πpj).
5: Integrate the system dynamics of ṗj = uj = f(pj) using (5.6) and
pk+1,j = pk,j + uk,j ·∆tk
6: end for




5.4.3 Locally Optimal Greedy Algorithm
The hybrid approach described in Section 5.4.2 efficiently coordinates joint
movements of all waypoints, but it requires an approximation of the gradient
of the computed value functions, and must account for various difficulties
in combining discrete and continuous approaches. One major limitation to
the definition of the gradient is that in swift currents, the gradient will push
waypoints into regions of imminent collision.
Conceptually, it is desirable to restrict waypoint movement along direc-
tions that are feasible and don’t cause collisions, effectively restricting the
gradient based solvers into a constrained optimization problem. Alas, defin-
ing these constraints during joint maneuvers of waypoints increases the com-
putational burden of the algorithm. It is possible to instead design a discrete
algorithm that moves one waypoint at a time greedily minimizing the objec-
tive function. Consider an algorithm that iterates through each waypoint,
and perturbs the waypoint’s location in multiple directions and selects the
direction that minimizes the objective function the most. Considering only
individual waypoint moves eliminates the combinatorial complexity of mak-
ing joint decisions for waypoints.
To simplify the presentation of the Locally Optimal Greedy algorithm
(L’OGRE: l’ogre is French for “the ogre”), Alg. 14 assumes that the way-
points that constitute the tour remain in Cd. This allows one to easily index
computed value functions on the goal state and store them in a look up
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table for fast look-up in subsequent iterations (not shown in Alg. 14). As-
sume existence of a function Neighbors(s) that returns the local neighbors
adjacent to state s. To simplify the algorithm’s presentation assume that
s ∈ Neighbors(s). Letting τ = (sj)nj=1 enables the notational shorthand
where updating the value of sj updates the jth waypoint in τ .
Algorithm 14 L’OGRE: Locally optimal greedy algorithm
Require: initial configuration τ0, H, functions next,prev,Neighbors
1: k ← 1
2: τ ← τ0
3: Hmin ← H(τ)
4: Hprev ←∞
5: while Hprev 6= Hmin do
6: k ← k + 1
7: Hprev ← Hmin
8: for sj ∈ τ do {optimize individual waypoints in tour}
9: h←∞
10: s← sj
11: for nl ∈ Neighbors(sj) do {iterate over neighbors}
12: sj ← nl
13: h← H(τ) {evaluate cost after moving sj to one of its neighbors}
14: if h < Hmin then {update best known solution}
15: s← nl
16: Hmin ← h
17: end if
18: end for




We now investigate the termination conditions of the algorithm. Define
the set T (τ) = {(σj)nj=1|k ∈ {1, 2, . . . , n}, σj = sj, j 6= k, σk ∈ Neighbors(sk)}.
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T (τ) is the set of all tours near τ where at most one waypoint is perturbed to
one of its neighbors. A local minimizer x∗ ∈ X of f(x) in local neighborhood
S ⊆ X is such that f(x∗) ≤ f(x),∀x ∈ S.
Theorem 4 Alg 14 terminates. Further, it will terminate when it finds a
solution τ̃ that is a local minimizer of T (τ̃)
Proof: This can be proven using contradiction. Because the problem resides
in a finite space, one can in principle enumerate over all candidate solutions
and sort them based on cost. Therefore there is a global minimizer, and at
least one local minimizer. If the algorithm never terminates, there must exist
an infinite sequence of (Hmin,k) for iteration k that are strictly decreasing. In
addition, it must visit at least one τ infinitely often by means of the pigeon-
hole principle (placing infinite pigeons into a finite number of pigeonholes),
with continually decreasing cost. This is impossible. Therefore the algorithm
terminates.
Alg. 14 iterates over the elements in τ ’s local neighborhood T (τ) in Line
8 by construction. When the algorithm terminates at Line 5, then Hmin did
not change between iterations, therefore τ did not change between iterations.
It searched T (τ̃) in Line 8 during the last iteration concluding that τ̃ was a
local minimizer by exhaustively searching T (τ̃).

It is noted that the neighborhood T (τ) is indeed small. One might prefer
that the neighborhood include tours that jointly perturb all waypoints simul-
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taneously, but this will dramatically increase the search space at each iter-
ation, exacerbating the algorithm’s speed and is perhaps unnecessary given
the following reason. The form of H ensures that moving waypoints only in-
troduces local changes in the objective function, since a waypoint’s Voronoi
Partition only changes if it or another waypoint that it shares an edge with
changes. Reasoning over joint decisions of moving two waypoints that are far
away from each other will have little impact on the algorithm’s performance.
We find that in practice the greedy method continues over many iterations
in Line 5 so the effective basin of attraction of the local minimizer is much
larger than the local neighborhood.
5.4.4 Calculating Expected Agent Loss
Calculating the expected number of agents lost when enacting a plan is non-
trivial because of the motion uncertainty, as one must average over an entire
distribution of possible agent trajectories resulting in success or failure. How-
ever, computing the success probability of each agent is quite feasible in the
following manner. P
(i)
succ,(j) is the probability of reaching next(pj) from pj
without collision and Psucc is the probability of successfully executing the






succ,(j). The expected number of agents
lost due to collisions or model uncertainty is the sum of the probabilities of





Now the task is to compute the probability of success when a single agent




motion models that are involved in this calculation are the planning model
P̃ass′ and the ground truth model Pass′ . When the solvers employ VI, the
solver computes optimal policy π mapping under model P̃ass′ . A Markov
Chain (MC) can be constructed by defining state transition matrix T = [Ti,j]
from Pass′ with Ti,j = Pr[St+1 = j|St= i] under the policy π. We wish to find
the stationary distribution Y of T satisfying Y = Y T with Y (l) = Pr[S = l]
as t → ∞. This allows one to compute Pr[S = sT ], the probability of
failing the objective of getting to the next waypoint. We solve for stationary
distribution Y numerically by executing the fixed point method Yk+1 = YkT
until it converges (T is sparse). Note that Y exists but is not necessarily
unique. However, we are most concerned with the limiting distribution Y
when Y0 is a delta distribution centered at the previous waypoint.
5.5 Experimental Setup
For this work, we concern ourselves with multi-agent problems using stochas-
tic motion models defined using high fidelity ocean forecast models in a lit-
toral environment. One important performance metric previously unspec-
ified in the informative path planning literature is the probability of path
execution success (conversely, expected number of agents lost during plan
execution for the multi-agent case) while executing the feedback plans to
traverse between waypoints. For each simulation, we compare the vehicle’s
probability of success while executing the specified coverage plan. Other per-
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formance metrics of interest are the cost of the final solution and the time to
compute the solution.
We extend our work to a more realistic setting for multiple agents. We
use the Navy Coastal Ocean Model (NCOM) to model the ocean forecast for
the Gulf of Mexico (GoM), contained in a bounding box spanning latitudes
18◦N-30.8◦N and longitudes 80.25◦W - 98.0◦W [186]. This is equivalent to
the region defined in Fig. 5.2. The NCOM model describes ocean current
velocity, temperature and salinity forecasts at 72 depths, at 1km resolution
in latitude and longitude, and 3hr temporal resolution for 7 days. How-
ever, since this work considers ASVs, only the surface conditions are used in
planning. Further, for initial results, we assume that the currents are static
throughout the duration of the mission.
We benchmark the various algorithms in a wide range of operating con-
ditions by extracting 32 regions that are 40km x40km from the GoM data
set. Regions must adhere to the following criteria:
• the speed of the ocean currents in half the cells cannot exceed the
average speed vmax
• 2%-20% of the environment must be occupied by obstacles
• the total information content must exceed 10 units
The mentioned criteria were selected to ensure that there was sufficient
area for the vehicles to maneuver safely with a rich enough distribution of
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obstacles and swift currents. Finally, the minimum information content re-
quirement ensured that there was an interesting enough distribution of in-
formation to gather in the environment.
A total of 15 waypoints were selected for each scenario and a total of four
tours must be selected for four distinct agents.
5.5.1 ASV Stochastic Motion Model
The maximum thrust of the agents vmax = 0.44
m
s
is set to the average cur-
rent speed in the entire Gulf of Mexico for the given data set. This implies
that there are large contiguous regions of the ocean that contain swift cur-
rents that can overpower the agent’s control authority. Define the set of
thrust velocities vthrust ∈ {(0, 0), (vmax, 0), (−vmax, 0), (0, vmax), (0,−vmax)}
in the cardinal directions. Thrust commands last for ∆t =3 hours, which is
sufficient time to move 1-2km in the absence of any ocean currents.
Given configuration ct ∈ Cd at time t with velocity vthrust, define net
velocity vt = vthrust + v where v includes the lateral and longitudinal com-
ponents of the ocean currents from (Vlat, Vlon) for a given configuration. In
Universal Transverse Mercator (UTM, i.e. Euclidean) coordinates, the up-
date equations are: ct+1 = ct + ∆t · vt. and can be readily extended to
coordinates (lat, lon) on the earth. Note that for our experiment, we employ
use of static current fields, though the MDP formulation extends to time
varying current fields.
The stochastic motion model uses 1-km cells, with 5 particles to approx-
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imate the transition probabilities given the state and action to be simulated.
We note that the spatial resolution of our NCOM model is limited to 1-km
/ 3hr time duration, tracking particles does not offer a good approximation
of the motion uncertainty. In the absence of ensemble based predictions,
we instead introduce motion uncertainty into the planner’s motion model by
manually perturbing outputs c̃t+1 = ct+1 + δerr · ρ + ddrift by δerr = 1 and
ρ ∈ {(0, 0), (1, 0), (−1, 0), (0, 1), (0,−1)} km in the cardinal directions with
ddrift = (0, 0). Each cd cell on the discrete grid is assigned a discrete state
S, any coordinate ct that transitions to the cell is assigned the state S. The
MDP motion model is computed in Python and stored in a look up table
that is then queried by the solvers. This also significantly speeds up the code
by precomputing state transition probabilities and doing loop unrolling.
To observe how robust the solvers are to model uncertainty, we wish to
plan with the stochastic model P̃ass′ and observe system performance when the
true system dynamics are sampled from Pass′ . This is accomplished by adding
noise to the simulator. For each state S, sample δerr ∼ Unif(2/3, 3/2) and
drift ddrift ∼ N (0, σdrift) with σdrift = 0.25kmh . Combining these two random
processes with the mentioned parameters into the motion model cause about
50% of all (state,action) outcome distributions to differ between the planning
model to the ground truth model.
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5.5.2 Algorithm Configurations
For the objective function, we set Wg = 50. The ICPS-MDP algorithm
runs for 100 iterations. In terms of selecting the gradient, ICPS-MDP is
configured to run with either ĥmean(s) (ICPS-MDP-mean), or ĥls(s) (ICPS-
MDP-ls). The set Neighbors(s) for L’OGRE constitutes the 4-connected
neighbors in the cardinal directions and s. On the other hand, Neighbors(s)
consists of all 8 connected neighbors and itself.
5.6 Results
Example results for four different environments are shown for the initial
Monte Carlo solution (Fig. 5.6), for L’OGRE (Fig. 5.7) and ICPS-MDP-
mean (Fig. 5.8). Fig. 5.9 shows the box plots of the results for time to
compute, objective function values, and the expected number of agents lost.
Median results and other metrics are summarized in Table 5.1.
Table 5.1: Results in the 32 environments. Except for the failure rates,
median values amongst the 32 environments are posted. Box plots of the
same data are available in Fig. 5.9.
algorithm H̄ tcompute[s] Rfail E[Nfail]
Initial MC 5.1 · 105 – – 0.20
Soltero 4.9 · 105 4.9 0.375 0.11
ICPS-MDP-mean 4.1 · 105 41.4 0.28 0.092
ICPS-MDP-ls 5.5 · 105 17.9 0.4 0.093
L’OGRE 3.6 · 105 45.3 0.031 0.065
An algorithm is said to fail a trial if it is unable to improve the initial way-
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Figure 5.5: The 32 test environments. Initial Monte Carlo generated multi-
tours are also shown.
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point configuration generated by Monte Carlo. This is often the case when
an algorithm moves a waypoint into an imminent collision state. We observe
that the greedy method has a significantly lower failure rate, and behaves
more consistently than ICPS-MDP. ICPS-MDP fails at a rate of 28% much
more frequently than greedy with a failure rate of 3.1%, therefore impact-
ing the distributions of objective function costs and the expected number of
agents lost.
Between ICPS-MDP-mean and ICPS-MDP-ls, ICPS-MDP-mean finds
better solutions with lower expected loss of agents and a lower failure rate.
We find that taking more time to compute is inconsequential and will com-
pare ICPS-MDP-mean to L’OGRE. In terms of median performance, the
greedy algorithm takes 8.6% more time to compute than ICPS-MDP-mean,
finds solutions with 12% lower costs, and has a 29% reduction in expected
agent loss. ICPS-MDP is in fact capable of finding high quality solutions
that can beat the greedy method 65% of the time, the high 28% failure rate
drastically impairs the algorithm’s performance in aggregate. We note that
in 62.5% of the trials, greedy finds a safer solution than ICPS-MDP-mean.
The run times for generating the initial Monte Carlo were not recorded,
but it is safe to assume that they were significantly longer than the run times
for the other solvers. Improving the solver that can generate initial solutions
is an open research question.
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5.7 Discussion
We note that the task of generating the initial candidate plans is still an
open research question. Note that in one of the example environments, one
tour enters the convex hull of another tour, which is not penalized by the
objective function. For more elaborate sensor models such behavior should
be discouraged by the objective function.
In some regards, L’OGRE is conservative in how it moves waypoints as
it checks the feasibility of moving the waypoint to each neighboring loca-
tion before moving it, making it a statistically safer algorithm. L’OGRE
can in some instances recover from poor initial solutions while the gradient
based methods cannot. This exhaustiveness increases the search time a little
but the algorithm is able to more efficiently store and look up previously
computed value functions.
When ICPS-MDP fails, it fails because it pushes waypoints into immi-
nent collision states and the poorly defined gradient information is unable
to recover. We have tried multiple alternate definitions of the gradient of
the value function, and all behave similarly in performance with significant
failure rates. One could also argue that the greedy method’s solution quality
could be improved by intelligently considering joint actions to increase the
size of T (τ). Care is needed in making computational tractability vs. solution
quality tradeoffs.
Extending the Soltero algorithm with the repairing mechanism enables
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the approach to find safer multi-tours at the cost of losing solution quality,
as the repair mechanism does not factor in the information content of the
environment. To exclude the repairing mechanism would incur arbitrarily
high cost in the objective function because the use of arc length cost does
not factor the presence of obstacles or swift currents. The alternate approach
to factor obstacle and swift current information is to employ ICPS-MDP.
5.8 Summary
In this chapter, we introduce the problem of persistent monitoring tasks
such as tracking algae blooms for teams of autonomous surface vehicles in a
manner that can account for the ocean forecast data. We propose a greedy
method and show that for a modest 8.6% increase in compute time, median
performance results in a 12% reduction in objective function cost and a 29%
reduction in expected loss of agents due to model uncertainty. These per-
formance improvements are due to the fact that ICPS-MDP has a high 28%
failure rate, though it can often beat the greedy method when it does find
a solution. Both ICPS-MDP and L’OGRE outperform the state-of-the-art
algorithm by Soltero.
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(a) Example env. with low information con-
tent.




















(b) Example env. with disconnected re-
gions.




















(c) Example env. with swift currents.




















(d) Example env. with strong central dist.
of info
Figure 5.6: Example environments and initial waypoints
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(a) Example env. with low information con-
tent.




















(b) Example env. with disconnected re-
gions.




















(c) Example env. with swift currents.




















(d) Example env. with strong central dist.
of info
Figure 5.7: Example greedy solutions
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(a) Example env. with low information con-
tent.




















(b) Example env. with disconnected re-
gions.




















(c) Example env. with swift currents.




















(d) Example env. with strong central dist.
of info
Figure 5.8: Example ICPS-MDP solutions
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(a) The distribution of run times for the
various algorithms. Run times for the
Monte Carlo method finding initial solu-
tions were not recorded.




















(b) Box plots showing the distribution of
objective function values for the various al-
gorithms.






















(c) Box plots showing the distribution of
the expected agent loss in the presence of
model uncertainty for the benchmarked al-
gorithms
Figure 5.9: Box plots showing the results in the 32 environments. Outliers
(whiskers) are not shown because in a small number of cases, values of high





While this dissertation investigated several mission scenarios for three dis-
tinct platforms, three different algorithms were developed that are of broad
impact and extend to a variety of mission scenarios and vehicle types.
1. The development of ε-admissible heuristics. This enables branch and
bound to discover high quality solutions for path-dependent rewards.
In Chapter 3, we investigated improving heuristic guided search algo-
rithms by introducing ε−admissible B&B, enabling the discovery of high
quality solutions for information gathering tasks. The formulation and guar-
antees of ε−admissible B&B were general and domain independent. ε−admissible
heuristics were introduced to aggressively prune nodes of similar reward,
improving performance when applied to problems with one or more of the
following attributes:
• Admissible heuristics that offer tight bounds which are difficult to con-
struct or compute.
• Many candidate solutions are of similar heuristic reward, limiting the
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pruning capabilities of, e.g. A* or B&B.
It is well known that relaxing formal guarantees of various admissible
heuristics can offer tradeoffs of interest to the practitioner for search prob-
lems. However, designing heuristics that offer a tight bound on how much
information is gathered while satisfying motion constraints is difficult in prac-
tice. Further, such heuristics are often computationally expensive to com-
pute since information gathering tasks require reasoning over visiting many
regions in the environment. In addition, many problems in information gath-
ering tasks do not care about the order of observations, meaning that many
trajectories have similar reward. Such similar rewards can be safely pruned
by ε-admissible heuristics without affecting final solution quality.
On the other hand, ε−admissible heuristics do not offer a means to reduce
the branching factor and will not help in problems of high branching factor.
While ε−admissible B&B would work on a wide variety of problems, other
search algorithms can be more suitable in some circumstances. For example,
when a “nearness to goal” metric is available, techniques such as GBFS
would be better able to exploit that information in the absence of good
heuristics [23].
2. Development of the iterative greedy method for coordination of large
teams for simulation-based information gathering tasks.
The solutions to information gathering tasks, especially for multi-agent
problems, reside in solution spaces so large that it is difficult to find global
solutions for large realistic problems (Chapter 4: 10301 joint action sequences.
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Chapter 5: 1080 waypoint combinations). Finding high quality solutions re-
quires finding a small enough coordination space that can be searched in
a reasonable amount of time. In Chapter 4, we searched the space of se-
quentially coordinated constant action sequences because it offers an even
smaller coordination space than SGA, and forms the basis of the iterative
greedy method. This approach enables agents to disperse efficiently because
it is able to efficiently reason over a large multitude of search directions by ex-
ploiting the ocean currents at a wide variety of depths. The iterative greedy
method always reasoned about action sequences spanning the entire mission
duration, and was able to outperform CEM and brute force method, tech-
niques aimed at globally maximizing objective functions. Iterative greedy is
well suited for problems with the following attributes:
• High branching factor.
• Coordinated dispersion of many agents.
• Simulation based objectives with path dependent reward structures.
Because of its dependence on SGA, iterative greedy is not suitable for
problems in which SGA is not suitable. SGA and iterative greedy will have
trouble in congested or maze-like environments [190]. Coordination in con-
gested environments requires use of global optimizers. Also, the motion
model must be defined such that constant actions lead to reasonable be-
haviors. An extreme undesirable example would be holding constant actions
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for stabilizing a quadrotor, while selecting higher level actions maintaining a
given bearing while executing collision avoidance routines would be suitable.
3. Development of L’OGRE to minimize costs in information gather-
ing tasks while maintaining asset safety. In Chapter 5, we observed how
L’OGRE was able to conservatively use local information to outperform var-
ious extensions to Lloyd’s Algorithm, greedily refining approximate global
solutions from MC. L’OGRE is guaranteed to find a local optimizer over the
set of small single waypoint perturbations. L’OGRE moves waypoints into
regions that were both safe to reach, and gathered more information on aver-
age, significantly improving upon state of the art Lloyd’s based algorithms.
L’OGRE is good for problems with the following attributes:
• High dimensional trajectory optimization problems.
• Simulation based motion models/objectives without well-defined gra-
dients where maintaining asset safety is critical.
• Problems with a locality property ensure that joint selections need not
be considered [41].
While Voronoi partitions were used in the objective function in Chapter 5,
L’OGRE does not explicitly assume any structure in the objective function.
L’OGRE is well suited to optimizing objectives with a locality property of
information, and would work well with models such as a Gaussian Process. In
Chapter 5, the dominant runtime costs of evaluating the objective function
was in computing the value functions using Gauss-Seidel backups. Value
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functions from previous evaluations were stored in a look-up table facilitating
subsequent objective function evaluations, reducing algorithm run time.
L’OGRE would not be suitable for minimizing objectives that require rea-
soning over joint actions to find good solutions. For example L’OGRE would
be unable to optimize an exclusive-OR (XOR) problem where two waypoint
moves must be coordinated jointly. L’OGRE could be modified to consider
joint actions, but algorithm runtime performance will suffer accordingly. In
addition, L’OGRE would be inefficient to run if evaluating the objective can-
not be facilitated by computing the cost of a neighboring trajectory, as was
the case with reusing value functions from previous iterations in Chapter 5.
6.2 Anticipated Benefits
This dissertation discovered several measures to reduce mission costs when
conducting various information gathering missions. In the three mentioned
topics, we developed algorithms such as ε−admissible B&B, iterative greedy,
and L’OGRE that were able to gather additional information that state of the
art competitors. Various utility models show that spending the extra time
computing the better rewards either improves the effort of ground crews or
enables one to complete missions with fewer assets, saving costs. For UAVs
locating survivors (Chapter 3), we demonstrated that our proposed algorithm
ε-admissible B&B reduced the effort required to locate survivors, enabling
ground crews to be able to rescue more people in less time. When coordinat-
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ing large teams of UUVs for geospatial tasks (Chapter 4), the proposed itera-
tive greedy method reduces overall mission costs by requiring fewer vehicles to
accomplish a given task (lowering deployment costs), drastically outweigh-
ing the additional computational costs required which are on the order of
pennies. For ASVs in persistent monitoring tasks (Chapter 5), the proposed
method L’OGRE significantly improves vehicle safety by moving waypoints
to safer regions (outside regions of imminent collision) when conducting a
mission while increasing the amount of information gathered. Qualitatively,
we observe that exploiting the ocean currents can boost the area covered by
increasing dispersion.
6.3 Potential Future Directions
The contributions of this dissertation discovered many avenues for future
research. I now present two largely unexplored areas of interest that are of
significant importance.
6.3.1 Information Gathering with Communications Uncertainty
One currently unresolved challenge is enabling teams of vehicles to coordinate
during information gathering tasks factoring realistic constraints on commu-
nications such as limited communications range, bandwidth, or dropouts.
This is important in underwater environments due to the limited bandwidth
(≈ 1kbit/s) and range (≈ 2 km) of acoustic modems [191]. Previous work
221
has investigated how auction based techniques for task allocation perform
as communication quality degrades [192]. The work assumes tasks are spa-
tially distributed, with total costs computed by solving the associated m-TSP
problem. However, when conducting information gathering tasks, agents will
have to continually share information to improve the search. Previous work
in data fusion often models communication limits as a function of distance
between agents [156] or with a stationary probability of successful transmis-
sion [131]. We would like to extend such approaches to handle more realistic
communication errors with correlated transmission failures. One naive so-
lution is to transmit data structures that are robust to correlated dropped
packets, increasing bandwidth on an already congested network. We propose
investigating strategies that monitor the channel’s error state and transmit
the subsets of such data that impact decision making the most. For exam-
ple, the value of information was used previously to prioritize sensor data
in a bandwidth limited underwater sensor network [193], but the effects of
communications dropouts on such algorithms is unknown.
6.3.2 Verification and Validation of Information Gathering Sys-
tems
One major unresolved challenge in Robotics is verifying the correctness of
behavior of robotic systems. This is a distinct from test driven develop-
ment [194], or other techniques to identify defects in source code [195]. For-
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mal verification and can be considered a methodology in system design [196].
Alternatively, one can define the verification problem (is the task being com-
pleted successfully?) as a formal mathematical optimization problem, and
using a mathematical solver with proven guarantees to generate a correct
solution. However, formal method implementations are only correct if their
solver implementations are free of software defects. For especially complex
experiments such as multi-vehicle coordination, it can be difficult to gener-
ate test scenarios for validation. Use of adaptive sampling to identify critical
transitions in systems results in fewer trials required [197]. We identify four
forms of correctness that are important to assess for robotic systems:
1. correctness of the solver
2. correctness of the problem formulation
3. correctness of the objective
4. correctness of the data
Techniques such as B&B, or DP techniques are formal optimization tech-
niques whose guarantees and solvers are well studied. Major challenges oc-
cur for designing good/correct heuristics, or in assessing how approximations
degrade solution correctness. The quality of solutions generated by the it-
erative greedy method in Chapter 4 frustrates as it beats techniques with
formal guarantees such as MCTS and CEM. However, these different solvers
are capable of working in different solution spaces, given their computational
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complexity. It therefore stands to reason that finding the “right” problem
formulation or representation is critical in solving the problem, though this
remains an open question. However, compromises need not be made be-
tween good performance and correctness. The proposed L’OGRE algorithm
in Chapter 5 was correct by construction, and was found to have competitive
performance.
Another important issue is the correctness of the objective. For exam-
ple, it is well-known that learning strategies are good at exploiting simu-
lation inaccuracies at maximizing objectives, which don’t translate well to
hardware [198]. Also, optimizing the wrong objective can have unintended
consequences that the designer could not anticipate. The entire story-line of
Asimov’s I, Robot novel is the exploration of the Three Laws of Robotics and
their unintended consequences when dictating robot decision making. Some-
times, solving an ancillary objective can be beneficial. For example, the use
of DFS in Chapter 3 was able to generate solutions with quality only 3% less
than B&B while taking 1% of the compute time. Other times, maximizing
an ancillary objective is not guaranteed to maximize another objective. For
example, there are complicated ties between information theory and search
theory so trading objectives for computational reasons must be vetted with
care [32]. Finding ancillary objectives that improve runtime performance
while offering negligible losses in solution quality is an open challenge.
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Appendix A: Public Release Statements
Portions of the work presented in this dissertation was performed in part at
the Naval Research Laboratory, and was based on the following materials:
Chapter 3:
• “Maximizing mutual information for multipass target search in chang-
ing environments” by Kuhlman et. al. Publication approval 16-1231-
3706
• “Multipass target search in natural environments” by Kuhlman et. al.
Publication approval 17-1231-3546
Chapter 4:
• “Stochastic Optimization for Autonomous Vehicles with Limited Con-
trol Authority” by Jones et. al., Publication approval 18-1231-0883
• “Coordinating Underwater Vehicle Teams to Conduct Large-Scale Geospa-
tial Tasks” by Kuhlman et. al., Publication approval 18-1231-1366
Chapter 5:
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• “Physics-aware informative coverage planning for autonomous vehicles”
by Kuhlman et. al., Publication approval 13-1231-4076,
• “Persistent Monitoring for Autonomous Surface Vessel Teams” by Kuhlman
et. al., Publication approval 18-1231-1903
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