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ABSTRACT
There is a striking relationship between a three hundred years old Political Science theorem named
"Condorcet’s jury theorem" (1785), which states that majorities are more likely to choose correctly
when individual votes are often correct and independent, and a modern Machine Learning concept
called "Strength of Weak Learnability" (1990), which describes a method for converting a weak
learning algorithm into one that achieves arbitrarily high accuracy and stands in the basis of Ensemble
Learning. Albeit the intuitive statement of Condorcet’s theorem, we could not find a compact
and simple rigorous mathematical proof of the theorem neither in classical handbooks of Machine
Learning nor in published papers. By all means we do not claim to discover or reinvent a theory nor
a result. We humbly want to offer a more publicly available simple derivation of the theorem. We
will find joy in seeing more teachers of introduction-to-machine-learning courses use the proof we
provide here as an exercise to explain the motivation of ensemble learning.
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1 Introduction
The idea of combining several opinion is ancient and has been formalized with the "Condorcet’s jury theorem" (1785)
[1], which is considered by some to be the theoretical basis for democracy [2]. The theorem states that a majority
of independent individuals who make correct decisions with probability p > 1/2, i.e. better than by random choice,
are more likely to choose correctly than each individual. The theorem can be separated into two parts. The first,
non-asymptotic monotonous part, states that the probability of the majority vote to be correct increases monotonically
with the size of the population (n). The second, asymptotic part, states that the probability to be correct converges to 1
as the number of individuals increases to infinity.
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Figure 1: Probability of majority to be correct as a function of number of classifiers n (odd), for different probabilities
of a single classifier to be correct p
Analogically, in Machine Learning, the problem of combining output of several simple classifiers culminated in
Ensemble Learning (e.g. AdaBoost [3]), which is often considered to be one of the most powerful learning ideas
introduced in the last twenty years [4]. Ensemble Learning is a machine learning paradigm where multiple classifiers
are trained to solve the same problem. The final decision is obtained by taking a (weighted) vote of their predictions [5].
The combination of different classifiers can be implemented using a variety of strategies, among which majority vote is
by far the simplest [6]. Albeit its simplicity, if the errors among the classifiers are not correlated, it has been claimed
that the majority vote is the best strategy [7] (see also Theorem 1 below). Notably, the suggestion to combine weak
performing units into a better one was previously studied in the context of hardware design by giants like Shannon and
Moore [8].
Notwithstanding, albeit the simplicity and usefulness of the majority decision as a rule, as presented above and as
reflected in the Condorcet’s jury theorem, it is surprisingly very hard to find a rigours, compact and simple derivation
of it in the professional literature. For example, one paper which studied the majority rule extensively states that the
recursive formula, derived in this paper, is an "unpublished" result [9]. Another publications claim that the theorem’s
proof is “straightforward”, yet neither provide such a proof, nor cite where such proof can be found [10, 11]. Beyond
the professional literature, the proof in Wikipedia [12] seems in-cohesive as can be demonstrated by a question raised
in the Stack Exchange website: "here is a proof in Wikipedia but I am don’t understand it’s correctness" [13]. By
contrast, in this paper we provide for the first time, to the best of our knowledge, a simple and compact derivation of the
Condorcet theorem monotonous and asymptotic parts.
2 Proof of Condorcet’s Jury Theorem
In Section 2.1 we will show that majority rule (for equiprobable classes) coincides with the Bayes classifier, that is the
maximum a posterior decision rule, which minimizes prediction errors. Next, in Section 2.2 we will prove that the
correctness probability of majority rule is monotonically increasing (Theorem 2), as depicted in Figure 1. Finally, in
Section 2.3 we will show also that this probability converges to one (Theorem 3). The two last theorem will conclude
the proof of the Condorcet’s Jury Theorem.
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2.1 Optimality of the Majority Rule
Before starting the proof of the Condorcet’s jury Theorem, let us first consider its motivation as an optimal Bayes
classifier.
Theorem 1. Let there be an odd number n = 2m+ 1 of binary independent classifiers, each classifier being correct
with probability Pr(yˆ = y) = p > 1/2, where y, yˆ ∈ {−1, 1} are the true and predicted labels, respectively. Moreover,
assume that the prior labels are equiprobable Pr(y = 1) = Pr(y = 0). Let Sn =
∑n
i=1 yˆn be the sum of these n
classifier predictions, and let yˆnmajority = sign(Sn) be a majority decision rule over the n classifiers. Then, the latter
majority rule is a Bayes classifier which minimizes the classification error.
Proof. The Bayes classifier which minimizes the probability of misclassification Pr(yˆ 6= y) follows the maximum a
posterior (MAP) criteria yˆBayes = argmax
y
Pr(y|{yi}ni=1) [14]. We now show that the majority rule is equivalent to
MAP. According to Bayes rule,
Pr(y|{yi}ni=1) =
Pr({yi}ni=1|y) Pr(y)
Pr({yi}ni=1)
(1)
Therefore, for equally probable classes Pr(y = 0) = Pr(y = 1), maximizing the MAP is equivalent to maximizing the
likelihood: argmax
y
Pr(y|{yi}ni=1) = argmax
y
Pr({yi}ni=1|y)
The likelihood for y = 1 follows the Binomial distribution:
Pr({yi}ni=1|y = 1) =
n∏
i=1
p(yi+1)/2(1− p)(1−yi)/2 (2)
. Applying log on both sides, one get the log likelihood as:
log(Pr({yi}ni=1|y = 1)) =
1
2
n∑
i=1
log(p)(yi + 1) + log(1− p)(1− yi) (3)
. Similarly, for y = 0, log(Pr({yi}ni=1|y = 0)) = 12
∑n
i=1 log(1− p)(yi + 1) + log(p)(1− yi). Therefore, the log
likelihood ratio LLR = log(Pr({yi}
n
i=1|y=1))
Pr({yi}ni=1|y=0)) equals to:
LLR = log(
p
1− p )
n∑
i=1
yi (4)
The latter concludes the proof as it shows that yˆBayes = argmax
y
Pr(y|{yi}ni=1) = sign(
∑n
i=1 yi) so that the MAP
criteria coincides with the majority rule, which minimize the error probability (for equiprobable prior).
2.2 Monotonic Part
Next, we show the non-asymptotic monotonic part of Condorcet’s Jury Theorem which can be rephrased as follows:
Theorem 2. Let there be an odd number n = 2m+ 1 of binary independent classifiers, each classifier being correct
with probability Pr(yˆ = y) = p > 1/2, where y, yˆ ∈ {−1, 1} are the true and predicted labels, respectively. Let
Sn =
∑n
i=1 yˆn be the sum of these n classifier predictions, and let yˆ
n
majority = sign(Sn) be a majority decision rule over
the n classifiers. Then, the probability of a majority prediction to be correct Pr(yˆnmajority = y) increases with n.
Proof. Assume, without loss of generality, that the true label is y = 1. Then, the probability to have most classifiers
(majority) predict the correct label Pr(yˆnmajority = 1) is Pr(Sn > 0). Assume two more classifiers are added to the
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ensemble n→ n+ 2. Then, the probability to be correct, Pr(yˆn+2majority = 1) = Pr(Sn+2 > 0), can be computed by the
law of total probability while taking into account all possible events for which this inequality holds.
Note that the since n is odd, the sum Sn must also be odd (so Sn cannot equal 0 or 2, for instance). Also, if Sn < −1,
no matter what will be the individual predictions of each of the two new added classifiers, it will not be enough to tip
the balance and make the overall majority decision prediction correct. We are left with three mutually exclusive events
for which the majority decision rule will provide a correct classification:
• Sn > 2, and then the two new classifier predictions do not matter as majority decision correctness is guaranteed;
• Sn = 1, and then at least one of the two new classifier needs to be correct for the majority decision to be
correct;
• Sn = −1, and then two new classifiers need to be correct in order to switch the decision of the majority to be
correct.
The latter three cases can be summarized in the following recursive equation:
Pr(Sn+2 > 0) = Pr(Sn > 2) + Pr(Sn = 1)(1− (1− p)2) + Pr(Sn = −1)p2 (5)
Note that Pr(Sn > 2) + Pr(Sn = 1) = Pr(Sn > 0) and thus equation Eq. 5 can be rewritten as:
Pr(Sn+2 > 0)− Pr(Sn > 0) = Pr(Sn = −1)p2 − Pr(Sn = 1)(1− p)2 (6)
Therefore, in order to prove Theorem 2 one need to show that the series Pr(Sn) is monotonically increasing, or in other
words, that the right hand side of Eq. 6 is positive.
Recall that Sn is binomial, and that n = 2m+ 1. Therefore, we know that Pr(Sn = 1) =
(
n
m+1
)
pm+1(1− p)m and
that Pr(Sn = −1) =
(
n
m
)
pm(1− p)m+1. Also note that for n = 2m+ 1 it holds that (nm) = ( nn−m) = ( nm+1), thus
Eq. 6 can be rewritten as follows:
Pr(Sn+2 > 0)− Pr(Sn > 0) =
(
n
m
)
pm+1(1− p)m+1(2p− 1) (7)
This completes the proof as the right hand side of Eq. 7 is positive when p > 1/2.
2.3 Asymptotic Part
Next, we show that under the same settings as in Theorem 2, when the number of classifiers grows asymptotically to
infinity, the majority rule probability to be correct converges to one. We will prove this theorem in two ways. The first
way, which is arguably simpler, by using Chebychev’s inequality. The second way, by using the recursive formula
derived in Theorem 2.
Theorem 3. Let n = 2m+ 1 be an odd number of binary independent classifiers, each with probability Pr(yˆ = y) =
p > 1/2, where y, yˆ ∈ {−1, 1} are the true and predicted labels, respectively. Then, the probability of the majority
prediction being correct converges to 1 as n goes to infinity. Formally,
lim
n→∞Pr(yˆ
n
majority = y) = 1 (8)
.
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2.3.1 Proof Using Chebychev’s Inequality
Proof. According to Chebyshev’s inequality, if X is a random variable with a finite expected value µ and a finite
non-zero variance σ2. Then for any real number  > 0, the following holds:
Pr(|X − µ| < ) > 1− σ
2
2
(9)
Once more, we assume, without loss of generality, that the true label is y = 1. So the probability for each classifier to
make a correct prediction, that is to predict 1, is p.
Now, substituting X = Sn, the mean and standard variance become µ = E [Sn] = n(p− (1− p)) = n(2p− 1) and
σ2 = E
[
(Sn − µ)2
]
= 4np(1 − p). This can easily be seen if we consider each independent prediction as a linear
transformation of the form 2b− 1 of a Bernoulli variable b ∈ {0, 1}.
The Chebychev’s inequality is correct for any positive , specifically for  = µ. Therefore, applying the inequality to
the case on Sn one get:
Pr(|Sn − µ| < µ) > 1− σ
2
µ2
= 1− 4p(1− p)
n(2p− 1)2 = 1− α/n (10)
where α = 4p(1−p)(2p−1)2 .
Since Pr(|Sn − µ| < µ) = Pr(Sn > 0 ∩ Sn < 2µ) < Pr(Sn > 0), the latter reduces to:
1− α/n < Pr(Sn > 0) < 1 (11)
Since Pr(Sn) is a sequence bounded from both sides by values which both converge to 1, we can apply the squeeze
theorem to prove that limn→∞ Pr(Sn > 0) = 1, thus concluding the proof.
2.3.2 Proof Using the Recursion Equation
The proof in Section 2.3.1 is sufficient. Yet, for the sake of completeness, we would to also demonstrate how the
recursion formula developed in Section 2.2 can be used to prove the Asymptotic behaviour.
Proof. As before, without loss of generality, assume that the true label is y = 1. Thus, the probability of a majority rule
to be correct in the limit of infinite voters can be expressed as follows:
lim
n→∞Pr(yˆ
n
majority = 1) = lim
n→∞Pr(Sn > 0) = Pr(S1 > 0) +
∞∑
n=1
Pr(Sn+2 > 0)− Pr(Sn > 0) (12)
.
Using the fact that Pr(S1 > 0) = p and Eq. 7, the above can be rewritten as:
lim
n→∞Pr(yˆ
n
majority = 1) = p+
∞∑
m=0
(
2m+ 1
m
)
pm+1(1− p)m+1(2p− 1) (13)
In the next Lemma 1 we show that the sum in the right hand side of Eq. 13 equals to 1− p.
Lemma 1. For any positive integer m and 1/2 < p ≤ 1, the following holds:
∞∑
m=0
(
2m+ 1
m
)
pm+1(1− p)m+1(2p− 1) = 1− p (14)
5
Majority Voting and the Condorcet’s Jury Theorem A PREPRINT
Proof. Observe the following identify [15]:
∞∑
m=0
(
2m+ s
m
)
xm =
2s
(
√
1− 4x+ 1)s√1− 4x (15)
Assigning s = 1 and x = p(1− p) to Eq. 15 one gets:
∞∑
m=0
(
2m+ 1
m
)
pm(1− p)m = 2
(
√
1− 4p(1− p) + 1)√1− 4p(1− p) (16)
Note that 1− 4p(1− p) = (2p− 1)2, so Eq. 16 becomes:
∞∑
m=0
(
2m+ 1
m
)
pm(1− p)m = 1
p(2p− 1) (17)
Plugging equation Eq. 17 to Eq. 14 we prove the Lemma 1:
(2p− 1)p(1− p)
∞∑
m=0
(
2m+ 1
m
)
pm(1− p)m = 1− p (18)
The above Lemma 1 concludes the proof, as:
lim
n→∞Pr(yˆ
n
majority = 1) = p+ 1− p = 1 (19)
3 Summary
In this short paper we have provided simple and compact derivations of the Condorcet’s theorem. We have started by
showing its optimality in terms of misclassification error. The we showed that the probability of the majority decision
to be correct grows with the population size (non-asymptotic monotonic part). Last, we showed that this probability
converges to 1 as the population size grows to infinity (asymptotic part). The latter was proved in two ways, one which
was based on the recursion equation, and another based on Chebychev’s inequality.
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