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Resumen
En este trabajo, se presenta la problema´tica asocia-
da al Proyecto Bilateral MINCYT-MECTS Argentina-
Rumania llamado ARGSAFE que tiene como objeti-
vo estudiar co´mo utilizar argumentacio´n rebatible pa-
ra garantizar seguridad en sistemas te´cnicos comple-
jos. Los resultados de la investigacio´n se espera que
sean aplicables a dominios tales como manejo de au-
tos auto´nomos, aviacio´n, ciencias me´dicas y redes de
computadores.
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cio´n en Lo´gica Rebatible, Ontologı´as, Lo´gicas para la
Descripcio´n, Lo´gicas Hı´bridas, Razonamiento Norma-
tivo, Seguridad, Agentes inteligentes
Contexto
Esta lı´nea de investigacio´n esta´ enmarcada en
el Proyecto Bilateral Argentina-Rumania MINCYT-
MECTS Co´digo RO/12/05 “Usando Argumentacio´n
para Garantizar Seguridad en Sistemas Te´cnicos Com-
plejos” (ARGSAFE: Using Argumentation for Justif-
ying Safeness of Complex Technical Systems). El pro-
yecto esta´ financiado por el Programa de Cooperacio´n
Cientı´fico-Tecnolo´gica entre el Ministerio de Ciencia,
Tecnologı´a e Innovacio´n Productiva de la Repu´blica
*LIDIA es un miembro del IICyTI (Instituto de Investigacio´n
en Ciencia y Tecnologı´a Informa´tica).
Argentina (MINCYT) y el Ministerio de Educacio´n,
Investigacio´n y Deportes de Rumania (MECTS), cabe
acotar que las instituciones hue´sped en estos casos son
(por la Argentina) la Universidad Nacional del Sur en
Bahı´a Blanca y (por Rumania) la Technical University
of Cluj-Napoca en Cluj-Napoca.
Objetivos, Metodologı´a y Plan de Tra-
bajo
Objetivos y Metodologı´a
El software usado en diferentes tecnologı´as para to-
ma de decisio´n (redes de comunicaciones, aviones, au-
tomo´viles, etc.) se ha vuelto cada ma´s complejo sin po-
sibilidad de realizar una verificacio´n exhaustiva y una
incapacidad, en muchos casos, de aplicar me´todos for-
males. Basados en la experiencia de los equipos ru-
manos y argentinos, proponemos investigar un me´to-
do para garantizar la seguridad de sistemas de softwa-
re crı´ticos basados en avances en teorı´a de argumen-
tacio´n [2] y representacio´n de conocimiento. El tema
de investigacio´n involucra dos ejes: (1) co´mo las on-
tologı´as y las reglas pueden ser usadas para describir
requerimientos de seguridad en sistemas complejos, y
(2) co´mo la teorı´a de la argumentacio´n puede detectar
y resolver inconsistencias.
La integracio´n de teorı´a de argumentacio´n con las
garantı´as necesarias para definir polı´ticas de seguri-
dad [11] puede considerarse como un to´pico de inves-
tigacio´n prometedor en varios dominios ([4];[1]). Un
caso de seguridad se define en el esta´ndar de Defen-
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sa Ingle´s 00-56 como [18]: “Un argumento estructura-
do, soportado por un cuerpo de evidencia que brinda
un caso convincente, comprensible y va´lido indican-
do que un sistema es seguro para una aplicacio´n dada
en un ambiente dado de operacio´n”. Ası´, un caso de
seguridad debe presentar argumentos fuertes que un
sistema es aceptablemente seguro para operar en un
contexto particular [11]. En esta lı´nea de razonamien-
to, el proyecto propuesto utiliza teorı´a de argumenta-
cio´n como la instrumentacio´n te´cnica para soportar se-
guridad. La argumentacio´n tendra´ el rol de integrar la
evidencia recolectada a partir de los me´todos forma-
les y sera´ presentada a agentes humanos en posicio´n
de decidir acerca de la seguridad de sistemas te´cnicos
complejos.
Los casos de seguridad basados en argumentacio´n
esta´n siendo aceptados progresivamente en los domi-
nios de la defensa, industria automotriz, extraccio´n
gas y petro´leo en plataformas marinas, y dispositivos
me´dicos. Consecuentemente, esta investigacio´n busca:
(a) identificar los enlaces entre la teorı´a de argumen-
tacio´n y la ingenierı´a de sistemas seguros, (b) desarro-
llar me´todos argumentativos para transferir confianza
en sistemas de software donde la seguridad es crı´tica,
(c) aplicar la instrumentacio´n te´cnica a casos de estu-
dio (tales como la seguridad en software para manejo
de automo´viles auto´nomos [7], asistencia a controla-
dores de vuelo y control de dispositivos me´dicos de
alta complejidad).
Plan de Trabajo
Primera etapa: Se procedera´ a la recopilacio´n bi-
bliogra´fica y realizacio´n de contacto e intercambio de
ideas entre los investigadores argentinos y rumanos. Se
definira´n pautas para la caracterizacio´n de un sistema
argumentativo para razonar sobre garantı´a de la segu-
ridad en el contexto de una lı´nea de desarrollo automo-
triz. Se estudiara´ y definira´ un marco para conceptuali-
zar el razonamiento sobre ontologı´as que describen los
esta´ndares de seguridad
Segunda etapa: Se trasladara´n los resultados obte-
nidos sobre la integracio´n de te´cnicas de razonamiento
argumentativo utilizando Programacio´n en Lo´gica Re-
batible al razonamiento con ontologı´as potencialmente
inconsistentes expresadas en Lo´gicas para la Descrip-
cio´n. Se aprovechara´n en tal sentido los razonadores
existentes sobre Lo´gicas para la Descripcio´n y sobre
Programacio´n en Lo´gica Rebatible. En particular, este
u´ltimo brinda la posibilidad de razonar sobre bases de
conocimiento inconsistentes con un compromiso o´pti-
mo entre expresividad y eficiencia computacional.
Tercera etapa: Se avanzara´ en el desarrollo de un
marco de razonamiento que permita evaluar el asegu-
ramiento de la seguridad en lı´neas de produccio´n de
software embebido de la industria automotriz, sistemas
de soporte a la toma de decisiones en el contexto de pi-
lotaje de aviones tripulados y no tripulados. Las polı´ti-
cas de aseguramiento de la seguridad y disminucio´n
del riesgo sera´n representadas con ontologı´as como las
propuestas por la iniciativa de la Web Sema´ntica. Se
utilizara´ un acercamiento argumentativo para modelar
el razonamiento sobre las ontologı´as potencialmente
contradictorias que modelen los criterios de asegura-
miento de la seguridad con el objetivo que agentes hu-
manos puedan utilizar las respuestas generadas por el
marco de razonamiento para poder decidir sobre cues-
tiones de disminucio´n del riesgo. Se definira´n experi-
mentos para evaluar el rendimiento del modelo en ca-
sos prototı´picos.
Cuarta etapa: Se procedera´ a la evaluacio´n del sis-
tema desarrollado, recurriendo a experimentos a trave´s
de problemas representativos. Se realizara´ una com-
paracio´n de rendimiento con otros acercamientos. Se
concluira´ una especificacio´n definitiva que incorpore
los elementos propuestos en el plan de investigacio´n, y
se desarrollara´n aplicaciones prototı´picas para su eva-
luacio´n experimental.
Resultados Esperados al Te´rmino de la
Investigacio´n
En forma creciente, los cuerpos reguladores de la se-
guridad requieren que los desarrolladores de sistemas
crı´ticos de software brinden casos explı´citos de seguri-
dad –definidos en te´rminos de argumentos estructura-
dos basados en evidencia objetiva– para probar que el
sistema es aceptablemente seguro.
Los argumentos de seguridad tı´picos deben resolver
al menos dos problemas: (1) mostrar que todos los ries-
gos han sido analizados y co´mo las medidas de control
contribuyen a la mitigacio´n de riesgos, y (2) probar
la conformidad con los esta´ndares o lineamientos de
seguridad. El modelado de peligros y los riesgos que
implican constituyen la bases para los requerimientos
de riesgo y los niveles de integridad de la seguridad.
En dominios crı´ticos como el software embebido en la
industria automotriz, como AUTOSAR, OSEK, Flex-
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Figura 1: Dominio de investigacio´n
Ray, CAN y LIN esta´n ampliamente utilizados. En es-
ta lı´nea, ISO 26262 y MISRA son dos esta´ndares de
software que aplican a la verificacio´n y validacio´n de
software para vehı´culos. Desde una perspectiva socio-
econo´mica, los beneficios para las entidades de nego-
cios involucra la mejora de la comprensio´n de los ar-
gumentos de seguridad entre los involucrados (desa-
rrolladores de software, ingenieros de seguridad, au-
ditores te´cnicos, cuerpos de certificacio´n). El modelo
desarrollado actuara´ como un contrato formal entre los
desarrolladores de software y el cuerpo de certifica-
cio´n de seguridad. Como subproducto, el desarrolla-
dor podra´ determinar a priori que´ evidencia espera el
certificador basado en los esta´ndares activos. Se espera
que los costos de certificacio´n decrezcan porque: (a) la
evidencia requerida es recolectada durante el desarro-
llo del sistema seguro y (b) se necesita menos tiempo
para la auditorı´a pues el caso de seguridad esta´ orga-
nizados de acuerdo a los esta´ndares activos. Entonces,
nuestra propuesta tendera´ a mejorar el negocio a partir
de mejorar la seguridad.
Como objetivo cientı´fico principal se espera lograr
un marco integrador (framework) en lo que concier-
ne a la seguridad de sistemas de software por medio
de una teorı´a argumentativa. Como objetivo transver-
sal a la ejecucio´n del proyecto, se espera aprovechar
y fortalecer las capacidades complementarias de los
grupos de investigacio´n de la Universidad Te´cnica de
Cluj-Napoca (Rumania) y de la Universidad Nacional
del Sur (Argentina). Desde la perspectiva rumana, ca-
be sen˜alar que la propuesta se enmarca en el a´rea con-
ducida por el grupo de Sistemas Inteligentes (director:
I. Letia, http://cs-gw.utcluj.ro/letia/publications.html),
y el escenario de vehı´culos auto´nomos se vincula con
el grupo de Image Processing dirigido por Sergiu Ne-
devschi (http://users.utcluj.ro/nedevski), lo que provee
un incentivo adicional para colaborar con el grupo ar-
gentino. Desde la perspectiva argentina, el trabajo rea-
lizado en Rumania se vincula complementariamente
con el desarrollo de software utilizando argumenta-
cio´n, a´rea en la cual el grupo argentino ha trabajado
con resultados prometedores, principalmente a trave´s
de la denominada Programacio´n en Lo´gica Rebatible
(DeLP) (ver http://lidia.cs.uns.edu.ar) ([8]; [9]).
Los esfuerzos actuales de investigacio´n esta´n cen-
trados en realizar un cruce de las tema´ticas investiga-
das por ambos grupos y viendo co´mo ambos acerca-
mientos se pueden combinar para atacar el problema
de garantizar seguridad en sistemas complejos como
por ejemplo sistemas de navegacio´n en autos. La na-
vegacio´n en automo´viles es un tema de impacto tanto
en el a´mbito cientı´fico como en el periodı´stico ([3];
[15]; [7]). En particular el proyecto Obstacle Avoidan-
ce System de Ford es un caso paradigma´tico junto con
aplicaciones de lo´gica difusa al control de vehı´culos
([6]; [12]), aplicaciones de ontologı´as para vehı´culos
de bu´squeda y rescate ([19] desarrollan una ontologı´a
para lograr una representacio´n neutral que capture la
informacio´n relevante acerca de robots y sus capacida-
des para asistir en el desarrollo, testing y certificacio´n
de tecnologı´as para sensado, movilidad, navegacio´n,
planificacio´n, integracio´n e interaccio´n con operadores
en el contexto de robots de bu´squeda y rescate).
Otros autores esta´n enfocados en la produccio´n de
marcos de control cognitivo para sistemas robo´ticos y
en particular en la generacio´n de ontologı´as para tal
aplicacio´n (por ejemplo, CORBYS se enfoca en sis-
temas robo´ticos que tienen que lidiar con ambientes
altamente dina´micos; en este caso CORBYS [5] pre-
tende implementar una arquitectura de control de ro-
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bots que permita la integracio´n de (1) mo´dulos de ro-
bots cognitivos de alto-nivel, y (2) un mo´dulo con self-
awareness). En este contexto, un to´pico de la investi-
gacio´n esta´ dado por la implementabilidad del marco
de definiciones que desarrollara´mos como fruto de la
investigacio´n; ası´, se muestran atractivos resultados de
otros autores respecto de la posibilidad de usar am-
bientes virtuales de prueba y su relacio´n con robots
fı´sicos en el mundo real (ver [14]). Otras avenidas de
investigacio´n se focalizan en estudiar co´mo afecta un
cambio en la documentacio´n de un proyecto a la segu-
ridad del mismo; en este sentido OMoC [13]) desarro-
lla un acercamiento para la gestio´n del cambio basa-
da en ontologı´as para soportar la evolucio´n, revisio´n y
adaptacio´n de colecciones de documentos te´cnicos.
Para permitir la verificacio´n de normas en procesos
de negocios integrados, Letia & Groza [17] desarro-
llaron el marco NJL-ALC para cerrar la brecha entre
las normas abstractas y los procesos de negocios con-
cretos. Para razonar sobre los permisos y obligacio-
nes activas, extendieron la Lo´gica Temporal Normati-
va (NJL) al aplicar operadores deo´nticos de obligacio´n
y permiso en la lo´gica para la descripcio´nALC (Attri-
bute Language with Complements). Como prueba de
concepto de sus resultados, han usado el esta´ndar de
ana´lisis de riesgos en puntos crı´ticos (Hazard Analy-
sis at Critical Points), para prevenir la ocurrencia de
riesgos en la industria de la comida.
Letia & Goron [16] introdujeron justificaciones en
sistemas normativos con elobjeto de entender mejor
el cumplimiento de normas, incluyendo las situacio-
nes de conflicto entre normas que pudieran surgir. Para
mantenerse al nivel de las explicaciones sobre la justi-
ficacio´n, emplearon la Lo´gica Hı´brida de Justificacio´n
(Hybrid Justification Logic). Aplicaron estos concep-
tos a un caso de estudio para un sistema de manejo de
tra´nsito. Las relaciones entre normas es juzgada con
respecto a los valores de una sociedad multi-agente
a trave´s Argumentacio´n Basada en Valores (Value-
Based Argumentation). La justificacio´n para la manera
en que los agentes cumplen o no con las normas, rela-
tivas a sus valores sociales, ha sido implementada en
el ambiente argumentativo CaSAPI.
Resultados Obtenidos y Trabajo en
Progreso
Al momento actual los resultados obtenidos inclu-
yen una publicacio´n en una conferencia internacional.
En [10], Goron et al. proponen un acercamiento basa-
do en argumentacio´n para la actualizacio´n de mode-
los en lo´gicas hı´bridas. La teorı´a de argumentacio´n es
usada para asistir el proceso de actualizacio´n del mo-
delo. Un modelo de Kripke Hı´brido es visto como una
descripcio´n del mundo en el que estamos interesados.
Esta actualizacio´n en tal modelo Kripke ocurre cuan-
do el sistema tiene que acomodar nuevas propiedades
deseables o restricciones normativas. Cuando el mode-
lo falla en verificar una propiedad, un programa lo´gico
rebatible es usado para analizar el estado corriente. De-
pendiendo del estado de aceptacio´n de los argumentos,
el sistema puede garantizar cuatro acciones primitivas
en el modelo: actualizar variables de estado, agregar
una nueva transicio´n, remover una transicio´n, o agre-
gar un nuevo estado. Un escenario de prueba es presen-
tado mostrando la verificacio´n de un vehı´culo aereo no
tripulado, al interlazar razonamiento en Programacio´n
en Lo´gica Rebatible y verificacio´n de modelos en el
Hybrid Model Checker. Como parte de nuestro trabajo
en progreso, estamos tratando de extender las ideas de
dicho trabajo a un sistema multiagente contemplando
la comunicacio´n entre vehı´culos no tripulados.
Formacio´n de Recursos Humanos
El proyecto cuenta con un director argentino (Ser-
gio Go´mez), uno rumano (Adrian Groza), profesores
(Carlos Chesn˜evar e Ioan Letia) y dos becarios de pos-
grado o posdoctorado (Anca Goron y Mauro Go´mez
Lucero). Este proyecto involucra dos misiones de es-
tancias de investigacio´n para investigadores argentinos
hacia Rumania y tres estancias de investigadores ru-
manos hacia Argentina. Durante 2013 se realizo´ una
pasantı´a de investigacio´n del becario rumano en Ar-
gentina y una misio´n del director argentino en Ruma-
nia. Durante 2014, se esperan realizar dos misiones de
director e investigador rumano en Argentina junto con
una pasantı´a de investigacio´n del becario argentino en
Rumania.
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