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Abstract
We show that it is decidable for any given ground term rewrite systems R and S if there is
a ground term rewrite system U such that ↔∗U = ↔∗R ∩ ↔∗S . If the answer is yes, then we
can e0ectively construct such a ground term rewrite system U . In other words, for any given
 nitely generated congruences  and  over the term algebra, it is decidable if ∩  is a  nitely
generated congruence. If the answer is yes, then we can e0ectively construct a ground term
rewrite system U such that ↔∗U = ∩ .
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1. Introduction
V%agv'olgyi [19] studied the intersection of two  nitely generated congruences over
the term algebra, and showed the following.
Proposition 1.1 (V%agv'olgyi [19]). Let R and S be arbitrary ground term rewrite
systems over a ranked alphabet  such that trunk(↔∗R)= trunk(↔∗S). Then one can
e/ectively construct a gtrs U over  such that ↔∗U =↔∗R∩↔∗S .
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K'usters and Borgida [13] studied the intersection of two  nitely generated right
congruences over strings. They showed that given two  nite generating systems, it
is decidable if the intersection of the generated right congruences is  nitely
generated.
We generalize the above results. We show that it is decidable for any given ground
term rewrite systems R and S if there is a ground term rewrite system U such
that ↔∗U =↔∗R∩↔∗S . If the answer is yes, then we can e0ectively construct such a
ground term rewrite system U . In other words, for any given  nitely generated con-
gruences  and  over the term algebra, it is decidable if ∩ is a  nitely generated
congruence.
We now present the main concepts and a sketch of the paper. We adopt the trunk of
a congruence  on the term algebra TA from [6]. For a reduced ground term rewrite
system R, trunk(↔∗R) consists of all trees which can be reduced by R to some subtree
of the left-hand side or the right-hand side of some rule. Let  and  be arbitrary
congruences on TA. We extend ranked alphabet  into a ranked alphabet  by adding
new nullary symbols. Intuitively, these nullary symbols stand for binary relations over
T, and a tree in T can be interpreted as a binary relation over T. Then we introduce
the tree language  over , which we call the cooperation between  and  in
inducing ∩ in trunk() beyond trunk(). A tree in  stands for a subset of
∩. For reduced ground term rewrite systems R and S, ↔∗R↔∗S stands for all pairs
(p; q)∈↔∗R∩↔∗S such that p; q∈trunk(↔∗R) and p; q =∈trunk(↔∗S).
We show the following  ve statements.
Statement 1.2. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . Then tree language ↔∗R↔∗S is recognizable.
Statement 1.3. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . Then it is decidable if ↔∗R↔∗S is ;nite.
Statement 1.4. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . If ↔∗R↔∗S is in;nite or ↔∗S ↔∗R is in;nite, then there is no gtrs U such
that ↔∗R∩↔∗S =↔∗U .
Statement 1.5. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . If both ↔∗R↔∗S and ↔∗S ↔∗R are ;nite, then we can e/ectively construct
a gtrs U such that ↔∗R∩↔∗S =↔∗U .
Assume that trunk()= trunk(). Then =∅ and =∅. Hence by Statement 1.5
∩ is  nitely generated. Thus Statement 1.5 is a generalization of Proposition 1.1.
Statements 1.3, 1.4, and 1.5 imply our main decidability result.
Statement 1.6. It is decidable for any given ground term rewrite systems R and S if
there is a ground term rewrite system U such that ↔∗U =↔∗R∩↔∗S . If the answer is
yes, then we can e/ectively construct such a ground term rewrite system U .
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In Section 2 we carefully review all notions, notations and preliminary results used
in the paper. In Section 2.1 we carefully recall and discuss the results on ground
term rewriting and tree automata of F'ul'op and V%agv'olgyi, see [5,7]. In Section 2.2
we introduce tree language . In Section 2.3 we illustrate the above concepts by
three examples. In Section 2.4 we  x some notations used throughout the paper, and
introduce  ve types of mappings evaluating trees in T.
In Section 3 we show Statement 1.2. This implies Statement 1.3. In Section 4 we
show Statement 1.4. In Section 5 we show Statement 1.5. In Section 6 we show our
main decidability result, Statement 1.6.
2. Preliminaries
In this section we present a brief review of the notions, notations and preliminary
results used in the paper.
Relations. A relation over a set A is a subset → of A×A. We write a→b for
(a; b)∈→. We denote by →∗ the reIexive, transitive closure and by ↔∗, the reIexive,
symmetric, and transitive closure of →. Note that ↔∗ is an equivalence relation.
A relation → is called
• Noetherian if there exists no in nite sequence of elements a1; a2; a3; : : : in A such
that a1→a2→a3 → · · ·,
• conIuent if for any elements a1; a2; a3 in A, whenever a1→∗ a2 and a1→∗ a3, there
exists an element a4 in A such that a2→∗ a4 and a3→∗ a4,
• convergent if it is Noetherian and conIuent.
Let → be a relation over a set A. An element a∈A is irreducible with respect to
→ if there exists no b∈A such that a→b. It is well-known that for any convergent
relation → and any class Z of ↔∗, Z contains exactly one irreducible element a, and
that for any element b in the class Z , b→∗ a. We call a the →-normal form of b.
Let  be an equivalence relation on A. Then for every a∈A, we denote by [a] the
-class containing a, i.e. [a]={b |ab}. We say that  is of ;nite index if the set
{[a] |a∈A} is  nite. Let H be a set of -classes, then by
⋃
H we mean
⋃
(C |C∈H).
Terms. A ranked alphabet  is a  nite set of symbols in which every element has
a unique rank in the set of nonnegative integers. For each integer m¿0, m denotes
the elements of  which have rank m.
Let Y be a set. The set of terms over  with Y is the smallest set U for which
(i) 0∪Y ⊆U and
(ii) f(t1; : : : ; tm)∈U whenever f∈m with m¿1 and t1; : : : ; tm∈U .
Terms are also called trees. We need a countably in nite set X ={x1; x2; : : :} of variable
symbols kept  xed throughout the paper. The set of the  rst n elements x1; : : : ; xn of X is
denoted by Xn. The set T(∅) is written simply as T and called the set of ground trees
over . We distinguish a subset LT(Xn), n¿0, of T(Xn) as follows: a tree t∈T(Xn)
is in LT(Xn) if and only if each variable symbol of Xn appears exactly once in t. For
example, if =0∪2 with 0={#} and 2={f}, then f(x1; f(#; x1))∈T(X1) but
f(x1; f(#; x1)) =∈ LT(X1). Furthermore, f(x2; f(#; x1))∈ LT(X2).
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For a ground term t∈T, the set sub(t) of subtrees of t is de ned by recursion as
follows:
(i) if t∈0, then sub(t)={t},
(ii) if t=f(t1; : : : ; tm) for some m¿1, f∈m, and t1; : : : ; tm∈T, then we have sub(t)
=
⋃
(sub(ti) |16i6m)
⋃{t}.
For a tree language L⊆T, the set sub(L) of subtrees of elements of L is de ned by
the equation sub(L)=
⋃
(sub(t) | t∈L ).
For a term t∈T, the height of t is denoted by height(t) and is de ned by recursion:
(i) if t∈0, then height(t)=0, and
(ii) if t=f(t1; : : : ; tm) with m¿1 and f∈m, then height(t)=max{height(ti) |16i6
m}+ 1.
Let N be the set of all positive integers. For a term t∈T(X ), the set of occurrences
O(t)⊆N ∗ is de ned by recursion:
(i) if t∈0∪X , then O(t)={"}, and
(ii) if t=f(t1; : : : ; tm) with m¿1 and f∈m, then O(t)={"}∪{i# |16i6m and
#∈O(ti)}.
For any t∈T, let size(t) be the cardinality of O(t).
For any t∈T and #∈O(t), we introduce the subterm t=#∈T of t at # as follows:
(i) for t∈0, we de ne t="= t;
(ii) for t=f(t1; : : : ; tm) with m¿1 and f∈m, if #=" then t=#= t, otherwise, if #= i$
with 16i6m, then t=#= ti=$.
Finally, for any t∈T, #∈O(t), and r∈T, we de ne t [#←r]∈T.
(i) If #=", then t[#←r]=r.
(ii) If #= i$, for some integer i, then t=f(t1; : : : ; tm) with f∈m and 16i6m. Then
t[#←r]=f(t1; : : : ; ti−1; ti[$←r]; ti+1; : : : ; tm).
A substitution is a mapping % :X→T(X ) which is di0erent from the identity
only for a  nite subset Dom(%) of X . For any substitution %, the term %(t) is pro-
duced from t by replacing each occurrence of xi with %(xi) for i¿1. For any trees
t∈ LT (Xk); t1; : : : ; tk ∈T(X ) and for the substitution % with Dom(%)=Xk , k¿1, and
%(xi)= ti for i=1; : : : ; k, we denote the term %(t) by t[t1; : : : ; tk ] as well. For any trees
t∈ LT (Xk); t1; : : : ; tn∈T(X ) and for the substitution % with Dom(%)={xi1 ; : : : ; xin}⊆Xk ,
n¿1 and %(xij)= tj for j=1; : : : ; n, we denote the term %(t) by t[xi1← t1; : : : ; xik ← tk ]
as well. We say that a substitution % :X→X is a variable renaming if % is injective.
Algebras. Let  be a ranked alphabet. A  algebra is a system B=(B; B), where B
is a nonempty set, called the carrier set of B, and B={fB |f∈} is a -indexed set
of operations over B such that for every f∈m with m¿0, fB is a mapping from Bm
to B. We assign an element tB∈B to every term t∈T(B). Let t=f(t1; : : : ; tm), f∈m,
m¿0. Then tB=fB(tB1 ; : : : ; t
B
m). An equivalence relation ⊆B×B is a congruence on
B if
fB(t1; : : : ; tm)fB(p1; : : : ; pm)
whenever f∈m, m¿0, and tipi, for 16i6m. For each B′⊆B, let [B′]={[b] |
b∈B′}. The least congruence on B containing a given relation %⊆B×B is called the
congruence generated by %. A congruence on B is  nitely generated if it is generated
by a  nite relation %⊆B×B. We de ne the quotient algebra B==([B]; B=) of the
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algebra B modulo the congruence  as follows. For all f∈m, m¿0, and b1; : : : ; bm ∈
B, we put fB=([b1]; : : : ; [bm])=[fB(b1; : : : ; bm)].
In this paper we shall mainly deal with the algebra TA=(T; ) of terms over ,
where for f∈m with m¿0 and t1; : : : ; tm∈T, we have
fTA(t1; : : : ; tm) = f(t1; : : : ; tm):
We adopt the concepts of a simple class and of a compound class of a congru-
ence  on the term algebra TA from [6]. Informally, these concepts are de ned as
follows. Clearly, every -class Z can be written as the union of sets of the form
{f(z1; : : : ; zm) |zi∈Zi; 16i6m} for some suitable function symbols f and -classes
Z1; : : : ; Zm. Especially, if the union has only one member, i.e., Z={f(z1; : : : ; zm) |zi∈Zi;
16i6m}, then Z is called a simple class. If a class is not simple, then it is compound.
Formally, given a congruence  on TA, a -class Z is called simple if for any
function symbols f∈m; g∈n, with m; n¿0 and -classes Z1; : : : ; Zm, Z ′1; : : : ; Z ′n, if
fTA=(Z1; : : : ; Zm)=Z and gTA=(Z1; : : : ; Zn)=Z , then f=g, m=n, Z1=Z ′1; : : : ; Zm=Z
′
m.
If a -class Z is not simple then it is called a compound class. The set of all compound
classes is denoted by comp().
Next we adopt the trunk of a congruence  from [6]. Let  be a congruence on TA,
the trunk trunk() of  is the set sub(
⋃
comp()). We write stub() for [trunk()].
Ground term rewrite systems. A ground term rewrite system (gtrs) over a ranked
alphabet  is a  nite subset R of T×T. The elements of R, called rules, can be
used to de ne a relation, called rewriting relation, →R introduced as follows: for any
p; q∈T, we have p→R q if and only if there exists a rule, (u; v) in R and a context
c∈ LT(X1) such that p=c[u] and q=c[v]. The rules in R will be written in the form
u→v as well. Moreover, we say that u is the left-hand side and v is the right-hand
side of the rule u→v. Besides the “one-way” relations →R and →∗R we also consider
the congruence relation on TA generated by R, which is ↔∗R.
For a gtrs R over a ranked alphabet , by the set of subterms occurring in R we
mean the set
sub(R) =
⋃ {sub(u) ∪ sub(v) | u → v is in R}:
We say that R is Noetherian, (conIuent, etc.) if →R is Noetherian (conIuent, etc.).
A term t∈T is irreducible with respect to R if it is irreducible with respect to →R. A
gtrs R is reduced if for every rule u→v in R, u is irreducible with respect to R−{u→v}
and v is irreducible with respect to R.
We recall the following two important results.
Proposition 2.1 (Snyder [16]). Any reduced gtrs R is convergent.
We now recall a result on the trunk of a congruence generated by a reduced gtrs.
Proposition 2.2 (V%agv'olgyi [18]). Let R be a reduced gtrs over a ranked alphabet .
Then
trunk
( ∗↔
R
)
=
⋃ {[t]↔∗R | t ∈ sub(R)}:
214 S. V!agv2olgyi / Theoretical Computer Science 300 (2003) 209–234
The following result was shown by presenting fast algorithms, see [8,16].
Proposition 2.3. Let  be a ranked alphabet. For every ground term rewrite system
R over , one can e/ectively construct a reduced ground term rewrite system S over
 such that ↔∗R=↔∗S .
For further results on gtrs’s see [1,2,3,10,11,12,14,15].
Tree automata. Let  be a ranked alphabet. A tree automaton A over  is a gtrs
over the ranked alphabet ∪STATES, where STATES, the state set of A, consists
of nullary function symbols, and STATES∩=∅. Each rule in A is of the form
f(a1; : : : ; an)→ a; where f ∈ n; n¿ 0; a; a1; : : : ; an ∈ STATES:
In case n=0 we write f rather than f( ). We say that a tree automaton A over
 is deterministic if for any f∈m, m¿0, a1; : : : ; am∈STATES, there is at most one
rule with left-hand side f(a1; : : : ; am) in A.
A state a∈STATESA is reachable if there is a tree t∈T such that t→∗A a. The
following can be shown by applying well-known techniques of tree automaton theory,
see [9].
Proposition 2.4. Let A be a tree automaton over . Let a∈STATESA. It is decidable
if the state a is reachable. Moreover, if a is reachable, then one can e/ectively
construct a tree t∈T such that t→∗A a.
Proposition 2.5. Let  be a ranked alphabet, and let A be a deterministic tree
automaton over . Then A is a reduced gtrs over the ranked alphabet ∪STATES.
Proof. By direct inspection of the rules of A.
The tree language recognized by a state set Q⊆STATES of A is
L(A;Q) =
{
t ∈ T | t ∗→
A
a for some a ∈ Q
}
:
When Q is a singleton, i.e., Q={q}, we simply write L(A; q) rather than L(A; {q}).
We say that a tree language L over  is recognizable if L is recognized by a state
set Q⊆STATES of some tree automaton A.
Proposition 2.6. For any tree automaton A over  and any state set Q⊆STATESA
it is decidable if L(A;Q) is ;nite.
By Proposition 2.3, Proposition 2.2, and by the results of Brainerd [1], Kozen [11],
F'ul'op and V%agv'olgyi [4,17], we have the following result.
Proposition 2.7. For any gtrs R over a ranked alphabet , trunk(↔∗R) is recognizable.
Moreover, one can e/ectively construct a tree automaton A over  and a state set
Q⊆STATESA such that trunk(↔∗R)=L(A;Q).
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It is well known that for any tree automata A and B over a ranked alphabet ,
and for any state sets QA⊆STATESA and QB⊆STATESB, one can e0ectively decide
if L(A;QA)=L(A;QB). Hence by Proposition 2.7, one can e0ectively decide for given
gtrs’s R and S over  if trunk(↔∗R)= trunk(↔∗S).
For further results on tree automata, see [9].
2.1. Ground term rewrite systems and tree automata
In this section we brieIy recall some results on the connections between ground
term rewrite systems and tree automata. First we adopt the main concepts and results
of the paper [5]. Let E be a reduced gtrs over a ranked alphabet . Let
0 = ∗↔
E
∩(sub(E)× sub(E)):
It should be clear that 0 is an equivalence relation on sub(E). Furthermore, for any
t∈sub(E), we have [t]0=[t]↔∗E ∩sub(E). Note that sub(E) is  nite. It is well known
that for any terms p; t∈T, it is decidable if p↔∗E t, see Proposition 2.3. Hence we
can e0ectively construct 0. Let STATES={[t]0 | t∈sub(E)}. We de ne the ranked
alphabet ∪STATES, where the elements of STATES are viewed as symbols with
rank 0. The tree automaton A over  is introduced as follows. Let A be the set of
rules of the form
f([t1]0; : : : ; [tm]0)→ [f(t1; : : : ; tm)]0:
where f∈m, m¿0, t1; : : : ; tm∈T, and f(t1; : : : ; tm)∈sub(E). Note that f(t1; : : : ; tm)∈
sub(E) implies that ti∈sub(E) for 16i6m. By direct inspection of the tree automaton
A we get that A is deterministic.
We now recall some important properties of A.
Proposition 2.8 (F'ul'op and V%agv'olgyi [5]). A is a reduced gtrs over the ranked
alphabet ∪STATES.
Proposition 2.9 (F'ul'op and V%agv'olgyi [5]). For every t∈sub(E), we have t→∗A [t]0.
Proposition 2.10 (F'ul'op and V%agv'olgyi [5]). For every p∈T and t∈sub(E), if p→∗A
[t]0, then p↔∗E t.
Proposition 2.11 (F'ul'op and V%agv'olgyi [5]). ↔∗E=↔∗A∩T×T.
We now show another property of ↔∗A which is a generalization of Proposition 2.9.
Lemma 2.12. For every t∈sub(E), L(A; [t]0)=[t]↔∗E .
Proof. By Propositions 2.9 and 2.11.
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Lemma 2.13. For every t∈trunk(↔∗E), there is a tree u∈sub(E) such that t→∗A [u]0.
Proof. Let us assume that t∈trunk(↔∗E). Then by Proposition 2.2, t↔∗E u for some
u∈sub(E). By Proposition 2.11, t↔∗A u. By Proposition 2.9, u→∗A [u]0. Thus t↔∗A [u]0.
The state [u]0 is irreducible for A. Hence by Propositions 2.8 and 2.1, t→∗A [u]0.
Lemma 2.14. trunk(↔∗E)=L(A;STATES).
Proof. By Proposition 2.2 and Proposition 2.10, L(A;STATES)⊆trunk(↔∗E). By
Lemma 2.13, trunk(↔∗E)⊆L(A;STATES).
In the light of Proposition 2.3, we sum up the results of the section.
Theorem 2.15. Let R be an arbitrary gtrs over a ranked alphabet . Then we can
e/ectively construct a deterministic tree automaton A over  such that
(i) ↔∗R=↔∗A∩T×T,
(ii) trunk(↔∗R)=L(A;STATES), and
(iii) for each state a∈STATES, L(A; a) is a congruence class of ↔∗R.
Let R be an arbitrary gtrs over  and A be any deterministic tree automaton over
. Then (ii) and (iii) if and only if stub(↔∗R)={L(A; a) |a∈STATES}. Hence we can
write Theorem 2.15 in the following form.
Theorem 2.16. Let R be an arbitrary gtrs over a ranked alphabet . Then we can
e/ectively construct a deterministic tree automaton A over  such that
(i) ↔∗R=↔∗A∩T×T and
(ii) stub(↔∗R)={L(A; a) |a∈STATES}.
Let A be a deterministic tree automaton over . The ground tree transduction 1A
induced by A is de ned as follows. For any trees p; q∈T, (p; q)∈1A if and only
if p→∗A u and q→∗A u for some u∈T∪STATES . By Propositions 2.1 and 2.5, A is a
convergent gtrs over the ranked alphabet ∪STATES. Hence 1A=↔∗A∩T×T. In
the light of this observation we recall Theorem 3.3 in [7].
Proposition 2.17 (F'ul'op and V%agv'olgyi [7]). For a given deterministic tree automa-
ton A over , we can e/ectively construct a reduced gtrs R over  such that ↔∗R=↔∗A
∩T×T.
2.2. Tree language 
Let  and  be arbitrary congruences on TA. We de ne the ranked alphabet 2;  as
follows. Let 2; =2; 0 , and 2
; 
0 ⊆stub()×stub()×stub(), and let 2; 0 consist of
all triples Z1; Z2; Z3 where Z1; Z2∈stub(), Z3∈stub(), Z1∩Z3 =∅, and Z2∩Z3 =∅.
If  and  are understood from the context, then we simply write 2 for 2; . We
de ne the alphabet ;  by ; =∪2. From now on if  and  are understood from
the context, then we simply write  for ; .
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Let t∈T be arbitrary.
(i) We de ne tree tfi∈T(stub()) from t by replacing each leaf Z1; Z2; Z3 by its
 rst component Z1.
(ii) We de ne tree tse∈T(stub()) from t by replacing each leaf Z1; Z2; Z3 by its
second component Z2.
(iii) We de ne tree tth∈T(stub()) from t by replacing each leaf Z1; Z2; Z3 by its
third component Z3.
We now introduce the tree language  over , which we call the cooperation
between  and  in inducing ∩ in trunk() beyond trunk(). Tree language 
consists of all trees t∈T such that Conditions (a) and (b) hold.
(a) — tTA=; = t
TA=
se =Z for some -class Z ,
— t;=f(t11; : : : ; t1m), f∈m, m¿1,
— for each i, 16i6m, tTA=1i =Z1i for some -class Z1i,
— fTA=(Z11; : : : ; Z1m)=Z ,
— tse=f(t21; : : : ; t2m),
— for each i, 16i6m, tTA=2i =Z2i for some -class Z2i,
— fTA=(Z21; : : : ; Z2m)=Z , and
— there is an integer j, 16j6m, such that Z1j =Z2j.
(b) For any g∈n, n¿0, Z1; : : : ; Zn∈stub(), if g(Z1; : : : ; Zn) is a subtree of tth, then
gTA=(Z1; : : : ; Zn) =∈stub().
Note that Condition (a) implies that Z∈comp().
2.3. Examples
We now illustrate the above concepts by three examples.
First example. V%agv'olgyi [19] gave a ranked alphabet  and ground term rewrite
systems R and S over  such that there is no gtrs U over  with ↔∗U =↔∗R∩↔∗S . We
now adopt this example from [19]. Let ={f; g; #} be a ranked alphabet, where f
and g are of rank 1, and # is of rank 0. In this example we simply write strings for
trees over . For example, we write fgf] for f(g(f(]))). Furthermore, we also write
(fg)2] for fgfg], and (fg)3] for fgfgfg], and so on.
Let the gtrs R consist of the following three rules:
ff# → f#;
fg# → #;
gf# → #:
Let the gtrs S consist of the rule
g# → #:
Proposition 2.18 (V%agv'olgyi [19]). There is no gtrs U over  such that ↔∗U =↔∗R∩
↔∗S .
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Proof. By contradiction. Assume that there is a gtrs U over  such that
∗↔
U
= ∗↔
R
∩ ∗↔
S
: (1)
We obtain by direct inspection that for each k¿1,
f2(gf)k# ∗→
R
f#
and
f2(gf)kg# = f(fg)k+1# ∗→
R
f#:
Hence
f2(gf)k# ∗↔
R
f2(gf)kg# for k ¿ 1:
We obtain by direct inspection that
f2(gf)k#↔
S
f2(gf)kg# for k ¿ 1:
Hence
(f2(gf)k#; f2(gf)kg#) ∈ ∗↔
R
∩ ∗↔
S
for k ¿ 1: (2)
However,
(f(gf)k#; f(gf)kg#) =∈ ∗↔
R
for k ¿ 1:
Hence
(f(gf)k#; f(gf)kg#) =∈ ∗↔
R
∩ ∗↔
S
for k ¿ 1: (3)
By (2) and (3), for each k¿1, [f2(gf)k#]↔∗R ∩↔∗S is a compound ↔∗R∩↔∗S -class. By
(1) and Proposition 2.2, trunk(↔∗R∩↔∗S) is the union of  nitely many ↔∗R∩↔∗S -classes.
Thus there are integers 16i¡j such that the trees f2(gf)i# and f2(gf) j# are in the
same ↔∗R∩↔∗S -class. That is,
[f2(gf)i#]↔∗R∩↔∗S = [f
2(gf)j#]↔∗R∩↔∗S : (4)
On the other hand, we obtain by direct inspection that the trees f2(gf)k#, k¿1,
are irreducible for S. As S is reduced, S is convergent. Hence the trees f2(gf)l#
and f2(gf)m#, 16l¡m, are in di0erent ↔∗S -classes. Hence the trees f2(gf)l# and
f2(gf)m#, 16l¡m, are in di0erent ↔∗R∩↔∗S -classes. By (4), this is a contradiction.
We now compute ranked alphabets 2; , ;  and tree language  over ; . We
obtain by direct inspection that
stub
( ∗↔
R
)
= {[#]↔∗R ; [f(#)]↔∗R ; [g(#)]↔∗R }
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and fTA([#]↔∗R )=[f(#)]↔∗R , f
TA([f(#)]↔∗R )=[f(#)]↔∗R , g
TA([#]↔∗R )=[g(#)]↔∗R ,
fTA([g(#)]↔∗R )=[#]↔∗R , g
TA([f(#)]↔∗R )=[#]↔∗R .
Furthermore,
stub
( ∗↔
S
)
= {[#]↔∗S }
and gTA([#]↔∗S )=[#]↔∗S .
Observe that [#]↔∗R ∩[#]↔∗S =∅, [f(#)]↔∗R ∩[#]↔∗S =∅, [g(#)]↔∗R ∩[#]↔∗S =∅. Hence
ranked alphabet 2 consists of four nullary symbols.
2= {[#]↔∗R ; [#]↔∗R ; [#]↔∗S ; [#]↔∗R ; [g(#)]↔∗R ; [#]↔∗S ;
[g(#)]↔∗R ; [#]↔∗R ; [#]↔∗S ; [g(#)]↔∗R ; [g(#)]↔∗R ; [#]↔∗S }:
Then =0∪1, 1={f; g} and 0=2.
Let k¿1 be arbitrary. Let
t = f2(gf)k[#]↔∗R ; [g(#)]↔∗R ; [#]↔∗S :
By the proof of Proposition 2.18, Conditions (a) and (b) hold. Hence
for each k ¿ 1; f2(gf)k[#]↔∗R ; [g(#)]↔∗R ; [#]↔∗S  ∈   :
Hence tree language  is in nite.
Second example. Let ={f; #; $} be a ranked alphabet, where f is of rank 1, #
and $ are of rank 0. Let the gtrs R consist of the following rule:
f(#)→ f($):
Let the gtrs S consist of the rule
# → $:
We obtain by direct inspection that
• stub(↔∗R)={[#]↔∗R ; [$]↔∗R ; [f(#)]↔∗R },
• fTA([#]↔∗R )=[f(#)]↔∗R , fTA([$]↔∗R )=[f(#)]↔∗R ,• stub(↔∗S)={[#]↔∗S },• [#]↔∗R ∩[#]↔∗S =∅, and [$]↔∗R ∩[#]↔∗S =∅.
We carry out the following two symmetrical steps. In Step 1 we compute ranked
alphabets 2↔
∗
R ;↔∗S , ↔
∗
R ;↔∗S and tree language  over ↔∗R ;↔∗S . In Step 2 we compute
ranked alphabets 2↔
∗
S ;↔∗R , ↔
∗
S ;↔∗R and tree language  over ↔∗S ;↔∗R .
Step 1. We now simply write 2 for 2↔
∗
R ;↔∗S and  for ↔
∗
R ;↔∗S . Ranked alphabet 2
consists of four nullary symbols.
2= {[#]↔∗R ; [#]↔∗R ; [#]↔∗S ; [#]↔∗R ; [$]↔∗R ; [#]↔∗S ; [$]↔∗R ; [#]↔∗R ; [#]↔∗S ;
[$]↔∗R ; [$]↔∗R ; [#]↔∗S }:
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=0∪1, 0=2, and 1={f}. We obtain by direct inspection that tree language
 consists of the only tree f([#]↔∗R ; [$]↔∗R ; [#]↔∗S ).
Step 2. We now simply write 2 for 2↔
∗
S ;↔∗R and  for ↔
∗
S ;↔∗R . We obtain by direct
inspection that ranked alphabet 2 consists of two nullary symbols.
2 = {[#]↔∗S ; [#]↔∗S ; [#]↔∗R ; [#]↔∗S ; [#]↔∗S ; [$]↔∗R }:
=0∪1, 0=2, and 1={f}. We obtain by direct inspection that =∅.
Thus both  and  are  nite. By Statement 1.5, we can e0ectively construct a
gtrs U such that ↔∗R∩↔∗S =↔∗U . In fact as ↔∗R⊆↔∗S , ↔∗R∩↔∗S =↔∗S .
We now present our third example.
Third example. Let ={f; g; h; #} be a ranked alphabet, where f, g, and h are of
rank 1, and # is of rank 0. Let the gtrs R consist of the following four rules:
f(f(#))→ #;
f(g(#))→ #;
g(f(#))→ #;
g(g(#))→ #:
Let the gtrs S consist of the following four rules:
h(h(#))→ #;
h(g(#))→ #;
g(h(#))→ #;
g(g(#))→ #:
Let the gtrs U consist of the only rule:
g(g(#))→ #:
We obtain by direct inspection that
• stub(↔∗R)={[#]↔∗R ; [f(#)]↔∗R ; [g(#)]↔∗R },• stub(↔∗S)={[#]↔∗S ; [h(#)]↔∗S ; [g(#)]↔∗S },• =∅,
• =∅, and
• ↔∗U =↔∗R∩↔∗S .
2.4. Basic notations
From now on, throughout the paper let R and S be arbitrary ground term rewrite
systems over a ranked alphabet . By Theorem 2.16, we can e0ectively construct
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deterministic tree automata A and B over  such that
(I) ↔∗R=↔∗A∩T×T,
(II) stub(↔∗R)={L(A; a) |a∈STATESA},
(III) ↔∗S =↔∗B∩T×T, and
(IV) stub(↔∗S)={L(B; b) |b∈STATESB}.
Recall that ↔∗R↔∗S is a tree language over the ranked alphabet ↔
∗
R ;↔∗S =∪2↔∗R ;↔∗S .
Symmetrically, ↔∗S ↔∗R is a tree language over the ranked alphabet ↔
∗
S ;↔∗R =∪
2↔
∗
S ;↔∗R . From now on throughout this section, we write 2 for 2↔
∗
R ;↔∗S and  for
↔
∗
R ;↔∗S . Recall the ranked alphabet 2=20 consist of all triples L(A; a1); L(A; a2);
L(B; b) of congruence classes where
• a1; a2∈STATESA, b∈STATESB and
• L(A; a1)∩L(B; b) =∅ and L(A; a2)∩L(B; b) =∅.
We now introduce  ve types of mappings. The 2-evaluation of type 1 is a mapping
 1 :T→ [T]↔∗R such that the following conditions hold. For each L(A; a1); L(A; a2);
L(B; b)∈2,  1(L(A; a1); L(A; a2); L(B; b))=L(A; a1). For any f∈m, m¿0, and
t1; : : : ; tm∈T,
 1(f(t1; : : : ; tm)) = fTA=↔
∗
R ( 1(t1); : : : ;  1(tm)):
The 2-evaluation of type 2 is a mapping  2 :T→ [T]↔∗S such that the following
conditions hold. For each L(A; a1); L(A; a2); L(B; b)∈2,
 2(L(A; a1); L(A; a2); L(B; b)) = L(A; a2):
For any f∈m, m¿0, and t1; : : : ; tm∈T,
 2(f(t1; : : : ; tm)) = fTA=↔
∗
R ( 2(t1); : : : ;  2(tm)):
The 2-evaluation of type 3 is a mapping  3 :T→T(STATESB) such that the fol-
lowing conditions hold. For each L(A; a1); L(A; a2); L(B; b)∈2,  3(L(A; a1); L(A; a2);
L(B; b))=b. For any f∈m, m¿0, and t1; : : : ; tm∈T,
 3(f(t1; : : : ; tm)) = f( 3(t1); : : : ;  3(tm)):
A 2-evaluation of type 4 is a mapping  4 :T→T such that the following conditions
hold. For each L(A; a1); L(A; a2); L(B; b)∈2,
 4(L(A; a1); L(A; a2); L(B; b)) ∈ L(A; a1) ∩ L(B; b):
For any f∈m, m¿0, and t1; : : : ; tm∈T,
 4(f(t1; : : : ; tm)) = f( 4(t1); : : : ;  4(tm)):
A 2-evaluation of type 5 is a mapping  5 :T→T such that the following conditions
hold. For each L(A; a1); L(A; a2); L(B; b)∈2,
 5(L(A; a1); L(A; a2); L(B; b)) ∈ L(A; a2) ∩ L(B; b):
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For any f∈m, m¿0, and t1; : : : ; tm∈T,
 5(f(t1; : : : ; tm)) = f( 5(t1); : : : ;  5(tm)):
3. Tree language ↔∗R↔∗S is recognizable
Recall that gtrs’s R and S, deterministic tree automata A and B over , and ranked
alphabets 2↔
∗
R ;↔∗S and ↔
∗
R ;↔∗S were introduced in Section 2.4. From now on throughout
this section, we write 2 for 2↔
∗
R ;↔∗S and  for ↔
∗
R ;↔∗S .
We now construct the state set STATESC of the deterministic tree automaton C
over . Let STATESC=STATES1∪STATES2, where
• STATES1=STATESA×STATESA×STATESB. We denote the elements of STA-
TES1 by ‖a1; a2; b‖, where a1; a2∈STATESA and b∈STATESB.
• STATES2=STATESA×STATESA×{∗; $}, where ∗; $ =∈STATESB. We denote the
elements of STATES2 by 〈a1; a2; ∗〉 and 〈a1; a2; $〉, respectively, where a1; a2∈
STATESA.
We now construct the deterministic tree automaton C over .
(1) For each L(A; a1); L(A; a2); L(B; b)∈2, we put the rule
L(A; a1); L(A; a2); L(B; b) → ‖a1; a2; b‖
in C.
(2) We put the rule f(c1; : : : ; cm)→c in C, where
(a) f∈m, m¿1,
(b) for each 16i6m, ci∈STATESC ,
(c) c∈STATES2,
(d) rules f(a11; : : : ; a1m)→a1 and f(a21; : : : ; a2m)→a2 are in A,
(e) ci∈{〈a1i ; a2i ; ∗〉; 〈a1i ; a2i ; $〉|a1i ; a2i∈STATESA} for some 16i6m, or
for each 16i6m, ci=‖a1i ; a2i ; bi‖ for some bi∈B and there is no rule in B
with left-hand side f(b1; : : : ; bm),
(f) c=〈a1; a2; ∗〉 and a1=a2 if a1i=a2i for 16i6m, and
(g) c=〈a1; a2; $〉 if a1i =a2i for some 16i6m.
We de ne the set TEST of states as follows. Let
TEST = {〈a; a; $〉 | a ∈ STATESA}:
Lemma 3.1. Let p∈T. Let p→∗C ‖a1; a2; b‖ for some a1; a2∈A and b∈B. Then p=
L(A; a1); L(A; a2); L(B; b)∈2.
Proof. Observe that for any rule of C de ned by Condition (2) in the de nition of C,
the third component of the right-hand side is ∗ or $. Hence p=L(A; a1); L(A; a2); L(B;
b)∈2 for some a1; a2∈A and b∈B, and the rule
L(A; a1); L(A; a2); L(B; b) → ‖a1; a2; b‖
is in C.
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Lemma 3.2. Let p∈T. Let  1 :T→ [T]↔∗R be the 2-evaluation of type 1, and let
 2 :T→ [T]↔∗S be the 2-evaluation of type 2, and let  3 :T→T(STATESB) be the
2-evaluation of type 3. Let a1; a2∈STATESA. Then
 1(p)=L(A; a1);  2(p)=L(A; a2); and  3(p) is irreducible for B
if and only if
p →∗C c with c ∈ {‖a1; a2; b‖; 〈a1; a2; ∗〉; 〈a1; a2; $〉 | b ∈ STATESB}:
Proof. (⇒) We proceed by induction on height(p). Base case: Let height(p)=0.
Then p∈0. As  1(p)=L(A; a1), by the de nition of  1, p =∈0. Hence p∈2. Then
p=L(A; a1); L(A; a2); L(B; b) for some a1; a2∈A and b∈B. Hence by Condition (1)
in the de nition of C, the rule
L(A; a1); L(A; a2); L(B; b) → ‖a1; a2; b‖
is in C.
Induction step: Let n¿1. Assume that the statement is shown for all trees p of
height less than n. Let height(p)=n. Then p=f(p1; : : : ; pm) for some f∈m, m¿1,
and p1; : : : ; pm∈T. Furthermore,  1(pi)=L(A; a1i) for some a1i∈A for 16i6m and
 2(pi)=L(A; a2i) for some a2i∈A for 16i6m. Hence
L(A; a1) = fTA=↔
∗
R (L(A; a11); : : : ; L(A; a1m))
and
L(A; a2) = fTA=↔
∗
R (L(A; a21); : : : ; L(A; a2m)):
By the de nition of A, the rules
f(a11; : : : ; a1m)→ a1
and
f(a21; : : : ; a2m)→ a2
are in A.
Since  3(p) is irreducible for B, for each 16i6m,  3(pi) is irreducible for B.
Hence by the induction hypothesis for each 16i6m, pi→∗C ci, where ci∈{‖a1i ; a2i ; b‖;
〈a1i ; a2i ; ∗〉; 〈a1i ; a2i ; $〉|b∈STATESB}. If ci∈{〈a1i ; a2i ; ∗〉; 〈a1i ; a2i ; $〉|a1i ; a2i ∈STA-
TESA} for some 16i6m, then Condition 2(e) in the de nition of C holds. Assume
that for each 16i6m, ci=‖a1i ; a2i ; bi‖ for some bi∈B. Then by the de nition of C,
pi=L(A; a1); L(A; a2); L(B; b)∈2 for 16i6m, and hence
p = f(L(A; a11); L(A; a21); L(B; b1); : : : ; L(A; a1m); L(A; a2m); L(B; bm)):
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Hence  3(p)=f(b1; : : : ; bm). As  3(p) is irreducible, there is no rule in B with left-
hand side f(b1; : : : ; bm). Thus Condition 2(e) in the de nition of C holds. Let c=〈a1;
a2; ∗〉 if a1i=a2i for 16i6m, and c=〈a1; a2; $〉 if a1i =a2i for some 16i6m. By
Condition (2) in the de nition of C, rule f(c1; : : : ; cm)→c is in C. Thus
f(p1; : : : ; pm)
∗→
C
f(c1; : : : ; cm)→ c:
(⇐) We proceed by induction on height(p). Base case: Let height(p)=0. Then
p∈0. By the de nition of C, p=L(A; a1); L(A; a2); L(B; b)∈2 for some a1; a2∈A
and b∈B, and the rule
L(A; a1); L(A; a2); L(B; b) → ‖a1; a2; b‖
is in C. Hence  1(p)=L(A; a1),  2(p)=L(A; a2), and  3(p)=b is irreducible for B.
Induction step: Let n¿1. Assume that the statement is shown for all trees p of
height less than n. Let height(p)=n. Then p=f(p1; : : : ; pm) for some f∈m, m¿1,
and p1; : : : ; pm∈T. Thus
f(p1; : : : ; pm)
∗→
C
f(c1; : : : ; cm)→ c:
For each 16i6m, pi→∗C ci, where ci∈{‖a1i ; a2i ; b‖; 〈a1i ; a2i ; ∗〉; 〈a1i ; a2i ; $〉|b∈STA-
TESB} for some a1i ; a2i∈A. The rule f(c1; : : : ; cm)→c is in C. By Condition (2)
in the de nition of C the rules
f(a11; : : : ; a1m)→ a1;
f(a21; : : : ; a2m)→ a2
are in A. Furthermore, if for each 16i6m, ci=‖a1i ; a2i ; bi‖ for some bi∈B, then there
is no rule in B with left-hand side f(b1; : : : ; bm). Hence
L(A; a1) = fTA=↔
∗
R (L(A; a11); : : : ; L(A; a1m))
and
L(A; a2) = fTA=↔
∗
R (L(A; a21); : : : ; L(A; a2m)):
By the induction hypothesis,  1(p1i)=L(A; a1i),  2(p2i)=L(A; a2i) for 16i6m, and
 3(pi) is irreducible for B for 16i6m. Hence  1(p)=L(A; a1),  2(p)=L(A; a2), and
 3(p) is irreducible for B.
Lemma 3.3. Let t∈L(C;STATESC) be arbitrary. Let  4 :T→T be a 2-evaluation
of type 4. Then  4(t)’s →B-normal form is  3(t).
Proof. We proceed by induction on height(t). Base case: Let height(t)=0. Then t∈0.
By the de nition of C, t=L(A; a1); L(A; a2); L(B; b)∈2 for some a1; a2∈A and b∈B,
and the rule
L(A; a1); L(A; a2); L(B; b) → ‖a1; a2; b‖
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is in C. By the de nition of a 2-evaluation of type 4,
 4(L(A; a1); L(A; a2); L(B; b)) ∈ L(A; a1) ∩ L(B; b):
Hence  4(t)’s →B-normal form is b= 3(t).
Induction step: Let n¿1. Assume that the statement is shown for all trees t of
height less than n. Let height(t)=n. Then t=f(t1; : : : ; tm) for some f∈m, m¿1, and
t1; : : : ; tm∈T. Thus
f(t1; : : : ; tm)
∗→
C
f(c1; : : : ; cm)→ c:
For each 16i6m, ti→∗C ci, where ci∈L(C;STATESC). By Lemma 3.2,  3(t) is irre-
ducible for B. By the de nition of the 2-evaluation of type 3,
 3(f(t1; : : : ; tm)) = f( 3(t1); : : : ;  3(tm)):
By the de nition of a 2-evaluation of type 4,
 4(f(t1; : : : ; tm)) = f( 4(t1); : : : ;  4(tm)):
By the induction hypothesis,  4(ti)’s →B-normal form is  3(ti) for 16i6m. Hence
 4(t)’s →B-normal form is  3(t).
Lemma 3.4. Let t∈↔∗R↔∗S . Let  4 :T→T be a 2-evaluation of type 4. Then
[ 4(t)]↔∗R ∩↔∗S is a compound ↔∗R∩↔∗S -class.
Proof. Since t∈↔∗R↔∗S , t=f(t1; : : : ; tm) for some f∈m, m¿1, and t1; : : : ; tm∈T.
Moreover, Conditions (a) and (b) in Section 2.2 hold for relations =↔∗R and =↔∗S .
By the de nition of a 2-evaluation of type 4,  4(t)=f( 4(t1); : : : ;  4(tm)). Let  5 :T
→T be a 2-evaluation of type 5. Then by the de nition of a 2-evaluation of type 5,
 5(t)=f( 5(t1); : : : ;  5(tm)). Since t∈↔∗R↔∗S ,  4(t)↔∗R  5(t). By the de nitions of
mappings  4 and  5,  4(t)↔∗S  5(t). Hence [ 4(t)]↔∗R ∩↔∗S =[ 5(t)]↔∗R ∩↔∗S .
Thus
f↔
∗
R∩↔∗S ([ 4(t1)]↔∗R∩↔∗S ; : : : ; [ 4(tm)]↔∗R∩↔∗S )
= [ 4(t)]↔∗R∩↔∗S = [ 5(t)]↔∗R∩↔∗S
= f↔
∗
R∩↔∗S ([ 5(t1)]↔∗R∩↔∗S ; : : : ; [ 5(tm)]↔∗R∩↔∗S ):
We obtain by direct inspection that for each 16i6m, [ 4(ti)]↔∗R =Z1i and [ 5(ti)]↔∗R
=Z2i. By Condition (a) in Section 2.2 there is an integer j, 16j6m, such that
Z1j =Z2j. Hence [ 4(tj)]↔∗R =[ 5(tj)]↔∗R . Thus [ 4(tj)]↔∗R ∩↔∗S =[ 5(tj)]↔∗R ∩↔∗S . Hence
[ 4(t)]↔∗R ∩↔∗S is a compound ↔∗R∩↔∗S -class.
Lemma 3.5. L(C; TEST )⊆↔∗R↔∗S .
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Proof. Let p∈L(C; TEST ) be arbitrary. Then p→∗C c for some c∈TEST . Hence c=
〈a; a; $〉. We obtain by direct inspection of the de nition of C that p=f(p1; : : : ; pm)
for some f∈m, m¿1, and p1; : : : ; pm∈T. Hence p=f(p1; : : : ; pm)→∗C f(c1; : : : ; cm)
→Cc, where the rule f(c1; : : : ; cm)→c is in C. Hence Conditions (b), (d), and (e) in
(2) hold and there is an integer i, 16i6m, such that
a1i = a2i : (5)
By Lemma 3.2
•  1(pi)=L(A; a1i) for 16i6m,
•  2(pi)=L(A; a2i) for 16i6m,
•  1(p)=L(A; a)=fTA=↔∗R (L(A; a11); : : : ; L(A; a1m)),
•  2(p)=L(A; a)=fTA=↔∗R (L(A; a21); : : : ; L(A; a2m)), and
•  3(p) is irreducible for B.
Hence
 1(p)=fTA=↔
∗
R (L(A; a11); : : : ; L(A; a1m)) and
 2(p)=fTA=↔
∗
R (L(A; a21); : : : ; L(A; a2m)).
As A is deterministic by (5)
L(A; a1i) = L(A; a2i):
This implies that p∈↔∗R↔∗S .
Lemma 3.6. ↔∗R↔∗S⊆L(C; TEST ).
Proof. Let p∈↔∗R↔∗S be arbitrary. Then
• p=f(p1; : : : ; pm), for some f∈m, m¿1, and p1; : : : ; pm∈T.
•  1(pi)=L(A; a1i) for some a1i∈STATESA for 16i6m,
•  2(pi)=L(A; a2i) for some a2i∈STATESA for 16i6m,
•  1(p)=fTA=↔∗R (L(A; a11); : : : ; L(A; a1m))=L(A; a) for some a∈STATESA,
•  2(p)=fTA=↔∗R (L(A; a21); : : : ; L(A; a2m))=L(A; a),
• rules f(a11; : : : ; a1m)→a and f(a21; : : : ; a2m)→a are in A,
• there is an integer i, 16i6m, such that a1i =a2i,
•  3(p) is irreducible for B.
By Lemma 3.2 p=f(p1; : : : ; pm)→∗C f(c1; : : : ; cm)→C c, where
• for each 16i6m, ci∈{‖a1i ; a2i ; bi‖; 〈a1i ; a2i ; ∗〉; 〈a1i ; a2i ; $〉|bi∈STATESB},
• c∈{‖a; a; b‖; 〈a; a; ∗〉; 〈a; a; $〉|b∈STATESB}, and
• the rule f(c1; : : : ; cm)→c is in C.
Since f∈m with m¿1, c∈{〈a; a; ∗〉; 〈a; a; $〉}. Since there is an integer i, 16i6m,
such that a1i =a2i, we have c=〈a; a; $〉. Thus p∈L(C).
Lemmas 3.5 and 3.6 imply the following result.
Theorem 3.7. L(C; TEST )=↔∗R↔∗S .
The following result is a consequence of Proposition 2.6 and Theorem 3.7.
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Theorem 3.8. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . Then it is decidable if ↔∗R↔∗S is ;nite.
4. Case that tree language ↔∗R↔∗S is in'nite
In this section we study the case when ↔∗R↔∗S is in nite. From now on throughout
this section, we write 2 for 2↔
∗
R ;↔∗S and  for ↔
∗
R ;↔∗S .
Theorem 4.1. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . If ↔∗R↔∗S is in;nite, then there is no gtrs U such that ↔∗R∩↔∗S =↔∗U .
Proof. By contradiction. Assume that ↔∗R↔∗S is in nite, and that there is a gtrs U
such that ↔∗R∩↔∗S =↔∗U . By Theorem 2.16, there is a deterministic tree automaton D
over  such that
• ↔∗U =↔∗D∩T×T, and
• stub(↔∗U )={L(D; d) |d∈STATESD}.
Hence
∗↔
R
∩ ∗↔
S
= ∗↔
D
∩T × T: (6)
Let k be the cardinality of STATESD.
We constructed the deterministic tree automaton C over  in Section 3. By Theorem
3.7, L(C; TEST )=↔∗R↔∗S . Let p∈L(C; TEST ) such that height(p)¿k. Then there is
a state c∈TEST such that p→∗C c. By the de nition of TEST ,
c = 〈a; a; $〉 (7)
for some a∈STATESA.
Let  4 :T→T be a 2-evaluation of type 4. By Lemma 3.4,  4(p)∈trunk(↔∗U ).
Hence  4(p)→∗Dd1 for some state d1∈STATESD. Since height(p)¿k and k is the
cardinality of STATESD, there are words #; $∈N ∗ and state d2∈STATESD such that
#; #$∈O(p), $ =", and that
 4(p)=#
∗→
D
d2 and  4(p)=#$
∗→
D
d2:
Hence
 4(p)[#← 4(p)=#$] ∗→
D
d1
as well. Thus
 4(p)
∗↔
D
 4(p)[# ←  4(p)=#$]:
We obtain by direct inspection that
 4(p)[# ←  4(p)=#$] =  4(p[# ← p=#$]):
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Thus
 4(p)
∗↔
D
 4(p[# ← p=#$]): (8)
As $ =", size(p) =size(p[#←p=#$]). Note that for any t∈T, size( 3(t))=size(t).
Hence  3(p) = 3(p[#←p=#$]). By Lemma 3.3,  4(p[#←p=#$])’s →B-normal form
is  3(p[#←p=#$]), and  4(p)’s →B-normal form is  3(p). Hence
( 4(p);  4(p[# ← p=#$])) =∈ ∗↔
B
∩T × T:
Thus
( 4(p);  4(p[# ← p=#$])) =∈ ∗↔
S
implying that
( 4(p);  4(p[# ←  4(p)=#$])) =∈↔∗R ∩ ↔∗S ;
which is a contradiction by (6) and (8).
The following is a simple consequence of Theorem 4.1.
Theorem 4.2. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . If ↔∗R↔∗S is in;nite or ↔∗S ↔∗R is in;nite, then there is no gtrs U such
that ↔∗R∩↔∗S =↔∗U .
5. Case that both tree languages ↔∗R↔∗S and ↔∗S ↔∗R are 'nite
In this section we study the case that both ↔∗R↔∗S and ↔∗S ↔∗R are  nite.
Theorem 5.1. Let R and S be arbitrary ground term rewrite systems over a ranked
alphabet . If both ↔∗R↔∗S and ↔∗S ↔∗R are ;nite, then we can e/ectively construct
a gtrs U such that ↔∗R∩↔∗S =↔∗U .
Proof. We now de ne tree automaton D over . Let STATESD=STATESA×
STATESB. The elements of STATESD are denoted as a; b. For any f∈m, m¿0,
a1; : : : ; am∈STATESA, and b1; : : : ; bm∈STATESB, we put the rule
f(a1; b1; : : : ; am; bm)→ a; b
in D if and only if the rule f(a1; : : : ; am)→a is in A and the rule f(b1 : : : ; bm)→b is
in B.
As A and B are deterministic tree automata over , D is deterministic as well.
Lemma 5.2. For each p∈T, a∈STATESA, and b∈STATESB, p→∗D a; b if and
only if p→∗A a and p→∗B b.
Proof. By induction on the height of p.
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Lemma 5.3. (i) Let L(A; a1); L(A; a2); L(B; b)∈2↔∗R ;↔∗S be arbitrary. Then we can
e/ectively construct trees tree(a1; b); tree(a2; b)∈T such that tree(a1; b)→∗D a1; b1
and tree(a2; b)→∗D a2; b2.
(ii) Let L(B; b1); L(B; b2); L(A; a)∈2↔∗S ;↔∗R be arbitrary. Then we can e/ectively
construct trees tree(a; b1); tree(a; b2)∈T such that tree(a; b1)→∗D a; b1 and
tree(a; b2)→∗D a; b2.
Proof. Let L(A; a1); L(A; a2); L(B; b)∈↔∗R↔∗S be arbitrary. Then L(A; a1)∩L(B; b)
=∅ and L(A; a2)∩L(B; b) =∅. Let t1∈L(A; a1)∩L(B; b) and t2∈L(A; a2)∩L(B; b). By
Lemma 5.2, t1→∗D a1; b and t2→∗D a2; b. Hence states a1; b and a2; b are reach-
able states of D. By Proposition 2.4, we can e0ectively construct trees
tree(a1; b); tree(a2; b)∈T such that tree(a1; b)→∗D a1; b and tree(a2; b)→∗D a2; b.
The proof of (ii) is similar to that of (i).
We now construct gtrs U over  in six steps.
Step 1. By Lemma 5.3, for each L(A; a1); L(A; a2); L(B; b)∈2↔∗R ;↔∗S , we construct
trees tree(a1; b); tree(a2; b)∈T such that tree(a1; b)→∗D a1; b1 and tree(a2; b)→∗D
a2; b2. By Lemma 5.2, tree(a1; b)∈L(A; a1)∩L(B; b) and tree(a2; b)∈L(A; a2)∩
L(B; b).
Step 2. Similarly, for each L(B; b1); L(B; b2); L(A; a)∈2↔∗S ;↔∗R , construct trees
tree(a; b1); tree(a; b2)∈T such that tree(a; b1)→∗D a; b1 and tree(a; b2)→∗D a; b2. By
Lemma 5.2, tree(a; b1)∈L(A; a)∩L(B; b1) and tree(a; b2)∈L(A; a)∩L(B; b2).
Step 3. For each tree t∈↔∗R↔∗S , we de ne lt from t by replacing each leaf
L(A; a1); L(A; a2); L(B; b) by tree(a1; b). Similarly, for each tree t∈↔∗R↔∗S , we de ne
rt from t by replacing each leaf L(A; a1); L(A; a2); L(B; b) by tree(a2; b).
Step 4. For each tree t∈↔∗S ↔∗R, we de ne lt from t by replacing each leaf
L(B; b1); L(B; b2); L(A; a) by tree(a; b1). Similarly, for each tree t∈↔∗S ↔∗R, we de-
 ne rt from t by replacing each leaf L(B; b1); L(B; b2); L(A; a) by tree(a; b2).
Step 5. By Proposition 2.17 we e0ectively construct a reduced gtrs Q over  such
that ↔∗Q=↔∗D∩T×T.
Step 6. Let
U = Q ∪
{
lt → rt | t ∈ ∗↔
R
 ∗↔
S
∪ ∗↔
S
 ∗↔
R
}
:
We show that
∗↔
U
= ∗↔
R
∩ ∗↔
S
: (9)
By the de nition of ↔∗R↔∗S and ↔∗S ↔∗R in Section 2.2 and Conditions (I)–(IV) in
Section 2.4, for each tree t∈↔∗R↔∗S ∪↔∗S ↔∗R, (lt ; rt)∈↔∗A∩↔∗B∩T×T. Hence by
Conditions (I) and (III) in Section 2.4, (lt ; rt)∈↔∗R∩↔∗S .
Recall that D is a deterministic tree automaton over . By Propositions 2.1 and 2.5, D
is a convergent gtrs over the ranked alphabet ∪STATESD. Let (p; q)∈↔∗D∩T×T.
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Then we have p→∗D u and q→∗D u for some u∈T∪STATESD . By Lemma 5.2, p→∗A u1
and q→∗A u1 forsome u1∈T∪STATESA , and p→∗B u2 and q→∗B u2 for some u2 ∈T∪STATESB .
Hence ↔∗D∩T×T⊆↔∗A∩↔∗B∩T×T. Hence Q⊆↔∗R∩↔∗S . Hence by the de nition
of U , U⊆↔∗R∩↔∗S . Thus
∗↔
U
⊆ ∗↔
R
∩ ∗↔
S
: (10)
We show that
∗↔
R
∩ ∗↔
S
⊆ ∗↔
U
: (11)
To this end, we show that
∗↔
A
∩ ∗↔
B
∩T × T ⊆ ∗↔
U
: (12)
Let (p; q)∈↔∗A∩↔∗B∩T×T. By Propositions 2.1 and 2.5, A is a convergent gtrs
over the ranked alphabet ∪STATESA, and B is a convergent gtrs over the ranked
alphabet ∪STATESB. Hence
p = uA[p1; : : : ; p<]
∗→
A
uA[a(1); : : : ; a(<)] (13)
and
q = uA[q1; : : : ; q<]
∗→
A
uA[a(1); : : : ; a(<)]; (14)
where uA∈ LT(X<), <¿0, p1; : : : ; p<; q1; : : : ; q<∈T, a(1); : : : ; a(<)∈A, and uA[a(1); : : : ;
a(<)] is the →A-normal form of both p and q. Furthermore,
p = uB[r1; : : : ; r!]
∗→
B
uB[b(1); : : : ; b(!)] (15)
and
q = uB[s1; : : : ; s!]
∗→
B
uB[b(1); : : : ; b(!)]; (16)
where uB∈ LT(X!), !¿0, r1; : : : ; r !; s1; : : : ; s!∈T, b(1); : : : ; b(!)∈B, and uB[b(1); : : : ;
b(!)] is the →B-normal form of both p and q. Let u∈ LT(X>), >¿0, be such that
• O(u)=O(uA)∩O(uB),
• for each #∈O(u), lab(u; #)=lab(p; #),
• p=u[p1; : : : ; pn; v1[p11; : : : ; p1m1 ]; : : : ; vk [pk1; : : : ; pkmk ],
vk+1[pk+1;1; : : : ; pk+1; mk+1 ]; : : : ; vk+l[pk+l;1; : : : ; pk+l;mk+l ]],
• q=u[q1; : : : ; qn; v1[q11; : : : ; q1m1 ]; : : : ; vk [qk1; : : : ; qkmk ],
vk+1[qk+1;1; : : : ; qk+1; mk+1 ]; : : : ; vk+l[qk+l;1; : : : ; qk+l;mk+l ]],
• >=n+ m1 + m2 + · · ·+ mk + mk+1 + mk+2 + · · ·+ mk+l,
n; m1; m2; : : : ; mk ; mk+1; mk+2; : : : ; mk+l; k; l¿0,
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• vi∈ LT(Xmi) for 16i6k + l,
• pi∈T for 16i6n and pij∈T for 16i6k + l, 16j6mi,
• qi∈T for 16i6n and qij∈T for 16i6k + l, 16j6mi,
• uA=%A(u[xn+k+1←vk+1; : : : ; xn+k+l←vk+l]) for some variable renaming substitution
%A :X→X , and
• uB=%B(u[xn+1←v1; : : : ; xn+k←vk ]) for some variable renaming substitution %B :
X→X .
Then Conditions (B1)–(B9) hold,
(B1) pi→∗A ai and pi→∗B bi for some ai∈STATESA and bi∈STATESB for 16i6n,
(B2) qi→∗A ai and qi→∗B bi for 16i6n,
(B3) pij→∗A aij and pij→∗B bij for some aij∈STATESA and bij∈STATESB for 16i6
k + l, 16j6mi,
(B4) qij→∗A a′ij and qij→∗B bij for some a′ij∈STATESA for 16i6k, 16j6mi,
(B5) qij→∗A aij and qij→∗B b′ij for some b′ij∈STATESB for k +16i6k + l, 16j6mi.
(B6) vi[ai1; : : : ; aimi ]→∗A ai for some ai∈STATESA for 16i6k,
(B7) vi[a′i1; : : : ; a
′
imi ]→∗A ai for some ai∈STATESA for 16i6k,
(B8) vi[bi1; : : : ; bimi ]→∗B bi for some bi∈STATESB for k + 16i6k + l, and
(B9) vi[b′i1; : : : ; b
′
imi ]→∗B bi for some bi∈STATESB for k + 16i6k + l.
Conditions (B1)–(B9) imply (C1) and (C2).
(C1) p=u[p1; : : : ; pn; v1[p11; : : : ; p1m1 ]; : : : ; vk [pk1; : : : ; pkmk ];
vk+1[pk+1;1; : : : ; pk+1; mk+1 ]; : : : ; vk+l[pk+l;1; : : : ; pk+l;mk+l ]]→∗A
u[a1; : : : ; an; v1[a11; : : : ; a1m1 ]; : : : ; vk [ak1; : : : ; akmk ];
vk+1[ak+1;1; : : : ; ak+1; mk+1 ]; : : : ; vk+l[ak+l;1; : : : ; ak+l;mk+l ]]→∗A
u[a1; : : : ; an; a1; : : : ; ak ; : : : ; vk+1[ak+1;1; : : : ; ak+1; mk+1 ]; : : : ;
vk+l[ak+l;1; : : : ; ak+l;mk+l ]]
and
(C2) q=u[q1; : : : ; qn; v1[q11; : : : ; q1m1 ]; : : : ; vk [qk1; : : : ; qkmk ];
vk+1[qk+1;1; : : : ; qk+1; mk+1 ]; : : : ; vk+l[qk+l;1; : : : ; qk+l;mk+l ]]→∗A ,
u[a1; : : : ; an; v1[a′11; : : : ; a
′
1m1 ]; : : : ; vk [a
′
k1; : : : ; a
′
kmk ]; : : : ;
vk+1[ak+1;1; : : : ; ak+1; mk+1 ]; : : : ; vk+l[ak+l;1; : : : ; ak+l;mk+l ]→∗A
u[a1; : : : ; an; a1; : : : ; ak ; vk+1[ak+1;1; : : : ; ak+1; mk+1 ]; : : : ;
vk+l[ak+l;1; : : : ; ak+l;mk+l ]].
Furthermore, (B1)–(B9) imply (C3) and (C4).
(C3) p=u[p1; : : : ; pn; v1[p11; : : : ; p1m1 ]; : : : ; vk [pk1; : : : ; pkmk ];
vk+1[pk+1;1; : : : ; pk+1; mk+1 ]; : : : ; vk+l[pk+l;1; : : : ; pk+l;mk+l ]]→∗B
u[b1; : : : ; bn; v1[b11; : : : ; b1m1 ]; : : : ; vk [bk1; : : : ; bkmk ];
vk+1[bk+1;1; : : : ; bk+1; mk+1 ]; : : : ; vk+l[bk+l;1; : : : ; bk+l;mk+l ]]→∗B
u[b1; : : : ; bn; v1[b11; : : : ; b1m1 ]; : : : ; vk [bk1; : : : ; bkmk ]; b
k+1; : : : ; bk+l]
and
(C4) q=u[q1; : : : ; qn; v1[q11; : : : ; q1m1 ]; : : : ; vk [qk1; : : : ; qkmk ];
vk+1[qk+1;1; : : : ; qk+1; mk+1 ]; : : : ; vk+l[qk+l;1; : : : ; qk+l;mk+l ]]→∗B,
u[b1; : : : ; bn; v1[b11; : : : ; b1m1 ]; : : : ; vk [bk1; : : : ; bkmk ];
vk+1[b′k+1;1; : : : ; b
′
k+1; mk+1 ]; : : : ; vk+l[b
′
k+l;1; : : : ; b
′
k+l;mk+l ]]→∗B
u[b1; : : : ; bn; v1[b11; : : : ; b1m1 ]; : : : ; vk [bk1; : : : ; bkmk ]; b
k+1; : : : ; bk+l].
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Hence Conditions (D1)–(D11) hold as well.
(D1) pi→∗D ai; bi for some ai∈STATESA and bi∈STATESB for 16i6n.
(D2) qi→∗D ai; bi for 16i6n.
(D3) pij→∗D aij; bij for some aij∈STATESA and bij∈STATESB for 16i6k + l,
16j6mi.
(D4) qij→∗D a′ij ; bij for some a′ij∈STATESA for 16i6k, 16j6mi.
(D5) qij→∗D aij; b′ij for some b′ij∈STATESB for k + 16i6k + l, 16j6mi.
(D6) vi[L(A; ai1); L(A; a′i1); L(B; bi1); : : : ; L(A; aimi); L(A; a′imi); L(B; bimi)]∈↔∗R↔∗S
for 16i6k.
(D7) vi[L(B; bi1); L(B; b′i1); L(A; ai1); : : : ; L(B; bimi); L(B; b′imi); L(A; aimi)]∈↔∗S ↔∗R
for k + 16i6k + l.
Hence Conditions (E1)–(E6) hold as well.
(E1) pi→∗U tree(ai; bi) for 16i6n.
(E2) qi→∗U tree(ai; bi) for 16i6n.
(E3) pij→∗U tree(aij; bij) for 16i6k + l, 16j6mi.
(E4) qij→∗U tree(a′ij ; bij) for 16i6k, 16j6mi.
(E5) qij→∗U tree(aij; b′ij) for k + 16i6k + l, 16j6mi.
(E6) vi[L(A; ai1); L(A; a′i1); L(B; bi1); : : : ; L(A; aimi); L(A; a′imi); L(B; bimi)]∈↔∗R ↔∗S
for 16i6k.
(E7) vi[L(B; bi1); L(B; b′i1); L(A; ai1); : : : ; L(B; bimi); L(B; b′imi); L(A; aimi)]∈↔∗S ↔∗R
for k + 16i6k + l.
Note that (E6), (E7) are symmetrical. By (E6) we have (E8).
(E8) the rule vi[tree(ai1; bi1); : : : ; tree(aimi ; bimi)]→
vi[tree(a′i1; bi1); : : : ; tree(a
′
imi ; bimi)] is in U for 16i6k.
By (E7) we have (E9).
(E9) the rule vi[tree(ai1; bi1); : : : ; tree(aimi ; bimi)]→
vi[tree(ai1; b′i1); : : : ; tree(aimi ; b
′
imi)] is in U for k + 16i6k + l.
Conditions (E8) and (E9) are symmetrical as well. Conditions (E10) and (E11) are
the summary of (E1)–(E9).
(E10) p→∗U u[tree(a1; b1); : : : ; tree(an; bn);
v1[tree(a11; b11); : : : ; tree(a1m1 ; b1m1 )]; : : : ;
vk [tree(ak1; bk1); : : : ; tree(akmk ; bkmk )];
vk+1[tree(ak+1;1; bk+1;1); : : : ; tree(ak+1mk+1 ; bk+1mk+1)]; : : : ;
vk+l[tree(ak+l;1; bk+l;1); : : : ; tree(ak+lmk+l ; bk+lmk+l)]]→∗U
u[tree(a1; b1); : : : ; tree(an; bn);
v1[tree(a′11; b11); : : : ; tree(a
′
1m1 ; b1m1 )]; : : : ;
vk [tree(a′k1; bk1); : : : ; tree(a
′
kmk ; bkmk )];
vk+1[tree(ak+1;1; b′k+1;1); : : : ; tree(ak+1mk+1 ; b
′
k+1mk+1)]; : : : ;
vk+l[tree(ak+l;1; b′k+l;1); : : : ; tree(ak+lmk+l ; b
′
k+lmk+l)]]
(E11) q→∗U u[tree(a1; b1); : : : ; tree(an; bn);
v1[tree(a′11; b11); : : : ; tree(a
′
1m1 ; b1m1 )]; : : : ;
vk [tree(a′k1; bk1); : : : ; tree(a
′
kmk ; bkmk )];
vk+1[tree(ak+1;1; b′k+1;1); : : : ; tree(ak+1mk+1 ; b
′
k+1mk+1)]; : : : ;
vk+l[tree(ak+l;1; b′k+l;1) tree(ak+lmk+l ; b
′
k+lmk+l)]]:
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Conditions (E10) and (E11) imply that p↔∗U q. Thus Condition (12) holds. Hence
by Conditions (I) and (III) in Section 2.4, Condition (11) holds. By Condition (10),
Condition (9) holds as well.
6. Decidability result
Let R and S be arbitrary ground term rewrite systems over a ranked alphabet .
By Theorem 3.8, it is decidable if both ↔∗R↔∗S and ↔∗S ↔∗R are  nite. If ↔∗R↔∗S
is in nite or ↔∗S ↔∗R is in nite, then by Theorem 4.1 there is no gtrs U such that
↔∗R∩↔∗S =↔∗U . If both ↔∗R↔∗S and ↔∗S ↔∗R are  nite, then by Theorem 5.1 we can
e0ectively construct a gtrs U such that ↔∗R∩↔∗S =↔∗U . Hence we have shown our
main decidability result.
Theorem 6.1. It is decidable for any given ground term rewrite systems R and S if
there is a ground term rewrite system U such that ↔∗U =↔∗R∩↔∗S . If the answer is
yes, then we can e/ectively construct such a ground term rewrite system U .
It is still open how we can generalize our results for three ground term rewrite
systems. Let R, S, and Q be arbitrary ground term rewrite systems over . When
constructing the generalization 2↔
∗
R ;↔∗S ;↔∗Q of the alphabet 2↔
∗
R ;↔∗S , we face the prob-
lem that trunk(↔∗R), trunk(↔∗S), and trunk(↔∗Q) are pairwise di0erent. Hence it is
open how we can introduce tree language ↔∗R↔∗S ↔∗Q. We state this question as a
conjecture.
Conjecture 6.2. It is decidable for any given ground term rewrite systems R, S, and
Q if there is a ground term rewrite system U such that ↔∗U =↔∗R∩↔∗S ∩↔∗Q. If the
answer is yes, then we can e/ectively construct such a ground term rewrite system U .
References
[1] W.S. Brainerd, Tree generating regular systems, Inform. and Control 14 (1969) 217–231.
[2] M. Dauchet, P. Heuillard, P. Lescanne, S. Tison, Decidability of the conIuence of  nite ground term
rewrite systems and of other related term rewrite systems, Inform. and Control 88 (1990) 187–201.
[3] J. Engelfriet, Derivation trees of ground term rewriting systems, Department of Computer Science,
Technical Report 96-25, Leiden University, The Netherlands, 1996.
[4] Z. F'ul'op, S. V%agv'olgyi, Congruential tree languages are the same as recognizable tree languages—a
proof for a theorem of D. Kozen, Bull. European Assoc. Theoret. Comput. Sci. 39 (1989) 175–185.
[5] Z. F'ul'op, S. V%agv'olgyi, Ground term rewriting rules for the word problem of ground term equations,
Bull. EATCS 45 (1991) 186–201.
[6] Z. F'ul'op, S. V%agv'olgyi, Minimal equational representations of recognizable tree languages, Acta Inform.
34 (1997) 59–84.
[7] Z. F'ul'op, S. V%agv'olgyi, Restricted ground tree transducers, Theoret. Comput. Sci. 250 (2001) 219–233.
[8] J. Gallier, P. Narendran, D. Plaisted, S. Raatz, W. Snyder, An algorithm for  nding canonical sets of
ground rewrite rules in polynomial time, J. Assoc. Comput. Mach. 40 (1993) 1–16.
[9] F. G%ecseg, M. Steinby, Tree Automata, Akad%emiai Kiad%o, Budapest, 1984.
234 S. V!agv2olgyi / Theoretical Computer Science 300 (2003) 209–234
[10] D. Kapur, Shostak’s congruence closure as completion, in: Rewriting Techniques and Applications,
Proc. 8th Internat. Conf., Sitges, Spain, 1997, Lecture Notes in Computer Science, Vol. 1232, Springer,
New York, 1997, pp. 23–37.
[11] D. Kozen, Complexity of  nitely presented algebras, in: Proc. 9th Annu. ACM Symposium on Theory
of Computing, Boulder, CO, 1977, pp. 164–177.
[12] D. Kozen, Partial automata and  nitely generated congruences: an extension of Nerode’s theorem,
Technical Report PB-400, Computer Science Department, Aarhus University, June 1992, also in:
R. Shore (Ed.), Proc. Conf. Logical Methods in Mathematics and Computer Science, Ithaca, New
York, June 1–3, 1992.
[13] R. K'usters, A. Borgida, What’s in an attribute? Consequences for the least common subsumer, J. Artif.
Intell. Res. 14 (2001) 167–203.
[14] M. Oyamaguchi, The Church–Rosser property for ground term rewriting systems is decidable, Theoret.
Comput. Sci. 49 (1987) 43–79.
[15] D. Plaisted, A. Sattler-Klein, Proof lengths for equational completion, Inform. and Comput. 125 (1996)
154–170.
[16] W. Snyder, A fast algorithm for generating reduced ground rewriting systems from a set of ground
equations, J. Symbolic Comput. 15 (1993) 415–450.
[17] S. V%agv'olgyi, A fast algorithm for constructing a tree automaton recognizing a congruential tree
language, Theoret. Comput. Sci. 115 (1993) 391–399.
[18] S. V%agv'olgyi, Congruential complements of ground term rewrite systems, Theoret. Comput. Sci. 238
(2000) 247–274.
[19] S. V%agv'olgyi, Intersection of  nitely generated congruences over the term algebra with equal trunks,
Bull. European Assoc. Theoret. Comput. Sci. 71 (2000) 167–185.
