This paper investigates the causal link between foreign direct investment and tourism in India by employing the Granger causality test under a VAR framework. A one-way causality link is found from foreign direct investment to tourism in India. This evidence once again adds to the need for appropriate policies and plans to further expand and develop tourism given that FDI flow into India is expected to be strong in the coming years, bringing along a demand for tourism as well.
INTRODUCTION
Many countries make changes to their economic policies in order to attract foreign investors and India is no exception. India"s liberalization and deregulation policies during the early 1990s have attracted a huge amount of foreign direct investment (FDI) into India in recent years. India has been ranked as the second most favoured FDI destination in the world, just behind China. Policy makers in many countries believe that FDI will lead their country"s overall development, including the tourism sector. For a developing nation like India, FDI could play a significant role in its economic development in general and to the tourism sector in particular by improving India"s infrastructure such as international airports, highways, hotels and modern technologies which are the keystones to tourism development.
The National Tourism Policy was introduced in the year 2002, with the specific aim of promoting the tourism industry as it was believed that increased tourism would lead to growth and overall development through employment generation and poverty reduction. New emerging areas like rural tourism, heritage tourism, eco-tourism, health tourism, adventure tourism and wildlife tourism have been given priority. Schemes and programmes were introduced during the X Five Year Plan (2002) (2003) (2004) (2005) (2006) (2007) to improve finances of the state governments through private partnerships and attracting more foreign direct investment. As mentioned in GOI (2005) the IX Plan expenditure was Rs.589 crore and with a 45 percent increase in the X Plan outlay the expenditure on tourism was about Rs.2635 crore (all estimates are in 2001-02 prices). The amount was spent largely on infrastructure development while development of specific locations and training of personnel in the hospitality sector were also given importance. The XI Plan further emphasizes the need for developing the industry through rationalization of taxes, reducing the cost of air travel and local transport, procuring land for building hotels, particularly budget hotels, and development of site specific tourism like cultural and heritage sites or eco-tourism.
1 Though these plans are drawn by the central government in New Delhi, the tourism sector is the prerogative of the states. Therefore, with the money allocated to the states, the local governments have to provide land and maintain the sites once they are developed. The bright prospect of this industry has led to the setting of a target to attract 10 million international tourists by 2011. The importance of the tourism sector in India can also be seen from its contribution (direct and indirect) to the economy, 6.2 percent to GDP and 8.8 percent to employment during 2007. India"s tourism earnings increased from US$2.2 billion in 2002 to US$6.6 billion in 2006. This has led to an increase in India"s share of total world receipts from 0.6 percent to 0.9 percent during this period. Though a large proportion of the tourists are domestic there has been an increase in foreign tourists as well. The development of the tourism sector needs investment in many forms and FDI is one such source. This introduces a causal link from FDI (to this sector and hence overall) to tourist arrivals as this attracts greater numbers of visitors due to better amenities. A further indirect link from FDI to tourism is through business tourists. These are entrepreneurs and managers from other countries who, while looking for opportunities to invest in India as well as to promote and sustain business in India visit several tourist destinations. This in turn is likely to boost FDI into this sector as well as other related sectors to improve the quantum and quality of service provided wherever lacking. Consequently there is a reverse causality that links tourism to FDI. Tourism is also one of the few sectors where 100 percent FDI has been permitted by the government of India recently.
A number of empirical studies at individual country level have been published in the last two decades which analyse the link between FDI and the tourism sector (for example, see, Sanford and Dong, 2000; Tisdell and Wen, 1991; Contractor and Kundo, 1995; and Kundo and Contractor, 1999) . However, these studies used only a basic regression framework. Our study differs from the existing studies on FDI and tourism in at least two ways:
(1) Uses more recent data on FDI and tourism for India; and (2) Applies more relevant methodologies in time series analysis to investigate the possibility of two-way causality between FDI and tourism in India.
The organisation of the paper is as follows. In Section 2 we present a preliminary time-series data analysis of FDI and tourism data in relation to India. In Section 3, we investigate the direction of causality under a VAR framework. In the last section, we present our conclusion.
A PRELIMINARY TIME SERIES DATA ANALYSIS OF TOURISM AND FDI
We use quarterly time series data for the period 1995(2) to 2007(2) for the two variables in natural log-form, namely the number of foreign tourist arrivals (TOUR) in India and the amount of foreign direct investment (FDI) into India (in rupees crore). These data are collected from various issues of the Reserve Bank of India Bulletin (published by the Reserve Bank of India) and the web portal, www.indiastats.com. Figures 1 and 2 plot the two original series in natural logarithms. As can be seen, both series were relatively stable until early 2003 and increase rapidly with a clear upward trend. Obviously, there is also a clear seasonal pattern in both the original series, especially easily visible in the number of foreign tourist arrivals (TOUR) series. There are several ways a time series can be deseasonalized. If we assume the seasonal pattern to be purely deterministic in a time series {y t }, then we could estimate the model (Enders, 1995, p.229) . We follow this approach to obtain the deseasonalized series {y t }. Another way of removing the seasonal components is by testing for seasonal unit roots and applying the relevant seasonal filters to the original series (see Engle , 1987) . Figures 3 and 4 present the plots for the deseasonalized TOUR and FDI series. As can be seen, there is an upward trend in both series. Therefore, the means of the time series are changing over time indicating that both series in their original form may not be stationary. 
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We plot the first-differenced series of the deseasonalized TOUR and FDI series in Figures 5 and 6 . These two plots suggest no evidence of changing means indicating that the TOUR and FDI series may be integrated of order one, that is, both time series are I(1). To statistically validate that the two series are I(1), we formally test the stationarity of these two series using the Augmented DickeyFuller (ADF) unit-root test in the absence of any structural breaks. We shall also address the issue of testing for unit roots in the presence of a structural break later, in this section.
To perform the ADF test on the deseasonalized series of TOUR and FDI, we estimate the following three regression models (1)- (3) where y t = y t -y t-1 is the first difference of the series y t, y t-1 = (y t-1 -y t-2 ) is the first difference of y t-1 etc., and  t is a stochastic disturbance term. We apply the ADF test to the TOUR and FDI series separately. The difference among the three regressions is the presence of the deterministic elements  0 and  2 t. Equation (2) adds a constant term or drift term  0 to equation (1) and equation (3) includes both a drift and a time trend  0 +  2 t. The number of lagged terms is chosen to ensure that the errors are uncorrelated. The sample size used in the estimation is 49. We carry out the estimation of the models using the econometric software SHAZAM and test the presence of unit roots using the systematic procedure described in Enders (1995) . The results of the Augmented Dickey-Fuller (ADF) test for stationarity of the deseasonalized series are presented in Table 1 . As can be seen, both series in level form are non-stationary. Now we extend the analysis to the situation of structural breaks. From Figures 3 and 4 it appears that some structural changes may have occurred to the two series around 2002 when the National Tourism Policy was introduced in India. When there are structural breaks, the DickeyFuller and Phillips-Perron test statistics are biased towards the non-rejection of a unit root (Enders, 1995) . Thus, it is necessary to use the procedure developed by Perron (1989) to test for a unit root in the presence of a structural change. To perform this Perron test we consider the following regression equation (4) for each time series {y t } and test the null hypothesis of a unit root by testing H o :  1 =1
The critical values for such hypothesis testing are available in Perron (1989) . The model to be estimated for this test is given by y t =  0 + μ 1 DU t + μ 2 DT t +  1 y t-1 +  2 t + 
where τ = 29 is the structural break which took place in 2003(1). DU t is a level dummy variable; DT t is a slope dummy variable;  0 of the intercept term; t is a deterministic trend; α i, μ i and β i are the parameters; k is the lag length; and ε t is the disturbance term. Notes: T = number of observations, λ= proportion of observations occurring before the structural change and K = lag length.
The value of the test statistics of the Perron (1989) test at various lag lengths of each time series are reported in Table 2 . The Perron test results presented in the table indicate that the null hypothesis of a unit root is not rejected by both the series in the presence of a structural break at all lag lengths. This confirms the previous ADF test results and observations made from Figures 3 and 4 that the series in level form may be non-stationary.
The results so far confirm that both time series have at least one unit root and hence are non-stationary in its original form. We now test the first difference of both series for stationarity by applying the ADF test on the first difference series. The results are reported in Table 3 . As can be seen, the results show that both series are stationary in their first difference form. This means both series are I(1). Even if the two variables TOUR and FDI individually are I(1), it may be possible that a linear combination of the two variables may be stationary. If we are modelling a linear relationship between TOUR and FDI, even if each of them are individually non-stationary (i.e. I(1)); as long as they are cointegrated, the regression involving the two series may not be spurious. Thus, we now investigate whether the two series are cointegrated and having a long run equilibrium relationship. We employ the Engle and Granger (1987) procedure, which is based on testing for a unit root in the residual series of the estimated equilibrium relationship by employing the Dickey-Fuller test. Therefore, the null and alternative hypotheses are:
H 0 : The residual series has a unit root (or TOUR and FDI are not cointegrated)
H A : The residual series has no unit root (or TOUR and FDI are cointegrated) Rejection of the null hypothesis in both cases would mean that the two series TOUR and FDI are cointegrated. The critical values for the unit root test on the residuals of the cointegrating regression are not the same ones used in the ADF test as the test statistics are not invariant to the number of variables included in the regression. The appropriate critical values are given in Davidson and MacKinnon (1993) .
The residual unit root test results are presented in Table 4 . The results on the table clearly show that both the least squares residual series are non-stationary and hence the series TOUR and FDI are not cointegrated indicating that there is no long-run equilibrium relationship between FDI and the number of foreign tourist arrivals in India. 
TESTING GRANGER CAUSALITY
From the analysis so far, we found that both series TOUR and FDI are I(1) and are not cointegrated. Therefore they have no long term relationship. They may nevertheless be related in the short-run. Their short-run fluctuation can be described by their first-differences, which are stationary. The interactions in the short-run fluctuations may therefore be described by a VAR system in first differences.
We determine the optimal lag length for the VAR system by using the Schwarz (1978) Criterion (SC) and the Akaike (1974) Information Criterion (AIC). We use a VAR system of k lags and estimate it for various lag lengths. We found that the optimal lag lengths for both the FDI and TOUR series to be 3 lags. Therefore the final system to be used is a VAR(3). We estimate the VAR(3) system in the following form with all variables in first-difference form and test various hypotheses. ∆TOUR t =  01 +  11 ∆TOUR t-1 +  21 ∆TOUR t-2 +  31 ∆TOUR t-3 +  11 ∆FDI t-1 +  21 ∆FDI t-2 +  31 ∆FDI t-3 + u 1t (5a) ∆FDI t =  02 +  12 ∆TOUR t-1 +  22 ∆TOUR t-2 +  32 ∆TOUR t-3 +  12 ∆FDI t-1 +  22 ∆FDI t-2 +  32 ∆FDI t-3 + u 2t
(5b)
In equation (5a) the null hypothesis to test "non-causality" that "FDI does not cause TOUR" (FDITOUR) is that:
Rejection of the null hypothesis means that FDI causes TOUR in the Granger sense.
Similarly in equation (5b) the null hypothesis to test "noncausality" that "TOUR does not cause FDI" (H 0 : TOURFDI) is that H 0 :  12 =  22 =  32 = 0.
Once again, rejection of the null hypothesis means that TOUR causes FDI in the Granger sense. The rejection of null hypothesis in both the tests implies a bi-directional causality in the Granger sense while the acceptance or either one only indicates a uni-directional causality.
We perform the above estimation in SHAZAM and Table 5 presents the results. As can be seen from row 1 of Table 5 , for testing the null hypothesis, H 0 : FDITOUR, the p-value is 0.08, which is less than the level of significance, 0.10. Hence we reject the null hypothesis that "FDI does not cause TOUR" in favour of the alternative H A : "FDI causes TOUR" in the Granger sense at the 10 percent level of significance. Looking at row 2 of the table, for the testing of H 0 : TOURFDI, the p-value for this test is 0.24, which is larger than the level of significance 0.10. Therefore, we do not reject the null hypothesis H 0 : "TOUR does not cause FDI". 
CONCLUSION
In this paper we have investigated the causal relationship between foreign direct investment (FDI) and the number of foreign tourist arrivals (TOUR) in India using the quarterly data for the period 1995:2 to 2007:2. For this investigation we employed various time series econometric techniques such as unit root test, cointegration and causality. The analysis reveals that the two time series TOUR and FDI are both I(1) and are not co-integrated. We then use the VAR system in first-difference of the two variables to investigate the causality between TOUR and FDI. The results show that there is only a one-way causal relationship from FDI to tourism. That is FDI has a causal effect on the number of foreign tourist arrivals in India.
As we pointed out in the introduction, FDI plays a significant role in expanding the tourism sector in India. This shows that appropriate policy to explore tourism resources and plans to develop new tourist venues and facilities may need to be considered in order to meet the increasing demand of tourism in India expected as a result of continued strong foreign direct investment.
