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ON THE WIDTH OF TRANSITIVE SETS: BOUNDS ON
MATRIX COEFFICIENTS OF FINITE GROUPS
BEN GREEN
ABSTRACT. We say that a finite subset of the unit sphere in Rd is
transitive if there is a group of isometries which acts transitively
on it. We show that the width of any transitive set is bounded
above by a constant times (log d)−1/2.
This is a consequence of the following result: If G is a finite
group and ρ : G → Ud(C) a unitary representation, and if v ∈ Cd
is a unit vector, there is another unit vector w ∈ Cd such that
sup
g∈G
|〈ρ(g)v, w〉| 6 (1+ c log d)−1/2.
These results answer a question of Yufei Zhao. An immedi-
ate consequence of our result is that the diameter of any quotient
S(Rd)/G of the unit sphere by a finite group G of isometries is at
least pi/2− od→∞(1).
1. INTRODUCTION
Let O(Rd) be the d-dimensional orthogonal group, and write S(Rd)
for the unit sphere in Rd. If V is a complex inner product space (for
example Cd), write U(V) for the group of unitary transformations
on V. Write S(V) = {v ∈ V : ‖v‖ = 1} for the unit sphere of V.
Definition 1.1. Let fR(d) be the smallest function such that, for all
finite groups G 6 O(Rd) and for all v ∈ S(Rd) there is some w ∈
S(Rd) such that supg∈G |〈gv, w〉| 6 fR(d). Let fC(d) be the smallest
function such that, for all finite groups G 6 U(Cd), and for all v ∈
S(Cd) there is some w ∈ S(Cd) such that supg∈G |〈gv, w〉| 6 fC(d).
Remarks. Note that fR(d), fC(d) are well-defined since the unit
spheres S(Rd), S(Cd) are compact.
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2 BEN GREEN
Observe also that fC(d) is also the least function such that for all
finite groups G, all unitary representations ρ : G → U(Cd) and all
v ∈ S(Cd) there is some w ∈ S(Cd) such that supg∈G |〈ρ(g)v, w〉| 6
fC(d): simply apply Definition 1.1 to ρ(G) 6 U(Cd).
Our main theorem is as follows.
Theorem 1.2. We have fR(d), fC(d) 1√log d for d > 2.
This answers a question of Yufei Zhao1 in the affirmative.
The bound for fR(d) may be formulated in an intuitive geometric
way. We say that a finite subset X ⊂ S(Rd) is transitive if there is a
group of isometries which acts transitively on X. Colloquially, “all
points of X look the same”. The width of X is the minimal length,
over all w ∈ S(Rd), of the orthogonal projection of X onto the vector
w. We denote this by width(X). A transitive set whose linear span
is Rd is the same thing as an orbit Gv, where G is a finite subgroup
of O(Rd) and v is any point of X, and therefore the bound on fR(d)
may be stated in the following manner, asserting that “transitive sets
are almost flat”.
Theorem 1.3. Let X ⊂ S(Rd) be a transitive set. Then width(X) 
1√
log d
.
Remarks. Readers familiar with high-dimensional phenomena will
of course note that as d → ∞ “most” of S(Rd) is contained in (say)
the slab {x ∈ Rd : |x1| / 1/
√
log d}. Whilst this observation is by
no means enough to prove Theorem 1.3, it will be essential in our
argument: see Proposition 4.1.
Diameter of quotient spaces2. It has come to the author’s attention
that an immediate consequence of Theorem 1.3 is that the diame-
ter of any quotient space S(Rd)/G (G finite) is pi2 − od→∞(1). This
answers [8, Conjecture 5.4] in the case of finite groups. In fact, we
have the stronger result that any point of S(Rd)/G is at distance
at least pi2 − od→∞(1) from some other point. In terms of previous
work on diam(S(Rd)/G) we note, in addition to the paper [8] just
1Personal communication, 2016; also presented at the Workshop on Additive
Combinatorics, Harvard, October 2017.
2This section was added in July 2019, the article having originally been posted in
February 2018. We thank Alexander Lytchak for helpful comments.
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mentioned, the work of Greenwald [12] (who established a bound
diam(S(Rd)/G) > ε(d) for some ε(d) > 0) and the very recent work
of Gorodski, Lange, Lytchak and Mendes [11], who showed3 that
ε(d) may be taken independent of d.
Sharpness. Let us note that Theorems 1.2 and 1.3 are sharp up to
a multiplicative constant. To see this over R, consider the transitive
subset X ⊂ S(Rd) consisting of all permutations of all vectors
1√
Hd
(±1,± 1√
2
, . . . ,± 1√
d
),
where Hd = ∑di=1
1
i . Then we have
inf
w∈S(Rd)
sup
x∈X
|〈x, w〉| > 1√
Hd
inf
w∈S(Rd)
w1>w2>...>wd>0
d
∑
i=1
wi√
i
.
However if w1 > w2 > . . . > wd > 0 then( d
∑
i=1
wi√
i
)2 > ∑
i,j∈{1,...,d}
i6j
wiwj√
ij
> ∑
i,j∈{1,...,d}
i6j
w2j
j
=
d
∑
j=1
w2j ,
and so it follows that
inf
w∈S(Rd)
sup
x∈X
|〈x, w〉| > 1√
Hd
 1√
log d
.
A very similar example works over C.
In the proofs of our main theorems will be using basic represen-
tation theory, and therefore it is much more natural to work over
C than over R. The following simple argument gives a bound for
fR(d) in terms of fC(d), thus reducing the proof of Theorem 1.2 to
the complex case.
Lemma 1.4. We have fR(d) 6 21/2 fC(d).
Proof. Let G 6 O(Rd) and suppose that v ∈ S(Rd). Extend scalars
to C, thus regarding v as an element of Cd and G as a subgroup of
U(Cd). Pick some w ∈ S(Cd) with supg∈G |〈gv, w〉| 6 fC(d). Note
that |〈gv,<w〉|, |〈gv,=w〉| 6 |〈gv, w〉| for all g, since the gv are all
3The authors of [11] and I were completely unaware of each other’s work. Note
that a large part of [11] is concerned with infinite G, about which we say essentially
nothing.
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real. By Pythagoras, one of ‖<w‖, ‖=w‖ is at least 1√
2
. Taking x :=
‖<w‖−1<w or ‖=w‖−1=w as appropriate, we have x ∈ S(Rd) and
supg∈G |〈gv, x〉| 6 21/2 fC(d). 
The trivial bound for fC(d) is 1. Using Jordan’s theorem, one can
improve this slightly.
Proposition 1.5. For each d > 2 there is some ηd > 0 such that fC(d) 6
1− ηd.
Proof. Jordan’s theorem states that there is a function F : N → N
with the following property. if G 6 U(Cd) is finite then there is an
abelian normal subgroup AC G with [G : A] 6 F(d). By linear al-
gebra, we may apply a unitary change of basis to Cd and thereby
assume that every g ∈ A is diagonal, with entries having absolute
value 1. Let g1, . . . , gk, k 6 F(d), be a complete set of coset represen-
tatives for A in G. We look first at fC(d). For any w ∈ Cd,
sup
g∈G
|〈gv, w〉| 6 sup
i=1,...,k
〈|giv|, |w|〉,
where |z| ∈ S(Rd) denotes the vector obtained from z by replacing
each coordinate with its absolute value. Note that the function from
S(Cd)k to R defined by (v1, . . . , vk) 7→ infw∈S(Cd) supi |〈|vi|, |w|〉| is
continuous, and so by compactness we need only show that this
function is never 1. If this were so, we would have S(Cd) ⊂ ⋃ki=1{w ∈
Cd : |w| = |vi|} for some choice of v1, . . . , vk. However, the right-
hand side is a union of k real tori of dimension d, whereas the left-
hand side is a sphere of dimension 2d− 1 over R. This is a contra-
diction if d > 2. 
M. Collins [5, 6] has obtained the best possible bounds for F(d),
namely F(d) 6 (d + 1)! (for large d). However, even with this result
to hand, any bound for fC(d) obtained from Jordan’s theorem alone
tends to 1 as d→ ∞. Indeed, a randomly chosen set of (d+ 1)! points
on S(Cd) will have width tending to 1 as d→ ∞.
We turn now to an overview of the proof of Theorem 1.2 in the
complex case. A natural first thing to try is to choose w randomly
on S(Cd) using the normalised Haar measure. Unfortunately, this
does not always work. One may already see this with as uncompli-
cated a group as G = (Z/2Z)d, where the orbit Gv is the set of all
(±v1 ± v2, . . . ,±vd). Taking v = d−1/21 (where 1 is the vector all of
whose entries are 1), by choosing signs appropriately we see that for
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any w we have supg∈G |〈gv, w〉| > 1√d ∑
d
i=1 |<wi|. However, the dis-
tribution of each wi is roughly Gaussian with mean 0 and variance
1
d , so for almost every w ∈ S(Cd) we have ∑di=1 |<wi| 
√
d.
However, if we allow w to be sampled according to more general
probability measures on S(Cd) (depending only on G, and not on
v) then it turns out that progress is possible. With this in mind, we
make the following definition.
Definition 1.6. Let f (d) be the smallest function such that the follow-
ing is true. For every finite group G 6 Ud(C), there is a symmetric
probability measure µ on S(Cd) such that∫
sup
g∈G
|〈gv, w〉|2dµ(w) 6 f (d)2 (1.1)
for all v ∈ S(Cd).
A symmetric probability measure is one that is invariant under
w 7→ −w. Note that f (d) is well-defined because the space of sym-
metric probability measures on S(Cd) is closed under weak limits.
Let us reiterate that µ can, and will, depend on G, but does not de-
pend on v.
The following is immediate.
Lemma 1.7. We have fC(d) 6 f (d).
Proof. Suppose we have a finite group G 6 Ud(C) and some v ∈
S(Cd). Then, by definition,∫
sup
g∈G
|〈gv, w〉|2dµ(w) 6 f (d)2.
In particular, since µ is a probability measure, there exists some w
such that
sup
g∈G
|〈gv, w〉|2 6 f (d)2.
This proves the result. 
An important aspect of our proof is that it proceeds by induction,
both on the integer d and in the representation-theoretic sense, from
subgroups4 of G. It does not seem to be possible to make such an
4Implicitly; we use instead the language of “systems of imprimitivity’, and can
avoid explicit discussion of induced representations.
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argument work with fC(d) directly, but the quantity f (d) is well-
suited to this approach, and moreover behaves well with regard to
tensor products (see Section 4).
We will establish the following bound on f (d), which turns out to
be in a convenient form for our inductive argument.
Theorem 1.8. For some absolute c > 0 we have f (d) 6 (1+ c log d)−1/2
for all d > 1.
In view of Lemma 1.7, this immediately implies Theorem 1.2.
The primitive case. There is one case in which it is not possible to
proceed inductively.
Definition 1.9. Let G 6 Ud(C). Then we say that G is imprimitive
if there is a system of imprimitivity for G, that is to say a nontrivial
direct sum decomposition Cd =
⊕k
i=1 Vi (with nontrivial meaning
that 0 < dim Vi < d) such that the Vi are permuted by the action of
G. If G is not imprimitive then we say that it is primitive.
Remarks. Primitivity, like irreducibility, is not an intrinsic property
of the group G but rather of the action of G on Cd (in other words, it
is a property of representations rather than groups).
Note in particular that if G is primitive then it is irreducible (that
is, no proper subspace of Cd is fixed by G). Indeed, if G is reducible
then there is a proper subspace V which is fixed by G. Its orthogonal
complement V⊥ will also be fixed by G, and so the action of G =
V ⊕V⊥ is a system of imprimitivity for G.
Definition 1.10. We define fprim(d) in the same way as f (d) (Defini-
tion 1.6) but with G ranging only over primitive groups G 6 Ud(C).
A large part of our paper will be devoted to the primitive case,
that is to say the proof of the following proposition.
Proposition 1.11. For some absolute c > 0 we have fprim(d) 6 (1 +
c log d)−1/2 for all d > 1.
As already stated, induction is of no use here. Instead, we must
analyse the structure of primitive subgroups of Ud(C). Here we
use some arguments of Collins [5], controlling such groups by their
generalised Fitting subgroups F∗(G) (we will give the definitions
later). In the ensuing analysis we must, unfortunately, make an ap-
peal to the Classification of Finite Simple Groups (CFSG): roughly,
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we need to know that the alternating groups are the only nonabelian
finite simple groups Γ with a nontrivial representation of degree
6 (log |Γ|)O(1). (We also need some other consequences.)
Permutation groups. Permutations arise in both the imprimitive
case (because imprimitive groups permute the summands of a sys-
tem of imprimitivity) and as an example of the primitive case (be-
cause the action of the symmetric group Sd on 1⊥ = {z ∈ Cd :
z1 + · · ·+ zd = 0} is primitive).
Write Γd 6 Ud(C) for the (infinite) group consisting of all permu-
tation matrices with entries of absolute value 1. Thus the orbit Γdv
consists of all vectors (λ1vpi(1), . . . ,λdvpi(d)) with |λ1| = · · · = |λd| =
1. Then we define fperm(d) as for f (d), but with G replaced by Γd:
Definition 1.12. Let fperm(d) be the smallest function such that the
following is true. There is a symmetric probability measure µΓd on
S(Cd) such that∫
sup
g∈Γd
|〈gv, w〉|2dµΓd(w) 6 fperm(d)2
for all v ∈ S(Cd). Written explicitly,∫
sup
pi∈Sd
( d
∑
i=1
|vpi(i)wi|2
)
dµΓd(w) 6 fperm(d)2
for all v ∈ S(Cd).
Proposition 1.13. We have fperm(d) 6 (1 + c log d)−1/2 for some abso-
lute constant c > 0.
The proof of this is given in Section 3. The following variant is
needed in the analysis of the primitive case.
Proposition 1.14. Let the symmetric group Sd act on 1⊥ ⊂ Cd via the
permutation action, that is to say piz = (zpi(1), . . . , zpi(d)). Then there is a
symmetric probability measure µSd on S(C
d) ∩ 1⊥ ∼= S(Cd−1) such that
sup
v∈S(Cd)∩1⊥
∫
sup
pi∈Sd
|〈piv, w〉|2dµSd(w)
1
log d
.
The proof of this is also given in Section 3.
Representation theory. In this paper, “representation” will always
mean (finite-dimensional) unitary representation, or in other words
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a homomorphism ρ : G → U(V) into the space of unitary endomor-
phisms of some finite-dimensional hermitian space V. Of course, by
Weyl’s unitary trick every complex representation is equivalent to a
unitary one. A somewhat less well-known fact to which we will ap-
peal is that “equivalent unitary representations are unitarily equiv-
alent”: see Lemma A.3 for a statement and proof in the irreducible
case. This allows us to operate entirely within the world of unitary
representations.
2. INDUCTION ON DIMENSION AND ON THE GROUP
The aim of this section is to carry out the induction procedure dis-
cussed in the introduction, deducing Theorem 1.8 (and hence The-
orem 1.2) from Propositions 1.11 and 1.13. The proof of these two
propositions will occupy the remainder of the paper.
The key result is as follows.
Proposition 2.1. f (d) is bounded above by
max
(
max
d1+d2=d
f (d1) f (d2)
( f (d1)2 + f (d2)2)1/2
), max
d1d2=d
fperm(d1) fprim(d2)
)
,
(2.1)
where d1 and d2 range over positive integers.
We begin by showing that this does provide an inductive proof of
our main theorem, Theorem 1.8, given Propositions 1.11 and 1.13.
Proof of Theorem 1.8, assuming Propositions 1.11, 1.13 and 2.1. Assume
that, in Propositions 1.11 and 1.13, we have c 6 1/ log 2 (note that if
either of these propositions is true for some c then it is also true for
any smaller c). For real x > 1, set η(x) := (1+ c log x)−1/2.
We proceed by induction on d, the result being trivial for d = 1. It
is clear that the induction goes through if we can establish the two
inequalities
η(x)η(y)
(η(x)2 + η(y)2)1/2
6 η(x + y) (2.2)
and
η(x)η(y) 6 η(xy) (2.3)
for all x, y > 1.
We begin with (2.2). A short calculation reveals that the left-hand
side is (2+ c log x + c log y)−1/2, and therefore the equality amounts
MATRIX COEFFICIENTS, TRANSITIVE SETS 9
to proving that
1+ c log(x + y) 6 2+ c log x + c log y,
which is equivalent to
x + y 6 e1/cxy.
Since x, y > 1, it is obvious that this does hold provided e1/c > 2,
which is the case because we are assuming c 6 1/ log 2.
The proof of (2.3) is even easier; a short manipulation shows that
it is equivalent to
1+ c log x + c log y 6 (1+ c log x)(1+ c log y),
which is immediate (for any c > 0) upon expanding out the right
hand side. 
The remainder of the section is devoted to establishing Proposition
2.1.
Proof of Proposition 2.1. Let G 6 Ud(C). Noting that the right-hand
side of (2.1) is at least fprim(d) (since fperm(1) = 1), it suffices to deal
with the case in which G is not primitive. It may be the case that G
is, in fact, reducible; we handle this case first.
Let V, 0 < dim V < d, be a subspace fixed by G. Since G consists
of unitary matrices, the orthogonal complement V⊥ is also fixed by
G. Write U1 = V, U2 = V⊥ and di = dim Ui.
By the definition of f , we may pick symmetric probability mea-
sures µi on S(Ui) (i = 1, 2) such that∫
sup
g∈G
|〈gui, wi〉|2dµi(wi) 6 f (di)‖ui‖2 (2.4)
for all ui ∈ Ui. Note that since µ1, µ2 are both symmetric we have∫
widµi(wi) = 0. (2.5)
Define µ := ψ∗(µ1 × µ2), where
ψ : S(U1)× S(U2)→ S(Cd)
is the map given by
ψ(w1, w2) = λ1w1 + λ2w2,
where
λ1 =
f (d2)
( f (d1)2 + f (d2)2)1/2
, λ2 =
f (d1)
( f (d1)2 + f (d2)2)1/2
.
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Let v ∈ S(Cd), and write v = u1 + u2 with ui ∈ Ui, so ‖u1‖2 +
‖u2‖2 = 1. Suppose that w = λ1w1 + λ2w2, where wi ∈ S(Ui). Then
for any g ∈ G we have
〈gv, w〉 = λ1〈gu1, w1〉+ λ2〈gu2, w2〉.
Squaring and integrating over w (with respect to the measure µ) and
using (2.5) on the cross terms, we get∫
|〈gv, w〉|2dµ(w)
= λ21
∫
|〈gu1, w1〉|2dµ1(w1) + λ22
∫
|〈gu2, w2〉|2dµ2(w2)
6 λ21 f (d1)2‖u1‖2 + λ22 f (d2)2‖u2‖2
=
f (d1)2 f (d2)2
f (d1)2 + f (d2)2
.
This is precisely the square of the first quantity on the right hand
side of (2.1), and so the proof of the reducible case is complete.
It remains to treat the case where G is irreducible, but not primi-
tive. Let Cd =
⊕d1
i=1 Vi be a system of imprimitivity. I feel that the
following lemma must surely be known in the literature (and prob-
ably goes back to Frobenius), but I do not know5 a source.
Lemma 2.2. Let G 6 Ud(C) be irreducible and imprimitive, with Cd =⊕r
i=1 Vi a system of imprimitivity. Then the Vi are orthogonal.
Proof. Write pii : Cd → Vi for the projection induced by the direct
sum decomposition Cd =
⊕r
i=1 Vi, thus x = ∑
r
i=1 pii(x) for all x.
Define a map φ : Cd → Cd by φ(x) = ∑ri=1 pi∗i pii(x). Note that if
x ∈ Vi and y ∈ Vj then
〈φ(x), y〉 = 〈pi∗i pii(x), y〉 = 〈pii(x),pii(y)〉 = 1i=j〈x, y〉. (2.6)
In particular, φ is not identically zero. We claim that φ is G-equivariant,
that is to say
φ(gx) = gφ(x). (2.7)
To prove this, it suffices by bilinearity to show that
〈φ(gx), y〉 = 〈gφ(x), y〉 (2.8)
5I asked for a reference for this on Math Overflow [23], but none has so far been
forthcoming. Paul Broussous did provide an alternative (though related) proof
similar to that of Lemma A.3 which some readers may find more natural.
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whenever x ∈ Vi, y ∈ Vj. Since g permutes the Vi, we have gx ∈
Vσg(i), g
−1y ∈ Vσg−1 (j) for some mutually inverse permutations σg, σg−1 .
Therefore, by (2.6), we have
〈φ(gx), y〉 = 1σg(i)=j〈gx, y〉,
whilst
〈gφ(x), y〉 = 〈φ(x), g−1y〉 = 1i=σg−1 (j)〈x, g
−1y〉 = 1σg(i)=j〈gx, y〉.
This establishes (2.8) and thus φ is indeed G-equivariant. By Schur’s
lemma and the irreducibility of G, we must have φ(x) = λx for some
non-zero scalar λ ∈ C. Therefore if x ∈ Vi and y ∈ Vj with i 6= j we
have, from (2.6),
λ〈x, y〉 = 〈φ(x), y〉 = 1i=j〈x, y〉 = 0.
It follows that Vi is indeed orthogonal to Vj. 
We continue with the proof of Proposition 2.1. Note that, for any
D, G fixes
⊕
i:dim Vi=D Vi; since G is irreducible, it follows that all the
Vi have the same dimension d2, and hence that d1d2 = d. Let us
further assume that d2 is minimal, over all such systems of imprimi-
tivity. Let
H := {g ∈ G : gV1 = V1}.
If G does not act transitively on the Vi then it is again reducible, an
invariant subspace being thelinear span of the orbit GV1. Therefore
there are γ1, . . . ,γd1 ∈ G such that γiV1 = Vi for i = 1, . . . , d1. In fact,{γ1, . . . ,γd1} has this property if and only if it is a complete set of
left coset representatives for H in G.
We claim that the action of H on V1 is primitive. If not, there is a
nontrivial orthogonal system of imprimitivity
V1 =
⊕`
j=1
Wj
for H, thus the Wj are permuted by H. Set Vij := γiWj.
Note that if g ∈ G then {gγ1, . . . , gγd1} is a complete set of left
coset representatives for H in G, and so there is a permutation σg ∈
Sd1 with the property that γ
−1
σg(i)
gγi ∈ H for all i = 1, . . . , d1. Write
h(g, i) = γ−1
σg(i)
gγi.
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For h ∈ H, write pih ∈ S` for the permutation such that hWj =
Wpih(j) for all j. Then
gVij = gγiWj = γσg(i)h(g, i)Wj = γσg(i)Wpih(g,i) j = Vσg(i),pih(g,i) j.
Thus the Vij are permuted by the action of G. Moreover, any two
distinct Vij, Vi′ j′ are orthogonal: if i 6= i′ then this is clear, since Vij ⊂
Vi and Vi′ j′ ⊂ Vi′ , whilst if i = i′ but j 6= j′ then Vij = γiWj and
Vi′ j′ = γiWj′ are orthogonal since Wj, Wj′ are and γi is unitary.
It follows that
⊕
i,j Vij is an orthogonal system of imprimitivity for
G. Since dim V1,1 < d2, this contradicts the minimality of d2. There-
fore we were wrong to assume that the action of H was imprimitive.
Let µ1 be the probability measure on S(V1) guaranteed by Defini-
tion 1.1, that is to say∫
sup
h∈H
|〈hv, x〉|2dµ1(x) 6 fprim(d2)2‖v‖2 (2.9)
for all v ∈ V1. Let µ2 be the probability measure on S(Cd1) guaran-
teed by Definition 1.12, that is to say∫
sup
pi∈Sd1
d1
∑
i=1
|λiapi(i)|2dµ2(λ) 6 fperm(d1)2‖a‖2 (2.10)
for all a ∈ Cd1 . Define µ to be the pushforward of µ1 × µ2 under the
map
ψ : S(V1)× S(Cd1)→ S(Cd)
defined by
ψ(x,λ) =
d1
∑
i=1
λiγix.
(Note that, since the γix, i = 1, . . . , d1 are orthogonal vectors in Cd,
all with norm ‖x‖, ψ does indeed take values in S(Cd)).
Now let v ∈ Cd. We have a unique orthogonal decomposition
v =
d1
∑
i=1
γivi,
where vi ∈ V1. For g ∈ G, we have
gv =
d1
∑
i=1
gγivi =
d1
∑
i=1
γσg(i)h(g, i)vi =
d1
∑
i=1
γih(g, σg(i))vσ−1g (i). (2.11)
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(The definitions of σg and h(g, i) were given above.) Let
w =
d1
∑
i=1
λiγix,
where x ∈ S(V1) and λ ∈ S(Cd1). It follows from (2.11), the orthog-
onality of the γiV1 and the unitary nature of the γi that
〈gv, w〉 =
d1
∑
i=1
λi〈h(g, σg(i))vσ−1g (i), x〉.
Therefore
sup
g∈G
|〈gv, w〉| 6 sup
pi∈Sd1
d1
∑
i=1
|λi| sup
h∈H
|〈hvpi(i), x〉|.
Squaring and integrating with respect to µ, we have∫
sup
g∈G
|〈gv, w〉|2dµ(w)
6
∫ ∫
sup
pi∈Sd1
( d1
∑
i=1
|λi| sup
h∈H
|〈hvpi(i), x〉|
)2dµ2(λ)dµ1(x)
6 fperm(d1)2
∫ d1
∑
i=1
sup
h∈H
|〈hvi, x〉|2dµ1(x)
6 fperm(d1)2 fprim(d2)2
d1
∑
i=1
‖vi‖2 = fperm(d1)2 fprim(d2)2‖v‖2,
where in these last two lines we used (2.10) (with the choice ai =
suph∈H |〈hvi, x〉|) and (2.9) respectively.
This is the second bound in (2.1), and so the proof of Proposition
(2.1) is complete as we have now covered all cases. 
3. PERMUTATION GROUPS
In this section we establish Propositions 1.13 and 1.14.
Proof of Proposition 1.13. We define the measure µΓd on S(C
d) very ex-
plicitly. Let m := d log d2 log 2e, and for i = 0, 1, . . . , m define ei ∈ S(Cd)
to be the vector whose first 2i coordinates equal 2−i/2, and whose
14 BEN GREEN
remaining coordinates are zero. Then define
µΓd :=
1
2(m + 1)
m
∑
i=0
(δei + δ−ei).
Here, δx is the Dirac measure at the point x, defined by
∫
f dδx =
f (x). Suppose that v ∈ S(Cd). Let v′ ∈ Γdv have all its coordinates
real and v′1 > . . . > v′d > 0 (this is possible by the definition of Γd).
Then, for each i,
sup
g∈Γd
|〈gv, ei〉| = sup
g∈Γd
|〈gv′, ei〉| = |〈v′, ei〉|.
It follows that
sup
v∈S(Cd)
∫
sup
g∈Γd
|〈gv, w〉|2dµΓd(w) 6 sup
v∈S(Cd)
1
m + 1
m
∑
i=0
|〈v, ei〉|2. (3.1)
Were the ei orthonormal, it would be a trivial matter to bound the
right-hand side using Bessel’s inequality (by 1m+1 ). Whilst this is
manifestly not the case, the ei are, in a sense, almost orthonormal.
In such a situation an inequality of Selberg (see, for example, [4, p14]
or [7, §27, Theorem 1]) can take the place of Bessel’s inequality. This
states (for any choice of e0, . . . , em, not just our specific one) that for
v ∈ S(Cd) we have
m
∑
i=0
|〈v, ei〉|2 6 sup
i
m
∑
j=0
|〈ei, ej〉|.
In our case it is easy to see that
〈ei, ej〉 = 2−|i−j|/2,
and therefore
sup
i
1
m + 1
m
∑
j=0
|〈ei, ej〉| = 1m + 1 maxI⊂Z
|I|=m+1
∑
n∈I
2−|n|/2 := ψ(d),
say, where the maximum is over all discrete intervals I of length m+
1. Thus, by Selberg’s inequality,
m
∑
i=0
|〈v, ei〉|2 6 ψ(d). (3.2)
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If d > 2 then m > 1, and so it is clear from the definition of ψ that
ψ(d) < 1. Moreover, for all d we have
ψ(d) 6 1
m + 1 ∑n∈Z
2−|n|/2 = 3+ 2
√
2
m + 1
6 2(3+ 2
√
2) log 2
log d
.
From these two properties and the fact that ψ(1) = 1 it follows that,
if c is small enough, ψ(d) 6 (1+ c log d)−1/2 for all d.
Therefore (3.2) and (3.1) imply that
sup
v∈S(Cd)
∫
sup
g∈Γd
|〈gv, w〉|2dµΓd(w) 6 ψ(d) 6 (1+ c log d)−1/2.
This concludes the proof. 
Remark. It would be interesting to determine the best possible
choice of measure as regards this proposition.
Proof of Proposition 1.14. With notation as before, define
µSd :=
1
2(m + 1)
m
∑
i=0
(δei + δ−ei),
where ei is the orthogonal projection of ei to the subspace 1⊥, that is
to say
ei = ei − 2
i/2
d
1,
where 1 ∈ Cd is the vector of d 1’s. For each i we have
‖ei − ei‖ = 2
i/2
√
d
= O(d−1/4)
since i 6 m. Thus for each i, for each v ∈ S(Cd) ∩ 1⊥ and for each
g ∈ Sd, we have
|〈gv, ei〉| 6 |〈gv, ei〉|+O(d−1/4),
and hence
|〈gv, ei〉|2 6 |〈gv, ei〉|2 +O(d−1/4),
and therefore
sup
g∈Sd
|〈gv, ei〉|2 6 sup
g∈Sd
|〈gv, ei〉|2 +O(d−1/4).
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It follows from this and Proposition 1.13 that we have∫
sup
g∈Sd
|〈gv, w〉|2dµSd(w) 6
∫
sup
g∈Sd
|〈gv, w〉|2dµΓd(w) +O(d−1/4)
 1
log d
,
as required. 
4. THE PRIMITIVE CASE: REDUCTION TO AN INVERSE THEOREM
We now begin to turn our attention towards the most substan-
tial task in the paper, which is to prove Proposition 1.11, or in other
words our main theorem in the primitive case. We begin with a rel-
atively simple result, valid for all G 6 Ud(C), not just primitive G.
Here, and in subsequent places, we write Zd := {λId : |λ| = 1} ⊂
U(Cd).
Proposition 4.1. Suppose that G 6 Ud(C) is a finite group and that
[G : Zd ∩ G] 6 ed/ log d. Then there is a symmetric probability measure µ
on S(Cd) such that
sup
v∈S(Cd)
∫
sup
g∈G
|〈gv, w〉|2dµ(w) 1
log d
.
Proof. Take µ to be the normalised Haar measure on S(Cd). Let g1, . . . ,
gm, m 6 ed/ log d, be a complete set of coset representatives for Zd ∩G
in G. Then
sup
g∈G
|〈gv, w〉| = sup
i=1,...,m
|〈giv, w〉|,
and so
sup
v∈S(Cd)
∫
sup
g∈G
|〈gv, w〉|2dµ(w) 6 sup
v1,...,vm∈S(Cd)
∫
sup
i
|〈vi, w〉|2dµ(w).
(4.1)
By standard estimates for the volume of spherical caps (see [3, Lemma
2.2] for a beautiful exposition) we have, for each i and for any6 t <
1/
√
2), ∫
1|〈vi,w〉|>tdµ(w) 6 2e−t
2d/2.
6In fact the estimate is true for all 0 < t 6 1, but the simple geometric argument
given in [3] is only valid in this more restricted range.
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By the union bound, it follows that for any t < 1/
√
2 we have∫
sup
i
|〈vi, w〉|2dµ(w) 6 t2 + 2me−t2d/2.
Taking t = 2/ log1/2 d gives the result. 
The example of the symmetric group G = Sd+1 acting on Cd shows
that the hypotheses of the proposition do not always hold: for this
group we have [G : Zd ∩ G] = (d + 1)! ∼ ed log d. However, Collins
[5] showed that, for d large and for G 6 Ud(C) primitive, this is the
worst situation. To bridge the gap between ed/ log d (in the hypothe-
sis of Proposition 4.1) and ed log d (from Collins’ result) we need the
following “inverse theorem”.
Proposition 4.2. Let d be sufficiently large. Let G 6 Ud(C) be primitive
and suppose that [G : Zd ∩ G] > ed/ log d. Then G has a normal subgroup
isomorphic to the alternating group An, for some n d/ log4 d.
The proof of Proposition 4.2 proceeds via a careful analysis of
Collins’s argument. Unfortunately, it is not by any means possible
to extract this result directly from Collins’s paper, so we must give
a self-contained account of the argument. This task occupies the fi-
nal section of the main part of the paper. Before turning to that,
we show how Propositions 4.1 and 4.2 combine to yield a proof of
Proposition 1.11, leaving the proof of Proposition 4.2 as the only out-
standing task.
Proof of Proposition 1.11, assuming Proposition 4.2. By Proposition 1.5,
we may assume that d is sufficiently large. Therefore by Proposition
4.1, and assuming Proposition 4.2, it is enough to show that if G 6
Ud(C) has a normal subgroup isomorphic to An, n d/ log4 d, then
there is a probability measure µ on S(Cd) such that
sup
v∈S(Cd)
∫
sup
g∈G
|〈gv, w〉|2dµ(w) 1
log d
. (4.2)
Since d is sufficiently large we may assume that n > 15, so that
the results of Proposition A.6 all hold. We will assume them without
further comment. Write A for the normal subgroup of G which is
isomorphic to An. The key observation now is that G is in fact almost
a direct product of A and another group H, because An is “almost”
complete (trivial centre and outer automorphism group). Consider
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the natural map
pi : G → Aut(A)× (G/A),
where g maps to the automorphism of A given by conjugation by
g. The kernel of this map is Z(A), which is trivial, and so pi is in-
jective. On the other hand Aut(A) ∼= Sn, and so |Aut(A)| = 2|A|.
Therefore pi embeds G as a subgroup of index 2 in the direct product
Aut(A) × (G/A). Let G1 := {g1 ∈ Aut(A) : (g1, 1) ∈ pi(G)} and
G2 = {g2 ∈ G/A : (1, g2) ∈ pi(G)}. Then G1 × G2 ⊂ pi(G), and
[Aut(A) : G1], [(G/A) : G2] 6 2. It follows that [pi(G) : G1 × G2] 6
2. If [Aut(A) : G1] = 2 then G1 ∼= An, since An is the unique
index 2 subgroup of Sn. If G1 = Aut(A) then we we must have
[(G/A) : G2] = 2 and pi(G) ∼= Aut(A) × G2 ∼= Sn × G2. In either
case, G has a subgroup of index at most 2 which is isomorphic to a
direct product of An and another group H.
We now make a relatively simple deduction to remove the “index
at most 2” issue, claiming that it is enough to establish (4.2) in the
case that G is actually isomorphic to a direct product An × H. Sup-
pose that G has a subgroup G′ of index 2, isomorphic to An×H, and
that we have a measure µ′ satisfying the analogue of (4.2) with G′ in
place of G. Set µ := µ′, and let x ∈ G \ G′. Then
sup
v∈S(Cd)
∫
sup
g∈G
|〈gv, w〉|2dµ(w)
6 sup
v∈S(Cd)
∫
sup
g′∈G′
(|〈g′v, w〉|+ |〈g′xv, w〉|)2dµ′(w)
6 2 sup
v∈S(Cd)
∫
sup
g′∈G′
|〈g′v, w〉|2dµ′(w)+
2 sup
v∈S(Cd)
∫
sup
g′∈G′
|〈g′xv, w〉|)2dµ′(w)
 1
log d
.
Suppose, then, that G ∼= An×H. At this point, to avoid confusion,
it is convenient to move to the language of representation theory
and write ρ : An × H → U(Cd) for the representation induced from
the isomorphism between An × H and G, a subgroup of U(Cd). Let
ρ =
⊕
ρi be the decomposition of this representation into irreducible
unitary subrepresentations (of An × H); thus we have an orthogonal
direct sum decomposition Cd =
⊕
Vi with each ρi : An×H → U(Vi)
being irreducible. Since ρ is faithful, at least one of the ρi, say ρ1, is
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nontrivial (and hence, since An is simple, faithful) when restricted
to An. By Lemma A.1, ρ1 ∼= ψ⊗ ψ′, where the isomorphism is one
of (An × H)-representations, and ψ,ψ′ are pullbacks of irreducible
representations of An, H respectively, and ψ must be nontrivial (in
fact, faithful). Note that
dimψ 6 dim ρ1 6 dim ρ = d <
1
2
n(n− 3).
By Lemma A.6 (2) it follows that ψ is isomorphic to the (n − 1)-
dimensional permutation representation of An on X := 1⊥ ⊂ Cn.
Note that ψ is unitary with respect to the inner product restricted
from the standard one on Cn. Suppose that ψ′ takes values in U(X′)
for some hermitian inner product space X′.
The tensor product X⊗X′ has a natural unitary structure, with the
inner product being defined by 〈x1 ⊗ x′1, x2 ⊗ x′2〉 = 〈x1, x′1〉〈x2, x′2〉
on pure tensors. The representation ψ ⊗ ψ′ acts on pure tensors
via (ψ ⊗ ψ′)(x ⊗ x′) = ψ(x) ⊗ ψ′(x′), and the action is unitary. By
Lemma A.3, two equivalent unitary representations are in fact uni-
tarily equivalent, which means that there is some unitary isomor-
phism ι : V1 → X ⊗ X′ such that ρ(g)v = ι−1(ψ⊗ ψ′)(g)(ιv) for all
v ∈ V1 and g ∈ G.
We are finally ready to define our measure µ. Consider the map
θ : S(X)× S(X′) → V1 ⊂ Cd defined by θ(y, y′) := ι−1(y⊗ y′), and
take µ to be the pushforward measure θ∗(µSn × µS(X′)) where µSn is
the probability measure on the unit sphere S(X) ∼= S(Cn−1) defined
in Proposition 1.14 and µS(X′) denotes normalised Haar measure on
the unit sphere of X′.
Let v ∈ S(Cd), and write v = ∑i vi with vi ∈ Vi. The Vi are orthog-
onal and each is preserved by ρ(g), and therefore the ρ(g)vi (i 6= 1)
are orthogonal to V1. Since µ is supported on V1, it follows the pre-
ceding observation, the change of variables formula and the fact that
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ι is unitary that∫
sup
g∈G
|〈ρ(g)v, w〉|2dµ(w)
=
∫
sup
g∈G
|〈ρ(g)v1, w〉|2dµ(w)
=
∫∫
sup
g∈G
|〈ρ(g)v1, θ(y, y′)〉|2dµSn(y)dµS(X′)(y′)
=
∫∫
sup
g∈G
|〈ι−1(ψ⊗ ψ′)(g)(ιv1), ι−1(y⊗ y′)〉|2dµSn(y)dµS(X′)(y′)
=
∫∫
sup
g∈G
|〈(ψ⊗ ψ′)(g)(ιv1), y⊗ y′〉|2dµSn(y)dµS(X′)(y′) (4.3)
Write ιv1 = ∑j xj ⊗ x′j, where the x′j are orthonormal. Note for future
reference that
1 = ‖v‖ > ‖v1‖ = ‖ιv1‖ =
(
∑
j
‖xj‖2
)1/2. (4.4)
From (4.3) we have∫
sup
g∈G
|〈ρ(g)v, w〉|2dµ(w)
=
∫∫
sup
a∈An,h∈H
|∑
j
〈ψ⊗ ψ′)(a× h)(xj ⊗ x′j), y⊗ y′〉|2
dµSn(y)dµS(X′)(y
′)
=
∫∫
sup
a∈An,h∈H
∑
j1,j2
〈ψ(a)xj1 , y〉〈ψ(a)xj2 , y〉×
× 〈ψ′(h)x′j1 , y′〉〈ψ′(h)x′j2 , y′〉dµSn(y)dµS(X′)(y′)
=
∫∫
sup
a∈An,h∈H
∑
j
|〈ψ(a)xj, y〉|2|〈ψ′(h)x′j, y′〉|2dµSn(y)dµS(X′)(y′),
In the last step, we used the fact that if u1 := ψ′(h)x′j1 and u2 :=
ψ′(h)x′j2 with j1 6= j2 then u1, u2 are orthogonal and hence∫
〈u1, y′〉〈u2, y′〉dµS(X′)(y′) = 0;
this follows from the fact that the reflection y′ 7→ y′ − 2〈u1, y′〉u1
preserves µS(X′) but sends 〈u1, y′〉〈u2, y′〉 to -〈u1, y′〉〈u2, y′〉.
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Using the trivial estimate |〈ψ′(h)x′j, y′〉| 6 1 (for all h, j and for all
y′ ∈ S(X′)) we obtain∫
sup
g∈G
|〈ρ(g)v, w〉|2dµ(w) 6
∫
sup
a∈An
∑
j
|〈ψ(a)xj, y〉|2dµSn(y)
6∑
j
∫
sup
a∈An
|〈ψ(a)xj, y〉|2dµSn(y)
 1
log n∑j
‖xj‖2 = 1log n ,
where in the last step we applied Proposition 1.14 and (4.4). Recall-
ing that n > d/ log4 d, this completes the proof. 
5. A CONSEQUENCE OF CLIFFORD THEORY
The only use we will make of primitivity is through the following
result, which is part of Clifford Theory.
Lemma 5.1. Suppose that G 6 Ud(C) is primitive, and let N C G be a
normal subgroup. Then
(1) Cd is a direct sum of isomorphic irreducible N-representations;
(2) If N is abelian, then it is contained in Zd = {λId : |λ| = 1}.
Proof. (1) See, for example, [15, Corollary 6.12]. Part (2) could be
deduced from (1), but a short and direct proof using linear algebra
is possible. We may decompose Cd as an orthogonal direct sum of
simultaneous eigenspaces for the n ∈ N. That is, we have Cd =⊕k
i=1 Vi where for n ∈ N and v ∈ Vi we have nv = φi(n)v, with
φ1, . . . , φk ∈ Nˆ being distinct characters on N. If V1 = Cd then N ⊂
Zd and we are done. Otherwise, if g ∈ G then for any n ∈ N and v ∈
Vi we have ngv = g(g−1ng)v = gφi(g−1ng)v, and so gVi = Vκg(i),
where κg(i) is the value of j (which must exist) such that φj(n) :=
φi(g−1ng). It follows that g permutes the Vi, which are therefore a
system of imprimitivity for G. This is contrary to hypothesis. 
Remark. The proof of (2) using linear algebra may in fact be gen-
eralised to give a proof of (1); the basic point is that the isotypic com-
ponents of Cd as an N-representation form a system of imprimitivity
for G, and so there must only be one of them. Moreover, the differ-
ent isotypic components are orthogonal (see [17, Lemma 3.4.21]) and
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so the system of imprimitivity produced is automatically seen to be
orthogonal, in theory7 bypassing the need for Lemma 2.2.
We will use the following corollary of Lemma 5.1 several times.
Corollary 5.2. Let G 6 U(Cd) be primitive. Then the centre of any nor-
mal subgroup of G is contained in Zd.
Proof. Let H C G be normal. The center Z(H) is characteristic in H,
and hence Z(H)C G. The claim now follows from Lemma 5.1 (2).

6. USING THE GENERALISED FITTING SUBGROUP F∗(G)
Our aim in this somewhat lengthy section is to prove Proposition
4.2. We follow Collins [5], but since our aims are different we must
restructure his argument. However, since our interest lies in the as-
ymptotic regime (large groups), some minor simplifications to the
argument are possible.
The key idea8 of Collins’ paper is that it is useful to control G using
the generalised Fitting subgroup F∗(G). We give the definition below.
There are two ways in which F∗(G) controls G. Firstly, the index of
F∗(G) in G is relatively small: the key statement here is Lemma 6.5.
Secondly, in the primitive case the representation theory of F∗(G)
exerts control over that of G, as we show in Corollary 6.7.
6.1. F∗(G): definition and basic facts. Recall that a finite group Q
is said to be quasisimple if it is perfect (i.e. has no abelian quotients,
or equivalently [Q, Q] = Q) and if Q/Z(Q) is simple. If G is a finite
group, a subgroup H 6 G is said to be subnormal if there is a chain
H = Hk C Hk−1C · · ·C H1 = G.
We now give the definition of the generalised Fitting subgroup.
The definition itself is not especially important to us. The properties
we will need are summarised in Proposition 6.2 below, which is of
far greater consequence.
Definition 6.1. Then F∗(G) is defined to be the product Γ1 · · · Γm of
the following subgroups of G:
7However, this would be a somewhat unsatisfactory way to proceed in that we
would need, throughout the paper, to work with a notion of “o-primitive”, by
which we would mean a subgroup of Ud(C) with no orthogonal system of im-
primitivity: Lemma 2.2 of course shows that this coincides with the usual notion
of imprimitivity.
8Or at least what appears to me to be the key idea.
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• the p-cores Op(G), p a prime, these being the maximal normal
p-subgroups of G;
• for all quasisimple groups Q, the products ∏Gi∼=Q Gi, where
the Gi are the components of G, that is to say the subnormal
quasisimple subgroups of G.
By convention we take all the Γi to be nontrivial (thus, for example,
if G does not have a component isomorphic to some Q then we do
not include the empty product ∏Gi∼=Q Gi among the Γi).
Remarks. All of the products mentioned in the definition turn out
to be central, so the orders of them are immaterial. For references,
see the proof of the following proposition.
It is convenient to call the Γi the9 “Fitting components” of G.
Proposition 6.2. Let G be a finite group, and F∗(G) = Γ1 . . . Γm its gen-
eralised Fitting subgroup as defined above. Then
(1) Each Γi is well-defined (in the sense that the components Gi com-
mute with one another, so the order of the product is immaterial);
(2) Γi is normal in G;
(3) The Γi commute with one another, that is to say the product Γ1 · · · Γm
is central;
(4) If g ∈ G commutes with everything in F∗(G), then g ∈ F∗(G).
Proof. For (1), see [1, 31.5]. For (2), note first that this is simply
a part of the definition when Γi is one of the p-cores. To see that
Γi = ∏Gi∼=Q Gi is normal in G, note that conjugation must take any
component Gi to another component Gj, isomorphic to Gi, since con-
jugation preserves the property of being subnormal. For (3), it is
a well-known fact (see Lemma A.7 for references) that the p-cores
Op(G) commute with one another. Moreover the p-cores commute
with the components by [1, 31.4] (strictly speaking, this tells us that
if Gi does not commute with Op(G) then we would have to have
Gi ⊂ Op(G), and so Gi is a p-group; but every p-group is nilpotent
and thus certainly not quasisimple). Finally, we have already re-
marked that the components commute with one another. These facts
together imply (3). Finally, part (4) is [1, 31.13], where it is stated in
the more succinct form CG(F∗(G)) ⊂ F∗(G). 
9We caution that this is not standard terminology, and indeed our presentation
in this section diverges a little from Collins’ presentation in our explicit bundling
together of isomorphic components Gi.
24 BEN GREEN
6.2. The primitive case and extra-special groups. From now on we
specialise to the case G 6 U(Cd) primitive. In this case, as noted
by Collins, we may say more about the structure of the p-cores. The
reader may wish to refer to Aschbacher [2] (Collins contains much
the same material, but we had some trouble filling in the details in
characteristic 2, a task which [2] offers some help with). The relevant
part of [2] is §1.7. G satisfies the hypotheses there, namely that Z(G)
is the largest abelian normal subgroup of G and is cyclic, by Lemma
5.1 (2). The conclusion is that if Γ = Op(G) is a p-core then Γ =
Z(Γ)E, where E is either trivial or extraspecial. A group E is called
extra-special if it is a p-group, if its centre Z(E) is cyclic of order p, and
if the quotient E/Z(E) is isomorphic to (Z/pZ)m for some m > 0.
For more facts about extra-special groups, see Proposition A.4. Since
Z(Γ) is characteristic in Γ, it is normal in G and hence, by Lemma 5.1
(2), is contained in Zd. Thus Γ is a central product ZE with Z cyclic
and E either trivial or extraspecial.
It follows that in the case G primitive the possible Fitting compo-
nents of G belong to a somewhat restricted class, defined as follows.
Definition 6.3. WriteF for the class of all finite groups Γ which are
either (i) a p-group which is a central product ZE, with Z cyclic and
E is either trivial or extra-special or (ii) a central product of groups,
each isomorphic to some quasisimple group Q.
To reiterate, every Fitting component of a primitive group G 6
U(Cd) lies inF .
6.3. Bounding the index [G : F∗(G)]. Suppose that Γ is a Fitting
component of some primitive group G 6 U(Cd). Since Γ C G, G
acts on Γ by conjugation. If Γ = ZE is of type (i) in Definition 6.3
then, by the discussion at the start of subsection 6.2, the action of G
on Z (which is contained in Zd = {λId : |λ| = 1}) is trivial. If Γ is
of type (ii) in Definition 6.3, then this conjugation action permutes
the (mutually isomorphic) quasisimple groups comprising Γ. These
observations motivate the following definitions.
Definition 6.4. Suppose that Γ ∈ F . Write Aut′(Γ) for the subgroup
of Aut(Γ) which, in case (i) of Definition 6.3, act trivially on Z, and
which in case (ii) permute the (mutually isomorphic) quasisimple
groups comprising Γ. Write Out′(Γ) for the quotient of Aut′(Γ) by
the normal subgroup of inner automorphisms of Γ.
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Lemma 6.5. Suppose that G 6 U(Cd) is primitive, and that F∗(G) =
Γ1 · · · Γm is its generalised Fitting subgroup. Then we have
[G : F∗(G)] 6
m
∏
i=1
|Out′(Γi)|.
Proof. By the remarks at the start of the subsection we have a homo-
morphism
pi : G → ×mi=1 Aut′(Γi)
induced by conjugation. Composing with the quotient map gives a
homomorphism
p˜i : G → ×mi=1 Out′(Γi).
We claim that
ker p˜i ⊂ F∗(G), (6.1)
which immediately implies the lemma. Suppose that g ∈ ker p˜i. This
means that for each i there is some γi,g ∈ Γi such that g−1xg =
γ−1i,g xγi,g for all x ∈ Γi, or in other words gγ−1i,g commutes with ev-
erything in Γi. Since the Γi commute with one another, the product
g˜ := g(∏mi=1 γ
−1
i,g ) is well-defined (does not depend on the ordering)
and it commutes with all of the Γi. For example if x ∈ Γ2 then
g˜x = (gγ−12,g)(∏
i 6=2
γ−1g,i )x = (gγ
−1
2,g)x∏
i 6=2
γ−1g,i = x(gγ
−1
2,g)∏
i 6=2
γ−1g,i = xg˜.
It follows that g˜ commutes with everything in F∗(G). By Proposition
6.2 (4) this implies that g˜ ∈ F∗(G), from which it follows immedi-
ately that g ∈ F∗(G). This establishes the claim (6.1). 
6.4. Representations of G and F∗(G). If Γ is a finite group then we
write D(Γ) for the smallest dimension of a faithful irreducible repre-
sentation of Γ. The next lemma applies to any groups Γi (they need
not be Fitting components).
Lemma 6.6. Suppose that Γ1 · · · Γm is a central product of finite groups.
Then D(Γ1 · · · Γm) > ∏mi=1 D(Γi).
Proof. Let ρ : Γ1 · · · Γm → U(V) be a faithful irreducible represen-
tation of Γ1 · · · Γm of minimal degree. Since the product is central,
there is a surjective homomorphism pi : ×mi=1Γi → Γ1 · · · Γm (where,
to be clear, ×mi=1Γi is the “external” direct product of the Γi, thought
of as abstract groups). Thus we get an irreducible representation
ρ˜ : ×mi=1Γi → U(V), defined by ρ˜ = ρ ◦ pi. By Proposition A.1, ρ˜
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is equivalent to τ˜1 ⊗ · · · ⊗ τ˜m, where τ˜j is the pullback of an irre-
ducible representation τj : Γj → U(Vi) under the natural projection
pij : ×mi=1Γi → Γj. Noting that ker(ρ˜) ∩ Γi is trivial for all i (since ρ is
a faithful representation of Γ1 · · · Γm, and hence certainly of Γi), we
see that each τi is faithful. It follows that
D(Γ1 · · · Γm) = dim ρ˜ =
m
∏
i=1
dim τ˜i =
m
∏
i=1
dim τi >
m
∏
i=1
D(Γi).
This completes the proof. 
Corollary 6.7. Suppose that G 6 U(Cd) is primitive, and that Γ1, . . . , Γm
are its Fitting components. Then we have ∏mi=1 D(Γi) 6 d.
Proof. Consider Cd as a (faithful) representation of F∗(G). Since F∗(G)
is a normal subgroup of G, it follows from Lemma 5.1 that Cd is
a direct sum of isomorphic irreducible F∗(G)-representations, say
Cd =
⊕k
i=1 Vi. If (the action of F
∗(G) on) V1 is not faithful then there
are distinct g, g′ ∈ F∗(G) with gv1 = g′v1 for all v1 ∈ V1. Since the
spaces Vi are isomorphic as representations, we also have gvi = g′vi
for all vi ∈ Vi and so gv = g′v for all v ∈ Cd, contrary to the fact that
F∗(G) acts faithfully on Cd. Thus V1 is a faithful, irreducible repre-
sentation of F∗(G) = Γ1 · · · Γm, and the result therefore follows from
Lemma 6.6. 
6.5. Bounds for the Fitting components of primitive groups. Re-
call the definition of the class F (Definition 6.3) and of the space
Aut′(Γ) (Definition 6.4). The main result of this subsection is the fol-
lowing somewhat technical bound. It is here that we use the CFSG
and related results.
Proposition 6.8. There is an absolute constant C with the following prop-
erty. Let Γ ∈ F . Suppose that Γ is not isomorphic to any of the alternating
groups An, n > 4. Then
|Γ/Z(Γ)||Out′(Γ)|  eCD(Γ)2/3 .
Proof. We consider five cases, as follows.
(1) (Case 1a) (case (i) of Definition 6.3). Γ = ZE with Z a cyclic
p-group and E trivial.
(2) (Case 1b) (case (i) of Definition 6.3). Γ is a p-group and Γ is a
central product ZE, where Z is cyclic and E is either trivial or
extraspecial.
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(3) (Case 2) Γ is a central product of r > 1 copies of some qua-
sisimple group Q for which Q/Z(Q) 6= An;
(4) (Case 3) Γ is a central product of r > 2 copies of some qua-
sisimple group Q for which Q/Z(Q) = An;
(5) (Case 4) Γ/Z(Γ) = An, but Γ 6= An.
It is clear that this covers all cases.
Case 1a. This is somewhat trivial. We have |Γ/Z(Γ)| = |Aut′(Γ)| =
1, D(Γ) = 1.
Case 1b. By Proposition A.4 (1) we have |E| = p1+2m for some
m > 1. Suppose that Z is cyclic of order pn. By Proposition A.4 (2),
we may pick generators e1, . . . , e2m for E. Let z be a generator for
Z. Suppose that φ ∈ Aut′(Γ). Then, since φ fixes z, it is completely
determined by the images φ(ei). Write φ(ei) = zri xi, where ri ∈
Z/pnZ and xi ∈ E. By Proposition A.4 (3), ep
2
i = x
p2
i = 1 for every i.
Therefore
zri p
2
= (zri xi)p
2
= φ(ei)p
2
= φ(ep
2
i ) = 1,
and therefore p2ri = 0 (mod pn). This means that there are only p2
choices for ri, for each i, and so the number of choices for φ(ei) is at
most p2m+3. We therefore have the bound
|Out′(Γ)| 6 |Aut′(Γ)| 6 p2m(2m+3).
Since |Γ/Z(Γ)| 6 |E|, it follows that
|Γ/Z(Γ)||Out′(Γ)| 6 p1+2m|Out′(Γ)| 6 p4m2+8m+1. (6.2)
On the other hand, Proposition A.4 (4) implies that D(Γ) > D(E) >
pm, and so
eCD(Γ)
2/3 > eCp2m/3 .
It is clear that, for some choice of C, this is greater than the right-
hand-side of (6.2) uniformly in p, m (by a vast margin if either p or m
is large).
Case 2. This is where we use CFSG. Proposition A.5 (whose proof
required CFSG) tells us that D(Q) > ec
√
log Q for some constant c >
0. In fact, the much weaker inequality
D(Q) > max(c1 log3 |Q|, 2) (6.3)
is sufficient for our purposes, but no result of this strength is known
without the CFSG. By Lemma 6.6, it follows that
D(Γ) > D(Q)r > max(cr1 log3r |Q|, 2r). (6.4)
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By Lemma A.2 (which is also extremely crude, though this time ele-
mentary) we have
|Γ/Z(Γ)||Out′(Γ)| 6 |Q|rec2r2 log2 |Q| 6 ec3r2 log2 |Q|.
Comparing with (6.4), this is indeed bounded above by eCD(Γ)
2/3
for
some absolute constant C.
Case 3. By choosing C large enough, we may assume that n >
15. (This is not quite trivial, and requires the fact that for each n
there are only finitely many quasisimple Q with Q/Z(Q) ∼= An, but
this follows from the finiteness of the Schur multiplier H2(An, C×).)
When n > 15, we can apply Proposition A.6 (4). This tells us that
either Q = An or Q = Aˆn, the double cover of An. In the latter case
it follows from Proposition A.6 (5) that D(Q)  log3 |Q| (by a vast
margin), and so we can proceed as in Case 2.
Suppose, then, that Q = An. Thus, by Lemma 6.6 and Proposition
A.6 (2),
D(Γ) > D(An)r = (n− 1)r.
Since Out′(Γ) is, by definition, only concerned only with those auto-
morphisms which permute the r factors of An, it is easy to see that
|Out′(Γ)| 6 r!|Out(An)|r = r!2r,
where here we used Proposition A.6 (3). Hence
|Γ/Z(Γ)||Out′(Γ)| 6 (n!)rr!2r.
If C is large enough then this is indeed at most eC(n−1)2r/3 , uniformly
for all r > 2 and n > 15.
Case 4. Once again we may assume that n > 15. By Proposition
A.6 (4), Γ is the double cover Aˆn. Hence, by Proposition A.6 (5),
D(Γ) = 2b(n−2)/2c. Using the crude bound of Lemma A.2 to bound
|Out′(Γ)|, we see that the claimed inequality is true by a very large
margin, the right-hand side being doubly-exponential in n and the
left-hand side being at most eO(n
2 log2 n).

6.6. Proof of Proposition 4.2.
Proof of Proposition 4.2. Suppose, as in the hypotheses of the propo-
sition we are proving, that G 6 Ud(C) is primitive and that [G :
Zd ∩ G] > d/ log d. Let F∗(G) = Γ0Γ1 · · · Γm be the generalised Fit-
ting subgroup of G, where here Γ0 is the product of all the abelian Fit-
ting components of G (if there are any), Γ1, . . . , Γm′ are (nonabelian)
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alternating groups Ani with n1 > . . . > nm > 4, whilst the other
Γi are nonabelian quasisimple groups, none of them isomorphic to
alternating groups. Corollary 6.7 tells us that
m
∏
i=1
D(Γi) 6 d. (6.5)
We will use two (somewhat crude) consequences of this. First, that
∏
i>m′
D(Γi) 6 d (6.6)
(this is immediate) and second that
n1  3−m′d. (6.7)
To see (6.7), note first that the bound D(An1) 3−m
′
d follows imme-
diately from (6.5) and the fact that D(An) > 3 whenever n > 4. To
deduce (6.7), we observe that D(An) > 35 n for n > 4, the worst case
being n = 5 where A5 has a faithful representation of dimension 3.
By Lemma 6.5 we have
[G : Γ1 · · · Γm] = [G : F∗(G)] 6
m
∏
i=1
|Out′(Γi)|.
By Corollary 5.2, Z(Γi) = Γi ∩ Zd and Z(G) = G ∩ Zd. Note also
that, by Proposition 6.2 (4) (or straight from the definition), Z(G) ⊂
F∗(G), and therefore Z(G) = F∗(G) ∩ Zd. It follows that
[G : Zd ∩ G] = [G : Z(G)] = [G : F∗(G)][F∗(G) : F∗(G) ∩ Zd]. (6.8)
Since the Γi commute, there is a well-defined homomorphism
ψ : ×mi=1Γi/(Γi ∩ Zd)→ Γ1 · · · Γm/((Γ1 · · · Γm) ∩ Zd)
= F∗(G)/(F∗(G) ∩ Zd),
and therefore
[F∗(G) : F∗(G) ∩ Zd] 6
m
∏
i=1
[Γi : Γi ∩ Zd] =
m
∏
i=1
|Γi/Z(Γi)|.
Comparing with (6.8) yields
[G : Zd ∩ G] 6
m
∏
i=1
|Γi/Z(Γi)||Out′(Γi)|.
We must now estimate this. For the product over i > m′, we use
Proposition 6.8, whilst for i 6 m we have |Out′(Γi)| 6 |Out(Ani)| 6
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4 by Proposition A.6. Recalling our assumption [G : Zd ∩ G] >
ed/ log d, this gives
ed/ log d 6 [G : Zd ∩ G] 6
m′
∏
i=1
2ni! ∏
i>m′
eCD(Γi)
2/3
,
and thus
d
log d
 ∑
i6m′
ni log ni + ∑
i>m′
D(Γi)2/3. (6.9)
Assume (relabeling if necessary) that D(Γm) is the largest of the D(Γi),
i > m′. Since the Γi, i > 1 are all nonabelian we have D(Γi) > 2 and
therefore
∑
i>m′
D(Γi)2/3 6 (m−m′)D(Γm)2/3
6 (m−m′)2−2/3(m−m′−1) ∏
i>m′
D(Γi)2/3
 ∏
i>m′
D(Γi)2/3 6 d2/3,
uniformly in m, m′; the last step follows from (6.6). It follows that if
d is large enough then we may improve (6.9) to
d
log d
 ∑
i6m′
ni log ni. (6.10)
Applying (6.7), we have
m′
∑
i=1
ni log ni 6 m′n1 log n1
 m′3−m′/2n1/21 d1/2 log n1
 n1/21 d1/2 log n1,
uniformly in m′. Comparing with (6.10) we obtain n1  d/ log4 d,
as required. 
This completes the proof of all the statements claimed in the paper.
APPENDIX A. FACTS FROM GROUP THEORY AND REPRESENTATION
THEORY
Proposition A.1. Let G1, . . . , Gk be finite groups. Then the irreducible
complex representations of G1× · · · × Gk are precisely the tensor products
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ρ1 ⊗ · · · ⊗ ρk, where ρi is the pullback of an irreducible representation of
Gi under the natural projection from G1 × · · · × Gk to Gi.
Proof. This is a standard fact from representation theory and may be
shown using characters: see, for example, [14, Theorem 19.18]. 
Lemma A.2. Let G be a group. Then log |Aut(G)|  log2 |G|.
Proof. Greedily pick a generating set {x1, . . . , xk} for G by taking xj+1
to be any element not in 〈x1, . . . , xj〉, if there is one. Since 〈x1, . . . , xj〉
is a proper subgroup of 〈x1, . . . , xj+1〉, we have |〈x1, . . . , xj〉| > 2j,
and therefore k 6 log2 |G|. But any automorphism φ ∈ Aut(G) is
completely determined by the φ(xi). 
Lemma A.3. Let G be a finite group. Suppose that G has unitary rep-
resentations ρi : G → U(Vi), i = 1, 2 and that these are equivalent in
the usual sense of representation theory: thus there exists a linear isomor-
phism pi : V1 → V2 which is G-intertwining in the sense that pi ◦ ρ1(g) =
ρ2(g) ◦ pi for all g ∈ G. Then pi is a scalar multiple of a unitary map, and
in particular the two representations are unitarily equivalent.
Proof. Define a linear automorphism pi : V1 → V1 via 〈ψx, y〉V1 =〈pix,piy〉V2 for all x, y ∈ V1. If g ∈ G then we compute that
〈ρ1(g)ψx,ρ1(g)y〉V1 = 〈ψx, y〉V1 = 〈pix,piy〉V2
= 〈ρ2(g)pix, ρ2(g)piy〉V2 = 〈piρ1(g)x,piρ1(g)y〉V2
= 〈ψρ1(g)x, ρ1(g)y〉V1 .
From this it follows that ρ1(g) ◦ ψ = ψ ◦ ρ1(g), or in other words that
ψ is G-intertwining. By Schur’s lemma, ψ is a scalar multiple of the
identity, and hence pi is a scalar multiple of a unitary map. 
Remark. The same is true without the assumption of irreducibility;
see [22] for discussion.
Proposition A.4. Let E be an extra-special p-group. We have the following
statements.
(1) E has size p1+2m for some integer m > 1;
(2) E is generated by 2m elements;
(3) the exponent of E divides p2;
(4) the dimension D(E) of the smallest faithful representation of E is at
least pm.
Proof. See [10, §5.5]. 
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Proposition A.5. There is a constant c > 0 such that, if Q is a qua-
sisimple group which is neither abelian nor alternating, we have D(Q) >
eC
√
log |Q|.
Proof. It follows from [1, Chapter 33] that if Q is quasisimple with
corresponding simple group Q˜ = Q/Z(Q) then |Z(Q)| is bounded
in size by the cardinality of the Schur multiplier |H2(Q˜, C×)|. The
Schur multipliers of all finite simple groups are known (of course,
this requires CFSG) and in fact they are universally bounded in size
except for the groups PSLn(Fq) and PSUn(Fq), in which case they
have size 6 max(n + 1, q + 1). Thus in all cases |Z(Q)|  √log |Q|,
and so
|Q˜|  |Q|(log |Q|)−1/2. (A.1)
We note that vastly inferior bounds would suffice for our purposes,
but what is available without the CFSG is ridiculously weak: see [21]
from some discussion of this point.
Now we refer to the table [18, p 419]. This table gives lower bounds
for the degrees of projective representations of Chevalley groups.
For our purposes, it is important to know that (i) “projective rep-
resentations” of G are in 1-1 correspondence with representations of
central extensions of G; that (ii) “Chevalley groups” means “groups
of Lie type” rather than the more restricted notion of Chevalley group
one sometimes sees, and (iii) the CFSG states (in its “rough” form)
that all sufficiently large nonabelian finite simple groups are either
alternating groups, or groups of Lie type. An inspection of the table
reveals that D(Q) > ec(log |Q˜|)1/2 when Q is quasisimple and not an
alternating group. The statement of the proposition follows imme-
diately from this and (A.1). 
Proposition A.6. Let n > 15. Then all of the following statements hold.
(1) Z(An) is trivial.
(2) The unique irreducible representation ρ of An with 1 < dim ρ <
1
2 n(n − 3) is the permutation representation on {z ∈ Cn : z1 +· · ·+ zn = 0}, which has dimension n− 1;
(3) Aut(An) ∼= Sn, and hence |Out(An)| = 2;
(4) Apart from An itself, there is a unique quasisimple group Q = Aˆn,
the “double cover” of An, such that Q/Z(Q) ∼= An;
(5) D(Aˆn) = 2b(n−2)/2c.
Moreover |Out(An)| 6 4 for all n > 4.
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Proof. (1) and (3) are very well-known. Point (2) is essentially in
Rasala [19] (but see also [20, Corollary 5]). For (4), it is well-known
that when n > 8, the Schur multiplier H2(An, C×) is cyclic of order
2, and that the nontrivial element corresponds to the (Schur) double
cover Aˆn. Finally, (5) goes back to Schur, at least for large n, but see
[16, Main Theorem]. 
Lemma A.7. Let G be a finite group. Then any two p-cores Opi(G),
Opi′(G), pi,pi′ distinct primes, commute.
Proof. This follows easily from the basic theory of finite nilpotent
groups, for which [13] is a good reference. First it follows from the
“if” direction of [13, Theorem 10.3.4] that both Opi(G) and Opi′(G)
are nilpotent normal subgroups of G. By [13, Theorem 10.3.2], the
product H := Opi(G)Opi′(G) is a nilpotent subgroup of G. Now it
follows from the “only if” direction of [13, Theorem 10.3.4] that H is
in fact a direct product of Opi(G) and Opi′(G). 
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