We study the general representations of positive partial transpose (PPT) states in C K ⊗C M ⊗C N . For the PPT states with rank-N a canonical form is obtained, from which a sufficient separability condition is presented. [19, 20] .
necessary and sufficient but not operational. For low rank density matrices there are also some necessary and sufficient operational criteria of separability [19, 20] .
In [21, 22] the separability and entanglement of quantum mixed states in C 2 ⊗ C 2 ⊗ C N , C 2 ⊗ C 3 ⊗ C N and C 2 ⊗ C 2 ⊗ C 2 ⊗ C N composite quantum systems have been studied in terms of matrix analysis on tensor spaces. It is shown that all such quantum states ρ with positive partial transposes and rank r(ρ) ≤ N are separable. In this article we extend the results in [21] to the case of composite quantum systems in C K ⊗ C M ⊗ C N with general dimensions K, M, N ∈ N.
We give a canonical form of PPT states in C K ⊗ C M ⊗ C N with rank N and present a sufficient separability criterion.
A separable state in C K a ⊗ C M b ⊗ C N c is of the form:
where i p i = 1, 0 < p i ≤ 1, ρ i α are density matrices associated with the subsystems α, α = a, b, c. In the following we denote by R(ρ), K(ρ), r(ρ) and k(ρ) the range, kernel, rank and the dimension of the kernel of ρ, respectively.
We first derive a canonical form of PPT states in C 3 a ⊗ C 3 b ⊗ C N c with rank N , which allows for an explicit decomposition of a given state in terms of convex sum of projectors on product vectors. Let |0 a , |1 a , |2 a ; |0 b , |1 b , |2 b ; and |0 c · · · |N − 1 c be some local bases of the sub-systems a, b, c respectively. Lemma 1. Every PPT state ρ in C 3 a ⊗ C 3 b ⊗ C N c such that r( 2 a , 2 b |ρ|2 a , 2 b ) = r(ρ) = N , can be transformed into the following canonical form by using a reversible local operation:
where A, B, C, D, F and the identity I are N × N matrices acting on C N c and satisfy the following relations: [A,
and F = F † ( † stands for the transposition and conjugate).
Proof. In the basis we considered, a density matrix ρ in C 3 a ⊗ C 3 b ⊗ C N c with rank N can be always written as:
Similarly, if we consider the projection 2 b |ρ|2 b , for the same reasons as above we conclude that the resulting matrix
Since the partial transposition with respect to the sub-system a is positive, ρ ta ≥ 0, and it does not change 2 a |ρ|2 a , we still have |20 |g − |22 B|g , |21 |f − |22 A|f ∈ k(ρ ta ). This gives rise to the following equalities:
ρ is then of the following form:
Set
and diag(A 1 , A 2 , ..., A m ) denotes a diagonal block matrix with blocks A 1 , A 2 , ..., A m . ρ can then be written in the following partitioned matrix form:
As Σ possesses the following 4N kernel vectors:
for arbitrary |f , |g , |h , |i ∈ C N c , the kernel K(Σ) has at least dimension 4N . On the other hand r(Σ) + k(Σ) = 5N , therefore r(Σ) ≤ N . As the range of Σ has at least dimension N due to the identity entry on the diagonal, we have r(Σ) = N . Notice that r(ρ 5 ) ≤ r(ρ) = N , it is easy to see that r(ρ 5 ) = N . To show that ∆ = 0, we make the following elementary row transformations on the matrix ρ 5 ,
As the rank of ρ 5 is N , from (13) we have ∆ = 0, and hence
Similarly, we can derive
ρ then is of the following form:
follow from the positivity of all partial transpositions of ρ. We first consider:
Due to the positivity, the matrix ρ t B must possess the kernel vector |12 |f − |22 C|f , |02 |g − 
which implies automatically the positivity.
From the positivity of ρ t AB ,
we have that |12 |f −|22 C † |f , |02 |g −|22 D † |g are kernel vectors, which results in [A,
is then of the form:
This form assures positive definiteness, and concludes the proof of the Lemma. 2
Using Lemma 1 we can prove the following Theorem: Proof. According to the Lemma the PPT state ρ can be written as
Since all A, A † , B, B † , C , C † , D and D † commute, they have common eigenvectors |f n . Let a n , b n , c n and d n be the corresponding eigenvalues of A, B, C and D respectively. We have
We can thus write ρ as
where
Because the local transformations are reversible, we can now apply the inverse transformations and obtain a decomposition of the initial state ρ in a sum of projectors onto product vectors.
This proves the separability of ρ. 2
The above approach can be extended to the case of higher dimensions like
and |0 c · · · |N − 1 c be some local bases of the sub-systems a, b, c respectively. From Lemma 1 it is straightforward to prove the following conclusion:
can be transformed into the following canonical form by using a reversible local operation:
where 
Extending Theorem 1 to higher dimensions, we have:
By extending Lemma 2, Theorem 2 and the results in [21] and [22] , we can give the canonical
; and |0 c · · · |N − 1 c be some local bases of the sub-systems a, b, c respectively.
matrices acting on C N c and satisfy the following relations:
Proof. In the basis we considered, a density matrix ρ in C K a ⊗ C M b ⊗ C N c with rank N can be always written as a KM × KM partitioned matrix. Let E ij be the i, j-element of ρ. Denote E ii = E i . Every E ′ s are N × N -matrices and r(E KM ) = N . Because ρ is self-adjoint, we have
The fact that ρ is PPT implies thatρ is also PPT, i.e., ρ ≥ 0. Using the Lemma 5 in [19] we havẽ
Similarly, if we consider the projection
ρ has the following M − 1 kernel vectors:
for all vectors |f i ∈ C N c . Similarly there are K − 1 other kernel vectors,
for all vectors |g j ∈ C N c . From these kernel vectors of ρ, we observe that the E ij are dependent on the last column elements of ρ. From ρ ta ≥ 0 and that the partial transposition of ρ with respect to the first sub-system a does not change the positivity of K − 1 a |ρ|K − 1 a , we still have some kernel vectors that belong to k(ρ ta ), from which we can get the last column elements and hence the last row elements of ρ. Then we can write ρ in the following partitioned matrix form:
where Z and W are known, k = KM − (M + 1). Similar to the proof of Lemma 1, denoting ρ 0 = Σ + diag(∆, 0, 0, . . . , 0) and proving that ∆ = 0 we get the form of E k .
By repeating the procedure above, we can calculate all the diagonal elements of ρ. The rest commuting relations among A i , B j can be obtained from the PPT properties of ρ, similar to the case in Lemma 1. 2
From the canonical form (16), we can obtain the following result:
In the following we give some detailed examples related to our canonical form of PPT states and the separability criterion. 
, then ρ can be written in a separated form: , a ∈ R.ρ is a mixed state as trρ 2 < 1. It is easily verified that ρ is P P T : iii) The biseparable three-qubit bound entangled state:
where |ψ i 's are given by |0, 1, + , |1, +, 0 , |+, 1, 0 , |−, −, − with |± = 1 √ 2 (|0 ± |1 ). ρ is a P P T state as ρ t A = ρ t B = ρ t C = ρ t AB = ρ t AC = ρ t BC = ρ. It is separable under any bipartite cut A|BC, B|AC, B|CA. But it is entangled (not fully separable). As r(ρ) = 2 this state does not satisfy the conditions of Theorem 3 and the corresponding conclusions could not be deduced.
We have derived a canonical form of PPT states in C K ⊗C M ⊗C N with rank N and a sufficient separability criterion from this canonical form. For K ≥ 2, M ≥ 3, the separability criterion we can deduce is weaker, as PPT criterion is no longer sufficient and necessary for the separability of bipartite states. Nevertheless the canonical representation of PPT states can shade light on studying the structure of bound entangles states which are PPT but not separable.
