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ABSTRACT
In this article, four continually processed sea surface temperature (SST) datasets, including the Reynolds
SST (RYD), the global final analysis of skin temperature at oceans (FNL), and two Moderate Resolution
Imaging Spectroradiometer (MODIS) Aqua SSTs retrieved from thermal infrared imagery (TIR) and
midinfrared imagery (MIR), were compared. The results show variations from each other. In comparison
with the RYD SST, the FNL data have 0.5°  0.5°C perturbations, while the TIR and MIR SSTs possess
larger deviations of 2°  1°C, mainly due to algorithm and/or sensor differences in these SST datasets.
A regional model, the fifth-generation Pennsylvania State University–National Center for Atmospheric
Research (Penn State–NCAR) Mesoscale Model (MM5), was used to investigate whether model atmo-
spheric predictions, especially those concerning precipitation during the North American monsoon season,
are sensitive to these SST variations. A comparison of rainfall, atmospheric height, temperature, and wind
fields produced by model results, reanalysis data, and observations indicates that, at monthly scale, the
model shows changes in the simulations for three consecutive years; in particular, rainfall amounts, timing,
and even patterns vary at some specific regions. Forced by the MODIS Aqua midinfrared SST (MIR), which
includes large regions with SST values lower than the conventional Reynolds SST, the MM5 rain field
predictions show reduced errors over land and oceans compared to when the model is forced by other SST
data. Specifically, rainfall estimates are improved over the offshore of southern Mexico, the Gulf of Mexico,
the coastal regions of southern and eastern Mexico, and the southwestern U.S. monsoon active region, but
only slightly improved over the monsoon core and the high-elevated Great Plains. Using MIR SST data, one
is also capable of improving geopotential height and temperature fields in comparison with the reanalysis
data.
1. Introduction
The North American monsoon (NAM) results from
the seasonal transition in thermal contrasts between the
North American continental and adjacent oceanic re-
gions. A notable phenomenon associated with this tran-
sition is precipitation variation over North America
during the monsoon season. After the monsoon system
reaches the southwestern Mexico coast in mid-June and
migrates northward to the southwestern United States
in mid-July, rainfall increases over western Mexico and
the southwestern United States, while it decreases over
the Great Plains in the central United States and in-
creases over the eastern U.S. coast (Higgins and Shi
2000; Higgins et al. 1997; Mo et al. 1997). This tripole
variation in summertime rainfall over North America is
associated not only with synoptic atmospheric pro-
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cesses, but also with SST variations in the central and/or
eastern Pacific (Higgins et al. 1997; Carleton et al. 1990;
Ting and Wang 1997), the Gulf of California (Stensrud
et al. 1995), and the Gulf of Mexico (Markowski and
North 2003), which are considered the main sources of
water vapor for the NAM rainfall (Adams and Comrie
1997).
Based on long-term observational data, many studies
have analyzed the relationship between SST and inter-
annual NAM rainfall variability, and particularly the
impacts of SST in various Pacific regions and the Gulf
of California on NAM onset, dry and wet NAM types,
and seesaw precipitation variations over the monsoon
core and Great Plains (Hong and Kalnay 2000; Mo and
Paegle 2000; Castro et al. 2001; Ting and Wang 1997;
Higgins and Shi 2001). Observational analyses also
show how SST variations affect intraseasonal NAM
rainfall characteristics. Carleton et al. (1990) found that
wet summers in Arizona are correlated with an en-
hanced longitudinal gradient of sea surface tempera-
ture between the Pacific coast of Baja California and
the Gulf of California. Mitchell et al. (2002) have shown
that high SST in the northern Gulf of California favors
evaporation and low-level moisture, and thus is condu-
cive to more rainfall in the southwestern United States.
Mo (2000) and Woolnough and Slingo (2000) have sug-
gested that an intraseasonal (22 day) mode in summer-
time precipitation over the southwestern United States
is associated with tropical convection and finally is re-
lated to tropical SST variation. Cavazos et al. (2002)
also showed that the intraseasonal rainfall pattern over
eastern Arizona is correlated with SST variations.
A range of numerical models has been used in the
NAM study. Yang et al. (2003) have investigated NAM
rainfall using the Community Climate Model Version 3
(CCM3) and have found that “the under-represen-
tation of monsoon rainfall can be significantly reduced
by using the yearly-varying AMIP [Atmospheric Model
Intercomparison Project] SST.” Kunkel (2003) ran a
GCM with perturbed SSTs and concluded that the spa-
tial and temporal variation of SST on a global scale may
be one direct and proximate cause of the recently ob-
served upward trend of extreme multiday-duration pre-
cipitation events in United States. On the other hand,
using a coupled ocean–atmospheric GCM and en-
semble simulations, Farrara and Yu (2003) found that
the interannual and seasonal variations of NAM rain-
fall over the southwestern United States is largely as-
sociated with internal atmospheric processes and has
little relationship to SST variations. However, Mitchell
et al. (2002) have questioned these GCM results be-
cause GCMs fail to resolve the role of the Gulf of Cali-
fornia, which is considered an important monsoon
moisture source (Stensrud et al. 1995). In addition, the
monthly varying SST forcing used in GCMs could miss
certain daily and subdaily structures and characteristics
of the ocean surface (Lau and Sui 1997; Weller and
Anderson 1996). To study the role of the Gulf of Cali-
fornia in NAM rainfall in seasonal scale, many studies
(Anderson and Roads 2002; Gochis et al. 2002; Li et al.
2004; Liang et al. 2004) have employed regional-scale
models. Further, Stensrud et al. (1995) found from their
fifth-generation Pennsylvania State University–
National Center for Atmospheric Research (Penn
State–NCAR) Mesoscale Model (MM5) simulations
that the SST in the Gulf of California is important for
24-h forecasts and that NAM rainfall could only be
reproduced reasonably in their study cases if the SST in
the Gulf of California was greater than 29.5°C. The
Regional Atmospheric Modeling System (RAMS)
simulation of Pastor et al. (2001) further discovered
that even in 24–48-h forecasts, different SST sources
[monthly climatological averages, data from the Inter-
national Satellite Land Surface Climatology Project,
and data derived from National Oceanic and Atmo-
spheric Administration (NOAA) satellite images]
could yield different precipitation amounts and loca-
tions. Using the National Centers for Environmental
Prediction (NCEP)/Regional Spectral Model (RSM),
Mo and Juang (2003) discussed the effects of SST in the
Gulf of California on summertime monthly-to-seasonal
precipitation in North America. Their 4-yr model tests
concluded that the impact on rainfall of SSTs in the
Gulf of California is greater along the western slopes of
the Mexican Sierra Madre Occidental (SMO) and less
over the southwestern United States.
In summary, both observational and numerical stud-
ies indicate that SST plays a significant (sometimes con-
troversial) role in summer rainfall predictions over
North America at various spatial and temporal scales.
Therefore, we seek to determine the consequences of
using various currently available SST datasets that are
produced from different measurements and algorithms,
which certainly show variations in SST representations.
Will these variations from different SST datasets im-
pact atmospheric fields, particularly rainfall distribu-
tion during the monsoon season, in regional mesoscale
modeling? This comparative study examines four SST
datasets, including the conventional Reynolds SST
(RYD), the global final analysis of skin temperature at
oceans (FNL), and the recently released Moderate Reso-
lution Imaging Spectroradiometer (MODIS) Aqua mid-
infrared SST (MIR) and thermal infrared SST (TIR), to
investigate the impacts of different SST sources on re-
gional climate simulations in the NAM season.
This article extends the preliminary results of Gao et
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al. (2003), which show improved 2001 NAM rainfall
simulation by using MODIS Terra SST forcing.
2. Methodology
a. Model
This study employed the Penn State–NCAR Meso-
scale Model (Dudhia 1989). MM5 provides multiple op-
tions and schemes to represent a variety of physical
processes. For summer rainfall simulations, the most
important selection is the convective parameterization
scheme (CPS). Many previous studies (e.g., Wang and
Seaman 1997; Stensrud et al. 1995; Warner et al. 2003;
Gochis et al. 2002; Guichard et al. 2003) have suggested
that although performance may vary with rainfall types
and model configurations, the Kain–Fritsch CPS (Kain
and Fritsch 1990) produces reasonable rainfall patterns.
This study used the Kain–Fritsch CPS with default
plume radius setup, which may affect model results,
especially over low-latitude regions (Mapes et al. 2004),
along with simple ice-explicit microphysics (Dudhia
1989). The study also used other model physics
schemes, including the Dudhia (1989) cloud radiation
scheme, medium-range forecast (MRF) boundary layer
scheme (Hong and Pan 1996), and Noah land surface
model (Chen and Dudhia 2001). Twenty-eight vertical
sigma layers were employed from the surface to the top
of the model atmosphere at 70 mb, with 11 layers below
700 mb.
b. Numerical experiments
The numerical experiments configured the MM5
runs under the same model setup, except that SST forc-
ing was replaced by different datasets. The simulation
periods were July and August in 2002, 2003, and 2004
because 1) the NAM reaches full maturity in this
2-month period, and 2) the MODIS Aqua SST data
started from 4 July 2002. Generally, the 2002 monsoon
performed normally, with some localized features. The
2003 monsoon was dry east of Tucson, Arizona, and
wet west of Tucson, while the 2004 monsoon was drier
over Arizona, New Mexico, and California and the
northwestern coast of Mexico than in a normal year.
NCEP–NCAR reanalysis data (Kalnay et al. 1996)
were used as the initial and boundary forcing data. The
outer boundary values were updated every 12 h. The
model was initiated at the beginning of each month and
continued running for the whole month without reini-
tialization. Because MODIS Aqua SSTs started from 4
July 2002, the July 2002 model ran for 28 days.
Two-way nested domains were used in the simula-
tion. Domain 1, which has a 75-km grid resolution, cov-
ers the whole United States, Mexico, southern Canada,
Central America, northern South America (the region
in Fig. 3), and the surrounding oceans, and domain 2,
with a 25-km grid resolution, covers Mexico, western
and central United States, and the surrounding oceanic
regions of the eastern tropical Pacific Ocean and the
Gulf of Mexico (the region in Fig. 6).
3. SST sources
MODIS Aqua SST data are derived from two types
of infrared brightness temperature sensed from the
Aqua platform: the midinfrared (3.8–4.1 m) channels
(MIR), and the thermal infrared (11–12 m) channels
(TIR). These data have been processed since 4 July
2002. The MODIS sensor was designed with higher sen-
sitivity and better signal-to-noise ratio than the prede-
cessor Advanced Very High Resolution Radiometer
(AVHRR) onboard NOAA satellites. MODIS Aqua
SST data can be provided at very high spatial (4.6 km)
and temporal (daily) resolutions, but such data include
a large proportion of missing data. The experiments
used 36-km and weekly data, with linear interpolation
to estimate missing values.
For comparison, this study included two other con-
tinually processed datasets: the Reynolds SST (RYD)
and the NCEP final analysis of skin temperature over
the oceans (FNL). The weekly 1° Reynolds SST is a
merged product of SST surface observations, satellite
estimates, and modeled simulations (Reynolds et al.
2002). Until now, the RYD SST has been widely used in
either GCMs or mesoscale models; therefore, this study
used RYD as a reference for comparison with other
SST data. The FNL data were generated from skin
temperature estimates collected over 6 h after the syn-
optic time (http://dss.ucar.edu/datasets/ds083.2) with
6-hourly and 1° resolution.
Figure 1 shows the daily zonal mean differences of
FNL, TIR, and MIR corresponding to RYD in domain
1 for the 3 yr. Overall, in most regions and time periods
the FNL, TIR, and MIR SSTs only deviated from RYD
within a small range of 0.5°C. FNL was about 0.5°
higher than RYD in the low-latitude (10°N) zone and
the 50° latitude zone. TIR and MIR were largely lower
than RYD, except for 2003 in the midlatitude zone
(30°N). In the tropical (5°N–5°S) and midlatitude
(40°  50°N) zones, the differences between TIR/
MIR SST minus RYD SST sometimes were as low as
1° to –3°C.
Figure 2 represents the daily mean absolute bias
(MAB) of FNL, TIR, and MIR relevant to RYD over
the domain-1 grids (75 km). The statistical measure of
MAB was used in Wang and Seaman (1997) to evaluate
MM5 performance. This figure shows that FNL showed
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the lowest deviation to RYD, TIR had the highest, and
MIR was the median. The figure also shows that MAB
amplitude decreased with time and that the daily FNL,
TIR, and MIR SSTs showed 7–10-day oscillations.
Figure 3 shows maps of the differences between
FNL/TIR/MIR and RYD for July and August. Again,
the small-range differences in most regions indicate
that while the datasets’ SST magnitudes and patterns
are similar, different SST sources show many varia-
tions. For the 3-yr study period, FNL was relatively
high in the tropical region (0°–10°N) and low in the
subtropical and extratropical regions (10°N), except
FIG. 1. Time series of zonal mean SST differences (°C) between (left) FNL and RYD, (middle) TIR and RYD, and (right) MIR
and RYD during (top) Jul and Aug 2002, (middle) 2003, and (bottom) 2004.
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for a high-value region in the western Atlantic Ocean
offshore of the New England coast and a small low-SST
zone in the equatorial eastern Pacific. Over the upper
Gulf of California and offshore of the U.S. West Coast
and Baja peninsula, FNL showed a narrow high-value
region. In general, the differences between FNL and
RYD were small, within 0.5°C. The TIR and MIR
difference maps were similar to each other but different
from FNL. TIR and MIR were about 0.5°  2°C lower
than RYD over the most eastern Pacific, from the ex-
tratropics to the subtropics (from 55° to 5°N). However,
the eastern Pacific had two high-value zones, in com-
paring to RYD: one located in 20°  30°N and 140°W
and another located in offshore of the Baja peninsula
and southern Mexico. In contrast to FNL, over the
tropical eastern Pacific Ocean, TIR and MIR had a
“cool tong” that was 1.5°–2°C colder than RYD. In the
western Atlantic Ocean, TIR and MIR were warmer
FIG. 2. Time series of daily MAB between FNL, TIR, and MIR and RYD SST datasets during the simulations.
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FIG. 3. SST mean difference pattern between (left) FNL and RYD, (middle) TIR and RYD, and (right) MIR and RYD during
(top) Jul and Aug 2002, (middle) 2003, and (bottom) 2004. Boxes in the lower-left panel will be explained in detail later in Fig. 7 and
in section 4b.
OCTOBER 2005 L I E T A L . 2927
Fig 3 live 4/C
than RYD. The differences between TIR and MIR were
that in MIR, the “coolest” (dark blue) areas were less
extensive than the TIR and vice versa for the “warm-
est” (orange) areas. In addition, MIR was the “coldest”
over the Gulf of Mexico. The SST variations from dif-
ferent datasets were spread over certain large regions,
and the patterns were consistent over the 3 yr, which
suggests that the variations may result from different
sensors and algorithms employed by different data
sources. Currently there is lack of SST measurements
to validate SST data accuracy. One question for model
research concerns how such SST variations from differ-
ent datasets will affect the model results. The numerical
experiments were designed to investigate this question.
4. Results
a. Rainfall comparison
To examine rainfall, the model used 25 km by 25 km
daily precipitation analysis data from the National
FIG. 4. (a) Mean wet day (rainfall 0.2 mm day1) time series for modeling and satellite data in domain 2.
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Weather Service/Climate Prediction Center (NWS/
CPC; Higgins et al. 1999) as the observation values over
land. The gauge data were interpolated from daily
gauge observation and covered the United States and
Mexico (for more details, see the Web site http://
www.cpc.ncep.noaa.gov/products/precip/realtime). Sat-
ellite-based rainfall estimates from the Precipitation
Estimation from Remotely Sensed Information using
FIG. 4. (b) Mean wet-day time series for modeling and gauge data in domain 2 over land.
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Artificial Neural Networks (PERSIANN) system (So-
rooshian et al. 2002) were employed to compare rainfall
over the oceans. The PERSIANN data, retrieved from
combined geostationary infrared and Tropical Rainfall
Measuring Mission (TRMM) microwave information,
have a global coverage at 0.25° resolutions. However,
because of the mountainous topography in Mexico and
the southwestern United States, the rain gauge network
in the region is sparse and heterogeneous (more gauges
are located in the accessible flat valleys than in the
mountains), which may affect the accuracy of the rain-
fall data. Although satellite remotely sensed rainfall
data show unprecedented, integrated global precipita-
tion patterns, many studies (e.g., Garreaud and Wallace
1997) have noted that deficiencies in satellite rainfall
estimates, namely, indirect rainfall estimates and lim-
ited rainfall sampling in space and time, can reduce the
accuracy of the results. Therefore, they were used in
this study as independent references, rather than as ab-
solute foundational data, to analyze the model’s per-
formance in reproducing rainfall.
1) DAILY RAINFALL
This study used MM5 as a regional climate model for
seasonal climate study; therefore, the model setup,
which included 1) relatively coarse (75 km  25 km)
grid systems, and 2) model initiation only at the begin-
ning of each month, was, in fact, inadequate to repro-
duce day-to-day checking rainfall, especially for moun-
tainous regions (Li et al. 2004). This section uses statis-
tical evaluation for the domain-2 grids (25 km). Figure
4a represents the daily time series for the ratio of rain
grids (rainfall 0.2 mm day1) to total grids. In the
figure, the bold line stands for the satellite-observed
rain grid. The fine line, fine line with triangles, fine line
with squares, and fine line with circles represent the
ratio time series when RYD, FNL, TIR, and MIR, re-
spectively, were used as SST forcing. The day was reck-
oned from 0000 to 0000 UTC to coordinate with the
satellite daily rainfall. Except for August 2004, when
the satellite rainfall estimates were perturbed for un-
clear reasons, the model time series generally matched
the satellite variations in trend. For the first few days,
the ratios were nearly the same in the four model time
series, but afterward the ratios differed. Figure 4b is the
same as Fig. 4a except for the comparison with the
gauge rainfall observation (bold line) over land, and the
day was reckoned from 1200 to 1200 UTC in order to
meet the gauge daily rainfall accumulation. The figure
shows the same features as in Fig. 4a. Note that in
August 2004 in Fig. 4b, modeling results were compa-
rable with the observation.
Figure 5 shows the occurrence frequencies for daily
rainfall greater than five rainfall-amount thresholds
(i.e., 0.2, 1.0, 5.0, 10.0, and 20.0 mm per day) in the
domain-2 grids (over land only). All model rainfalls
showed positive biases in comparison with the gauge
data. The model rainfall forced by TIR and MIR was
slightly closer to the observations than that forced by
RYD and FNL.
2) MONTHLY RAINFALL
Figure 6 illustrates the differences between the mod-
eled and observed monthly rainfall. The observed data
FIG. 5. Frequencies of 24-h rainfall at five thresholds (0.2, 0.5, 1.0, 5.0, 10.0, and 20.0 mm) during the 2 months for different years
when different SST datasets were used.
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FIG. 6. Mean monthly precipitation differences between model and observation (gauge over land and PERSIANN over water)
during the simulations.
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consisted of the gauge rainfall over land and the
PERSIANN estimates over oceans. The similarity
among the rainfall difference maps in Fig. 6 results from
the basic common characteristics in these SST data and
the same atmospheric forcing fields. In general, the
modeled rainfall (forced by any SST data) was overes-
timated over southern and eastern Mexico, the sub-
tropical (15°–25°) eastern Pacific (offshore of southern
Mexico), and the Gulf of Mexico, but underestimated
over northwestern Mexico (the monsoon core area)
and subtropical eastern Pacific. This overestimate was
modest in 2002 (normal NAM year), and became more
severe in 2003 and 2004 (dry NAM years). In 2004, the
rainfall-underestimated area expanded from the NAM
core in northwestern Mexico to the lower Great Plains.
The authors checked both modeling and gauge daily
rainfall and found that the model did not correctly re-
produce the rainfall events that occurred at that region
during late July 2004. The model performed relatively
well in the southwestern United States, except for cer-
tain overestimates in the high-elevated regions (Colo-
rado, northern New Mexico, northeastern Arizona, and
southeastern Utah).
The map of Fig. 6 shows the advantages of using the
MIR forcing: 1) The rainfall overestimates over the
southern and eastern coasts of Mexico, the subtropical
eastern Pacific, and the Gulf of Mexico were reduced
substantially; 2) over the large region of northwestern
Mexico (the monsoon core), northern Mexico, and cen-
tral Texas to the central United States (the Great
Plains), rainfall errors (overestimates/underestimates)
were distributed in small areas (except for 2004); and 3)
over the southwestern United States, the overestimated
rainfall in the mountainous region was realistic because
the gauge rainfall underestimated actual rainfall.
Table 1a (over land) and Table 1b (over oceans) list
the statistics of mean, root-mean-square error (rms),
and correlation coefficients between modeled and ob-
served rainfall in the domain-2 grids. Clearly, the MIR-
forced model rainfall has the closest mean, lowest rms,
and highest correlation coefficient corresponding to the
observations.
For checking rainfall variation in monsoon regions,
Fig. 7 gives area mean diurnal variations over the
southwestern U.S. monsoon active region (southeast-
ern Arizona and southwestern New Mexico) and mon-
soon core (northwestern Mexico), whose locations are
shown as the boxes in low left figure of Fig. 3. Box 1 in
Fig. 3 is approximately 240 km by 240 km centering at
(32°N, 110°W). Box 2 is the same as box 1 but centering
at (27°N, 108°W). “Obs” (bold line) in the top three
panels of Fig. 7 represents stage IV multisensor (gauge
mixes with radar data) hourly data (http://www.joss
.ucar.edu/cgi-bin//codiac/dss?21.093). For comparison
with modeling results, stage IV hourly data were first
added to 3 hourly, then averaged to the grid cells of
TABLE 1a. Correlation between models and gauge over land in monthly scale.
Gauge RYD FNL TIR MIR
2002 Correlation 1.0 0.62 0.63 0.57 0.70
Mean (mm) 71 102 91 85 81
Rms (mm) 57 118 95 116 75
2003 Correlation 1.0 0.59 0.63 0.64 0.68
Mean (mm) 68 90 78 84 75
Rms (mm) 58 122 99 118 83
2004 Correlation 1.0 0.5 0.52 0.46 0.56
Mean (mm) 75 96 92 94 85
Rms (mm) 54 127 117 130 105
TABLE 1b. Correlation between models and PERSIANN over water in monthly scale.
PERSIANN RYD FNL TIR MIR
2002 Correlation 1.0 0.71 0.76 0.66 0.75
Mean (mm) 133 233 227 183 155
Rms (mm) 188 340 329 286 192
2003 Correlation 1.0 0.76 0.74 0.77 0.73
Mean (mm) 98 265 239 216 206
Rms (mm) 124 401 352 347 282
2004 Correlation 1.0 0.81 0.81 0.78 0.8
Mean (mm) 93 280 275 241 211
Rms (mm) 127 397 397 376 288
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domain 2 in this paper. (There is no data outside of the
United States.) In 2003, all of the modeling diurnal
variations have the same pattern as that of observation.
However, when MODIS SST datasets were used, the
modeling diurnal variation and the observation
matched rather well in 2002 and 2004 while it did not
when RYD and FNL datasets were used. This result
again demonstrated the merit when MODIS SST
datasets were used, although, at this case, the model did
not exactly reproduce the intensity and beginning time
and ending time of rainfall diurnal cycle. When com-
paring the modeling diurnal variation with stage IV
data, all the modeling results cannot match the ob-
served nighttime peaks in central United States (figures
not shown) partly because the Kain–Fritsch CPS was
used (Liang et al. 2004).
As shown in the bottom three panels of Fig. 7, there
were nearly the same diurnal variations over the mon-
soon core when different SST datasets were used. This
result is consistent with previous studies (i.e., Mo and
Juang 2003; Stenrud et al. 1995), whose rainfall over the
monsoon core is mainly affected by SST in the Gulf of
California. The differences of the four types of SSTs to
be employed here over the Gulf of California were rela-
tively small (refer back to Fig. 3).
b. Surface atmospheric variables
The mean surface temperature and wind were exam-
ined monthly using NCEP–NCAR reanalysis data
(NNRD) after the model results were interpolated into
NNRD grids. Differences between the modeling results
and NNRD for the monthly mean surface temperature
over land show similar patterns, and it is unclear which
particular SST dataset that was used generated a “bet-
ter” result. Generally, the model overestimated most of
the regions, except for Rocky Mountain areas in 2002
and 2003. The overestimated values reached 3°  4°C
over the southern California desert areas, the southern
United States, Central American countries, and part of
northern South America. Over the Rockies, the models
underestimated about 0.5°  1°C along northern
Mexico, New Mexico, and Colorado to Montana. The
2004 results are the same as for 2002 and 2003, except
that the model also underestimated the northwestern
United States. Over the oceans, the model results con-
formed to the SST variations.
Mean wind speed differences between the models
and the NNRD show the same patterns. In contrast to
surface temperature differences, U-component wind
differences occurred mainly over the oceans, especially
the subtropical and tropical oceans. There was a posi-
tive bias over the eastern Pacific Ocean between 10°
and 20°N. This positive bias was the largest in the simu-
lations. Another positive bias occurred over Cuba and
adjacent areas. Three negative biases were located off-
shore of the western U.S coast, the upper Gulf of Cali-
fornia, and the equator cool tong regions over the east-
ern Pacific. The modeled-NNRD mean V-component
FIG. 7. Rainfall mean diurnal variations over the monsoon region. (top) Southeastern Arizona and southwestern New Mexico and
(bottom) northwestern Mexico with detail in text.
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differences showed the same pattern when different
SST datasets were used. The positive bias pattern ex-
tends from the tropical Pacific to Cuba and finally to
the western Atlantic. The greatest positive bias was lo-
cated at approximately 10°N, 100°W. In addition, a
negative bias extended from the middle of the western
model boundary northwestward to the northwestern
U.S. coastal region. Figure 8 shows the 2003 modeled-
NNRD surface temperature and wind differences. The
“H” and “L” labeled in the figure represent the highest
and lowest differences, respectively. Finally, both sur-
face temperature and wind near the south boundary
FIG. 8. Surface variable mean differences between model and NNRD in 2003. The temperature contours are 5°, 2°, 1°, 1°, 2°,
and 5°C, and wind speed contours are 4, 3, 2, 1, 1, 2, 3, and 4 m s1.
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have a relatively strong positive bias between the mod-
els and NNRD, except when the MIR dataset was used.
Table 2 shows the modeled and NNRD surface tem-
perature mean and rms during simulations. Table 3a
and Table 3b are the same as Table 2, except for the U
and V components, respectively. In summary, it is dif-
ficult to determine which SST dataset that was used to
drive the model was able to generate more accurate
surface meteorological fields.
c. Atmospheric processes
Mean modeling circulation patterns were similar but
not exactly the same (figures not shown) during the
simulated period when different SST types were used.
At 500 mb, the subtropical high system dominated over
the continent, and separate troughs were located near
the eastern and western U.S. coasts. The easterly domi-
nated in the tropical zone, while the westerly controlled
in the extratropical zone.
This part of the study just summarily compared the
model results with the NNRD to determine which re-
sult was relatively more accurate when different SST
datasets were used at current model conditions. For
detail, we will address these results separately.
Figure 9 shows the difference in mean geopotential
height between the simulations and NNRD at 500 mb.
The “H” and “L” represent the highest and lowest dif-
ferences between the simulation and reanalysis data.
When different datasets were forced, the difference
patterns were very close in the same year but changed
in different years. In comparison with the NNRD, the
model underestimated geopotential height over the
open ocean located in the southwestern lower Gulf of
California during the modeling time periods. The
model also underestimated the height field over the
northeastern United States and/or near ocean (see the
–20 m contour line in Fig. 9). In 2002 and 2003, in
comparison with the NNRD, the model overestimated
the height field near the western U.S. coastal region,
while in 2004 the model underestimated an area over
the northwestern United States. However, when the
MODIS SST dataset was used, the model generated a
relatively small area coverage circling the 20 m con-
tour line and light intensity values over that area, com-
pared to the RYD dataset.
Figure 10 shows the mean temperature differences
between models and NNRD at 500 mb. Generally, the
differences show very similar patterns when different
SST datasets forced the model. However, comparing
the 1° and 2°C contour line area-coverage with their
central values shows that when the MODIS MIR SST
dataset was used to drive the model, the modeling re-
sults were closer to the NNRD dataset than those when
the other SST datasets were used.
In comparison with the temperature differences be-
tween modeling and NNRD in Figs. 8 and 10, it is easy
to note that in the lower level, the gradient of the dif-
ference is bigger than that in the higher level, partly
because the NNRD dataset cannot represent the strong
local characteristics caused by land features like land
use and topography.
5. Summary and discussion
This study analyzed four continually processed SST
datasets (RYD, FNL, TIR, and MIR) for the period
from 2002 to 2004 during July and August, the months
when NAM develops to maturity. The results indicate
that the values for different SST datasets vary some-
what, possibly because different algorithms and/or sen-
sors were used. These variations from different datasets
TABLE 2. Mean and variance of surface temperature for
modeling and analysis data.
Obs RYD FNL TIR MIR
2002 Mean (°C) 23.07 23.85 23.78 23.32 23.50
Rms (°C) 4.44 4.26 4.31 4.54 4.48
2003 Mean (°C) 23.26 24.16 24.11 23.83 23.89
Rms (°C) 4.28 4.26 4.30 4.43 4.36
2004 Mean (°C) 23.52 23.54 23.52 23.52 23.28
Rms (°C) 4.72 4.38 4.39 4.39 4.51
TABLE 3a. Mean and variance of surface U component for
modeling and analysis data.
Obs RYD FNL TIR MIR
2002 Mean (m s1) 1.03 0.45 0.58 0.46 0.61
Rms (m s1) 2.68 2.23 2.25 2.35 2.31
2003 Mean (m s1) 0.92 0.50 0.57 0.51 0.55
Rms (m s1) 2.70 2.89 2.28 2.35 2.36
2004 Mean (m s1) 0.81 0.37 0.41 0.35 0.41
Rms (m s1) 2.49 2.21 2.23 2.31 2.23
TABLE 3b. Mean and variance of surface V component for
modeling and analysis data.
Obs RYD FNL TIR MIR
2002 Mean (m s1) 0.04 0.58 0.56 0.44 0.47
Rms (m s1) 1.80 3.45 3.42 3.15 3.17
2003 Mean (m s–1) 0.12 0.77 0.73 0.64 0.65
Rms (m s1) 1.84 3.40 3.39 3.16 3.14
2004 Mean (m s1) 0.24 0.83 0.82 0.74 0.72
Rms (m s1) 1.92 3.52 3.51 3.31 3.24
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are especially dominant in certain regions, such as the
eastern Pacific and New England coastal regions.
Based on these SST differences, the study examined
the sensitivities of MM5 simulations during the mature
monsoon period in response to different SST source
forcing. The studies indicate that under current model-
ing strategies, the following results are concluded from
the 3-yr simulations:
1) The modeled rain-day ratios varied in phase and
amplitude with model integration when different
SST datasets were used, depending on which SST
was used to drive the model. The model daily pre-
cipitation did not match the gauge/satellite observa-
tions day-to-day; however, in general, the model’s
variation trend was similar to that of the observa-
tions.
FIG. 9. Mean geopotential height differences between simulations and NNRD at 500 mb, respectively. The contours are 50, 30,
20, 10, 5, 5, 10, 20, 30, and 50 m.
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2) For the monthly mean, the model was able to gen-
erate similar mean precipitation and atmospheric
circulation patterns when different SST datasets
were used:
(a) The model underestimated rainfall over the
monsoon core, Oklahoma, Kansas, Lake Michi-
gan, and its southern area, and the model over-
estimated rainfall over the offshore of southern
Mexico, the Gulf of Mexico, the southern and
eastern Mexican coasts, the Colorado Plateau,
and the high-elevated Great Plains.
(b) At 500 mb, the model generated similar atmo-
spheric patterns but overestimated temperature
at most domain areas and underrepresented the
FIG. 10. Mean temperature differences between simulations and NNRD at 500 mb, respectively. The contours are 4°, 3°, 2°,
1°, 0.5°, 0.5°, 1°, 2°, 3°, and 4°C.
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geopotential height field in the whole domain,
except in the northwestern United States in
2002 and 2003.
3) However, the model results do indicate some differ-
ences when different SST datasets were used to
drive the model:
(a) Comparing model simulations from different
SST datasets with observational/analysis data at
monthly scale showed that when MODIS Aqua
midinfrared-retrieved SST was used to drive the
model, the model statistically improved precipi-
tation in the 3-yr simulations. Specifically, the
rainfall estimate was a clear improvement over
the offshore of southern Mexico, the Gulf of
Mexico, and the southern and eastern Mexican
coastal regions and was a small bias perturba-
tion over the monsoon core, New Mexico, and
the high-elevated Great Plains.
(b) When MODIS Aqua SST datasets were used,
modeling rainfall diurnal variation over the
southwestern U.S. monsoon active region was
more reasonable than those when RYD and
FNL datasets were used.
(c) When the midinfrared SST was used, the model
estimates of geopotential height and tempera-
ture were closer to the analysis data in compari-
son with the results when the other SST dataset
was used.
By using MIR SST forcing, model prediction errors
were somewhat reduced. It is clear that certain errors
stem from deficiencies in the model and cannot be re-
moved by adjusting SST. Our previous study (Li at al.
2004) examined the reasons MM5 overestimated rain-
fall over the Gulf of Mexico and found that the model
is unable to reproduce the low-level inversion above
the marine boundary layers and therefore cannot gen-
erate enough convective inhibition to suppress the con-
vection. Here, we checked model soundings in the east-
ern tropical Pacific at 10°N, 100°W at 1200 and 0000
UTC when RYD SST forced the model, which pro-
duced the highest rainfall, and when MIR SST forced
the model, which produced the lowest rainfall. Both of
these soundings showed high potential to develop con-
vection rainfall: the CAPE forced by RYD SST was
about 2500 J kg1, and the CAPE forced by MIR SST
was about 1500 J kg1. The colder MIR SST at the
location did decrease the CAPE value, but still could
not reproduce the inversion above the marine bound-
ary layer that had been observed in some experiments
(e.g., Yin and Albrecht 2000). This model deficiency is
partly due to weaknesses in the MRF PBL parameter-
ization scheme that the experiments used. We have
tested the effect of the PBL scheme on 2003 rainfall. By
replacing the MRF PBL scheme with the Eta PBL pa-
rameterization scheme, the rainfall over the tropical
region was further reduced although it was still overes-
timated in comparison with PERSIANN (not shown).
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