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Introduction 
Data mining has been used to uncover knowledge from structured data such as transaction data generated from 
purchase of goods by customers (Apte, Liu, Pednault, & Smyth, 2002). Classification learning, where a categorical 
model is generated from available training data, has been applied in various areas such as marketing, finance, 
banking, manufacturing and telecommunications for prediction (Brachman, Khabaza, Kloesgen, Piatetsky-Shapiro, 
& Simoudis, 1996).  In our daily life, before making a non-trivial decision, we naturally seek additional opinions 
from multiple experts and use them to form our final decision. By weighing multiple experts’ input, we tend to 
improve our confidence in making the right decision. In data mining, ensemble systems take a similar approach. 
Instead of using only one single classifier to predict a new case, ensemble method combines the predictions of 
multiple individual base classifiers (Dietterich T. G., 2000).  
To form an ensemble, various techniques can be pursued (Polikar, 2006), such as Bagging (Breiman, Bagging 
predictors, 1996), Boosting (Freund & Schapire, 1997), stacked generalization (Wolpert, 1992), and mixture-of-
experts (Jacobs, Jordan, Nowlan, & Hinton, 1991). Another categorization of different mechanisms of building 
ensemble is: 1) re-sampling training data and applying different subset of original data to the same base learner, 2) 
introducing randomness into the training parameters such as applying different initial weights for each neural 
network, 3) building ensemble with different learning schemes (Kotsiantis, Zaharakis, & Pintelas, 2006). Moreover, 
an ensemble can be achieved with feature selection such as random subspace method (RSM) (Ho, 1998). Above data 
sampling and feature selection approaches are both utilized in constructing Random Forests (Breiman, 2001).  
Existing research shows that an ensemble is usually more accurate than its individual base classifier and 
performance of ensemble classifiers is dependent on base classifiers, ensemble methods and dataset characteristics. 
Bagging is always found more accurate than single classifier, although Bagging could be less accurate than Boosting 
in certain situations. However, Boosting can perform worse than single classifier and prone to over-fit noisy data 
(Opitz & Maclin, 1999). Although a lot of ensemble creation methods have been proposed and studied in the 
literature, it is still unclear which method is best (Villada & Drissi, 2002). Moreover, the interaction between 
AdaBoost, a variant of Boosting, and the properties of base learner remains an open question (Dietterich T. , 2000) 
(Dietterich T. , 2000). Many important research questions are raised, among them: 1) Does the performance of an 
ensemble depend on the base classifier? 2) What practical rules and insights we can prescribe to business end users 
who will apply ensemble models to real-world problems? (Kim, 2009). Hence, before choosing an ensemble 
classifier it is imperative to try out different ensemble methods and base classifiers.  
Although there are studies on ensemble in recent decade in data mining community, the concept of ensemble is still 
relatively new to the IS researcher community (Kuncheva, 2004). Therefore we attempt to undertake this study on 
efficacy of ensemble from a practitioner’s perspective. Previous study indicate useful patterns, such as 1) if a single 
neural network is more accurate than a decision tree, then the neural network based ensemble is often more accurate 
than their decision tree counterpart, 2) neural network based ensemble models have strong correlations, and decision 
tree based ensemble models have strong correlations too. However, neural network based ensemble and decision 
tree based ensemble are less correlated (Opitz & Maclin, 1999). Grounded in the past observations and theoretical 
arguments, we generalize the observed patterns into hypotheses and empirically test them. First, we investigate the 
effect of base classifier on ensemble methods.  Second, we investigate the relationship between ensemble models 
built from the same base single classifier. Third, in prior literature it has been reported that sampling is useful in 
selecting top performance classifiers and ranking classifiers (Soares, Petrak, & Brazdil, 2001); we investigate 
whether the same result could be extended to an ensemble method setting. 
Theoretical background of ensemble and Hypotheses 
Statistical, computational, and representational explanations have been proposed for explaining why ensembles 
usually perform better than single base learner. First, compared to the vast hypotheses space a learner is searching 
in, the amount of training data is often too small. This lack of training data causes the statistical problem, where the 
insufficient training data render many hypotheses with same training accuracy. Constructing ensemble by averaging 
the models will reduce the risk of picking a poor performance classifier (Polikar, 2006). Second, many learning 
schemes tend to get stuck in local optima, because of greedy search strategy. To overcome this computational 
problem, an ensemble model searches from many different starting points to better approximate the true unknown 
function. Third, a true unknown function usually cannot be represented by any single hypothesis in the space. An 
ensemble model could circumvent the representational problem by forming weighted sums of hypotheses from the 
space. An appropriate combination of base classifiers may expand the space of representable functions and better 
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approximate the complex decision boundary (Polikar, 2006). Diversity is considered the cornerstone of success of 
ensemble systems (Kim, 2009). To ensure ensemble model’s diversity, unstable classifiers are often used as base 
models. Unstable models are those who are very sensitive to the small chance in the input data, so that significantly 
different hypotheses can be generated (Freund & Schapire, 1996). Therefore an ensemble model with unstable base 
learners can generate sufficiently different decision boundaries (Polikar, 2006).  
Bagging’s main effect is to address the statistical problem, and to a less extent the computational problem. Although 
Bagging does not directly tackle the representational problem, AdaBoost, a variant of Boosting, makes a direct 
assault on the representational problem by focusing on misclassified cases from previous iteration and tries to 
optimize the weighted vote (Dietterich T. G., 2000). In low noise setting, Boosting often performs better than 
Bagging. In situations with substantial noise, AdaBoost overfits and its performance deteriorates. Bagging seems to 
take advantage of noise and outperforms AdaBoost (Dietterich T. G., 2000). AdaBoost is surprisingly resistant to 
overfitting and even when the training error reaches zero, continue iteration helps reduce test error (Freund & 
Schapire, 1999). The theory of margins (Schapire, Freund, Bartlett, & Lee, 1998) is applied to explain above puzzle. 
Loosely speaking, an instance’s margin is its distance from the decision boundary. In AdaBoost, the margin of an 
instance is the difference between the count of correct votes from base classifiers for the case and the count of 
incorrect votes. The larger the margin, the more confidence of the learner has in correctly classifying the instance 
(Polikar, 2006). Boosting continues to increase the margins even after its training error approaches zero and at the 
same time continue decreasing the test error. Therefore, Boosting is not easily overfitted. Margins are often 
discussed in the context of Support Vector Machines (SVM). Boosting and SVM both attempt to increase margins 
and are able to find linear classifiers for extremely high dimensional spaces (Freund & Schapire, 1999). 
A learning scheme can also be understood in its characteristics of variance and bias. If a learner suffers severely 
from the statistical problem, it is deemed as having high variance. If a leaner is more subject to the computational 
problem, it is described as having high computational variance. Finally, if a learner suffers most from the 
representational problem, it is said to have high bias (Dietterich T. G., 2002). Empirical studies show that ensemble 
methods can reduce both the variance and bias term of classification errors of learning schemes. The Bias plus 
Variance Decomposition (Kohavi & Wolpert, 1996) of classification error framework is applied to explain the 
effectiveness of Bagging and Boosting (Bauer & Kohavi, 1999). Bagging is shown to reduce variance, while 
AdaBoost is found to reduce both variance and bias (Breiman, 1996). Boosting can reduce the bias term of 
classification errors by focusing on the previously misclassified cases (Freund & Schapire, 1996). 
For our preliminary study, we focus on Bagging and Boosting, which are popular ensemble methods (Opitz & 
Maclin, 1999). Both Bagging and Boosting are based on single base classifier. Bagging is simply bootstrap re-
sampling, and then aggregates the results by un-weighted voting. Boosting takes an iterative approach. Each round 
builds on the last run, and the weights are adjusted to focus more on the misclassified cases. Based on the 
performance of individual classifiers, weighted vote decides final class label (Polikar, 2006). Previous research 
identifies that in many cases if a single neural network has higher (or lower) error than a single decision tree, then 
the neural network ensembles tend to also have higher (or lower) error than decision tree ensembles (Opitz & 
Maclin, 1999). Is this finding generalizable? Let us consider two base classifiers A and B, which can be drawn from 
any learners such as neural network, k-nearest neighbor, Naïve Bayes, Logistic regression, SVM or others. We posit 
that the performance of an ensemble classifier is dependent on its base classifier leading to our first hypotheses. 
Hypothesis 1a: If base classifier A is significantly more accurate than base classifier B on a certain range of 
datasets, Bagging(A) will be significantly more accurate than Bagging(B). 
Hypothesis 1b: If base classifier A is significantly more accurate than base classifier B on a certain range of 
datasets, Boosting(A) will be significantly more accurate than Boosting(B).  
Existing literature indicates that the performances of ensembles based on the same base classifier are highly 
correlated. Correlation coefficients are used to measure degree of consistency of ensembles (Opitz & Maclin, 1999). 
A high correlation suggests two ensembles are always consistent in their accuracy across a range of domains. If this 
relative high correlation between ensembles of the same base learner is real, it implies that for a given base 
classifier, say decision tree without loss of generality, different ensemble methods behave similarly. If in some 
datasets, ensemble method A with base learner decision tree performs badly, for the same datasets, ensemble method 
B with base leaner decision tree will also performs badly. On the other hand, if in certain datasets ensemble A 
performs well, ensemble B with the same base learner will also perform well. If this is the case, we might find a 
persistent effect of ensembles on a base learner across a range of domains, independent of the specific ensemble 
methods (Bagging or Boosting). Moreover, if the relative low correlation between ensembles of the different base 
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learner is real, it implies that ensembles of different base learners behave differently. Therefore it indirectly implies 
that the base learner has an important role in affecting ensemble model’s performance. Is the above observation only 
limited to base learner decision tree and neural network? We argue that various ensemble methods share the same 
goal of improving diversity of base learner, but achieve it by different means. It is plausible that different ensemble 
methods of the same base learner behave similarly leading to our second hypotheses. 
Hypothesis 2a: The correlation between Bagging(A) and Boosting(A) is significantly higher than the correlation 
between Bagging(A) and Boosting(B). 
Hypothesis 2b: The correlation between Bagging(A) and Boosting(A) is significantly higher than the correlation 
between Bagging(B) and Boosting(A). 
Here, A and B are any base learner. For example, we may expect: Corr(BaggingIBk, AdaBoostIBk) > 
Corr(BaggingIBk, AdaBoostJ48) and Corr(BaggingIBk, AdaBoostIBk) > Corr(BaggingJ48, AdaBoostIBk). 
It has been observed that instead of testing a classifier on whole data, testing on a stratified sample yields similar 
results (Soares, Petrak, & Brazdil, 2001). This leads to our final hypothesis: 
Hypothesis 3: For testing effectiveness of an ensemble classifier, it is sufficient to test its accuracy on a stratified 
sample of data. In other words, it is reasonable to accurately predict a behavior of an ensemble method by testing the 
classifier on a sample of data. 
Empirical experiments 
We conduct the following empirical experiment for testing our first two hypotheses. We choose four widely used 
base classifiers: decision tree C4.5 (J48), k-nearest neighbor kNN (IBK), Logistic regression (Logistic), and Naïve 
Bayes (NB). They are very different, because of their underlying theoretical backgrounds. A detailed discussion 
about each individual algorithm could be found in (Witten & Frank, 2005). We limit our study to Bagging and 
Boosting as ensemble methods. Previous research has shown that most of the reduction in errors occurs in the first 
25 iterations in Bagging and Boosting (Opitz & Maclin, 1999). Therefore we build each ensemble model with 25 
single base classifiers; and it also makes sure that the ensembles run in reasonable time (Kotsiantis, Zaharakis, & 
Pintelas, 2006). We always set base IBK classifier K to 3; it has been noted that the choice of k as 3 is appropriate 
(Sinha & Zhao, 2008) and it also has the advantage of less time for classification and robustness to noise compared 
to a larger k (Kotsiantis, Zaharakis, & Pintelas, 2006). We select 15 two-class machine learning benchmark datasets 
from University of California at Irvine (UCI) repository
1
. For our experiment, we use Weka version 3.6
2
 and we 
choose its default configuration so that our results are not affected by fine tuning. Following the best practice 
(Witten & Frank, 2005), for each combination of classifier and dataset, we make 10 runs; within each run we take 
10-fold cross validation. Therefore the raw result set will be 15 datasets * 13 classifiers
3
 * 10 fold cross validation * 
10 runs = 19,500 records. The 10 fold cross validation and 10 runs will generate 100 data points for a single dataset 
and classifier combination. These 100 data points are aggregated and we use a single mean and standard deviation to 
represent the accuracy of the classifier on this dataset. To test our third hypothesis, we conduct a similar experiment 
with stratified sampling based on class distribution and we choose our sample size to be 100.  
Preliminary findings and analysis: 
After running the experiments, we obtain the accuracy of each classifier on each dataset, which is based on 10 runs * 
10 fold cross validation. So the accuracy matrix is 15 rows (datasets) by 13 columns (classifiers). Table 1 shows the 
accuracy matrix, which provides the means for each classifier-dataset combination. The standard deviation is 
available upon request. A larger accuracy value implies better performance. Based on the accuracy results of a group 
of learners on a range of datasets, we can perform pair-wise comparisons. In each pair-wise comparison, we  
                                                          
1
 URL http://archive.ics.uci.edu/ml/ 
2
 URL http://www.cs.waikato.ac.nz/ml/weka/ 
3
 The 13 classifiers are: IBk, NB, J48, Logistic, BaggingIBk, BaggingNB, BaggingJ48, BaggingLog, AdaBoostIBk, 
AdaBoostNB, AdaBoostJ48, AdaBoostLog, and ZeroR which  is a trivial classifier always predicting any case as the 
majority class. So the accuracy of ZeroR is the same as the majority percentage of the dataset. We can use ZeroR as 
a baseline when comparing classifiers. When a classifier performs worse than ZeroR, the classifier might be over fit. 
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65.52 96.6 96.07 95.01 96.5 96.75 96.08 96.12 96.5 96.58 95.55 96.51 96.5 93.87 
Ionosphere 64.1 86.02 82.17 89.74 87.72 85.79 81.91 92.45 88.98 87.41 91.12 93.62 87.38 86.03 
Sonar 53.38 83.76 67.71 73.61 72.47 84.24 68.11 79.78 74.95 84.53 81.21 83.03 72.47 75.33 
Breast-
cancer 
70.3 73.13 72.7 74.28 67.77 73.87 72.84 72.64 67.87 69.83 68.57 66.6 67.74 70.63 
Vote 61.38 93.08 90.02 96.57 95.65 93.01 90.05 96.5 95.54 92.39 95.19 95.33 95.44 91.55 
Credit-rating 55.51 84.96 77.86 85.57 85.33 85.72 78.01 85.99 85.38 84.9 81.16 85.72 85.33 81.65 
Hepatitis 79.38 80.85 83.81 79.22 83.89 82.27 84.39 81.5 83.95 79.51 84.23 82.74 83.55 82.25 
Labor 64.67 92.83 93.57 78.6 94.07 91.1 93.2 84.2 94.57 92.83 88.93 88.93 94.07 88.58 
Heart-statlog 55.56 79.11 83.59 78.15 83.67 79.11 83.48 81.19 83.93 77.3 82.3 80.15 83.67 79.32 
Horse-colic 63.05 80.95 78.7 85.16 80.87 81.23 78.81 85.29 80.82 79.65 77.46 81.76 80.79 79.58 
German 
Credit 
70 72.21 75.16 71.25 75.24 72.64 75.14 74.27 75.41 71.65 75.09 72.79 75.24 73.55 
Kr-s-kp 52.22 96.56 87.79 99.44 97.56 97.01 87.78 99.43 97.53 96.4 95.1 99.62 97.53 92.61 
Hypothyroid 92.29 93.21 95.3 99.54 96.69 93.33 95.46 99.59 96.94 90.55 95.27 99.67 96.69 95.73 
Mushroom 51.8 100 95.76 100 99.98 100 95.74 100 100 100 100 100 99.98 95.64 
Average 64.28 85.81 83.73 85.38 86.33 85.99 83.78 87.02 86.65 85.16 85.8 86.62 86.26 84.06 
 
compare two different learning schemes on the same dataset. The result is win, loss or tie. Then we can aggregate 
over the range of datasets to generate the overall wins-losses-ties statistics for two learners. If overall scheme A has 
more wins net of losses than scheme B, we may regard A performs better than B in that range of datasets. This way 
of aggregating wins-losses-ties from pair-wise comparisons has been used in the literature to compare ensembles 
(Dietterich T. G., 2000). To test our hypothesis 1, we conduct relevant pair wise comparisons between learners and 
aggregate the amounts of wins-losses-ties. Table 2 shows the result. The shaded rows are the comparisons between 
base classifier and the two rows below the shaded one are testing the Bagging and Boosting counterparts. The  
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Table 2: Aggregated pair wise comparison significant wins -- 
losses for hypothesis 1 on full datasets 




















second column contains the values of significant wins and losses between the two learners in the first column. In the 
first shaded row, second column “5—2” means IBk has 5 significant wins over NB, and IBk incurs 2 significant 
losses over NB. Overall IBk is regarded perform more accurately than NB. Since we have 4 base classifiers, there 
are 6 pair-wise comparisons. For each pair of base learners, we need to test two sub-hypotheses: Bagging and 
Boosting. Thus we have to test 12 scenarios for hypothesis 1. In table 2, we find only one instance which contradicts 
hypotheses 1. That is between AdaBoostIBk and AdaBoostNB. Based on IBk>NB, we expect 
AdaBoostIBk>AdaBoostNB. However, the evidence shows the opposite AdaBoostIBk<AdaBoostNB. Besides this 
anomaly, all other pair-wise comparisons between ensembles are consistent with hypotheses 1.
4
  
Based on the accuracy data from Table 1, it is possible to construct a correlation matrix for the ensembles (Opitz & 
Maclin, 1999). Table 3 shows the correlation matrix. We highlight four cells, which are the correlations between 
ensembles of the same base classifier. More specifically, they are Corr(BaggingIBk, AdaBoostIBk), 
Corr(BaggingNB, AdaBoostNB), Corr(BaggingJ48, AdaBoostJ48), and Corr(BaggingLog, AdaBoostLog). We 
expect these correlations to be high and we expect correlations between ensembles of different base classifiers to be 
low. This expectation in principle share similar theoretical root with discriminate validity, where the item loading is 
high on the same latent factor and low on irrelevant latent factor. We observe the four highlighted cells have high 
correlations. Except for Corr(BaggingNB, AdaBoostNB), all the other three correlations are very high to almost 
perfect. For these three correlations, their values are higher than other cells in the same row or column, except 
Corr(AdaBoostJ48, AdaBoostNB) is higher than Corr(AdaBoostJ48, BaggingJ48). For Corr(BaggingNB, 
AdaBoostNB), it is relatively high. But several cells in the same row and column have higher values than it. So we 
may conclude the ensembles of NB behave less consistently. Other than that, for all other base classifiers, their 
ensembles behave very consistently. Therefore, we have tentative support for hypotheses 2. 
                                                          
4
 Note since J48=Logistic, we cannot derive any expectations of their ensembles. But one interesting finding is that 
even in this case, the ensembles seem to behave in the same direction. BaggingJ48>BaggingLog and also 
AdaBoostJ48>AdaBoostLog. 
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BaggingIBK 1        
BaggingNB 0.81317 1       
BaggingJ48 0.925398 0.794789 1      
BaggingLog 0.924217 0.923188 0.922125 1     
AdaBoostIBK 0.987881 0.784309 0.902726 0.921942 1    
AdaBoostNB 0.940486 0.856378 0.939303 0.960342 0.940793 1   
AdaBoostJ48 0.954235 0.796643 0.971934 0.944091 0.950395 0.97222 1  
AdaBoostLog 0.911484 0.933896 0.914764 0.997733 0.90456 0.944778 0.926221 1 
 
For testing third hypothesis, first we investigate whether each individual learner performs significantly different 
between the two setups. We perform 13 paired t-Test for 13 classifiers between the two experimental setups. 
Because of space limitation, we have not included the result. The result shows that there is no significant difference 
between the two. So we could tentatively conclude that use of stratified sampling does not change the average 
accuracy of learner and it supports our rationale to use stratified sampling in selecting and comparing learners. 
Another way to compare sampling setup with the full data setup is to compare each learner’s relative ranking among 
all learners between the two scenarios. If the relative rankings are consistent across two situations, we can conclude 
that sampling generates similar results. For both full data and 100 cases experiments, we conduct pair-wise 
comparisons among all 13 classifiers. Then we aggregate the accumulative counts of significant wins and losses of 
each individual learner. The higher the number of wins net of losses, generally speaking the learning scheme 
performs better. In Table 4, we report accumulated counts of significant wins and losses for each learner in both the 
cases. Based on the value of wins – losses for each learner, we rank it. Finally, we compare the learning schemes 
based on their ranks to one another.  
We observe in full data experiment, BaggingJ48 accumulated 66 significant wins over other 12 learners across the 
15 datasets, and incurs 0 significant losses. The net result is 66, which makes BaggingJ48 the best learner. We  
 
Table 4: Significant Wins and Loss of 13 Classifiers over 15 Datasets 
Based on full data Based on 100 cases Relative Ranking 
Wins-
Losses Wins Losses Classifier Rank 
Wins-
Losses Wins Losses Classifier Rank Rank Full Data 100 Cases 
66 66 0 BaggingJ48 1 38 41 3 BaggingJ48 1 1 BaggingJ48 BaggingJ48 
48 56 8 AdaBoostJ48 2 31 31 0 AdaBoostJ48 2 2 AdaBoostJ48 AdaBoostJ48 
28 48 20 Logistic 3 28 35 7 J48 3 3 Logistic J48 
27 46 19 BaggingLog 4 18 27 9 AdaBoostNB 4 4 BaggingLog AdaBoostNB 
26 46 20 AdaBoostLog 5 15 19 4 BaggingLog 5 5 AdaBoostLog BaggingLog 
24 55 31 J48 6 9 18 9 AdaBoostLog 6 6 J48 AdaBoostLog 
10 37 27 AdaBoostNB 7 8 18 10 Logistic 7 7 AdaBoostNB Logistic 
7 36 29 BaggingIBk 8 3 20 17 NB 8 8 BaggingIBk NB 
-1 35 36 IBK 9 1 18 17 BaggingNB 9 9 IBK BaggingNB 
-15 29 44 AdaBoostIBk 10 -8 12 20 BaggingIBk 10 10 AdaBoostIBk BaggingIBk 
-34 27 61 NB 11 -8 12 20 IBk 11 11 NB IBk 
-35 26 61 BaggingNB 12 -12 10 22 AdaBoostIBk 12 12 BaggingNB AdaBoostIBk 
-151 1 152 ZeroR 13 -123 1 124 ZeroR 13 13 ZeroR ZeroR 
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observe that top two classifiers are BaggingJ48 and AdaBoostJ48 in both the cases. If we regard J48 and Logistic as 
relatively strong classifiers to NB and IBK, we can see strong classifiers and their ensembles are superior to weak 
classifiers and their ensembles. The only marginal outlier is AdaBoostNB. In 100 cases, it jumps to rank 4, while in 
the full data scenario; it is at rank 7, the median position. Comparing across full data and 100 cases situation, we can 
see the relative rankings are roughly consistent. This finding is consistent with previous studies (Soares, Petrak, & 
Brazdil, 2001) showing use of sampling is an effective strategy for ranking ensemble classifiers. We also observe 
clusters or closeness among classifiers patterns.  Hence, we conclude we have support for hypothesis 3. 
Discussions 
From above analysis, we find tentative support to our three hypotheses. However, we caution readers that this 
exploratory study is just an initial step. We are undergoing more comprehensive studies with more datasets and 
classifiers. Our empirical study confirms hypothesis 1, which states that for some certain datasets if a single base 
classifier A is superior to B, the ensemble of A may also remain superior to the counterpart of ensemble of B (say 
both Bagging). The implication is that if we know a single base classifier A works better than B on a given range of 
datasets, we may not need to consider ensemble of B, because ensemble of A is never worse than ensemble of B. 
This insight may help managers save some effort and time trying to run ensemble of both A and B. The tentative 
validation of hypothesis 2 implies that ensembles of the same base classifier would behave similarly. It also 
indirectly implies the important role of base classifier and datasets characteristics (Kiang, 2003), independent of 
ensemble methods. The support of our hypothesis 3 has practical implication for end users in selecting ensemble 
classifiers. Instead of using the full dataset, experimenting on a sample would be helpful in identifying top 
performing classifiers and discovering internal patterns among the classifiers. Given the extreme time saving, 35 
minutes for the 100 cases experiment vs. over 31 hours for the full data, we should recognize the value of sampling. 
Limitations and future Direction 
First, the accuracy matrix just uses the mean value, and does not include the standard deviation of each combination 
of classifier on dataset. Second, the misclassification cost is not considered explicitly here. In future, cost-sensitive 
learning such as ROC analysis (Provost & Fawcett, 2001) might make the study more practical and valuable. Third, 
for statistically equivalent classifiers, the time taken to train and test might be an important factor. In addition to 
accuracy, training and testing time could be considered in evaluation of classifiers. Other evaluation metrics such as 
whether a model is easy to understand, easy to apply and deploy would also be beneficial to consider (Kim, 2009). 
In our preliminary results we observed considerable support for our hypotheses. One of our main challenges is the 
amount of time needed to complete experiments. As we move forward we would like to get access to more powerful 
computers so that we have performance data.  As a logical future step we envisage to do the following: 
• We performed pair-wise accuracy comparisons between classification schemes and aggregate the number 
of significant wins and losses across datasets to generate the overall rankings. However when comparing 
the schemes’ ranking between full dataset and 100 cases, we only provide descriptive information in tablet 
format. While the presentation is intuitive, more rigorous statistical procedures should be applied to test 
whether the distance between two ranking vectors is significant. 
• We shall include more data sets into our study. That will provide more statistics power and enable us to use 
more sophisticated statistical method such as cluster analysis and ANOVA for testing our hypotheses. 
• We know the performance of classifier is data set dependent (Kiang, 2003). We shall expand our study to 
include data sets which have multiple classes and that will make our research more generalizable. 
• In our stratified sampling study we used same sample size for all the studies. By using different sample 
sizes, we shall investigate whether we can find an optimum sample size which provides a reasonably 
accurate result in the shortest possible time. 
• We shall also include some other algorithms such as Artificial Neural Network and Support Vector 
Machines to make our study complete. We shall extend our study by using different data mining software. 
Implications for Practitioners 
Our research will be a valuable resource for practitioners and will answer following questions. First it will give them 
a quick way to find an effective ensemble classifier by only testing different base classifiers. Second, by using the 
technique of sampling it will be possible to choose a base classifier and an ensemble quickly. Both will result in 
significant saving of time and valuable computing resource.  
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