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Abstract
We consider the inverse problem for the second order self-adjoint
hyperbolic equation in a bounded domain inRn with lower order terms
depending analytically on the time variable. We prove that, assuming
the BLR condition, the time-dependent Dirichlet-to-Neumann oper-
ator prescribed on a part of the boundary uniquely determines the
coefficients of the hyperbolic equation up to a diffeomorphism and a
gauge transformation. As a by-product we prove a similar result for
the nonself-adjoint hyperbolic operator with time-independent coeffi-
cients.
1 Introduction.
Let Ω ⊂ Rn be a bounded domain with a smooth boundary ∂Ω and let Γ0
be an open subset of ∂Ω. Consider a hyperbolic equation in Ω × (0, T0) of
the form:
Lu
def
=
(
−i ∂
∂t
+ A0(x, t)
)2
u(x, t)(1.1)
−
n∑
j,k=1
1√
g(x)
(
−i ∂
∂xj
+ Aj(x, t)
)√
g(x)gjk(x)
(
−i ∂
∂xk
+ Ak(x, t)
)
u
−V (x, t)u = 0,
1
where ‖gjk(x)‖−1 is the metric tensor in Ω, g(x) = det ‖gjk‖−1 , Aj(x, t), 0 ≤
j ≤ n,and V (x, t) are smooth in x ∈ Ω and real analytic in t, t ∈ [0, T0]. We
assume that
(1.2) u(x, 0) = ut(x, 0) = 0 in Ω,
and
(1.3) u
∣∣
∂Ω×(0,T0) = f(x
′, t),
where
(1.4) supp f(x′, t) ⊂ Γ0 × (0, T0].
Let Λf be the D-to-N (Dirichlet-to-Neumann) operator on Γ0 × (0, T0) :
(1.5)
Λf =
n∑
j,k=1
gjk(x)
(
∂u
∂xj
+ iAj(x, t)u
)
νk
(
n∑
p,r=1
gpr(x)νpνr
)− 1
2 ∣∣
Γ0×(0,T0) ,
where ν = (ν1, ..., νn) is the unit exterior normal to ∂Ω with respect to the
Euclidian metric. We shall study the inverse problem of the determination
of the coefficients of (1.1) knowing the D-to-N operator on Γ0 × (0, T0) for
all smooth f with supports in Γ0 × (0, T0].
Let
(1.6) y = y(x)
be a diffeomorphism of Ω onto some domain Ω0 such that ∂Ω0 ⊃ Γ0 and
(1.7) y(x) = x on Γ0.
The equation (1.1) will have the following form in y-coordinates:
L0v
def
=
(
−i ∂
∂t
+ A
(0)
0 (y, t)
)2
v(y, t)(1.8)
−
n∑
j,k=1
1√
g0(y)
(
−i ∂
∂yj
+ A
(0)
j (y, t)
)√
g0(y)g
jk
0 (y)
(
−i ∂
∂yk
+ A
(0)
k (y, t)
)
v(y, t)
−V (0)(y)v(y, t) = 0,
2
where v(y(x), t) = u(x, t),
(1.9) ‖gjk0 (y(x))‖ =
(Dy
Dx
)
‖gjk(x)‖
(Dy
Dx
)T
,
(1.10) g0(y) = det ‖gjk0 (y)‖−1,
Dy
Dx
is the Jacobi matrix of (1.6), and
(1.11) A
(0)
0 (y(x), t) = A0(x, t), V
(0)(y(x), t) = V (x, t),
(1.12) Ak(x, t) =
n∑
j=1
A
(0)
j (y(x), t)
∂yj(x)
∂xk
, 1 ≤ k ≤ n.
Denote by G0(Ω0 × [0, T0]) the group of C∞(Ω0 × [0, T0]) complex valued
functions c(y, t) such that c(y, t) 6= 0 and
(1.13) c(y, t) = 1 on Γ0 × [0, T0].
We shall call G0(Ω0 × [0, T0]) the gauge group. We say that the poten-
tials A
(0)
0 (y, t), ..., A
(0)
n (y, t), V (0)(y, t) and A
(1)
0 (y, t), ..., A
(1)
n (y, t), V (1)(y, t) are
gauge equivalent if there exists c(y, t) ∈ G0(Ω0 × [0, T0]) such that
(1.14) A
(1)
0 (y, t) = A
(0)
0 (y, t)− ic−1(y, t)
∂c
∂t
, V (1)(y, t) = V (0)(y, t),
(1.15) A
(1)
j (y, t) = A
(0)
j (y, t)− ic−1(y, t)
∂c
∂yj
, 1 ≤ j ≤ n.
Note that if
(1.16) v(1)(y, t) = c−1(y, t)v(y, t),
then v(1) satisfies equation of the form (1.8) with potentials {A(0)j , V (0)} re-
placed by the gauge equivalent {A(1)j , V (1)}, 0 ≤ j ≤ n. We shall call the
transformation (1.16) the gauge transformation.
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Denote
(1.17) T∗ = sup
x∈Ω
d(x,Γ0),
where d(x,Γ0) is the distance in Ω with respect to metric tensor ‖gjk‖−1 from
x ∈ Ω to Γ0.
We shall assume that the BLR condition (see [BLR]) is satisfied for t =
T∗∗. This means roughly speaking that any bicharacteristics of L in T
∗
0 (Ω×
[0, T∗∗]) intersects ((Γ0 × [0, T∗∗])×Rn+1 \ {0}.
Note that since BLR condition is determined by the geometry of Ω and
Γ0 and the second order terms of L it holds when [0, T∗∗] is replaced by
[t0, T∗∗ + t0], ∀t0 > 0.
We shall prove the following theorem:
Theorem 1.1. Let L and L0 be two operators of the form (1.1) and (1.8) in
Ω and Ω0 respectively, with coefficients analytic in t ∈ [0, T0] and let L and L0
be formally self-adjoint, i.e coefficients Aj , V and A
(0)
j , V
(0) are real-valued,
0 ≤ j ≤ n. Suppose that the BLR condition for L is satisfied when t = T∗∗,
and the D-to-N operators Λ and Λ(0) coresponding to L and L(0) respectively
are equal on Γ0 × (0, T0) for all f satisfying (1.4) where Γ0 ⊂ ∂Ω ∩ ∂Ω0.
Suppose T0 > 2T∗ + T∗∗. Then there exists a diffeomorphism y = y(x) of Ω
onto Ω0, y(x) = x on Γ0, such that (1.9) holds. Moreover, there exists a
gauge transformation c0(x, t) ∈ G0(Ω× [0, T0]) such that
(1.18) c0 ◦ y−1 ◦ L0 = L
in Ω× (0, T0).
Remark 1.1 Let L∗ be formally adjoint operator to L. To prove Theorem
1.1 we need to know in the addition to D-to-N operator Λ the D-to-N operator
Λ∗ corresponding to L
∗. In the case when L∗ = L we have, obviously, that
Λ∗ = Λ. When A0 = 0 and the coefficients of L are independent of t one
can show ( see, for example, [KL1], [E1] ) that we can recover Λ∗ from Λ.
Therefore the proof and the result of Theorem 1.1 hold for the case when
A0 = 0 and Aj(x), 1 ≤ j ≤ n, V (x) are complex-valued and independent of
t, and this gives a new proof of the corresponding result in [KL1].
The first inverse problem with boundary data on a part of the boundary
was considered in [I]. The most general results were obtained by the BC-
methods in the case of self-adjoint hyperbolic operators with time-independent
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coefficients ( see [B1], [B2], [KKL], [KK] ). The nonself-adjoint case with
time-independent coefficient was considered in [B3], [KL1], [KL2], [KL3].
The inverse problems for the wave equations with time-dependent potentials
were considered in [St], [RS] (see also [I]).
The present paper is a generalization of the paper [E1]. We shall widely
use the notations, results and the proofs from [E1]. Note that the case of
equations with Yang-Mills potentials was considered in [E2].
In §2 we recover the coefficients of L (modulo a diffeomorphism and a
gauge transformation) locally near Γ0 (Theorem 2.1). Following [E1] in §3
we prove the global result. In §4 we prove some lemmas used in §2.
2 The local result.
Let Γ be an open subset of Γ0 and U0 ⊂ Rn be a neighborhood of Γ. Let
(x′, xn) be coordinates in U0 such that the equation of Γ is xn = 0 and x
′ =
(x1, ..., xn−1) are coordinates on ∂Ω∩U0. Introduce semi-geodesic coordinates
y = (y1, ..., yn) for L in U0 (c.f. [E1]):
(2.1) y = ϕ(x),
where ϕ(x′, 0) = x′,
(2.2) gˆnn(y) = 1, gˆnj = gˆjn = 0, 1 ≤ j ≤ n− 1,
‖gˆjk(y)‖−1 is the metric tensor in the semi-geodesic coordinates. The equa-
tion (1.1) has the following form in the semi-geodeic coordinates
Lˆuˆ
def
=
(
−i ∂
∂t
+ Aˆ0(y, t)
)2
(2.3)
−
n∑
j,k=1
1√
gˆ(y)
(
−i ∂
∂yj
+ Aˆj(y, t)
)√
gˆ(y)gˆjk(y)
(
−i ∂
∂yk
+ Aˆk(y, t)
)
uˆ(y, t)
−Vˆ (y, t)uˆ(y, t) = 0,
where, as in §1, uˆ(ϕ(x), t) = u(x, t), gˆ(y) = det ‖gˆjk(y)‖−1,
(2.4) Aˆ0(ϕ(x), t) = A0(x, t), Vˆ (ϕ(x), t) = V (x, t),
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(2.5) Ak(x, t) =
n∑
j=1
Aˆj(ϕ(x), t)
∂ϕj(x)
∂xk
,
ϕ(x) = (ϕ1(x), ..., ϕn(x)). As in [E1] let
(2.6) A′j(y) = −
i
2
(
√
gˆ)−1
∂
√
gˆ
∂yj
= −igˆyj
4gˆ
, 1 ≤ j ≤ n.
Then (2.3) can be rewritten in the form:
Lˆuˆ =
(
−i ∂
∂t
+ Aˆ0(y, t)
)2
−
(
−i ∂
∂yn
+ Aˆn(y, t) + A
′
n(y)
)2
uˆ(2.7)
−
n−1∑
j,k=1
(
−i ∂
∂yj
+ Aˆj + A
′
j(y)
)
gˆjk
(
−i ∂
∂yk
+ Aˆk + A
′
k
)
uˆ− Vˆ1(y, t)uˆ = 0,
where
(2.8) Vˆ1(y, t) = (A
′
n)
2 + i
∂A′n
∂yn
+
n−1∑
j,k=1
(
gˆjkA′jA
′
k + i
∂
∂yj
(gˆjkA′k)
)
+ Vˆ (y, t).
Denote by Λˆ the D-to-N operator corresponding to Lˆ. We have
(2.9) Λˆf =
(
∂
∂yn
+ iAˆn(y, t)
)
uˆ(y, t) |yn=0,0<t<T0 .
Make the transformation uˆ = (gˆ(y′, yn))
− 1
4u′. Then L′u′ = 0, where L′
is the same as (2.7) with Aˆj + A
′
j replaced by Aˆj , 1 ≤ j ≤ n. Denote
by Λ′ the D-to-N operator Λ′f ′ =
(
∂
∂yn
+ iAˆn(y, t)
)
u′ |yn=0,0<t<T0 , where
L′u′ = 0, f ′ = u′ |yn=0,0<t<T0 . Since Λˆ determines gˆ(y′, 0) and ∂gˆ(y
′,0)
∂yn
(see
Remark 2.2 in [E1]) we get that Λˆ determines Λ′ on Γ × (0, T0) (c.f. [E1],
(2.12), (2.13) ).
Analogously to (1.14), (1.15) A
(1)
j (y, t), 0 ≤ j ≤ n, and Aˆj , 0 ≤ j ≤ n,
are called gauge equivalent in U0×(0, T0) if there exists ψˆ(y′, yn, t) ∈ C∞(U0×
[0, T0]),
(2.10) ψˆ(y′, 0, t) = 0, 0 < t < T0,
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such that
(2.11) Aˆ
(1)
j (y, t) = Aˆj(y, t) +
∂ψˆ
∂yj
, 1 ≤ j ≤ n, Aˆ(1)0 = Aˆ0 +
∂ψˆ
∂t
.
Here c = eiψˆ. We shall choose ψˆ(y, t) such that
(2.12) Aˆ0 − Aˆn(y, t) + ∂ψˆ
∂t
− ∂ψˆ
∂yn
= 0,
i.e.
(2.13) Aˆ
(1)
0 = Aˆ
(1)
n in U0 × [0, T0].
Note that ψˆ(y′, yn, t) is analytic in t since Aˆj(y, t), 0 ≤ j ≤ n, are analytic
in t. Therefore Aˆ
(1)
j , 0 ≤ j ≤ n, are also analytic in t.
Let
(2.14) s = t− yn, τ = T − t− yn.
Note that
(2.15) uˆs =
1
2
(uˆt − uˆyn), uˆτ = −
1
2
(uˆt + uˆyn).
Substituting u′ = eiψˆu1 in L
′u′ = 0 we get the following equation for u1(y, t):
L1u1
def
=
(
−i ∂
∂t
+ Aˆ(1)n (y, t)
)2
u1 −
(
−i ∂
∂yn
+ Aˆ(1)n (y, t)
)2
u1(2.16)
−
n−1∑
j,k=1
(
−i ∂
∂yj
+ Aˆ
(1)
j (y, t)
)
gˆjk
(
−i ∂
∂yk
+ Aˆ
(1)
k (y, t)
)
u1 − Vˆ1(y, t)u1 = 0,
In (s, τ, y′) coordinates we have
L1u1 = 4u1sτ − 4iAˆ(1)n u1s(2.17)
−
n−1∑
j,k=1
(
−i ∂
∂yj
+ Aˆ
(1)
j (y, t)
)
gˆjk
(
−i ∂
∂yk
+ Aˆ
(1)
k (y, t)
)
u1 − Vˆ2(y, t)u1 = 0,
where
Vˆ2 = Vˆ1 + 2iAˆ
(1)
ns .
7
Note that the D-to-N operator corresponding to L1 is
(2.18) Λ(1)(u1 |yn=0,0<t<T0 ) =
(
∂u1
∂yn
+ iAˆ(1)n u1
)
|yn=0,0<t<T0 ,
and
(2.19) u1(y, t) = e
−iψˆ(y,t)(gˆ(y′, yn))
1
4u(ϕ−1(y), t),
where Lu = 0.
Let ∆1s0 = Γ × [s0, T ] where T1 ≤ s0 < T . Denote by D(∆1s0) the
forward domain of influence of ∆1so in the half-space yn ≥ 0. Let Γ(2) =
{y′ : (y′, yn, t) ∈ D(∆1T1), yn = 0, t = T} and let ∆2s0 = Γ(2) × [s0, T ].
Denote by D(∆2s0) the forward domain of influence of ∆2s0 for yn ≥ 0. Let
Γ(3) = {y′ : (y′, yn, t) ∈ D(∆2T1), yn = 0, t = T} and let ∆3s0 = Γ(3) × [s0, T ].
Denote by D(∆3s0) the forward domain of influence of ∆3s0 in the half-space
yn ≥ 0. We assume that T − T1 is small such that D(∆3T1) ⊂ Γ0 × [T1, T ]
for t ≤ T , the semigeodesic coordinates are defined in D(∆3T1), t ≤ T , and
D(∆3T1) \ {yn = 0} does not intersect ∂Ω × [T1, T ]. Denote by Yjs0 the
intersection of D(∆js0) with the plane T − t−yn = 0, 1 ≤ j ≤ 3. Let Xjs0 be
the part of D(∆js0) below Yjs0 and let Zjs0 = ∂Xjs0 \ (Yjs0 ∪ {yn = 0}), 1 ≤
j ≤ 3.
Suppose L1u1 = 0 for yn > 0, t < T, u1 = u1t = 0 for t = T1, yn >
0, u1 |yn=0,T1<t<T = f. Let L∗1 be the operator formally adjoint to L1. Note
that L∗1 has the form (2.16) with Aˆ
(1)
j , 0 ≤ j ≤ n, Vˆ1(y, t) replaced by Aˆ(1)j , 0 ≤
j ≤ n, Vˆ1(y, t). The D-to-N operator Λ(1)∗ corresponding to L∗1 has the form
Λ(1)∗ g =
(
∂v1
∂yn
+ iAˆ
(1)
n (y, t)v1
)
|yn=0,T1<t<T .
where L∗1v1 = 0 for yn > 0, t < T, v1 |yn=0,T1<t<T = g, v1 = v1t = 0 when
t = T1, yn > 0.
We assume that Λ
(1)
∗ can be determined if we know Λ(1). This is obviously
true when L1 is formally self-adjoint. Then Λ
(1)
∗ = Λ(1). Note that L1 is
self-adjoint if L is self-adjoint. Note that Λ(1) determines Λ
(1)
∗ also when
Aˆ
(1)
0 = 0, A
(1)
j , 1 ≤ j ≤ n, Vˆ1 are independent of t (c.f. [KL1]).
Consider the identity
(2.20) 0 = (L1u1, v1)− (u1, L∗1v1),
8
where
(2.21) (u1, v1) =
∫
X3T1
u1(y, t)v1(y, t)dydt.
We assume that supp f and supp g are contained in ∆3T1 .
Integrating by parts we get∫
X3T1
(
−i ∂
∂t
+ Aˆ(1)n
)2
u1v1dy
′dyndt(2.22)
=
∫
X3T1
(
−i ∂
∂t
+ Aˆ(1)n
)
u1
(
−i ∂
∂t
+ Aˆ
(1)
n
)
v1dydt− i
∫
Y3T1
(
−i ∂
∂t
+ Aˆ(1)n
)
u1v1dy
′dyn.
We used that u1 and v1 are zero on Z3T1 . Analogously∫
X3T1
(
−i ∂
∂yn
+ Aˆ(1)n
)2
u1v1dy
′dyndt(2.23)
=
∫
X3T1
(
−i ∂
∂yn
+ Aˆ(1)n
)
u1
(
−i ∂
∂yn
+ Aˆ
(1)
n
)
v1dydt
−i
∫
Y3T1
(
−i ∂
∂yn
+ Aˆ(1)n
)
u1v1dy
′dt. + i
∫
∆3T1
(
−i ∂
∂yn
+ Aˆ(1)n
)
u1v1dy
′dt.
Analogously, integrating by parts other terms in (2.20) and taking into ac-
count that u1 = v1 = 0 on Z3T1 we get
0 = (L1u1, v1)− (u1, L∗1v1) = −
∫
Y3T1
(u1sv1 − u1v1s)dy′ds(2.24)
+
∫
∆3T1
[(
∂
∂yn
+ iAˆ(1)n
)
u1v1 − u1
(
∂
∂yn
+ iAˆ
(1)
n
)
v1
]
dy′dt.
We used in (2.24) the change of variables (2.14) and (2.15). Note that the
integrals over Y3T1 containing Aˆ
(1)
n are cancelled. The second integral in (2.24)
has the form
(2.25) (Λ(1)f, g)− (f,Λ(1)∗ g),
where u1 = f and v1 = g on ∆3T1 . Denote
(2.26) A0(u1, v1) =
∫
Y3T1
(u1sv1 − u1v1s)dy′ds.
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It follows from (2.24), (2.25) that A0(u1, v1) is determined by the D-to-N
operator. Integrating by parts in (2.26) we get
A0(u1, v1) = 2
∫
Y3T1
u1svdsdy
′ −
∫
γ3T1
u1(y
′, 0, T )v1(y′, 0, T )dy
′,
where γjs0 = ∂Yjs0∩{yn = 0}, 1 ≤ j ≤ 3. Since u1(y′, 0, T ) = f(y′, T ), v1(y′, 0, T ) =
g(y′, T ) we get that
(2.27) A(u1, v1)
def
= 2
∫
Y3T1
u1sv1dy
′ds
is determined by the D-to-N operator on ∆3T1 .
Denote by
◦
H1 (∆js0) the subspace of the Sobolev space H
1(∆js0) con-
sisting of functions equal to zero on ∂∆js0 and by H
1
0 (∆js0) the subspace of
H1(∆js0) consisting of functions equal to zero on ∂∆js0 \ {t = T}, j = 1, 2, 3.
Also denote by H10 (Yjs0) the subspace of H
1(Yjs0) consisting of functions
equal to sero on ∂Yjs0 \ {yn = 0} and by
◦
H1 (Y1s0) the subspace of H
1(Y1s0)
of functions equal to zero on ∂Yjs0. Here s0 ∈ [T1, T ).
For the convenience we shall often denote by uf (correspondently vg) the
solutions of L1u
f = 0, uf |yn=0 = f, uf = uft = 0 when t = T1 (correspon-
dently L∗1v
g = 0, vg |yn=0 = g, vg = vgt = 0 when t = T1).
Denote by Rjs0 the following subset of Yjs0 : Rjs0 = Γ
(j)× [s0, T ], 1 ≤ j ≤
3, where Γ(1) = Γ. Note that (Y1T1 ∩ {s ≥ s0}) ⊂ R2s0 ⊂ Y2s0 ⊂ R3s0 ⊂ Y3s0
for any s0 ∈ [T1, T ).
Lemma 2.1. For any smooth f ∈ H10 (∆1T1) and any s0 ∈ [T1, T ) there exists
u0 ∈ H10(R2s0) such that
(2.28) A(uf , v′) = A(u0, v
′)
for all v′ ∈ H10 (Y3s0).
Proof: It follows from (2.28) that ufs = u0s in Y3s0. Let w1 be such that
w1s = 0 in R2s0 , w1 = u
f when s = s0, y
′ ∈ Γ(2). Then u0 = uf − w1 ∈
H10 (R2s0) is the unique solution of (2.28).
Extend u0 by zero in Y3s0 \R2s0 . Then u0 ∈ H10 (Y3s0).
Lemma 2.2. For any vj ∈ H10 (Rjs0) there exists a sequence ufnj ∈ H10 (Yjs0)
that converges to vj in H
1
0 (Yjs0). Here j = 1, 2, 3.
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In the case when coefficients of L do not depend on t this lemma was
proven in [E1]. Note that the proof in [E1] works also for nonself-adjoint L.
In the case of the time-dependent coefficients Lemma 2.2 will be proven in
§4.
Assume that BLR condition is satisfied for L(1) when t = T∗∗. Then for
any T > T∗∗ the map of f ∈ H10 (Γ0×(0, T )) to {uf(x, T ), uft (x, T )} ∈ H1(Ω)×
L2(Ω) is onto (see [BLR]). We always assume the zero initial conditions when
t = 0, x ∈ Ω.
Note that (c.f. [H])
‖uf(·, T )‖1,Ω + ‖uft (·, T )‖20,Ω ≤ C‖f‖1,Γ0×(0,T ).
Therefore by the closed graph theorem we have that
(2.29) inf
F
‖f ′‖1,Γ0×(0,T ) ≤ C(‖uf(·, T )‖21,Ω + ‖uft (·, T )‖20,Ω),
where F ⊂ H10 (Γ0 × (0, T )) consists of all f ′ such that uf ′(x, T ) = uf(x, T ),
u
f ′
t (x, T ) = u
f
t (x, T ), x ∈ Ω.
Let L(i), i = 1, 2, be two operators having the same D-to-N operator
on Γ0 × (0, T ), T > T∗∗. Let X(i)js0, Y (i)js0, j = 1, 2, 3 be corresponding to
L
(i)
1 , i = 1, 2.
Since Λ(1) = Λ(2) on ∆3s0 we get thatD
(1)(∆1s0)∩{yn = 0} = D(2)(∆1s0)∩
{yn = 0} where D(i)(∆1s0) is the forward domain of influence of L(i) in the
half-space yn ≥ 0, i = 1, 2. (see [E1], Lemma 2.4). Therefore Γ(2)1 = Γ(2)2 ,
i.e. ∆
(1)
2s0 = ∆
(2)
2s0 . Analogously one proves that ∆
(1)
3s0 = ∆
(2)
3s0 . Therefore
∆
(1)
js0
= ∆
(2)
js0
= ∆js0, j = 1, 2, 3.
Lemma 2.3. Assume that L(i), i = 1, 2, satisfy the BLR condition for T >
T∗∗. Let u
f
i , i = 1, 2, be the solutions of L
(i)
1 u
f
i = 0 in X
(i)
2s0
such that
u
f
1 = u
f
2 = f on ∆2s0 , supp f ⊂ ∆2s0 , f ∈ H10 (∆2s0), s0 ∈ [T1, T ). Then
there exists constants C1 and C2 such that
(2.30) C1‖uf1‖1,Y (1)2s0 ≤ ‖u
f
2‖1,Y (2)2s0 ≤ C2‖u
f
1‖1,Y (1)2s0
Proof: Let F be the same as above. Note that supp uf1(x, T ) and
u
f
1t(x, T ) are contained in D(∆2s0) ∩ {t = T}. Let Γ2,Γ3,Γ4 be the same
as in §4.
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Note that D(∆2s0)∩{t = T} ⊂ Γ4 and Y (1)2s0 ⊂ Γ2. The following estimate
will be proven in §4 (c.f. Lemma 3.1 in [E1]):
C1(‖uf1‖21,Γ2 + ‖uf1‖21,Γ3)(2.31)
≤ ‖uf1‖21,Γ4 + ‖uf1t‖20,Γ4 ≤ C2(‖uf1‖1,Γ2 + ‖uf1‖21,Γ3),
assuming that uf1 has a compact support in y
′. Note that since supp f ⊂ ∆2s0
we have that uf1 = 0 on Γ3. Therefore (2.31) implies
(2.32) ‖uf1‖21,Γ4 + ‖uf1t‖20,Γ4 ≤ C‖uf1‖1,Y (1)2s0 .
For any f ′ ∈ F we have uf ′1 = uf1 , uf
′
1t = u
f
1t on Γ4. Therefore u
f ′
1 |Y (1)2s0 = u
f
1 |Y (1)2s0
by the domain of dependence arguments.
It follows from (2.29) that there exists f0 ∈ F such that
(2.33) ‖f0‖1,Γ0×(0,T ) ≤ C1(‖uf1‖1,Γ4 + ‖uf1t‖0,Γ4).
Note that the solutions uf of L(1)uf = 0 and uf1 of L
(1)
1 u
f
1 = 0 in D(∆2s0) are
related by (2.19).
Now we shall show that uf
′
2 |Y (2)2s0 = u
f
2 |Y (2)2s0 for all f
′ ∈ F . Note that the
Green’s formula (2.24) holds for any uf
′
1 , v
g
1 where f
′ ∈ H10 (Γ0× (0, T0)), g ∈
H10 (∆3s0), L1u
f ′
1 = 0, L
∗
1v
g
1 = 0 in D(∆3s0), L1 is the same as in (2.16),
Luf
′
= 0 in Ω × (0, T0), uf ′ = uf
′
t = 0 for t = 0, u
f ′ and uf
′
1 are related by
(2.19) in D(∆3s0). Since Λ
(1) = Λ(2) on Γ0 × (0, T0) we get from (2.19) that
(2.25) is the same for i = 1, 2. Therefore
(uf
′
1s, v
g
1) = (u
f ′
2s, v
g
2)
for all f ′ ∈ F and all g ∈ H10 (∆3s0). Since uf
′
1 |Y (1)2s0 = u
f
1 |Y (1)2s0 for all f
′ ∈ F we
get that
(uf
′
2s, v
g
2) = (u
f
2s, v
g
2)
for all g ∈ H10 (∆3s0). By Lemma 2.2 with j = 3 {vg2} are dense in H10 (R(2)3s0).
Therefore we have that uf
′
2s = u
f
2s in Y
(2)
2s0 for any f
′ ∈ F , since R(2)3s0 ⊃
Y
(2)
2s0 . Note that u
f ′
2 |t=T = f ′(y′, T ) and uf
′
1 (y
′, 0, T ) = f ′(y′, T ). Therefore
u
f ′
2 |t=T = uf2 |t=T since uf1(y′, 0, T ) = uf
′
1 (y
′, 0, T ). Therefore uf
′
2 |Y (2)2s0 = u
f
2 |Y (2)2s0 .
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Estimate (2.31) is proven in §4 under the assumption that uf02 (y, T ), uf02t (y, T )
have compact supports in y′. Denote by D1 the intersection of forward do-
main of influence of Y
(2)
2s0 with the plane t = T, yn ≥ 0. Note that D1 ⊂ Γ4.
Let uˆ2(y, T ), uˆ2t(y, T ) be extensions of u
f0
2 (y, T ), u
f0
2t (y, T ) from D1 to a
neighborhood Dˆ1 of D1 in Γ4 such that
‖uˆ2‖21,Dˆ1 + ‖uˆ2t‖
2
0,Dˆ1
≤ 2(‖uf02 ‖21,D1 + ‖uf02t‖20,D1),
and uˆ2, uˆ2t are zero outside of Dˆ1. Applying Lemma 4.1 to uˆ2, uˆ2t we get
that
‖uf02 ‖1,Y (2)2s0 ≤ C(‖uˆ2‖
2
1,Dˆ0
+ ‖uˆ2t‖0,Dˆ0)(2.34)
≤ 2C(‖uf02 ‖21,D0 + ‖uf02t‖0,D0)
≤ C1(‖vf02 ‖21,Ω + ‖vf02t ‖0,Ω) ≤ C2‖f0‖21,Γ0×(0,T ),
where vf02 is the solution of L
(2)v
f0
2 = 0 in Ω
(2) × (0, T0) corresponding to
f0 ∈ H10 (Γ0 × (0, T0)), uf02 is the solution of L(2)1 uf02 = 0 in D(∆2s0), uf02 =
e−iψ
(2)
(gˆ2)
1
4ϕ−12 ◦ vg2 (see (2.19) ). We used in (2.34) that the domain of
dependence of Y
(2)
2s0 intersected with t = T is D1 and therefore u
f0
2 |Y (2)2s0 does
not depend on the extensions uˆ2, uˆ2t. Combining (2.32), (2.33) and (2.34)
we get the right half of the inequality (2.30).
The inequality ‖uf1‖1,Y (1)2s0 ≤ C‖u
f
2‖1,Y (2)2s0 also holds if we assume that L
(2)
satisfies the BLR property too. However, to prove Theorem 1.1 we need only
BLR condition for L(1).
Lemma 2.4. Suppose g ∈ H10 (∆1T1) is smooth. Let u0 be the same as in
Lemma 2.1. Then the inner product (u0s, v
g) is uniquely determined by the
D-to-N operator.
Note that (uf1s, v
g
1) = (u
f
2s, v
g
2) are determined by D-to-N operator (see
(2.24) where ufi , v
g
i correspond to L
(i)
1 , (L
(i)
1 )
∗, i = 1, 2). Since {uf1}, f ∈
H10 (∆2s0) are dense in H
1
0 (R
(1)
2s0
) there exists a sequence ufn1 convergent to u
(1)
0
in H10 (Y
(1)
2s0 ). Here u
(i)
0 , i = 1, 2, are the same as in (2.28) for i = 1, 2, fn ∈
H10 (∆2s0). By Lemma 2.3 {ufn2 } converges in H10 (Y (2)2s0 ) to some function
w2 ∈ H10 (Y (2)2s0 ). Passing to the limit when n→∞ we get
(2.35) (u
(1)
0s , v
g
1) = (w2s, v
g
2).
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It follows from (2.28) that (u
(1)
0s , v
g
1) = (u
(2)
0s , v
g
2) for any g ∈ H10 (∆3s0).
Compairing with (2.35) we get (u
(2)
0s , v
g
2) = (w
(2)
2s , v
g
2). Since, by Lemma 2.2
with j = 3, {vg2} are dense in H10 (R(2)3s0) ⊃ H10 (Y (2)2s0 ) we have w2s = u(2)0s .
Since w2 = u
(2)
0 = 0 on ∂Y
(2)
2s0 \ {t = T} we get u(2)0 = w2 in Y (2)2s0 . Therefore
(u
(1)
0s , v
g
1) = (u
(2)
0s , v
g
2) for all g ∈ H10 (∆1T1) since Y (i)1T1 ∩ {s ≥ s0} ⊂ R
(i)
2s0
⊂
Y
(i)
2s0, i = 1, 2, i.e. A(u0, v
g) = 2(u0s, v
g) is uniquely determined by the D-to-
N.
Therefore A1(u
f , vg)
def
= A(uf , vg)−A(u0, vg) is determined by the D-to-N
operator when g and f are smooth and belong to
◦
H1 (∆1T1).
Since ufs − u0s = 0 in R2s0 and u0 = 0 in for s ≤ s0 we have
(2.36) A1(u
f , vg) = 2
∫
Y1T1∩{s≤s0}
ufsv
gdsdy′
and A1(u
f , vg) is uniquely determined by the D-to-N operator.
We shall construct a geometric optics solution of L1u = 0 of the form (c.f.
[E1]) :
(2.37) u = uN + u
(N+1),
where
(2.38) uN = e
ik(s−s0)
N∑
p=0
1
(ik)p
ap(s, τ, y
′).
Substitute uN in (2.17) we get
∂a0
∂τ
− iAˆ(1)n a0 = 0, 4
∂ap
∂τ
− 4iAˆ(1)n ap = −L1ap−1, p ≥ 1.
We have
a0(s, τ, y
′) = a0(s, y
′)eib(s,τ,y
′),
where b(s, τ, y′) =
∫ τ
T−s
Aˆ
(1)
n dτ
′. We choose a0(s, y
′) = χ1(s)χ2(y
′) where
χ1(s) ∈ C∞0 (R1), χ1(s) = 1 for |s − s0| < δ, χ1(s) = 0 for |s − s0| >
2δ, χ2(y
′) = 1
εn−1
χ0(
y−y′0
ε
), χ0(y
′) ∈ C∞0 (Rn−1), χ0(y′) = 0 for |y′| >
δ,
∫
Rn−1
χ0(y
′)dy′ = 1, δ is small, y′0 ∈ Γ. We define
ap = −1
4
eib
∫ τ
T−s
e−ibL1ap−1dτ
′, 1 ≤ p ≤ N,
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and we define u(N+1) as a solution of
L1u
(N+1) = − 1
4N(ik)N
(L1aN )e
ik(s−s0),
u(N+1) = u
(N+1)
t = 0 when t = T1, u
(N+1) = 0 when yn = 0. Since supp uN
is contained in a small neighborhood of the line {s = s0, y′ = y′0} we have
that uN + u
(N+1) = uNt + u
(N+1)
t = 0 when t = T1, yn > 0 and supp (uN +
u(N+1)) ∩ {yn = 0} ⊂ ∆1T1 .
Substituting (2.37) in (2.36) we get that the principal term in k has the
form
ik
∫
Y1T1∩{s≤s0}
eik(s−s0)χ1(s)χ2(y
′)eibvgdy′ds
Note that τ = 0 on Y1T1. Integrating by parts in s, taking the limit when
k →∞ and then taking the limit when ε→ 0 we get that eib(s0,0,y′0)vg(s0, 0, y′0)
is determined by the D-to-N operator. Here (s0, 0, y
′
0) ∈ Γ × [T1, T ] ⊂ Y1T1
is arbitrary. Replacing T by T ′, T ′ ∈ (T1, T ] we can determine eibvg(s, τ, y′)
for any (s, τ, y′) ∈ X0 where X0 = {y′ ∈ Γ, T1 ≤ s+ τ ≤ T}.
Since we assumed that vg = 0 on ∂Y1T1 we get, integrating by parts, that
A(uf , vg) = 2
∫
Y1T1
ufsv
gdsdy′ = −2
∫
Y1T1
ufv
g
sdsdy
′.
Analogously to the proof of Lemmas 2.1 and 2.4 one can prove that the
integral
(2.39)
∫
Y1T1∩{s≤s0}
ufv
g
sdsdy
′
is uniquely determined by the D-to-N operator.
Substitute the geometric optics solution (2.37) in (2.39). Then integrating
by parts in k, taking the limit when k →∞ and then the limit when ε→ 0
we get that eibvgs is determined by the D-to-N operator for any (s, τ, y′) ∈ X0.
Since we know eibvg we know the derivative ∂
∂s
(eibvg). We have
(2.40)
∂
∂s
(eibvg) = eibvgs + ibse
ibvg.
Therefore we can find bs on the set {vg 6= 0}. Since, by Lemma 2.2 for j = 1,
{vg}, g ∈ C∞0 (∆1T1), are dense in
o
H1 (R1T1), where R1T1 = Γ × [T1, T ], the
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union of all sets {vg 6= 0}, g ∈ C∞0 (∆1T1), is dense in R1T1 . Therefore since
bs is smooth we can recover bs on R1T1 . Replacing T by T
′ ∈ (T1, T ] we can
recover bs on X0. Since b = 0 when yn = 0 we can find b and consequently
vg. Finally, Aˆ
(1)
n = ∂∂τ b.
Therefore the D-to-N operator determines Aˆ
(1)
n (y, t) and vg in X0 for all
smooth g ∈
◦
H1 (∆1T1) where v
g is the solution of
L∗1v
g =
(
−i ∂
∂t
+ Aˆ
(1)
n
)2
vg −
(
−i ∂
∂yn
+ Aˆ
(1)
n
)2
vg(2.41)
−
n−1∑
j,k=1
(
−i ∂
∂yj
+ Aˆ
(1)
j (y, t)
)
gˆjk(y)
(
−i ∂
∂yk
+ Aˆ
(1)
k (y, t)
)
vg − Vˆ 1(y, t)vg = 0,
We can rewrite (2.41) in the form ( see (2.17) )
−
n−1∑
j,k=1
gˆjk(y)vgyjyk(s, τ, y
′) +
n−1∑
j=1
Bj(s, τ, y
′)vgyj(2.42)
+C(s, τ, y′)vg(s, τ, y′) = 4vgst − 4iAˆ(1)n vgs (s, τ, y′),
where Bj, C depend on gˆ
jk, Aˆ
(1)
j , Vˆ1.
Consider the restriction of (2.42) to R1T1 , i.e. when τ = 0. It follows from
Lemma 2.2 that {vg}, g ∈
◦
H1 (∆1T1), are dense in
◦
H1 (R1T1). Pick arbitrary
v ∈ C∞0 (R1T1). Then there exists vgn ∈ H1(R1T1) and smooth such that
vgn → v0 in H1(R1T1). Therefore vgn → v weakly in R1T1 , i.e. (vgn, ϕ) →
(v, ϕ) for any ϕ ∈ C∞0 (R1T1). Denote by L2vg and f g the left hand side and
the right hand side of (2.42). Since vgn → v weakly we get that L2vgn → L2v
weakly. Therefore f gn = L2v
gn converges weakly to f
def
= L2v. Note that f
gn
is known since vgn and Aˆ
(1)
n are known. Therefore we know f . For any point
(s0, y
′
0) we can find M =
n(n−1)
2
+n−1+1 = n(n+1)
2
C∞0 functions v1, ..., vM
such that the determinant D(v1, ..., vM) of the system (2.42) is not zero at
(s0, y
′
0). Since fk = L2vk, k = 1, ...,M, are known at (s0, y
′
0) we can uniquely
determine gˆjk(y0), Bj(s0, 0, y
′
0), C(s0, 0, y
′
0). Since (s0, 0, y
′
0) is an arbitrary
point of R1T1 we can find gˆ
jk(y), Aˆ
(1)
j , 1 ≤ j ≤ n− 1, Vˆ1 on R1T1 .
Analoguosly, considering the intersection of X0 with arbitrary plane τ =
τ0, where 0 ≤ τ0 ≤ T − T1 we can determine the coefficients of L∗1 in X0.
Therefore we proved the following theorem :
16
Theorem 2.1. The D-to-N operator on Γ0 × (0, T ) uniquely determines the
coefficients of L1 in X0 = {y′ ∈ Γ, T1 ≤ s+ τ ≤ T}.
3 The global step.
The proofs in this section are similar to the proofs in [E1]. Therefore we will
be brief.
Note that D0 = Γ× [0, T−T12 ] is the projection of X0 on the plane {t = 0}.
Since the coefficients of L1 are analytic in t the coefficients in X0 determine
the coefficients of L1 in D0 × (0, T0). We have the following result:
Lemma 3.1. The D-to-N operator on Γ0× (0, T ) determines the coefficients
of L1 in D0 × (0, T0).
Let L(p), p = 1, 2, be two operators of the form (1.1) in domains Ω(p) ×
(0, T0), p = 1, 2. Suppose Γ0 ⊂ ∂Ω(1) ∩ ∂Ω(2) and Λ(1) = Λ(2) on Γ0 × (0, T0)
where Λ(p) are the D-to-N operators corresponding to L(p), p = 1, 2.
Let y = ϕp(x) be the same as in (2.1), p = 1, 2. Denote D
(p) = ϕ−1p (D0) ⊂
Ω(p). Then ϕ = ϕ−11 ◦ϕ2 is a diffeomorphism of D(2) onto D(1). Let L(p)1 u(p)1 =
0 in D0 × (0, T ) where L(p)1 be the same as in (2.16) for p = 1, 2. Note that
u
(p)
1 (y, t) are related to u
(p)(x, t) where L(p)u(p) = 0 by the formula (2.19)
for p = 1, 2. It follows from Remark 2.2 in [E1] that gˆ1(y
′, 0) = gˆ2(y
′, 0).
Therefore there exists cˆ(y, t) ∈ G0(D0 × (0, T0)), analytic in t, such that
u(1)(ϕ−11 (y), t) = cˆ(y, t)u
(2)(ϕ−12 (y), t) for (y, t) ∈ D0 × (0, T0). Extend ϕ(x)
from D(2) to Ω(2) preserving the property that ϕ = I on Γ0 and ϕ is a
diffeomorphism of Ω(2) onto Ω0
def
= ϕ(Ω(2). The existence of such extension
follows from [Hi], Chapter 8. Let c ∈ G0(Ω0 × (0, T0)) be the extension
analytic in t of cˆ(ϕ−12 (x), t) from D
(2) × [0, T0] to Ω0 × [0, T0]. Then L0 def=
c ◦ ϕ ◦ L(2) is a differential operator in Ω0 × (0, T0) such that L0 = L(1) in
D(1)×(0, T0). LetB ⊂ D(1) be a domain homeomorphic to a ball, B∩∂Ω(1) def=
S1 ⊂ Γ and connected. Let Ω1 = Ω0 \ B and let S2 = ∂B \ S1. We assume
that ∂Ω1 is smooth. Denote by Λ0 the D-to-N operator corresponding to L0.
Let δ = maxx∈B d(x,Γ) where d(x,Γ) is the distance in B from x ∈ B to Γ.
Consider L0, L
(1) and the corresponding D-to-N operators Λ0,Λ
(1) in do-
mains (Ω0 \B)× (δ, T0 − δ), (Ω(1) \B)× (δ, T0 − δ), respectively.
Lemma 3.2. If Λ0 = Λ
(1) on Γ0 × (0, T0) then Λ0 = Λ(1) on Γ1 × (δ, T0 − δ)
where Γ1 = (Γ0 \ S1) ∪ S2.
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Note that ∂Ω1 \γ ⊂ ∂(Ω(1) \B) since Γ0 ⊂ ∂Ω0∩∂Ω(1) and B ⊂ Ω0∩Ω(1).
The proof of Lemma 3.2 is the same as the proof of Lemma 3.3 in [E1] (c.f
[KKL1], Lemma 9). The proof uses the Tataru’s uniqueness theorem [T],
and this requires the analyticity of the coefficients in t.
Using repeatedly Lemmas 3.1 and 3.2 we get a domain Ω(0) ⊂ Ω(1), ∂Ω(0)∩
∂Ω(1) = Γ0, a diffeomorphism ϕ2 of Ω
(2)
onto Ω˜
(2) def
= ϕ2(Ω
(2)
) and a gauge
transformation c˜ such that ϕ2 = I on Γ0, Ω˜
(2) ⊃ Ω(0), c˜ = 1 on Γ0 ×
(0, T0) and c˜ ◦ ϕ2 ◦ L(2) = L(1) in Ω(0) × (0, T0). Moreover Λ˜(2) = Λ(1) on
∂Ω(0) × (T ′0, T0 − T ′0) for some T ′0 ∈ (0, T∗2 ) where Λ˜(2) is the D-to-N operator
corresponding to L˜(2)
def
= c˜ ◦ ϕ2 ◦ L(2).
To complete the proof of Theorem 1.1 we need two more lemmas.
Let γ0 be an open subset of ∂Ω
(0) \ Γ0 that is close to ∂Ω(1) \ Γ0 and
∂Ω˜(2) \ Γ0 with respect to the corresponding metrics. Let ∆1 be the union
of all geodesics in Ω
(1) \ Ω(0) starting at γ0, orthogonal to γ0 and ending on
∂Ω(1). Analogously, let ∆˜2 be the union of such geodesics in Ω˜
(2) \ Ω(0). We
assume that the semi-geodesic coordinates can be introduced in ∆1 and ∆˜2,
respectively. Denote γ1 = ∆1 ∩ ∂Ω(1), γ˜2 = ∆˜2 ∩ ∂Ω˜(2).
Lemma 3.3. There exists a diffeomorphism ϕ(0) of ∆˜2 onto ∆1 and a gauge
c(0) on ∆1 × (0, T0) such that ϕ(0)(γ˜2) = γ1, ϕ(0) = I on γ0, c(0) = 1 on
γ0 × (0, T0) and c(0) ◦ ϕ(0) ◦ L˜(2) = L(1) in ∆1 × (0, T0) .
Consider a situation when there exists a part Γ1 of ∂Ω
(0) that is close to a
different part of ∂Ω(0). Denote by D1 the union of all geodesics in Ω(1) \Ω(0)
starting on Γ1, orthogonal to Γ1 and ending on a set Γ2 ⊂ ∂Ω(0). Analogously
let D2 be the union of the geodesics in Ω˜(2) \Ω(0), starting at Γ1, orthogonal
to Γ1 and ending on some set Γ
′
2 ⊂ ∂Ω(0).
As before we assume that the semi-geodesic coordinates are introduced
in D1 and D2.
Lemma 3.4. There exists a diffeomorphism ψ of D2 onto D1 and a gauge
c on D1 × (0, T0) such that ψ = I on Γ1, ψ = I on Γ2, in particular,
Γ′2 = Γ2, c = 1 on Γ1×(0, T0), and on Γ2×(0, T0). Moreover, c◦ψ◦L(2) = L(1)
in D1 × (0, T0) .
The proofs of Lemmas 3.3 and 3.4 are the same as of corresponding results
in [E1]. Combining Lemmas 3.1, 3.2, 3.3, 3.4 we prove Theorem 1.1 (c.f.
[E1]).
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4 Proof of Lemma 2.2.
Denote by ∆1 a domain in R
n+1 bounded by three planes : Γ2 = {τ =
T − t − yn = 0, 0 ≤ yn ≤ T−T12 }, Γ3 = {s = t − yn = T1, T+T12 ≤ t ≤
T}, Γ4 = {t = T, 0 ≤ yn ≤ T − T1}. Let H = H1(Γ4) × L2(Γ4) and let
H1 be the space of pairs {ϕ, ψ}, ϕ ∈ H1(Γ2), ψ = H1(Γ3), ϕ = ψ when
t = T+T1
2
, with the norm ‖{ϕ, ψ}‖21 = ‖ϕ‖21,Γ2 + ‖ψ‖21,Γ3. We shall assume
that all functions have a compact support in y′ ∈ Rn−1.
The following lemma is an extension of Lemma 3.1 in [E1] :
Lemma 4.1. For any {v0, v1} ∈ H1 there exists {w0, w1} ∈ H and u ∈
H1(∆1) such that L1u = 0 in ∆1, u |Γ2 = v0 , u |Γ3 = v1 , u |Γ4 = w0 , ∂u∂t |Γ4 = w1 .
And vice versa, for any {w0, w1} ∈ H there exists {v0, v1} ∈ H1 and u ∈
H1(∆1) with the same properties. The iinequalities (4.2) and (4.3) hold.
Proof: Let ∆1,T ′ be the domain bounded by Γ2,Γ3 and Γ4,T ′ where Γ4,T ′
is the plane {t = T ′}, T ′ ∈ [T+T1
2
, T ]. Let ‖u‖21,T ′ = ‖ut‖20,Γ4,T ′ + ‖u‖21,Γ4,T ′ .
Denote by (u, v)∆1,T ′ the L2-inner product in ∆1,T ′ . Let u be smooth in
∆1,T , has compact support in y
′ and L1u = 0 in ∆1,T . Integrating by parts
0 = (L1u, ut)∆1,T ′ + (ut, L1u)∆1,T ′ over ∆1,T ′ (c.f. (3.1), (3.2) in [E1]) we get
(4.1) ‖u‖21,T ′ ≤ C(‖u|Γ2,T ′‖21,Γ2,T ′ + ‖u|Γ3,T ′‖21,Γ3,T ′ +
∫ T ′
T+T1
2
‖u‖21,tdt),
where Γ2,T ′,Γ3,T ′ are parts of Γ2,Γ3 respectively where t ≤ T ′. Since T − T1
is small we get
(4.2) max
T ′∈[T
2
,T ]
‖u‖21,T ′ ≤ C1(‖u‖21,Γ2,T + ‖u‖22,Γ3,T ),
where Γ2,T = Γ2, Γ3,T = Γ3. In particular,
‖u‖21,Γ4 + ‖ut‖20,Γ4 ≤ C(‖u‖21,Γ2 + ‖u‖21,Γ3).
The reverse inequality also holds:
(4.3) ‖u‖21,Γ2 + ‖u‖21,Γ3 ≤ C(‖u‖21,Γ4 + ‖ut‖20,Γ4),
where L1u = 0 in ∆1, u is smooth.
To prove this denote by Γ2,τ ′ the intersection of ∆1 with the plane τ =
τ ′, 0 ≤ −τ ′ ≤ T−T1 and denote by Γ3,s′ the intersection of ∆1 with the plane
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s = s′, T1 ≤ s′ ≤ T . Integrating by parts 0 = (L1u, ut)∆s′ + (ut, L1u)∆s′ we
get, as in (4.1) (c.f. [E1]),
(4.4) ‖u‖21,Γ3,s′ + ‖u‖21,Γ2,s′ ≤ C(‖u‖21,Γ4 + ‖ut‖20,Γ4 + I1),
where
I1 =
∫
∆s′
(
|us|2 + |uτ |2 +
n−1∑
j=1
|uyj |2 + |u|2
)
dy′dsdτ.
Here ∆s′ is the part of ∆1 where s > s
′ and Γ2,s′ is the part of Γ2 where
s > s′. Let ∆τ ′ be the part of ∆1 where τ < τ
′. Then integrating by parts
0 = (L1u, ut)∆τ ′ + (ut, L1u)∆τ ′ we get
(4.5) ‖u‖21,Γ2,τ ′ + ‖u‖21,Γ3,τ ′ ≤ C(‖u‖21,Γ4 + ‖ut‖20,Γ4 + I2),
where I2 is the same as I1 with ∆s′ replaced by ∆τ ′ , Γ3,τ ′ is the part of Γ3,
where τ < τ ′. Since
I1 + I2 ≤ C(T − T1)(max
s′
‖u‖21,Γ3,s′ +maxτ ′ ‖u‖
2
1,Γ2,τ ′
,
we get from (4.4), (4.5)
max
s′
‖u‖21,Γ3,s′ +maxτ ′ ‖u‖
2
1,Γ2,τ ′
≤ C1(T − T1)(max
s′
‖u‖21,Γ3,s′ +maxτ ′ ‖u‖
2
1,Γ2,τ ′
) + C(‖u‖21,Γ4 + ‖ut‖20,Γ4).
Since T − T1 is small we get (4.3).
Let {ϕ0, ψ0} be a smooth pair belonging to H1. Define b(y′, yn, t) =
ϕ0(s, y
′)+ψ0(τ, y
′)−ϕ0(0, y′).Note that ϕ0(0, y′) = ψ0(0, y′), b|Γ2 = ϕ0(s, y′), b|Γ3 =
ψ0(τ, y
′).
Since b(y′, yn, t) is smooth in ∆1 we have that L1b is smooth in ∆1. Let
f = −L1b in ∆1, f = 0 otherwise. Then f = 0 for t < T−T12 ,
∫ T
T+T1
2
‖f‖0,Γ4,tdt <
+∞. Let u0 be the solution of L1u0 = f when t > T+T12 with zero initial
conditions when t = T+T1
2
. It is well-known (see, for example, [H]) that there
exists a unique such u0 and
(4.6) ‖u0‖1,T ≤ C
∫ T
T+T1
2
‖f‖0,Γ4,tdt.
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Since u0 has zero initial conditions when t =
T+T1
2
and f = 0 outside of ∆1
we get by the domain of dependence argument that u0 = 0 outside ∆1, t ≤ T .
Since the restrictions of u0 on the planes s = const and τ = const, t ≤ T ,
are continuous in s and τ respectively we get that
u0|Γ2 = 0, u0|Γ3 = 0.
Denote u = b+ u0. Then
(4.7) L1u = 0 in ∆1,
(4.8) u|Γ2 = ϕ0, u|Γ3 = ψ0
and
(4.9) {u, ut}|Γ4 ∈ H.
Let {v0, v1} ∈ H1 be arbitrary. Take a sequence {ϕn, ψn} ∈ H1 of smooth
functions such that {ϕn, ψn} → {v0, v1} inH1. Let un be a sequence such that
(4.7), (4.8), (4.9) hold with ϕ0, ψ0 replaced by ϕn, ψn. Then (4.2) implies that
un converges to u in maxT+T1
2
≤T ′≤T
‖u‖1,T ′ norm and L1u = 0 in ∆1, u|Γ2 =
v0, u|Γ3 = v1, {w0, w1} ∈ H where w0 = u|Γ4, w1 = ut|Γ4.
Therefore the map {v0, v1} → {w0, w1} is a bounded map of H1 to H.
Take any smooth pair {ϕ(0), ψ(0)} ∈ H. Solving the Cauchy problem with
the inithial data {ϕ(0), ψ(0)} (see, for example, [H]) we get a smooth pair in
H1. Therefore the image of the map H1 → H is dense. Using the estimate
(4.3) we get that the map H1 → H in one-to-one and onto.
Denote by ∆2 the domain bounded by the plane Γ
′
2 = {τ = T − yn − t =
0, T1 < t < T}, by the plane {yn = 0, T1 < t < T} and by the plane
{t = T1, 0 < yn < T − T1}. Let Γ∞ be the plane {τ = 0}. Denote
by
◦
H−1 (Γ′2) ⊂ H−1(Γ∞) the Sobolev space of distributions in Γ∞ having
supports in Γ′2 and by H
−1(Γ′2) the space of the restrictions of distributions
from H−1(Γ∞) to Γ
′
2.
Lemma 4.2. Let h ∈ H−1(Γ′2) be arbitrary. There exists a distribution u
in ∆2 such that L1u = 0 in ∆2, u has a restriction to yn = 0,
∂u
∂s
has a
restriction to Γ′2 and u|yn=0 = 0, ∂u∂s |Γ′2 = h.
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Proof: Let h0 ∈ H−1(Γ∞) be an extension of h to Γ∞. We always can
choose h0 such that supp h0 ⊂ Γ′2, i.e. h0 ∈
◦
H−1 (Γ′2). Let v(s, y
′) be such
that v = 0 for s > T − T1 and ∂v∂s = h0. We have that v ∈ H0,−1, i.e. v
belongs to L2 in s and v belongs to H
−1 in y′.
Denote by ∆−2 the reflection of ∆2 with respect to the plane yn = 0 and
let ∆3 = ∆2 ∪∆−2 ∪ {yn = 0, T1 < t < T}. Extend for yn < 0 the coefficient
before ∂
∂yn
in (2.16) as an odd function in ∆3 and extend the remaining
coefficients of L1 as even functions. We shall construct an odd distribution
solution of L1u = 0 in ∆3. Then automatically u|yn=0 = 0. Note that any
distribution solution of L1u = 0 in ∆3 is continuously differentiable in yn as
a function of yn with the values that are distributions in (y
′, t). This is a
consequence of the fact that yn = 0 is not a characteristic plane. Therefore
the restrictions u|yn=0 and ∂u∂yn |yn=0 exist.
Denote by Γˆ′2 the reflection of Γ
′
2 with respect to yn = 0 and let v1(τ, y
′)
on Γˆ′2 be such that v(s, y
′)+ v1(τ, y
′) = 0 when yn = 0, i.e. v+ v1 is odd with
respect to yn in ∆3. We shall look for the solution L1u = 0 in the form
u = v(s, y′) + v1(τ, y
′) + w.
Then w satisfies the equation L1w = g, where g = −L1(v + v1). Note that
L1 has the form (2.17) for yn > 0. Therefore g = g1 + g2, where g1 = 4iAˆnvs
for yn > 0, g1 is odd in yn, and g2 = −L′1(v + v1) where L′1 is a differential
operator in y′ of order 2. Since v and v1 belong to L2 in s and τ and to H
−1
in y′ we have that g2 ∈ H0,−3, i.e. g2 belongs to L2 in s and τ and to H−3 in
y′. Denote by g20 the extension of g2 by zero outside of ∆3 for t > T1. Let
w2 be the solution of the Cauchy problem L1w2 = g20 for t > T1, w2 = 0 for
t > T . Since g20 ∈ H0,−3 there exists a unique solution w2 ∈ H1,−3 (see, for
example, [E4] or [H]). Note that w2 is odd in yn since g20 is odd. Since w2 = 0
for t > T we get that w2|Γ′2 = 0, w2|Γˆ′2 = 0 by the domain of dependence
argument.
Denote by g10 the odd extension in yn of g1θ(τ) given for yn > 0 where
θ(τ) = 1 for τ > 0, θ(τ) = 0 for τ < 0. Then g10 = 0 outside of ∆3 for t > T1
since v(s, y′) = 0 for s > T − T1. Let w1 be the unique odd solution of the
Cauchy problem L1w1 = g10 for t > T1, w1 = 0 for t > T (see [H] or [E4]).
By the domain of dependence argument and since w1 is continuous in τ
near Γ′2 we get that w1|Γ′2 = 0. Therefore ∂w1∂s |Γ′2 = 0. Therefore u = v(s, y′)+
v1(τ, y
′) + w1 + w2 satisfies L1u = 0 in ∆2, u|yn=0 = 0 and ∂u∂s = ∂v∂s = h on
Γ′2 since
∂w1
∂s
= ∂w2
∂s
= ∂v1
∂s
= 0 on Γ′2.
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Now we are ready to conclude the proof of Lemma 2.2. As in [E1] ( see
the beginning of §3 in [E1]), in order to prove that {vg}, g ∈ H10 (∆js0), are
dense in H10 (Rjs0), j = 1, 2, 3, it is enough to prove that {vg}, g ∈ C∞0 (∆js0),
are dense in
◦
H1 (Rjs0). Fix, for definiteness, j = 3. Suppose that there exists
v1 ∈
◦
H1 (R3s0) and h ∈ H−1(Y3s0) such that (h, vg) = 0 for all g ∈ C∞0 (∆3s0)
and (h, v1) = 1. Note that (h, v), where v ∈
◦
H1 (Γ′2), is understood as (lh, v),
where lh ∈ H−1(Γ∞) is an arbitrary extension of h.
Let u be the same as in Lemma 4.2. Applying Green formula (2.24) to u
and vg we get
(4.10) 0 = 2(
∂u
∂s
, vg) =
∫
∆3s0
∂u1
∂yn
gdy′dt.
To justify the Green formula (4.10) one can take a sequence hn ∈ C∞0 (Γ′2)
such that hn → h0 in
◦
H−1 (Γ′2), where h0 is an extension of h. By Lemma
4.2 there exists un such that L1un = 0 in ∆2, un|yn=0 = 0, ∂un∂s |Γ′2 = hn. Note
that (uns, v
g) = −(un, ∂vg∂s ) since vg = 0 on ∂Y1s0 and
(4.11) 2(uns, v
g) =
∫
∆3s0
∂un
∂yn
gdy′dt
Passing to the limit in (4.11) we get (4.10). Since g ∈ C∞0 (∆3s0) is
arbitrary we get that ∂u
∂yn
= 0 in ∆3s0 . Extend u by zero for yn < 0, s0 <
t < T . By the Tataru’s uniqueness theorem [T] (note that the theorem
holds when u is a distribution too [T1]) we get u = 0 in the double cone of
influence of ∆3s0 . In particular, h =
∂u
∂s
= 0 on the interior of R3s0 . Therefore
(h, v1) = 0 since supp v1 ⊂ R3s0 and this contradicts the assumption that
(h, v1) = 1. The proof for j = 1, 2 is identical.
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