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Abstract
We consider the problem of maximizing a real-valued continuous function f using a Bayesian approach. Since the
early work of Jonas Mockus and Antanas ˇZilinskas in the 70’s, the problem of optimization is usually formulated
by considering the loss function max f − Mn (where Mn denotes the best function value observed after n evaluations
of f ). This loss function puts emphasis on the value of the maximum, at the expense of the location of the maximizer.
In the special case of a one-step Bayes-optimal strategy, it leads to the classical Expected Improvement (EI) sampling
criterion. This is a special case of a Stepwise Uncertainty Reduction (SUR) strategy, where the risk associated to
a certain uncertainty measure (here, the expected loss) on the quantity of interest is minimized at each step of the
algorithm. In this article, assuming that f is defined over a measure space (X, λ), we propose to consider instead
the integral loss function
∫
X
( f − Mn)+ dλ, and we show that this leads, in the case of a Gaussian process prior, to a
new numerically tractable sampling criterion that we call EI2 (for Expected Integrated Expected Improvement). A
numerical experiment illustrates that a SUR strategy based on this new sampling criterion reduces the error on both
the value and the location of the maximizer faster than the EI-based strategy.
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1. Introduction
Let f : X → R be a real-valued continuous function defined on a compact subset X of Rd, d ≥ 1. We consider
the problem of finding an approximation of the maximum of f ,
M = max
x∈X
f (x) ,
and of the set of maximizers,
x⋆ ∈ argmax
x∈X
f (x) ,
using a sequence of queries of the value of f at points X1, X2, . . . ∈ X. At iteration n+ 1, the choice of the evaluation
point Xn+1 is allowed to depend on the results f (X1), . . . , f (Xn) of the evaluation of f at X1, . . . , Xn. Thus, the
construction of an optimization strategy X = (X1, X2, . . .) can be seen as a sequential decision problem.
We adopt the following Bayesian approach for constructing X. The unknown function f is considered as a sample
path of a random process ξ defined on some probability space (Ω,B,P0), with parameter x ∈ X. For a given f , the
efficiency of a strategy X can be measured in different ways. For instance, a natural loss function for measuring the
performance of X at iteration n is
εn(X, f ) = M − Mn , (1)
with Mn = max ( f (X1), . . . , f (Xn)). The choice of a loss function εn, together with a random process model, makes it
possible to define the following one-step Bayes-optimal strategy: X1 = xinitXn+1 = argminxn+1∈X En (εn+1(X, ξ) ∣∣∣ Xn+1 = xn+1) , ∀n ≥ 1, (2)
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where En denotes the conditional expectation with respect to the σ-algebra Fn generated by the random variables
X1, ξ(X1), . . . , Xn, ξ(Xn). This Bayesian decision-theoretic point of view has been initiated during the 70’s by the
work of Jonas Mockus and Antanas ˇZilinskas (see Mockus et al., 1978; Mockus, 1989, and references therein).
For instance, consider the loss defined by (1). Then, at iteration n + 1, the strategy (2) can be written as
Xn+1 = argmin
xn+1∈X
En (M − Mn+1 | Xn+1 = xn+1) (3)
= argmax
xn+1∈X
ρn (xn+1) ,
where ρn (x) ≔ En(max (ξ(x) − Mn, 0)) is the Expected Improvement (EI) criterion, introduced by Mockus et al.
(1978) and later popularized through the EGO algorithm (Jones et al., 1998), both in the case of Gaussian process
models (for which ρn (x) admits a closed-form expression as a function of the posterior mean and variance of ξ at x).
The contribution of this paper is a new loss function for evaluating the efficiency of an optimization strategy,
from which we can derive, in the case of a Gaussian process prior, a numerically tractable sampling criterion for
choosing the evaluations points according to a one-step Bayes-optimal strategy. Section 2 explains our motivation
for the introduction of a novel loss function, and then proceeds to present the loss function itself and the associated
sampling criterion. The numerical implementation of this new sampling criterion is discussed in Section 3. Finally,
Section 4 presents a one-dimensional example that illustrates qualitatively the effect of using our new loss function,
together with a numerical study that assesses the performance of the criterion from a statistical point of view on a set
of sample paths of a Gaussian process.
2. An integral loss function
Observe that (3) can be rewritten as
Xn+1 = argmin
xn+1∈X
En (Hn+1 | Xn+1 = xn+1) , (4)
with Hn = En (M − Mn). TheFn+1-measurable random variable Hn+1 in the right-hand side of (4) can be seen as a mea-
sure of the uncertainty about M at iteration n+1: indeed, according to Markov’s inequality, M ∈ [Mn+1; Mn+1 + Hn+1/δ]
with probability at least 1−δ under Pn+1. Thus, this strategy is actually a special case of stepwise uncertainty reduction
(Villemonteix et al., 2009; Bect et al., 2012; Chevalier et al., 2013).
In a global optimization problem, it is generally of interest to obtain a good approximation of both M and x⋆.
The classical loss function εn = M − Mn is not very satisfactory from this respect, since the associated uncertainty
measure Hn = En (M − Mn) puts all the emphasis on M, at the expense of x⋆. Other uncertainty measures have
been proposed recently, which take the opposite approach and focus on x⋆ only (Villemonteix et al., 2009; Picheny,
2014a,b).
Assume now thatX is endowed with a finite positive measure λ (e.g., Lebesgue’s measure restricted toX), and let
us remark that the classical loss function (1) is proportional to λ(X) (M−Mn), that is, to the area of the hatched region
in Figure 1a. This illustrates that Hn = En(εn) is only a coarse measure of the uncertainty about the pair (M, x⋆). We
propose to use instead the integral loss function
ε′n(X, f ) =
∫
X
( f (x) − Mn)+ λ(dx), (5)
where z+ ≔ max (z, 0). This new loss function is depicted in Figure 1b. The associated uncertainty measure H′n =
En
(
ε′n
)
should, intuitively, provide a finer measure of the uncertainty about the pair (M, x⋆) and thereby lead to better
optimization algorithms. The corresponding stepwise uncertainty reduction strategy can be written as
Xn+1 = argmin
xn+1∈X
En
(∫
X
(ξ(y) − Mn+1)+ λ(dy)
∣∣∣ Xn+1 = xn+1)
= argmin
xn+1∈X
En
( ∫
X
En+1
((ξ(y) − Mn+1)+) λ(dy) ∣∣∣ Xn+1 = xn+1
)
= argmin
xn+1∈X
ℵn (xn+1) , (6)
2
where
ℵn (xn+1) ≔ En
(∫
X
ρn+1 (y) λ(dy)
∣∣∣∣ Xn+1 = xn+1) (7)
is a new sampling criterion than we call EI2 (for Expected Integrated Expected Improvement). Note that the strat-
egy (6) is very different in spirit from the classical one, associated to the EI criterion. Indeed, while the classical
strategy selects a point where the current EI is maximal, the new strategy selects a point where the integral of the
future EI is minimal, in expectation.
Remark. The sampling criterion defined by (7) is a one-point sampling criterion; that is, a sampling criterion for use
in a fully sequential setting. A multi-point sampling criterion can be defined similarly, for use in a batch-sequential
setting:
ℵn,r (xn+1, . . . , xn+r) ≔ En
(∫
X
ρn+r (y) λ(dy)
∣∣∣ Xn+1 = xn+1, . . . , Xn+r = xn+r) (8)
(see Chevalier and Ginsbourger (2013); Chevalier et al. (2013) and references therein for more information on multi-
point stepwise uncertainty reduction strategies).
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Figure 1: A diagrammatic interpretation of the loss functions εn (left plot) and ε′n (right plot).
3. Numerical approximation of the sampling criterion
Numerical approximations of the sampling criterion ℵn can be obtained with an acceptable computational com-
plexity when ξ is a Gaussian process. Rewrite (7) as
ℵn (xn+1) =
∫
X
ρn (y; xn+1) λ(dy) , (9)
where ρn (y; xn+1), which we shall call the Expected Expected Improvement (EEI) at y ∈ X given a new evaluation
at xn+1 ∈ X, is defined by
ρn (y; xn+1) ≔ En
(
ρn+1 (y)
∣∣∣ Xn+1 = xn+1) . (10)
(Note that ρn (y; xn+1) , ρn(y) because of the implicit dependency of ρn+1 (y) on the future maximum Mn+1.)
It turns out that ρn (y; xn+1) can be expressed in closed form, as a function of the posterior mean and covariance
of ξ, using the special functionsΦ, the cumulative distribution function of the univariate standard normal distribution,
and Φ2, the cumulative distribution function of the bivariate standard normal distribution. To see this, observe that
(ξ(y) − Mn+1)+ = M˜n+2 − Mn+1 =
(
M˜n+2 − Mn
)
−
(
Mn+1 − Mn
)
, (11)
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where M˜n+2 = max
(
Mn+1, ξ(y)). Therefore, we have
ρn (y; xn+1) = En
((ξ(y) − Mn+1)+ | Xn+1 = xn+1) = ρn, 2 (xn+1, y) − ρn (xn+1) , (12)
where ρn, r denotes the r-point expected improvement criterion:
ρn, r (xn+1, . . . , xn+r) ≔ En
(
Mn+r − Mn
∣∣∣ Xn+k = xn+k, 1 ≤ k ≤ r) . (13)
Equation (12) makes it possible to compute ρn (y; xn+1) using the closed-form expression obtained for the multi-
point EI by Chevalier and Ginsbourger (2013).
Assuming that λ(X) < +∞, a simple idea for the computation of the integral overX in (9) is to use a Monte Carlo
approximation:
ℵn (xn+1) ≈ λ(X)
m
m∑
i=1
ρn (Yi; xn+1)
where (Yi)1≤i≤m is a sequence of independent random variables distributed according to λ (·) /λ(X). Since ℵn has also
to be minimized overX, we can also use the sample (Yi)1≤i≤m to carry out a simple stochastic optimization. In practice
however, we would recommend to use a more advanced sequential Monte Carlo method, in the spirit of that described
in Benassi et al. (2012) and Benassi (2013), to carry out both the integration and the optimization steps.
Remark. Equations (9)–(13) are easily generalized to batch sequential optimization. Define a multi-point EEI by
ρn, r (y; xn+1, . . . , xn+r) ≔ En
(
ρn+r (y)
∣∣∣ Xn+k = xn+k, 1 ≤ k ≤ r) .
We have
ρn, r (y; xn+1, . . . , xn+r) = ρn, r+1 (xn+1, . . . , xn+r, y) − ρn (xn+1, . . . , xn+r) .
Then, we can express a multi-point version of the sampling criterion (7) as
ℵn, r (xn+1, . . . , xn+r) =
∫
X
ρn, r (y; xn+1, . . . , xn+r) λ (dy) .
4. Numerical study
The numerical results presented in this section have been obtained with STK (Bect et al., 2014), a free GPL-
licenced Matlab/Octave kriging toolbox.
First, we present a simple one-dimensional illustration, whose aim is to contrast qualitatively the behaviour of
a sampling strategy based on the EI2 criterion ℵn with that of the classical EI-based strategy. Figure 2 depicts a
situation where there is a large expected improvement in a small region of the search domain, and a smaller expected
improvement over a large region of the search domain. In such a situation, the new sampling criterion ℵn favors the
large region with a smaller expected improvement, thereby inducing a better exploration of the search domain than ρn.
Figure 3 represents, for both strategies, the average approximation error obtained on a testbed of 2700 sample
paths of a Gaussian process on Rd, d = 3, with zero-mean and isotropic Mate´rn covariance function, simulated
on a set of m = 1000 points in [0, 1]d. The isotropic form of the Mate´rn covariance on Rd may be written as
k(x, y) = σ2rν(‖x − y‖/β), with rν : R+ → R+ such that, ∀h ≥ 0,
rν(h) = 12ν−1Γ(ν)
(
2ν1/2h
)ν
Kν
(
2ν1/2h
)
,
where Γ is the Gamma function and Kν is the modified Bessel function of the second kind of order ν. Here, σ2 = 1.0,
β = (4·10−2Γ(d/2+1)/πd/2)1/d ≈ 0.2 and ν = 6.5. For each optimization strategy, we use the same covariance function
for ξ than that used to generate the sample paths in the testbed. Before running the optimization strategies, an initial
evaluation point x1 is set at the center of [0, 1]d. For each sample path f , and each n ≥ 1, the estimator x⋆n of x⋆ is
defined as x⋆n = argmaxx∈{x1,...,xn} f (x). Thus, ‖x⋆− x⋆n ‖ is not a decreasing function of n in general. Figure 3 shows that
the approximation errors M − Mn and ‖x⋆ − x⋆n ‖ decrease approximately at the same rate for both strategies; however,
the Euclidean distance of x⋆n to x⋆ is significantly smaller in the case of the new strategy.
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Figure 2: Assessment of the behavior of the sampling criterion ℵn (bottom, right) against that of ρn (bottom, left). The objective is to maximize
the function f : x ∈ [−1, 1] 7→ (0.8x − 0.2)2 + exp(− 12 |x + 0.1|1.95/0.11.95) + exp(− 12 (2x − 0.6)2/0.1) − 0.02 (top, dashed line). Evaluations points
are represented by squares; the posterior mean ξ̂n is represented by a solid line; 95% credible intervals computed using sn are represented by gray
areas. The next evaluation point will be chosen at the minimum of the sampling criterion (vertical solid line).
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Figure 3: Approximation errors of x⋆ (left) and M (right) using the sampling criteria ℵn (solid line) and ρn (dashed line), as a function of the
number of evaluations n. More precisely, each plot represents an average approximation error obtained on a testbed of 2700 sample paths of a
Gaussian process on R3, with zero-mean and isotropic Mate´rn covariance function, simulated on a set of 1000 points in [0, 1]3 .
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