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Interpretation of D1 and D0-branes in 1+1 string theory as classical and quantum
eigen-values in dual c=1 Matrix Quantum Mechanics (MQM) was recently suggested.
MQM is known to be equivalent to a system of N free fermions (eigen-values). By
considering quantum mechanics of fermions in the presence of classical eigen-value we
are able to calculate explicitly the perturbation of the shape of Fermi-sea due to the
interaction with the brane. We see that the shape of the Fermi-sea depending on the
position of the classical eigen-value can exhibit critical behavior, such as development
of cusp. On quantum level we build explicitly the operator describing quantum eigen-
value. This is a vertex operator in bosonic CFT. Its expectation value between vacuum
and Dirichlet boundary state is equal to the correct wave-function of the fermion. This
supports the conjecture that quantum eigen-value corresponds to D0-brane. We also
show that c = 1 MQM can be obtained as analytical continuation of the system of 2d
electrons in magnetic field which is studied in Quantum Hall Effect.
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1
1 Introduction
In the works [1, 2] an interesting interpretation of duality between two-dimensional string
theory and c = 1 matrix model was suggested.
It was known for a long time that double-scaling limit (which in particular implies large
N limit) of Matrix Quantum Mechanics (MQM) is dual to two-dimensional string theory in
linearly growing dilaton background (see e.g. [3]). The matrix model with finite N was an
auxiliary notion in this duality and did not have any string-theoretic interpretation.
Proposal of [1, 2] is to identify the MQM of finite N matrices with an effective action of
open-string tachyon living on D0 brane.
As it is well-known the c = 1 MQM is equivalent to the system of N free fermions moving
in upside-down quadratic potential. Its Hamiltonian is
H =
1
2
N∑
i=1
(pˆ2i − xˆ2i ) (1.1)
Eq. (1.1) is a free system, thus all fermions occupy individual energy levels up to some
Fermi-level below the top of the potential. The collective excitations described by small
deformations of the Fermi-level are dual to closed string degrees of freedom in corresponding
string theory [4]. The new identification is a suggestion that fermions sitting on top of
the quadratic potential are dual to unstable D0 brane of the string theory. The important
conceptual point is that the fermion dual to D0-brane lies outside the Fermi-sea of the rest of
electrons whose collective excitations were earlier identified with closed strings. The rolling-
down of the fermion from the top of the potential to Fermi-level thus describes the decay of
the brane.
This brings into play Sen’s picture of decay of unstable branes via tachyonic condensation.
In accordance to Sen’s conjectures a brane decays into closed string vacuum radiating closed
strings in the process.
Let us discuss the MQM calculations of this process in some details. The rolling down
fermion should interact with fermions forming the Fermi sea. In [1, 2] it is suggested to
describe this interaction as a motion of N quantum fermions in external field of one classical
fermion. The introduction of the classical fermion should satisfy the following consistency
condition. One can calculate partition function of the first N fermions. It will depend on
a coordinate of the external classical fermion. If the path integral is taken with respect to
it as well one has to get back the partition function of N + 1 free fermions in upside-down
oscillator potential.
To carry out this program let us consider partition function of N free fermions of MQM.
(We set ~ = 1 in all formulas. We will re-introduce it later in the paper at the point of
taking quasi-classical limit).
ZN(τ) =
∫ N∏
i=1
Dλi(t)e
i
∫ τ dtLN∆N(τ) (1.2)
2
where LN is a Lagrangian of N free fermions in the upside-down oscillator potential. The
presence of the Van der Monde determinant ∆N(τ)
∆N (τ) =
N∏
1≤i<j
(λi(τ)− λj(τ)) (1.3)
at the end point τ of integration changes the Hamiltonian of the system to
Hˆ = ∆NHN∆
−1
N HN =
∑
i
(
1
4
p2i − λ2i ) (1.4)
The claim of [1, 2] is that N -quantum fermions moving in the field of a classical one are
described by the similar Hamiltonian
Hˆnew = ∆N+1HN∆
−1
N+1 (1.5)
where the classical trajectory λN+1(t) = z(t) sits only in the Van der Monde ∆N+1. This
new Hamiltonian has now an interaction between fermions and can be written as
Hˆnew = ∆N(HN +Hint)∆
−1
N (1.6)
Hint = [HN ,Φ(z(t))] (1.7)
Φ(z(t)) = log
(
∆N+1(z)
∆N
)
=
∑
i
log(λi − z) (1.8)
Thus the interaction is just an exchange interaction between classical and quantum fermions.
Let us stress one more time that from the point of view of the first N free fermions it
looks like an external field produced by decaying “classical” brane. To get to the quantum
picture one needs to perform path integral over the classical trajectories z(t) weighed by the
classical action. Equivalently, one can introduce second-quantized local operator creating a
new particle. Comparing this first approach to eq. (1.2) one gets [2] for the second-quantized
operator
Ψ(z0, t0) =
∫
z(t0)
Dz(t)ei
∫
t0
(z˙2+z2+Hint(z)) = ψ(z0, t0) exp(iΦˆ(z0, t0)) (1.9)
where ψ(z0, t0) is a wave function of a single free fermion. Thus in quantum treatment
the operator Φ that defined interaction with one classical fermion bosonizes the operator
of creation of quantum D0-brane. On the other hand, it is nothing else but an operator of
quantum field of collective excitations on Fermi-sea i.e. closed string tachyon.
In this paper we suggest a new framework which allows explicit realization of the setup [1,
2] sketched above. Namely, we study c = 1 MQM in the operator Hamiltonian formalism
rather than usual functional integral approach. We construct the N -fermion wave functions
of eigen-values (free fermions). Since the system is free N fermions just occupy first N one-
particle states up to some Fermi-level. Its shape is given by the one-particle wave function
on the highest level i.e. with Fermi energy and therefore in quasi-classical limit it is just a
3
classical trajectory – a hyperbola. Next we describe (following [5]) the system in the non-
trivial closed string background, which can be described as a deformation of the Fermi-sea.
For that we introduce the two-dimensional reformulation of [5], which makes the construction
of [5] more explicit and well-defined. We show that introduction of a classical eigen-value
into the system (suggested in [1] as addition of the classical D-brane) is equivalent to some
particular deformation. This is explicit realization of action of eqs. (1.6)–(1.8) of [1, 2].
We see that the presence of the brane (that corresponds to moving classical fermion)
induces ripples on the Fermi surface. In other words, the brane does change close-string
background. Our approach allows us not only to see this effect but to describe it quantita-
tively. We explicitly present the shape of the perturbed Fermi-sea even for finite perturba-
tions. This is a very detailed picture of the brane back-reaction. The interaction between the
brane and close string background may exhibit critical behavior. For example, the Fermi-sea
surface can form cusps even at finite distances between the surface of the Fermi sea and
classical eigen-value. The appearance of the cusps indicates that the classical description of
the system breaks down.
Then we turn to the case of a quantum version of this additional eigen-value. We present
a second quantized bosonic field φ that creates and destroys pulses on the Fermi-sea surface
thus explicitly realizing the bosonization formula (1.9). Vertex operator eφ creates N + 1-
fermion state out of N fermion states. CFT of this field φ describes quantum fluctuations of
the shape of the Fermi-sea. These are collective bosonic excitations, which are related to the
original fermionic degrees of freedom only via non-linear bosonization procedure. One-point
function of this vertex operator between vacuum and Dirichlet boundary state is equal to
wave-function of one-fermion state. This further supports the identification of the quantum
eigen-value with D0 brane, suggested in [2].
There is one more aspect of our paper that should be stressed. Although all our results can
be obtained from purely MQM point of view they have close analogies in another system. It
is that of 2d electrons in magnetic field, studied extensively in Quantum Hall effect (QHE).
This system is related to the two-dimensional formulation of the MQM described above
via analytic continuation. Essentially, quantum mechanics of the fermions in the inverse
harmonic potential becomes that of the normal harmonic potential, which, in particular
makes Fermi sea compact. In this work we will often refer to these cases as non-compact
and compact one correspondingly. Both systems has similar phenomena. Introduction of
point-like magnetic fluxes (counterparts of classical branes) outside the QHE droplet curves
its shape. Bosonic edge excitations, propagating on the surface of Fermi sea (QHE droplet),
which play the important role in the physics of QHE, are collective excitations of the system
of electrons.
This close relation gives the possibility to gain intuition about one system from the other
one. It should be interesting to try to interpret the analog of phenomena of one system after
analytic continuation.
4
2 The c = 1 Matrix Quantum Mechanics
In this section we briefly review results about c = 1 MQM as well as results of [5], which we
are going to need later.
The c = 1 Matrix Quantum mechanics is defined by the following partition function (we
choose here to follow Klebanov & Gross [6])
ZN(β) =
∫
DN
2
M e−β
∫
( 1
2
M˙2+U(M)) (2.1)
The path integral is taken over all N × N Hermitian matrices. To reduce the number of
degrees of freedom in the integral one can diagonalize the matrix Φ:
Φ(t) = Ω+(t)Λ(t)Ω(t) (2.2)
by some unitary transformation Ω. Here Λ = diag(λ1, . . . , λN). The integration over Ω can
be taken explicitly using the Itzykson and Zuber formula [7]∫
DΩ e(tr(ΩAΩ
+B)) =
Det e(aibi)
∆(ai)∆(bi)
(2.3)
and one is left only with the integral over eigen values of matrix Φ
ZN(β) =
∫ N∏
i=1
dλi(t)∆N(t2)∆N (t1) exp

−β
t2∫
t1
dt
∑
i
(
1
2
λ˙2i + U(λi)

 (2.4)
This partition sum defines a system with Hamiltonian
H = β
N∑
i=1
{
− 1
β2
∂2
∂λ2i
+ U(λi)
}
(2.5)
that acts on antisymmetrized wave-functions ΨN(λ1 . . . λN) = ∆N (λ)Φ(λ1 . . . λN), where
symmetric function Φ(λ1 . . . λN) is the singlet sector of the wave-function Ψ(Mij) of matrix
model. Thus it describes the system of N decoupled fermions. In the second quantized
formalism it can be written as
H = β
∫
dλ
{
1
β2
∂λζ
+∂λζ + U(λ)ζ
+ζ
}
(2.6)
where ζ is a fermionic field. Let us consider the potential U(λ) = 1/4λ2(2 − λ)2 In the
double scaling limit in which N goes to infinity and β goes to some critical value such that
the difference between Fermi-sea level and the top of the potential is kept fixed one gets1
H =
∫
dx
{
1
2
∂xψ
+∂xψ − x
2
2
ψ+ψ
}
(2.7)
1We introduce yet another fermionic field ψ to stress that it is not ζ of eq. (2.6). It is related to ζ by
rescaling.
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This is a famous result that the c = 1 matrix quantum mechanics is described in the double
scaling limit as a system of free fermions in the upside-down oscillator potential. Going back
to first quantized language the Hamiltonian of eq. (2.7) is
H =
1
2
N∑
i=1
(pˆ2i − xˆ2i ) (2.8)
For finite N a final change of variables
xˆ± =
xˆ± pˆ√
2
[xˆ+, xˆ−] = −i (2.9)
brings this upside-down oscillator Hamiltonian to a simple form
H0 =
1
2
(xˆ+xˆ− + xˆ−xˆ+) (2.10)
Since xˆ+, xˆ− have canonical commutation relations it is easy to find eigen-functions and
spectrum of this Hamiltonian. In the x− representation the operator xˆ− = x− and xˆ+ =
−i∂x− . Or equivalently one could switch to x+ representation xˆ− = i∂x+ , xˆ+ = x+. The
solutions to eigen-function equations are2
ψE+(x+) =
1√
2pi
e−
i
2
φ0(E)x
iE− 1
2
+ (2.11)
All scattering data is encoded in the phase factor φ0(E) which can be determined from the
simple orthonormality condition〈
ψE1−
∣∣ Sˆ ∣∣ψE2+ 〉 = δ(E1 −E2) (2.12)
Here Sˆ = cos(x+x−) is an operator of Fourier transform between representations x+ and x−
(for details, see [5]).
This is one-particle data but since the system is free it is sufficient to describe the whole
MQM. As it is well known the system is dual to the 2d string theory in the linearly growing
dilaton background. In the above duality closed string degrees of freedom correspond to
pulses propagating on the Fermi-sea surface of 1d fermions [4]. We would like to study the
property of the system in the presence of closed strings excitations. Thus we need to change
d=1 MQM in such way that it is still equivalent to system of free fermions but Fermi-sea of
these fermions should be curved. On string theory side it means to have a time-dependent
background produced by inserting closed-string tachyon vertex operators. The way to do it
on MQM side was suggested in [5]. Below we review it briefly. The tachyonic excitations are
introduced in QM of fermions by assuming that after this non-trivial background is switched
on, the initial wave-functions change to
ΨE+(x+) = e
−iφ+(x+;E)ψE+(x+) (2.13)
2For simplicity we present the results in x+ representation only. x− representation is totally similar. For
details see [5].
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They differ from ψE+ in eq. (2.11) only by a phase factor φ+. This phase can be represented
by three terms with different asymptotics.
φ+(x+;E) = V+(x+) +
1
2
φ(E) + v+(x+;E) (2.14)
The function V+(x+) is finite at x+ = 0 and thus has only positive powers of x+. The
term v+(x+;E) is finite at x+ = ∞. The shape of V+(x+) fixes the perturbation of the
background. It is parametrized by
V+(x+) = R
∑
k≥1
tkx
k/R
+ (2.15)
Here R is the radius of compactification.3 The rest of the φ+ (that is φ(E) and v+) is uniquely
determined by couplings tk and E from the orthonormality condition used in eq.(2.12):∫ ∫ ∞
0
dx+dx−Ψ¯
E1
− (x−) cos(x+x−)Ψ
E2
+ (x+) = δ(E1 − E2) (2.16)
In the quasi-classical limit E+ →∞ this condition gives
x+x− = −E+ + x+∂φ+(x+) (2.17)
Since x+x− is just an energy, the above expression shows that inclusion of φ+ curves the
shape of the Fermi-sea indeed. Knowing the wave-functions one can place the system in
a box. and obtain the density distribution of energy in the system. This is sufficient to
calculate free energy of the system. It was done in [5] and the answer was shown to be a
tau-function of Toda lattice hierarchy.
The important conceptual problem comes from an attempt to find an explicit Hamiltonian
H that possesses the set of eigen-functions eq. (2.13). Acting naively we get
HΨ+ =
(
H0 + x+∂φ+(x+;E)
)
Ψ+ = EΨ+ (2.18)
As it was just said the dependence on energy of the phase φ+ is determined by condition
eq. (2.16). Once tk’s are switched on, ∂φ+ in (2.18) is fixed and non-trivial function of E.
That means that Hamiltonian depends on its own eigen value. In attempt to give sense to
the equation (2.18), it was re-written in [5] as
H = H0 + x+∂φ+(x+;H) (2.19)
that implicitly defines H . It does not seem clear at all how to give precise mathematical
meaning to such equation. In any case, it is not possible to solve it.
The difficulty in defining a Hamiltonian obscures the description of non-trivial tachyonic
background. It seems that without some explanation of this problem, the ansatz eq. (2.13),
from which all the information was derived in [5], remains a physical conjecture, rather than
fully derived solution. We discuss possible resolution of this issue in the next chapter.
3In what follows we are going to work at self-dual radius R = 1.
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3 2D electrons in magnetic field
Let us first consider a close relative to Hamiltonian of the MQM, namely, just a simple
one-dimensional harmonic oscillator. The MQM Hamiltonian can be obtained from it by
analytic continuation. We will do it at the end of this chapter. The analog of representation
of (2.10) in this case is simply4
H = B(a+a +
1
2
), [a, a+] = 1 (3.1)
Instead of representing a+ = x, a = ∂x as we did before we now suggest another represen-
tation. Let us realize the operators a, a+ as operators acting on a space of functions on 2d
plane rather than on R1. Introduce complex coordinates z, z¯ on this plane:
a = −∂¯ − 1
2
z, a+ = ∂ − 1
2
z¯ (3.2)
In what follows we are going to show that this trick which may seem as very formal in the
beginning will turn out to have rich physical implication. After plugging in definition (3.2)
into (3.1) one can recognize a Hamiltonian of 2d electrons into constant magnetic field
represented in complex coordinates. Indeed, the usual fermionic Hamiltonian in constant
magnetic field (we set mass and charge of the electron to 1)
H = (p−A)2, Ai = (B
2
y,−B
2
x) (3.3)
after defining complex variables as
z =
√
B/2(x+ iy), z¯ =
√
B/2(x− iy) (3.4)
assumes the form eq. (3.1) with a, a+ defined in eq. (3.2). Although the Hamiltonian has a
form of 1d harmonic oscillator the system now is two-dimensional and as a consequence each
energy level is degenerate. This is due to emerged in 2 dimensions rotational invariance of the
system. Each degenerate state on one level is labeled by eigen-values of angular momentum.
For example, on the lowest Landau level (LLL) states are defined by
a |ψ0〉 = (∂¯ + 1
2
z) |ψ0〉 = 0 (3.5)
ψ(0)(z, z¯) = f(z)e−
1
2
zz¯ (3.6)
The holomorphic function f(z) is arbitrary, showing infinite degeneracy (see footnote 5
on the following page for discussion of its origin). To parametrized the space of solutions
of functions on degenerate level one can introduce a basis of eigen-functions of angular
momentum operator J
J = z∂ − z¯∂¯ (3.7)
4It is convenient to keep parameter B for future use.
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In this case
ψ(0)n (z, z¯) =
zn√
pin!
e−
1
2
zz¯ n = 0, 1, 2 . . . (3.8)
What is less known is that the angular momentum has oscillator representation too. Let
us define the second set of oscillator operators (called sometimes the operators of magnetic
translations, c.f. [13])5
b = ∂ +
1
2
z¯, b+ = −∂¯ + 1
2
z (3.9)
Together with a, a+ they have usual commutator relations of two independent oscillators
[a, a+] = 1, [b, b+] = 1, [a, b] = 0 (3.10)
The Hamiltonian and angular momentum now take the form
H = B(a+a+
1
2
) (3.11)
J = b+b− a+a (3.12)
We see that there are two oscillators in the system. The energy is defined with respect to
one of them. The second one specifies an ordering within each infinitely degenerate Landau
level. Namely, one can define “the real vacuum” state that is annihilated by both a and
b operators. All other states can be created acting on this state by various powers of a+
and b+. In this way within each Landau level there is a natural ordering of the states in
consecutive eigen-values of angular momentum.6
If we restrict ourselves to the first Landau level, we see that J = b+b and the problem
of finding spectrum of operator of angular momentum is the same as finding a spectrum of
a Hamiltonian of 1d harmonic oscillator. We just observed that a system of 2d fermions in
constant magnetic field confined to first energy level is equivalent to 1d oscillator. The wave-
functions on the first Landau level are completely determined by the holomorphic function
f(z) in eq. (3.6). The factor exp(−1
2
zz¯) is common for all of them and thus all wave-functions
can be represented on a space of holomorphic function, i.e. using f(z) in place of (3.6). This
can be done if one also changes the scalar product, namely, instead of
〈ψ1|ψ2〉 =
∫
d2zψ1(z, z¯)ψ2(z, z¯) (3.13)
one writes
〈f1|f2〉 =
∫
dµ(z, z¯) f1(z)f2(z) (3.14)
5Problem in the uniform magnetic field should be translational invariant. This is why there should be set
of two operators, commuting with the Hamiltonian (3.11). However, gauge choice breaks this invariance, and
translations should be accompanied by gauge transformations. Therefore operators of magnetic translations
b and b+ do not commute and are responsible for the infinite degeneracy of LLL.
6Note that in the theory Quantum Hall Effect one usually assumes the existence of shallow confining
potential depending on J which lifts the degeneracy. Its role is to ensure the order of filling one-particle
states in many-particle system.
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with measure dµ(z, z¯) defined via
dµ(z, z¯) ≡ dzdz¯ e−zz¯ (3.15)
We will make use of the holomorphic representation in section 4.1.
3.1 The c = 1 Matrix Quantum Mechanics as 2d system
In order to extend the equivalence to the case of MQM with inverse oscillator potential we
have to perform analytical continuation. Our goal is to get such representation of 2d system
that after its reduction to zero-energy level all wave-functions will be the functions of one
real variable, not holomorphic function as before.7
Let us first write the Hamiltonian of inverse oscillator potential eq. (2.10) one more time.
We change notations to make the comparison with what was done above more explicit. The
Hamiltonian is
H = B(p2 − x2)/2 = B(a+a− i
2
) (3.16)
a = (p− x)/
√
2, a+ = (p+ x)/
√
2, [a, a+] = −i (3.17)
As before, consider the two-dimensional system of electrons in magnetic field eq. (3.3), do
“Wick”-rotation by changing y → it and consider imaginary magnetic field E = iB. The
vector-potential is changed to A = (B
2
it,−B
2
x) and new Hamiltonian is
H = (px −Ax)2 + (py − Ay)2 → (−i∂x + B
2
it)2 + (−i∂it + B
2
x)2 (3.18)
= (−i∂x + E
2
t)2 − (−i∂t − E
2
x)2 (3.19)
After such continuation, equation Hψ = 0 with H given by eq. (3.19) looks like a massless
Klein-Gordon equation in 1+1 dimensions (x, t) in the background of constant electric field:
[−(pt − At)2 + (px − Ax)2]ψ(x, t) = 0 (3.20)
where Aµ ≡ (At, Ax) = (−Ex/2, Et/2) and thus electric field Ftx ≡ ∂tAx − ∂xAt = E .
Thus, we have shown that after the analytic continuation the system (3.1) of two-
dimensional (non-relativistic) particles in the uniform magnetic field B looks like a relativistic
1 + 1 dimensional system in the uniform electric field E .
It is well-known that there can be various treatments of this problem. For example, one
may take the solutions of eq. (3.20) to be the analytic continuation of solutions (3.6), (3.8). Or
one can consider usual scattering states of the Klein-Gordon eq. (3.20), with corresponding
scalar product. These two situations describe totally different physics. For our purpose
(namely, reconstruct c = 1 MQM in singlet sector starting from analytically continued
problem in magnetic field) we will adopt the first approach.
7The measure in the scalar product eq. (3.14) will be changed accordingly.
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Let us introduce new two-dimensional coordinates z+, z− which are analytical continua-
tion of z, z¯ in eq. (3.4). After “Wick”-rotation they are
z+ =
√
E/2(x+ t), z− =
√
E/2(x− t) (3.21)
In these variables the Hamiltonian eq. (3.18) is
H = E(a+a− i
2
), [a, a+] = −i (3.22)
a = −i∂+ − 1
2
z−, a
+ = −i∂− + 1
2
z+ (3.23)
where ∂± = ∂z± . This is indeed the Hamiltonian of the inverse oscillator (3.16) but in two-
dimensional representation. Notice, that Klein-Gordon equation (3.20), from the point of
view of two-dimensional representation (3.21) looks like a condition of the “lowest Landau
level” H |ψ0〉 = 0, with H given by eq. (3.22).
The wave-functions of the “ground state” a |ψ0〉 = 0 are
ψ0(z+, z−) = f(z−)e
i
2
z+z− (3.24)
In the space of all function f(z−) we can introduce a basis of eigen-functions of the (analyt-
ically continued) angular momentum8
J = b+b− a+a− i
2
, [b, b+] = −i (3.25)
b = i∂− +
1
2
z+, b
+ = i∂+ − 1
2
z− (3.26)
Now operator J acts again on states on the “lowest Landau level” in the same way as 1d
Hamiltonian. The LLL states in the basis of eigen-functions of operator J assume the form
ψE(z−) = z
i E− 1
2
− e
i
2
z+z− (3.27)
We defined the eigen value of J by E to stress that it is not necessarily an integer as in
oscillator case. The reasoning that forced E to be integer n in eq. (3.8) was single-valuedness
of the wave-function zn exp(−1
2
zz¯) on a complex plane. Now z− is real and E can be any
real number.9 In MQM system E is an energy that has continuous spectrum as it should be
in unbounded potential.
8The term i/2 in eq. (3.25) would correspond to 1/2 of the compact case. In that case it is not necessary
and can be introduced or not depending on physical interpretation of 1d problem. Here it is important to
have it in order for J to have eigen-functions (3.27) with real eigen-values. For more detailed discussion of
the issue see e.g. [9].
9Analytically continued Hamiltonian (3.19) can arise in many different physical situations. For example,
this system is known to describe both open strings in the constant electric field and twisted sector of the
closed strings in Milne universe [10, 9]. However there is a difference. While in the former case spectrum of
operator J is continuous, in the latter it is discrete. From this perspective our problem looks like an open
string theory in the constant electric field.
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We can make the relation to MQM system even more explicit by representing J = b+b−
i/2 as acting on space of functions f(z−) instead of functions ψ0, ψ0 = f(z−) exp(iz+z−/2)
b → e− i2 z+z− b e i2 z+z− = i∂− (3.28)
b+ → e− i2 z+z− b+ e i2 z+z− = −z− (3.29)
J = b+b− i
2
→ −iz−∂− − i
2
(3.30)
This is nothing else but “x−” representation of the MQM Hamiltonian eq. (2.10). Thus we
showed that “Wick”-rotated 2d system of electrons in magnetic field on the zero-energy level
is equivalent to 1d MQM.10
3.2 Relativistic interpretation
We have just reformulated the system of one-dimensional electrons in quadratic potential
as two-dimensional electrons in constant magnetic field, confined to the first Landau level.
The requirement for 2d fermions to stay on the lowest energy level can be viewed as a
constraint H = 0. Therefore, instead of solving an eigenvalue problem Hψ = Eψ in one
dimension, we are solving equivalent Hψ = 0 problem in two dimensions. 2d system is more
general because the ordering in the space of its solutions can be introduced in many different
ways, e.g. using any operator, commuting with H . By choosing angular momentum as such
operator we define what will play the role of the energy from 1d point of view. Choosing
different operators we would arrive to different 1d systems using the procedure described
above.
The situation is reminiscent of the problem of choosing particular time in general rela-
tivity. If one wants to quantize canonically, say, relativistic particle, it could be done in two
ways. First, make n+1 decomposition, choose the coordinate time t and build n-dimensional
Hamiltonian. The problem to solve will be just Hψ = Eψ where E is actually pt, the energy
defined with respect to time t. Otherwise, one could take relativistic Lagrangian of the form
L =
√
gabx˙ax˙b, where dot means derivative with respect to some additional parameter s.
Using s as Hamiltonian time, one can build n + 1 dimensional Hamiltonian system. It is
well known that this system will have Hamiltonian equal to zero and additional constraint
quadratic in momenta. This is due to the fact that relativistic action is re-parameterization
invariant and the Lagrangian is a homogeneous function of degree one with respect to ve-
locities. On quantum mechanical level, one should impose Hamiltonian constraint on the
wave functions and solve the equation Hψ = 0, where H now is quadratic (in momenta)
constraint. Any solution of this equation defines some physical state. But to fully recover
10What used to be the norm eq. (3.14) for states on LLL for electrons in magnetic field turns after analytic
continuation to
〈f1|f2〉 =
∫
dz+dz−e
iz+z−f1(z−)f2(z+)
which is equivalent to (2.12), (2.16).
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the n-dimensional eigen-value problem or n-dimensional dynamics, obtained in the first ap-
proach, one should add some more information. Indeed, one should explicitly specify which
time is used for the definition of the energy. To do this, one needs to find some time-like
vector and build corresponding quantum operator. This operator should commute with the
constraint. Then, the solutions of the constraint will be ordered with respect to the eigen-
values of this operator. In this way one recovers again n-dimensional eigen-values problem
in the space of physical states, i.e. in the space of the solutions of the constraint Hψ = 0.
The relation between one and two-dimensional systems in our case is formally exactly of
this type. Namely, imposing the lowest Landau level condition, we limit the space of functions
to holomorphic ones only (see eq. (3.8)). In this way we effectively reduce the system to
one dimension. This can be also seen from the fact that one of the two pairs of canonic
operators is frozen under this condition. Then, choosing two-dimensional angular momentum
as an ordering operator, we define one dimensional energy. This explains the nature of this
relation. It is very interesting to see directly what is the physical meaning of “relativistic”
two-dimensional system of electrons from the point of view of matrix model and string theory.
We will discuss this issue elsewhere. Now we will just use the formal equivalence between
two formulations of the problem. We will see that it is in two-dimensional formulation where
tachyonic background can be introduced in Hamiltonian more naturally and that the nature
of the problem with its introduction in two-dimensional system will become clear.11
3.3 Introducing non-trivial background.
Having built one-particle wave-functions (3.8) let us turn to the system of N free fermions
on the lowest Landau level. As mentioned in footnote 6 on page 9, first N consecutive one-
particle eigen-states of angular momentum are occupied and the antisymmetrized function
is (we re-introduced ~ in this formula)12
Ψ(zi, z¯i) = ∆N(z) exp
(
− 1
2~
N∑
i=1
ziz¯i
)
(3.31)
One can show (see e.g. [19]) that in the so-called dispersionless limit, when the number of
fermions N → ∞ and ~ → 0, such that N~ = t0 = const, the density of the fermions
approaches radial step function, which is equal to one inside a circle with area t0 and zero
outside. The ground state of fermions is described therefore by a circular droplet of incom-
pressible liquid. The shape of the droplet is defined by the trajectory of the fermion with
the highest angular momentum.
11While this paper was in its long preparation, the paper [17] appeared. In that paper the different choice
of time in string theory corresponded to time evolution in dual MQM generated by different Hamiltonians.
This is parallel to what was said in this section where we suggested that MQM theory itself (a theory of
free 1d fermions) was a 2d relativistic theory with the specific choice of time already made. Another choice
of time would result in another operator of the same MQM generating new time evolution. The important
difference is that we fix the time in MQM while in [17] it is done on the string theory side. It would be
interesting to see directly how choices of time in both relativistic theories are related.
12Note that notation ΨN will be reserved for the non-normalized function. We will specify normalization
explicitly, when needed.
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Now we turn to the case of MQM. The role of the angular momentum is played by
one-dimensional energy (in a sense of section 3.2, 3.1). The Fermi-sea of the fermions is a
“droplet” in the 2d phase space. The shape of the surface of Fermi-sea is determined by
the phase-space trajectory of the fermion with the highest energy. Fermions move in inverse
quadratic potential and thus their trajectories are hyperbolae rather than circles and the
droplet has the form of non-compact Fermi-sea, as we expect from the MQM.
To describe dual to MQM closed strings degrees of freedom we have to allow for the pulses
propagating on Fermi surface as suggested in [4]. Thus we need to consider the system with
deformed Fermi sea, like it was done in [5] and reviewed in the section 2.
To do this we notice the following. First Landau level in magnetic system is infinitely
degenerate and one can choose there any orthonormal basis. As discussed in section 3.2,
we can choose any operator, commuting with the Hamiltonian (3.11) to define the ordering
of the basis states. After analytic continuation such operator will serve as one-dimensional
energy. It means, for example, that when we build ground state of the system of N particles,
we will define it as a Slater determinant of the first consecutive N eigen-functions of this
operator. We want to describe the ground state corresponding to perturbed Fermi-sea (as
in section 2). This essentially means that we should choose the basis of functions, similar
to those of [5] (given by eq. (2.13)). We will do it in two steps. First, we notice that if we
multiply any function of the lowest Landau Level by the fixed factor eω(z) with ω(z) being
the entire function, given by
ω(z) =
∑
k≥1
tkz
k, V (z, z¯) = 2Reω (3.32)
it is still the function of LLL.13 Each basis state that was an eigen state with some angular
momentum is transformed to a new one. These new states can be numbered by eigen-values
of some new operator. Let us try to build the corresponding operator. To do this, we build
a new canonic pair of operators:
b = ∂ +
1
2
z¯ −
∞∑
k=1
ktkz
k−1, b+ = −∂¯ + 1
2
z, [b, b+] = 1 (3.33)
13Notice, that it is important for the function ω(z) to be an entire function, i.e. for the series (3.32) to have
infinite radius of convergence. If the radius of convergence were finite, this would imply that new function is
not a solution of equation (3.5) anymore. If one changes wave function multiplying it by exp g(z, z¯), it would
satisfy an equation with different gauge potential Az¯ , such that magnetic field B (physical observable) has
changed by δB = 2∂∂¯(g(z, z¯) + g¯(z, z¯)).
In the case of (3.32) g(z, z¯) = ω(z) and naively δB is equal to zero. However, if one has a finite radius
of convergence in (3.32) then it can change B(z, z¯). For example, function ω(z) =
∑
a qa log(z − ζa) can be
represented as (3.32) only for |z| < mina(|ζa|) with tk =
∑
a
qa
kζk
a
. For such ω(z) functions (3.37) satisfies
the equation (3.5) with different gauge potential Az¯ = z + ∂¯ω(z), such that magnetic field B has changed
by δB(z, z¯) =
∑M
a=1 qaδ
(2)(z − ζa) which means that the magnetic field has been changed by a number of
point-like fluxes inserted far from the droplet. This situation is physically different from the one considered
above and it was first analyzed in [16]. For example, in case of ω(z) given by (sum of) logarithm, building
of orthogonal polynomials pn(z) (3.37)–(3.39) may work differently. Namely, in case of integer (negative)
fluxes one-particle states (3.37) do not change, i.e. pn(z)e
ω(z) = zn, however first Q states n = 0, . . . , Q− 1
(where Q =
∑
a |qa|) are absent. Thus, such ω(z) corresponds to creating a hole of size Q~ in the middle of
the (round) droplet of size N~ (provided, of course, that Q≪ N).
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The basis of one-particle wave-functions will be defined by
bψ0,0 = (∂ +
1
2
z¯ −
k∑
i=1
ktkz
k−1)ψ0,0 = 0, ψ0,0 = e
− 1
2
zz¯+ω(z) (3.34)
ψ0,n = (b
+)nψ0,0 = z
ne−
1
2
zz¯+ω(z) (3.35)
where still
aψ0,n = (−∂¯ − 1
2
z)ψ0,n = 0 (3.36)
Notice, that compared to [5] we have introduced here only a part of potential containing
positive degrees of z. Next we are going to show how a part with negative degrees appears.
Having introduced new basis (3.35), one should check that these wave-functions are
orthogonal. Indeed, they are not. At first glance this is surprising, because the functions
ψ0,n are eigen functions of operator J = b+b. The reason is that operator J is not hermitian
anymore for b+, b defined in eq. (3.33) (if we had introduced b+ hermitian conjugated to the
new b, the corresponding functions (3.35) would not have belonged to the first Landau level).
Therefore, operator J is not a good choice to define a one-dimensional energy for “deformed
case”. We need to find a linear transformation of our basis functions (3.35) to make them
orthogonal. The result will have the form14,15
ψn = pn(z)e
− 1
~
( zz¯2 +ω(z)) (3.37)
where pn are polynomials of degree n: pn(z) = z
n + . . . . The orthogonality condition that
defines pn(z) is
∫
d2z ψN (z)ψ¯M (z¯) =
∫
d2z e−
zz¯
~ zN z¯Me
1
~
∞∑
k=1
(tkz
k+t¯k z¯
k)
e
1
~
(v(z,N)+v¯(z¯,M)) = hMδMN (3.38)
Here we introduced v(z,N) such that
v(z,N) ≡ ~ log(pN (z)/zN ) ≡ −
∑
k≥1
vk(N)
kzk
(3.39)
It is easy to see that v(z,N) depends on tk and on the value of angular momentum N which
is to become an energy. For a reference, in the case of zero-potential pN(z) = z
N and v = 0.
We see that the orthogonality condition (3.38) is absolutely analogous to the condition (2.16)
which appeared in [5] and was the reason to have restrictions on v(z) making it dependent in
tk and E. If we tried to obtain the wave function (3.37) from the one-dimensional problem,
we would encounter the same problem: one-dimensional Hamiltonian H = aa++ 1
2
would be
shifted by ∂ (ω(z) + v(z, E)) after introduction of tk into wave-functions and become energy-
dependent. As we have seen, from the two-dimensional point of view the negative part of
14We restore ~ in the rest of this section, as it it is important for taking dispersionless limit.
15Operator of one-dimensional energy is defined by its eigen-functions (3.37). Later, when we build pn(z)
explicitly, we will see that (3.37) are nothing else but Backer-Akhiezer functions from the theory of integrable
systems. It is known there that the corresponding operator is a complicated non-local object.
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the potential is obtained in a different way (by orthogonalization procedure) and it does not
cause any problem.
A physical explanation why the two-dimensional formalism fits better for the descrip-
tion of tachyonic background could come from its relativistic interpretation suggested in
section 3.2. In this interpretation it is natural that once one introduces non-trivial time-
dependent background, it becomes hard to use coordinate time for Hamiltonian formal-
ism. Relativistic Hamiltonian formalism with background independent Wheeler-DeWitt type
equation is still applicable.
In the large N limit the ground state defines a droplet of incompressible liquid as was
said before and the orthogonality condition defines the shape of the droplet. Namely, for
N =M in the eq. (3.38) we can use saddle point approximation to see that for N~ = t0 the
droplet has a boundary, given by the equation
z¯ = S(z) =
∑
k≥1
ktkz
k−1 +
t0
z
+
∑
k≥1
vkz
−k−1 ≡ S+(z) + S−(z) (3.40)
Under certain conditions on the function S(z) (for details see [26, 20, 21] or appendix A), it
defines analytic curve in the complex plane. Function S(z) is called Schwarz function of the
curve. Positive part of its Laurent series (3.40) S+(z) contains tk, which are the same as in
eq. (3.38). Coefficients vk of the negative part S−(z) are the dispersionless limit of vk(N) in
eq. (3.39) and are the functions of tk and t0 = N~. In the inverse potential case the analog of
this curve is the shape of Fermi sea specified by equation x+x− = µ+x+∂+φ(x+). We see that
by the same reason as it was in [5], namely from the same orthogonality condition (3.38), we
can derive the shape of the Fermi sea. In the compact case it is such that harmonic moments
of the droplet16 are equal to the coupling constants tk.
Let us consider the simplest example, illustrating the above procedure. We choose ω(z) to
be a linear function ω(z) = t1z. Then, one can check that the set of orthogonal polynomials
is
pn(z) = (z − t¯1)n (3.41)
where t¯1 is a complex conjugate of t1. Function v(z,N) is defined in this case as
v(z,N) = ~N log
(
1− t¯1
z
)
= −
∞∑
k=1
~Nt¯k1
kzk
(3.42)
Taking the dispersionless limit N →∞, ~→ 0, N~ = t0, we obtain
vk(N)→ t0t¯k1 (3.43)
This should be compared with the Schwarz function with non-zero t1, given by
S(z) = t1 +
t0
z − t¯1 = t1 +
t0
z
+
∞∑
k=1
t0t¯
k
1
zk+1
(3.44)
We see, that indeed, limit of vk(N) coincides with vk of Schwarz function.
16See appendix A or [20, 21] for definitions of harmonic moments.
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4 D-branes and closed strings
The formalism developed above suggests new realization of objects, discussed in [1, 2] and
briefly reviewed in (1.2)–(1.9). Namely, we will give a meaning to the classical and quantum
eigen-values of [1, 2] and their interaction with the Fermi-sea. We will construct a local
fermion operator, creating eigen-value at the point ζ , and show how it can be described in
terms of fluctuations of the shape of the Fermi-sea (which are interpreted as closed strings
excitations). Then we will try to define precise meaning of classical eigen-value and in what
sense one can think of it as of D-brane.
4.1 Quantum eigen-value
We begin with the quantum treatment of the problem of interaction of Fermi-sea with the
single eigen-value. To do this, let us make the following trick first. The main difference
between the perturbed and unperturbed wave functions is that basis functions on the LLL
(monomials zn) become orthogonal polynomials pn(z). Let us try to build these polynomials.
To do this let us consider first the N -particle function in the perturbed case (we re-introduce
~ in this section and switch to the holomorphic representation, which amount to removing
all e−
1
2~
|z|2 and using measure (3.15) instead of d2z in scalar products):
ΨN(zi) =
1√
N !
∆N(zi)
N∏
i=1
e
ω(zi)
~ (4.1)
The antisymmetrized product of pn(z) gave rise to the Van der Mode determinant as in the
constant magnetic field case. Note that if we started with non-orthogonal wave functions,
we would get the same answer.17 The norm of the state (4.1) as a function of tk is given by
τN (tk, t¯k) =
1
N !
∫
|∆N(z)|2
N∏
i=1
e
V (zi,z¯i)
~ dµ(zi, z¯i) (4.2)
It is easy to see that18
ΨN+1(z1, . . . , zN , ζ |tk) = e
ω(ζ)
~ ∆N (z)
N∏
i=1
(zi − ζ)e
1
~
N∑
i=1
ω(zi)
(4.3)
Note, that following [1, 2] factor
∏
(zi − ζ) in eq. (4.3) can be interpreted as interaction of
N quantum eigen-values with N + 1-st classical, in position ζ . Then l.h.s. of eq. (4.3) can
be interpreted as an N -particle wave-function in the different background, given by new tk,
shifted by ~/(kζk). Notice, that one may think about ~ as string coupling constant gs = ~.
Then the new background is described by the t˜k = tk − gskζk . Thus, in the language of [1, 2]
introduction of one more eigen-value ζ is equivalent to the change of background (described
in the shift of tk). We will return to the discussion of this issue in section 4.4.
17The only thing which is important for that is that pn(z) = z
n + . . .
18Note that ΨN+1 in (4.3),(4.4) are not normalized!
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We emphasized explicitly in the argument of the wave-function in (4.3) that it depends
on tk. The reason for that is that even if we are interested in the wave functions in trivial
background ΨN(z|0) ≡ ΨN(z), to define the action bosonic operators on them we have first
to deform Fermi sea by introducing non-zero tk’s, act on them with the operators, and only
then put all tk’s equal to zero. In this sense tk’s play the role of classical sources of quantum
field theory. As a result we get
ΨN+1(z1, . . . , zN , ζ |0) =
[
e
φˆ(ζ)
~ ΨN (zi|tk)
]∣∣∣∣
tk=0
(4.4)
where we have introduced the operators:
D(z) =
∑
k≥1
z−k
k
∂
∂tk
, φˆ(ζ) = ~N log ζ + ω(ζ)− ~2D(ζ) (4.5)
Next, we are going to build a single-particle wave-function (3.37) for n = N . Using many-
particle functions we can represent it as ψN (ζ) = 〈N, ζ |N + 1〉, where |N, ζ〉 ≡ |N〉 ⊗ |ζ〉. It
means that
ψN (ζ) =
∫ N∏
k=1
dµ(zk, z¯k)
ΨN(z¯1, . . . , z¯N)ΨN+1(z1, . . . , zN , ζ)√
τNτN+1
(4.6)
or explicitly19
ψN (ζ) =
e
ω(ζ)
~√
τNτN+1
∫ N∏
k=1
dµ(zk, z¯k)|
N∏
i<j
(zi − zj)|2(ζ − zk)e
V (zk.z¯k)
~ (4.7)
As in eq. (4.4), we can rewrite expression (4.7) trying to take all ζ dependence out of integral
(c.f. [16]):
ψN (ζ) =
e
1
~
(~N log ζ+ω(ζ)−~2D(ζ))τN(tk, t¯k)√
τNτN+1
≡ e
φˆ(ζ)
~ τN (tk, t¯k)√
τNτN+1
(4.8)
To further interpret expression (4.8) and to make explicit its connection to D-branes (accord-
ing to conjecture of [1, 2]), one needs to take large N limit in it. Namely, we take N → ∞
19Note that the functions ψN built in this way are automatically orthogonal. It is easy to see from the
fact that if we started from orthogonal functions we would get them again at the end and that many particle
wave-function has the same form regardless of what basis we started with (see footnote 17 on the preceding
page). Therefore this procedure is an orthogonalization procedure. One can easily extract from (4.8) the
expression for the polynomials pn(z):
pn(z) = z
n e
−~D(z)τn(tk, t¯k)√
τnτn+1
= zn
τn(tk − ~kzk , t¯k)√
τn(t, t¯)τn+1(t, t¯)
From this expression it is not obvious to see that pn(z) indeed defines a polynomial. This is a non-trivial
result known from the theory of integrable system.
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and ~ → 0, while keeping their product t0 = N~ finite. This gives (for simplicity, we are
computing ψ(ζ) on the “round” background: tk = t¯k = 0)
20
ψN (ζ)→ ψ(ζ) ∼ e
t0
~
log ζ+ 1
~
ω(ζ)−~D(ζ)τ(t0, tk, t¯k)
τ(t0, tk, t¯k)
∣∣∣∣∣
tk=t¯k=0
(4.9)
with
τN (tk, t¯k|~)→ e~−2F (t0,tk,t¯k) (4.10)
and F = log τ . In the future τ will always denote this particular tau-function – the disper-
sionless limit of 2D Toda hierarchy.
The same formula (4.9), relating fermionic wave function to the bosonic field via τ func-
tion, exists also for the non-compact case of original c = 1 string theory (inverse potential)
(see e.g. [15], eq. 4.20). This is clearly a bosonization formula. Notice that, unlike in [11],
this bosonization is not asymptotic, it is valid everywhere in the large N limit.
Several words should be said to identify the mathematical meaning of functions F
in (4.10) as well as τN . Notice first that τN in (4.2) is the tau-function of (dispersion-
ful) 2D Toda hierarchy (see, e.g. [24]). There are many ways to see it. For example, eq. (4.2)
can be identified with the partition sum of the normal matrix model, if one identifies zi’s
with the eigenvalues [25]. This partition sum is known to give the particular tau-function of
2D Toda, obeying additional constraints, called string equation. Then the eq. (4.10) defines
function F – the logarithm of the tau-function of the dispersionless 2D Toda hierarchy [23].
4.2 CFT of edge excitations and boundary state
In this section we are going to show, how one can interpret formulae of the preceding section
in terms of conformal field theory.
First of all, notice that representation (4.5) shows that φˆ can be thought of as an operator
for the bosonic field in two dimensions. Indeed, let us denote
ak = ~∂tk , a
+
k =
k
~
tk, [ak, a
+
n ] = kδk,n (4.11)
φˆ(z) = ~
[
N log(z) +
∑
k>0
(
zk
k
a+k −
z−k
k
ak
)]
(4.12)
Thus φˆ is an just an operator of free scalar field. Defined above ak’s act on a space of
functions of infinite number of variables f(tk) ≡ f(t1 . . . tk . . . ). To make it a Hilbert space,
one needs to define proper scalar product on that space. Let |g〉 denote the state that
corresponds to a function of infinite variables g(tk) and 〈f | is the Hermitian conjugation of
the state, defined by f(tk). We define scalar product as
〈f |g〉 ≡ (f¯(∂tk)g(tk)) |tk=0 (4.13)
20Term ∂t0 is responsible for the normalization and can be included in the definition of operator φˆ.
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One can easily see that such scalar product is (1) linear and (2) positively defined.21 Thus
the bra-vector 〈f |, corresponding to the state |f〉, which is described by the function f(tk) is
represented by the linear functional f¯(∂tk) acting on the functions of tk. Both left and right
vacua |0〉 and 〈0| correspond to f(t) = 1.
Let us try to see what is the physical meaning of such states f(tk) in terms of original
quantum mechanics. It is well-known that in the dispersionless limit electron droplet of
compact case (or Fermi-sea of non-compact case) is incompressible. As it was discussed in
section 3.3, states, corresponding to incompressible deformations, can be described via wave
functions (3.37) (or (4.1) on the level of N -particle states), where arbitrary tk’s parameter-
ize arbitrary shape of Fermi-sea. Notice, that because we are interested in incompressible
deformations only, it is enough for us to consider functions of the form (4.1). Every element
of our state of incompressible deformations is parameterized by set of tk’s.
As it is discussed in details in [29], to make this considerations explicit, one can switch
to the so-called s-representation. Namely, take any state |Φ〉 in the N -particle sector, repre-
sented by the (antisymmetric) function of N variables ΦN (z1 . . . zN ). In the future we will
often call this function z-representation of state |Φ〉 to distinguish it from s-representation,
which is defined in the the following way
Φ(sk) ≡ 〈s1 . . . sk . . .|Φ〉 =
∫ N∏
i=1
dµ(zi, z¯i) ΨN(z¯1 . . . z¯N |sk)ΦN (z1 . . . zN ) (4.14)
Function Ψ
N
(z¯1 . . . z¯N |sk) is a complex conjugated version of eq. (4.1), with variables t¯k
being substituted with independent variables sk. Scalar product of any two states Φ1(sk)
and Φ2(sk) is defined by requirement that it is the same in s-representation, as it is in
z-representation. This is the same definition (4.13):
〈Φ2|Φ1〉s ≡
∫ N∏
i=1
dµ(zi, z¯i) Φ2(z¯1 . . . z¯N )Φ1(z1 . . . zN ) = Φ2(∂sk)Φ1(sk)
∣∣∣
sk=0
(4.15)
Then tau-function τN(tk, sk) describes the s-representation of the state (4.1), which we will
often call |tk〉N :
τN(tk, sk) ≡ 〈s1 . . . sk . . .|tk〉N =
∫ N∏
i=1
dµ(zi, z¯i) ΨN(z¯1 . . . z¯N |sk)ΨN(z1 . . . zN |tk) (4.16)
We should stress, that eq. (4.16) is very asymmetric with respect to tk and sk. Namely,
one should think of it as a function of sk, parameterized by the set of (in general complex)
numbers tk.
With these definitions, we can re-write (complex conjugate of) eq. (4.9) as matrix element
of CFT. Indeed,
ψ¯N (ζ) =
e
φˆs(ζ)
~ τN (tk, sk)√
τN (tk, t¯k)τN+1(tk, t¯k)
∣∣∣∣∣∣
sk=t¯k
=
〈t¯k| e
φˆs(ζ)
~ |tk〉s√
〈t¯k|t¯k〉s〈tk|tk〉s
(4.17)
21This is obviously true for the polynomial functions. We understand all functions of our Hilbert space as
given by their Taylor series and thus being completion of the space of polynomial functions.
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where state 〈t¯k| is given by the linear functional:
〈t¯k| = exp
(
∞∑
k=1
t¯k
∂
∂sk
)
(4.18)
Again, if we are interested in results for the unperturbed Fermi sea and use tk’s only as
sources, we should put tk = t¯k = 0 in (4.17).
22,23
Equation (4.17) is already interpreted as (one point) correlator of CFT. From it we see,
that expectation value of vertex operator exp( φˆs(ζ)
~
) can be interpreted as fermion. Namely,
can prove that e
φˆ(ζ)
~ is s-representation of the following local fermion operator Ψˆ+(ζ):
Ψˆ+(ζ) ≡
∞∑
k=0
ψ¯
(0)
k (ζ)Oˆ+k (4.19)
where ψ¯
(0)
k are complex conjugates of one-particle basis states (3.8), and operators Oˆ+k create
particles in the state (3.8). (Of course, this operator may be equivalently defined with respect
to any one-particle basis, and we choose that of (3.8) only for definitiveness). Then, one can
show (again, see [29] for details) that
〈N + 1, t¯k| Ψˆ+(ζ) |N, tk〉 = ψ¯N (ζ) (4.20)
where ψN is given by (4.9) or (4.17). Therefore, we have checked on the level of the one-
particle expectation value, that these operators are the same.24
4.3 Density correlator and boundary state
Finally, we are going to show why it is possible to speak about object, corresponding to
the expectation value of operator (4.19), as of D-brane, thus giving confirmation to Verlinde
conjecture. Namely, we are going to show that object τN , may be given an interpretation
different from those of (4.16). To wit, in the large N limit this object may be interpreted as
a Dirichlet boundary state |D〉〉 .
To show it, let us start from the microscopic density matrix is defined via
ρN (ζ, ζ
′) =
1
τN+1(tk, t¯k)
∫ N∏
k=1
dµ(zk, z¯k)ΨN+1(z¯1, . . . , z¯N , ζ
′|t¯k)ΨN+1(z1, . . . , zN , ζ |tk) (4.21)
22In general case of non-zero tk’s it was shown in [16] that |ψ(z)|2 is localized on the contour, specified by
harmonic moments tk and area t0 (for the procedure of constructing the contours via this data see [20, 21]):
|ψ(z)|2 ∼ δ(C)|w′(z)|
where w(z) is the conformal map from the exterior of the curve to the exterior of the unit circle.
23Normalization in eq. (4.17) comes from the fact, that we have defined states |tk〉 via (4.16) using non-
normalized wave-functions ΨN(z|tk) and ΨN(z¯|sk).
24It turns out (see [29]), that eq. (4.20) is enough to prove the equivalence. Nevertheless, it is very
instructive to calculate explicitly a two-point function in both representations, and we are going to do it in
the next section.
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(in computations of this section we are going to think of tk and t¯k, as of complex conjugated
variables). This can be re-written as
ρN (ζ, ζ
′) =
〈tk, N | Ψˆ+(ζ ′)Ψˆ (ζ) |tk, N〉
〈tk, N |tk, N〉 (4.22)
From the previous sections is is obvious that (4.22) can be computed in s-representation:
ρN (ζ, ζ
′) = 〈tk, N | e
←−
φ (ζ′)
~ e
−→
φ (ζ)
~ |tk, N〉s (4.23)
If one writes down eq. (4.23), using definitions (4.13) of scalar product in s-representation,
this will be very non-trivial expression, difficult to compute. However, from explicit z-
representation (4.21) one can see that
ρ(ζ, ζ ′) =
e
φ(ζ)+φ¯(ζ′)
~ τN (sk, s¯k)
τN+1(tk, t¯k)
∣∣∣∣∣
sk=tk ,s¯k=t¯k
(4.24)
where operators φ(ζ) and φ¯(ζ ′) are two copies of (4.12), acting in variables sk and s¯k corre-
spondingly. Thus, we see that one can reinterpret “chiral operator” φ, acting on the left and
on the right in eq. (4.23), as a “non-chiral” operator φ+ φ¯, acting on the right in eq. (4.24).
To make this fact more understandable from CFT point of view, let us recall the following
property of the tau-function in eq. (4.24). As it was shown in [27] one can interpret the
dispersionless tau-function of 2D Toda lattice hierarchy as Dirichlet boundary state on the
arbitrary analytic curve C. It is known that Dirichlet boundary state on the unit circle is
given by
|D〉〉 = exp
(
∞∑
k=1
a+k a¯
+
k
k
)
|0〉 ⊗ |0¯〉 (4.25)
The analog of the formula on the arbitrary curve C, which is related to the second derivatives
of the dispersionless Toda tau-function in view of works [20, 21], is given by the following
equation
|C〉〉 = exp
(
a20
2
∂2F
∂t20
+
∞∑
k,n=1
∂2F
∂tk∂tn
a+k a
+
n
2k n
+
∂2F
∂tk∂t¯n
a+k a¯
+
n
2k n
+
∂2F
∂tk∂t0
a0a
+
k
k
+ c.c.
)
|0〉 ⊗ |0¯〉
(4.26)
(complex conjugation in (4.26) means interchange of tk with t¯k and a
+
k with a¯
+
k correspond-
ingly). Essentially, every term a+k a
+
n in (4.26) is contracted with the corresponding second
derivative of dispersionless tau-function. Equation (4.25) is the particular case of this con-
struction if one takes into account that for the unit circle one has
∂2F
∂tk∂t¯k
= k (4.27)
with all other second derivatives equal to zero.
Thus we have shown that
ρ(ζ, ζ ′) = 〈tk| ⊗ 〈t¯k| eφ(ζ)+φ¯(ζ′) |D〉〉 (4.28)
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Coherent states 〈t¯k| (and its analog 〈tk|) are defined in (4.18). One may be surprised that
the result of eq. (4.24) (where the whole function τN (tk, t¯k) seems to play the role), may be
reproduced using (4.26), which consists of only second derivatives. The explanation lies in
the fact that in the quasi-classical limit eq. (4.17) contains only first and second derivatives
of tau-function.
We see that wave-function ψ(z) of quantum eigen-value is given by the matrix element
of the bosonic vertex operator eφ between the vacuum and Dirichlet boundary state. This
supports the conjecture of [1, 2] that quantum eigen-value corresponds to D0 brane. Al-
though our formalism sheds some new light on this correspondence, its string theoretical
interpretation requires further clarification.
4.4 Classical eigen-value
Let us now return to the question of an eigen-value located outside Fermi sea, which was
discussed at the beginning following [1]. The main idea of this consideration was that if we
add a classical particle located outside the droplet (Fermi sea), it interacts with the particles
in the sea because of Pauli principle. Therefore, the N -particle wave function gets multiplied
by the factor
∏
(zi − ζ(t)), where ζ(t) is the trajectory of the classical particle. This means
that each one-particle wave function will change in the presence of classical particle just by
adding
ω(z) = ~ log(z − ζ(t)) (4.29)
to potential in the exponent
ψE = z
Ee−
1
2~
zz¯ → zEe− 12~ zz¯+ 1~ ω(z) = zEe− 12~ zz¯+ 1~
∑
tkz
k
(4.30)
where tk = − ~kζk . From two dimensional point of view the eq. (4.29) describes magnetic
flux placed at ζ(t), whose strength is ~. This is the same modification of background, which
we have already discussed in section 4.1 after eq. (4.3). Let us see to which background
it corresponds. Having wave functions modified like in (4.30), we need, as explained in
section 3.3, to make them orthogonal. One could think, that this would give rise to the
orthogonality condition (3.38) from which we can see in the semi-classical (dispersionless)
limit that the shape of Fermi sea is not a hyperbola (or circle in compact case), but some non-
trivial curve defined by tk. This is however not necessarily the case. Indeed, as mentioned
above, tk’s obtained from (4.29) are proportional to ~. Thus in the quasi-classical limit
~ → 0, they do not change the shape of the Fermi-sea. On the other hand, we may try to
take different limit: take ~ = gs to be fixed and send N →∞. In the compact case this would
mean that the droplet is actually growing (with the area proportional to N) and we do not
seem to gain much with the deformation with finite size. However in the non-compact case
we are only interested in the surface of the (infinite) Fermi-sea and this change is finite and
observable. Thus, the question how classical eigen-value is defined should be treated more
carefully, especially in the case of compact droplet, where we are interested in the droplets
of the finite size.
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To describe interaction of N quantum particles with one classical, one should build a
Slater determinant, consisting of N particles in the ground state (forming Fermi-sea) and
one particle in the state, admitting quasi-classical description (i.e. sharply localized around
its classical trajectory). For example, one could put N + 1-st particle in the state far above
the Fermi-sea level. It is easy to see, however, that the situation in that case will not
be very different from (4.29). The explanation lies in the fact that we are working in the
dispersionless limit, where number of particles N ≫ 1. Then adding just one more particle
cannot macroscopically change the system. In view of discussion of previous sections 4.1–4.3,
we see, that it is more correct to think about this system as of quantum field theory system,
than of quantum mechanical one. In quantum field theory classical objects are usually consist
of the large number of elementary quantum excitations. Thus it seems that if we want to
have a deformation of the system, which does not disappear in our limit (where Fermi-sea
is defined), we should think about classical eigen-value as of consisting of many fermions.
For example, we can put large number q ≫ 1 in (4.29). Then we would get the following
deformation of N -particle state:
ΨN(z1, . . . , zN )→ ∆N(z)
N∏
i=1
(zi − ζ)q = ∆N (z)
N∏
i=1
e
1
~
∞∑
k=1
tkz
k
i
(4.31)
where now tk = − ~qkζk . To realize flux with the large q in terms of eigen-values, we need, of
course, to take a droplet of q of them. To make this droplet look like a point-like flux, we
need to make its size (given by q~) much less than N~ – the size of the droplet. Because
in the dispersionless limit we choose N~ (and correspondingly q~) to be arbitrary numbers,
there is no contradiction in fact that q~≪ N~, but still finite.
To interpret this classical eigen-value as a D-brane (following [1, 2]), one should recall the
result of section 4.3, where we showed that one can associate Dirichlet boundary state with
the (compact) droplet. Thus, indeed, classical eigen-value in a sense described above (as a
droplet of many eigen-values) can be associated with the D-brane. We are not discussing
here the question of decay of this D-brane.
In this section we have mostly discussed the interpretation of classical eigen-value in case
of compact droplet. The interpretation in non-compact case may be different, due to the
fact that we are only interested in deformations of vicinity of Fermi-surface. Nevertheless,
classical eigen-value is described as small compact droplet also in this case and results of
section 4.3 are also applicable. Thus we suggest that the classical D-brane in the non-
compact case is a small compact droplet, placed outside the Fermi-sea and moving along the
classical trajectory. Compare this with [30], where similar scenario was discussed.
In sections 4.5, 4.6 we will suggest a possible scenario, in which small droplet separates
off the Fermi-sea (see, e.g. fig. 3 on page 28) and thus interpret this process as possible
creation of D-brane.
We see that the system of fermions with one classical fermion added is exactly equivalent
to the system of fermions with some collection of pulses propagating along the Fermi sea. In
other words, D-brane defined as a classical eigen-value (in open string language so to say) is
equivalent to some particular closed string background.
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4.5 Shape of the droplet in case of one flux
Now we are going to describe explicitly the shape of Fermi-sea induced by the classical
eigen-value placed outside. In principle, classical eigen-value should move along the classical
trajectory as in [1, 2]. We will first consider the case when the eigen-value does not move at
all (which is also a classical trajectory, at least in the absence of confining potential). This
problem was solved in [28].
As mentioned already (c.f. end of the section 3.3 or appendix A), to describe an analytic
curve on the complex plane one may use the Schwarz function S(z). In the current case of
shape defined by one classical eigen-value, we know the positive part of the Schwarz function.
It is given by
S+(z) =
∑
k≥1
ktkz
k−1 =
q
z − ζ(t) (4.32)
(flux strength q is introduced here for future convenience). To describe the shape of the
Fermi sea one needs to reconstruct negative part of Schwarz function S−(z). In principle,
as we have seen, it is determined from S+(z) by orthogonality condition (3.38). However, in
case of quasi-classical limit it is much easier to use geometric construction of [20, 21]. This
will help us to guess the correct S−(z) without going through the actual computations.
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There are many ways to describe an analytic curve in the plane. One of them is to specify
the conformal transformation from an exterior of, say, unit circle to that of the analytic
curve. The existence of such map z(w) is guaranteed by Riemann mapping theorem. The
natural question is – what is the relation between the two approaches – Schwarz function
and conformal mapping from the unit circle. The answer is the following (for details see [26,
20, 21]). Given conformal map z(w) for |w| ≥ 1 we can construct function z¯(w−1) in the
same domain via
z¯(w−1) = z(w)
∣∣∣
w¯=w−1
(4.33)
Then Schwarz function is given by
S(z(w)) = z¯(w−1) (4.34)
Putting it differently, parameterization z(w) and z¯(w−1) solve identically unitarity condi-
tion (A.7).
Our strategy is to guess a conformal map such that equation (4.34) will reproduce the
correct S+(z) (4.32). Then eqs. (4.33) and (4.34) will automatically give the correct Schwarz
function. The resulting conformal map is:
z(w) = w +
Aw
a(w − a) , |a| < 1 (4.35)
The computation of tk, corresponding to this curve is done in appendix B. One sees that
25In general, to find coefficients of S−(z) from tk we would have to build (dispersionless) tau-function of
two dimensional Toda lattice hierarchy F (t) and calculate vk = ∂tkF .
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Figure 1: Curve (4.35), perturbed from initial unit circle (thin dotted line, in green, where avail-
able) by the flux, marked by (blue) cross on the right of the curve.
indeed tk =
q
kζk
, where position of the flux ζ and its strength q are given in terms of a and
A by
ζ =
1
a¯
+
A
a(1− |a|2) , q =
A¯
a¯2
− |A|
2
(1− |a|2)2 (4.36)
One may easily see that for A = 0 curve (4.35) becomes a unit circle.26 The shape of the
curve starts to change as one increases a (keeping A fixed for simplicity). It develops a bump
in the direction of the flux (that is, the bump is centered along the ray, connecting origin
with the position of the flux). It is shown on the figure 1 on this page. If we would move flux
adiabatically around the curve, the bump would follow. This is the explicit realization of
the equivalence between the (quasi)classical eigen-value (with position ζ) and deformation
of the Fermi-sea of the eigen-values [1, 2].
It is interesting to notice that the change of the shape of the curve depending on the
trajectory of the classical eigen-value exhibits critical behavior. Namely, as one moves it
closer and closer to the curve (i.e. decreases ζ), bump not only grows but eventually becomes
singular – the curve develops a cusp while the classical eigen-value is still the finite distance
away from it (see figure 2 on the next page).
This means that quasi-classical approximation is not applicable anymore. In this critical
region quasi-classical approximation (dispersionless limit) is not valid anymore, and sub-
leading effects become important. At this point the system changes drastically. The easiest
way to see it, is to continue to move flux closer to the droplet. Then the curve would
26One may also send a → 0. Then we get ζ → ∞, however, to be able to take this limit, one should also
send A/a→ 0. Then we also restore the unit circle.
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Figure 2: As flux (blue cross) moves closer to the curve (as compared to the figure 1 on the page
before) curve develops a cusp (corresponding to z′(w) = 0 in eq. (4.35)).
self-intersect, developing essentially the region with negative area (see figure 3). Of course,
it is not obvious that one can believe the classical analysis in the self-intersecting region.
These features can also be seen analytically from eq. (4.35) and we refer the reader to the
appendix B.
4.6 Shape of the non-compact Fermi sea in the presence of clas-
sical eigen-value
Similar to the previous section phenomena take place in the non-compact case. Indeed, the
shape of Fermi sea is described by
x+x− = µ+ x+S+(x+) = µ+
∞∑
k=1
ktkx
k
+ +O(
1
x+
) (4.37)
Choosing as in the compact case tk’s to be of the form
q
kζk+
we come to the situation similar
to (4.32):
x+x− = µ+
qx+
x+ − ζ+ +O(
1
x+
) (4.38)
and similar representation for the x− representation with (in general different) coordinate of
the flux ζ−. As in section 4.5, we can use a trick to find a form of the Fermi surface without
finding explicitly v±k. Namely, we find a parameterization x+(ω), x−(ω) which would satisfy
eqs. (4.37)–(4.38) identically. In non-compact case it was used in [15]. There it was possible
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Figure 3: If one continues movement of the flux (blue cross) toward the curve (compared to fig. 1
on page 26, and fig. 2 on the page before, which are all done at the same scale) the curve self-
intersects. Probably this should be considered as a creation of small separate droplet, but this is
impossible to see in the quasi-classical approximation we are using in this paper.
to find an ansatz for x±(ω) because there was only finite number of t±k. In the present case
the number of tk’s is infinite, but their particular form makes the procedure to be possible
again.
We take the ansatz to be of the form:
x+(ω) = ω − Bω
ω + a+
; x−(ω) =
1
ω
− B
1 + a−ω
(4.39)
where both B and a± are positive and 0 ≤ ω < ∞. Substituting (4.39) into the eq. (4.37)
one gets:
ζ+ = − 1
a−
− B
1− a−a+ ; µ−
q
ζ+
= 1− B
a+
(4.40)
There is a particular difference between this case and the compact case of the previous
section 4.5. For example, in non-compact case the whole Fermi sea was changing with
introduction of the flux (see fig. 1 on page 26). In this case, however, only the area close to
the flux gets deformed (see fig. 4 on the next page), while asymptotically ansatz (4.39) still
gives
x+x− = µ
′ (4.41)
– equation of unperturbed hyperbola.
Another difference with the compact case is the appearance of the cusp in case of only
t±1 being non-zero [15]. In the compact case introduction of t1, t¯1 6= 0 would correspond to
the shifted circle with no critical behavior possible.
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Figure 4: Deformation of the (non-compact) Fermi sea in the presence of the classical eigen-value.
Circle (on the left) marks the position of the classical eigen-value. The deformed sea is the solid
line. Hyperbola, to which it tends at infinities, is thin dotted (blue) line.
Appearance of the cusp is a very intriguing phenomenon and its interpretation in the
context of [1, 2] needs further clarification.
5 Discussion
In this section we briefly repeat the main results of this paper and discuss its open questions
and relation to other works.
It has already been known for some time (c.f. e.g. [8]) that there is an intrinsic relation
between c = 1 MQM and normal matrix model (the latter describing, in view of [16],
(integer) Quantum Hall system). However, precise relation between these two systems was
not well understood. On the other hand, although known since early 90s, the fact that 1+1
dimensional c = 1 string theory is described by 0 + 1 dimensional c = 1 matrix quantum
mechanics has not received a fully satisfactory explanation. From yet another point of view,
current works on conjecture of [1] (see e.g. [11, 2] and many other recent references) were
based on the widely accepted fact of duality between MQM and Liouville description of c = 1
string theory [31].
This work adds new ingredients to all of these issues. First, it shows that results of [5, 8]
can be better understood if one thinks about MQM as of analytic continuation of two-
dimensional problem of the electron in the magnetic field. The one-dimensional problem
of electrons in inverted harmonic potential appears from it as restriction to the “lowest
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Landau level”, as discussed in details in section 3.1. Analytically continued problem is two-
dimensional as well, but lives in 1+1 dimensions, rather than in 2+0 as the magnetic system
on the lowest Landau level does. This construction allows to give microscopic interpretation
of the result of [8], where analytic continuation from normal matrix model to MQM was
obtained on the level of partition functions. In [5] the wave-functions of fermions in non-
trivial background, the shape of the Fermi-sea, and most of the results were obtained through
orthogonalization procedure rather than via solution of an explicit Schroedinger equation.
From the point of view of two-dimensional (1 + 1-dimensional) electrons in the magnetic
(correspondingly, electric) field it corresponds to a choice of orthogonal basis on the “lowest
Landau level” defined by equation HˆΨ = 0. This is in turn equivalent to imposing an
additional condition on the states on the lowest Landau level, namely the condition for them
to be the eigen-states of some operator L commuting with 2d Hamiltonian Hˆ. That provides
1 + 1-dimensional (rather than 0 + 1 dimensional) interpretation of the fermionic system.
The operator L serves as 0 + 1 dimensional Hamiltonian. Notice, that different choice of
operator L (i.e. different ordering on the space of solutions) would gives us different 0 + 1
problem. This resembles a lot the problem of choice of time in general relativity or any
generally covariant theory. This makes the problem of string theoretic interpretation of
1+1 dimensional rather than MQM system very intriguing.27 Recall, that 1+1-dimensional
system of section 3.1 has known interpretation as strings in electric field (see e.g. [9]). We
discussed it shortly in the section 3.1 and plan to return to this interpretation elsewhere.
This direct string theoretic interpretation of MQM is in line with recent interpretation of
MQM as of world-volume theory of tachyonic field of D-branes in c=1 string theory [1].
Next, we showed that CFT mechanism, developed recently for the Quantum Hall systems
(as described in [29] and in sections 4.2–4.3) can be applied (in view of the aforementioned
analytic continuation) to the c = 1 MQM (or its two-dimensional equivalent) to reproduce
all the ingredients of the conjecture [1]. In our formalism we are able to identify “classical”
D-branes with the insertion of the “classical” flux and quantum D-brane with the action
of operator eφ(ζ), such that ψ(ζ) = 〈eφ(ζ)〉. This shows, that, indeed, D-brane (described
by fermion ψ(ζ)) can be thought of as a soliton of MQM, built from various closed string
excitations – pulses on the surface of Fermi-sea, whose creation/annihilation is described by
the modes of the operator of the scalar field φ(ζ). On the other hand, classical D-brane
(flux, inserted in the position ζ(t)) can be “dissolved” into the closed string background.
We consider also explicit example of such “correspondence” between classical D-brane and
closed string background and showed that one can expect critical phenomena there as well
as processes of “creation” of D-branes.
The question of classical eigen-value needs some further investigation. We have mostly
discussed the interpretation of classical eigen-value in case of compact droplet. The inter-
pretation in non-compact case may be different, due to the fact, that we are only interested
in deformations of vicinity of Fermi-surface. Nevertheless, classical eigen-value is described
as small compact droplet also in this case and results of section 4.3 are also applicable. Thus
we suggest that the classical D-brane in the non-compact case is a small compact droplet,
27Recently, the paper [17] appeared. In that paper the very similar phenomenon is discussed on string
theory side – different choices of time in 1+1 dimensional string theory give rise to different versions of 0+1
MQM. It seems very interesting to compare both approaches.
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placed outside the Fermi-sea and moving along the classical trajectory (For similar picture
see e.g. [30]).
We should stress once again, that this is done in the way absolutely different from the
usual approach of comparing results of computations in MQM with those of Liouville bound-
ary CFT. It may well be that what is described here is a new, dual description of Liouville
CFT (much simpler in some sense).28 We leave this investigation for the future.
It is also interesting to note that the description of D-branes, suggested in this paper is
of more general nature. Indeed, recently the paper [34] has appeared, which suggests very
similar realization of classical and quantum D-branes in the context of topological B-model
(where c = 1 string theory appears as a particular case).
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A Schwarz function and harmonic moments of analytic
curves
In this appendix we summarize briefly the results about the description of curves in terms
of harmonic moments. The results can be found in [18, 20, 21] and in book [26].
Let C be an analytic curve in the plane, without self-intersections (for simplicity), and for
simplicity “sufficiently close to circle” (see details in book [26]). Let denote by D+ interior of
curve and by D− - its exterior. For simplicity we assume that z = 0 ∈ D+ and z =∞ ∈ D−.
Then one can define a set of harmonic moments of this curve, They are
– area
t0 =
1
pi
∫
D+
d2z =
1
2pii
∮
C
dzz¯ (A.1)
– moments of exterior
tk =
1
2piik
∮
C
z−kz¯dz (A.2)
– moments of interior
vk =
1
2pii
∮
C
zk z¯dz (A.3)
and also logarithmic moment
v0 =
1
pi
∫
D+
log |z|2d2z (A.4)
Then, one can construct the formal Laurent series, called the Schwarz function
S(z) =
∞∑
k=1
ktkz
k−1 +
t0
z
+
∞∑
k=1
vk
zk+1
(A.5)
which defines the curve C via relation
z¯ = S(z) (A.6)
One can show, that eq. (A.5) has non-zero region of convergence in strip-like domain around
the curve C.
This statement can be reversed. Namely, if one has the function S(z), formally defined
via eq. (A.5) and if this function obeys so called unitarity condition in some region
S¯(S(z)) = z (A.7)
for all z in the domain of definition, then eq. (A.6) defines some curve. Without the condi-
tion (A.7) eq. (A.6) would define only a discrete set of points in the complex plane.
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It should be noted, that set tk, vk is over-determined. One can show that independent
set of variable is all tk (all vk’s are good set as well) and that
vk =
∂F (t0, tk, t¯k)
∂tk
, k = 0, 1, . . . (A.8)
where F (t) is the logarithm of dispersionless tau-function of 2D Toda Lattice hierarchy. It
is the same tau-function, which appears in the large N limit of normal matrix model.
B Construction of the curve with one flux
We need a Schwarz function, which has one pole in the position ζ outside the contour.29 We
are going to show that one can describe corresponding to such Schwarz function curve by
the following conformal map:
z(w) = w +
A
a
+
A
w − a = w +
A
a(1− a
w
)
(B.1)
One should remember, that this is a map of exterior of the unit circle to the exterior of the
curve and that it does not map interior of the circle into anything in the conformal way. To
be the conformal map of exterior of the unit circle, one requires |z′(w)| 6= 0,∞, for |w| ≥ 1.
This leads to the following restrictions on parameters:
|a| < 1, |a±
√
A| < 1 (B.2)
Indeed, according to the discussion above (see (4.34)), the Schwarz function, defined by
S(z(w)) =
1
w
+
A¯
a¯(1− a¯w) (B.3)
has a single pole at the point wf =
1
a¯
, which means that position of the flux in the z-plane
is given by
ζ ≡ z(wf ) = 1
a¯
+
A
a(1− |a|2) (B.4)
Let us compute tk for the curve given by conformal map (B.1). According to definition (A.2)
tk =
1
2piik
∮
C
z−kz¯dz (B.5)
29We assume that S−(z) has no poles.
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We assume that
∮
C
dz
z
= −2pii.
tk =
1
2piik
∮
|w|=1
z−k(w)z¯(1/w)dz(w)
=
1
2piik
∮
|w|=1
(
w +
A
a(w − a)
)−k (
1
w
+
A¯
a¯(1− a¯w)
)(
1− A
(w − a)2
)
dw (B.6)
=
1
2piik
∮
|w|=1
(w − a)k
(w(w − a) + A
a
)k
(
1
w
+
A¯
a¯2
w
1
a¯
− w
)(
1− A
(w − a)2
)
dw
We choose to pick up the poles outside the circle. There are two poles: at w = 1/a¯ (since
|a|2 < 1) and at w = ∞. We believe, that because of condition (B.2) poles of quadratic
polynomial w(w − a) + A
a
are inside the unit circle and thus do not contribute. Also, one
can see that in the case (B.1) residue at w =∞ is equal to zero. Thus we have
tk =
1
k
(
1
a¯
+
A
1
a¯
− a +
A
a
)−k
A¯
a¯2
(
1− A
( 1
a¯
− a)2
)
=
1
k
q
ζk
(B.7)
where ζ is given by eq. (B.4) and flux strength q is defined as
q = z′(a¯−1) res
w=a¯−1
z¯(w) =
A¯
a¯2
(
1− Aa¯
2
(1− |a|2)2
)
=
A¯
a¯2
− |A|
2
(1− |a|2)2 (B.8)
The pole of S(z) and its residue are position and the value of a flux. If we want flux to be
real, this means that A¯/a¯2 should be real as well.
The area of the droplet can be computed from (B.1), (B.3) as t0 =
1
2pii
∮
z¯(w−1)dz(w) i.e.
t0 = 1− |A|
2
(1− |a|2)2 (B.9)
We see, that t0 is always real, regardless the values of parameters a, A, provided that condi-
tions (B.2) are satisfied.
Now, let us look in more details at the situation when the cusp develops This corresponds
to the critical point of the map: z′(w) = 0. Then w = a ±√A and |w| = 1. Thus one can
use eq. (B.1) to compute z position of the cusp. It is given by
zcr = z(a±
√
A) = a
(
1 +
A
a2
)
(B.10)
On the other hand we can rewrite position of the flux ζ as
ζ = a
(
1
|a|2 +
A
a2(1− |a|2)
)
(B.11)
Due to comment after equation (B.8) we see that equation in parenthesis in both eqs. (B.10)
and (B.11) are real. And thus, position of the flux and cusp lie on the same ray, coming
from origin.
The distance between the critical point and the position of the flux is always positive.
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