Let G be a subgroup of the symmetric group S(U ) of all permutations of a countable set U . Let G be the topological closure of G in the function topology on U U . We initiate the study of the poset G[U ] ∶= {f [U ] f ∈ G} of images of the functions in G, being ordered under inclusion. This set G[U ] of subsets of the set U will be called the poset of copies for the group G. A denomination being justified by the fact that for every subgroup G of the symmetric group S(U ) there exists a homogeneous relational structure R on U such that G is the set of embeddings of the homogeneous structure R into itself and G[U ] is the set of copies of R in R and that the set of bijections G ∩ S(U ) of U to U forms the group of automorphisms of R.
Introduction
Countable sets will be infinite. For a countable set U let S(U) be the symmetric group of U and let U U be the set of functions of U into U and let (U) be the power set of U and let <ω (U) be the set of finite subsets of U. If K is a subset of U U then K denotes the adherence of K with respect to the function topology, the set U being equipped with the discrete topology. Then K is the set of functions f ∈ U U so that for every set F ∈ <ω (U) there exists a function g ∈ K for which f (x) = g(x) for all x ∈ F . That is f ↾ F = g ↾ F . For a function f let
For two functions f and g let the composition of f and g be the function f ○ g with dom(f ○ g) = {x ∈ dom(g) g(x) ∈ dom(f )} and so that if x ∈ dom(f ○ g) then f ○ g(x) = f (g(x)).
Let G be a subgroup of the symmetric group S(U) of a countable set U. Then G is the set of functions adherent to G and G[U] is the set of images of the functions in G. It follows that G is a set of injections of U into U closed under composition and that G[U] ⊆ (U) and that (G[U]; ⊆) is a partially ordered set under the inclusion order ⊆. For a simple minded example, if G ∶= S(U) then G is the set of one-to-one maps from U to U. In this case, G[U] is the set of subsets of U with the same cardinality as U. The set of functions f ∈ G with f [U] = U, that is with f ∈ S(U) forms a subgroup of S(U). The group G is closed if G = G ∩ S(U). The set of images G[U] = {g[U] g ∈ G} of the functions in G will be called the set of copies for the group G. For a more detailed background of this and towards some established notions discussed in the next paragraph and further on we refer the reader to the first about forty pages of [1] .
The notions for subgroups of S(U) investigated in this article are closely related to notions arising in the study of automorphism groups of relational structures. It is not difficult to verify that Aut(R) the group of automorphisms of a relational structures R with countable domain U is closed in S(U) for the function topology. Let Emb(R) be the set of isomorphisms of R to induced substructures of R. Define a copy of R to be a subset C of U for which the structure R ↾ C is isomorphic to R, that is the range of a member of Emb(R). Then every copy for the group Aut(R) is a copy of R. That is Aut(R)[U] is a subset of the set of copies of R. (A function with domain U adherent to Aut(R) is by definition an isomorphism.) Let for example N ∶= (N; ≤) be the binary relational structure on the set of natural numbers with ≤ the natural order. The automorphism group, say G, of N contains only the identity map on N. Hence the set of copies for the group G is the set {N}. On the other hand the set of copies of N has 2 ℵ 0 elements.
A relational structure R is homogeneous, see [4] or [5] , if every isomorphism between finite induced substructures of R extends to an automorphism of R. It follows that if R is homogeneous then Aut(R) [U] is equal to the set of copies of R. It is well known, using the standard back and forth argument, that the order structure Q of the set of rational numbers Q is homogeneous. Implying that every copy of Q is also a copy for the automorphism group of Q. Let G be a subgroup of S(U) for a countable set U. Then the canonical structure determined by G, that is the relational structure with domain U whose relations on n-tuples are determined by the orbits of the action of G on the set of n-tuples, is homogeneous. See [1] ; or [5] for a more extensive exposition. In particular it follows along the discussion in Section 2.4 of [1] that G ∩ S(U) is a Polish group, see [7] , with respect to the function topology and composition as group operation.
A relational structure R with domain U is prehomogeneous, (see [13] ), if for every finite set F ⊆ U there is a finite set F ′ ⊇ F such that every isomorphism f of R↾ F to R↾ f [F ] does then extend to an automorphism, provided that it extends to F ′ . If the cardinality of F ′ can be bounded by some function θ depending on the cardinality of F then R is uniformly prehomogeneous. It is the case that if a relational structure R is homogeneous or prehomogeneous then Emb(R) = Aut(R) and the set of copies of R is equal to the set of copies Aut(R) [U] for the group Aut(R). Actually, if Aut(R) is oligomorphic and Emb(R) = Aut(R) then R is prehomogeneous, see [14] Theorem 2.2. A group G ⊆ S(U) being oligomorphic if for every n the number of orbits of n-element subsets of U is finite. This amounts to the fact, see [16] , that the group G ∩ S(U) is the automorphism group of an ℵ 0 -categorical theory.
An outline of the results
Results on the theme of copies of an homogeneous structure have been developped in a series of papers by Kurilić, Kuzeljević and Todorcević (e.g. [9, 10, 11, 12] ). Some of the results presented here have been the subject of a lecture by the third author in March 2019 at the FG1 Seminar of the Technical University of Vienna [18] .
For this section let U be a countable set and let G be a subgroup of the symmetric group S(U).
Theorem 2.1. [Theorem 10.2] If the group G is oligomorphic then there is an embedding of ( (ω); ⊆), the power set of ω ordered by inclusion, into (G[U]; ⊆), the set of copies for the group G, ordered by inclusion.
For F a finite subset of U let G⟨F ⟩ = {g ∈ G ∀x ∈ F (g(x) = x)} and let ac(F ), the algebraic closure of F , be the union of all finite point orbits of the stabilizer group G⟨F ⟩. If S ⊆ U is infinite let ac(S) ∶= ⋃{ac(F ) F ∈ <ω (S)}. Note that if G is oligomorphic then ac(F ) is finite for every finite subset F of U. A group G of permutations of U is algebraically finite if the algebraic closure of every finite subset of U is finite. Oligomorphic groups are algebraically finite. There are many others.
If G is algebraically finite then for every finite subset F of U the algebraic closure of F , ac(F ), is the intersection of two copies for the group G.
Problem 2.1. Is it true that ac(S) is an intersection of the set of copies containing S if S is infinite and the group G is oligomorphic? 
For the connection between the Hausdorff rank of a linear order and the rank defined in this article, see Subsection 7. The intersection of the copies containing a finite set is equal to the ranked closure of this finite set. We do not know if this is also the case for infinite subsets of U. That is we cannot decide: 
Elementary properties
Let U be a countable set and let G be a subgroup of the symmetric group S(U).
For E and F two finite subsets of U the set (U) F, E is a basic neighbourhood for the powerset topology.
Of course G[U] ⊆ (U). Then G[U] F , for F ⊆ U, denotes the set of copies for the group G which contain F as a subset. The set G[U] F, E is then a neighbourhood for the powerset topology relative to the set of copies G[U]. We investigate the set of copies G[U] for the group G with respect to the order ⊆ on (U) and with respect to the powerset topology on (U). Then G[U] is the set of subsets of U which are in the topological closure of G[U] the set of copies for the group G and (G[U]; ⊆) is the poset of copies and G[U] is the set of intersections of copies. The hypergraph of copies is the hypergraph H(G) ∶= (U, G[U]) whose hyperedges are the copies. Definition 3.2. Let X be a subset of U U and F be a subset of U. Then X⟨F ⟩ ∶= {f ∈ X f↾F = Id ↾F } denotes the stabilizer of F for the set X of functions and X F = {f ∈ X f [F ] = F } denotes the setwise stabilizer of F for the set X of functions. Also, set X the topological closure of X in U U equipped with the product topology.
Proof. The sets of functions X⟨F ⟩ and X F are closed because X is closed and F is finite.
Since g ∈ X⟨F ⟩ and f and g coincide on H this implies f ∈ X⟨F ⟩.
Let f ∈ X F and let H ∈ <ω (U). Since f ∈ X there is some g ∈ X such that g↾(F ∪ H) = f ↾ (F ∪ H). Since g ∈ X F and f and g coincide on H this implies f ∈ X F .
Proof. The following inclusion for every subset F of U (finite or not) is obvious:
. The claim follows. The equality follows too.
Corollary 3.2. If F is a finite subset of a copy C ∈ G[U] then ic(F ), the intersection of copies containing F is equal to ic C (F ) the intersection of copies containing F and included into C. Furthermore, if E is a finite set disjoint from ic(F ), there is a copy containing F and disjoint from E.
is a copy containing F included in C and not containing x, hence x ∈ ic(F ). Now, we prove that there is some copy D containing F and disjoint from E. Indeed, pick x ∈ E, then some copy containing F , say D, avoids x. The property above ensures that ic(F ), the intersection of copies containing F is equal to ic D (F ), the intersection of copies containing F that are included into D. If D contains some element y of E we may find a copy D ′ included into D and avoiding it. Repeating the process, we find a copy containing no element of E. 
Proof. Let F ∈ <ω (U). There exists a function k ∈ G with k↾F = f↾F and there exists a function h ∈ G with h↾(
Lemma 3.4. Let G be a subgroup of S(U). Then the following properties are equivalent:
Proof. The equivalence between (i) and (ii) and the implications
It follows that if the stabilizer G⟨F ⟩ of G for some finite subset F of U contains only the identity function then the group G is closed in S(U). 
Orbits and Types and Typesets
Let U be a set and G be a subgroup of S(U). In order to indicate an orbit of the action of the group G it suffices to choose any element in the orbit. Let Orb(G) denote the set of different orbits of the action of G on U. The orbits of the action of the stabilizer subgroups of the group G will play a role and we will need some particular notation for them. According to Definition 3.2 for F ⊆ U the F -stabilizer of G will be denoted by G⟨F ⟩, that is:
Then the set of orbits, denoted Orb(G⟨F ⟩), of the subgroup G⟨F ⟩ of G acting on U forms a partition of the set U. We emphasize the fact that the orbit of any element x of F w.r.t. the action of G⟨F ⟩ is {x}. A type is a pair of the form ⟨F p⟩ for which F is a finite subset of U and p ∈ U. The set F is the sockel of the type ⟨F p⟩. Two types ⟨F p⟩ and ⟨E q⟩ are equal if F = E and if there exists a function g ∈ G⟨F ⟩ with g(p) = q. The typeset, denoted G⟨F p⟩, of the type ⟨F p⟩, is the set in Orb(G⟨F ⟩) given by:
Note that for all {x, y} ⊆ G⟨F p⟩ there exists a function f ∈ G⟨F ⟩ with f (x) = y. It follows that two types ⟨F p⟩ and ⟨E q⟩ are equal if and only if F = E and if G⟨F p⟩ = G⟨E q⟩. That is, the set of typesets of the types with sockel F is the set Orb(G⟨F ⟩). Two typesets having the same sockel are either disjoint or equal. Note:
The type ⟨E q⟩ is a continuation of the type ⟨F p⟩ if F ⊆ E and if q ∈ G⟨F p⟩. It follows that the type ⟨E q⟩ is a continuation of the type ⟨F p⟩ if and only if F ⊆ E and G⟨F p⟩ ⊇ G⟨E q⟩. Note:
Let ⟨F p⟩ be a type and let E ∈ <ω (U) with F ⊆ E. Then the typesets of the types ⟨E q⟩ which are continuations of the type ⟨F p⟩ form a partition of the typeset G⟨F p⟩. That is:
Noting that either G⟨E q⟩ = G⟨E q ′ ⟩ or G⟨E q⟩ ∩ G⟨E q ′ ⟩ = ∅ and that a type ⟨E q⟩ with F ⊆ E is a continuation of the type ⟨F p⟩ if and only if q ∈ G⟨F p⟩.
For 1 ≤ n ∈ ω: Let U n denote the set of n-tuples with entries in U. Let G n be the subgroup of S(U n ) induced by the action of the group G on the set U n . Let n (U) denote the set of n-element subsets of U. Let G ( n) be the subgroup of S( n (U)) induced by the action of the group G on the set n (U).
Lemma 4.1. The following properties are equivalent:
(
Proof. Note: Orb(G⟨∅⟩) = Orb(G) = Orb(G 1 ). The equivalence of conditions (1) and (2) follows then via induction on n and the fact that two n + 1 tuples ⃗ x = (x 0 , x 1 , . . . , x n−1 , x n ) ∈ U n+1 and ⃗ y = (y 0 , y 1 , . . . , y n−1 , y n ) ∈ U n+1 are in the same orbit of G n+1 if and only if there exists an n-tuple (u 0 , u 1 , . . . , u n−1 ) ∈ U n with functions g and f in G so that g(x i ) = u i = f (y i ) for all i ∈ n + 1 and so that the typesets G⟨{u 0 , u 1 , . . . , u n−1 } g(x n )⟩ and G⟨{u 0 , u 1 , . . . , u n−1 } f (y n )⟩ are equal. Definition 4.1. If the second condition of Lemma 4.1 is satisfied the group is said to be oligomorphic.
Corollary 4.1. Let ⟨F x⟩ be a type whose typeset G⟨F x⟩ is finite.
Proof. The first assertion of the Corollary follows from Lemma 4.
A characterization of members of G[U]
Theorem 5.1. Let U be a countable set and G be a subgroup of S(U).
Proof. Let ( * ) be the following statement:
Since h ∈ G⟨F ⟩ there exists a function g ∈ G⟨F ⟩ such that h↾(F ∪{x}) = g↾(F ∪{x}). Hence g(x) ∈ C. We conclude that property ( * ) holds.
Given property ( * ) we make use of the standard back and forth method in order to prove that there is a function f ∈ G with f [U] = C. (See Fraïssé's characterization of homogeneous structures, [5] .) Let {u i i ∈ ω} be an ω-enumeration of U and let U n = {u i i ∈ n}. Let {c i i ∈ ω} be an ω-enumeration of C and let C n = {c i i ∈ n}. For n ∈ ω we will construct recursively sets V n ⊆ U and functions
Let V 0 = ∅ and l 0 = ∅. Given the set V n and the function l n ∈ G let i ∈ ω be the smallest number for which 
for every subset A ′ of U which contains A. In particular, there is an embedding of (ω) ordered by inclusion into G[U] ordered by inclusion.
This is a countable set of subsets of U. According to our hypothesis, each one is infinite. Bernstein's property ensures that there is a partition of U into two infinite parts A and B such that each member of T ype(G) meets A and B (for this general property of sets, replace the continuum in Lemma 2, p.514, of [8] by ℵ 0 ). If A ′ is any subset of U containing A then each member of T ype(G) will meet A ′ . In particular, the condition of Corollary 5.1 holds, hence
Lemma 5.2. Let U be a countable set and G be a subgroup of S(U). Then G[U] is a G δ -set of (U) equipped with the powerset topology.
Proof. A base for the powerset topology consists of a set of subsets of the form (U) F, E = {A ⊆ U F ⊆ A and E ∩ A = ∅} with F and E ranging over finite subsets of U. Let ⟨F p⟩ be a type of G. Then
is an open subset of (U). Then the intersection of the subsets O(⟨F p⟩) of (U) with ⟨F p⟩ ranging over the countable set of types of G is a G δ -set. It follows from Corollary 5.1 that ⋂ Proof. Let C ∶= (C i ; i ∈ I) with I = ∅ be an up-directed family of members of G[U]. Let C ∶= ⋃ i∈I C i . We claim that C ∈ G[U]. For that we apply Theorem 5.1. Let F ∈ <ω (C) and x ∈ U ∖F . We have to show that there is a g ∈ G⟨F ⟩ such that g(x) ∈ C. This is immediate.
Corollary 5.2. Let U be a countable set and G be a subgroup of S(U).
Then for every subset F of U and for every copy
Definition 5.1. Let U be a countable set and G be a subgroup of S(U).
Lemma 5.4. Let U be a countable set and G be a subgroup of S(U).
Let f ∈ G. Then:
is an isomorphism of the group action of G mapping every g ∈ G to f (g). It is also an isomorphism of the monoid action of G mapping every h ∈ G to f (h). Proof.
The function f is one-to-one on U and hence the contradiction k(x) = h(x).
It follows that f is one-to-one on G. 
Item (4) of Lemma 5.4 states that a subset S of a copy C = f [U] for f ∈ G[U] is a copy in respect to the action of G on U if and only if it is also a copy in respect to the action of f [G] on C. That is being a copy is "invariant" of that interpretation. 
Algebraic closure
Let U be a countable set and G be a subgroup of S(U). For F a finite subset of U we defined in Section 4 the set Orb(G⟨F ⟩) to be the set of typesets with sockel F , that is the set of orbits of the group G⟨F ⟩. Let F ⊆ U, not necessarily finite. The algebraic closure of F is the set, denoted ac(F ), and defined by setting:
Definition •• is consistent with Definition • because if a typeset T of a type is finite then every continuation of this type has a typeset which is a subset of T and hence finite. (Fact 4.2.) Finally, set K ac = ac(∅).
Note that x ∈ K ac if and only if the set G⟨∅ x⟩, that is the orbit of G containing x is finite.
Proof. By Definition 4.1, if G is oligomorphic the set Orb(G⟨F ⟩) of typesets with sockel F is finite. Hence ac(F ) is then a finite union of finite sets. For R a relational structure let Age(R), the age of R, denote the class of structures which are isomorphic to a finite induced substructure of R. A group G is algebraically finite if ac(F ) is finite for every finite subset F of U. There are many algebraically finite groups which are not oligomorphic. In fact there are many non oligomorphic groups such that ac(F ) = F for every finite F . If, in this case, a structure R is a countable homogeneous relational structure such that Aut(R) = G ∩ S then this amounts to the fact that Age(R) satisfies the disjoint amalgamation property (DAP). See [5] . Proof. Suppose that x ∈ K ac . Set F ∶= G⟨∅ x⟩, the orbit of x w.r.t. the action of G. By definition, F is finite and g[F ] = F for every g ∈ G.
Conversely, let F ∈ <ω (U) of minimal cardinality for which x ∈ g[F ] for every function g ∈ G. This means that Proof. Let x ∈ Ker(R). By definition there exists a finite subset F of U containing x such that R ↾ F does not embed into R −x . It follows that x ∈ g[F ] for every g ∈ G. According to Lemma 6.2, the element x ∈ K ac . Conversely, suppose that x ∈ K ac . Then F ∶= G⟨∅ x⟩ is finite. Since F is preserved by every member of G, there is no embedding of R↾F into R −x . Lemma 6.3. The map F → ac(F ) is an algebraic closure operator.
Proof. We have trivially F ⊆ ac(F ) ⊆ ac(F ′ ) for every F ⊆ F ′ . In particular ac(F ) ⊆ ac(ac(F )). We have ac(F ) = ac(ac(F )). Indeed, let x ∈ ac(ac(F )) Then by definition there is some finite Q ⊆ ac(F ) such that x ∈ ac(Q). Select for each q ∈ Q some finite Q q ⊆ F such that q ∈ ac(Q q ). Set S ∶= ⋃ q∈Q Q q . Then x ∈ ac(S) ⊆ ac(F ). Thus, ac defines a closure operator. According to the second clause in the definition, it is algebraic.
This operator does not necessarily have the exchange property. Here is an example where the group is transitive. Let U ∶= [N] 2 and G be the group of permutations of U induced by permutations of N.
Then v ∈ ac({u}) = {u}, and v ∈ ac({u, u ′ } while u ′ ∈ ac({u, v}).
Ranked closure
Let U be a countable set and G be a subgroup of S(U). A type ⟨F p⟩ has rank 0 if G⟨F p⟩ is finite. Let R 0 be the set of types ⟨F p⟩ having rank 0. We define recursively sets R α of types for α an ordinal. If for every ordinal β < α the set R β has been determined then the type ⟨F p⟩ is an element of R α if there exists a finite subset F ′ ⊇ F of U so that every continuation ⟨F ′ q⟩ of ⟨F p⟩ is a type in R β for some ordinal β < α. Note that R β ⊆ R α for all β < α; letting F ′ = F . A type ⟨F p⟩ has rank α if ⟨F p⟩ ∈ R α and ⟨F p⟩ ∈ R β for any β < α. Hence if a type ⟨E x⟩ ∈ R γ , then the rank of the type ⟨E x⟩ is less than or equal to γ. A type ⟨F p⟩ is unranked if there is no ordinal α with ⟨F p⟩ ∈ R α .
Note that a type ⟨F p⟩ is unranked if and only if: (p): For every finite set F ′ with F ⊆ F ′ ⊆ U exists a continuation ⟨F ′ q⟩ of ⟨F p⟩ which is unranked.
Lemma 7.1. If a type ⟨F p⟩ is ranked and has rank α then every continuation ⟨E q⟩ of the type ⟨F p⟩ is ranked and has rank less than or equal to α.
Proof. By induction on the rank of the type ⟨F p⟩. If G⟨F p⟩ is finite then G⟨E q⟩ ⊆ G⟨F p⟩ is finite. Let α > 0. If the continuation G⟨E q⟩ is finite then ⟨E q⟩ is ranked and has rank 0 < α. Otherwise we procede as follows: There exists a finite subset F ′ ⊇ F of U so that the rank β(x) of every continuation ⟨F ′ x⟩ of ⟨F p⟩ is smaller than α. The set E ′ = E ∪ F ′ is finite. The set of typesets G⟨E ′ x⟩ for x ∈ G⟨E q⟩ forms a partition of the typeset G⟨E q⟩. Each one of the types ⟨E ′ x⟩ is a continuation of the type ⟨F ′ x⟩ having rank β(x) < α. Implying that the type ⟨E q⟩ ∈ R α and hence that the rank of the type ⟨E q⟩ is less than or equal to α. 
. According to Lemma 3.2 there is a function h ∈ G⟨F ⟩ with h[U] = C. We proceed via induction on the rank of the type ⟨F p⟩. In the case that the typeset G⟨F p⟩ is finite the Lemma follows from Corollary 4.1. Let 0 < α be an ordinal for which G⟨F ′′ q⟩ ⊆ C for all types (F ′′ q) of rank β < α and with F ′′ ⊆ C. Let ⟨F p⟩ be a type of rank α. There exists then a finite subset F ′ ⊆ U with F ′ ⊇ F and so that every continuation ⟨F ′ q⟩ of ⟨F p⟩ has a rank, say β(q), which is smaller than α. Let Q ∶= q ∈ G⟨F p⟩ be the set of those elements q. It follows from Fact 4.2 that the sets G⟨F ′ q⟩ for q ∈ Q form a partition of the set G⟨F p⟩. Let g ∈ G be such that h↾F ′ = g↾F ′ . Then g[F ′ ] ⊆ C and g ∈ G⟨F ⟩. Consequently the sets G⟨g[F ′ ] g(q)⟩ for q ∈ Q form a partition of the set G⟨F p⟩. Each of the types ⟨g[F ′ ] g(q)⟩ is ranked and its rank is equal to β(q) according to Lemma 7.2. Then G⟨h[F ′ ] h(q)⟩ ⊆ C using the induction assumption. Implying that G⟨F p⟩ ⊆ C. Note that, for every f ∈ G, the typeset of the type ⟨F p⟩ C is the set Proof. Let rank⟨F p⟩ denote the rank of a type with respect to the group action G and rank f ⟨F p⟩ C denote the rank of a type in C with respect to the group action f (G). We proceed via induction on the ranks. In the case that the typeset G⟨F p⟩ is finite the Lemma follows from Lemma 5.5 Item (2)(b).
Let α be the smallest ordinal for which there exists a type ⟨F p⟩ C with ν ∶= rank⟨F p⟩ = α ∶= rank f ⟨F p⟩ C . There exists a finite subset F ′ ⊆ C with F ′ ⊇ F and so that every continuation ⟨F ′ q⟩ C of ⟨F p⟩ C has a rank, say β(q) = rank f ⟨F ′ q⟩ C , which is smaller than α. The types ⟨F ′ q⟩ are then continuations of the type ⟨F p⟩ and via induction have the ranks β q . Hence ν ≤ α. There exists a finite subset F ′ ⊆ U with F ′ ⊇ F and so that every continuation ⟨F ′ q⟩ of ⟨F p⟩ has a rank, say β(q) = rank⟨F ′ q⟩, which is smaller than ν. Let Q ∶= q ∈ G⟨F p⟩ ∖ F ′ be the set of those elements q. It follows from Fact 4.2 that the sets G⟨F ′ q⟩ for q ∈ Q form a partition of the set G⟨F p⟩. According to Lemma 3.2 there is a function h ∈ G⟨F ⟩ with h[U] = C. Let g ∈ G be such that h↾F ′ = g↾F ′ . Then g[F ′ ] ⊆ C and g ∈ G⟨F ⟩. Consequently the sets G⟨g[F ′ ] g(q)⟩ for q ∈ Q form a partition of the set G⟨F p⟩. Each of the types ⟨g[F ′ ] g(q)⟩ is ranked and its rank is equal to β(q) according to Lemma 7.2. Implying according to Lemma 7.3 
Lemma 7.5. If G⟨F x⟩ is an unranked type, then there exists an element C ∈ G[U] with F ⊆ C and with x ∈ C.
Proof. Let (u i i ∈ ω) be an enumeration of U ∖F . Let U n = {u i i ∈ n}. Note that U 0 = ∅. We will construct a sequence {x n ∈ U n ∈ ω} so that for all n ∈ ω:
(1) x 0 = x.
(2) x n ∈ U ∖ (F ∪ U n ) and the type ⟨F ∪ U n x n ⟩ is unranked.
The type ⟨F ∪ U n x n ⟩ is unranked. Hence there exists, according to property (p), an unranked type ⟨F ∪U n+1 x n+1 ⟩ which is a continuation of the type ⟨F ∪ U n x n ⟩. Let f n ∈ G⟨F ∪ U n ⟩ be the function with f n (x n+1 ) = x n . Let g 0 be the identity function on U, that is {g 0 } = G⟨U⟩. We will construct recursively functions g n ∈ G⟨F ⟩ for n ∈ ω for which g n (x n ) = x and for which l n ∶= g n ↾(F ∪ U n ) ⊆ g n+1 ↾ (F ∪ U n+1 ) = l n+1 . Assume that g n has been constructed. Let g n+1 = g n ○ f n . Note that x ∈ l n [U n ] for all n ∈ ω.
Then
Definition 7.2. For F ⊆ U let the intersection closure:
For F a finite subset of U let rc G (F ), the ranked closure of F , be the union of F together with the union of the typesets G⟨F p⟩ for which ⟨F p⟩ is a ranked type. (In particular then rc G (∅) is the union of the ranked orbits of G.) In general, for a subset S of U let:
If the group G is understood we write ic for ic G and rc for rc G It follows from Corollary 7.1 that the ranked closure definition (1) is consistent with the ranked closure definition for finite subsets F of U. According to the definition ot typeset, a subset T of U with t ∈ T is the point orbit of G containing t if and only if T = G⟨∅ t⟩. Since by Theorem 7.1, rc G (∅) = ic G (∅), the intersection ic(∅) = ⋂ G(U) of all copies for the group G is equal to the union of the point orbits of G. In particular, we have a characterization in terms of ranked closure of the nonexistence of a proper copy (compare with Lemma 3.4). Proof. If F ⊆ F ′ are two finite subsets of U then F ⊆ rc(F ) ⊆ rc(F ′ ) follows trivially from Definition 7.2 and then from Corollary 7.1. Hence S ⊆ rc(S) ⊆ rc(S ′ ) for every S ⊆ S ′ using Definition 7.2 again. In particular rc(S) ⊆ rc(rc(S)). We have to verify rc(S) = rc(rc(S)). Let x ∈ rc(rc(S)). Then by definition there there exists a finite set F ⊆ rc(S) such that x ∈ rc(F ). Select for each y ∈ F a finite set F y ⊆ S such that y ∈ rc(F y ). Then y ∈ ic(F y ) for every y ∈ F according to Theorem 7.1. Set E ∶= ⋃ y∈F F y . Then y ∈ ic(F y ) ⊆ ic(E) for every y ∈ F , hence F ⊆ ic(E). Implying, using Theorem 7.1, that F ∪ {x} ⊆ ic(E) and x ∈ rc(E) ⊆ rc(S). Thus, the map rc defines a closure operator. According to stipulation (1) of Definition 7.2, the map rc is algebraic.
However, there are examples for which the ranked closure of the empty set is empty and still there are no pairwise disjoint copies.
Example 7.2. Let T Z be the ordered tree on a countable set U in which each interval is finite, every element has countably many successors and a unique predecessor. Let G ∶= Aut(T Z ). Then:
The powerset (ω) is embeddable in G[U]. Any two copies pairwise intersect. For x ∈ U is the set ↓x ∶= {y ∈ U y ≤ x} the intersection of all copies containing x. 7.1. The case of linear orders. Let Q = (Q; ≤) be the linear order of the rationals. For S ⊆ ω associate the copy S Q of Q given by:
Because the binary relational structure Q is homogeneous, see [5] , it follows that S Q is a copy for the group Aut(Q) and hence that the partial order (Aut(Q)[Q]; ⊂) of copies for the group Aut(Q) embeds the partial order ( (ω); ⊂).
Let U = (U; ≤) be a linear order on a countable set U and let G be the group of automorphisms of U. Clearly, every finite orbit of G is a singleton set, that is a linear order of order type 1. Let ζ be the order type of the integers and note that ζ 0 is the order type 1. If U is the natural linear order of the set of integers then all of the orbits of the group G⟨{0}⟩ are singleton sets. That is Orb(G⟨{0}⟩) = {{i} i ∈ U}. Implying that if an orbit of the group of automorphisms G of a linear order U has order type ζ then the rank of this orbit is 1. If an orbit of the group of automorphisms G of a linear order U has order type ζ 2 then the rank of this orbit is 2. Consulting the discussion on powers of linear orders of order type ζ and in particular Corollary 8.6 of the Rosenstein book [17] , we obtain using Lemma 3.2 and Theorem 7.1: Theorem 7.2. Let U = (U; ≤) be a linear order on a countable set U and let G be the group of automorphisms of U,then:
(1) Every orbit of G has order type ζ γ or ζ γ ⋅η for some ordinal number γ. (The ordinal γ is the Hausdorff rank of the scattered linear order ζ γ .) (2) There exists only one copy for G if and only if every orbit of G has order type ζ γ for some ordinal number γ. The rank of such an orbit is then the ordinal γ. (3) If the group G has an orbit of order type ζ γ ⋅η then the partial order (G[U]; ⊆) of copies for the group G embeds the partial order ( (ω); ⊆).
8. An application to algebraically finite groups 
Proof. Let F be a finite subset of U and let C 0 ∶= C. It follows from Lemma 8.1 that rc(F ) = C. Implying that there exists an unranked type with sockel F . Let P ∶= {p j j ∈ ω} be an ω-enumeration of the union P of all the typesets G⟨F p⟩ ∩ C with sockel F for unranked types ⟨F p⟩. If for a type ⟨F p⟩ the typeset G⟨F p⟩ ∩ C is finite then the rank of the type ⟨F p⟩ C with respect to the copy C is 0. It follows from Lemma 7.4 that then the type ⟨F p⟩ is ranked. Hence the set P is infinite. Assume now that we have already constructed a sequence C 0 ⊃ C 1 ⊃ C 2 ⊃ ⋅ ⋅ ⋅ ⊃ C n−1 ⊇ rc(F ) of copies. Then C n−1 = rc(F ) according to Corollary 8.1. Let f ∈ G with f [U] = C n−1 . Let m be the smallest index for which p m ∈ C n−1 . The type ⟨F p m ⟩ is unranked for the group action G. Implying, according to Lemma 7.4 that the type ⟨F p m ⟩ C n−1 is unranked with respect to the group action f [G]. Implying that there exists a copy C n ⊂ C n−1 with F ⊆ C n ∈ (f [G])[C n−1 ]. It follows from Lemma 5.4 Item (5) that C n ∈ G[U]. Because F ⊆ C n it follows from Lemma 7.3 that rc(F ) ⊆ C n . Then for all finite subsets F and E of U with E ∩ rc(F ) = ∅ and for every copy C with F ⊆ C:
(1) There exists a copy C ′ with C ′ ∩ E = ∅ and with F ⊆ C ′ ⊆ C.
(2) For every function f ∈ G⟨F ⟩: Proof. It suffices to prove the lemma for finite subsets F of U. If ⟨F p⟩ is a type of rank 1 then there exists a finite F ′ ⊇ F so that every continuation ⟨F ′ q⟩ of ⟨F p⟩ has rank 0. Leading to the contradiction that G⟨F p⟩ ⊆ ⋃ q G⟨F ′ q⟩ is finite and hence has rank 0. Hence, the ranked closure of a finite set is the union of typesets of types which have rank 0, that is the union of typesets which are finite and therefore equal to the algebraic closure. Proof. Let {u i i ∈ ω} be an ω-enumeration of the set U. For n ∈ ω let U n = {u i i ∈ n}. Let C 0 = D 0 = U and V 0 = W 0 = ∅. Let g 1 be the identity map on U. For V 1 ∶= {u 0 } the algebraic closure of V 1 is finite. Hence there exists, according to Corollary 8.2 Item (1) with E for ac(V 1 ) and F for ∅ and C for U, a copy D 1 with ac(V 1 ) ∩ D 1 = ∅. The typeset G⟨∅ u 0 ⟩ of the type ⟨∅ u 0 ⟩ is infinite because ac(∅) = ∅. Implying according to Lemma 7.4 that the typeset G⟨∅ u 0 ⟩ ∩ D 1 of the type ⟨∅ u 0 ⟩ D 1 is infinite. Let w 0 ∈ (G⟨∅ u 0 ⟩ ∩ D 1 ) ∖ ac(V 1 ) and let W 1 = {w 0 }. Note that there exists a function h 1 ∈ G with h 1 (u 0 ) = w 0 . It follows from Theorem 7.1 that ac(W 1 ) ⊆ D 1 . Hence ac(V 1 ) ∩ (ac(W 1 ) = ∅. It follows using Corollary 8.2 Item (1) that there exists a copy C 1 with ac(V 1 ) ⊆ C 1 ⊆ U and with ac(W 1 ) ∩ C 1 = ∅. Then ac(V 1 ) ⊆ C 1 ∖ D 1 and ac(W 1 ) ⊆ D 1 ∖ C 1 .
For n ∈ ω assume that there are copies C n and D n and sets V n = {v i i ∈ n} with ac(V n ) ⊆ C n ∖ D n and W n = {w i i ∈ n} with ac(W n ) ⊆ D n ∖ C n . Assume further that there are functions g n and h n in G with g n (u i ) = v i for all i ∈ n and h n (u i ) = w i for all i ∈ n. Note that ac(V n ) ∩ ac(W n ) = ∅ and that the set ac(V n ) ∪ ac(W n ) is finite. If the typeset of the type ⟨V n g(u n )⟩ is finite then it is a subset of the algebraic closure of V n and hence a subset of C n ∖ D n . In this case let v n = g n (u n ) and g n+1 = g n . If the typeset of the type ⟨V n g(u n )⟩ is infinite then the typeset of the type ⟨V n g(u n )⟩ Cn is infinite. Implying that there exists an element v n ∈ (G⟨V n g(u n )⟩ ∩ C n ) ∖ ac(W n ). Let V n+1 = V n ∪{v n }. There exists a function f ∈ G⟨V n ⟩ with f (g n (u n )) = v n . Let g n+1 = f ○ g n . According to Corollary 8.2 Item (1) there exists a copy C n+1 with ac(V n+1 ) ⊆ C n+1 and with C n+1 ∩ (ac(W n ) = ∅.
If the typeset of the type ⟨W n h(u n )⟩ is finite then it is a subset of the algebraic closure of W n and hence a subset of D n ∖C n+1 . In this case let w n = h n (u n ) and h n+1 = h n . If the typeset of the type ⟨W n h(u n )⟩ is infinite then the typeset of the type ⟨W n h(u n )⟩ Dn is infinite. Implying that there exists an element w n ∈ (G⟨W n h(u n )⟩ ∩ D n ) ∖ ac(C n+1 ). Let W n+1 = W n ∪ {w n }. There exists a function f ′ ∈ G⟨W n ⟩ with f ′ (h n (u n )) = w n . Let h n+1 = f ′ ○ h n . According to Corollary 8.2 Item (1) there exists a copy D n+1 with ac(W n+1 ) ⊆ D n+1 and with
Recursively for every n ∈ ω there exists a set V n = {v i i ∈ n} and a set W n = {w i i ∈ n} for which V n ∩ W n = ∅ and there exists a function g n ∈ G and a function h n ∈ G with g n (u i ) = v i for all i ∈ n and with h n (u i ) = w i for all i ∈ n. Let V = ⋃ n∈ω V n and let W = ⋃ n∈ω W n . Then Proof. It follows from Lemma 3.2 that every copy containing the finite set ac(F ) is a copy of the group G⟨ac(F )⟩. Let V = U ∖ (ac(F )). Every copy I of the group G⟨ac(F )⟩ is the disjoint union of ac(F ) and I ∩ V . The set H = {g ↾ V g ∈ G} of functions is a subgroup of the symmetric S(V ) and the function σ ∶ G → H with σ(g) = g ↾ V is a group action automorphism. A subset I of U is a copy for the group G if and only if I ∩ V is a copy for the group H. Because ac H (∅) = ∅ the Theorem follows from Lemma 8.3.
The lattice of intersections of copies
Let U be a set. A Moore family on U is a collection M of subsets of U which is closed under intersections. The map F → φ M (F ) ∶= ⋂{X ∈ M ∶ F ⊆ X} is the closure operator associated with the Moore family.
This closure operator is algebraic if it is closed under union of chains; equivalently, the Moore family is topologically closed in (U) equipped with the product topology. If a closure operator is algebraic, the Moore family, once ordered by inclusion, forms an algebraic lattice, i.e. a complete lattice in which every element is a join(possibly infinite) of compact elements, an element x being compact if x ≤ ⋁ X in the lattice M implies x ≤ ⋁ X ′ for some finite subset of X (but the converse is false in general)(see [6] for information about algebraic lattices). Let G be a subgroup of S(U) and G[U] the set of copies. We denote by G[U] the set of intersections of members of G[U]. Being closed under intersections this set is a Moore family; once ordered by inclusion, this family of intersections is a complete lattice. The map F → ic(F ) is the closure operator associated with the above Moore family. If the closure F → ic(F ) is algebraic then G[U] is an algebraic lattice. We do not know if the converse holds. In fact: Let us recall that an element u of a poset P is completely meetirreducible if the poset P contains an element, denoted u+, such that u + > u and y ≥ u + for all y > u, with y ∈ P . Q be the set of rational numbers and let B be the lattice of subsets of Q ordered under set inclusion. Let C be the family of subsets N ⊆ M for which M↾N, the restriction of M to N, is isomorphic to M. (i.e., C is the set of copies.) Then for C ordered by set inclusion there exists an order embedding of B into C.
Proof.
Step 1: Let M 0 ∶= M with language L 0 ∶= L. Add Skolem functions expanding M to a structure M ′ . This is done iteratively. Fix an element, say ν ∈ M. For each L 0 formula ∃xϕ(x, y 1 , . . . , y n ), with at most y 1 , . . . , y n occurring freely, add a function f ∃xϕ ∶ M n → M and axiom:
∃xϕ(x, y 1 , . . . , y n ) ↔ ϕ[f ∃xϕ (y 1 , . . . , y n ), y 1 , . . . , y n ].
Expand M 0 to M 1 using the axiom of choice to pick a witness when ∃xϕ(x, y 1 , . . . , y n ) holds for f ∃xϕ (y 1 , . . . , y n ) and define f ∃xϕ (y 1 , . . . , y n ) = ν otherwise. This gives the language L 1 and the expansion M 1 of M 0 . Iterate to form L k ⊆ L k+1 and M k+1 an expansion of M k . Then L ′ is the union of the L k and M ′ the common expansion of the structures M k in the natural way. Let T ′ be the theory of M ′ . It is a standard fact that if S with domain S is a substructure, (in the expanded language,) of M ′ then it is an elementary substructure of M ′ . (It is easy to check that if {n 1 , n 2 , . . . , n k } ⊆ S and if ∃xϕ(x, n 1 , n 2 , . . . , n k ) is a sentence true in M ′ then f ∃xϕ (n i . . . n k ) ∈ S and M ′ ⊧ ϕ[f ∃xϕ (n 1 , . . . , n k ), n 1 , . . . , n k ].)
Step 2: We use Theorem 3.3.10 of [3] :
Theorem: Let T be a theory in L with infinite models, and let ⟨X, <⟩ be a simply ordered set. Then there is a model A of T with X subset of the domain of A and such that X is a set of indiscernibles in A.
Indiscernibles with respect to Theorem 10 in [3] means order indiscernibles. Translated to our notation we obtain:
Theorem: There is a model M ′′ of L ′ with Q subset of the domain M ′′ of M ′′ and such that Q is a set of indiscernibles in A.
Let A be the reduct of M ′′ to L. Because the structure M is ℵ 0categorical we may assume without loss of generality that M = A.
For X ⊂ Q let M ′ X be the closure of X under Skolem functions. Because M ′ X is an elementary restriction of M ′ , the theory of M ′ X is T ′ and hence the reduct to L is a model whose theory is T . Implying, again due to categoricity, that M ′ X is a copy of M. Note that ν ∈ M ′ X only if there is a term f ∃xϕ (x 1 , . . . , x k ) for which ∃xϕ(x, x 1 , . . . , x k ) holds. Also, it is clear that X ⊆ X 1 implies M ′ X ⊆ M ′ X 1 . It remains to prove that if X = X 1 then M ′ X = M ′ X 1 . This will follow from the following:
