PROBLEM STATEMENT
We investigate the linear elliptic diffusion equation with zero Dirichlet boundary conditions, where diffusivity is given by a random field. If D is an open subset of R n and (Ω, Σ, P ) is a complete probability space, then this can be written as
u(x, ω) = 0 (x, ω) ∈ ∂D × Ω.
The random input field is often given as a truncated Karhunen-Loève (KL) expansion [1] or by a polynomial chaos (PC) expansion [2] . The truncated KL expansion is given by
where (λ i , a i ) are solutions to the integral equation
and C is the covariance kernel of the random field. That is, (λ i , a i ) are eigenvalues and eigenfunctions of the covariance operator C defined by
The random variables are uncorrelated, mean zero, and are given by
We make the further modeling assumption that the random variables {ξ k } are independent and admit a joint probability density of the form ρ(ξ) = M k=1 ρ k (ξ k ). The covariance kernel is positive semidefinite and its eigenvalues can be ordered so that λ 1 ≥ λ 2 ≥ ... ≥ 0. To ensure the existence of a unique solution to (1) it is necessary to assume that the diffusion is uniformly bounded away from zero; we assume that there exist constants a min and a max such that
almost everywhere P -almost surely,
The goal of this paper is to model the computational costs and compare the performance of the stochastic Galerkin method [3] [4] [5] [6] [7] and the sparse grid collocation method [8] [9] [10] for computing the solution of (1) (cf. [11] for related work). Section 2 outlines the stochastic Galerkin method. Section 3 outlines the sparse grid collocation method. Section 4 presents our model of the computational costs of the two methods. Section 5 explores the performance of the methods applied to several numerical examples using the Trilinos software package [12] . Finally, in Section 6 we draw some conclusions.
STOCHASTIC GALERKIN METHOD
Im(ξ k ) and let
be the inner product over the space L 2 (Γ) = {v(ξ) : ||v|| 2 L2(Γ) = v 2 < ∞}. We can define a variational form of (1) in the stochastic domain by the following: For all x ∈ D, find u(x, ξ) ∈ L 2 (Γ) such that
for all v ∈ L 2 (Γ). This leads to a set of coupled second-order linear partial differential equations (PDEs) in the spatial dimension. It is common in the literature to combine (8) with a variational formulation of the spatial component of the problem, which after discretization of both the spatial and stochastic components, leads to the stochastic finite element method. A variant of this approach, which we use, is to discretize in space by finite differences. Details are as follows.
Define S p to be the space of multivariate polynomials in ξ of total degree at most p. This space has dimension
be a basis for S p orthonormal with respect to the inner product (7) . Substituting KL-expansions for a(x, ω) and f (x, ω) and restricting (8) 
This is a set of coupled second-order differential equations for the unknown functions u i (x) defined on D, which can then be discretized using finite differences. This gives rise to a global linear system of the form
In practice the random variables appearing in the KL expansion of a(x, ω) and f (x, ω) would be different since the diffusivity and loading terms would typically have different correlation structures. In this case one would expand a, f , and u as
whereλ k andξ k are the eigenvalues and random variables appearing in the KL expansion of f . For the sake of simplicity we choose to ignore this issue and proceed as if the random variables appearing in the KL expansion of f and a are the same. With orderings of u and f (equivalently, the columns and rows of A, respectively) corresponding to a blocking by spatial degrees of freedom,
, the coefficient matrix and right-hand side have the tensor product structure
The matrices {G k } and the vectors {g k } depend only on the stochastic basis,
The matrices {A k } correspond to a standard five-point operator for −∇ · (a k ∇u), and {f k } are the associated righthand side vectors. In the two-dimensional examples we explore below, we use a uniform mesh of width h. The discrete difference operators are formed by using the following five-point stencil 
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The matrix A k is symmetric for all k and A is positive-definite by (6) . Since the random variables appearing in (5) are mean-zero, it also follows from (6) that A 0 is positive-definite. The matrix A is of order N x N ξ , where N x is the number of degrees of freedom used in the spatial discretization. It is also sparse in the block sense due to the orthogonality of the stochastic basis functions. Specifically, since the random variables {ξ k } are assumed to be independent, we can construct the stochastic basis functions {Ψ i } by taking tensor products of univariate polynomials satisfying the orthogonality condition
This basis is referred to as the generalized polynomial chaos of order p. The use of this basis for representing random fields is discussed extensively in [4] and [7] . The univariate polynomials appearing in the tensor product can be expressed via the familiar three-term recurrence
where
and for k > 0 the entries in G k are
Thus G 0 is diagonal and G k has at most three entries per row for k > 0. Furthermore, if the density functions ρ k are symmetric with respect to the origin, i.e., ρ k (ξ k ) = ρ k (−ξ k ), then the coefficients α i in the three-term recurrence are all zero and G k then has at most two non-zeros per row. The stochastic Galerkin method requires the solution to the large linear system (10) . Once the solution to (10) is obtained, statistical quantities such as moments or a probability distribution associated with the solution process can be obtained cheaply [4] . Although the Galerkin linear system is large, there are techniques available by which this task can be performed efficiently. We elect to directly solve the large symmetric and positive-definite Galerkin system using the conjugate gradient (CG) method. CG only requires the evaluation of matrix-vector products so that it is unnecessary to store the assembled matrix A. The matrix-vector products can be performed implicitly following a procedure described in [13] . Each matrix A k is assembled and the matrix-vector product is expressed as
The terms A k u i are precomputed and then scaled as needed. This approach is efficient since most of the terms ξ k Ψ i Ψ j are zero. The cost of performing the matrix-vector product in this manner is essentially determined by the computation of A k u i for 0 ≤ k ≤ M and 0 ≤ i ≤ N ξ − 1, which entails (M + 1)N ξ sparse matrix-vector products by matrices {A k } of order N x . The implicit matrix-vector product also only requires the assembly of M + 1 order-N x stiffness matrices and the assembly of the components ξ k Ψ i Ψ j of {G k }. Alternatively, one could assemble the entire Galerkin matrix and perform the block matrix-vector product in the obvious way. This is, of course, less efficient in terms of memory usage since it requires the assembly and storage of many matrices of the form ξ k Ψ i Ψ j (A k u i ). It is also shown in [13] that performing the matrix-vector products in this way is less efficient in terms of memory bandwidth.
To obtain fast convergence, we will also use a preconditioner. In particular, it has been shown in [14] that an effective choice is an approximation to A 0 . For this we use a single iteration of an algebraic multigrid solver provided by [15] .
SPARSE GRID COLLOCATION
An alternative to the Galerkin scheme is the collocation method, which samples the input operator at a predetermined set of points Θ = ξ (1) , ..., ξ
and constructs a high-order polynomial approximation to the solution function using discrete solutions to the deterministic PDEs
where the diffusion coefficients are evaluated at the sample points. Once the polynomial approximation to u is constructed, statistical information can be obtained at low cost [10] , as for the stochastic Galerkin method.
For simplicity of presentation, we first discuss a collocation method using the full tensor product of one-dimensional point sets. Let {ψ i } be the set of polynomials orthogonal with respect to the measure ρ k . Let
for i = 1, 2, ..., and j = 1, 2, ..., i. These are the abscissas for an (i)-point Gauss quadrature rule with respect to the measure ρ k . A one-dimensional (i)-point interpolation operator is given by
These can be used to construct an approximation to the M -dimensional random function u(x, ξ) by defining a tensor interpolation operator
The evaluation of this operator requires the solution of a collection of deterministic PDEs (21), one for each sample point in Θ tensor = × M j=1 θ ij . This method suffers from the so-called curse of dimensionality, since the number of sample points
grows exponentially with the dimension of the problem. This makes tensor-product collocation inappropriate for problems where the stochastic dimension is moderate or large. This cost can be significantly reduced using sparse grid methods [10] .
Sparse grid collocation methods are based on the Smolyak approximation formula.
The evaluation of the Smolyak formula requires the solution of deterministic PDEs (21) for ξ (l) in the set of points
For moderate or large values of M , |Θ p,M | |Θ tensor |. If Gaussian abscissas are used in the definition of θ i and if u is an M -variate polynomial of total degree p in ξ, then u = A(p, M )u [11] ; that is, the Smolyak interpolant exactly reproduces such polynomials.
1 We refer to the 1 An alternative choice of sparse grid points is to use the Clenshaw-Curtis abscissas with |θ1| = 1 and |θi| = 2 i−1 + 1 for i > 1, which produces nested sparse grids [9, 10, 16] . The choice used here, non-nested Gaussian abscissas with a linear growth rate, |θi| = i, produces grid sets of cardinalities comparable to those for the nested Clenshaw-Curtis grids, i.e., |Θ
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parameter p in A(p, M ) as the sparse grid level. It is shown in [9] that sampling the differential operator on the sparse grid Θ p,M will produce A(p, M )(u) = u p , where u p is an approximate solution to (1) of similar accuracy to the solution obtained using an order p stochastic Galerkin scheme. The sparse grid will have on the order of 2 p more points than there are stochastic degrees of freedom in the Galerkin scheme, |Θ| ≈ 2 p N ξ for M 1 [10] . For a fully nonintrusive collocation method, the diffusion coefficients of (21) would be sampled at the points in the sparse grid, and for each sample the deterministic stiffness matrix would be constructed for the PDE,
This repeated assembly can be very expensive. We elect in our implementations to take advantage of the fact that the stiffness matrix at a given value of the random variable is a scaled sum of the stiffness matrices appearing in (14) . For a given value of ξ the deterministic stiffness matrix can be expressed as
In our implementation we assemble the matrices {A k } first and then compute the scaled sum (27) at each collocation point. This is somewhat intrusive in that this method may not be compatible with with existing deterministic solvers; however, it greatly reduces the amount of time required to perform assembly in the collocation method. One could construct a separate multigrid preconditioner for each of the deterministic systems. This can become very expensive, as the cost of constructing an algebraic multigrid (AMG) preconditioner can often be of the same order as the iterative solution. This repeated cost can be eliminated if one simply builds an algebraic preconditioner for the mean problem A −1 0 and applies this preconditioner to all of the deterministic systems. If the variance of the operator is small, then the mean-based AMG preconditioner is nearly as effective as doing AMG on each subproblem and saves time in setup costs. Other techniques for developing preconditioners balancing performance with the cost of repeated construction are considered in [16] .
MODELING COMPUTATIONAL COSTS
From an implementation perspective, collocation is quite advantageous in that it requires only a modest modification to existing deterministic PDE applications. Collocation samples the stochastic domain at a discrete set of points and requires the solution of uncoupled deterministic problems. This can be accomplished by repeatedly invoking a deterministic application with different input parameters determined by the collocation point-sampling method. A Galerkin method, on the other hand, is much more intrusive as it requires the solution of a system of equations with a large coefficient matrix which has been discretized in both spatial and stochastic dimensions. To better understand the relationship between these two methods, we develop a model for the computational costs.
We begin by stating in more detail some of the computational differences between the two methods. The Galerkin method requires the computation of the matrices G 0 = Ψ i Ψ j and G k = ξ k Ψ i Ψ j associated with the stochastic basis functions, the assembly of the right-hand side vector and the spatial stiffness matrices {A k }, and finally, the solution to the large coupled system of equations. Collocation requires the construction of a sparse grid and the derivation of an associated sparse grid quadrature rule, and the assembly/solution of a series of deterministic subproblems. Further, as observed above, the number of sample points needed for collocation tends to be much larger than the dimension of the Galerkin system required to achieve comparable accuracy.
In this study we examine only methods which are isotropic in the stochastic dimension, allocating an equal number of degrees of freedom to each stochastic direction. Anisotropic versions of both the sparse grid collocation method and the stochastic Galerkin could be implemented by weighting the maximum degree of the approximation space in each direction. This has been explored in the case of sparse grid collocation [17] . We expect a cost comparison for an anisotropic stochastic Galerkin method and the anisotropic sparse grid collocation method to be comparable to that of their isotropic counterparts. Additional modifications to the stochastic collocation for adaptively dealing with very high dimensional problems are considered in [18, 19] . We do not consider these methods here.
For a fixed M, p, let Z G be the number of preconditioned conjugate gradient (PCG) iterations required to solve the Galerkin system, let N ξ α be the cost of applying the mean-based preconditioner during a single iteration of the stochastic Galerkin method, and let N ξ γ be the cost of a single matrix-vector product for (10) , where α and γ are constants. Note in particular that α is constant because of the optimality of the multigrid computation. Then the total cost of the Galerkin method can be modeled by
The parameter γ can be thought of as the number of order-N x matrix-vector products required per block row in the stochastic Galerkin matrix. When implementing the implicit matrix-vector product, γ is equal to M + 1.
We can model the costs of the collocation method with the mean-based multigrid preconditioner by
where p is the Smolyak grid level, N ξ is the number of degrees of freedom needed by an order p Galerkin system, Z C is the average number of PCG iterations needed to solve a single deterministic system, and α + 1 is the cost of the preconditioning operation and a single order-N x matrix-vector product. The factor of 2 p derives from the relation between the number of degrees of freedom for the stochastic Galerkin and sparse grid collocation methods for large M .
In our application, we fix the multigrid parameters as follows: One V-cycle is performed at each iteration and within each V-cycle one symmetric Gauss-Seidel iteration is used for both presmoothing and postsmoothing. The coarsest grid is assumed coarse enough so that a direct solver can be used without affecting the cost per iteration; in our implementations we use a 1 × 1 grid. These parameters were chosen to optimize the run time of a single deterministic solve. The cost to apply a single multigrid iteration is roughly equivalent to 5-6 matrix products (two matrix-vector products for fine-level presmoothing, another two for fine-level postsmoothing, and one matrix-vector product for a fine-level residual calculation). Thus, α can be assumed to be 5 or 6 after accounting for computational overhead.
The relative costs of the two methods depend on the parameter values. In particular,
If, for example, the ratio of iteration counts (Z G /Z C ) is close to 1 and the preconditioning costs dominate the matrix vector costs (i.e., α γ), then we can expect the stochastic Galerkin method to outperform the sparse grid collocation method because of the factor 2 p . Alternatively, if γ is comparable compared to α, the preconditioning cost, then collocation is more attractive. The cost of the two methods is identical when (29) and (28) are equal. After canceling terms this gives 2 p α ≈ (Z SG /Z C )(α + γ). Table 1 gives values of N ξ and |Θ| for various values of M and p. One can observe that 2 p N ξ ≈ |Θ| is a slight overestimation, but it improves as M grows larger. For reference, the number of points used by a full tensor product grid is also shown.
In the remainder of this paper, we explore the model and assess the validity of assumptions. In particular, we compare the accuracy of a level-p Smolyak grid with a degree-p polynomial approximation in the Galerkin approach. We also investigate the cost of matrix-vector products and the convergence behavior of mean-based preconditioning.
EXPERIMENTAL RESULTS AND MODEL VALIDATION
In this section we present the results of numerical experiments with both discretization methods, with the aims of comparing their accuracy and solution costs and validating the model developed in the previous section. First, we investigate a problem with a known solution to verify that both methods are converging to the correct solution and to examine the convergence of the PCG iteration. Second, we examine two problems where the diffusion coefficient is defined using a known covariance function, and we measure the computational effort required by each method. 
Behavior of the Preconditioned Conjugate Gradient Algorithm
For well-posed Poisson problems, PCG with a multigrid preconditioner converges rapidly. Since collocation entails the solution of multiple deterministic systems, we expect multigrid to behave well. For Galerkin systems, the performance of mean-based preconditioning is more complicated. To understand this we investigate the problem
in the domain [−0.5, 0.5] 2 with zero Dirichlet boundary conditions, where the diffusion coefficient given as a one-term KL expansion,
We choose the function
as the exact solution, and the forcing term f is defined by applying (31) to u. The diffusion coefficient must remain positive for the problem to remain well-posed. This is the case provided
which holds when |ξ| < (π 2 )/(σ). As a consequence of this, well-posedness cannot be guaranteed when ξ is unbounded. There are various ways this can be addressed. We assume here that the random variable in (32) has a truncated Gaussian density,
which corresponds to taking the diffusion coefficient from a screened sample where the screening value c is chosen to enforce the conditions (1.7) for ellipticity and boundedness. The cutoff parameter c is chosen to be equal to 2.575. For this cutoff the area under a standard normal distribution between ±c is equal to 0.99. For this value of c, |ξ| < 2.575 and the problem is guaranteed to remain well posed provided that σ < (π 2 )/[max(|ξ|)] = 3.8329. Polynomials orthogonal to a truncated Gaussian measure are referred to as Rys polynomials [20] . As the parameter c is increased, the measure approaches the standard Gaussian measure and the Rys polynomials are observed to approach the behavior of the Hermite polynomials. For our implementation of collocation, the sparse grids are based on the zeros of the Rys polynomials for the measure determined by (35). This leads to an efficient multidimensional quadrature rule using the Gaussian weights and abscissas.
The recurrence coefficients for orthogonal polynomials can be expressed explicitly as
In the case of Hermite polynomials there exist closed forms for the recurrence coefficients. No such closed form is known in general for the Rys polynomials so a numerical method must be employed. The generation of orthogonal polynomials by numerical methods is discussed extensively in [20] and the use of generalized polynomial chaos bases in the stochastic Galerkin method is discussed in [7] . We compute the coefficients {α i } and {β i } via the discretized Steltjies procedure [21] where integrals in (36) are approximated by quadrature.
Testing for both the sparse grid collocation method and the stochastic Galerkin method was performed using the truncated Gaussian PDF and Rys polynomials for several values of σ. The linear solver in all cases was stopped when (||r k || 2 )/(||b|| 2 ) < 10 −12 , where r k = b − Ax k is the linear residual and A and b are the coefficient matrix and right-hand side, respectively. We constructed the sparse grids using the Dakota software package [22] . Table 2 reports || e p || l∞ , the discrete l ∞ -norm of the mean error e p evaluated on the grid points. For problems in one random variable, the stochastic collocation and stochastic Galerkin methods produce identical results. Table 3 shows the average number of iterations required by each deterministic subproblem as a function of grid level and σ. Problems to the right of the double line do not satisfy (34), and some of the associated systems will be indefinite for a high enough grid level, as some of the collocation points will be placed in the region of ill-posedness. If the solver failed to converge for any of the individual subproblems, the method is reported as having failed using "DNC". Table 3 shows the PCG iteration counts for both methods. Again, problems to the right of the double line are ill-posed, and the Galerkin linear system as well as a subset of the individual collocation systems are guaranteed to become indefinite as the degree of polynomial approximation p (for stochastic Galerkin) or sparse grid level (for collocation) increases [14] . Table 3 shows that the iteration counts are fairly well behaved when mean-based preconditioning is used. In general, iterations grow as the degree of polynomial approximation increases.
It is well known that bounds on convergence of the conjugate gradient method are determined by the condition number of the matrix. It is shown in [14] that if the diffusion coefficient is given by a stationary field, as in (32), then the eigenvalues of the preconditioned stochastic Galerkin system lie in the interval [1 − τ, 1 + τ], where
and C max p+1 is the magnitude of the largest zero of the degree p + 1 orthogonal polynomial. Therefore the condition number is bounded by κ(
It is possible to bound the eigenvalues of a single system arising in collocation in a similar manner using the relation (27). The eigenvalues of the system arising from sampling (27) at ξ lie in the bounded interval
Likewise, the condition number for a given preconditioned collocation system can be bounded by κ[A(ξ)] ≤ (1 +τ)/ (1 −τ). For both methods, as σ increases relative to µ the associated systems may become ill-conditioned and will eventually become indefinite. Likewise, as p or the sparse grid level increases, C max p+1 and max Θ p,M |ξ| increase and the problems may again become indefinite. However, if Γ is bounded then both C max p+1 and max Θ p,M |ξ| are bounded for all choices of p and the sparse grid level and the systems are guaranteed to remain positive definite, provided σ is not too large.
The effect of these bounds can be seen in the above examples since as σ increases the iteration counts for both methods increase until finally for large choices of σ and large p or grid level the PCG iteration fails to converge. However, for smaller values of σ the PCG iteration converges in a reasonable number of iterations for all tested values of p and grid level.
Computational Cost Comparison
In this section we compare the performance of the two methods using both the model developed above and the implementations in Trilinos. For our numerical examples, we consider a problem where only the covariance of the diffusion field is given. We consider two problems of the form
where values of M between 3 and 15 are explored and {λ k , f k } are the eigenpairs associated with the covariance kernel
The KL expansion of this kernel is investigated extensively in [4] . For the first problem, the random variables {ξ k } are chosen to be identically independently distributed uniform random variables on [−1, 1]. For the second problem, the random variables {ξ k } are chosen to be identically independently distributed truncated Gaussian random variables as in the previous section. For the first, problem µ = 0.2 and σ = 0.1. For the second problem, µ = 1 and σ = 0.25. These parameters were chosen to ensure that the problem remains well posed. Table 4 shows approximate values for τ for both of the above problems. In the second case, where truncated Gaussian random variables are used, 1 − τ becomes close to zero as the stochastic dimension of the problem increases. Thus this problem could be said to be nearly ill-posed. In terms of computational effort this should favor the sparse grid collocation method, since, as was seen in the previous section, iteration counts for the stochastic Galerkin method increased faster than those for the collocation method as the problem approaches ill-posedness. The spatial domain is discretized by a uniform mesh with discretization parameter h = 1/32. Note that the mean-based preconditioning eliminates the dependence on h of the conditioning of the problem [14] , so we consider just a single value of the spatial mesh parameter. Approximate solutions are used to measure the error since there is no analytic expression for the exact solution to either of the above problems. To measure the error for the Galerkin method the exact solution is approximated by a high order (p = 10) Galerkin scheme. For the collocation method we take the solution from a level-10 sparse grid approximation as an approximation to the exact solution. These two differed by an amount on the order of the machine precision. The error in the stochastic space is then estimated by computing the mean and variance of the approximate solutions and comparing it to the mean and variance of the order-10 (level-10) approximations. The linear solves for both methods stop when (||r k || 2 )/(||b|| 2 ) < 10 −12 . In measuring the time, setup costs are ignored. The times reported are nondimensionalized by the time required to perform a single deterministic matrix vector product and compared with the model developed above. Figure 1 explores the accuracy obtained for the two discretizations for M = 4; the behavior was the same for M = 3 and M = 5. In particular, it can be seen that for both sample problems, the same value of p (corresponding to the polynomial space for the Galerkin method and the sparse grid level for the collocation method) in the two methods produce solutions of comparable accuracy. Thus, the Galerkin method gives higher accuracy per stochastic degree of freedom. Since the unknowns in the Galerkin scheme are coupled, the cost per degree of freedom will be higher. In terms of computational effort, the question is whether or not the additional accuracy per degree of freedom will be worth the additional cost. Figures 2 and 3 compare the costs incurred by the two methods, measured in CPU time, for obtaining solutions of comparable accuracy. The timings reflect time spent to execute the methods on an Intel Core 2 Duo machine running at 3.66 GHz with 6 Gb of RAM. In the figures these timings are nondimensionalized by dividing by the cost of a single sparse matrix-vector product with the (five-diagonal) nonzero structure of {A k }. This cost is measured by dividing the total time used by the collocation method for matrix-vector products by the total number of CG iterations performed in the collocation method. This allows the times to be compared to the cost model (28) and (29), which in turn helps ensure that the implementations are of comparable efficiency. The model is somewhat less accurate for the collocation method, because for these relatively low-dimensional models the approximation |Θ p,M | = 2 p N ξ is an overestimate. For the values of M used for these results (M = 3, 4, and 5), it can be seen that the Galerkin method requires less CPU time than the collocation method to compute solutions of comparable accuracy, and that the gap widens as the dimension of the space of random variables increases. Also, it is seen in Figs. 2 and 3 that the performance of each method is largely independent of the density functions used in defining the random variables ξ k . Table 5 expands on these results for larger values of M , based on our expectation that the same value of p (again, corresponding to the polynomial space for the Galerkin method or the level for the collocation method) yields solutions of comparable accuracy. The trends are comparable for all M and show that as the size of the approximation space increases, the overhead for collocation associated with the increased number of degrees of freedom becomes more significant.
CONCLUSION
In this study we have examined the costs of solving the linear systems of equations arising when either the stochastic Galerkin method or the stochastic collocation method is used to discretize the diffusion equation in which the diffusion coefficient is a random field modeled by (2) . The results indicate that when mean-based preconditioners are coupled with the conjugate gradient method to solve the systems that arise, the stochastic Galerkin method is quite competitive with collocation. Indeed, the costs of the Galerkin method are typically lower than for collocation, and this differential becomes more pronounced as the number of terms in the truncated KL expansion increases. We have also developed a cost model for both methods that closely mirrors the complexity of the algorithms.
