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Resumo
Neste trabalho estudamos ao 𝑔(𝑡)-movimento Browniano e as aplicac¸o˜es geome´tricas e to-
polo´gicas de seu fluxo estoca´stico associado sobre uma variedade Riemanniana 𝑀 , munida de
me´tricas {𝑔(𝑡) : 𝑡 ∈ 𝐼} que variam com respeito ao tempo. Comec¸amos com a construc¸a˜o,
feita via mergulho isome´trico, do 𝑔(𝑡)-movimento Browniano sobre a variedade Riemanniana
(𝑀, 𝑔(𝑡)) e obtemos condic¸o˜es geome´tricas para a na˜o explosa˜o do mesmo. Baseados nesta
construc¸a˜o, consideramos o fluxo soluc¸a˜o {𝜉𝑡 : 𝑡 ≥ 0} do 𝑔(𝑡)-movimento Browniano e obtemos
aplicac¸o˜es geome´tricas e topolo´gicas destes fluxos que sera˜o classificadas em dois:
 Primeiro, sobre 1-formas 𝜃(𝑡) que dependem do tempo. Calculamos a fo´rmula de Itoˆ
para o fluxo 𝜉𝑡 atuando sobre 𝜃(𝑡) e caracterizamos esta fo´rmula em relac¸a˜o a fo´rmula de
Weitzenbo¨ck.
 Segundo, sobre campos de tensores 𝐾(𝑡) que dependem do tempo. Calculamos a fo´rmula
de Itoˆ para o fluxo 𝜉𝑡 atuando sobre 𝐾(𝑡) e restringindo nossa atenc¸a˜o para o caso do
tensor me´trico (Isto e´, 𝐾(𝑡) = 𝑔(𝑡) tensor do tipo (0, 2)), mostramos va´rias proprieda-
des geome´tricas u´teis para mostrar a nulidade dos grupos de Homotopia sobre (𝑀, 𝑔(𝑡))
sempre que o 𝑔(𝑡)-movimento Browniano seja fortemente momento esta´vel.
Palavras-chave: Equac¸o˜es Diferenciais Estoca´sticas, Movimento Browniano, Variedades
Riemannianas, Fluxos Estoca´sticos.
Abstract
We study the 𝑔(𝑡)-Brownian motion and geometric and topological applications of its stochas-
tic flow associated on a Riemannian manifold 𝑀 , provided of metrics {𝑔(𝑡) : 𝑡 ∈ 𝐼} that vary
with respect to time. We begin with the construction, made via isometric embedding, of
𝑔(𝑡)-Brownian motion on a Riemannian manifold (𝑀, 𝑔(𝑡)) and obtain geometric conditions for
non-explosion of the same. Based in this construction, we consider the solution flow {𝜉𝑡 : 𝑡 ≥ 0}
of the 𝑔(𝑡)-Brownian motion and we obtain geometric and topological applications that will we
classify on two levels:
 First, on 1-forms 𝜃(𝑡) depending smoothly on time. We calculated Ito’s fo´rmula for
the solution flow 𝜉𝑡 of the 𝑔(𝑡)-Brownian motion acting on 𝜃(𝑡) and we characterize this
fo´rmula in relation to the Weitzenbo¨ck fo´rmula.
 Second, on tensor fields 𝐾(𝑡) depending smoothly on time. We calculate Ito’s fo´rmula for
a general stochastic flow acting on 𝐾(𝑡) and restricting our attention to the case of the
metric tensor (this is, 𝐾(𝑡) = 𝑔(𝑡) tensor of type (0.2)), we show several useful geometric
properties to show the nullity of Homotopy groups on (𝑀, 𝑔(𝑡)) where the 𝑔(𝑡)-Brownian
motion is strongly moment stable.
Keywords: Stochastic Differential Equations, Brownian motion, Riemannian manifold,
Stochastic flows.
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Cap´ıtulo 1
Introduc¸a˜o
Nesta tese trabalhamos sobre uma variedade diferencia´vel 𝑀 de dimensa˜o 𝑑, munida de uma
famı´lia de me´tricas Riemannianas {𝑔(𝑡) : 𝑡 ∈ 𝐼} que dependem diferenciavelmente do tempo.
Em particular, estamos interessados em construir o 𝑔(𝑡)-movimento Browniano como uma so-
luc¸a˜o de uma equac¸a˜o diferencial estoca´stica sobre (𝑀, 𝑔(𝑡)) e obter aplicac¸o˜es geome´tricas de
seu fluxo soluc¸a˜o associado.
Teremos como primeiro objetivo melhorar a construc¸a˜o via mergulho isome´trico do 𝑔(𝑡)-
movimento Browniano, feita em C. Luque [18] e mostrar a na˜o explosa˜o deste processo via
mergulho isome´trico e sob algumas condic¸o˜es geome´tricas. Por outro lado, consideramos cam-
pos de tensores dependentes do tempo 𝐾(𝑡) do tipo (𝑝, 𝑞) sobre uma variedade Riemanniana
arbitra´ria. A segunda parte de nossa tese sera´ calcular a fo´rmula de Itoˆ para fluxos estoca´s-
ticos atuando sobre estes campos de tensores 𝐾(𝑡). Por u´ltimo, consideramos o fluxo soluc¸a˜o
{𝜉𝑡 : 𝑡 > 0} associado ao 𝑔(𝑡)-movimento Browniano e a fo´rmula de Itoˆ para 𝜉𝑡 atuando sobre os
campos de tensores 𝐾(𝑡). Adaptaremos nossas construc¸o˜es a`s ideias dadas por K.D Elworthy
[7] e K.D Elworthy and S. Rosenberg [10] para assim obter aplicac¸o˜es geome´tricas e topolo´gicas
interessantes sobre (𝑀, 𝑔(𝑡)). Estas aplicac¸o˜es sa˜o descritas com mais detalhes a seguir.
 Para 1-formas 𝜃(𝑡) que dependem do tempo. Calculamos a fo´rmula de Itoˆ para o fluxo 𝜉𝑡
atuando sobre 𝜃(𝑡) e caracterizamos esta fo´rmula em relac¸a˜o a fo´rmula de Weitzenbo¨ck.
 Para campos de tensores 𝐾(𝑡) que dependem do tempo. Calculamos a fo´rmula de Itoˆ
para o fluxo 𝜉𝑡 atuando sobre 𝐾(𝑡) e restringindo nossa atenc¸a˜o para o caso do tensor
me´trico (Isto e´, 𝐾(𝑡) = 𝑔(𝑡) tensor do tipo (0, 2)), adaptamos no nosso contexto va´rias
propriedades geome´tricas dadas por K.D Elworthy and S. Rosenberg [10] u´teis para mos-
trar a nulidade dos grupos de Homotopia sobre (𝑀, 𝑔(𝑡)) sempre que o 𝑔(𝑡)-movimento
Browniano seja fortemente momento esta´vel.
Organizac¸a˜o do trabalho
Este trabalho e´ formado por quatro cap´ıtulos que sera˜o descritos a seguir.
Cap´ıtulo 1.
Este cap´ıtulo sera´ dividido em quatro sec¸o˜es. Na primeira sec¸a˜o, damos uma breve intro-
duc¸a˜o a` teoria do ca´lculo estoca´stico sobre variedades diferencia´veis, destacando a noc¸a˜o do
movimento Browniano. Enunciamos a fo´rmula de Itoˆ para a integral de Stratonovich e damos
a noc¸a˜o de equac¸o˜es diferencia´veis estoca´sticas sobre variedades, que sa˜o uma generalizac¸a˜o
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natural das equac¸o˜es diferencia´veis estoca´sticas no espac¸o euclidiano. Por u´ltimo, estudamos
os processos de difusa˜o sobre variedades. Uma das principais ferramentas que destacamos nesta
sec¸a˜o, e´ a conhecida fo´rmula de Itoˆ generalizada (reescrita utilizando a integral de Stratonovich)
dada no Teorema 2.7, que trata-se da regra de diferenciac¸a˜o para a composic¸a˜o de dois proces-
sos estoca´sticos. Na segunda sec¸a˜o, apresentamos a construc¸a˜o do movimento Browniano sobre
uma variedade Riemanniana (𝑀, 𝑔) munida de uma me´trica fixa 𝑔. A construc¸a˜o sera´ feita via
um mergulho isome´trico de 𝑀 no espac¸o euclidiano R𝑛. Dizemos que, 𝑋𝑡 e´ um movimento
Browniano sobre (𝑀, 𝑔) se ele e´ uma difusa˜o gerada pelo operador (1/2)∑︀𝑙𝛼=1 𝑃 2𝛼 = (1/2)Δ𝑀 ,
onde 𝑃𝛼 denota a 𝛼-e´sima projec¸a˜o ortogonal do espac¸o euclidiano R𝑛 no subespac¸o 𝑇𝑥𝑀 ⊆ R𝑛.
Isto da´ uma relac¸a˜o entre certos operadores el´ıpticos de segundo ordem e processos de Itoˆ. Uma
vez tratadas as equac¸o˜es diferenciais estoca´sticas sobre variedades, nas duas u´ltimas sec¸o˜es es-
tudamos condic¸o˜es necessa´rias e suficientes para obter que sua soluc¸a˜o defina um fluxo de
difeomorfismos sobre a variedade. Estes resultados esta˜o mais pro´ximos aos resultados dados
para o caso de espac¸os Euclidianos. As principais refereˆncias para o conteu´do deste cap´ıtulo,
sa˜o os livros de N. Ikeda e S. Watanabe [13], E.P. Hsu [12], M. E´mery [8], K.D. Elworthy [5] e
H. Kunita [15].
Cap´ıtulo 2
Este cap´ıtulo sera´ dividido em treˆs sec¸o˜es. Na primeira sec¸a˜o, daremos alguns argumen-
tos adicionais e faremos uma ligeira modificac¸a˜o para a construc¸a˜o via mergulho isome´trico
do 𝑔(𝑡)-movimento Browniano sobre a variedade (𝑀, 𝑔(𝑡)), feita em C. Luque [18]. Primeiro
consideramos a variedade produto 𝑁 = 𝑀 × 𝐼 onde o intervalo 𝐼 pode ser da forma [0, 𝑇 ],
[0,∞) ou R. Munimos a variedade 𝑁 com a me´trica ℎ dada por:
ℎ(𝑥, 𝑡): 𝑇(𝑥,𝑡)(𝑀 × 𝐼)× 𝑇(𝑥,𝑡)(𝑀 × 𝐼) → R
( (𝑋, 𝑎𝜕𝑡), (𝑌, 𝑏𝜕𝑡) ) ↦→ 𝑔(𝑡)(𝑥)(𝑋, 𝑌 ) + 𝑎𝑏𝑓(𝑡)2
onde 𝑋, 𝑌 ∈ 𝑇 (𝑀) e 𝜕𝑡 ∈ 𝑇 (𝐼) e 𝑓(𝑡) limitada e decrescente em 𝑡 com ∫︀𝐼 𝑓 2𝑑𝑡 < ∞. Logo,
mergulhamos isometricamente a variedade 𝑁 num espac¸o euclidiano R𝑚 e a partir deste mergu-
lho constru´ımos campos 𝑋𝑘(𝑡) sobre a variedade (𝑀, 𝑔(𝑡)) e consideramos a equac¸a˜o diferencial
estoca´stica de Stratonovich: ⎧⎪⎨⎪⎩ 𝑑𝑥𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝑥𝑡) ◇ 𝑑𝐵𝑘𝑡 ,
𝑥0 = 𝑥 ∈𝑀,
onde ◇ denota a integral de Stratonovich. No Teorema 3.6 mostraremos que a soluc¸a˜o desta
equac¸a˜o constitui o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)), pois sera´ uma difusa˜o gerada
pelo operador
1
2
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)2 =
1
2Δ𝑔(𝑡).
Em seguida, na segunda sec¸a˜o damos alguns exemplos deste processo sobre algumas variedades
Riemannianas (como por exemplo: o toro, a esfera e o cilindro) com as me´tricas variando no
tempo.
Finalmente na u´ltima sec¸a˜o, estudamos o tempo explosa˜o do 𝑔(𝑡)-movimento Browniano.
Especificamente, estamos interessados em achar condic¸o˜es geome´tricas que garantam que nosso
𝑔(𝑡)-movimento Browniano na˜o explode. Para isto, consideramos o processo 𝑦𝑡 = (𝑥𝑡, 𝑡) sobre
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a variedade produto 𝑁 = 𝑀 × 𝐼, onde 𝑥𝑡 e´ o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)).
Observamos que 𝑦𝑡 satisfaz a equac¸a˜o diferencial estoca´stica:⎧⎪⎨⎪⎩ 𝑑𝑦𝑡 = 𝜕𝑡(𝑦𝑡) +
𝑚∑︁
𝑘=1
̃︁𝑋𝑘(𝑦𝑡) ◇ 𝑑𝐵𝑘𝑡 ,
𝑦0 = (𝑥, 0) ∈ 𝑁,
onde ̃︁𝑋𝑘 sa˜o campos sobre a variedade 𝑁 . A completitude estoca´stica do 𝑔(𝑡)-movimento Brow-
niano 𝑥𝑡, e´ obtida aproveitando a independeˆncia do tempo no espac¸o 𝑁 . Portanto, no Teorema
3.11 obtemos condic¸o˜es geome´tricas sobre 𝑁 e a me´trica 𝑔(𝑡) de modo que 𝑦𝑡 na˜o explode.
Boas refereˆncias para o desenvolvimento desde cap´ıtulo sa˜o os trabalhos de M. Arnaudon, K.A.
Coulibaly, and A. Thalmaier [1]. A.K. Coulibaly [3], C. Luque [18] e E.P. Hsu [12].
Cap´ıtulo 3
Este cap´ıtulo sera´ dividido em quatro sec¸o˜es. Na primeira sec¸a˜o, consideramos o fluxo
soluc¸a˜o {𝜉𝑡 : 𝑡 ≥ 0} do 𝑔(𝑡)-movimento Browniano e daremos algumas propriedades geome´tricas
do fluxo soluc¸a˜o 𝜉𝑡 que sera˜o de utilidade nas sec¸o˜es posteriores. Na segunda sec¸a˜o, sobre a
variedade Riemanniana 𝑀 consideramos a derivada de 𝜉𝑡 (que consiste das aplicac¸o˜es lineares
(𝜉𝑡)* = 𝑇𝑥𝜉𝑡 : 𝑇𝑥(𝑀)→ 𝑇𝜉𝑡(𝑥)(𝑀)) e campos dependentes do tempo 𝑈(𝑡) dados por:
𝑈(𝑡)− 𝑈(0) =
∫︁ 𝑡
0
𝑌 (𝑠) ◇ 𝑑𝑁𝑠,
onde {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale cont´ınuo e 𝑌 (𝑠) e´ um campo de vetores sobre a
variedade. Logo, motivados pelo trabalho de Kunita [15], no Teorema 4.3 obtemos a fo´rmula
de Itoˆ para o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano atuando sobre os campos 𝑈(𝑡). Na
terceira sec¸a˜o, consideramos sobre a variedade 1-formas 𝜃(𝑡) que dependem do tempo dadas
por:
𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
𝛼𝑠 ◇ 𝑑𝑁𝑠,
onde {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale cont´ınuo e 𝛼(𝑠) e´ uma 1-forma sobre a variedade. Logo,
no Teorema 4.8 obtemos a fo´rmula de Itoˆ para o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano
atuando sobre 𝜃(𝑡) e com o fim de completar nosso objetivo, no Teorema 4.11 caracterizamos
geometricamente esta fo´rmula em termos da 𝑔(𝑡)-famı´lia de conexo˜es {∇𝑔(𝑡)}. Por u´ltimo, na
quarta sec¸a˜o guiados pelos livros de J. Jost [14] e E.P. Hsu [12] damos um breve repasso da
fo´rmula de Weitzenbo¨ck
1𝑔𝜃 = Δ1𝑔𝜃 − Ric(·, 𝜃♯),
para o 𝑔-Laplaciano sobre uma 1-forma 𝜃. Logo, adaptando esta fo´rmula e as ideias dadas por
Elworthy [7] no nosso contexto, no Teorema 4.14 caracterizamos a fo´rmula obtida no Teorema
4.8 em relac¸a˜o a fo´rmula de Weitzenbo¨ck . Boas refereˆncias para este cap´ıtulo sa˜o os trabalhos
de H. Kunita [15], E.P. Hsu [12], J. Jost [14], K.D. Elworthy [6,7,8] e R. Abraham, J.E. Marsdem
and T. Ratiu [2].
Cap´ıtulo 4
Este cap´ıtulo sera´ dividido em treˆs sec¸o˜es. Na primeira sec¸a˜o, consideramos campos de
tensores 𝐾(𝑡) do tipo (𝑝, 𝑞) que dependem diferenciavelmente do tempo e tomam valores numa
variedade diferencia´vel arbitra´ria 𝑀 , eles sa˜o dados por:
𝐾(𝑡)−𝐾(0) =
𝑟∑︁
𝑖=1
∫︁ 𝑡
0
𝑅(𝑠)𝑖 ◇ 𝑑𝑁 𝑖𝑠,
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onde 𝑁1𝑠 , ..., 𝑁
𝑟
𝑠 sa˜o semimartingales cont´ınuos e 𝑅
𝑖
𝑠 sa˜o campos e tensores em 𝑀 satisfazendo
as condic¸o˜es do Teorema 2.7 dado nos Preliminares. Logo, no Teorema 5.1 calculamos fo´rmula
de Itoˆ para o fluxo soluc¸a˜o de um sistema dinaˆmico estoca´stico qualquer, atuando sobre os
campos de tensores 𝐾(𝑡). Na segunda sec¸a˜o, consideramos sobre 𝑀 uma famı´lia de me´tricas
Riemannianas {𝑔(𝑡) : 𝑡 ∈ 𝐼} que dependem diferenciavelmente do tempo e considerando o fluxo
soluc¸a˜o 𝜉𝑡 do 𝑔(𝑡)-movimento Browniano. No Lema 5.3 calculamos a fo´rmula de Itoˆ para o
fluxo 𝜉𝑡 atuando sobre campos de tensores do tipo (𝑝, 𝑞) sobre (𝑀, 𝑔(𝑡)) dados por:
𝐾(𝑡)−𝐾(0) =
∫︁ 𝑡
0
𝑅(𝑠) ◇ 𝑑𝑠,
Logo, restringindo nossa atenc¸a˜o para o caso do tensor me´trico (Isto e´, 𝐾(𝑡) = 𝑔(𝑡) tensor
do tipo (0, 2)) e adaptamos nossas construc¸o˜es a`s ide´ias do trabalho de K.D. Elworthy and S.
Rosenberg [10] para mostrar os Teoremas 5.6, 5.8, 5.9 e o Corola´rio 5.10 que sa˜o propriedades
geome´tricas u´teis para aplicac¸o˜es topolo´gicas posteriores. Na u´ltima sec¸a˜o, damos a noc¸a˜o
de estabilidade de fluxos estoca´sticos e no Teorema 5.12 mostramos a nulidade dos grupos
de Homotopia sobre (𝑀, 𝑔(𝑡)) sob certas condic¸o˜es geome´tricas e sempre que o 𝑔(𝑡)-movimento
browniano seja fortemente momento esta´vel. Boas refereˆncias para este cap´ıtulo sa˜o os trabalhos
de H. Kunita [15], K.D. Elworthy [6,7,8], K.D. Elworthy and S. Rosenberg [10], K.D. Elworthy,
and M. Yor [11], K.D. Elworthy, Y. Le Jan, and Xue-Mei Li [9], X.-M. Li [17] e R. Abraham,
J.E. Marsdem and T. Ratiu [2].
Cap´ıtulo 2
Preliminares
Neste cap´ıtulo, daremos algumas definic¸o˜es e resultados relevantes para um melhor enten-
dimento do restante do trabalho. Boas refereˆncias para este cap´ıtulo, relacionadas ao ca´lculo
estoca´stico e principalmente para as demonstrac¸o˜es omitidas ao longo do mesmo sa˜o N. Ikeda
e S. Watanabe [13], E.P. Hsu [12], M. E´mery [8], K.D. Elworthy [5] e H. Kunita [15].
2.1 Ca´lculo estoca´stico sobre variedades diferencia´veis
Comec¸amos esta sec¸a˜o introduzindo algumas noc¸o˜es ba´sicas da teoria do ca´lculo estoca´stico
no espac¸o euclidiano. Para mais informac¸a˜o, ver N. Ikeda e S. Watanabe [13], M. E´mery [8],
K.D. Elworthy [5] e H. Kunita [15].
Seja (Ω,F, {F𝑡}𝑡≥0,P) um espac¸o de probabilidade filtrado que satisfaz a seguintes condic¸o˜es
usuais:
 {F𝑡}𝑡≥0 e´ uma filtrac¸a˜o, ou seja, uma famı´lia crescente de sub-𝜎-a´lgebras da 𝜎-a´lgebra F;
 Para todo 𝑡 ≥ 0, F𝑡 e´ completo com relac¸a˜o a` medida de probabilidade P, isto e´, todo
subconjunto de um conjunto de medida zero esta´ contido em F𝑡;
 {F𝑡}𝑡≥0 e´ cont´ınuo a` direita, isto e´, para todo 𝑡 ≥ 0,
F𝑡 =
⋂︁
𝑠>𝑡
F𝑠.
Denotaremos por E a esperanc¸a associada a` probabilidade P.
Um processo estoca´stico a valores em R𝑛 (o um espac¸o topolo´gico) e´ uma famı´lia
de varia´veis aleato´rias {𝑋𝑡}𝑡≥0 a valores em R𝑛, definida sobre um espac¸o de probabilidade
(Ω,F,P). Dizemos que o processo estoca´stico e´ cont´ınuo, se para quase todo 𝜔 ∈ Ω o caminho
𝑋(·, 𝜔) : R𝑡≥0 → R𝑛 e´ cont´ınuo.
Definic¸a˜o 2.1. Um processo estoca´stico 𝑋 = {𝑋𝑡}𝑡≥0 e´ um martingale relativa ao espac¸o de
probabilidade filtrado (Ω,F, {F𝑡}𝑡≥0,P), se satisfaz as seguintes condic¸o˜es:
(1) O processo 𝑋 e´ adaptado,
(2) E(|𝑋𝑡|) <∞, para todo 𝑡 ≥ 0,
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(3) E(𝑋𝑠|F𝑡) = 𝑋𝑡 para todo 𝑠 ≥ 𝑡.
Uma varia´vel aleato´ria 𝑇 e´ chamada de um tempo de parada com relac¸a˜o a uma filtrac¸a˜o
{F𝑡}𝑡≥0 se o evento {𝜔 : 𝑇 (𝜔) ≥ 𝑡} pertence a` 𝜎-a´lgebra F𝑡. Um exemplo de tempo de parada
𝑇 usual, e´ tomar 𝑇 (𝜔) = inf{𝑡 ≥ 0, 𝑋𝑡(𝜔) ∈ 𝐴} onde {𝑋𝑡}𝑡≥0 e´ um processo de trajeto´rias
continuas adaptada a` filtrac¸a˜o e 𝐴 ⊂ R e´ conjunto aberto ou fechado. Dizemos que um processo
𝑋 e´ um martingale local se existe uma sequeˆncia de tempos de parada 𝜏𝑛 ↑ ∞ tal que, para
todo 𝑛, 𝑋𝜏𝑛 e´ um martingale. Denotamos por (Ω,F*,P) o espac¸o de probabilidade filtrado que
satisfaz as condic¸o˜es usuais.
Definic¸a˜o 2.2. Um processo 𝑌 = {𝑌𝑡}𝑡≥0 a valores em R𝑛, e´ um F*-semimartingale (isto e´,
adaptado a` filtrac¸a˜o F*) se admite uma descomposic¸a˜o do tipo 𝑌 = 𝑋 + 𝐴. Onde, 𝑋 e´ um
F*-martingale local cont´ınuo a valores em R𝑛 e 𝐴 e´ um processo F*-adaptado de variac¸a˜o finita
tal que 𝐴0 = 0.
Em seguida, passaremos a definir a integral estoca´stica de um processo 𝑓𝑡 (cont´ınuo e F*-
adaptado) pelo diferencial 𝑑𝑀𝑡 onde 𝑀𝑡 e´ um martingale local cont´ınuo com [𝑀 ]𝑡 sua variac¸a˜o
quadra´tica.
Seja △ = {0 = 𝑡0 < ... < 𝑡𝑛 = 𝑇} uma partic¸a˜o do intervalo [0, 𝑇 ]. Para qualquer 𝑡 ∈ [0, 𝑇 ]
escolhemos 𝑡𝑘 de △ tal que 𝑡𝑘 ≤ 𝑡 ≤ 𝑡𝑘+1 e definimos:
𝐿△𝑡 =
𝑘−1∑︁
𝑖=0
𝑓𝑡𝑖(𝑀𝑡𝑖+1 −𝑀𝑡𝑖) + 𝑓𝑡𝑘(𝑀𝑡 −𝑀𝑡𝑘).
Seja 𝐿𝑡 o limite da equac¸a˜o acima quando |△|→ 0.
Definic¸a˜o 2.3. O limite 𝐿𝑡 definido acima e´ chamado de integral de Itoˆ de 𝑓𝑡 por 𝑑𝑀𝑡 e e´
denotado por
∫︀ 𝑡
0 𝑓𝑠𝑑𝑀𝑠.
Definimos uma outra integral estoca´stica, denotada pela diferencial ◇𝑑𝑋𝑡 por:∫︁ 𝑡
0
𝑓𝑠 ◇ 𝑑𝑋𝑠 = lim|△|→0
{︁ 𝑘−1∑︁
𝑖=0
1
2(𝑓𝑡𝑖+1 + 𝑓𝑡𝑖)(𝑋𝑡𝑖+1 −𝑋𝑡𝑖) +
1
2(𝑓𝑡 + 𝑓𝑡𝑘)(𝑋𝑡 −𝑋𝑡𝑘)
}︁
.
Definic¸a˜o 2.4. Se o limite dado acima existe, este e´ chamado de integral de Stratonovich
de 𝑓𝑠 por 𝑑𝑋𝑠.
A fo´rmula de transformac¸a˜o entre as integrais de Itoˆ-Stratonovich e´ dada por:
Teorema 2.5. Se 𝑓 e´ um semimartingale cont´ınuo, enta˜o a integral de Stratonovich esta bem
definida e satisfaz: ∫︁ 𝑡
0
𝑓𝑠 ◇ 𝑑𝑋𝑠 =
∫︁ 𝑡
0
𝑓𝑠𝑑𝑋𝑠 +
1
2[𝑓,𝑋]𝑡,
onde [𝑓,𝑋]𝑡 e´ a variac¸a˜o quadra´tica.
Para a prova deste Teorema, ver H. Kunita [15].
A seguir, damos uma generalizac¸a˜o da fo´rmula de Itoˆ, que trata-se da regra de diferenciac¸a˜o
para a composic¸a˜o de dois processos estoca´sticos.
Teorema 2.6. Seja 𝑌𝑡(𝑥), 𝑡 ∈ [0, 𝑇 ] e 𝑥 ∈ R𝑑 um campo aleato´rio cont´ınuo em (𝑡, 𝑥) q.s.(quase
sempre), satisfazendo as seguintes hipo´teses
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1. O campo 𝑌𝑡(𝑥) e´ continuamente diferencia´vel por partes em 𝑥.
2. Para cada 𝑥 ∈ R𝑑, o campo 𝑌𝑡(𝑥) e´ um semimartingale cont´ınuo e satisfaz
(i) 𝑑𝑌𝑡(𝑥) =
∑︀𝑚
𝑖=1 𝐹
𝑖
𝑡 (𝑥)𝑑𝑍𝑖𝑡 , ∀𝑥 ∈ R𝑑 q.s., onde 𝑍1𝑡 , ..., 𝑍𝑚𝑡 sa˜o semimartingales cont´ı-
nuos, 𝐹 𝑖𝑡 (𝑥) (com 𝑡 ∈ [0, 𝑇 ] e 𝑥 ∈ R𝑑) sa˜o campos aleato´rios cont´ınuos em (𝑡, 𝑥) e
satisfazem
(a) 𝐹 𝑖𝑡 (𝑥) sa˜o continuamente diferencia´vel por partes em 𝑥.
(b) Para cada 𝑥 ∈ R𝑑, os campos 𝐹 𝑖𝑡 (𝑥) sa˜o processos adaptados.
(ii) Seja 𝑋𝑡 = (𝑋1𝑡 , ..., 𝑋𝑑𝑡 ) um semimartingale cont´ınuo.
Enta˜o, temos que
𝑑𝑌𝑡(𝑋𝑡) =
𝑚∑︁
𝑖=1
𝐹 𝑖𝑡 (𝑋𝑡)𝑑𝑍𝑖𝑡 +
𝑑∑︁
𝑗=1
𝜕𝑌𝑡
𝜕𝑥𝑗
(𝑋𝑡)𝑑𝑋 𝑖𝑡
+
𝑑∑︁
𝑗=1
𝑚∑︁
𝑖=1
𝜕𝐹 𝑖𝑡
𝜕𝑥𝑗
(𝑋𝑡)𝑑[𝑍𝑖, 𝑋𝑗]𝑡
+ 12
𝑑∑︁
𝑗,𝑖=1
𝜕2𝑌𝑡
𝜕𝑥𝑗𝜕𝑥𝑖
(𝑋𝑡)𝑑[𝑋𝑗, 𝑋 𝑖]𝑡.
Observamos que a fo´rmula acima na˜o e´ como a fo´rmula cla´ssica para a diferenciac¸a˜o de
func¸o˜es compostas, onde os dois u´ltimos termos da equac¸a˜o anterior na˜o aparecem. Para
posteriores aplicac¸o˜es, algumas vezes sera´ u´til reescrever a fo´rmula acima utilizando a integral
de Stratonovich. A nova fo´rmula obtida esta mais perto da fo´rmula cla´ssica para a diferenciac¸a˜o
da func¸a˜o composta. No entanto, precisamos assumir algumas condic¸o˜es adicionais para esses
processos.
Teorema 2.7. Seja 𝐹𝑡(𝑥) com 𝑡 ∈ [0, 𝑇 ] e 𝑥 ∈ R𝑑 um campo aleato´rio cont´ınuo em (𝑡, 𝑥) q.c.
satisfazendo:
(i) Para cada 𝑡, 𝐹𝑡(·) e´ uma aplicac¸a˜o de classe 𝐶3 de R𝑑 em R.
(ii) Para cada 𝑥, 𝐹𝑡(𝑥) e´ um semimartingale cont´ınuo e satisfaz
𝑑𝐹𝑡(𝑥) =
𝑚∑︁
𝑗=1
𝑓 𝑗𝑡 (𝑥) ◇ 𝑑𝑌 𝑗𝑡 , ∀𝑥 ∈ R𝑑𝑞.𝑐.
onde 𝑌 1𝑡 , ..., 𝑌
𝑚
𝑡 sa˜o martingales cont´ınuos, 𝑓
𝑗
𝑡 (𝑥) sa˜o campos aleato´rios satisfazendo as
condiciones (a) e (b) do Teorema 2.6. Se 𝑋𝑡 = (𝑋1𝑡 , ..., 𝑋𝑑𝑡 ) e´ um semimartingale cont´ı-
nuo, enta˜o temos:
𝑑𝐹𝑡(𝑋𝑡) =
𝑚∑︁
𝑗=1
𝑓 𝑗𝑡 (𝑋𝑡) ◇ 𝑑𝑌 𝑗𝑡 +
𝑑∑︁
𝑖=1
𝜕𝐹𝑠
𝜕𝑥𝑖
(𝑋𝑡) ◇ 𝑑𝑋 𝑖𝑠.
Corola´rio 2.8. Seja 𝐹 : R𝑑 → R uma func¸a˜o de classe 𝐶3 e seja 𝑋𝑡 = (𝑋1𝑡 , ..., 𝑋𝑑𝑡 ) semimar-
tingales cont´ınuos. Enta˜o temos
𝑑𝐹𝑡(𝑋𝑡) =
𝑑∑︁
𝑖=1
𝜕𝐹
𝜕𝑥𝑖
(𝑋𝑡) ◇ 𝑑𝑋 𝑖𝑡 .
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Os semimartingales sa˜o uma ferramenta muito u´til pois muitos processos que podem ser
definidos explicitamente sa˜o semimartingales, por exemplo as difuso˜es. O espac¸o de semimar-
tingales e´ o melhor cena´rio para a realizac¸a˜o do ca´lculo estoca´stico.
Definic¸a˜o 2.9. Um processo 𝐵 a valores em R, e´ um movimento Browniano se:
(1) 𝐵𝑡 = 0, para 𝑡 = 0.
(2) Para todo 0 ≤ 𝑡1 ≤ ... ≤ 𝑡𝑘, as varia´veis aleato´rias 𝐵𝑡𝑖 − 𝐵𝑡𝑖−1 sa˜o independentes e
normalmente distribu´ıdas com:
E[𝐵𝑡𝑖 −𝐵𝑡𝑖−1 ] = 0 e E[(𝐵𝑡𝑖 −𝐵𝑡𝑖−1)2] = 𝑡𝑖 − 𝑡𝑖−1.
Generalizando isto para o caso 𝑛 dimensional, dizemos que um processo 𝐵 = (𝐵1, ..., 𝐵𝑛) e´
um movimento Browniano em R𝑛, se cada 𝐵𝑖 constitui um movimento Browniano em R e as
𝜎-algebras geradas por cada 𝐵𝑖 sa˜o independentes.
2.1.1 Equac¸o˜es diferencia´veis estoca´sticas sobre variedades
Sejam 𝑀 uma variedade diferencia´vel, (Ω,F*,P) um espac¸o de probabilidade filtrado e 𝜏
um F*-tempo de parada.
Definic¸a˜o 2.10. Dizemos que um processo cont´ınuo 𝑋 que toma valores em 𝑀 e definido
sobre [0, 𝜏) e´ um semimartingale a valores em 𝑀 se para cada 𝑓 ∈ 𝐶∞(𝑀), 𝑓(𝑋) e´ um
semimartingale a valores em R, sobre [0, 𝜏).
Uma equac¸a˜o diferencial estoca´stica de Stratonovich sobre uma variedade diferencia´vel e´
definida por 𝑚 campos de vetores 𝑉1, ..., 𝑉𝑚 sobre 𝑀 , um semimartingale 𝑍 a valores em R𝑚
e uma varia´vel aleato´ria 𝑋0 ∈ F0 tomando valores em 𝑀 e que serve como valor inicial da
soluc¸a˜o. Assim ela e´ dada por:
𝑑𝑋𝑡 =
𝑚∑︁
𝛼=1
𝑉𝛼(𝑋𝑡) ◇ 𝑑𝑍𝛼𝑡 .
Denotamos a esta equac¸a˜o por EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0).
Definic¸a˜o 2.11. Um semimartingale 𝑋 a valores em 𝑀 , definida ate´ um tempo de parada 𝜏 e´
uma soluc¸a˜o da equac¸a˜o EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0) ate´ 𝜏 , se para todo 𝑓 ∈ 𝐶∞(𝑀) tem-se:
𝑓 (𝑋𝑡) = 𝑓 (𝑋0) +
𝑚∑︁
𝛼=1
∫︁ 𝑡
0
𝑉𝛼𝑓 (𝑋𝑠) ◇ 𝑑𝑍𝛼𝑠 , 0 ≤ 𝑡 < 𝜏. (2.1.1)
Mais para frente vemos que, se 𝑀 e´ mergulhada no espac¸o euclidiano R𝑛 e a equac¸a˜o dada
em (2.1.1) se satisfaz para as func¸o˜es coordenadas 𝑓1, ..., 𝑓𝑚, enta˜o teremos que (2.1.1) se cumpre
para qualquer func¸a˜o diferencia´vel.
A vantagem da formulac¸a˜o via Stratonovich e´ que as equac¸o˜es diferencia´veis estoca´sticas de
Stratonovich definidas sobre a variedade 𝑀 se transformam consistentemente por difeomorfis-
mos entre variedades. Denotemos por Γ(𝑇𝑀) o espac¸o de campos de vetores diferencia´veis em
uma variedade 𝑀 (O espac¸o de sec¸o˜es do fibrado tangente 𝑇𝑀). Um difeomorfismo 𝜑 :𝑀 → 𝑁
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entre duas variedades induz uma aplicac¸a˜o 𝜑* : Γ(𝑇𝑀)→ Γ(𝑇𝑁) entre campos de vetores nas
variedades respectivas pela regra
(𝜑*𝑉 )𝑓(𝑦) = 𝑉 (𝑓 ∘ 𝜑)(𝑥), 𝑦 = 𝜑(𝑥) 𝑓 ∈ 𝐶∞(𝑁).
Ou equivalentemente, se 𝑉 e´ um vetor tangente a uma curva 𝐶 sobre a variedade 𝑀 , 𝜑*𝑉 e´ o
vetor tangente a` curva 𝜑 ∘ 𝐶 sobre a variedade 𝑁 .
Proposic¸a˜o 2.12. Suponhamos que 𝜑 : 𝑀 → 𝑁 e´ um difeomorfismo entre as variedades 𝑀
e 𝑁 , e 𝑋 um semimartingale a valores em 𝑀 que e´ soluc¸a˜o de EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0). Enta˜o
𝜑(𝑋) e´ uma soluc¸a˜o de EDE(𝜑*𝑉1, ..., 𝜑*𝑉𝑚;𝑍, 𝜑(𝑋0)) sobre a variedade 𝑁 .
Demonstrac¸a˜o. Com efeito, como 𝑋 e´ uma soluc¸a˜o da EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0), enta˜o para todo
𝑓 ∈ 𝐶∞(𝑀) tem-se:
𝑓 (𝑋𝑡) = 𝑓 (𝑋0) +
𝑚∑︁
𝛼=1
∫︁ 𝑡
0
𝑉𝛼𝑓 (𝑋𝑠) ◇ 𝑑𝑍𝛼𝑠 .
Denotamos por 𝑌 = 𝜑(𝑋) e seja 𝜙 ∈ 𝐶∞(𝑁). Se 𝑓 = 𝜙 ∘ 𝜑 ∈ 𝐶∞(𝑀) e utilizando o fato que
𝑉𝛼(𝜙 ∘ 𝜑)(𝑋𝑠) = (𝜑*𝑉𝛼)𝜙(𝑌𝑠) obtemos que
𝜙(𝑌𝑡) = 𝜙(𝜑(𝑋𝑡))
= 𝜙(𝜑(𝑋0)) +
𝑚∑︁
𝛼=1
∫︁ 𝑡
0
𝑉𝛼(𝜙 ∘ 𝜑)(𝑋𝑠) ◇ 𝑑𝑍𝛼𝑠
= 𝜙(𝑌0) +
𝑚∑︁
𝛼=1
∫︁ 𝑡
0
(𝜑*𝑉𝛼)𝜙(𝑌𝑠) ◇ 𝑑𝑍𝛼𝑠 .
Por tanto, 𝑌 = 𝜑(𝑋) e´ uma soluc¸a˜o de EDE(𝜑*𝑉1, ..., 𝜑*𝑉𝑚;𝑍, 𝜑(𝑋0)) em 𝑁 .
Para mostrar que a EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0) tem uma u´nica soluc¸a˜o ate´ seu tempo de explosa˜o,
consideramos a 𝑀 como uma subvariedade fechada de R𝑛 (para 𝑛 suficientemente grande) e
identificamos 𝑀 com sua imagem 𝑖(𝑀). Logo, um ponto 𝑥 ∈ 𝑀 tera´ 𝑛-func¸o˜es coordenadas
𝑓 𝑖(𝑥) = 𝑥𝑖 os quais servem como conjunto natural de func¸o˜es teste para a fo´rmula de Itoˆ em
𝑀 .
Proposic¸a˜o 2.13. Seja 𝑀 uma subvariedade fechada de R𝑛, 𝑓 1, ..., 𝑓𝑛 as func¸o˜es coordenadas
e 𝑋 um processo cont´ınuo a valores em 𝑀 . Enta˜o se verificam os seguintes items:
(i) O processo 𝑋 e´ um semimartingale sobre 𝑀 se, e somente se 𝑋 e´ um semimartingale a
valores em R𝑛 ou equivalentemente se, e somente se 𝑓 𝑖(𝑋) e´ um semimartingale a valores
em R, para cada 𝑖 = 1, ..., 𝑛.
(ii) O processo 𝑋 e´ uma soluc¸a˜o de EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0) ate´ um tempo de parada 𝜎 se, e
somente se para cada 𝑖 = 1, ..., 𝑛 tem-se que:
𝑓 𝑖 (𝑋𝑡) = 𝑓 𝑖 (𝑋0) +
𝑚∑︁
𝛼=1
∫︁ 𝑡
0
𝑉𝛼𝑓
𝑖 (𝑋𝑠) ◇ 𝑑𝑍𝛼𝑠 , 0 ≤ 𝑡 < 𝜎. (2.1.2)
Demonstrac¸a˜o. (i) Suponha que o processo 𝑋 e´ um semimartingale a valores em 𝑀 , enta˜o
por definic¸a˜o temos que para todo 𝑓 ∈ 𝐶∞(𝑀), 𝑓(𝑋) e´ um semimartingale a valores em R.
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Mas cada 𝑓 𝑖 para 𝑖 = 1, ..., 𝑛 e´ uma func¸a˜o diferencia´vel sobre 𝑀 , enta˜o 𝑓 𝑖(𝑋) = 𝑋 𝑖 e´ um
semimartingale a valores em R. Por tanto, 𝑋 e´ um semimartingale a valores em R𝑛.
Para a reciproca, suponha que o processo 𝑋 mora em 𝑀 e e´ um semimartingale a valores
em R𝑛. Seja 𝑓 ∈ 𝐶∞(𝑀), como 𝑀 e´ uma subvariedade fechada de R𝑛, enta˜o a func¸a˜o 𝑓
pode ser estendida a uma func¸a˜o ̃︀𝑓 ∈ 𝐶∞(R𝑛) com 𝑓 ≡ ̃︀𝑓 em 𝑀 . Assim 𝑓(𝑋) = ̃︀𝑓(𝑋) e´ um
semimartingale a valores em R, mas isto quer dizer que 𝑋 e´ um semimartingale a valores em
𝑀 .
(ii) Suponha que 𝑋 e´ uma soluc¸a˜o da EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0) ate´ um tempo de parada 𝜎,
enta˜o para cada 𝑓 ∈ 𝐶∞(𝑀) se cumpre (2.1.1), em particular para cada 𝑓 𝑖 ∈ 𝐶∞(𝑀) temos,
𝑓 𝑖 (𝑋𝑡) = 𝑓 𝑖 (𝑋0) +
𝑚∑︁
𝛼=1
∫︁ 𝑡
0
𝑉𝛼𝑓
𝑖 (𝑋𝑠) ◇ 𝑑𝑍𝛼𝑠 , 0 ≤ 𝑡 < 𝜎.
Para a reciproca, suponha que cada 𝑓 𝑖 ∈ 𝐶∞(𝑀) com 𝑖 = 1, ..., 𝑛, satisfaz a equac¸a˜o (2.1.2).
Seja 𝑓 ∈ 𝐶∞(𝑀) e ̃︀𝑓 ∈ 𝐶∞(R𝑛) sua extensa˜o a R𝑛, enta˜o 𝑓(𝑋𝑡) = ̃︀𝑓(𝑓 1(𝑋𝑡), ..., 𝑓𝑛(𝑋𝑡)) e
aplicando a fo´rmula de Itoˆ a este processo resulta que,
𝑑 {𝑓 (𝑋𝑡)} = 𝑓𝑥𝑖
(︁
𝑓 1(𝑋𝑡), ..., 𝑓𝑛(𝑋𝑡)
)︁
◇ 𝑑
{︁
𝑓 𝑖 (𝑋𝑡)
}︁
=
𝑚∑︁
𝛼=1
𝑓𝑥𝑖
(︁
𝑓 1(𝑋𝑡), ..., 𝑓𝑛(𝑋𝑡)
)︁
◇ 𝑉𝛼𝑓 𝑖 (𝑋𝑡) ◇ 𝑑𝑍𝛼𝑡
=
𝑚∑︁
𝛼=1
{︁
𝑓𝑥𝑖
(︁
𝑋1𝑡 , ..., 𝑋
𝑛
𝑡
)︁
𝑉𝛼𝑓
𝑖 (𝑋𝑡)
}︁
◇ 𝑑𝑍𝛼𝑡
=
𝑚∑︁
𝛼=1
𝑉𝛼𝑓 (𝑋𝑡) ◇ 𝑑𝑍𝛼𝑡 .
Na u´ltima passagem acima utilizamos a regra da cadeia para diferenciac¸a˜o de func¸o˜es compostas.
Assim, da integral da u´ltima equac¸a˜o obtemos que o processo 𝑋 que toma valores em 𝑀 , e´
soluc¸a˜o da EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0) ate´ um tempo de parada 𝜎.
Seja 𝑛0 ∈ N e consideremos os subconjuntos 𝑈𝑛 de 𝑀 dados por:
𝑈𝑛 =
{︁
𝑥 ∈𝑀,𝑑𝑀(𝑥, 0) < 𝑛
}︁
,
para qualquer 𝑛 ∈ N com 𝑛 > 𝑛0. Denotemos por 𝜏𝑛 o primeiro tempo de sa´ıda de 𝑋𝑡 de 𝑈𝑛
sujeito a` condic¸a˜o inicial 𝑋0 = 𝑥 ∈ 𝑈𝑛.
Variando os 𝑛 ∈ N com 𝑛 > 𝑛0, podemos construir uma sequeˆncia de processos {𝑋𝑛(𝑡)}
cada um dos quais esta´ bem definido ate´ o tempo 𝜏𝑛. Assim,
𝜏𝑛 = inf
{︁
𝑡 > 0, 𝑑𝑀(𝑋𝑛(𝑡), 0) > 𝑛
}︁
.
Claramente a sequeˆncia de tempos de parada {𝜏𝑛 : 𝑛 ∈ N, 𝑛 > 𝑛0} e´ mono´tona crescente.
Logo, admite um limite 𝜏𝑒 quando 𝑛→∞. Este tempo de parada 𝜏𝑒 e´ chamado de tempo de
explosa˜o do processo 𝑋𝑡.
Voltando a`s EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0), fixamos um mergulho de 𝑀 sobre R𝑛 e consideramos
𝑀 como uma subvariedade fechada de R𝑛. Cada campo de vetores 𝑉𝛼 pode ser visto como uma
func¸a˜o diferencia´vel em 𝑀 com valores em R𝑛 e pode ser estendido a um campo vetorial ̃︀𝑉𝛼
sobre R𝑛. Assim, temos que a equac¸a˜o dada por:
𝑋𝑡 = 𝑋0 +
𝑚∑︁
𝛼=1
∫︁ 𝑡
0
̃︀𝑉𝛼(𝑋𝑠) ◇ 𝑑𝑍𝛼𝑠 . (2.1.3)
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esta´ no espac¸o euclidiano R𝑛. Portanto, tem uma u´nica soluc¸a˜o 𝑋, ate´ seu tempo de explosa˜o
𝑒(𝑋).
Proposic¸a˜o 2.14. Seja 𝑋 a soluc¸a˜o da equac¸a˜o estendida dada em (2.1.3) ate´ seu tempo de
explosa˜o 𝑒(𝑋) e 𝑋0 ∈𝑀 . Enta˜o 𝑋𝑡 ∈𝑀 para 0 ≤ 𝑡 < 𝑒(𝑋).
Para a prova desta Proposic¸a˜o, ver o livro de E.P. Hsu [12].
Teorema 2.15. Se {𝑉1, ..., 𝑉𝑚} sa˜o campos de vetores sobre 𝑀 , 𝑍 uma semimartingale a
valores em R𝑙, e 𝑋0 uma varia´vel aleato´ria F0-mensura´vel que toma valores em 𝑀 . Enta˜o,
existe uma u´nica soluc¸a˜o da EDE(𝑉1, ..., 𝑉𝑚;𝑍,𝑋0) ate´ um tempo de explosa˜o 𝑒(𝑋).
Demonstrac¸a˜o. Seja 𝑋 a soluc¸a˜o da equac¸a˜o estendida EDE( ̃︀𝑉1, ..., ̃︀𝑉𝑘;𝑍,𝑋0), enta˜o pela Pro-
posic¸a˜o 2.14, esta soluc¸a˜o esta em 𝑀 ate´ seu tempo de vida e satisfaz (2.1.3). Mas (2.1.3)
e´ uma reescrita de (2.1.2), enta˜o pela parte (ii) da Proposic¸a˜o 2.13 temos que 𝑋 e´ soluc¸a˜o
da EDE(𝑉1, ..., 𝑉𝑘;𝑍,𝑋0). Seja 𝑌 uma outra soluc¸a˜o ate´ um tempo 𝜏 . Logo, considerando
a 𝑌 como uma semimartingale que toma valores em R𝑛 temos que ela e´ soluc¸a˜o da equac¸a˜o
estendida EDE( ̃︀𝑉1, ..., ̃︀𝑉𝑘;𝑍,𝑋0) ate´ 𝜏 . Portanto, 𝑌 coincide com 𝑋 sobre [0, 𝜏).
2.1.2 Processos de difusa˜o
Apresentamos um breve estudo das difuso˜es, onde relacionamos a certos operadores el´ıpticos
de segundo ordem com certas classes de semimartingales via equac¸o˜es diferencia´veis estoca´sticas
do tipo Itoˆ. Sendo mais espec´ıficos, estudamos os semimartingales geradas por operadores
diferencia´veis, el´ıpticos de segundo ordem. Notemos que, o significado anal´ıtico de um processo
de difusa˜o pode-se obter de sua relac¸a˜o com os operadores el´ıpticos de segundo ordem.
Seja 𝐿 um operador diferencia´vel, el´ıptico de segundo ordem sobre uma variedade diferen-
cia´vel 𝑀 . Logo, para 𝜔 no espac¸o de caminhos de 𝑀 (isto e´, 𝜔 ∈ 𝑊 (𝑀)) e para 𝑓 ∈ 𝐶2(𝑀),
temos o processo
𝑀 𝑓 (𝜔)𝑡 = 𝑓 (𝜔𝑡)− 𝑓 (𝜔0)−
∫︁ 𝑡
0
𝐿𝑓 (𝜔𝑠) 𝑑𝑠,
onde 𝑡 ∈ [0, 𝑒(𝜔)).
Definic¸a˜o 2.16. (i) Um processo estoca´stico F*-adaptado 𝑋: Ω → 𝑊 (𝑀), definido sobre
um espac¸o de probabilidade filtrado (Ω, F*, P) e´ dito um processo de difusa˜o gerado pelo
operador 𝐿 (ou simplesmente uma 𝐿-difusa˜o), se 𝑋 e´ um F*-semimartingale a valores
em 𝑀 , ate´ seu tempo de explosa˜o 𝑒(𝑋) e
𝑀 𝑓 (𝑋)𝑡 = 𝑓 (𝑋𝑡)− (𝑋0)−
∫︁ 𝑡
0
𝐿𝑓 (𝑋𝑠) 𝑑𝑠, 0 ≤ 𝑡 < 𝑒(𝑋),
e´ um F*-martingale local para todo 𝑓 ∈ 𝐶∞(𝑀)
(ii) Uma medida de probabilidade 𝜇 sobre o espac¸o padra˜o filtrado (𝑊 (𝑀), B(𝑊 (𝑀))*) e´ dita
a medida de difusa˜o gerada pelo operador 𝐿 (ou simplesmente uma 𝐿-medida de difusa˜o)
se
𝑀 𝑓 (𝑤)𝑡 = 𝑓 (𝑤𝑡)− (𝑤0)−
∫︁ 𝑡
0
𝐿𝑓 (𝑤𝑠) 𝑑𝑠, 0 ≤ 𝑡 < 𝑒(𝑤),
e´ um B(𝑊 (𝑀))*-martingale local para cada 𝑓 ∈ 𝐶∞(𝑀), em relac¸a˜o a` medida 𝜇.
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Notemos que para um operador diferencia´vel, el´ıptico de segundo ordem 𝐿, define uma 𝐿-
difusa˜o e uma 𝐿-medida de difusa˜o. Se 𝑋 e´ uma 𝐿-difusa˜o, enta˜o sua lei de probabilidade
𝜇𝑋 = P ∘𝑋−1 e´ uma 𝐿-medida de difusa˜o; reciprocamente, se denotamos por 𝜇 a 𝐿-medida de
difusa˜o no espac¸o 𝑊 (𝑀) que e´ gerada pelo operador 𝐿, enta˜o seus correspondentes processos
coordenados 𝑋(𝜔)𝑡 = 𝜔𝑡 sobre (𝑊 (𝑀), B(𝑊 (𝑀))*, 𝜇) sa˜o 𝐿-difuso˜es.
Em coordenadas locais sobre uma variedade 𝑀 , o operador 𝐿 tem a seguinte forma:
𝐿 = 12
𝑑∑︁
𝑖,𝑗
𝑎𝑖𝑗(𝑥) 𝜕
𝜕𝑥𝑖
𝜕
𝜕𝑥𝑗
+
𝑑∑︁
𝑖=1
𝑏𝑖(𝑥) 𝜕
𝜕𝑥𝑖
onde 𝑎 = {𝑎𝑖𝑗}:𝑈 → ℒ+(𝑑) e 𝑏 = {𝑏𝑖}:𝑈 → R𝑑 sa˜o func¸o˜es diferencia´veis. Denotamos por ℒ+(𝑙)
o espac¸o de matrices sime´tricas, definidas positivas de ordem 𝑙× 𝑙 e 𝑑 = dim(𝑀). Restringindo
nossa atenc¸a˜o para o caso 𝑀 = R𝑛 cuja base canoˆnica e´ dada por {𝑒1, ..., 𝑒𝑛} e supondo que 𝑋
e´ soluc¸a˜o da equac¸a˜o diferencial estoca´stica;
𝑑𝑋 𝑖𝑡 = 𝜎
𝑗
𝑖 (𝑋𝑡)𝑑𝐵𝑖𝑡 + 𝑏𝑖(𝑋𝑡)𝑑𝑡
onde 𝐵𝑡 = (𝐵1𝑡 , ..., 𝐵𝑛𝑡 ) e´ um movimento Browniano 𝑛-dimensional. Aplicando a fo´rmula de Itoˆ
para 𝑓 ∈ 𝐶2(𝑀) temos que:∫︁ 𝑡
0
𝜕𝑥𝑖𝑓 (𝑋𝑠)𝜎𝑗𝑖 (𝑋𝑠) 𝑑𝐵𝑗𝑠 = 𝑓 (𝑋𝑡)− 𝑓 (𝑋0)−
1
2
∫︁ 𝑡
0
(︂(︁
𝜎𝜎𝑇
)︁𝑖𝑗
𝜕𝑥𝑖𝜕𝑥𝑗 + 𝑏𝑖𝜕𝑥𝑖
)︂
𝑓 (𝑋𝑠) 𝑑𝑠
Observamos que nesta equac¸a˜o integral de Itoˆ, o lado direito e´ um martingale pois 𝐵𝑖𝑡 = 𝐵𝑡𝑒𝑖
e´ um movimento Browniano. Enta˜o 𝑋 e´ uma 𝐿-difusa˜o para o operador
𝐿 = 12
𝑛∑︁
𝑖,𝑗
(︁
𝜎 · 𝜎𝑇
)︁𝑖𝑗
𝜕𝑥𝑖𝜕𝑥𝑗 +
𝑛∑︁
𝑖=1
𝑏𝑖𝜕𝑥𝑖 .
Queremos mostrar que: dado um operador diferencia´vel el´ıptico de segundo ordem e uma
distribuic¸a˜o de probabilidade 𝜇0 em 𝑀 , existe uma u´nica 𝐿-medida de difusa˜o cuja distribuic¸a˜o
inicial e´ dada por 𝜇0. Para mostrar isto, utilizamos a mesma estrate´gia que usamos para tratar
as equac¸o˜es diferencia´veis estoca´sticas sobre uma variedade, isto e´ consideramos a 𝑀 como uma
subvariedade fechada de R𝑛 e estendemos o operador 𝐿 a um operador ̃︀𝐿 sobre R𝑛, de modo
que 𝐿 ≡ ̃︀𝐿 em 𝑀 . Assim, para o operador ̃︀𝐿 temos que a ̃︀𝐿-difusa˜o 𝑋 e´ constru´ıda via soluc¸a˜o
de uma equac¸a˜o diferencial estoca´stica sobre R𝑛, e verificamos que ela de fato mora em 𝑀 e
assim sera´ uma 𝐿-difusa˜o.
Primeiro, assumamos que 𝑀 e´ uma subvariedade fechada de R𝑛 (via mergulho isome´trico
𝑀 →˓ R𝑛), e estendemos o operador 𝐿 em 𝑀 ao espac¸o euclidiano R𝑛 da seguinte maneira:
Sejam {𝑧1, ..., 𝑧𝑛} as func¸o˜es coordenadas sobre R𝑛, enta˜o definamos o operador;
?˜? = 12
𝑛∑︁
𝛼,𝛽=1
?˜?𝛼𝛽𝜕𝑧𝛼𝜕𝑧𝛽 +
𝑛∑︁
𝛼=1
?˜?𝛼𝜕𝑧𝛼 ; (2.1.4)
onde
?˜?𝛼𝛽 = 𝑎𝑖𝑗 (𝜕𝑥𝑖𝑧𝛼)
(︁
𝜕𝑥𝑗𝑧
𝛽
)︁
e ?˜?𝛼 = 𝑏𝑖 (𝜕𝑥𝑖𝑧𝛼) ,
sa˜o func¸o˜es diferencia´veis sobre 𝑀 e
{︁
?˜?𝛼𝛽
}︁
e´ definida positiva.
Assim, obtemos o operador ̃︀𝐿 que e´ uma extensa˜o do operador 𝐿 no sentido do seguinte
Lema.
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Lema 2.17. Suponha que 𝑓 ∈ 𝐶∞(𝑀). Enta˜o para qualquer 𝑓 ∈ 𝐶∞(R𝑛) extensa˜o de 𝑓 de 𝑀
a R𝑛, temos que L˜ 𝑓 = L 𝑓 sobre 𝑀 .
Para a prova ver o livro de E.P. Hsu [12].
O seguinte passo e´ construir uma ̃︀𝐿-difusa˜o sobre R𝑛, via soluc¸a˜o de uma equac¸a˜o diferencial
estoca´stica da forma;
𝑋𝑡 = 𝑋0 +
∫︁ 𝑡
0
̃︀𝜎 (𝑋𝑠) 𝑑𝐵𝑠 + 12
∫︁ 𝑡
0
̃︀𝑏 (𝑋𝑠) 𝑑𝑠, (2.1.5)
onde 𝐵 e´ um movimento Browniano euclidiano 𝑛-dimensional e 𝑋0 e´ uma varia´vel aleato´ria
em R𝑛 independente de 𝐵. Se 𝑋 e´ uma soluc¸a˜o de equac¸a˜o (2.1.5), enta˜o pela fo´rmula de Itoˆ
temos que 𝑋 e´ uma ̃︀𝐿-difusa˜o com ̃︀𝐿 dado por (2.1.4). Se definimos ̃︀𝜎 = (̃︀𝑎)1/2 (no sentido de
matrices, pois ̃︀𝑎 e´ uma matriz definida positiva devido a` elipticidade do operador 𝐿). Mas isto
quer dizer que ̃︀𝜎 : R𝑛 →ℳ(𝑛,R) e´ a u´nica func¸a˜o matricial, que e´ sime´trica e definida positiva
satisfazendo (̃︀𝜎)2 = ̃︀𝑎. A modo de aplicar a teoria estudada previamente, precisamos saber sẽ︀𝜎 e´ localmente Lipschitz o que sera´ tratado na seguinte Proposic¸a˜o.
Proposic¸a˜o 2.18. Seja 𝑎 : R𝑛 → ℳ(𝑛,R) uma func¸a˜o a valores matriciais, que e´ sime´trica
e definida positiva com 𝑎 ∈ 𝐶2(R𝑛, ℳ(𝑛,R)). Enta˜o sua raiz quadrada 𝜎 = 𝑎1/2, e´ localmente
Lipschitz.
Para a prova ver o livro de E.P. Hsu [12].
Em virtude da Proposic¸a˜o 2.18 de acima, podemos dar uma soluc¸a˜o 𝑋, da equac¸a˜o EDE(̃︀𝜎, (𝐵𝑡, 𝑡), 𝑋0)
para algum 𝑋0 onde 𝑋 sera´ uma 𝐿-difusa˜o, como se enuncia no seguinte Teorema.
Teorema 2.19. Seja 𝐿 um operador el´ıptico diferencia´vel de segundo ordem sobre uma varie-
dade diferencia´vel 𝑀 e 𝜇0 uma medida de probabilidade sobre 𝑀 . Se o processo 𝑋 satisfaz a
equac¸a˜o diferencial estoca´stica,
𝑋𝑡 = 𝑋0 +
∫︁ 𝑡
0
(̃︀𝑎)1/2 (𝑋𝑠) 𝑑𝐵𝑠 + 12
∫︁ 𝑡
0
̃︀𝑏 (𝑋𝑠) 𝑑𝑠,
enta˜o o processo 𝑋 toma valores em 𝑀 , e e´ uma 𝐿-difusa˜o com distribuic¸a˜o inicial 𝜇0.
Para a prova ver o livro de E.P. Hsu [12].
Teorema 2.20. Uma 𝐿-medida de difusa˜o com distribuic¸a˜o inicial dada e´ u´nica.
Para a prova deste Teorema ver o livro de E.P. Hsu [12].
2.2 Movimento Browniano sobre variedades
Uma vez tratados os semimartingales sobre variedades diferencia´veis, nesta sec¸a˜o estudamos
o movimento Browniano o qual e´ um tipo especial de semimartingale. Nesta sec¸a˜o, daremos
condic¸o˜es suficientes e necessa´rias para que uma semimartingale 𝑋 a valores em uma variedade
riemanniana (𝑀, 𝑔), seja um movimento Browniano.
O movimento Browniano sobre uma variedade Riemanniana 𝑀 e´ um processo de difusa˜o
gerado por 12Δ𝑔 onde Δ𝑔 e´ o operador de Laplace Beltrami sobre 𝑀 , a generalizac¸a˜o natural
do operador de Laplace usual sobre o espac¸o Euclidiano.
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2.2.1 Me´trica Riemanniana e operador de Laplace Beltrami
Uma me´trica riemanniana 𝑔 sobre 𝑀 , e´ um tensor do tipo (0, 2) sime´trico e estritamente
positivo. Seja {𝑥1, ..., 𝑥𝑑} um sistema coordenado e 𝑋𝑖 = 𝜕𝜕𝑥𝑖 , enta˜o a me´trica Riemanniana
pode ser escrita como
𝑔𝑖𝑗 = 𝑔(𝑋𝑖, 𝑋𝑗)
A matriz 𝑔 = (𝑔𝑖𝑗) e´ definida positiva em cada ponto. Consideramos a 𝑀 como uma variedade
Riemanniana equipada com uma conexa˜o de Levi-Cevita denotada por ∇. Definimos sobre
𝑀 o operador de Laplace Beltrami, como um operador el´ıptico de segundo ordem, que e´ uma
generalizac¸a˜o do operador de Laplace usual no espac¸o Euclidiano. Lembremos que sobre o
espac¸o euclidiano t´ınhamos
△𝑓 = div grad 𝑓.
Assim, para poder definir o operador de Laplace Beltrami Δ𝑔 sobre 𝑀 , precisamos primeiro
definir o gradiente e a divergeˆncia sobre 𝑀 . O gradiente grad 𝑓 e´ o dual do diferencial 𝑑𝑓 , assim
ele e´ o campo sobre 𝑀 definido pela relac¸a˜o:
𝑔 (grad 𝑓,𝑋) = 𝑑𝑓(𝑋) = 𝑋𝑓, ∀𝑋 ∈ Γ(𝑇𝑀),
Em coordenadas locais, o gradiente e´ dado por:
∇𝑓 = 𝑔𝑖𝑗 𝜕𝑓
𝜕𝑥𝑖
𝜕
𝜕𝑥𝑗
.
A divergeˆncia div de um campo de vetores 𝑋 e´ definido pela contrac¸a˜o de um (1, 1)-tensor
∇𝑋. Logo, em coordenadas locais div𝑋 e´ dado por
div𝑋 = 1√
𝐺
𝜕(
√
𝐺𝑎𝑖)
𝜕𝑥𝑖
,
onde o campo 𝑋 = ∑︀𝑖 𝑎𝑖𝜕/𝜕𝑥𝑖 e 𝐺 = det(𝑔𝑖𝑗).
Assim combinando as expresso˜es locais do gradiente e divergeˆncia, obtemos que o operador
de Laplace Beltrami Δ𝑔 sobre 𝑀 , e´ dado por
Δ𝑔 = div grad 𝑓
= 1√
𝐺
𝜕
𝜕𝑥𝑖
(
√
𝐺𝑔𝑖𝑗
𝜕𝑓
𝜕𝑥𝑗
).
Por tanto, Δ𝑔 e´ um operador el´ıptico de segundo ordem na˜o-degenerado. Ainda mais, da
definic¸a˜o de div𝑋 temos
div𝑋 =
𝑑∑︁
𝑖=1
g (∇𝑋𝑖𝑋,𝑋𝑖) ,
onde {𝑋𝑖}𝑑𝑖=1 e´ uma base ortonormal de 𝑇𝑥𝑀 . Enta˜o, para 𝑋 = grad 𝑓 vemos que o operador
div pode ser reescrito da seguinte maneira:
div𝑋 =
𝑑∑︁
𝑖=1
g (∇𝑋𝑖 grad 𝑓,𝑋𝑖)
=
𝑑∑︁
𝑖=1
∇𝑋𝑖 g (grad 𝑓,𝑋𝑖)− g (grad 𝑓,∇𝑋𝑖𝑋𝑖)
=
𝑑∑︁
𝑖=1
∇2𝑓(𝑋𝑖, 𝑋𝑖).
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Como Δ𝑔/2 e´ um operador el´ıptico de segundo ordem sobre 𝑀 , enta˜o o processo de difusa˜o
a valores em 𝑀 gerado por Δ𝑔/2 e´ chamado de um movimento Browniano sobre 𝑀 . Precisamos
gerar um movimento Browniano como uma soluc¸a˜o de uma equac¸a˜o estoca´stica tipo Itoˆ. Temos
que a soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica sobre 𝑀 da forma:
𝑑𝑋𝑡 =
𝑛∑︁
𝛼=1
𝑉𝛼(𝑋𝑡) ◇ 𝑑𝐵𝛼𝑡 + 𝑉0(𝑋𝑡)𝑑𝑡,
onde 𝐵 e´ um movimento Browniano euclidiano, e´ uma 𝐿-difusa˜o gerada por um operador
el´ıptico de segundo ordem do tipo Ho¨rmander:
𝐿 = 12
𝑛∑︁
𝑖=1
𝑉 2𝑖 + 𝑉0.
Se conseguirmos escrever △𝑔 nesta forma, enta˜o nosso movimento Browniano podera´ ser
gerado como uma soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica sobre uma variedade 𝑀 .
Infelizmente em geral, na˜o existe uma maneira intr´ınseca de fazer isto sobre uma variedade
Riemanniana. Vemos que se 𝑀 e´ mergulhada isometricamente no espac¸o euclidiano R𝑛 enta˜o
existe uma maneira de escrever △𝑔 como uma soma de quadrados naturalmente associados com
o mergulho. O teorema de mergulho de Nash garante que tais mergulhos sempre existem.
Teorema 2.21. {Teorema de mergulho de Nash}
Toda variedade Riemanniana pode ser mergulhada isometricamente em algum espac¸o euclidiano
com a me´trica padra˜o.
Suponhamos enta˜o que 𝑀 esta´ mergulhada isometricamente em R𝑛 (isto e´, que a me´trica
em 𝑀 induzida por R𝑛 coincide com a me´trica inicial de 𝑀). Seja {𝜉𝛼}𝑛𝛼=1 a base canoˆnica
de R𝑛. Para cada 𝑥 ∈ 𝑀 , consideramos 𝑃𝛼(𝑥) a projec¸a˜o ortogonal de 𝜉𝛼 a 𝑇𝑥𝑀 . Assim 𝑃𝛼 e´
um campo de vetores sobre 𝑀 . No pro´ximo teorema, damos uma caracterizac¸a˜o do operador
Laplaciano de Beltrami sobre 𝑀 em func¸a˜o deste campo de vetores.
Teorema 2.22. Nas condic¸o˜es acima, temos
Δ𝑔 =
𝑛∑︁
𝛼=1
𝑃 2𝛼.
Para a prova deste Teorema ver o livro de E.P. Hsu [12].
Por u´ltimo, faremos refereˆncia a seguinte identidade, que sera´ u´til em demonstrac¸o˜es pos-
teriores.
Corola´rio 2.23. Com as mesmas notac¸o˜es acima resulta
Δ𝑔𝑓 =
𝑛∑︁
𝛼=1
∇2𝑓(𝑃𝛼, 𝑃𝛼)
2.2.2 Construc¸a˜o do movimento Browniano via mergulho isome´trico
Constru´ımos o movimento Browniano sobre uma variedade Riemanniana (𝑀, 𝑔) munida
com uma me´trica fixa 𝑔. O movimento Browniano sera´ dado como um processo de difusa˜o
gerado por um operador de Laplace Beltrami △𝑔/2.
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Seja 𝑀 uma subvariedade do espac¸o euclidiano R𝑛, munida de uma me´trica fixa 𝑔. O movi-
mento Browniano sobre 𝑀 pode ser obtido via soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica
em 𝑀 . Pelo Teorema 2.22 o operador de Laplace Beltrami Δ𝑔 pode ser escrito como uma soma
de quadrados
Δ𝑔 =
𝑛∑︁
𝛼=1
𝑃 2𝛼
onde, para {𝜉𝛼} uma base ortonormal de R𝑛 e cada 𝑥 ∈𝑀 , 𝑃𝛼(𝑥) e´ a projec¸a˜o ortogonal de 𝜉𝛼
no 𝑇𝑥𝑀 . Cada 𝑃𝛼 e´ um campo vetorial sobre 𝑀 . Consideramos a seguinte equac¸a˜o diferencial
estoca´stica sobre 𝑀 , dado por um movimento Browniano euclideano 𝐵𝑡 de dimensa˜o 𝑚.{︃
𝑑𝑥𝑡 =
∑︀𝑚
𝛼=1 𝑃𝛼(𝑥𝑡) ∘ 𝑑𝐵𝛼𝑡 ,
𝑥0 = 𝑥 ∈𝑀 (2.2.1)
que e´ uma equac¸a˜o diferencia´vel estoca´stica sobre 𝑀 , pois 𝑃𝛼 sa˜o campos de vetores sobre 𝑀 .
Ainda mais, a soluc¸a˜o 𝑥𝑡 e´ um processo de difusa˜o gerado por (1/2)
∑︀𝑚
𝛼=1 𝑃
2
𝛼 = (1/2)Δ𝑔. Pela
fo´rmula de Itoˆ, para 𝑓 ∈ 𝐶∞(𝑀) qualquer, obtemos que
𝑓(𝑥𝑡) = 𝑓(𝑥0) +𝑀 𝑓𝑡 +
1
2
∫︁ 𝑡
0
Δ𝑔𝑓(𝑥𝑠)𝑑𝑠, 0 ≤ 𝑡 < 𝜏𝑒(𝑥),
onde o processo:
𝑀 𝑓𝑡 =
∫︁ 𝑡
0
𝑃𝛼𝑓(𝑥𝑠) · 𝑑𝐵𝛼𝑠
e´ uma martingale local, logo a soluc¸a˜o 𝑋𝑡 da equac¸a˜o (2.2.1), constitui um movimento Brow-
niano sobre 𝑀 .
Exemplo 2.24. Assim, para 𝑀 = 𝑆𝑑 a esfera 𝑑-dimensional mergulhada em R𝑑+1, dada por:
𝑆𝑑 = {𝑥 ∈ R𝑑+1; ‖𝑥‖2= 1}
Seguiremos a construc¸a˜o de acima para o movimento Browniano 𝐵𝑡, sobre 𝑆
𝑑. Sejam 𝜉 ∈ R𝑑+1
e 𝑥 ∈ 𝑆𝑑 arbitra´rios temos que a projec¸a˜o ortogonal de 𝜉 no espac¸o tangente 𝑇𝑥𝑆𝑑, esta´ dada
por
𝑃 (𝑥)𝜉 = 𝜉 − ⟨𝜉, 𝑥⟩𝑥.
Logo a matriz de 𝑃 (𝑥) estara´ dada por
(𝑃 (𝑥))𝑖𝑗 = ⟨𝑃 (𝑥)𝜉𝑖, 𝜉𝑗⟩
= ⟨𝜉𝑖 − g (𝜉𝑖, 𝑥)𝑥, 𝜉𝑗⟩
= ⟨𝜉𝑖, 𝜉𝑗⟩ − ⟨𝜉𝑖, 𝑥⟩ ⟨𝑥, 𝜉𝑗⟩
= 𝛿𝑖𝑗 − 𝑥𝑖𝑥𝑗,
onde {𝜉𝑖}𝑑+1𝑖=1 e´ base canoˆnica de R𝑑+1. Assim substituindo isto na equac¸a˜o (2.2.1) resulta que
a soluc¸a˜o 𝐵𝑡 da equac¸a˜o {︃
𝑑𝑋 𝑖𝑡 = (𝛿𝑖𝑗 −𝑋 𝑖𝑡𝑋𝑗𝑡 ) ∘ 𝑑𝑊 𝑗𝑡 ,
𝑋 𝑖0 ∈ 𝑆𝑑
equivalentemente
𝑋 𝑖𝑡 = 𝑋 𝑖0 +
∫︁ 𝑡
0
(𝛿𝑖𝑗 −𝑋 𝑖𝑠𝑋𝑗𝑠 ) ∘ 𝑑𝑊 𝑗𝑠 , 𝑋0 ∈ 𝑆𝑑
constitui um movimento Browniano sobre 𝑆𝑑.
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2.3 Fluxos estoca´sticos sobre variedades
Seja 𝑀 uma variedade conexa, compacta de classe 𝐶∞ de dimensa˜o 𝑑. Sejam 𝑋0(𝑡),
𝑋1(𝑡), ..., 𝑋𝑚(𝑡); 𝑚 + 1 campos de vetores sobre 𝑀 com paraˆmetro 𝑡 ∈ [0, 𝑇 ]. Assumimos
que 𝑋1, ..., 𝑋𝑚 sa˜o campos de vetores de classe 𝐶
2 continuamente diferencia´veis em 𝑡, isto e´,
num sistema de coordenadas (𝑥1, ..., 𝑥𝑚), estes campos sa˜o expressados como:
𝑋𝑘(𝑡) =
𝑑∑︁
𝑖=1
𝑎𝑘,𝑖(𝑡, 𝑥)
𝜕
𝜕𝑥𝑖
,
onde 𝑎𝑘,𝑖(𝑡, 𝑥) sa˜o func¸o˜es de classe 𝐶1 em 𝑡 e func¸o˜es de classe 𝐶2 em 𝑥, com 𝑖 = 1, ..., 𝑑
e 𝑘 = 1, ...,𝑚. No caso do campo 𝑋0, assumimos que 𝑎0,𝑖(𝑡, 𝑥) sa˜o func¸o˜es continuas em 𝑡
e continuamente diferencia´veis em 𝑥. Consideramos a equac¸a˜o diferencial estoca´stica do tipo
Stratonovich sobre a variedade 𝑀 :
𝑑𝜉𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡, 𝜉𝑡) ◇ 𝑑𝐵𝑘𝑡 +𝑋0(𝑡, 𝜉𝑡)𝑑𝑡. (2.3.1)
Por convenieˆncia escrevemos 𝑑𝑡 como 𝑑𝐵0𝑡 . Enta˜o podemos reescrever a fo´rmula de acima como:
𝑑𝜉𝑡 =
𝑚∑︁
𝑘=0
𝑋𝑘(𝑡, 𝜉𝑡) ◇ 𝑑𝐵𝑘𝑡 .
Definic¸a˜o 2.25. Um campo aleato´rio 𝜉𝑡(𝑥), com 𝑥 ∈𝑀 , 𝑠 ≤ 𝑡 ≤ 𝜏𝑒(𝑥, 𝜔) ∧ 𝑇 a valores em 𝑀
e´ chamado de uma soluc¸a˜o da equac¸a˜o (2.3.1) com condic¸a˜o inicial 𝜉0 = 𝑥, se este satisfaz a
seguintes condic¸o˜es:
(i) 𝑒(𝑥, 𝜔) e´ (𝑥, 𝜔)-mensura´vel e pra qualquer 𝑥 fixo, este e´ um F𝑡-tempo de parada, onde
F𝑡 = 𝜎(𝐵𝑢 −𝐵𝑣; 0 ≤ 𝑢 ≤ 𝑣 ≤ 𝑡)
(ii) 𝜉𝑡(𝑥) e´ cont´ınuo em (𝑡, 𝑥).
(iii) Para qualquer func¸a˜o 𝐹 de classe 𝐶3, 𝐹 (𝜉𝑡(𝑥)) e´ um F𝑡-semimartingale e para todo 𝑡 <
𝑒(𝑥) ∧ 𝑇 satisfaz:
𝐹 (𝜉𝑡(𝑥)) = 𝐹 (𝑥) +
𝑚∑︁
𝑘=0
∫︁ 𝑡
0
𝑋𝑘(𝑟)𝐹 (𝜉𝑟(𝑥)) ◇ 𝑑𝐵𝑘𝑟 . (2.3.2)
Como 𝑀 e´ compacta, a soluc¸a˜o e´ chamada maximal se 𝑒(𝑥) =∞ para todo 𝑥 q.t.p. e para
qualquer 𝑡. E para o caso de 𝑀 na˜o ser compacta, a soluc¸a˜o e´ dita maximal se lim𝑡↑𝑒(𝑥) 𝜉𝑡(𝑥) =∞
se cumpre para 𝑒(𝑥) <∞. Aqui ∞ e´ o infinito da variedade 𝑀 relacionada com a compactifi-
cac¸a˜o a um ponto.
Passaremos a expressar as equac¸o˜es (2.3.1) e (2.3.2) em coordenadas locais. Seja (𝑥1, ..., 𝑥𝑑)
uma coordenada local na vizinhanc¸a coordenada 𝑈 . Observamos que se tomamos 𝐹 (𝑥) = 𝑥𝑖,
enta˜o temos 𝑋𝑘(𝑡)𝐹 (𝑥) = 𝑎𝑘,𝑖(𝑡, 𝑥). Por tanto se 𝜉𝑡 satisfaz a equac¸a˜o (2.3.2), enta˜o 𝜉𝑖𝑡 satisfaz:
𝜉𝑖𝑡(𝑥) = 𝑥𝑖 +
𝑚∑︁
𝑘=0
∫︁ 𝑡
0
𝑎𝑘,𝑖(𝑟)(𝜉𝑟(𝑥)) ◇ 𝑑𝐵𝑘𝑟 , (2.3.3)
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para 𝑡 < 𝑇𝑈 ∧ 𝑇 , onde 𝑇𝑈 = inf{𝑡 > 0 | 𝜉𝑡(𝑥)𝑈}.
Reciprocamente, resolvendo a equac¸a˜o (2.3.3) podemos construir uma soluc¸a˜o da equac¸a˜o
(2.3.2) em cada vizinhanc¸a coordenada. Consideramos a equac¸a˜o diferencial estoca´stica (2.3.3),
onde 𝜉𝑡(𝑥) = (𝜉1𝑡 (𝑥), ..., 𝜉𝑑𝑡 (𝑥)). Temos uma u´nica soluc¸a˜o para o tempo 𝑇𝑈(𝑥) que e´ cont´ınua
em (𝑡, 𝑥). Portanto, a soluc¸a˜o satisfaz a equac¸a˜o (2.3.2) para qualquer func¸a˜o 𝐹 de classe 𝐶3.
Lema 2.26. A soluc¸a˜o 𝜉𝑖𝑡(𝑥) da equac¸a˜o (2.3.3) na˜o depende da escolha das coordenadas locais.
Teorema 2.27. Existe uma u´nica soluc¸a˜o maximal 𝜉𝑡(𝑥), para a equac¸a˜o (2.3.2) sobre a vari-
edade 𝑀 .
Para a prova deste Teorema ver Kunita [15].
Seja 𝜉𝑡(𝑥) com 𝑥 ∈𝑀 a soluc¸a˜o maximal da equac¸a˜o diferencial estoca´stica dada em (2.3.1).
Para cada 𝑡, 𝜉𝑡(·, 𝜔) pode ser considerado como uma aplicac¸a˜o cont´ınua de 𝑀 em se mesmo.
Denotamos por 𝐷𝑡 e 𝑅𝑡 o domı´nio e imagem de 𝜉𝑡 respectivamente.
Teorema 2.28. (i) Ambos 𝐷𝑡 e 𝑅𝑡 sa˜o subconjuntos abertos de 𝑀 para qualquer 𝑡 q.c. A
aplicac¸a˜o 𝜉𝑡(·) : 𝐷𝑡 → 𝑅𝑡 e´ um homeomorfismo para qualquer 𝑡 q.c.
(ii) As aplicac¸o˜es 𝜉𝑡, 𝜉𝑟,𝑡 e 𝜉𝑟 satisfaz 𝜉𝑡 = 𝜉𝑟,𝑡 ∘ 𝜉𝑟 sobre 𝐷𝑡 para qualquer 𝑟 < 𝑡 q.c.
Para a prova deste Teorema ver H. Kunita [15].
Teorema 2.29. Suponhamos que os coeficientes 𝑋1, ..., 𝑋𝑚 da equac¸a˜o de Stratonovich dada
em (2.3.1) sa˜o campos de vetores de classe 𝐶𝑘+1,𝛼 para 𝑘 ≥ 1 e 𝛼 > 0. Suponhamos tambe´m
que o coeficiente 𝑋0 e´ um campo de vetores de classe 𝐶
𝑘,𝛼. Enta˜o a aplicac¸a˜o 𝜉𝑡 : 𝐷𝑡 → 𝑅𝑡 e´
um difeomorfismo de classe 𝐶𝑘,𝛽 para qualquer 𝛽 menor que 𝛼 para qualquer 𝑡.
Para a prova deste Teorema ver H. Kunita [15].
O seguinte Corola´rio e´ uma consequeˆncia imediata do Teorema de acima e o Teorema 2.27.
Corola´rio 2.30. Se 𝑀 e´ uma variedade compacta, a soluc¸a˜o da equac¸a˜o de Stratonovich dada
em (2.3.1) define um fluxo de homeomorfismo de 𝑀 q.c.
2.4 Fluxos estoca´sticos atuando sobre campos de tenso-
res
O fluxo estoca´stico de difeomorfismos determinado por uma equac¸a˜o diferencial estoca´stica
sobre uma variedade diferencia´vel 𝑀 atua naturalmente sobre um campo de tensores e define um
processo estoca´stico com valores nos campos de tensores. Nesta sec¸a˜o, estamos interessados em
estudar as equac¸o˜es diferenciais estoca´sticas e a fo´rmula de Itoˆ governadas por estes processos
que tomam valores nos campos de tensores.
Comec¸amos considerando uma equac¸a˜o diferencial estoca´stica do tipo Stratonovich sobre
uma variedade diferencia´vel 𝑀 . Sejam 𝑋1(𝑡), ..., 𝑋𝑚(𝑡) campos de vetores de classe 𝐶2 com
paraˆmetro 𝑡 ∈ [0, 𝑇 ]. Se consideramos o sistema de coordenadas locais (𝑥1, ..., 𝑥𝑑), enta˜o os
campos sa˜o representados como os operadores diferenciais parciais de primeira ordem:
𝑋𝑘(𝑡) =
𝑑∑︁
𝑖=1
𝑎𝑘,𝑖(𝑡, 𝑥)
𝜕
𝜕𝑥𝑖
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em cada vizinhanc¸a coordenada, onde 𝑎𝑘,𝑖(𝑡, 𝑥) sa˜o func¸o˜es de classe 𝐶1 na varia´vel 𝑡 e de classe
𝐶2 na varia´vel 𝑥. Seja 𝑋0(𝑡) um outro campo de vetores tal que 𝑎0,𝑖(𝑡, 𝑥) e´ cont´ınua em 𝑡 e
uma func¸a˜o de classe 𝐶1 em 𝑥. Logo, a soluc¸a˜o da equac¸a˜o de Stratonovich:
𝑑𝜉𝑡 =
𝑚∑︁
𝑘=0
𝑋𝑘(𝑡, 𝜉𝑡) ◇ 𝑑𝐵𝑘𝑡 ,
com condic¸a˜o inicial 𝜉0 = 𝑥, e´ dada via a fo´rmula de Itoˆ por
𝐹 (𝜉𝑡(𝑥))− 𝐹 (𝑥) =
𝑚∑︁
𝑘=0
∫︁ 𝑡
0
𝑋𝑘(𝑟)𝐹 (𝜉𝑟(𝑥)) ◇ 𝑑𝐵𝑘𝑟 ,
onde 𝐹 ∈ 𝐶3(𝑀). Usando a integral de Itoˆ, esta equac¸a˜o e´ equivalente a
𝐹 (𝜉𝑡(𝑥))− 𝐹 (𝑥) =
𝑚∑︁
𝑘=1
∫︁ 𝑡
0
𝑋𝑘(𝑟)𝐹 (𝜉𝑟(𝑥))𝑑𝐵𝑘𝑟 +
∫︁ 𝑡
0
𝐿(𝑟)𝐹 (𝜉𝑟(𝑥))𝑑𝑟.
onde 𝐿(𝑡) e´ um operador de segundo ordem definido por
𝐿(𝑡) = 12
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)2 +𝑋0(𝑡).
A existeˆncia e unicidade de uma soluc¸a˜o maximal 𝜉𝑡(𝑥), 0 ≤ 𝑡 < 𝜏𝑒(𝑥) ∧ 𝑇 e´ dada na sec¸a˜o
anterior. Comec¸amos nosso estudo para campos de vetores. Seja 𝜙 um difeomorfismo na
variedade diferencia´vel 𝑀 . O diferencial (𝜙*)𝑥 da aplicac¸a˜o 𝜙 e´ por definic¸a˜o uma aplicac¸a˜o do
espac¸o tangente 𝑇𝑥(𝑀) para o espac¸o tangente 𝑇𝜙(𝑥)(𝑀) tal que:
(𝜙*)𝑥𝑋𝑥(𝑓) = 𝑋𝑥(𝑓 ∘ 𝜙), ∀𝑋𝑥 ∈ 𝑇𝑥(𝑀).
Dado um campo de vetores 𝑋 sobre 𝑀 , enta˜o
𝑋 :𝑀 → 𝑇 (𝑀)
𝑥 ↦→ 𝑋𝑥 = 𝑋(𝑥) ∈ 𝑇𝑥(𝑀)
Definimos agora um novo campo de vetores 𝜙*𝑋 dado por
(𝜙*𝑋)𝑥 = (𝜙*)𝜙−1(𝑥)𝑋𝜙−1(𝑥).
Desta forma temos que
𝜙*𝑋𝑓(𝑥) = 𝑋(𝑓 ∘ 𝜙)(𝜙−1(𝑥)), ∀𝑥 ∈𝑀.
para qualquer 𝑓 ∈ 𝐶∞(𝑀). Seja 𝑌 um campo de vetores sobre 𝑀 e 𝜙𝑡 o fluxo de 𝑌 , isto e´, o
grupo a um paraˆmetro de transformac¸o˜es locais de 𝑀 gerados por 𝑌 :
𝑑
𝑑𝑡
⃒⃒⃒
𝑡=0
(𝑓 ∘ 𝜙𝑡)(𝑥) = 𝑌 𝑓(𝑥),
para cada 𝑓 ∈ 𝐶∞(𝑀). A derivada de Lie de um campo de vetores 𝑋 com respeito a 𝑌 e´ um
campo de vetores 𝐿𝑌𝑋 definido por
𝐿𝑌𝑋 = lim
𝑡→0
1
𝑡
{(𝜙𝑡*𝑋)𝑥 −𝑋𝑥}
= lim
𝑡→0
1
𝑡
{(𝜙𝑡*)𝜙−1𝑡 (𝑥)𝑋𝜙−1𝑡 (𝑥) −𝑋𝑥}
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Este campo de vetores e´ tambe´m dado por:
𝐿𝑌𝑋 = [𝑌,𝑋] = 𝑌 𝑋 −𝑋𝑌
Seja 𝜉𝑡(𝑥) a soluc¸a˜o da uma equac¸a˜o diferencial estoca´stica do tipo Stratonovich sobre a varie-
dade 𝑀
𝑑𝜉𝑡 =
𝑚∑︁
𝑘=0
𝑋𝑘(𝑡, 𝜉𝑡) ◇ 𝑑𝐵𝑘𝑡 (2.4.1)
Assumimos que esta soluc¸a˜o define um fluxo estoca´stico de difeomorfismos. Logo, a diferencial
de (𝜉𝑡)* esta bem definida para qualquer 0 < 𝑡 quase certamente.
Teorema 2.31. Assumimos que os coeficientes 𝑋1, ..., 𝑋𝑚 da equac¸a˜o (2.4.1) sa˜o campos de
vetores sobre 𝑀 de classe 𝐶5 e 𝑋0 um campo de vetor sobre 𝑀 de classe 𝐶
4. Enta˜o para
qualquer campo 𝑋 sobre 𝑀 de classe 𝐶3 temos que (𝜉𝑡)* satisfaz a seguinte fo´rmula:
(𝜉𝑡)*𝑋 −𝑋 =−
𝑚∑︁
𝑘=0
∫︁ 𝑡
0
𝐿𝑋𝑘(𝑟)(𝜉𝑟)*𝑋 ◇ 𝑑𝐵𝑘𝑟 .
Para a prova ver o trabalho de H. Kunita [15].
Logo, temos uma fo´rmula de Itoˆ para o fluxo 𝜉𝑡 atuando sobre um campo de vetores 𝑋 sobre
a variedade 𝑀 . Gostar´ıamos de ter uma fo´rmula similar para o fluxo 𝜉𝑡 atuando sobre campos
de tensores gerais. Comec¸amos para o caso de uma 1-forma. Seja 𝜙 um difeomorfismo sobre
a variedade 𝑀 e seja (𝜙*)𝑥 o diferencial de 𝜙, que e´ uma aplicac¸a˜o linear do espac¸o tangente
𝑇𝑥(𝑀) no espac¸o tangente 𝑇𝜙(𝑥)(𝑀). Denotamos por (𝜙*)𝑥 sua aplicac¸a˜o dual:
(𝜙*)𝑥 : 𝑇𝜙(𝑥)(𝑀)* ↔ 𝑇𝑥(𝑀)*
𝜃𝜙(𝑥) ↦→ (𝜙*)𝑥𝜃𝜙(𝑥)
de modo que
⟨(𝜙*)𝑥𝜃𝜙(𝑥), 𝑋𝑥⟩ = ⟨𝜃𝜙(𝑥), (𝜙*)𝑥𝑋𝑥⟩,
se cumpre para quaisquer 𝜃𝜙(𝑥) ∈ 𝑇𝜙(𝑥)(𝑀)* e 𝑋𝑥 ∈ 𝑇𝑥(𝑀). Dada uma 1-forma 𝜃, denotamos
por 𝜙*𝜃 uma 1-forma tal que:
(𝜙*𝜃)𝑥 = (𝜙*)𝑥𝜃𝜙(𝑥).
Enta˜o se cumpre que
⟨(𝜙*)𝜃,𝑋⟩𝑥 = ⟨𝜃, 𝜙*𝑋⟩𝜙(𝑥).
Seja 𝑋 um campo de vetores completos e seja 𝜙𝑡 um grupo a um paraˆmetro de transformac¸o˜es
geradas por 𝑋.
Definic¸a˜o 2.32. Seja 𝜃 uma 1-forma, enta˜o a derivada de Lie para 𝜃 e´ dada por:
𝐿𝑋𝜃 = lim
𝑡→0
1
𝑡
{(𝜙𝑡)*𝜃 − 𝜃}
Sejam 𝑋 e 𝑌 campos de vetores sobre 𝑀 . Temos a seguinte relac¸a˜o para a derivada de Lie:
⟨𝐿𝑋𝜃, 𝑌 ⟩+ ⟨𝜃, 𝐿𝑋𝑌 ⟩ = 𝑋(⟨𝜃, 𝑌 ⟩).
Cap´ıtulo 2 ∙ Preliminares 31
Teorema 2.33. Considere as mesmas condic¸o˜es diferencia´veis para os campos de vetores
𝑋1(𝑡), ..., 𝑋𝑚(𝑡) como no Teorema (2.31). Enta˜o, para qualquer 1-forma 𝜃 de classe 𝐶3, te-
mos que (𝜉𝑡)* satisfaz a seguinte fo´rmula do tipo Stratonovich:
(𝜉𝑡)*𝜃 − 𝜃 =
𝑚∑︁
𝑘=1
∫︁ 𝑡
0
(𝜉𝑡)*𝐿𝑋𝑘(𝑟)𝜃 ◇ 𝑑𝐵𝑘𝑟 .
Ale´m, (𝜉−1𝑡 )* satisfaz a seguinte fo´rmula do tipo Stratonovich:
(𝜉−1𝑡 )*𝜃 − 𝜃 =−
𝑚∑︁
𝑘=1
∫︁ 𝑡
0
𝐿𝑋𝑘(𝑟)(𝜉−1𝑡 )*𝜃 ◇ 𝑑𝐵𝑘𝑟 .
Para a prova ver o trabalho de H. Kunita [15].
Um campo de tensores 𝐾 do tipo (𝑝, 𝑞) e´ por definic¸a˜o uma aplicac¸a˜o
𝐾 :𝑀 −→ 𝑇 𝑝𝑞 (𝑀)
𝑥 ↦→ 𝐾𝑥 = 𝐾(𝑥) ∈ 𝑇 𝑝𝑞 (𝑥)
onde
𝑇 𝑝𝑞 (𝑥) = 𝑇𝑥(𝑀)⊗ ...⊗ 𝑇𝑥(𝑀)⊗ 𝑇𝑥(𝑀)* ⊗ ...⊗ 𝑇𝑥(𝑀)*
onde 𝑇𝑥(𝑀) e´ dado 𝑝-vezes e 𝑇𝑥(𝑀)* e´ dado 𝑞-vezes. Portanto, para cada 𝑥 ∈ 𝑀 , 𝐾𝑥 e´ uma
forma multilinear sobre o espac¸o produto:
𝑇𝑥(𝑀)* × ...× 𝑇𝑥(𝑀)* × 𝑇𝑥(𝑀)× ...× 𝑇𝑥(𝑀).
Assim, dadas as 1-formas 𝜃1, ..., 𝜃𝑝 e os campos de vetores 𝑌1, ..., 𝑌𝑞
𝐾𝑥(𝜃1, ..., 𝜃𝑝, 𝑌1, ..., 𝑌𝑞)(≡ 𝐾𝑥(𝜃1𝑥, ..., 𝜃𝑝𝑥, 𝑌1𝑥, ..., 𝑌𝑞𝑥))
e´ um campo escalar. Em adiante, assumiremos que este e´ uma func¸a˜o de classe 𝐶2.
Seja 𝜙 um difeomorfismo sobre a variedade 𝑀 . Dado um campo de tensores 𝐾 sobre a
variedade 𝑀 do tipo (𝑝, 𝑞), definimos o campo de vetores (𝜙)*𝐾 pela relac¸a˜o:
((𝜙)*𝐾)𝑥(𝜃1, ..., 𝜃𝑝, 𝑌 1, ..., 𝑌 𝑞)
= 𝐾𝜙(𝑥)(((𝜙)*)−1𝜃1, ..., ((𝜙)*)−1𝜃𝑝, (𝜙)*𝑌1, ..., (𝜙)*𝑌𝑞).
Seja 𝑋 um campo de vetores completo e 𝜙𝑡, com 𝑡 ∈ (−∞,∞) um grupo a um paraˆmetro
de transformac¸o˜es geradas por 𝑋.
Definic¸a˜o 2.34. A derivada de Lie de um campo de tensores 𝐾 com respeito a 𝑋 e´ definido
por
𝐿𝑋𝐾 = lim
𝑡↓0
1
𝑡
{(𝜙𝑡)*𝐾 −𝐾}.
Se 𝐾 e´ um campo de tensores do tipo (𝑝, 𝑞), enta˜o se cumpre que
(𝐿𝑋𝐾)𝑥(𝜃1, ..., 𝜃𝑝, 𝑌1, ..., 𝑌𝑞) =𝑋(𝐾𝑥(𝜃1, ..., 𝜃𝑝, 𝑌 1, ..., 𝑌 𝑞))
−
𝑝∑︁
𝑘=1
𝐾𝑥(𝜃1, ..., 𝐿𝑋𝜃𝑘, ..., 𝜃𝑝, 𝑌 1, ..., 𝑌 𝑞)
−
𝑞∑︁
𝑙=1
𝐾𝑥(𝜃1, ..., 𝜃𝑝, 𝑌 1, ..., 𝐿𝑋𝑌𝑙, ..., 𝑌 𝑞).
Com esta relac¸a˜o acima, podemos agora calcular a fo´rmula de Itoˆ para (𝜉𝑡)* atuando sobre um
campo de tensores.
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Teorema 2.35. Assumimos que, os coeficientes 𝑋1, ..., 𝑋𝑚 sa˜o campos de vetores sobre 𝑀
de classe 𝐶5 e 𝑋0 um campo de vetor sobre 𝑀 de classe 𝐶
4. Enta˜o para qualquer campo de
tensores 𝐾 sobre 𝑀 de classe 𝐶3 temos que (𝜉𝑡)* satisfaz a seguinte fo´rmula:
(𝜉𝑡)*𝐾 −𝐾 =−
𝑚∑︁
𝑘=1
∫︁ 𝑡
0
(𝜉𝑡)*𝐿𝑋𝑘(𝑟)𝐾 ◇ 𝑑𝐵𝑘𝑟
Para a prova deste Teorema ver o trabalho de H. Kunita [15].
Cap´ıtulo 3
A na˜o explosa˜o do 𝑔(𝑡)-movimento
Browniano via mergulho isome´trico
Motivados pelos trabalhos de M. Arnaudon, K.A. Coulibaly, and A. Thalmaier [1] e A.K.
Coulibaly [3], no trabalho de Dissertac¸a˜o de Mestrado C. Luque [18] estudamos o movimento
Browniano sobre variedades Riemannianas com respeito a uma famı´lia de me´tricas {𝑔(𝑡) : 𝑡 ∈
𝐼} que dependem diferenciavelmente do tempo. Baseados particularmente na construc¸a˜o do
𝑔(𝑡)-movimento Browniano via mergulho isome´trico, feita em C. Luque [18]. Neste cap´ıtulo,
teremos como objetivo achar sob que condic¸o˜es geome´tricas nosso 𝑔(𝑡)-movimento Browniano
na˜o explode. Boas refereˆncias para o desenvolvimento desde cap´ıtulo sa˜o M. Arnaudon, K.A.
Coulibaly, and A. Thalmaier [1]. A.K. Coulibaly [3], C. Luque [18] e E.P. Hsu [12].
3.1 O 𝑔(𝑡)-movimento Browniano via mergulho isome´-
trico
Seja 𝑀 uma variedade diferencia´vel compacta, conexa e de dimensa˜o 𝑑. Seja {𝑔(𝑡) : 𝑡 ∈ 𝐼}
uma famı´lia de me´tricas Riemannianas sobre 𝑀 dependendo diferenciavelmente do tempo 𝑡, tal
que (𝑀, 𝑔(𝑡)) e´ geometricamente completa para cada 𝑡 ∈ 𝐼. Observamos que o intervalo 𝐼 pode
ser tomado da forma [0, 𝑇 ], [0,∞) ou R. Associados a esta famı´lia {𝑔(𝑡) : 𝑡 ∈ 𝐼} de me´tricas te-
mos uma famı´lia de conexo˜es de Levi-Civita ∇𝑔(𝑡) e uma famı´lia de operadores Laplace Beltrami
Δ𝑔(𝑡). Sejam tambe´m (Ω, {F𝑡}𝑡≥0,F,P) um espac¸o de probabilidade filtrado e 𝐵𝑡 = (𝐵1𝑡 , ..., 𝐵𝑚𝑡 )
o movimento Browniano canoˆnico 𝑚-dimensional definido sobre (Ω, {F𝑡}𝑡≥0,F,P) onde 𝑚 na˜o
necessariamente e´ igual a 𝑑.
Assim, o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)) pode ser definido como um processo de
difusa˜o gerado pelo gerador infinitesimal 12Δ𝑔(𝑡).
Definic¸a˜o 3.1. Fixemos por (Ω, {F𝑡}𝑡≥0,F,P) um espac¸o de probabilidade filtrado e {𝑔(𝑡) : 𝑡 ∈
𝐼} uma famı´lia de me´tricas Riemannianas sobre 𝑀 dependendo diferenciavelmente do tempo 𝑡.
Um processo 𝑥𝑡, que toma valores em (𝑀, 𝑔(𝑡)) e´ chamado de um 𝑔(𝑡)-movimento Browniano
sobre (𝑀, 𝑔(𝑡)), com valor inicial 𝑥 ∈𝑀 se para cada 𝑓 ∈ 𝐶∞(𝑀), tem-se que o processo
𝑀 𝑓 (𝑥𝑡) = 𝑓(𝑥𝑡)− 𝑓(𝑥)− 12
∫︁ 𝑡
0
Δ𝑔(𝑠)𝑓(𝑥𝑠)𝑑𝑠
e´ um martingale local, para cada 0 ≤ 𝑡 < 𝜏𝑒(𝑥)
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Agora, consideramos a variedade produto 𝑁 =𝑀×𝐼 com 𝜕𝑀 = ∅ e munimos esta variedade
com a me´trica ℎ dada por:
ℎ(𝑥, 𝑡): 𝑇(𝑥,𝑡)(𝑀 × 𝐼)× 𝑇(𝑥,𝑡)(𝑀 × 𝐼) → R
( (𝑋, 𝑎𝜕𝑡), (𝑌, 𝑏𝜕𝑡) ) ↦→ 𝑔(𝑡)(𝑥)(𝑋, 𝑌 ) + 𝑎𝑏𝑓(𝑡)2
onde 𝑋, 𝑌 ∈ 𝑇 (𝑀) e 𝜕𝑡 ∈ 𝑇 (𝐼) e 𝑓(𝑡) limitada e decrescente em 𝑡 com ∫︀𝐼 𝑓 2𝑑𝑡 <∞. Observamos
que de fato, ℎ define uma me´trica em 𝑁 = 𝑀 × 𝐼. Isto e´, que para cada (𝑥, 𝑡) ∈ 𝑁 , ℎ(𝑥, 𝑡) e´
uma forma bilinear, sime´trica e definida positiva pois 𝑔(𝑡)(𝑥) o e´ para cada 𝑥 ∈𝑀 e cada 𝑡 ∈ 𝐼.
Logo, mergulhamos isometricamente a variedade 𝑁 no espac¸o euclidiano R𝑚, com 𝑚 ≥ 𝑑 + 1.
Seja ℐ o mergulho isome´trico:
ℐ : (𝑁, ℎ) −→ (R𝑚, gcaˆn).
Logo, a aplicac¸a˜o ℐ e´ um difeomorfismo sobre sua imagem ℐ(𝑁) ⊂ R𝑚 e sua diferencial 𝑑ℐ
dada por:
(𝑑ℐ)(𝑥,𝑡) : 𝑇(𝑥,𝑡)(𝑁) −→ 𝑇ℐ(𝑥,𝑡)(R𝑚)
e´ injetora para cada (𝑥, 𝑡) ∈𝑀 × 𝐼 e e´ uma isometria, isto e´,
gcaˆn
(︁
(𝑑ℐ)(𝑥,𝑡)(𝑋, 𝑎𝜕𝑡), (𝑑ℐ)(𝑥,𝑡)(𝑌, 𝑏𝜕𝑡)
)︁
= ℎ(𝑥, 𝑡) ((𝑋, 𝑎𝜕𝑡), (𝑌, 𝑏𝜕𝑡))
= 𝑔(𝑡)(𝑥)(𝑋, 𝑌 ) + 𝑎𝑏𝑓(𝑡)2𝑔(𝜕𝑡, 𝜕𝑡),
para cada (𝑥, 𝑡) ∈ 𝑀 × 𝐼 e quaisquer (𝑋, 𝑎𝜕𝑡), (𝑌, 𝑏𝜕𝑡) ∈ 𝑇(𝑥,𝑡)(𝑁). Observamos que a me´trica
ℎ, em 𝑁 = 𝑀 × 𝐼, sera´ tomada de modo que 𝑁 seja mergulhada isometricamente como uma
subvariedade de R𝑚.
Seja {𝑒1, ..., 𝑒𝑚} uma base ortonormal canoˆnica do espac¸o euclidiano R𝑚. Enta˜o para cada
𝑝 = ℐ(𝑥, 𝑡) ∈ ℐ(𝑁) ⊆ R𝑚 e cada vetor 𝑒𝑘 ∈ R𝑚, denotemos por 𝑉𝑘(𝑝) = 𝑉 (𝑝)(𝑒𝑘) como a
projec¸a˜o ortogonal do vetor 𝑒𝑘 ∈ R𝑚 no espac¸o tangente 𝑇ℐ(𝑥,𝑡)(ℐ(𝑁)). A partir disso, para
cada 𝑒𝑘 ∈ R𝑚 e cada (𝑥, 𝑡) ∈𝑀 × 𝐼, definimos os campos 𝑋𝑘(𝑡)(𝑥) dados por:
𝑋𝑘(𝑡)(𝑥) = 𝑋𝑘(𝑥, 𝑡) = (𝑑ℐ)−1𝑉𝑘(𝑥, 𝑡). (3.1.1)
Observac¸a˜o 3.2. Seja 𝑀𝑡 = ℐ(𝑀, 𝑡) para cada 𝑡 ∈ 𝐼. Consideramos a aplicac¸a˜o:
ℐ𝑡 : (𝑀, 𝑔(𝑡)) −→ (𝑀𝑡 = ℐ(𝑀, 𝑡), ℎ) ⊆ R𝑚
𝑥 ↦ −→ ℐ𝑡(𝑥) = ℐ(𝑥, 𝑡)
Logo, para cada 𝑡 ∈ 𝐼 fixo temos que, ℐ𝑡(𝑥) = ℐ(𝑥, 𝑡) e´ um difeomorfismo sobre sua imagem
𝑀𝑡 = ℐ(𝑀, 𝑡) e sua diferencial (𝑑ℐ𝑡)𝑥 = (𝑑ℐ|𝑀𝑡)(𝑥,𝑡) dada por:
(𝑑ℐ𝑡)𝑥 : 𝑇𝑥(𝑀) −→ 𝑇ℐ𝑡(𝑥)(𝑀𝑡)
para cada 𝑥 ∈𝑀 e´ uma isometria que satisfaz
ℎ(𝑥, 𝑡)
(︁
(𝑑ℐ𝑡)(𝑋), (𝑑ℐ𝑡)(𝑌 )
)︁
= 𝑔(𝑡)(𝑥) (𝑋, 𝑌 ) .
Portanto, para cada 𝑡 ∈ 𝐼, temos que os campos 𝑋𝑘(𝑡)(𝑥) ∈ 𝑇𝑥(𝑀, 𝑔(𝑡)) para cada 𝑥 ∈ 𝑀 .
Logo, podemos considerar a equac¸a˜o diferencial estoca´stica sobre (𝑀, 𝑔(𝑡)) dada por:⎧⎪⎨⎪⎩ 𝑑𝑥𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝑥𝑡) ◇ 𝑑𝐵𝑘𝑡 ,
𝑥0 = 𝑥 ∈𝑀
(3.1.2)
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onde 𝐵𝑡 e´ o movimento Browniano euclidiano 𝑚-dimensional. Vamos mostrar que a soluc¸a˜o 𝑥𝑡
da equac¸a˜o (3.1.2) e´ nosso 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Mas para isso precisamos
de alguns resultados pre´vios, dados a seguir.
Lema 3.3. Sejam 𝑋𝑘(𝑡) campos de vetores dados pela equac¸a˜o (3.1.1) acima e grad𝑔(𝑡) = ∇𝑔(𝑡)
o campo gradiente todos eles sobre a variedade (𝑀, 𝑔(𝑡)). Enta˜o,
grad𝑔(𝑡) 𝑓(𝑥) =
𝑚∑︁
𝑘=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑓,𝑋𝑘(𝑡)
)︁
𝑋𝑘(𝑡)(𝑥)
para cada 𝑥 ∈𝑀 e cada 𝑓 ∈ 𝐶∞(𝑀, 𝑔(𝑡)).
Demonstrac¸a˜o. Sejam 𝑡 ∈ 𝐼 fixo e 𝑓 ∈ 𝐶∞(𝑀, 𝑔(𝑡)). Denotamos por ∇𝑀𝑡 o campo gradiente
na variedade 𝑀𝑡 e 𝑉𝑘(𝑡)(𝑥) as projec¸o˜es ortogonais de R𝑚 no espac¸o tangente 𝑇ℐ𝑡(𝑥)(𝑀𝑡). Enta˜o
como ∇𝑀𝑡 ∈ 𝑇ℐ𝑡(𝑥)(𝑀𝑡), temos:
∇𝑀𝑡(𝑓 ∘ (ℐ𝑡)−1)(𝑥, 𝑡) =
𝑚∑︁
𝑘=1
𝑔caˆn
(︁
∇𝑀𝑡(𝑓 ∘ (ℐ𝑡)−1), 𝑒𝑘
)︁
𝑒𝑘
=
𝑚∑︁
𝑘=1
ℎ(𝑥, 𝑡)
(︁
∇𝑀𝑡(𝑓 ∘ (ℐ𝑡)−1), 𝑉𝑘(𝑡)
)︁
𝑉𝑘(𝑡). (3.1.3)
Como ∇𝑀𝑡 e ∇𝑔(𝑡) sa˜o os campos gradientes sobre (𝑀𝑡, ℎ) e (𝑀, 𝑔(𝑡)) respectivamente, enta˜o
ℎ(𝑥, 𝑡)
(︁
∇𝑀𝑡(𝑓 ∘ (ℐ𝑡)−1), 𝑉𝑘(𝑡))
)︁
= 𝑉𝑘(𝑡)(𝑥)(𝑓 ∘ (ℐ𝑡)−1)(𝑥, 𝑡)
= (𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)(𝑥))𝑓(𝑥)
= 𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑓, 𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)
)︁
(3.1.4)
e como, para cada 𝑡 ∈ 𝐼, ℐ𝑡 e´ isometria tem-se que,
∇𝑀𝑡(𝑓 ∘ (ℐ𝑡)−1)(𝑥, 𝑡) = 𝑑(ℐ𝑡)∇𝑔(𝑡)𝑓(𝑥).
Usando isto e substituindo a equac¸a˜o (3.1.4) na equac¸a˜o (3.1.3) temos:
𝑑(ℐ𝑡)∇𝑔(𝑡)𝑓(𝑥) = ∇𝑀𝑡(𝑓 ∘ (ℐ𝑡)−1)(𝑥, 𝑡)
=
𝑚∑︁
𝑘=1
ℎ(𝑥, 𝑡)
(︁
∇𝑀𝑡(𝑓 ∘ (ℐ𝑡)−1), 𝑉𝑘(𝑡)
)︁
𝑉𝑘(𝑡)
=
𝑚∑︁
𝑘=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑓, 𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)
)︁
𝑉𝑘(𝑡).
De onde, considerando a Observac¸a˜o 3.2, claramente obtemos:
∇𝑔(𝑡)𝑓(𝑥) =
𝑚∑︁
𝑘=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑓, 𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)
)︁
𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)
=
𝑚∑︁
𝑘=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑓,𝑋𝑘(𝑡)
)︁
𝑋𝑘(𝑡).
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Sobre a variedade 𝑀𝑡 = ℐ𝑡(𝑀) definimos a aplicac¸a˜o ∇𝑀𝑡 dada por:
∇𝑀𝑡 : 𝑇 (𝑀𝑡)× 𝑇 (𝑀𝑡) −→ 𝑇 (𝑀𝑡)
(𝑋, 𝑌 ) ↦ −→ ∇𝑀𝑡𝑋 𝑌 = projec¸a˜o de ̃︁∇𝑋𝑌 para 𝑇ℐ𝑡(𝑥)(𝑀𝑡)
onde ̃︁∇ denota a derivada covariante canoˆnica do espac¸o euclidiano R𝑚. Claramente se verifica
que ∇𝑀𝑡 e´ uma conexa˜o de Levi-Civita sobre a variedade 𝑀𝑡. O que significa que, ∇𝑀𝑡 e´
sime´trica e compat´ıvel com a me´trica ℎ em 𝑀𝑡. Logo, para cada 𝑉𝑘(𝑡)(𝑥) ∈ 𝑇ℐ𝑡(𝑥)(𝑀𝑡), temos
pela definic¸a˜o de divergeˆncia:
div𝑀𝑡 𝑉𝑘(𝑡)(𝑥) =
𝑑∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑀𝑡𝑌𝑖 𝑉𝑘(𝑡), 𝑌𝑖
)︁
,
onde {𝑌1, ..., 𝑌𝑑} e´ qualquer base ortonormal de 𝑇ℐ𝑡(𝑥)(𝑀𝑡).
Lema 3.4. Com as notac¸o˜es de acima, temos que o div𝑀𝑡 satisfaz:
𝑚∑︁
𝑘=1
(div𝑀𝑡 𝑉𝑘(𝑡))𝑉𝑘(𝑡) = 0.
Demonstrac¸a˜o. Seja {𝑦𝑖} um sistema de coordenadas normais de 𝑀𝑡 no ponto 𝑦 = ℐ𝑡(𝑥) indu-
zida pela aplicac¸a˜o exponencial e sejam {𝑌1 = 𝜕𝜕𝑦1 , ..., 𝑌𝑑 = 𝜕𝜕𝑦𝑑}. Logo, a derivada covariantẽ︁∇𝑌𝑖𝑌𝑗 no espac¸o euclidiano R𝑚 e´ perpendicular a 𝑀𝑡, pois ∇𝑀𝑡𝑌𝑖 𝑌𝑗 = 0 no ponto 𝑦 = ℐ𝑡(𝑥).
Portanto, usando o fato que ∇𝑀𝑡 e´ compat´ıvel com a me´trica ℎ na variedade 𝑀𝑡, tem-se
que:
𝑚∑︁
𝑘=1
( div𝑀𝑡 𝑉𝑘(𝑡))𝑉𝑘(𝑡) =
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑀𝑡𝑌𝑖 𝑉𝑘(𝑡), 𝑌𝑖
)︁}︂
𝑉𝑘(𝑡)
=
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
𝑌𝑖ℎ(𝑥, 𝑡)
(︁
𝑉𝑘(𝑡), 𝑌𝑖
)︁}︂
𝑉𝑘(𝑡)
=
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
𝑌𝑖𝑔caˆn
(︁
𝑒𝑘, 𝑌𝑖
)︁}︂
𝑉𝑘(𝑡)
=
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
𝑔caˆn
(︁
𝑒𝑘,̃︁∇𝑌𝑖𝑌𝑖)︁}︂𝑉𝑘(𝑡)
= a projec¸a˜o de
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
𝑔caˆn
(︁
𝑒𝑘,̃︁∇𝑌𝑖𝑌𝑖)︁}︂𝑒𝑘
= a projec¸a˜o de
𝑑∑︁
𝑖=1
̃︁∇𝑌𝑖𝑌𝑖
= 0.
Logo, obtemos o seguinte Lema.
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Lema 3.5. Sejam 𝑋𝑘(𝑡) campos de vetores sobre (𝑀, 𝑔(𝑡)) dados pela equac¸a˜o (3.1.1) acima e
div𝑔(𝑡) a divergeˆncia na variedade (𝑀, 𝑔(𝑡)). Enta˜o,
𝑚∑︁
𝑘=1
(div𝑔(𝑡)𝑋𝑘(𝑡))𝑋𝑘(𝑡) = 0,
para cada 𝑥 ∈𝑀 .
Demonstrac¸a˜o. Seja 𝑥 ∈ 𝑀 e {𝑋1, ..., 𝑋𝑑} uma base ortonormal de 𝑇𝑥(𝑀). Enta˜o, para cada
𝑡 ∈ 𝐼 temos que {𝑌1 = 𝑑(ℐ𝑡)𝑋1, ..., 𝑌𝑑 = 𝑑(ℐ𝑡)𝑋𝑑} constitui uma base ortonormal do espac¸o
tangente 𝑇ℐ𝑡(𝑥)(𝑀𝑡), pois 𝑑(ℐ𝑡)𝑥 : 𝑇𝑥(𝑀)→ 𝑇ℐ𝑡(𝑥)(𝑀𝑡) e´ um isomorfismo para cada 𝑡 ∈ 𝐼 e
𝛿𝑖𝑗 = 𝑔(𝑡)(𝑥)(𝑋𝑖, 𝑋𝑗) = ℎ(𝑥, 𝑡)(𝑑(ℐ𝑡)𝑥𝑋𝑖, 𝑑(ℐ𝑡)𝑥𝑋𝑗).
Tomamos {𝑋𝑖} de modo que {𝑌𝑖 = 𝑑(ℐ𝑡)𝑋𝑖} seja como no Lema 3.4. Assim, bastara´ tomar
{𝑋𝑖 = 𝑑(ℐ𝑡)−1𝑌𝑖} e utilizando a fo´rmula:
⟨∇𝑌𝑋,𝑍⟩ =12
{︁
𝑋⟨𝑌, 𝑍⟩+ 𝑌 ⟨𝑍,𝑋⟩ − 𝑍⟨𝑋, 𝑌 ⟩
− ⟨[𝑋,𝑍], 𝑌 ⟩ − ⟨[𝑌, 𝑍], 𝑋⟩ − ⟨[𝑋, 𝑌 ], 𝑍⟩
}︁
,
dada em M.P. Do Carmo [4]. Obtemos que
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑑(ℐ𝑡)−1𝑌𝑖𝑋𝑘(𝑡), 𝑑(ℐ𝑡)−1𝑌𝑖
)︁
=12
{︂
𝑋𝑘(𝑡)𝑔(𝑡)(𝑥)
(︁
𝑑(ℐ𝑡)−1𝑌𝑖, 𝑑(ℐ𝑡)−1𝑌𝑖
)︁
− 2𝑔(𝑡)(𝑥)
(︁
[𝑋𝑘(𝑡), 𝑑(ℐ𝑡)−1𝑌𝑖], 𝑑(ℐ𝑡)−1𝑌𝑖
)︁}︂
=− 𝑔(𝑡)(𝑥)
(︂[︁
𝑑(ℐ𝑡)−1𝑉𝑘(𝑡), 𝑑(ℐ𝑡)−1𝑌𝑖
]︁
, 𝑑(ℐ𝑡)−1𝑌𝑖
)︂
=− 𝑔(𝑡)(𝑥)
(︂
𝑑(ℐ𝑡)−1
[︁
𝑉𝑘(𝑡), 𝑌𝑖
]︁
, 𝑑(ℐ𝑡)−1𝑌𝑖
)︂
=− ℎ(𝑥, 𝑡)
(︁
[𝑉𝑘(𝑡), 𝑌𝑖], 𝑌𝑖
)︁
. (3.1.5)
Portanto, usando a equac¸a˜o (3.1.5) temos:
𝑚∑︁
𝑘=1
(div𝑔(𝑡)𝑋𝑘(𝑡))𝑋𝑘(𝑡) =
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑑(ℐ𝑡)−1𝑌𝑖𝑋𝑘(𝑡), 𝑑(ℐ𝑡)−1𝑌𝑖
)︁}︂
𝑋𝑘(𝑡)
=
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
−ℎ(𝑥, 𝑡)
(︁
[𝑉𝑘(𝑡), 𝑌𝑖], 𝑌𝑖
)︁}︂
𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)
=
𝑚∑︁
𝑘=1
{︂ 𝑑∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑀𝑡𝑌𝑖 𝑉𝑘(𝑡), 𝑌𝑖
)︁}︂
𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)
=
𝑚∑︁
𝑘=1
( div𝑀𝑡 𝑉𝑘(𝑡))𝑑(ℐ𝑡)−1𝑉𝑘(𝑡)
= 0.
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Agora, voltando ao objetivo desta sec¸a˜o, vamos mostrar que o processo soluc¸a˜o 𝑥𝑡 da equac¸a˜o
diferencial estoca´stica (3.1.2) e´ o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Como o processo
soluc¸a˜o 𝑥𝑡 e´ gerado pelo operador
1
2
∑︀𝑚
𝑘=1𝑋
2
𝑘(𝑡), e como queremos que 𝑥𝑡 satisfac¸a a Definic¸a˜o
3.1 e portanto seja o 𝑔(𝑡)-movimento Browniano. Isto nos motiva o seguinte Teorema:
Teorema 3.6. Sejam 𝑋𝑘(𝑡) campos de vetores sobre (𝑀, 𝑔(𝑡)) dados pela equac¸a˜o (3.1.1).
Enta˜o a soluc¸a˜o 𝑥𝑡 da equac¸a˜o diferencial estoca´stica:⎧⎪⎨⎪⎩ 𝑑𝑥𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝑥𝑡) ◇ 𝑑𝐵𝑘𝑡 ,
𝑥0 = 𝑥 ∈𝑀
(3.1.6)
e´ o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)).
Demonstrac¸a˜o. Pela Definic¸a˜o 3.1, o processo 𝑥𝑡 sera´ um 𝑔(𝑡)-movimento Browniano sobre
(𝑀, 𝑔(𝑡)) se, para cada 𝑓 ∈ 𝐶∞(𝑀) tem-se que:
𝑑(𝑓(𝑥𝑡)) 𝑑ℳ=
1
2Δ𝑔(𝑡)𝑓(𝑥𝑡)𝑑𝑡, (3.1.7)
onde ”
𝑑ℳ= ”denota igualdade a menos de martingale local. Para mostrar isto seja 𝑓 ∈ 𝐶∞(𝑀).
Aplicando a fo´rmula de Itoˆ a 𝑓(𝑥𝑡) obtemos que
𝑑(𝑓(𝑥𝑡)) =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑡)𝑓(𝑥𝑡)𝑑𝐵𝑖𝑡
+ 12
𝑛∑︁
𝑖,𝑗=1
𝑋𝑖(𝑡)𝑋𝑗(𝑡)𝑓(𝑥𝑡) ⟨𝑑𝐵𝑖, 𝑑𝐵𝑗⟩𝑡
𝑑ℳ= 12
𝑚∑︁
𝑖=1
𝑋2𝑖 (𝑡)𝑓(𝑥𝑡)𝑑𝑡.
Assim, para mostrar o Teorema bastara´ verificar que:
Δ𝑔(𝑡)𝑓(𝑥) =
𝑚∑︁
𝑖=1
𝑋2𝑖 (𝑡)𝑓(𝑥). (3.1.8)
De fato, sejam 𝑥 ∈𝑀 e 𝑓 ∈ 𝐶∞(𝑀) enta˜o pelo Lema 3.3 temos
grad𝑔(𝑡) 𝑓(𝑥) =
𝑚∑︁
𝑘=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑓,𝑋𝑘(𝑡)
)︁
𝑋𝑘(𝑡)(𝑥).
Logo tomando divergeˆncia a ambos membros da equac¸a˜o anterior temos:
Δ𝑔(𝑡)𝑓(𝑥) =
𝑚∑︁
𝑘=1
𝑋2𝑘(𝑡)𝑓(𝑥) +
𝑚∑︁
𝑘=1
(div𝑔(𝑡)𝑋𝑘(𝑡))𝑋𝑘(𝑡)𝑓(𝑥),
mas pelo Lema 3.5 o u´ltimo termo da equac¸a˜o anterior se anula.
Corola´rio 3.7. Nas condic¸o˜es do Teorema 3.6, temos que:
Δ𝑔(𝑡)𝑓 =
𝑚∑︁
𝛼=1
(︁
∇𝑔(𝑡)
)︁2
𝑓
(︁
𝑋𝛼(𝑡), 𝑋𝛼(𝑡)
)︁
.
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Demonstrac¸a˜o. Seja {𝑊1(𝑥), ...,𝑊𝑑(𝑥)} uma base ortonormal de 𝑇𝑥𝑀 , enta˜o {𝑌𝑖 = (𝑑ℐ𝑡)𝑊𝑖}
constitui uma base ortonormal para 𝑇ℐ𝑡(𝑥)(ℐ𝑡(𝑀)). Logo, pelo Lema 3.3 temos:
(𝑑ℐ𝑡)𝑊𝑖(𝑥) =
𝑚∑︁
𝛼=1
ℎ(𝑥, 𝑡)
(︁
(𝑑ℐ𝑡)𝑊𝑖, 𝑉𝛼(𝑡)
)︁
𝑉𝛼(𝑡)
=
𝑚∑︁
𝛼=1
𝑔(𝑡)(𝑥)
(︁
𝑊𝑖, (𝑑ℐ𝑡)−1𝑉𝛼(𝑡)
)︁
𝑉𝛼(𝑡).
Assim
𝑊𝑖(𝑥) =
𝑚∑︁
𝛼=1
𝑔(𝑡)(𝑥)
(︁
𝑊𝑖, 𝑋𝛼(𝑡)
)︁
𝑋𝛼(𝑡).
Portanto,
Δ𝑔(𝑡)𝑓 =
𝑑∑︁
𝑖=1
(︁
∇𝑔(𝑡)
)︁2
𝑓(𝑊𝑖,𝑊𝑖)
=
𝑑∑︁
𝑖=1
(︁
∇𝑔(𝑡)
)︁2
𝑓
(︂ 𝑚∑︁
𝛼=1
𝑔(𝑡)
(︁
𝑊𝑖, 𝑋𝛼(𝑡)
)︁
𝑋𝛼(𝑡),
𝑚∑︁
𝛽=1
𝑔(𝑡)
(︁
𝑊𝑖, 𝑋𝛽(𝑡)
)︁
𝑋𝛽(𝑡)
)︂
=
𝑑∑︁
𝑖=1
𝑚∑︁
𝛼,𝛽=1
(︁
∇𝑔(𝑡)
)︁2
𝑓(𝑋𝛼(𝑡), 𝑋𝛽(𝑡))𝑔(𝑡)
(︁
𝑊𝑖, 𝑋𝛼(𝑡)
)︁
𝑔(𝑡)
(︁
𝑊𝑖, 𝑋𝛽(𝑡)
)︁
=
𝑚∑︁
𝛼=1
𝑚∑︁
𝛽=1
(︁
∇𝑔(𝑡)
)︁2
𝑓(𝑋𝛼(𝑡), 𝑋𝛽(𝑡))𝑔(𝑡)
(︁ 𝑑∑︁
𝑖=1
𝑔(𝑡)
(︁
𝑊𝑖, 𝑋𝛼(𝑡)
)︁
𝑊𝑖, 𝑋𝛽(𝑡)
)︁
=
𝑚∑︁
𝛼=1
𝑚∑︁
𝛽=1
(︁
∇𝑔(𝑡)
)︁2
𝑓(𝑋𝛼(𝑡), 𝑋𝛽(𝑡))𝑔(𝑡)
(︁
𝑋𝛼(𝑡), 𝑋𝛽(𝑡)
)︁
=
𝑚∑︁
𝛼=1
(︁
∇𝑔(𝑡)
)︁2
𝑓
(︂
𝑋𝛼(𝑡),
𝑚∑︁
𝛽=1
𝑔(𝑡)
(︁
𝑋𝛼(𝑡), 𝑋𝛽(𝑡)
)︁
𝑋𝛽(𝑡)
)︂
=
𝑚∑︁
𝛼=1
(︁
∇𝑔(𝑡)
)︁2
𝑓
(︁
𝑋𝛼(𝑡), 𝑋𝛼(𝑡)
)︁
.
3.2 Exemplos do 𝑔(𝑡)-movimento Browniano
Nesta sec¸a˜o, apresentaremos alguns exemplos da construc¸a˜o do 𝑔(𝑡)-movimento Browniano
sobre algumas variedades conhecidas como o toro, a esfera e o cilindro.
3.2.1 O 𝑔(𝑡)-movimento Browniano sobre o Toro
Consideramos o Toro de dimensa˜o 2, dado por
T2 =
{︁
(𝑥, 𝑦, 𝑧) ∈ R3 : 𝑥 = 𝑥(𝜃, 𝜙), 𝑦 = 𝑦(𝜃, 𝜙) e 𝑧 = 𝑧(𝜃, 𝜙) com 𝜃, 𝜙 ∈ [0, 2𝜋]
}︁
onde
𝑥(𝜃, 𝜙) = (𝑟1 + 𝑟2 cos𝜙) cos 𝜃
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𝑦(𝜃, 𝜙) = (𝑟1 + 𝑟2 cos𝜙) sin 𝜃
𝑧(𝜃, 𝜙) = 𝑟2 sin𝜙
com 𝑟1 > 𝑟2. Logo, os elementos de T2 sa˜o dados pelos pontos 𝑝 = 𝑝(𝜃, 𝜙). Equipamos T2 com
uma famı´lia de me´tricas {𝑔(𝑡) : 𝑡 ≥ 0} dada por
𝑔(𝑡) = (𝑟1 + 𝑟2(𝑡) cos𝜙)2 𝑑𝜃2 + 𝑟2(𝑡)2 𝑑𝜙2,
onde 𝑟2(𝑡) = 𝑟2 𝑒−𝑡 com 𝑟1 − 𝑟2 > 0. Queremos construir o 𝑔(𝑡)-movimento Browniano sobre
(T2, 𝑔(𝑡)), para cada 𝑡 ∈ [0,∞). Para isto, consideramos a variedade produto T2 × [0,∞)
munida da me´trica ℎ que e´ dada por
ℎ(𝑥, 𝑡)
(︁
(𝑉, 𝑎𝜕𝑡), (𝑊, 𝑏𝜕𝑡)
)︁
= 𝑔(𝑡)(𝑥)(𝑉,𝑊 ) + 𝑎𝑏𝑓(𝑡)2,
onde 𝑉,𝑊 ∈ 𝑇 (T2) e 𝜕𝑡 ∈ 𝑇 ([0,∞)) e 𝑓(𝑡) = 𝑟2 𝑒−𝑡. Logo a aplicac¸a˜o
𝜓 : (T2 × [0,∞), ℎ) →˓ (R3, gcaˆn )
(𝑝, 𝑡) ↦→ ((𝑟1 + 𝑟2𝑒−𝑡 cos𝜙) cos 𝜃, (𝑟1 + 𝑟2𝑒−𝑡 cos𝜙) sin 𝜃, 𝑟2𝑒−𝑡 sin𝜙)
e´ um mergulho isome´trico para cada 𝑝 = 𝑝(𝜃, 𝜙) ∈ T2 e 𝑡 ∈ [0,∞). Isto e´, que sua derivada 𝑑𝜓
dada por:
𝑑𝜓 : 𝑇 (T2 × [0,∞)) →˓ 𝑇 (R3)
e´ isometria. Pois
𝜕𝜃(𝑡) = 𝑑𝜓𝑡(𝜕𝜃) = (− (𝑟1 + 𝑟2𝑒−𝑡 cos𝜙) sin 𝜃, (𝑟1 + 𝑟2𝑒−𝑡 cos𝜙) cos 𝜃, 0)
𝜕𝜙(𝑡) = 𝑑𝜓𝑡(𝜕𝜙) = (− 𝑟2𝑒−𝑡 sin𝜙 cos 𝜃,−𝑟2𝑒−𝑡 sin𝜙 sin 𝜃, 𝑟2𝑒−𝑡 cos𝜙)
𝜕𝑡 = 𝑑𝜓𝑡(𝜕𝑡) = (− 𝑟2𝑒−𝑡 cos𝜙 cos 𝜃,−𝑟2𝑒−𝑡 cos𝜙 sin 𝜃,−𝑟2𝑒−𝑡 sin𝜙)
de onde
gcaˆn (𝜕𝜃(𝑡), 𝜕𝜃(𝑡)) = (𝑟1 + 𝑟2 𝑒−𝑡 cos𝜙)2
gcaˆn (𝜕𝜃(𝑡), 𝜕𝜙(𝑡)) = 0
gcaˆn (𝜕𝜃(𝑡), 𝜕𝑡) = 0
gcaˆn (𝜕𝜙(𝑡), 𝜕𝜙(𝑡)) = (𝑟2 𝑒−𝑡)2
gcaˆn (𝜕𝜙(𝑡), 𝜕𝑡) = 0
gcaˆn (𝜕𝑡, 𝜕𝑡) = (𝑟2 𝑒−𝑡)2
Logo
gcaˆn (𝑑𝜓, 𝑑𝜓) = (𝑟1 + 𝑟2 𝑒−𝑡 cos𝜙)2 𝑑𝜃2 + (𝑟2 𝑒−𝑡)2 𝑑𝜙2 + (𝑟2 𝑒−𝑡)2 𝑑𝑡2
= 𝑔(𝑡) + 𝑓(𝑡)2.
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Portanto, T2 × [0,∞) e´ mergulhado isometricamente em R3, via a isometria 𝜓. Agora, para
cada 𝑡 ∈ [0,∞) fixo, temos que a aplicac¸a˜o 𝜓𝑡 dada por:
𝜓𝑡 : (T2, 𝑔(𝑡)) →˓ (T2𝑡 = 𝜓𝑡(T2), ℎ)
𝑝 ↦→ ((𝑟1 + 𝑟2𝑒−𝑡 cos𝜙) cos 𝜃, (𝑟1 + 𝑟2𝑒−𝑡 cos𝜙) sin 𝜃, 𝑟2𝑒−𝑡 sin𝜙)
e´ um difeomorfismo sobre sua imagem. Observamos que para cada 𝑡 ∈ [0,∞) o conjunto de
vetores {𝜕𝜃(𝑡), 𝜕𝜙(𝑡), 𝜕𝑡} no espac¸o tangente 𝑇 (T2𝑡 ) ⊂ R3 e´ linearmente independente. Enta˜o,
podemos escrever
𝑒1 = (1, 0, 0) = 𝑎1(𝑝, 𝑡) 𝜕𝜃(𝑡) + 𝑏1(𝑝, 𝑡) 𝜕𝜙(𝑡) + 𝑐1(𝑝, 𝑡) 𝜕𝑡.
Denotemos por:
𝑅(𝑡, 𝜙) = 𝑟1 + 𝑟2𝑒−𝑡 cos𝜙
𝑆(𝑡, 𝜙) = −𝑟2𝑒−𝑡 sin𝜙
𝑇 (𝑡, 𝜙) = −𝑟2𝑒−𝑡 cos𝜙
Enta˜o,
𝜕𝜃(𝑡) = (−𝑅(𝑡, 𝜙) sin 𝜃, 𝑅(𝑡, 𝜙) cos 𝜃, 0)
𝜕𝜙(𝑡) = (𝑆(𝑡, 𝜙) cos 𝜃, 𝑆(𝑡, 𝜙) sin 𝜃,−𝑇 (𝑡, 𝜙))
𝜕𝑡 = (𝑇 (𝑡, 𝜙) cos 𝜃, 𝑇 (𝑡, 𝜙) sin 𝜃, 𝑆(𝑡, 𝜙))
Logo, ⎧⎪⎨⎪⎩
1 = −𝑎1(𝑝, 𝑡)𝑅(𝑡, 𝜙) sin 𝜃 + 𝑏1(𝑝, 𝑡)𝑆(𝑡, 𝜙) cos 𝜃 + 𝑐1(𝑝, 𝑡)𝑇 (𝑡, 𝜙) cos 𝜃
0 = 𝑎1(𝑝, 𝑡)𝑅(𝑡, 𝜙) cos 𝜃 + 𝑏1(𝑝, 𝑡)𝑆(𝑡, 𝜙) sin 𝜃 + 𝑐1(𝑝, 𝑡)𝑇 (𝑡, 𝜙) sin 𝜃
0 = −𝑏1(𝑝, 𝑡)𝑇 (𝑡, 𝜙) + 𝑐1(𝑝, 𝑡)𝑆(𝑡, 𝜙)
de onde temos que 𝑎1(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑎1(𝑝, 𝑡) =
− sin 𝜃
𝑅(𝑡, 𝜙)
= − sin 𝜃
𝑟1 + 𝑟2𝑒−𝑡 cos𝜙
.
E tambe´m que 𝑏1(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑏1(𝑝, 𝑡) =
𝑆(𝑡, 𝜙) cos 𝜃
𝑇 (𝑡, 𝜙)2 + 𝑆(𝑡, 𝜙)2
= − sin𝜙 cos 𝜃
𝑟2𝑒−𝑡
e 𝑐1(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑐1(𝑝, 𝑡) =
𝑇 (𝑡, 𝜙) cos 𝜃
𝑇 (𝑡, 𝜙)2 + 𝑆(𝑡, 𝜙)2
= − cos𝜙 cos 𝜃
𝑟2𝑒−𝑡
.
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Mas 𝜕𝑡 ⊥ 𝑇𝜓𝑡(𝑝)T2𝑡 . Assim, teremos que a projec¸a˜o ortogonal de 𝑒1 ∈ R3 ao espac¸o tangente
𝑇𝜓𝑡(𝑝)(T2𝑡 ) e´ dada por;
𝑉 (𝑝)(𝑒1) = 𝑃𝑇𝜓𝑡(𝑝)(T2𝑡 )(1, 0, 0) = 𝑎1(𝑝, 𝑡) 𝜕𝜃(𝑡) + 𝑏1(𝑝, 𝑡) 𝜕𝜙(𝑡).
Pois 𝑇𝜓𝑡(𝑝)(T2𝑡 ) = 𝑔𝑒𝑛{𝜕𝜃(𝑡), 𝜕𝜙(𝑡)}. Daqui, para cada 𝑡 ∈ [0,∞) fixo, definimos o campos de
vetores 𝑋1(𝑡)(𝑝) = 𝑋(𝑡)(𝑒1)(𝑝) no espac¸o tangente 𝑇𝑝(T2, 𝑔(𝑡)) da seguinte forma:
𝑋1(𝑡)(𝑝) = 𝑎1(𝑡)(𝑝) 𝜕𝜃 + 𝑏1(𝑡)(𝑝) 𝜕𝜙
= − sin 𝜃
𝑟1 + 𝑟2𝑒−𝑡 cos𝜙
𝜕𝜃 − sin𝜙 cos 𝜃
𝑟2𝑒−𝑡
𝜕𝜙
de onde observamos que:
𝑑𝜓𝑡(𝑋1) = 𝑎1(𝑡)(𝑝) 𝑑𝜓𝑡(𝜕𝜃) + 𝑏1(𝑡)(𝑝) 𝑑𝜓𝑡(𝜕𝜙)
= 𝑎1(𝑡)(𝑝) 𝜕𝜃(𝑡) + 𝑏1(𝑡)(𝑝) 𝜕𝜙(𝑡).
De maneira ana´loga, passamos a definir os campos 𝑋2(𝑡) = 𝑋(𝑡)(𝑒2) e 𝑋3(𝑡) = 𝑋(𝑡)(𝑒3). Assim,
para (0, 1, 0) = 𝑎2(𝑝, 𝑡) 𝜕𝜃(𝑡) + 𝑏2(𝑝, 𝑡) 𝜕𝜙(𝑡) + 𝑐2(𝑝, 𝑡) 𝜕𝑡 temos que:⎧⎪⎨⎪⎩
0 = −𝑎2(𝑝, 𝑡)𝑅(𝑡, 𝜙) sin 𝜃 + 𝑏2(𝑝, 𝑡)𝑆(𝑡, 𝜙) cos 𝜃 + 𝑐2(𝑝, 𝑡)𝑇 (𝑡, 𝜙) cos 𝜃
1 = 𝑎2(𝑝, 𝑡)𝑅(𝑡, 𝜙) cos 𝜃 + 𝑏2(𝑝, 𝑡)𝑆(𝑡, 𝜙) sin 𝜃 + 𝑐2(𝑝, 𝑡)𝑇 (𝑡, 𝜙) sin 𝜃
0 = −𝑏2(𝑝, 𝑡)𝑇 (𝑡, 𝜙) + 𝑐2(𝑝, 𝑡)𝑆(𝑡, 𝜙),
de onde temos que 𝑎2(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑎2(𝑝, 𝑡) =
cos 𝜃
𝑅(𝑡, 𝜙)
= cos 𝜃
𝑟1 + 𝑟2𝑒−𝑡 cos𝜙
,
tambe´m que 𝑏2(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑏2(𝑝, 𝑡) =
𝑆(𝑡, 𝜙) sin 𝜃
𝑇 (𝑡, 𝜙)2 + 𝑆(𝑡, 𝜙)2
= − sin𝜙 sin 𝜃
𝑟2𝑒−𝑡
e 𝑐2(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑐2(𝑝, 𝑡) =
𝑇 (𝑡, 𝜙) sin 𝜃
𝑇 (𝑡, 𝜙)2 + 𝑆(𝑡, 𝜙)2
= − cos𝜙 sin 𝜃
𝑟2𝑒−𝑡
.
Logo, o campo 𝑋2(𝑡)(𝑝) no espac¸o tangente 𝑇𝑝(T2, 𝑔(𝑡)) e´ dado por:
𝑋2(𝑡)(𝑝) =
cos 𝜃
𝑟1 + 𝑟2𝑒−𝑡 cos𝜙
𝜕𝜃 − sin𝜙 sin 𝜃
𝑟2𝑒−𝑡
𝜕𝜙.
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Por u´ltimo, para (0, 0, 1) = 𝑎3(𝑝, 𝑡) 𝜕𝜃(𝑡) + 𝑏3(𝑝, 𝑡) 𝜕𝜙(𝑡) + 𝑐3(𝑝, 𝑡) 𝜕𝑡 temos que:⎧⎪⎨⎪⎩
0 = −𝑎3(𝑝, 𝑡)𝑅(𝑡, 𝜙) sin 𝜃 + 𝑏3(𝑝, 𝑡)𝑆(𝑡, 𝜙) cos 𝜃 + 𝑐3(𝑝, 𝑡)𝑇 (𝑡, 𝜙) cos 𝜃
0 = 𝑎3(𝑝, 𝑡)𝑅(𝑡, 𝜙) cos 𝜃 + 𝑏3(𝑝, 𝑡)𝑆(𝑡, 𝜙) sin 𝜃 + 𝑐3(𝑝, 𝑡)𝑇 (𝑡, 𝜙) sin 𝜃
1 = −𝑏3(𝑝, 𝑡)𝑇 (𝑡, 𝜙) + 𝑐3(𝑝, 𝑡)𝑆(𝑡, 𝜙)
Temos que 𝑎3(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑎3(𝑝, 𝑡) = 0,
tambe´m que 𝑏3(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑏3(𝑝, 𝑡) =
−𝑇 (𝑡, 𝜙)
𝑇 (𝑡, 𝜙)2 + 𝑆(𝑡, 𝜙)2
= cos𝜙
𝑟2𝑒−𝑡
e 𝑐3(𝑝, 𝑡) e´ dado pela equac¸a˜o:
𝑐3(𝑝, 𝑡) =
𝑆(𝑡, 𝜙)
𝑇 (𝑡, 𝜙)2 + 𝑆(𝑡, 𝜙)2
= − sin𝜙
𝑟2𝑒−𝑡
.
Logo, o campo 𝑋3(𝑡)(𝑝) no espac¸o tangente 𝑇𝑝(T2, 𝑔(𝑡)) e´ dado por:
𝑋3(𝑡)(𝑝) =
cos𝜙
𝑟2𝑒−𝑡
𝜕𝜙.
Portanto, o 𝑔(𝑡)-movimento Browniano sobre (T2, 𝑔(𝑡)), e´ dado pela soluc¸a˜o da equac¸a˜o
(𝜃𝑡, 𝜙𝑡) = (𝜃0, 𝜙0) +
∫︁ 𝑡
0
𝑋𝛼(𝑠)((𝜃𝑠, 𝜙𝑠)) ◇ 𝑑𝐵𝛼𝑠 ,
onde 𝛼 = 1, 2, 3 e com (𝜃𝑠, 𝜙𝑠) ∈ (T2, 𝑔(𝑡)). A saber, 𝑑𝜃𝑡 e 𝑑𝜙𝑡 sa˜o dados por:
𝑑𝜃𝑡 = − sin 𝜃
𝑟1 + 𝑟2𝑒−𝑡 cos𝜙
◇ 𝑑𝐵1𝑡 +
cos 𝜃
𝑟1 + 𝑟2𝑒−𝑡 cos𝜙
◇ 𝑑𝐵2𝑡
𝑑𝜙𝑡 = −sin𝜙 cos 𝜃
𝑟2𝑒−𝑡
◇ 𝑑𝐵1𝑡 −
sin𝜙 sin 𝜃
𝑟2𝑒−𝑡
◇ 𝑑𝐵2𝑡 +
cos𝜙
𝑟2𝑒−𝑡
◇ 𝑑𝐵3𝑡
3.2.2 O 𝑔(𝑡)-movimento Browniano sobre a esfera
Seja 𝑆𝑑 = {𝑥 ∈ R𝑑+1, |𝑥|2= 1} a esfera de dimensa˜o 𝑑. Equipamos a 𝑆𝑑 com uma famı´lia
de me´tricas {𝑔(𝑡) = (1 + 𝑡)2 gcaˆn; 𝑡 ∈ 𝐼} que dependem diferenciavelmente do tempo, onde
gcaˆn e´ a me´trica no espac¸o euclidiano. Queremos construir o 𝑔(𝑡)-movimento Browniano sobre
(𝑆𝑑, 𝑔(𝑡)), para cada 𝑡 ∈ 𝐼. Para isto, consideramos a variedade produto 𝑆𝑑 × 𝐼 com a me´trica
ℎ dada por:
ℎ(𝑥, 𝑡)
(︁
(𝑉, 𝑎𝜕𝑡), (𝑊, 𝑏𝜕𝑡)
)︁
= 𝑔(𝑡)(𝑥)(𝑉,𝑊 ) + 𝑎𝑏𝑓(𝑡)2,
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onde 𝑉,𝑊 ∈ 𝑇 (𝑆𝑑) e 𝜕𝑡 ∈ 𝑇 (𝐼) e 𝑓(𝑡) e´ limitada e decrescente em 𝑡 com ∫︀∞0 𝑓 2𝑑𝑡 < ∞, de
modo que
𝜙 : (𝑆𝑑 × 𝐼, ℎ) →˓ (R𝑑+1, gcaˆn )
(𝑥, 𝑡) ↦→ 𝑓(𝑡)𝑥 = (1 + 𝑡) · 𝑥
e´ um mergulho isome´trico. Isto e´,
𝑑𝜙 : 𝑇 (𝑆𝑑 × 𝐼) →˓ 𝑇 (R𝑑+1)
e´ uma isometria. De fato, para (𝑥, 𝑡) ∈ 𝑆𝑑 × 𝐼 sejam 𝑣, 𝑤 ∈ 𝑇(𝑥,𝑡)(𝑆𝑑 × 𝐼), de modo que
(𝑉 (𝑠), 𝛼(𝑠)) e (𝑊 (𝑠), 𝛽(𝑠)) sejam curvas em 𝑆𝑛 × 𝐼, tais que
𝑣 = (?˙? (0), ?˙?(0)) e 𝑤 = (?˙? (0), ?˙?(0)),
onde 𝑉 (0) = 𝑊 (0) = 𝑥. Assim,
𝑑𝜙 · 𝑣 = 𝑑
𝑑𝑠
⃒⃒⃒
𝑠=0
𝜙(𝑉 (𝑠), 𝛼(𝑠))
= 𝑑
𝑑𝑠
⃒⃒⃒
𝑠=0
𝑓(𝛼(𝑠)) · 𝑉 (𝑠)
= 𝑑
𝑑𝑠
⃒⃒⃒
𝑠=0
(1 + 𝛼(𝑠)) · 𝑉 (𝑠)
= (1 + 𝛼(0)) · ?˙? (0) + ?˙?(0)𝑥.
Da mesma forma, para 𝑤 = (?˙? (0), ?˙?(0)) temos que 𝑑𝜙 ·𝑤 = (1+ 𝛽(0)) · ?˙? (0)+ ?˙?(0)𝑥. Enta˜o,
gcaˆn(𝑑𝜙 · 𝑣, 𝑑𝜙 · 𝑤) = gcaˆn((1 + 𝛼(0)) · ?˙? (0) + ?˙?(0)𝑥, (1 + 𝛽(0)) · ?˙? (0) + ?˙?(0)𝑥)
= (1 + 𝑡)2 gcaˆn(?˙? (0), ?˙? (0)) + ?˙?(0) · ?˙?(0) gcaˆn(𝑥, 𝑥)
= (1 + 𝑡)2 gcaˆn(?˙? (0), ?˙? (0)) + ?˙?(0) · ?˙?(0)
= ℎ(𝑥, 𝑡)((?˙? (0)), (?˙?(0)), (?˙? (0)), (?˙?(0)))
= ℎ(𝑥, 𝑡)(𝑢, 𝑣).
Portanto, 𝑆𝑑 × 𝐼 e´ mergulhado isometricamente em R𝑑+1, via a isometria 𝜙. Agora, para
cada 𝑡 ∈ 𝐼 fixo, temos que a aplicac¸a˜o 𝜙𝑡 dada por:
𝜙𝑡 : (𝑆𝑑, 𝑔(𝑡)) →˓ (𝑆𝑑𝑡 = 𝜙𝑡(𝑆𝑑), ℎ)
𝑥 ↦→ 𝑓(𝑡)𝑥 = (1 + 𝑡) · 𝑥
e´ um difeomorfismo sobre sua imagem e satisfaz:
𝑑𝜙𝑡(𝑉 ) =
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜙𝑡(𝑋(𝑠))
= 𝑓(𝑡) 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝑋(𝑠)
= 𝑓(𝑡)𝑉.
Logo, para cada 𝑡 ∈ 𝐼 e cada 𝑥 ∈ 𝑆𝑑 consideramos a projec¸a˜o ortogonal de R𝑑+1 ao espac¸o
tangente 𝑇𝜙𝑡(𝑥)(𝑆𝑑𝑡 ) como sendo;
𝑉𝑘(𝑦) = 𝑉 (𝑦)(𝑒𝑘) = 𝑒𝑘 − gcaˆn (𝑒𝑘, 𝑦)gcaˆn (𝑦, 𝑦)
· 𝑦.
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Daqui, para cada 𝑡 ∈ 𝐼, definimos os campos de vetores no espac¸o tangente 𝑇𝑥(𝑆𝑑, 𝑔(𝑡)) da
seguinte forma
𝑋𝑘(𝑡)(𝑥) := (𝑑𝜙𝑡)−1(𝑉𝑘(𝑥, 𝑡)).
Logo, como (𝜙𝑡)−1(𝑦) = 1𝑓(𝑡)𝑦 temos
𝑋(𝑡)(𝑥)(𝑒𝑘) =
1
𝑓(𝑡)𝑉𝑘(𝑥, 𝑡)
= 1
𝑓(𝑡)
(︁
𝑒𝑘 − gcaˆn (𝑒𝑘, 𝑥) · 𝑥
)︁
= 1
𝑡+ 1
(︁
𝑒𝑘 − gcaˆn (𝑒𝑘, 𝑥) · 𝑥
)︁
.
Assim para {𝑒𝑘} uma base canoˆnica de R𝑑+1 e cada 𝑥 ∈ 𝑆𝑑, a matriz de 𝑋(𝑡)(𝑥) e´ dada por:
𝑔(𝑡)(𝑥)
(︁
𝑋(𝑡)(𝑒𝛼), 𝑒𝛽
)︁
= (1 + 𝑡)2 gcaˆn(𝑋(𝑡)(𝑒𝛼), 𝑒𝛽)
= (1 + 𝑡)2 gcaˆn
(︂ 1
𝑡+ 1
(︁
𝑒𝛼 − gcaˆn (𝑒𝛼, 𝑥) · 𝑥
)︁
, 𝑒𝛽
)︂
= (1 + 𝑡) gcaˆn
(︂(︁
𝑒𝛼 − gcaˆn (𝑒𝛼, 𝑥) · 𝑥
)︁
, 𝑒𝛽
)︂
= (1 + 𝑡) 𝛿𝛼,𝛽 − (1 + 𝑡)𝑥𝛼 · 𝑥𝛽.
Portanto, o 𝑔(𝑡)-movimento Browniano sobre (𝑆𝑑, 𝑔(𝑡)), esta dado pela soluc¸a˜o da equac¸a˜o
𝑥𝛼𝑡 = 𝑥𝛼0 +
∫︁ 𝑡
0
(︁
(1 + 𝑠)𝛿𝛼,𝛽 − (1 + 𝑠)𝑥𝛼𝑠 · 𝑥𝛽𝑠
)︁
◇ 𝑑𝐵𝛽𝑠 ,
com 𝑥0 = {𝑥𝛼0 ;𝛼 = 1, ..., 𝑑+ 1} ∈ (𝑆𝑑, 𝑔(𝑡)).
3.2.3 O 𝑔(𝑡)-movimento Browniano sobre o cilindro
Consideramos o cilindro de dimensa˜o 𝑑, dado por
𝒞𝑑 =
{︁
𝑥 = (𝑥1, ..., 𝑥𝑑+1) ∈ R𝑑+1,
𝑑∑︁
𝑖=1
𝑥2𝑖 = 1
}︁
.
Equipamos a 𝒞𝑑 com uma famı´lia de me´tricas {𝑔(𝑡) = (1 + 𝑡)2 gcaˆn+𝑣𝑤; 𝑡 ∈ [0, 𝑇 ]} para alguns
𝑣 e 𝑤 em R, onde gcaˆn e´ a me´trica no espac¸o euclidiano. Queremos construir o 𝑔(𝑡)-movimento
Browniano sobre (𝒞𝑑, 𝑔(𝑡)), para cada 𝑡 ∈ 𝐼. Para isto, consideramos a variedade produto 𝒞𝑑×𝐼
munida da me´trica ℎ que e´ dada por:
ℎ(𝑥, 𝑡)
(︁
((?⃗?, 𝑣𝑛+1), 𝑎𝜕𝑡), ((?⃗?, 𝑤𝑛+1), 𝑏𝜕𝑡)
)︁
= (𝑡+ 1)2 gcaˆn (?⃗?, ?⃗?) + 𝑣𝑛+1 · 𝑤𝑛+1 + 𝑎𝑏𝑓(𝑡)2
para 𝑣 = (?⃗?, 𝑣𝑛+1), 𝑤 = (?⃗?, 𝑤𝑛+1) em 𝑇𝑝 𝒞𝑛 e 𝜕𝑡 ∈ 𝑇 (𝐼) e 𝑓(𝑡) e´ limitada e crescente em 𝑡 com∫︀∞
0 𝑓
2𝑑𝑡 <∞, de modo que
𝜙 : (𝒞𝑑 × 𝐼, ℎ) →˓ (R𝑑+1, gcaˆn )
((?⃗?, 𝑥𝑛+1), 𝑡) ↦→ 𝑓(𝑡)(?⃗?, 𝑥𝑛+1) = ((1 + 𝑡)?⃗?, 𝑥𝑛+1)
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e´ um mergulho isome´trico. Isto e´, que sua derivada 𝑑𝜙 dada por:
𝑑𝜙 : 𝑇 (𝒞𝑑 × 𝐼) →˓ 𝑇 (R𝑑+1)
e´ isometria. De fato, para (𝑥, 𝑡) ∈ 𝒞𝑑× 𝐼 com 𝑥 = (?⃗?, 𝑥𝑑+1), sejam 𝑢, 𝑣 ∈ 𝑇(𝑥,𝑡)(𝒞𝑑× 𝐼) de modo
que
(︁
(?⃗?(𝑠), 𝑋𝑑+1(𝑠)), 𝛼(𝑠)
)︁
e
(︁
(?⃗? (𝑠), 𝑌𝑑+1(𝑠)), 𝛽(𝑠)
)︁
sejam curvas em 𝒞𝑑 × 𝐼, tais que
𝑢 =
(︁
( ˙⃗𝑋(0), ?˙?𝑑+1(0)), ?˙?(0)
)︁
e 𝑣 =
(︁
( ˙⃗𝑌 (0), ?˙?𝑑+1(0)), ?˙?(0)
)︁
onde (?⃗?(0), 𝑋𝑑+1(0)) = (?⃗?, 𝑥𝑑+1) = (?⃗? (0), 𝑌𝑑+1(0)).
Assim,
𝑑𝜙 · 𝑢 = 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜙(𝑋(𝑠), 𝛼(𝑠))
= 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝑓(𝛼(𝑠)) ·𝑋(𝑠)
= 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
((1 + 𝛼(𝑠)) ?⃗?(𝑠), 𝑋𝑑+1(𝑠))
= ( ˙⃗𝑋(0) + ?˙?(0) ?⃗?(0) + 𝛼(0) ˙⃗𝑋(0), ?˙?𝑑+1(0))
= ?˙?(0)(?⃗?, 0) + ((1 + 𝑡) ˙⃗𝑋(0), ?˙?𝑑+1(0)).
Da mesma forma, para 𝑣 =
(︁
( ˙⃗𝑌 (0), ?˙?𝑑+1(0)), ?˙?(0)
)︁
temos que 𝑑𝜙 · 𝑣 = ?˙?(0)(?⃗?, 0) + ((1 +
𝑡) ˙⃗𝑌 (0), ?˙?𝑑+1(0)). De onde,
gcaˆn (𝑑𝜙 · 𝑢, 𝑑𝜙 · 𝑣) = gcaˆn
(︁
?˙?(0)(?⃗?, 0) + ((1 + 𝑡) ˙⃗𝑋(0), ?˙?𝑑+1(0)), ?˙?(0)(?⃗?, 0)
+ ((1 + 𝑡) ˙⃗𝑌 (0), ?˙?𝑑+1(0))
)︁
= ?˙?(0) · ?˙?(0) gcaˆn(?⃗?, ?⃗?) + (1 + 𝑡)2 gcaˆn ( ˙⃗𝑋(0), ˙⃗𝑌 (0))
+ ?˙?𝑑+1(0) · ?˙?𝑑+1(0)
= (1 + 𝑡)2 gcaˆn (
˙⃗
𝑋(0), ˙⃗𝑌 (0)) + ?˙?𝑑+1(0) · ?˙?𝑑+1(0) + ?˙?(0) · ?˙?(0)
= ℎ(𝑥, 𝑡)
(︂(︁
( ˙⃗𝑋(0), ?˙?𝑑+1(0)), ?˙?(0)
)︁
,
(︁
( ˙⃗𝑌 (0), ?˙?𝑑+1(0)), ?˙?(0)
)︁)︂
= ℎ(𝑥, 𝑡)(𝑢, 𝑣).
Portanto, 𝒞𝑑× 𝐼 esta mergulhado isometricamente em R𝑑+1, via a isometria 𝜙. Agora, para
cada 𝑡 ∈ 𝐼 fixo, temos que a aplicac¸a˜o
𝜙𝑡 : (𝒞𝑑, 𝑔(𝑡)) →˓ (𝒞𝑑𝑡 = 𝜙𝑡(𝒞𝑑), ℎ)
(?⃗?, 𝑥𝑛+1) ↦→ 𝑓(𝑡)(?⃗?, 𝑥𝑛+1) = ((1 + 𝑡)?⃗?, 𝑥𝑛+1)
e´ um difeomorfismo sobre sua imagem e satisfaz:
𝑑𝜙𝑡(𝑣, 𝑣𝑑+1) =
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜙𝑡(?⃗?(𝑠), 𝑥𝑑+1(𝑠))
= 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
(𝑓(𝑡)?⃗?(𝑠), 𝑥𝑑+1(𝑠))
= (𝑓(𝑡).𝑣, 𝑣𝑑+1).
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Logo, para cada 𝑡 ∈ 𝐼 e cada 𝑥 ∈ 𝒞𝑑 consideramos a projec¸a˜o ortogonal do espac¸o euclidiano
R𝑑+1 ao espac¸o tangente 𝑇𝜙𝑡(𝑥)(𝒞𝑑𝑡 ) como sendo;
𝑉 (𝑦)(𝜔) = (?⃗?, 𝜔𝑑+1)− gcaˆn ((?⃗?, 𝜔𝑑+1), (?⃗?, 𝑦𝑑+1))gcaˆn ((?⃗?, 𝑦𝑑+1), (?⃗?, 𝑦𝑑+1))
· (?⃗?, 𝑦𝑑+1)
para cada 𝜔 = (?⃗?, 𝜔𝑑+1) ∈ R𝑑+1. Logo, para cada 𝑡 ∈ 𝐼 fixo, definimos os campos de vetores
𝑋(𝑡)(𝑥) no espac¸o tangente 𝑇𝑥(𝒞𝑑, 𝑔(𝑡)) da seguinte forma:
𝑋(𝑡)(𝑥) := (𝑑𝜙𝑡)−1(𝑉 (𝑥, 𝑡)).
Logo, para cada 𝜔 = (?⃗?, 𝜔𝑑+1) ∈ R𝑑+1 temos
𝑋(𝑡)(𝑥)(𝜔) = 1
𝑓(𝑡)𝑉 (𝑥, 𝑡)(𝜔)
=
(︁ 1
𝑡+ 1 ?⃗?, 𝜔𝑑+1
)︁
− gcaˆn ((?⃗?, 𝜔𝑑+1), (?⃗?, 𝑥𝑑+1))gcaˆn ((?⃗?, 𝑥𝑑+1), (?⃗?, 𝑥𝑑+1))
·
(︁ 1
𝑡+ 1 ?⃗?, 𝑥𝑑+1
)︁
=
(︁ 1
𝑡+ 1 ?⃗?, 𝜔𝑑+1
)︁
− gcaˆn (?⃗?, ?⃗?) + 𝜔𝑑+1𝑥𝑑+1gcaˆn (?⃗?, ?⃗?) + 𝑥2𝑑+1
·
(︁ 1
𝑡+ 1 ?⃗?, 𝑥𝑑+1
)︁
=
(︂ 1
𝑡+ 1
(︂
?⃗? −
(︁gcaˆn (?⃗?, ?⃗?) + 𝜔𝑑+1𝑥𝑑+1
1 + 𝑥2𝑑+1
)︁
· ?⃗?
)︂
, 𝜔𝑑+1 − 𝑥𝑑+1
)︂
.
Assim para {𝑒𝑘} uma base canoˆnica de R𝑑+1 e cada 𝑥 ∈ 𝒞𝑑, a matriz do 𝑋(𝑡)(𝑥) e´ dada por:
𝑔(𝑡)(𝑥)
(︁
𝑋(𝑡)(𝑒𝛼), 𝑒𝛽
)︁
=𝑔(𝑡)(𝑥)
(︂(︂ 1
𝑡+ 1
(︂
?⃗?𝛼 −
(︁gcaˆn (?⃗?𝛼, ?⃗?) + (𝑒𝛼)𝑑+1𝑥𝑑+1
1 + 𝑥2𝑑+1
)︁
· ?⃗?
)︂
,
(𝑒𝛼)𝑑+1 − 𝑥𝑑+1
)︂
,
(︁
?⃗?𝛽, (𝑒𝛽)𝑑+1
)︁)︂
=(𝑡+ 1) gcaˆn
(︂
?⃗?𝛼 −
(︁gcaˆn (?⃗?𝛼, ?⃗?) + (𝑒𝛼)𝑑+1𝑥𝑑+1
1 + 𝑥2𝑑+1
)︁
· ?⃗? , ?⃗?𝛽
)︂
+ ((𝑒𝛼)𝑑+1 − 𝑥𝑑+1)(𝑒𝛽)𝑑+1
=(𝑡+ 1)
{︂
gcaˆn (?⃗?𝛼, ?⃗?𝛽)−
(︁gcaˆn (?⃗?𝛼, ?⃗?) + (𝑒𝛼)𝑑+1𝑥𝑑+1
1 + 𝑥2𝑑+1
)︁
gcaˆn (?⃗?, ?⃗?𝛽)
}︂
+ (𝑒𝛼)𝑑+1(𝑒𝛽)𝑑+1 − 𝑥𝑑+1(𝑒𝛽)𝑛+1
=(𝑡+ 1)
{︂
𝛿𝛼,𝛽 − 11 + 𝑥2𝑑+1
(︁
gcaˆn (?⃗?𝛼, ?⃗?) gcaˆn (?⃗?, ?⃗?𝛽)
+ (𝑒𝛼)𝑑+1𝑥𝑑+1 gcaˆn (?⃗?, ?⃗?𝛽)
)︁}︂
+ (𝑒𝛼)𝑑+1(𝑒𝛽)𝑑+1 − 𝑥𝑑+1(𝑒𝛽)𝑑+1
=(𝑡+ 1)𝛿𝛼,𝛽 − 𝑡+ 11 + 𝑥2𝑑+1
(︁
?⃗?𝛼?⃗?𝛽 + (𝑒𝛼)𝑑+1𝑥𝑑+1?⃗?𝛽
)︁
+ (𝑒𝛼)𝑑+1(𝑒𝛽)𝑑+1 − 𝑥𝑑+1(𝑒𝛽)𝑑+1.
Portanto, o 𝑔(𝑡)-movimento Browniano sobre (𝒞𝑑, 𝑔(𝑡)), e´ dado pela soluc¸a˜o da equac¸a˜o
𝑥𝛼(𝑡) =𝑥𝛼(0) +
∫︁ 𝑡
0
(︂
(𝑠+ 1)𝛿𝛼,𝛽 − 𝑠+ 11 + 𝑥2𝑑+1(𝑠)
(︁
?⃗?𝛼(𝑠)?⃗?𝛽(𝑠) + (𝑒𝛼)𝑑+1𝑥𝑑+1(𝑠)?⃗?𝛽(𝑠)
)︁
+ (𝑒𝛼)𝑑+1(𝑒𝛽)𝑑+1 − 𝑥𝑑+1(𝑠)(𝑒𝛽)𝑑+1
)︂
◇ 𝑑𝐵𝛽(𝑠),
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com 𝑥0 = {𝑥𝛼(0);𝛼 = 1, ..., 𝑑+ 1} ∈ (𝒞𝑑, 𝑔(𝑡)).
3.3 Completitude estoca´stica do 𝑔(𝑡)-movimento Brow-
niano
Nesta sec¸a˜o, consideramos a variedade diferencia´vel 𝑀 compacta, conexa, de dimensa˜o 𝑑 e
sem bordo 𝜕𝑀 = ∅. Tomamos a famı´lia de me´tricas riemannianas {𝑔(𝑡) : 𝑡 ∈ 𝐼} dependendo
diferenciavelmente do tempo 𝑡, de modo que (𝑀, 𝑔(𝑡)) e´ geodesicamente completa para cada
𝑡 ∈ 𝐼. Observamos que, o intervalo 𝐼 pode ser tomado da forma [0, 𝑇 ], [0,∞) ou R. Logo, pelo
Teorema 3.6 dado na primeira sec¸a˜o, a soluc¸a˜o da seguinte equac¸a˜o diferencial estoca´stica:⎧⎪⎨⎪⎩ 𝑑𝑥𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝑥𝑡) ◇ 𝑑𝐵𝑘𝑡 ,
𝑥0 = 𝑥 ∈𝑀
(3.3.1)
e´ o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Nesta sec¸a˜o, estudamos o tempo de explosa˜o
do 𝑔(𝑡)-movimento Browniano e damos condic¸o˜es geome´tricas para a na˜o explosa˜o do mesmo.
Consideramos a variedade produto 𝑁 = 𝑀 × 𝐼 e munimos esta variedade com a me´trica ℎ
dada por:
ℎ(𝑥, 𝑡) : 𝑇(𝑥,𝑡)(𝑀 × 𝐼)× 𝑇(𝑥,𝑡)(𝑀 × 𝐼) −→ R
( (𝑋, 𝑎𝜕𝑡), (𝑌, 𝑏𝜕𝑡) ) ↦ −→ 𝑔(𝑡)(𝑥)(𝑋, 𝑌 ) + 𝑎𝑏𝑓(𝑡)2
onde 𝑋, 𝑌 ∈ 𝑇 (𝑀) e 𝜕𝑡 ∈ 𝑇 (𝐼) e 𝑓(𝑡) e´ limitada e decrescente em 𝑡 com ∫︀∞0 𝑓 2𝑑𝑡 < ∞. Pelo
Teorema de Nash, a variedade 𝑁 e´ mergulhada isometricamente no espac¸o euclidiano R𝑚 para
𝑚 suficientemente grande. Consideramos a base ortonormal {𝑒1, ..., 𝑒𝑚} de R𝑚 e definimos os
campos de vetores {𝑉1, ..., 𝑉𝑚} sobre 𝑁 por:
𝑉𝑘(𝑥, 𝑡) = 𝜋(𝑥,𝑡)𝑒𝑘, ∀𝑘 = 1, ..,𝑚 (3.3.2)
com (𝑥, 𝑡) ∈𝑀 × 𝐼 e onde 𝜋(𝑥,𝑡) : R𝑚 → 𝑇(𝑥,𝑡)𝑁 e´ a projec¸a˜o ortogonal.
Observac¸a˜o 3.8. Vamos a assumir que existe um mergulho isome´trico de (𝑀×𝐼, ℎ) sobre R𝑚
para 𝑚 suficientemente grande tal que:
 (0, .., 0) ∈𝑀 × {0}.
 Existem constantes positivas 𝑘1, 𝑘2 tal que
𝑘1𝑑𝑀×𝐼(𝑝, 𝑞) ≤ ‖𝑝− 𝑞‖R𝑚≤ 𝑘2𝑑𝑀×𝐼(𝑝, 𝑞),
para todo 𝑝, 𝑞 ∈𝑀 × 𝐼.
Seja 𝑥𝑡 o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)) (Isto e´, soluc¸a˜o da equac¸a˜o (3.3.1)).
Sobre (𝑁, ℎ) consideramos o processo
𝑦𝑡 =
(︁ 𝑥𝑡
𝑡
)︁
Cap´ıtulo 3 ∙ A na˜o explosa˜o do 𝑔(𝑡)-movimento Browniano via mergulho isome´trico 49
com valor inicial 𝑦 = (𝑥, 0). Este processo satisfaz a seguinte equac¸a˜o diferencial estoca´stica:⎧⎪⎨⎪⎩ 𝑑𝑦𝑠 = 𝜕𝑡(𝑦𝑠)𝑑𝑠+
𝑚∑︁
𝑘=1
̃︁𝑋𝑘(𝑦𝑠) ◇ 𝑑𝐵𝑘𝑠 ,
𝑦0 = (𝑥, 0) ∈ 𝑁,
onde os campos ̃︁𝑋𝑖 sobre 𝑁 sa˜o dados por
̃︁𝑋𝑘 : 𝑀 × 𝐼 → 𝑇(𝑥,𝑡)𝑀 × 𝐼
(𝑥, 𝑡) ↦→ ̃︁𝑋𝑘(𝑥, 𝑡) = 𝑋𝑘(𝑡)(𝑥)
Lema 3.9. Para cada ̃︀𝑓 ∈ 𝐶∞(𝑀 × 𝐼), consideramos a soluc¸a˜o da equac¸a˜o:
𝑑 ̃︀𝑓(𝑦𝑠) = 𝑚∑︁
𝑖=1
̃︁𝑋𝑖 ̃︀𝑓(𝑦𝑠)𝑑𝐵𝑖𝑠 + 12△𝑔(𝑠) ̃︀𝑓(𝑦𝑠)𝑑𝑠+ 𝜕𝑡 ̃︀𝑓(𝑦𝑠)𝑑𝑠.
Logo, se 𝑝1 :𝑀×R→𝑀 e´ dado por 𝑝1(𝑥, 𝑡) = 𝑥, enta˜o 𝑝1(𝑦𝑠) e´ um 𝑔(𝑠)-movimento Browniano
sobre (𝑀, 𝑔(𝑡)).
Demonstrac¸a˜o. Utilizando a fo´rmula de transformac¸a˜o Itoˆ-Stratonovich e o Teorema 3.6, temos
que o processo 𝑦𝑡 a valores em 𝑁 = 𝑀 × 𝐼, e´ um processo de Markov com gerador ℒ𝑡 =
Δ𝑔(𝑡)+𝜕𝑡. Agora, passaremos a mostrar a segunda parte do Lema. Seja 𝑓 : R→ R uma func¸a˜o
diferencia´vel e 𝑝2 : 𝑀 × 𝐼 → R. Enta˜o para 𝑦𝑠 = (𝑥𝑠, 𝑟𝑠) temos 𝑝1(𝑦𝑠) = 𝑥𝑠 e 𝑝2(𝑦𝑠) = 𝑟𝑠 com
𝑟0 = 0 e 𝑥0 = 𝑥. E assim
𝑑𝑓(𝑟𝑠) = 𝑑𝑓(𝑝2(𝑦𝑠))
= 𝑑(𝑓 ∘ 𝑝2)(𝑦𝑠)
= 𝜕𝑡(𝑓 ∘ 𝑝2)(𝑦𝑠)𝑑𝑠
= 𝑓 ′(𝑟𝑠)𝑑𝑠
de onde temos que 𝑟𝑠 = 𝑠. Por outro lado, para cada ℎ ∈ 𝐶∞(𝑀), temos
𝑑ℎ(𝑥𝑠) = 𝑑(ℎ ∘ 𝑝1)(𝑦𝑠))
=
𝑚∑︁
𝑘=1
̃︁𝑋𝑘(ℎ ∘ 𝑝1)(𝑦𝑠) ◇ 𝑑𝐵𝑘𝑠
=
𝑚∑︁
𝑘=1
𝑑(ℎ ∘ 𝑝1)̃︁𝑋𝑘(𝑦𝑠) ◇ 𝑑𝐵𝑘𝑠
=
𝑚∑︁
𝑘=1
𝑑(ℎ ∘ 𝑝1)𝑋𝑘(𝑠)(𝑥𝑠) ◇ 𝑑𝐵𝑘𝑠
=
𝑚∑︁
𝑘=1
𝑋𝑘(𝑠)ℎ(𝑥𝑠) ◇ 𝑑𝐵𝑘𝑠 .
Para cada ponto (𝑥, 𝑡) ∈ 𝑀 × 𝐼, consideramos a base ortonormal {𝑍1(𝑥, 𝑡), ..., 𝑍𝑑(𝑥, 𝑡)} ∪
{ 1
𝑓(𝑡)𝜕𝑡} do espac¸o tangente 𝑇(𝑥,𝑡)(𝑀 × 𝐼) com respeito a` me´trica riemanniana ℎ dada por:
ℎ(𝑥, 𝑡)
(︁
𝑋 + 𝑎𝜕𝑡, 𝑌 + 𝑏𝜕𝑡
)︁
= 𝑔(𝑡)(𝑥)(𝑋, 𝑌 ) + 𝑎𝑏𝑓(𝑡)2.
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Enta˜o, qualquer campo de vetores 𝑌 sobre a variedade 𝑁 =𝑀 × 𝐼 pode ser escrito como:
𝑌 (𝑥, 𝑡) = 𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡 +
𝑑∑︁
𝑖=1
𝑎𝑖(𝑥, 𝑡)𝑍𝑖(𝑥, 𝑡) = 𝑌𝐼 + 𝑌𝑀 ,
onde 𝑍𝑘(𝑥, 𝑡) =
∑︀𝑑
𝑗=1 𝑏𝑘𝑗(𝑥, 𝑡)𝜕𝑗 para alguma func¸a˜o diferencia´vel 𝑏𝑘𝑗 ∈ 𝐶∞(𝑀 × 𝐼).
Lema 3.10. Sob a notac¸a˜o acima. Se 𝑎0(𝑥, 𝑡) = 𝑓(𝑡), enta˜o
div𝑁(𝑌 ) = div𝑔(𝑡)(𝑌𝑀)− 12 tr (𝜕𝑡𝑔(𝑡)).
Demonstrac¸a˜o. Pela definic¸a˜o do divergente temos que:
div𝑁 𝑌 (𝑥, 𝑡) =
∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝑍𝑖𝑌, 𝑍𝑖
)︁
+ ℎ(𝑥, 𝑡)
(︁
∇𝑁1
𝑓(𝑡)𝜕𝑡
𝑌,
1
𝑓(𝑡)𝜕𝑡
)︁
. (3.3.3)
Comec¸amos analisando o primeiro termo da equac¸a˜o (3.3.3):
∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝑍𝑖𝑌, 𝑍𝑖
)︁
=
∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝑍𝑖
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡 + 𝑌𝑀
)︁
, 𝑍𝑖
)︁
=
∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝑍𝑖
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡
)︁
, 𝑍𝑖
)︁
+ ℎ(𝑥, 𝑡)
(︁
∇𝑁𝑍𝑖(𝑌𝑀), 𝑍𝑖
)︁
. (3.3.4)
Observamos que, utilizando a seguinte fo´rmula dada em M.P. Do Carmo [4]:
ℎ(∇𝑋𝑌,𝑋) = 12
{︁
𝑌 ℎ(𝑋,𝑋)− 2ℎ([𝑌,𝑋], 𝑋)
}︁
(3.3.5)
O primeiro termo da equac¸a˜o (3.3.4) e´ dado por:
∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝑍𝑖
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡
)︁
, 𝑍𝑖
)︁
=
∑︁
𝑖=1
1
2
{︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡ℎ(𝑥, 𝑡)(𝑍𝑖, 𝑍𝑖)
− 2ℎ(𝑥, 𝑡)
(︁[︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡, 𝑍𝑖
]︁
, 𝑍𝑖
)︁}︁
=− ℎ(𝑥, 𝑡)
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡𝑍𝑖, 𝑍𝑖
)︁
− 1
𝑓(𝑡)ℎ(𝑥, 𝑡)(𝑍𝑖(𝑎0(𝑥, 𝑡))𝜕𝑡, 𝑍𝑖).
pois [︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡, 𝑍𝑖(𝑥, 𝑡)
]︁
= 𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡(𝑍𝑖(𝑥, 𝑡))− 𝑍𝑖(𝑥, 𝑡)
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡
)︁
= 𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡𝑍𝑖(𝑥, 𝑡)−
∑︁
𝑘
𝑏𝑖𝑘(𝑥, 𝑡)𝜕𝑘
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡
)︁
= 𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡𝑍𝑖(𝑥, 𝑡)−
∑︁
𝑘
𝑏𝑖𝑘(𝑥, 𝑡)𝜕𝑘(𝑎0(𝑥, 𝑡))
𝜕𝑡
𝑓(𝑡)
= 𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡𝑍𝑖(𝑥, 𝑡)−
1
𝑓(𝑡)𝑍𝑖(𝑎0(𝑥, 𝑡))𝜕𝑡.
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Portanto, o primeiro termo da equac¸a˜o (3.3.3) e´ dado por:∑︁
𝑖=1
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝑍𝑖𝑌, 𝑍𝑖
)︁
=
∑︁
𝑖=1
{︂
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑍𝑖(𝑡)𝑌𝑀 , 𝑍𝑖(𝑡)
)︁
− 𝑎0(𝑡)(𝑥)
𝑓(𝑡) 𝑔(𝑡)(𝑥)
(︁
𝜕𝑡𝑍𝑖(𝑡), 𝑍𝑖(𝑡)
)︁
− 1
𝑓(𝑡)𝑔(𝑡)(𝑥)
(︁
𝑍𝑖(𝑡)(𝑎0(𝑡))𝜕𝑡, 𝑍𝑖(𝑡)
)︁}︂
=
∑︁
𝑖=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑍𝑖(𝑡)𝑌𝑀 , 𝑍𝑖(𝑡)
)︁
−∑︁
𝑖=1
𝑔(𝑡)(𝑥)
(︁
𝜕𝑡𝑍𝑖(𝑡), 𝑍𝑖(𝑡)
)︁
.
Por outro lado, o segundo termo da equac¸a˜o (3.3.3)
ℎ(𝑥, 𝑡)
(︁
∇𝑁1
𝑓(𝑡)𝜕𝑡
𝑌,
1
𝑓(𝑡)𝜕𝑡
)︁
=ℎ(𝑥, 𝑡)
(︁
∇𝑁1
𝑓(𝑡)𝜕𝑡
(𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡 + 𝑌𝑀),
1
𝑓(𝑡)𝜕𝑡
)︁
= 1
𝑓(𝑡)2
{︂
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝜕𝑡
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡
)︁
, 𝜕𝑡
)︁
+ ℎ(𝑥, 𝑡)
(︁
∇𝑁𝜕𝑡𝑌𝑀 , 𝜕𝑡
)︁}︂
. (3.3.6)
Aplicamos a fo´rmula dada em (3.3.5) aos dois termos desta equac¸a˜o, de onde temos que:
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝜕𝑡
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡
)︁
, 𝜕𝑡
)︁
=12
{︂
𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡ℎ(𝑥, 𝑡)
(︁
𝜕𝑡, 𝜕𝑡
)︁
− 2ℎ(𝑥, 𝑡)
(︁[︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡, 𝜕𝑡
]︁
, 𝜕𝑡
)︁}︂
= −ℎ(𝑥, 𝑡)
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡(𝜕𝑡), 𝜕𝑡
(︁𝑎0(𝑥, 𝑡)
𝑓(𝑡) 𝜕𝑡
)︁
, 𝜕𝑡
)︁
= −ℎ(𝑥, 𝑡)
(︂
−
(︁𝜕𝑡𝑎0(𝑥, 𝑡)𝑓(𝑡)− 𝑎0(𝑥, 𝑡)𝜕𝑡𝑓(𝑡)
𝑓(𝑡)2
)︁
𝜕𝑡, 𝜕𝑡
)︂
=
(︁𝜕𝑡𝑎0(𝑥, 𝑡)𝑓(𝑡)− 𝑎0(𝑥, 𝑡)𝜕𝑡𝑓(𝑡)
𝑓(𝑡)2
)︁
ℎ(𝑥, 𝑡)(𝜕𝑡, 𝜕𝑡)
= 𝜕𝑡𝑎0(𝑥, 𝑡)𝑓(𝑡)− 𝑎0(𝑥, 𝑡)𝜕𝑡𝑓(𝑡)
e
ℎ(𝑥, 𝑡)
(︁
∇𝑁𝜕𝑡𝑌𝑀 , 𝜕𝑡
)︁
=12
{︂
𝑌𝑀ℎ(𝑥, 𝑡)
(︁
𝜕𝑡, 𝜕𝑡
)︁
− 2ℎ(𝑥, 𝑡)
(︁
[𝑌𝑀 , 𝜕𝑡], 𝜕𝑡
)︁}︂
=− ℎ(𝑥, 𝑡)
(︁∑︁
𝑘
𝑎𝑘(𝑥, 𝑡)𝑍𝑘(𝜕𝑡)−
∑︁
𝑘
𝜕𝑡(𝑎𝑘(𝑥, 𝑡)𝑍𝑘(𝑥, 𝑡)), 𝜕𝑡
)︁
=− ℎ(𝑥, 𝑡)
(︁
−∑︁
𝑘
𝜕𝑡𝑎𝑘(𝑥, 𝑡)𝑍𝑘 −
∑︁
𝑘
𝑎𝑘(𝑥, 𝑡)𝜕𝑡𝑍𝑘, 𝜕𝑡
)︁
=
∑︁
𝑘
ℎ(𝑥, 𝑡)
(︁
𝜕𝑡𝑎𝑘(𝑥, 𝑡)𝑍𝑘, 𝜕𝑡
)︁
+
∑︁
𝑘
ℎ(𝑥, 𝑡)
(︁
𝑎𝑘(𝑥, 𝑡)𝜕𝑡𝑍𝑘, 𝜕𝑡
)︁
=0.
Logo, a equac¸a˜o (3.3.6) e´ dada por:
ℎ(𝑥, 𝑡)
(︁
∇𝑁1
𝑓(𝑡)𝜕𝑡
𝑌,
1
𝑓(𝑡)𝜕𝑡
)︁
= 1
𝑓(𝑡)2 (𝜕𝑡𝑎0(𝑥, 𝑡)𝑓(𝑡)− 𝑎0(𝑥, 𝑡)𝜕𝑡𝑓(𝑡))
=𝜕𝑡
(︂
𝑎0(𝑥, 𝑡)
𝑓(𝑡)
)︂
.
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Portanto, para 𝑎0(𝑥, 𝑡) = 𝑓(𝑡) temos
div𝑁(𝑌 ) =
∑︁
𝑖=1
𝑔(𝑡)(𝑥)
(︁
∇𝑔(𝑡)𝑍𝑖(𝑡)𝑌𝑀 , 𝑍𝑖(𝑡)
)︁
−∑︁
𝑖=1
𝑔(𝑡)(𝑥)
(︁
𝜕𝑡𝑍𝑖(𝑡), 𝑍𝑖(𝑡)
)︁
+ 𝜕𝑡
(︂
𝑎0(𝑥, 𝑡)
𝑓(𝑡)
)︂
= div𝑔(𝑡)(𝑌𝑀)− 12 tr (𝜕𝑡𝑔(𝑡)).
A variedade riemanniana (𝑀, 𝑔(𝑡)) e´ dita Estocasticamente completa , se para cada 𝑥
com probabilidade 1 o 𝑔(𝑡)-movimento Browniano iniciando em 𝑥 na˜o explode. Isto e´,
P𝑥(𝜏𝑒 =∞) = 1,
onde 𝜏𝑒 e´ o tempo de explosa˜o do 𝑔(𝑡)-movimento Browniano. Observamos que o processo
𝑦𝑡 = (𝑥𝑡, 𝑡) tem o mesmo tempo de explosa˜o 𝜏𝑒 do 𝑔(𝑡)-movimento Browniano. Como o processo
𝑦𝑡 = (𝑥𝑡, 𝑡) mora na variedade 𝑁 , enta˜o aproveitamos a independeˆncia do tempo na variedade
(𝑁 = 𝑀 × 𝐼, ℎ) e mostramos, seguindo ideias de K.D. Elworthy [6, Cap. 9], que o processo
𝑦𝑡 = (𝑥𝑡, 𝑡) na˜o explode.
Teorema 3.11. Sejam 𝑥𝑡 o 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)) e 𝑦𝑡 = (𝑥𝑡, 𝑡) um pro-
cesso em (𝑁 =𝑀 × 𝐼, ℎ) que satisfaz a equac¸a˜o diferencial estoca´stica:⎧⎪⎨⎪⎩ 𝑑𝑦𝑠 = 𝜕𝑡(𝑦𝑠)𝑑𝑠+
𝑚∑︁
𝑘=1
̃︁𝑋𝑘(𝑦𝑠) ◇ 𝑑𝐵𝑘𝑠 ,
𝑦0 = (𝑥, 0) ∈ 𝑁.
(3.3.7)
Assuma que
𝑚∑︁
𝑖=1
⃒⃒⃒
div𝑁(𝑉𝑖)(𝑝)− div𝑁(𝑉𝑖)(𝑞)
⃒⃒⃒
+ |tr (𝜕𝑡𝑔(𝑝))− tr (𝜕𝑡𝑔(𝑞))|≤ 𝐾 𝑟(𝑑𝑁(𝑝, 𝑞))
para todo todo 𝑝, 𝑞 ∈ 𝑁 onde 𝑟 e´ na˜o decrescente e satisfaz lim𝑘→∞ 𝑟(𝑘)𝑘 = 0. Enta˜o o 𝑔(𝑡)-
movimento Browniano definido pelo Teorema 3.6 e´ completo.
Demonstrac¸a˜o. Lembramos que se {𝑒1, ..., 𝑒𝑚} e´ a base ortonormal de R𝑚 e {𝑉1, ..., 𝑉𝑚} sa˜o os
campos de vetores sobre 𝑁 =𝑀 × 𝐼 definidos por:
𝑉𝑘(𝑥, 𝑡) = 𝜋(𝑥,𝑡)𝑒𝑘, ∀𝑘 = 1, ..,𝑚
com (𝑥, 𝑡) ∈ 𝑀 × 𝐼 e onde 𝜋(𝑥,𝑡) : R𝑚 → 𝑇(𝑥,𝑡)𝑁 e´ a projec¸a˜o ortogonal. Enta˜o temos que as
func¸o˜es altura ℎ𝑖 associadas a 𝑒𝑖 se relacionam com os campos 𝑉𝑖 da seguinte forma:
𝑉𝑖(𝑥, 𝑡) = ∇𝑁ℎ𝑖(𝑥, 𝑡).
Logo, pelo Lema 3.10 temos que
div𝑁(𝑉𝑖)(𝑥, 𝑡) = div𝑁
(︁
∇𝑁ℎ𝑖(𝑥, 𝑡)
)︁
= div𝑔(𝑡)
(︁
∇𝑔(𝑡)ℎ𝑖(𝑡, ·)(𝑥)
)︁
− 12 tr (𝜕𝑡𝑔(𝑡))
= Δ𝑔(𝑡)ℎ𝑖(𝑡, ·)(𝑥)− 12 tr (𝜕𝑡𝑔(𝑡)).
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Alem disso, pela definic¸a˜o da me´trica ℎ em 𝑁 , temos que:
𝜕𝑡ℎ𝑖 = ℎ(𝑥, 𝑡)
(︁
𝜕𝑡,∇𝑁ℎ𝑖
)︁
≤ ‖𝜕𝑡‖
=
(︁
ℎ(𝑥, 𝑡)
(︁
𝜕𝑡, 𝜕𝑡
)︁)︁ 1
2
= 𝑓(𝑡).
Por outro lado, temos por hipo´tese que:
𝑚∑︁
𝑖=1
⃒⃒⃒
div𝑁(𝑉𝑖)(𝑝)− div𝑁(𝑉𝑖)(𝑞)
⃒⃒⃒
+ |tr (𝜕𝑡𝑔(𝑝))− tr (𝜕𝑡𝑔(𝑞))|≤ 𝐾 𝑟(𝑑𝑁(𝑝, 𝑞))
para todo 𝑝, 𝑞 ∈ 𝑁 com 𝑟 e´ na˜o decrescente e satisfazendo lim𝑘→∞ 𝑟(𝑘)𝑘 = 0. Assim, para
0 = (0, ..., 0) ∈ 𝑁 temos
tr (𝜕𝑡𝑔(𝑝)) ≤ tr (𝜕𝑡𝑔(0)) +𝐾 𝑟(𝑑𝑁(𝑝, 0))
≤ 𝐾0 +𝐾 𝑟(𝑑𝑁(𝑝, 0)).
Ana´logamente
div𝑁(𝑉𝑖)(𝑝) ≤ div𝑁(𝑉𝑖)(0) +𝐾 𝑟(𝑑𝑁(𝑝, 0))
≤ 𝐾0 +𝐾 𝑟(𝑑𝑁(𝑝, 0)).
Definamos 𝑈𝑛 os subconjunto de 𝑀 × 𝐼 dados por:
𝑈𝑛 =
{︁
(𝑥, 𝑡) ∈𝑀 × 𝐼, 𝑑𝑀×𝐼((𝑥, 𝑡), (0, ..., 0)) < 𝑛
}︁
e 𝑦𝑡 = (𝑥𝑡, 𝑡) o processo definido pela equac¸a˜o (3.3.7) acima tal que 𝑦0 = 0. Denotemos por
𝜏𝑛 o primeiro tempo de sa´ıda do processo 𝑦𝑡 de 𝑈𝑛. Se consideramos os subconjuntos Ω𝑛𝑡 ⊂ Ω
definidos por:
Ω𝑛𝑡 = {𝜔 : 𝑡 < 𝜏𝑛(𝜔)}.
Agora, como ℎ𝑖 : 𝑁 → R enta˜o pela equac¸a˜o (3.3.7) temos que
𝑑ℎ2𝑖 (𝑦𝑠) = 2ℎ𝑖(𝑦𝑠)𝜕𝑡ℎ𝑖(𝑦𝑠)𝑑𝑠+
𝑚∑︁
𝑘=1
̃︁𝑋𝑘ℎ2𝑖 (𝑦𝑠) ◇ 𝑑𝐵𝑘𝑠 .
Logo, usando a notac¸a˜o integral para 𝑠 = 𝑡 ∧ 𝜏𝑛 e tomando esperanc¸a na equac¸a˜o anterior,
observamos que
E[ℎ2𝑖 (𝑦𝑡∧𝜏𝑛)] ≤E
[︂ ∫︁ 𝑡∧𝜏𝑛
0
|ℎ𝑖(𝑦𝑠)|
⃒⃒⃒(︁
2𝜕𝑠 +Δ𝑔(𝑠)
)︁
ℎ𝑖(𝑠, 𝑥𝑠)
⃒⃒⃒
+ |∇𝑀𝑠ℎ𝑖(𝑦𝑠)|2𝑑𝑠
]︂
≤E
[︂ ∫︁ 𝑡∧𝜏𝑛
0
(︁
2|ℎ𝑖(𝑦𝑠)||𝜕𝑠ℎ𝑖(𝑠, 𝑥𝑠)|+|ℎ𝑖(𝑦𝑠)|div𝑁(𝑉𝑖)(𝑠, 𝑥𝑠)
+ 12 tr (𝜕𝑠𝑔(𝑠)) + 1
)︁
𝑑𝑠
]︂
≤E
[︂ ∫︁ 𝑡∧𝜏𝑛
0
(︂
𝑘2𝑛𝑓(𝑠) + 𝑘2𝑛 div𝑁(𝑉𝑖)(𝑠, 𝑥𝑠) +
1
2 tr (𝜕𝑠𝑔(𝑠)) + 1
)︂
𝑑𝑠
]︂
≤E
[︂ ∫︁ 𝑡∧𝜏𝑛
0
(︂
𝑛𝐾1 +𝐾0 + 𝑛𝐾 𝑟(𝑑𝑁((𝑥𝑠, 𝑠), 0)) +𝐾2
)︂
𝑑𝑠
]︂
≤ ̃︁𝐾(𝑛(1 + 𝑟(𝑛)) + 1)𝑡. (3.3.8)
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Onde temos utilizado que
|ℎ(𝑦)|≤ ||𝑦 − 0||R𝑚≤ 𝑘2𝑑𝑁(𝑦, 0)
e
|∇𝑀𝑠ℎ𝑖(𝑦𝑠)|2 ≤ |∇𝑁ℎ𝑖(𝑦𝑠)|2 ≤ 1.
Portanto,
E[||𝑦𝑡∧𝜏𝑛 ||2R𝑚 ] ≤ 𝑚̃︁𝐾(𝑛(1 + 𝑟(𝑛)) + 1)𝑡.
Mas por outro lado, usando a desigualdade 𝑘1𝑑𝑁(𝑦, 0) ≤ ||𝑦 − 0||R𝑚 dada na Observac¸a˜o 3.8
temos que:
E[||𝑦𝑡∧𝜏𝑛||2R𝑚 ] =
∫︁
Ω
||𝑦𝑡∧𝜏𝑛||2R𝑚𝑑P
=
∫︁
Ω𝑛𝑡
||𝑦𝑡∧𝜏𝑛||2R𝑚𝑑P+
∫︁
(Ω𝑛𝑡 )𝐶
||𝑦𝑡∧𝜏𝑛||2R𝑚𝑑P
≥
∫︁
(Ω𝑛𝑡 )𝐶
||𝑦𝑡∧𝜏𝑛||2R𝑚𝑑P
≥ 𝑛2𝑘1P((Ω𝑛𝑡 )𝐶).
Assim, disto e da desigualdade dada em (3.3.8), segue que
P((Ω𝑛𝑡 )𝐶) ≤̃︂𝐾1 (𝑛(1 + 𝑟(𝑛)) + 1)𝑡𝑛2 .
Enta˜o,
P(Ω𝑛𝑡 ) ≥ 1−̃︂𝐾1 (𝑛(1 + 𝑟(𝑛)) + 1)𝑡𝑛2 .
Logo, temos que para todo 𝑡,
P(
⋃︁
𝑛
Ω𝑛𝑡 ) = lim𝑛→∞P(Ω
𝑛
𝑡 )
≥ 1.
Logo, P
(︁⋃︀
𝑛Ω𝑛𝑡
)︁
= 1. So´ resta mostrar que
{𝜔, 𝜏𝑒(𝜔) =∞} = {𝜔 ∈ Ω, 𝜔 ∈
⋃︁
𝑛
Ω𝑛𝑡 para todo 𝑡}.
Se 𝜔 ∈ {𝜏𝑒 =∞} enta˜o temos que para todo 𝑡, 𝑦𝑡(𝜔) ∈ 𝑈𝑛0 para algum 𝑛0, enta˜o 𝜔 ∈ Ω𝑛0𝑡 . Por
outro lado se 𝜔 ∈ ∪𝑛Ω𝑛𝑡 para todo 𝑡 enta˜o 𝑑𝑁(0, 𝑦𝑡(𝜔)) <∞.
Portanto, o processo 𝑦𝑡 e´ completo e assim, 𝑥𝑡 e´ completo.
Corola´rio 3.12. Sejam 𝑥𝑡 o 𝑔(𝑡)-movimento Browniano como no Teorema anterior. Assuma
que div𝑁(𝑉𝑖) e tr (𝜕𝑡𝑔) sa˜o limitados, enta˜o o 𝑔(𝑡)-movimento Browniano definido pelo Teorema
3.6 e´ completo.
Demonstrac¸a˜o. No teorema anterior pegamos 𝑟 = 𝑐𝑡𝑒.
Cap´ıtulo 4
Ana´lise geome´trico diferencial para o
fluxo soluc¸a˜o do g(t)-movimento
Browniano
No cap´ıtulo anterior, estudamos a construc¸a˜o do 𝑔(𝑡)-movimento Browniano via mergulho
isome´trico e obtivemos condic¸o˜es para a na˜o explosa˜o do mesmo. Neste cap´ıtulo, nos basea-
mos nesta construc¸a˜o e adaptamos nossas ide´ias aos trabalhos de Elworthy [7] e Kunita [15].
Consideramos o fluxo soluc¸a˜o {𝜉𝑡 : 𝑡 ≥ 0} do 𝑔(𝑡)-movimento Browniano e sua derivada, que
consiste das aplicac¸o˜es lineares (𝜉𝑡)* = 𝑇𝑥𝜉𝑡 : 𝑇𝑥(𝑀) → 𝑇𝜉𝑡(𝑥)(𝑀). Consideramos campos de
vetores 𝑈(𝑡) sobre a variedade riemanniana 𝑀 , dados por
𝑈(𝑡)− 𝑈(0) =
∫︁ 𝑡
0
𝑌 (𝑠) ◇ 𝑑𝑁𝑠,
onde 𝑌 (𝑠) e´ um campo de vetores e {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale cont´ınuo sobre a
variedade. Mostramos que
(𝜉𝑡)*𝑈𝑡 − 𝑈0 =
∫︁ 𝑡
0
(𝜉𝑠)*𝑌𝑠 ◇ 𝑑𝑁𝑠 −
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)(𝜉𝑠)*𝑈𝑠 ◇ 𝑑𝐵𝑖𝑠
com valor inicial 𝑈0 ao longo do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)), onde os campos
𝑋𝑖(𝑡) sobre (𝑀, 𝑔(𝑡)) sa˜o constru´ıdos no cap´ıtulo anterior via mergulho isome´trico.
Consideramos 1-formas que dependem diferenciavelmente do tempo sobre a variedade dadas
por:
𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
𝛼𝑠 ◇ 𝑑𝑁𝑠, (4.0.1)
onde {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale cont´ınuo sobre a variedade.
Dada a fo´rmula de Weitzenbo¨ck 1𝑔(𝑡)𝜃 = Δ1𝑔(𝑡)𝜃 − Ric(·, 𝜃♯) para o 𝑔(𝑡)-Laplaciano sobre 1-
formas, baseados no trabalho de Kunita [15] e Elworthy [7], o objetivo neste cap´ıtulo sera´: Obter
uma fo´rmula de Itoˆ para fluxo soluc¸a˜o {𝜉𝑡 : 𝑡 ≥ 0} do 𝑔(𝑡)-movimento Browniano atuando sobre
a 1-forma 𝜃𝑡 e caracterizar geometricamente esta fo´rmula em relac¸a˜o a fo´rmula de Weitzenbo¨ck.
Boas refereˆncias para este cap´ıtulo sa˜o os trabalhos de H. Kunita [15], E.P. Hsu [12], J. Jost
[14], K.D. Elworthy [6,7,8] e R. Abraham, J.E. Marsdem and T. Ratiu [2].
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4.1 Fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano: Pro-
priedades
Comec¸amos esta sec¸a˜o tratando os fluxos Brownianos gradientes que constituem uma das
primeiras classes de fluxos estoca´sticos na˜o lineares, a ser estudados desde um ponto de vista
da teoria Ergo´dica. Consideramos a seguinte equac¸a˜o diferencial estoca´stica
𝑑𝑥𝑡 =
𝑚∑︁
𝑖=1
𝑉𝑖(𝑥𝑡) ◇ 𝑑𝐵𝑖𝑡 + 𝐴(𝑥𝑡)𝑑𝑡, (4.1.1)
sobre uma variedade 𝑀 conexa de dimensa˜o 𝑑. Assumiremos por convenieˆncia que 𝑀 , 𝑉 e
𝐴 sa˜o de classe 𝐶∞ e {𝐵𝑡 = (𝐵1𝑡 , ..., 𝐵𝑚𝑡 ) : 𝑡 ≥ 0} e´ o movimento Browniano sobre o espac¸o
Euclideano R𝑚, para algum 𝑚 na˜o necessariamente igual a 𝑑. Enta˜o 𝐴 e´ um campo de vetores
sobre 𝑀 e para cada 𝑥 ∈𝑀 temos
𝑉 (𝑦): R𝑚 → 𝑇𝑦(𝑀)
𝑒𝑖 ↦→ 𝑉 (𝑦)(𝑒𝑖) = 𝑉𝑖(𝑦)
onde 𝑒1, ..., 𝑒𝑚 e´ uma base canoˆnica de R𝑚. Enta˜o, o sistema (4.1.1) constitui um sistema
dinaˆmico estoca´stico com gerador
𝒜 = Δ𝑀 + 𝐴
tal que os processos soluc¸a˜o sa˜o movimentos Brownianos sobre 𝑀 , quando 𝐴 = 0. Um fluxo
estoca´stico {𝜉𝑡 : 𝑡 ≥ 0} para a equac¸a˜o (4.1.1), sera´ dado pela aplicac¸a˜o:
𝜉𝑡 :𝑀 × Ω→𝑀,
para cada 𝑡 ≥ 0 e tal que para cada 𝜔 ∈ Ω a aplicac¸a˜o:
𝜉·(·, 𝜔) : [0,∞]×𝑀 →𝑀
e´ cont´ınua e tal que {𝜉𝑡(𝑦) : 𝑡 ≥ 0} e´ a soluc¸a˜o de (4.1.1) com 𝜉0(𝑦) = 𝑦 para cada 𝑦 ∈𝑀 .
Munimos a 𝑀 de uma famı´lia de me´tricas {𝑔(𝑡) : 𝑡 ∈ 𝐼} que dependem diferenciavelmente
do tempo, onde o intervalo 𝐼 pode ser tomado da forma [0, 𝑇 ], [0,∞) ou R. Logo, consideramos
a equac¸a˜o diferencial estoca´stica sobre a variedade (𝑀, 𝑔(𝑡)) dada por:
𝑑𝑥𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝑥𝑡) ◇ 𝑑𝐵𝑖𝑡, (4.1.2)
onde os campos 𝑋𝑘(𝑡) sobre (𝑀, 𝑔(𝑡)), sa˜o dados pela equac¸a˜o (3.1.1) no Cap´ıtulo anterior.
Logo, pelo Teorema 3.6 mostrado no Cap´ıtulo anterior, temos que Δ𝑔(𝑡) =
∑︀𝑚
𝑘=1𝑋
2
𝑘(𝑡). Enta˜o,
o sistema (4.1.2) constitui um sistema dinaˆmico estoca´stico com gerador
𝒜(𝑡) = Δ𝑔(𝑡)
tal que os processos soluc¸a˜o sa˜o 𝑔(𝑡)-movimentos Brownianos sobre (𝑀, 𝑔(𝑡)).
Lema 4.1. Para os campos 𝑋𝑘(𝑡) sobre (𝑀, 𝑔(𝑡)), temos
𝑚∑︁
𝑘=1
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑋𝑘(𝑡) = 0.
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Demonstrac¸a˜o. De fato, seja 𝑓 ∈ 𝐶∞(𝑀) e pelo Corola´rio 3.7 no cap´ıtulo 2 temos
Δ𝑔(𝑡)𝑓 =
𝑚∑︁
𝛼=1
(︁
∇𝑔(𝑡)
)︁2
𝑓
(︁
𝑋𝛼(𝑡), 𝑋𝛼(𝑡)
)︁
.
Mas pelo Teorema 3.6 tambe´m no cap´ıtulo 2, temos
Δ𝑔(𝑡)𝑓(𝑥) =
𝑚∑︁
𝑘=1
𝑋2𝑘(𝑡)𝑓(𝑥).
Portanto, igualando as duas equac¸o˜es
𝑚∑︁
𝑘=1
𝑋2𝑘(𝑡)𝑓 =
𝑚∑︁
𝛼=1
(︁
∇𝑔(𝑡)
)︁2
𝑓
(︁
𝑋𝛼(𝑡), 𝑋𝛼(𝑡)
)︁
=
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝑋𝑘(𝑡)𝑓)−
𝑚∑︁
𝑘=1
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑋𝑘(𝑡)
)︁
𝑓.
Observac¸a˜o 4.2. Como (𝑀, 𝑔(𝑡)) e´ compacto para cada 𝑡 ∈ 𝐼, um me´todo para provar a exis-
teˆncia do fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano e´ tomar qualquer mergulho diferencia´vel
de 𝑀 em algum R𝑝 e extender os campos 𝑋𝑖(𝑡) para obter uma equac¸a˜o diferencial estoca´stica no
espac¸o euclidiano R𝑝 cujos coeficientes teˆm suporte compacto. O crite´rio de Totoki-Kolmogorov
para a existeˆncia de verso˜es cont´ınuas simples pode ser usado para obter um fluxo para a equa-
c¸a˜o a valores em R𝑝, ver Elworthy [6] e Kunita [15], sua restric¸a˜o nos dara´ o fluxo soluc¸a˜o
requerido sobre a variedade 𝑀 .
Ao longo deste trabalho vamos assumir que existe {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-
movimento Browniano.
4.2 Fluxo do 𝑔(𝑡)-movimento Browniano atuando sobre
campos de vetores dependendo do tempo
Nesta sec¸a˜o abordaremos nosso estudo para campos de vetores dependendo do tempo sobre
a variedade. Seja 𝑈(𝑡) um campo de vetores sobre a variedade riemanniana 𝑀 , dado por
𝑈(𝑡)− 𝑈(0) =
∫︁ 𝑡
0
𝑌 (𝑠) ◇ 𝑑𝑁𝑠,
onde {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale sobre a variedade e seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do
𝑔(𝑡)-movimento Browniano. Logo satisfaz a equac¸a˜o
𝑑𝜉𝑡 =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑡)(𝜉𝑡) ◇ 𝑑𝐵𝑖𝑡. (4.2.1)
Como (𝑀, 𝑔(𝑡)) e´ compacta para cada 𝑡 ∈ [0, 𝑇 ], temos que o fluxo soluc¸a˜o do 𝑔(𝑡)-
movimento Browniano define um fluxo estoca´stico de difeomorfismos sobre (𝑀, 𝑔(𝑡)). Logo,
o diferencial de {𝜉𝑡 : 𝑡 ≥ 0} esta bem definido para todo 0 < 𝑡 quasi certamente.
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Denotemos por ((𝜉𝑡)*)𝑥 = 𝑇𝑥(𝜉𝑡) o diferencial da aplicac¸a˜o 𝜉𝑡 que e´ por definic¸a˜o uma
aplicac¸a˜o linear do espac¸o tangente 𝑇𝑥(𝑀) para o espac¸o tangente 𝑇𝜉𝑡(𝑥)(𝑀) tal que:
((𝜉𝑡)*)𝑥𝑋𝑥(𝑓) = 𝑋𝑥(𝑓 ∘ 𝜉𝑡), ∀𝑋𝑥 ∈ 𝑇𝑥(𝑀).
Logo, o campo de vetores (𝜉𝑡)*𝑋 e´ dado por
((𝜉𝑡)*𝑋)𝑥 = ((𝜉𝑡)*)𝜉−1𝑡 (𝑥)𝑋𝜉−1𝑡 (𝑥).
Enta˜o se cumpre
(𝜉𝑡)*𝑋𝑓(𝑥) = 𝑋(𝑓 ∘ 𝜉𝑡)(𝜉−1𝑡 (𝑥)), ∀𝑥 ∈𝑀. (4.2.2)
para qualquer 𝑓 ∈ 𝐶∞(𝑀). A derivada de Lie de um campo de vetores 𝑋 com respeito a 𝑌 , e´
um campo de vetores 𝐿𝑌𝑋 definido por
𝐿𝑌𝑋 = lim
𝑡→0
1
𝑡
{((𝜉𝑡)*𝑋)𝑥 −𝑋𝑥}
= lim
𝑡→0
1
𝑡
{((𝜉𝑡)*)𝜉−1𝑡 (𝑥)𝑋𝜉−1𝑡 (𝑥) −𝑋𝑥}
Este campo de vetores e´ tambe´m dado por:
𝐿𝑌𝑋 = [𝑌,𝑋] = 𝑌 𝑋 −𝑋𝑌
Teorema 4.3. Sejam {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano e 𝑈(𝑡) um
campo de vetores dependentes do tempo sobre a variedade 𝑀 , dado por:
𝑈(𝑡)− 𝑈(0) =
∫︁ 𝑡
0
𝑌 (𝑠) ◇ 𝑑𝑁𝑠,
onde {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale cont´ınuo e 𝑌 (𝑠) sa˜o campos de vetores sobre a variedade
satisfazendo as condic¸o˜es do Teorema 2.7. Enta˜o
(𝜉𝑡)*𝑈𝑡 − 𝑈0 =
∫︁ 𝑡
0
(𝜉𝑠)*𝑌𝑠 ◇ 𝑑𝑁𝑠 −
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)(𝜉𝑠)*𝑈𝑠 ◇ 𝑑𝐵𝑖𝑠.
Demonstrac¸a˜o. Sejam 𝑈(𝑡) e´ um campo de vetores dependentes do tempo sobre a variedade
𝑀 , dado por
𝑑𝑈(𝑡) = 𝑌 (𝑡) ◇ 𝑑𝑁𝑠,
e {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano. Enta˜o, tomando 𝐹𝑡(𝑥) = 𝑈(𝑡)(𝑥)
e 𝑀𝑡 = 𝜉𝑡(𝑥), aplicando a fo´rmula de Itoˆ para func¸o˜es compostas dada no Teorema 2.7 nos
preliminares, temos
𝑑𝑈(𝑡)(𝜉𝑡(𝑥)) = (𝑑𝐹𝑡)(𝑀𝑡) +
𝑑∑︁
𝑖=1
𝜕𝐹𝑡
𝜕𝑥𝑖
(𝑀𝑡) ◇ 𝑑𝑀 𝑖𝑡
= 𝑌 (𝑡)(𝜉𝑡(𝑥)) ◇ 𝑑𝑁𝑡 +
𝑚∑︁
𝑘=1
𝑈(𝑡)𝑋𝑘(𝑡)(𝜉𝑡(𝑥)) ◇ 𝑑𝐵𝑘𝑡 . (4.2.3)
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Agora, seja 𝑓 ∈ 𝐶∞(𝑀). Enta˜o
(𝜉𝑡)*𝑈(𝑡)𝑓(𝑥) = 𝑈(𝑡)(𝑓 ∘ 𝜉𝑡)(𝜉−1𝑡 (𝑥)).
De novo, definimos 𝐹𝑡(𝑥) = 𝑈(𝑡)(𝑓 ∘ 𝜉𝑡)(𝑥) e 𝑀𝑡 = 𝜉−1𝑡 (𝑥). Enta˜o, aplicando a fo´rmula de Itoˆ
para func¸o˜es compostas, temos:
𝑑𝑈(𝑡)(𝑓 ∘ 𝜉𝑡)(𝑀𝑡) = (𝑑𝐹𝑡)(𝑀𝑡) +
𝑑∑︁
𝑖=1
𝜕𝐹𝑡
𝜕𝑥𝑖
(𝑀𝑡) ◇ 𝑑𝑀 𝑖𝑡
Pela equac¸a˜o (4.2.3) obtemos
(𝑑𝐹𝑡)(𝑥) = 𝑌 (𝑡)(𝑓 ∘ 𝜉𝑡)(𝑥) ◇ 𝑑𝑁𝑡 +
𝑚∑︁
𝑘=1
𝑈(𝑡)(𝑋𝑘(𝑡)𝑓 ∘ 𝜉𝑡)(𝑥) ◇ 𝑑𝐵𝑘𝑡 .
Logo para 𝑀𝑡 = 𝜉−1𝑡 (𝑥), temos
𝑑𝐹𝑡(𝑀𝑡) = 𝑌 (𝑡)(𝑓 ∘ 𝜉𝑡)(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝑁𝑡 +
𝑚∑︁
𝑘=1
𝑈(𝑡)(𝑋𝑘(𝑡)𝑓 ∘ 𝜉𝑡)(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡
= (𝜉𝑡)*𝑌 (𝑡)𝑓(𝑥) ◇ 𝑑𝑁𝑡 +
𝑚∑︁
𝑘=1
(𝜉𝑡)*𝑈(𝑡)𝑋𝑘(𝑡)𝑓(𝑥) ◇ 𝑑𝐵𝑘𝑡 .
Por outro lado, denotando a 𝜋𝑖(𝜉−1𝑠,𝑡 (𝑥)) = 𝜉−1𝑖𝑠,𝑡 (𝑥) a projec¸a˜o na i-e´sima coordenada. Temos:
𝑑𝑀 𝑖𝑡 (𝑥) = 𝑑𝜋𝑖(𝜉−1𝑠,𝑡 (𝑥))
= −
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)𝜋𝑖(𝜉−1𝑡 )(𝑥) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝜋𝑖 ∘ 𝜉−1𝑡 )(𝜉𝑡(𝜉−1𝑡 (𝑥))) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
(𝜉−1𝑡 )*𝑋𝑘(𝑡)𝜋𝑖(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
(𝑑𝜋𝑖)𝜉−1𝑡 (𝑥)(𝜉
−1
𝑡 )*𝑋𝑘(𝑡)(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
{(𝜉−1𝑡 )*𝑋𝑘(𝑡)}𝑖(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡 ,
onde {(𝜉−1𝑡 )*𝑋𝑘(𝑡)}𝑖 denota o i-e´simo coeficiente do campo (𝜉−1𝑡 )*𝑋𝑘(𝑡) no sistema coordenado
(𝑥1, ..., 𝑥𝑑), isto e´:
(𝜉−1𝑡 )*𝑋𝑘(𝑡) =
𝑑∑︁
𝑗=1
{(𝜉−1𝑡 )*𝑋𝑘(𝑡)}𝑗
𝜕
𝜕𝑥𝑗
.
Assim,
𝑑∑︁
𝑖=1
𝜕
𝜕𝑥𝑖
𝐹𝑡(𝑀𝑡) ◇ 𝑑𝑀 𝑖𝑡 = −
𝑚∑︁
𝑘=1
𝑑∑︁
𝑖=1
𝜕
𝜕𝑥𝑖
𝐹𝑡(𝜉−1𝑡 (𝑥)) · {(𝜉−1𝑡 )*𝑋𝑘(𝑡)}𝑖(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
𝑑∑︁
𝑖=1
{(𝜉−1𝑡 )*𝑋𝑘(𝑡)}𝑖
𝜕
𝜕𝑥𝑖
𝐹𝑡(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡
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= −
𝑚∑︁
𝑘=1
(𝜉−1𝑡 )*𝑋𝑘(𝑡)𝐹𝑡(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝐹𝑡 ∘ 𝜉−1𝑡 )(𝜉𝑡(𝜉−1𝑡 (𝑥))) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝐹𝑡 ∘ 𝜉−1𝑡 )(𝑥) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)𝑈(𝑡)(𝑓 ∘ 𝜉𝑡)(𝜉−1𝑡 (𝑥)) ◇ 𝑑𝐵𝑘𝑡
= −
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝜉𝑡)*𝑈(𝑡)𝑓(𝑥) ◇ 𝑑𝐵𝑘𝑡 .
Portanto, substituindo isto na fo´rmula de Itoˆ para func¸o˜es compostas dada no Teorema 2.7
nos preliminares, temos
𝑑(𝜉𝑡)*𝑈(𝑡)𝑓(𝑥) =𝑑𝑈(𝑡)(𝑓 ∘ 𝜉𝑡)(𝜉−1𝑡 (𝑥))
=(𝑑𝐹𝑡)(𝑀𝑡) +
𝑑∑︁
𝑖=1
𝜕𝐹𝑡
𝜕𝑥𝑖
(𝑀𝑡) ∘ 𝑑𝑀 𝑖𝑡
=(𝜉𝑡)*𝑌 (𝑡)𝑓(𝑥) ◇ 𝑑𝑁𝑡 +
𝑚∑︁
𝑘=1
(𝜉𝑡)*𝑈(𝑡)𝑋𝑘(𝑡)𝑓(𝑥) ◇ 𝑑𝐵𝑘𝑡
−
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝜉𝑡)*𝑈(𝑡)𝑓(𝑥) ◇ 𝑑𝐵𝑘𝑡
=(𝜉𝑡)*𝑌 (𝑡)𝑓(𝑥) ◇ 𝑑𝑁𝑡
+
𝑚∑︁
𝑘=1
{︁
(𝜉𝑡)*𝑈(𝑡) ·𝑋𝑘(𝑡)−𝑋𝑘(𝑡) · (𝜉𝑡)*𝑈(𝑡)
}︁
𝑓(𝑥) ◇ 𝑑𝐵𝑘𝑡
=(𝜉𝑡)*𝑌 (𝑡)𝑓(𝑥) ◇ 𝑑𝑁𝑡 −
𝑚∑︁
𝑘=1
[︁
𝑋𝑘(𝑡), (𝜉𝑡)*𝑈(𝑡)
]︁
𝑓(𝑥) ◇ 𝑑𝐵𝑘𝑡
=(𝜉𝑡)*𝑌 (𝑡)𝑓(𝑥) ◇ 𝑑𝑁𝑡 −
𝑚∑︁
𝑘=1
𝐿𝑋𝑘(𝑡)((𝜉𝑡)*𝑈(𝑡))𝑓(𝑥) ◇ 𝑑𝐵𝑘𝑡 .
como quer´ıamos mostrar.
Corola´rio 4.4. Em particular, se escrevemos 𝑉𝑡 = (𝜉𝑡)*(𝑉 ) com 𝑉 ∈ 𝑇𝑥(𝑀) temos que:
𝑉𝑡 = 𝑉 −
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)(𝑉𝑠) ◇ 𝑑𝐵𝑖𝑠. (4.2.4)
De maneira ana´loga a` prova do Teorema 4.3 temos para o fluxo inverso.
Teorema 4.5. Nas condic¸o˜es do Teorema 4.3 e para {𝜉−1𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o inverso do
𝑔(𝑡)-movimento Browniano. Temos
(𝜉−1𝑡 )*𝑈𝑡 − 𝑈0 =
∫︁ 𝑡
0
(𝜉−1𝑠 )*𝑌𝑠 ◇ 𝑑𝑁𝑠 +
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)(𝜉−1𝑠 )*𝑈𝑠 ◇ 𝑑𝐵𝑖𝑠.
Utilizando a fo´rmula de transformac¸a˜o de Itoˆ-Stratonovich, no Teorema 4.3, obtemos o
seguinte Corola´rio.
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Corola´rio 4.6. Nas condic¸o˜es do Teorema 4.3 e para o campo de vetores 𝑈(𝑡) dado por
𝑈(𝑡)− 𝑈(0) =
∫︁ 𝑡
0
𝑌 (𝑠)𝑑𝑠,
Temos que:
(𝜉𝑡)*𝑈𝑡 − 𝑈0 =
∫︁ 𝑡
0
(𝜉𝑠)*𝑌𝑠𝑑𝑠−
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)(𝜉𝑠)*𝑈𝑠𝑑𝐵𝑖𝑠 +
1
2
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿2𝑋𝑖(𝑠)(𝜉𝑠)*𝑈𝑠𝑑𝑠.
4.3 Fluxo do 𝑔(𝑡)-movimento Browniano atuando sobre
1-formas dependendo do tempo
Na sec¸a˜o anterior, obtemos uma versa˜o da fo´rmula de Itoˆ para o fluxo soluc¸a˜o do 𝑔(𝑡)-
movimento Browniano atuando sobre campos de vetores dependendo do tempo. Nesta sec¸a˜o,
vamos obter uma fo´rmula similar para o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano, mas
atuando sobre 1-formas dependendo do tempo.
Seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano. Denotemos por ((𝜉𝑡)*)𝑥 =
𝑇𝑥(𝜉𝑡) o diferencial do fluxo 𝜉𝑡 que e´ por definic¸a˜o uma aplicac¸a˜o linear do espac¸o tangente
𝑇𝑥(𝑀) para o espac¸o tangente 𝑇𝜉𝑡(𝑥)(𝑀) e por (𝜉*𝑡 )𝑥 sua aplicac¸a˜o dual:
(𝜉*𝑡 )𝑥 : 𝑇𝜉𝑡(𝑥)(𝑀)* ↔ 𝑇𝑥(𝑀)*
𝜃𝜉𝑡(𝑥) ↦→ (𝜉*𝑡 )𝑥𝜃𝜉𝑡(𝑥)
de modo que
(𝜉*𝑡 )𝑥𝜃𝜉𝑡(𝑥)(𝑋𝑥) = 𝜃𝜉𝑡(𝑥)
(︁
((𝜉𝑡)*)𝑥𝑋𝑥
)︁
,
se cumpre para quaisquer 𝜃𝜉𝑡(𝑥) ∈ 𝑇𝜉𝑡(𝑥)(𝑀)* e 𝑋𝑥 ∈ 𝑇𝑥(𝑀). Assim, dada uma 1-forma 𝜃,
denotamos por 𝜉*𝑡 𝜃 uma 1-forma tal que:
(𝜉*𝑡 𝜃)𝑥 = (𝜉*𝑡 )𝑥𝜃𝜉𝑡(𝑥).
Enta˜o se cumpre que
(𝜉*𝑡 𝜃(𝑋))(𝑥) =
(︁
𝜃((𝜉𝑡)*𝑋)
)︁
(𝜉𝑡(𝑥)).
Definic¸a˜o 4.7. Seja 𝜃 uma 1-forma, enta˜o a derivada de Lie para 𝜃 e´ dada por:
𝐿𝑋𝜃 = lim
𝑡→0
1
𝑡
{𝜉*𝑡 𝜃 − 𝜃}
Sejam 𝑋 e 𝑌 campos de vetores sobre 𝑀 . Temos a seguinte relac¸a˜o para a derivada de Lie:
𝐿𝑋𝜃(𝑌 ) = 𝑋𝜃(𝑌 )− 𝜃(𝐿𝑋𝑌 ) (4.3.1)
Teorema 4.8. Seja 𝜃𝑡 uma 1-forma dependente do tempo sobre a variedade riemanniana
(𝑀, 𝑔(𝑡)), dada por:
𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
𝛼𝑠 ◇ 𝑑𝑁𝑠,
onde {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale sobre a variedade e seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do
𝑔(𝑡)-movimento Browniano. Enta˜o
(𝜉𝑡)*𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
(𝜉𝑠)*𝛼𝑠 ◇ 𝑑𝑁𝑠 +
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝜃𝑠 ◇ 𝑑𝐵𝑖𝑠. (4.3.2)
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Demonstrac¸a˜o. Seja 𝜃𝑡 uma 1-forma dependente do tempo sobre a variedade riemanniana
(𝑀, 𝑔(𝑡)), dada por:
𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
𝛼𝑠 ◇ 𝑑𝑁𝑠, (4.3.3)
onde {𝑁𝑡 : 𝑡 ≥ 0} e´ um semimartingale sobre a variedade e seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do
𝑔(𝑡)-movimento Browniano. Observamos que provar a equac¸a˜o (4.3.2) e´ equivalente a mostrar
que:
𝜉*𝑡 𝜃(𝑡)(𝑉 )𝑥 − 𝜃(0)(𝑉 )𝑥 =
∫︁ 𝑡
0
(𝜉𝑠)*𝛼𝑠(𝑉 )𝑥 ◇ 𝑑𝑁𝑠 +
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝜃𝑠(𝑉 )𝑥 ◇ 𝑑𝐵𝑖𝑠,
para cada 𝑥 ∈𝑀 e 𝑉 ∈ 𝑇𝑥(𝑀). Ou melhor, mostrar que
𝜃(𝑡)(𝜉𝑡(𝑥))((𝜉𝑡)*𝑉 )(𝜉𝑡(𝑥)) =(𝜃(0)(𝑉 ))(𝑥) +
∫︁ 𝑡
0
𝛼(𝑠)(𝜉𝑠(𝑥))((𝜉𝑠)*𝑉 )(𝜉𝑠(𝑥)) ◇ 𝑑𝑁𝑠
+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝐿𝑋𝑖(𝑠)𝜃(𝑠))(𝜉𝑠(𝑥))((𝜉𝑠)*𝑉 )(𝜉𝑠(𝑥)) ◇ 𝑑𝐵𝑖𝑠. (4.3.4)
De fato, sejam 𝑥 ∈𝑀 e 𝑉 ∈ 𝑇𝑥(𝑀). Aplicando a fo´rmula ◇(𝑋𝑌 ) = ◇(𝑋)𝑌 +𝑋 ◇ (𝑌 ) para
o processo 𝜃(𝑡)(𝜉𝑡(𝑥))((𝜉𝑡)*𝑉 )(𝜉𝑡(𝑥)) temos:
◇
(︁
𝜃(𝑡)(𝜉𝑡(𝑥))((𝜉𝑡)*𝑉 )(𝜉𝑡(𝑥))
)︁
= ◇(𝜃(𝑡)(𝜉𝑡(𝑥)))𝑉𝑡(𝜉𝑡(𝑥)) + 𝜃(𝑡)(𝜉𝑡(𝑥)) ◇ (𝑉𝑡(𝜉𝑡(𝑥))) (4.3.5)
onde pelo Corola´rio 4.4 temos que:
◇(𝑉𝑡(𝜉𝑡(𝑥))) = −
𝑚∑︁
𝑖=1
𝐿𝑋𝑖(𝑡)(𝑉𝑡) ◇ 𝑑𝐵𝑖𝑡
Por outro lado, definimos 𝐹𝑡(𝑦) = 𝜃(𝑡)(𝑦)𝑉𝑡(𝑦) e 𝑀𝑡 = 𝜉𝑡(𝑥) e aplicamos o Teorema 2.7 dados
nos preliminares
𝑑𝜃(𝑡)(𝜉𝑡(𝑥))(𝑉𝑡)(𝜉𝑡(𝑥)) = (𝑑𝐹𝑡)(𝑀𝑡) +
𝑑∑︁
𝑖=1
𝜕𝐹𝑡
𝜕𝑥𝑖
(𝑀𝑡) ◇ 𝑑𝑀 𝑖𝑡
onde pelas equac¸o˜es (4.3.3) e (4.3.5) temos que o primeiro termo da equac¸a˜o anterior e´ dado
por:
(𝑑𝐹𝑡)(𝑀𝑡) = ◇(𝜃(𝑡)(𝜉𝑡(𝑥)))𝑉𝑡(𝜉𝑡(𝑥)) + 𝜃(𝑡)(𝜉𝑡(𝑥)) ◇ (𝑉𝑡(𝜉𝑡(𝑥)))
= 𝛼(𝑡)(𝜉𝑡(𝑥))𝑉𝑡(𝜉𝑡(𝑥)) ◇ 𝑑𝑁𝑡 −
𝑚∑︁
𝑖=1
𝜃(𝑡)(𝜉𝑡(𝑥))(𝐿𝑋𝑖(𝑡)(𝑉𝑡)) ◇ 𝑑𝐵𝑖𝑡
e pela mesma ana´lise feito no Teorema 4.3 temos que o segundo termo e´ dado por
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𝑑∑︁
𝑖=1
𝜕𝐹𝑡
𝜕𝑥𝑖
(𝑀𝑡) ◇ 𝑑𝑀 𝑖𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝐹𝑡 ∘ 𝜉𝑡)(𝑥) ◇ 𝑑𝐵𝑘𝑡
=
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝜃(𝑡)(𝜉𝑡(𝑥))𝑉𝑡(𝜉𝑡(𝑥))) ◇ 𝑑𝐵𝑘𝑡 .
Portanto
𝑑𝜃(𝑡)(𝜉𝑡(𝑥))(𝑉𝑡)(𝜉𝑡(𝑥)) =𝛼(𝑡)(𝜉𝑡(𝑥))𝑉𝑡(𝜉𝑡(𝑥)) ◇ 𝑑𝑁𝑡
−
𝑚∑︁
𝑖=1
𝜃(𝑡)(𝜉𝑡(𝑥))(𝐿𝑋𝑖(𝑡)(𝑉𝑡)) ◇ 𝑑𝐵𝑖𝑡
+
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝜃(𝑡)(𝜉𝑡(𝑥))𝑉𝑡(𝜉𝑡(𝑥))) ◇ 𝑑𝐵𝑘𝑡
=𝛼(𝑡)(𝜉𝑡(𝑥))𝑉𝑡(𝜉𝑡(𝑥)) ◇ 𝑑𝑁𝑡
+
𝑚∑︁
𝑖=1
(︁
𝑋𝑘(𝑡)(𝜃(𝑡)𝑉𝑡)− 𝜃(𝑡)(𝐿𝑋𝑖(𝑡)(𝑉𝑡))
)︁
(𝜉𝑡(𝑥)) ◇ 𝑑𝐵𝑖𝑡
=𝛼(𝑡)(𝜉𝑡(𝑥))𝑉𝑡(𝜉𝑡(𝑥)) ◇ 𝑑𝑁𝑡
+
𝑚∑︁
𝑖=1
(𝐿𝑋𝑖(𝑡)𝜃(𝑡))(𝜉𝑡(𝑥))((𝜉𝑡)*𝑉 )(𝜉𝑡(𝑥)) ◇ 𝑑𝐵𝑖𝑡.
Logo, integrando de 0 a 𝑡 e tendo presente que 𝜉0(𝑥) = 𝑥 e 𝑉0 = 𝑉 obtemos a equac¸a˜o
(4.3.4) como quer´ıamos.
Em particular usando a fo´rmula de transformac¸a˜o de Itoˆ-Stratonovich temos o seguinte
Corola´rio.
Corola´rio 4.9. Nas condic¸o˜es do Teorema 4.8 e para 𝜃𝑡 dado por:
𝜃(𝑡)− 𝜃(0) =
∫︁ 𝑡
0
𝛼𝑠𝑑𝑠,
(𝜉𝑡)*𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
(𝜉𝑠)*𝛼𝑠𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝜃𝑠𝑑𝐵𝑖𝑠 +
1
2
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿2𝑋𝑖(𝑠)𝜃𝑠𝑑𝑠.
Gostar´ıamos de calcular as expresso˜es geome´tricas para os termos 𝐿𝑋𝑖(𝑠)𝜃𝑠 e 𝐿
2
𝑋𝑖(𝑠)𝜃𝑠 do
Corola´rio (4.9).
Lema 4.10. Para cada 𝑉 ∈ 𝑇𝑥(𝑀) e com as notac¸o˜es de acima, temos que:
𝐿𝑋𝑘(𝑡)𝜃(𝑡)(𝑉 ) = ∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡(𝑉 ) + 𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
(4.3.6)
e
𝐿2𝑋𝑘(𝑡)𝜃(𝑡)(𝑉 ) =∇
𝑔(𝑡)
𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
)︁
(𝑉 ) + 2∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
+ 𝜃𝑡(𝑅(𝑉,𝑋𝑘(𝑡))𝑋𝑘(𝑡)) + 𝜃𝑡
(︁
∇𝑔(𝑡)𝑉
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑋𝑘(𝑡)
)︁)︁
(4.3.7)
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Demonstrac¸a˜o. Sejam 𝑥 ∈ 𝑀 com 𝑥 = 𝜉0(𝑥0) e 𝑉 ∈ 𝑇𝑥(𝑀), como 𝐿𝑋𝑘(𝑡)𝜃(𝑡) e´ uma 1-forma
sobre (𝑀, 𝑔(𝑡)) temos
𝐿𝑋𝑘(𝑡)𝜃(𝑡)(𝑉 ) = 𝑋𝑘(𝑡)𝜃𝑡(𝑉 )− 𝜃𝑡(𝐿𝑋𝑘(𝑡)𝑉 )
= 𝑋𝑘(𝑡)𝜃𝑡(𝑉 )− 𝜃𝑡([𝑋𝑘(𝑡), 𝑉 ])
= 𝑋𝑘(𝑡)𝜃𝑡(𝑉 )− 𝜃𝑡
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑉
)︁
+ 𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
= ∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡(𝑉 ) + 𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
,
onde a u´ltima igualdade provem da fo´rmula:
∇𝑍𝜃(𝑌 ) = 𝑍𝜃(𝑌 )− 𝜃(∇𝑍𝑌 ).
Agora considerando a 𝐿𝑋𝑘(𝑡)𝜃(𝑡) como uma 1-forma na equac¸a˜o (4.3.6) temos:
𝐿2𝑋𝑘(𝑡)𝜃(𝑡)(𝑉 ) =∇
𝑔(𝑡)
𝑋𝑘(𝑡)(𝐿𝑋𝑘(𝑡)𝜃𝑡)(𝑉 ) + (𝐿𝑋𝑘(𝑡)𝜃𝑡)
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
=𝑋𝑘(𝑡)(𝐿𝑋𝑘(𝑡)𝜃𝑡)(𝑉 )− 𝐿𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑉
)︁
+ 𝐿𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
=𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡(𝑉 ) + 𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁)︁
+ 𝐿𝑋𝑘(𝑡)𝜃𝑡([𝑉,𝑋𝑘(𝑡)])
=𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
)︁
(𝑉 ) +𝑋𝑘(𝑡)
(︁
𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁)︁
+∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡([𝑉,𝑋𝑘(𝑡)]) + 𝜃𝑡
(︁
∇𝑔(𝑡)[𝑉,𝑋𝑘(𝑡)]𝑋𝑘(𝑡)
)︁
=∇𝑔(𝑡)𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
)︁
(𝑉 ) +∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)(𝑉 )
)︁
+∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
+ 𝜃𝑡
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁)︁
+∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡([𝑉,𝑋𝑘(𝑡)]) + 𝜃𝑡
(︁
∇𝑔(𝑡)[𝑉,𝑋𝑘(𝑡)]𝑋𝑘(𝑡)
)︁
=∇𝑔(𝑡)𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
)︁
(𝑉 ) +∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)(𝑉 )
)︁
+∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
+∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡([𝑉,𝑋𝑘(𝑡)])
+ 𝜃𝑡
(︁
∇𝑔(𝑡)[𝑉,𝑋𝑘(𝑡)]𝑋𝑘(𝑡) +∇
𝑔(𝑡)
𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁)︁
=∇𝑔(𝑡)𝑋𝑘(𝑡)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
)︁
(𝑉 ) + 2∇𝑔(𝑡)𝑋𝑘(𝑡)𝜃𝑡
(︁
∇𝑔(𝑡)𝑉 𝑋𝑘(𝑡)
)︁
+ 𝜃𝑡(𝑅(𝑋𝑘(𝑡), 𝑉 )𝑋𝑘(𝑡)) + 𝜃𝑡
(︁
∇𝑔(𝑡)𝑉
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑋𝑘(𝑡)
)︁)︁
.
Agora, pelo Corola´rio 4.9 para cada 𝑉 ∈ 𝑇𝑥(𝑀) temos que
(𝜉𝑡)*𝜃𝑡(𝑉 )− 𝜃0(𝑉 ) =
∫︁ 𝑡
0
(𝜉𝑠)*𝛼𝑠(𝑉 )𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝜃𝑠(𝑉 )𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿2𝑋𝑖(𝑠)𝜃𝑠(𝑉 )𝑑𝑠
=
∫︁ 𝑡
0
𝛼𝑠(𝜉𝑠)*(𝑉 )𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)𝜃𝑠(𝜉𝑠)*(𝑉 )𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿2𝑋𝑖(𝑠)𝜃𝑠(𝜉𝑠)
*(𝑉 )𝑑𝑠.
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Se colocamos 𝑉𝑡 = (𝜉𝑠)*(𝑉 ) ∈ 𝑇𝜉𝑡(𝑥)(𝑀, 𝑔(𝑡)) e utilizamos o Lema(4.10) temos
𝜃𝑡(𝑉𝑡)− 𝜃0(𝑉 ) =
∫︁ 𝑡
0
𝛼𝑠(𝑉𝑠)𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)𝜃𝑠(𝑉𝑠)𝑑𝐵𝑖𝑠 +
1
2
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿2𝑋𝑖(𝑠)𝜃𝑠(𝑉𝑠)𝑑𝑠
=
∫︁ 𝑡
0
𝛼𝑠(𝑉𝑠)𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
{︁
∇𝑔(𝑡)𝑋𝑘(𝑠)𝜃𝑠(𝑉𝑠) + 𝜃𝑠
(︁
∇𝑔(𝑡)𝑉𝑠 𝑋𝑘(𝑠)
)︁}︁
𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
∇𝑔(𝑡)𝑋𝑘(𝑠)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑠)𝜃𝑠
)︁
(𝑉𝑠)𝑑𝑠
+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
∇𝑔(𝑡)𝑋𝑘(𝑠)𝜃𝑠
(︁
∇𝑔(𝑡)𝑉𝑠 𝑋𝑘(𝑠)
)︁
𝑑𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝜃𝑠(𝑅(𝑋𝑘(𝑠), 𝑉𝑠)𝑋𝑘(𝑠))𝑑𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝜃𝑠
(︁
∇𝑔(𝑡)𝑉𝑠
(︁
∇𝑔(𝑡)𝑋𝑘(𝑠)𝑋𝑘(𝑠)
)︁)︁
𝑑𝑠. (4.3.8)
Com tudo isto obtemos o seguinte Teorema
Teorema 4.11. Sejam 𝜉𝑡 o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano e 𝜃(𝑡) uma 1-forma
dada por
𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
𝛼𝑠𝑑𝑠.
Se 𝑉𝑡 = (𝜉𝑡)*(𝑉 ) com 𝑉 ∈ 𝑇𝑥(𝑀). Enta˜o,
𝜃𝑡(𝑉𝑡)− 𝜃0(𝑉 ) =
∫︁ 𝑡
0
𝛼𝑠(𝑉𝑠)𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
{︁
∇𝑔(𝑡)𝑋𝑘(𝑠)𝜃𝑠(𝑉𝑠) + 𝜃𝑠
(︁
∇𝑔(𝑡)𝑉𝑠 𝑋𝑘(𝑠)
)︁}︁
𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
{︁
∇𝑔(𝑡)𝑋𝑘(𝑠)
(︁
∇𝑔(𝑡)𝑋𝑘(𝑠)𝜃𝑠
)︁
(𝑉𝑠) + 𝜃𝑠(𝑅(𝑋𝑘(𝑠), 𝑉𝑠)𝑋𝑘(𝑠))
}︁
𝑑𝑠
+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
∇𝑔(𝑡)𝑋𝑘(𝑠)𝜃𝑠
(︁
∇𝑔(𝑡)𝑉𝑠 𝑋𝑘(𝑠)
)︁
𝑑𝑠.
Demonstrac¸a˜o. Pelo Lema 4.1 temos que
∑︀𝑚
𝑖=1∇𝑔(𝑡)𝑋𝑖(𝑡)(𝑥)𝑋𝑖(𝑡) = 0, assim
𝑚∑︁
𝑖=1
𝜃𝑡
(︁
∇𝑔(𝑡)𝑉𝑡 (∇𝑋𝑘(𝑡)𝑋𝑘(𝑡))
)︁
= 𝜃𝑡
{︁ 𝑚∑︁
𝑖=1
∇𝑔(𝑡)𝑉𝑡
(︁
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑋𝑘(𝑡)
)︁}︁
= 𝜃𝑡
{︁
∇𝑔(𝑡)𝑉𝑡 (
𝑚∑︁
𝑖=1
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑋𝑘(𝑡))
}︁
= 0.
4.4 Fo´rmula de Weitzenbo¨ck
Existem dois tipos de Laplacianos definidos sobre formas diferencia´veis: um deles e´ o La-
placiano covariante e o outro e´ o Laplaciano de Hodge-de Rham. Enquanto o primeiro e´
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naturalmente associado ao movimento Browniano o segundo e´ geometricamente mais usado
pois ele comuta com a derivada exterior. Eles sera˜o relacionados pela fo´rmula de Weitzenbo¨ck,
para maiores detalhes sobre isto ver os livro de J. Jost [14] e E.P. Hsu [12].
Comec¸aremos esta sec¸a˜o, fazendo um breve repasso da fo´rmula de Weitzenbo¨ck sobre uma
variedade com me´trica constante 𝑔, para logo ser adaptadas em nosso cena´rio. Por definic¸a˜o,
sabemos que Δ𝑔 e´ o trac¸o do Hessiano ∇2𝑓 , isto e´,
Δ𝑔𝑓 =
𝑚∑︁
𝛼=1
∇2𝑓(𝑋𝛼, 𝑋𝛼),
para cada 𝑓 ∈ 𝐶∞(𝑀), onde {𝑋𝑖} e´ qualquer base ortonormal de 𝑇𝑥𝑀 . O operador Laplaciano
sobre func¸o˜es pode ser estendido para campos de tensores pela mesma relac¸a˜o
Δ𝑞𝑔𝜃 =
𝑚∑︁
𝛼=1
∇2𝜃(𝑋𝛼, 𝑋𝛼).
Assim, se 𝜃 e´ um campo de tensores do tipo (𝑝, 𝑞) sobre 𝑀 , enta˜o ∇𝜃 e´ a derivada covariante
de 𝜃 e e´ um campo de tensores do tipo (𝑝, 𝑞 + 1). Tomando a derivada covariante mais uma
vez, obtemos ∇2𝜃 que e´ um campo de tensores do tipo (𝑝, 𝑞+2). Logo, Δ𝑞𝑔 assim definido sobre
formas diferencia´veis e´ chamado de Laplaciano covariante .
Apesar de que o Laplaciano covariante Δ𝑞𝑔 e´ naturalmente associado ao movimento Brow-
niano sobre uma variedade, ele na˜o comuta com a derivada exterior. Geometricamente mais
importante e´ o Laplaciano de Hodge-de Rham 𝑞𝑔, que passaremos a definir. Para duas formas
diferencia´veis 𝛼 e 𝛽 com suporte compacto, definimos seu produto interno por
(𝛼, 𝛽) =
∫︁
𝑀
𝑔(𝑥)(𝛼♯, 𝛽♯)𝑑𝑥,
onde ♯ denota o isomorfismo musical para formas diferencia´veis. Seja 𝛿 o formal adjunto de 𝑑
com respeito a este produto interno, isto e´
(𝑑𝛼, 𝛽) = (𝛼, 𝛿𝛽).
Enta˜o o Laplaciano de Hodge-de Rham e´ definido por:
𝑞𝑔 = −(𝑑𝛿 + 𝛿𝑑).
Logo, a diferenc¸a entre 𝑞𝑔 e Δ𝑞𝑔 e´ dada pela fo´rmula de Weitzenbo¨ck, que enunciaremos a seguir:
Teorema 4.12. {Fo´rmula de Weitzenbo¨ck}
Sejam 𝑞𝑔 e Δ𝑞𝑔 o Laplaciano de Hodge-de Rham e o Laplaciano covariante sobre a variedade
Riemanniana (𝑀, 𝑔). Enta˜o,
𝑞𝑔 = Δ𝑞𝑔 +𝑅𝑞,
onde 𝑅𝑞 e´ um tensor curvatura de Weitzenbo¨ck.
Demonstrac¸a˜o. Para a prova ver Hsu [12].
A fo´rmula de Weitzenbo¨ck toma uma apareˆncia mais simples no caso de 1-formas
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Corola´rio 4.13. Se 𝜃 e´ uma 1-forma sobre a variedade, enta˜o
1𝑔𝜃 = Δ1𝑔𝜃 − Ric𝑔 𝜃♯,
onde 𝜃♯ e´ um campo de vetores definido por:
𝑔(𝑥)(𝜃♯, 𝑉 ) = 𝜃(𝑥)(𝑉 ),
para cada 𝑉 ∈ 𝑇𝑥(𝑀).
Demonstrac¸a˜o. Para a prova ver Hsu [12].
Seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Logo satisfaz
a equac¸a˜o
𝑑𝜉𝑡 =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑡)(𝜉𝑡) ◇ 𝑑𝐵𝑖𝑡. (4.4.1)
Pelo Corola´rio 3.7 no Cap´ıtulo 2, temos que:
Δ𝑔(𝑡)𝑓 =
𝑚∑︁
𝛼=1
(︁
∇𝑔(𝑡)
)︁2
𝑓
(︁
𝑋𝛼(𝑡), 𝑋𝛼(𝑡)
)︁
para cada 𝑓 ∈ 𝐶∞(𝑀). Logo, o operador Laplaciano sobre func¸o˜es pode ser estendido para
campos de tensores pela mesma relac¸a˜o
Δ𝑞𝑔(𝑡)𝜃 =
𝑚∑︁
𝛼=1
(︁
∇𝑔(𝑡)
)︁2
𝜃
(︁
𝑋𝛼(𝑡), 𝑋𝛼(𝑡)
)︁
.
Assim, utilizando a fo´rmula de Weitzenbo¨ck para 1-formas e adaptando as ide´ias do trabalho
de Elworthy [7] no nosso contexto, obtemos o seguinte Teorema.
Teorema 4.14. Sejam 𝜉𝑡 o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano e 𝜃(𝑡) uma 1-forma
dada por
𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
𝛼𝑠𝑑𝑠.
Enta˜o para 𝑉𝑡 = (𝜉𝑡)*(𝑉 ) com 𝑉 ∈ 𝑇𝑥(𝑀) tem-se:
𝜃𝑡(𝑉𝑡)− 𝜃0(𝑉 ) =
∫︁ 𝑡
0
𝛼𝑠(𝑉𝑠)𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
{︁
∇𝑔(𝑠)𝑋𝑘(𝑠)𝜃𝑠(𝑉𝑠) + 𝜃𝑠
(︁
∇𝑔(𝑠)𝑉𝑠 𝑋𝑘(𝑠)
)︁}︁
𝑑𝐵𝑖𝑠
+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
∇𝑔(𝑠)𝑋𝑘(𝑠)𝜃𝑠
(︁
∇𝑔(𝑠)𝑉𝑠 𝑋𝑘(𝑠)
)︁
𝑑𝑠+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
1𝑔(𝑠)𝜃𝑠(𝑉𝑠)𝑑𝑠, (4.4.2)
onde 1𝑔(𝑡) o 𝑔(𝑡)-Laplaciano de Hodge-de Rham sobre 1-formas.
Demonstrac¸a˜o. Dada 𝜃(𝑡) uma 1-forma sobre (𝑀, 𝑔(𝑡)) dada por:
𝜃𝑡 − 𝜃0 =
∫︁ 𝑡
0
𝛼𝑠𝑑𝑠.
Definimos o campo de vetores 𝜃♯(𝑡, 𝑥) ∈ 𝑇𝜉𝑡(𝑥)(𝑀, 𝑔(𝑡)) por
𝑔(𝑡, 𝑥)(𝜃♯(𝑡), 𝑉 ) = 𝜃(𝑡, 𝑥)(𝑉 ),
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para cada 𝑉 ∈ 𝑇𝑥(𝑀). E lembrando que Ric𝑔(𝑡)(𝑥) : 𝑇𝜉𝑡(𝑥)(𝑀, 𝑔(𝑡)) ⊕ 𝑇𝜉𝑡(𝑥)(𝑀, 𝑔(𝑡)) → R e´
dado por:
Ric𝑔(𝑡)(𝑥)(𝑉1(𝑡), 𝑉2(𝑡)) = 𝑔(𝑡, 𝑥)(𝑅(·, 𝑉1(𝑡))𝑉2(𝑡), ·).
Enta˜o, para 𝑉 (𝑡) = 𝑉 (𝑡, 𝑥) ∈ 𝑇𝜉𝑡(𝑥)(𝑀, 𝑔(𝑡)) e 𝜃♯(𝑡) = 𝜃♯(𝑡, 𝑥) ∈ 𝑇𝜉𝑡(𝑥)(𝑀, 𝑔(𝑡)) definido acima
temos
Ric𝑔(𝑡)(𝑉 (𝑡), 𝜃♯(𝑡)) =
𝑚∑︁
𝑘=1
𝑔(𝑡)
(︁
𝑅(𝑋𝑘(𝑡), 𝑉 (𝑡))𝜃♯(𝑡), 𝑋𝑘(𝑡)
)︁
=
𝑚∑︁
𝑘=1
𝑅𝑔(𝑡)
(︁
𝑋𝑘(𝑡), 𝑉 (𝑡), 𝜃♯(𝑡), 𝑋𝑘(𝑡)
)︁
=
𝑚∑︁
𝑘=1
𝑅𝑔(𝑡)
(︁
𝜃♯(𝑡), 𝑋𝑘(𝑡), 𝑋𝑘(𝑡), 𝑉 (𝑡)
)︁
= −
𝑚∑︁
𝑘=1
𝑅𝑔(𝑡)
(︁
𝜃♯(𝑡), 𝑋𝑘(𝑡), 𝑉 (𝑡), 𝑋𝑘(𝑡)
)︁
= −
𝑚∑︁
𝑘=1
𝑔(𝑡)
(︁
𝜃♯(𝑡), 𝑅(𝑋𝑘(𝑡), 𝑉 (𝑡))𝑋𝑘(𝑡)
)︁
= −
𝑚∑︁
𝑘=1
𝜃(𝑡)(𝑅(𝑋𝑘(𝑡), 𝑉 (𝑡))𝑋𝑘(𝑡)). (4.4.3)
Logo, substituindo a equac¸a˜o (4.4.3) na fo´rmula de Weitzenbo¨ck para 1-formas dada no Coro-
la´rio 4.13, temos que para cada 𝑉 (𝑡) = 𝑉 (𝑡, 𝑥) ∈ 𝑇𝜉𝑡(𝑥)(𝑀, 𝑔(𝑡)) se cumpre:
1𝑔(𝑡)𝜃(𝑡)(𝑉 (𝑡)) =
𝑚∑︁
𝑖=1
{︁
∇𝑔(𝑡)𝑋𝑘(𝑡)∇
𝑔(𝑡)
𝑋𝑘(𝑡)𝜃(𝑡)(𝑉 (𝑡))− Ric𝑔(𝑡)(𝑉 (𝑡), 𝜃♯(𝑡))
}︁
=
𝑚∑︁
𝑖=1
{︁
∇𝑔(𝑡)𝑋𝑘(𝑡)∇
𝑔(𝑡)
𝑋𝑘(𝑡)𝜃(𝑡)(𝑉 (𝑡)) + 𝜃(𝑡)(𝑅(𝑋𝑘(𝑡), 𝑉 (𝑡))𝑋𝑘(𝑡))
}︁
. (4.4.4)
Portanto, utilizando a equac¸a˜o (4.4.4) no Teorema 4.11, temos provado o Teorema.
Cap´ıtulo 5
Ac¸a˜o 𝜉*𝑡 em campos tensores
dependendo do tempo e aplicac¸o˜es
Neste cap´ıtulo estamos interessados em estudar as propriedades geome´tricas e topolo´gicas
de fluxos estoca´sticos atuando sobre campos de tensores que dependem diferenciavelmente do
tempo. Comec¸amos apresentando a fo´rmula de Itoˆ para fluxos estoca´sticos atuando sobre cam-
pos de tensores que dependem diferenciavelmente do tempo sobre uma variedade Riemanniana.
Logo, munindo a variedade com uma famı´lia de me´tricas {𝑔(𝑡) : 𝑡 ∈ 𝐼} que dependem dife-
renciavelmente do tempo, onde o intervalo 𝐼 pode ser tomado da forma [0, 𝑇 ], [0,∞) ou R.
E considerando o fluxo soluc¸a˜o 𝜉𝑡 do 𝑔(𝑡)-movimento Browniano, calculamos a fo´rmula de Itoˆ
para 𝜉𝑡 atuando sobre campos de tensores do tipo (𝑝, 𝑞) dados por:
𝐾(𝑡)−𝐾(0) =
∫︁ 𝑡
0
𝑅(𝑠) ◇ 𝑑𝑠,
onde 𝑁1𝑠 , ..., 𝑁
𝑟
𝑠 sa˜o semimartingales cont´ınuos e 𝑅
𝑖
𝑠 sa˜o campos e tensores em 𝑀 . Logo, res-
tringindo nossa atenc¸a˜o para o caso do tensor me´trico (Isto e´, 𝐾(𝑡) = 𝑔(𝑡) tensor do tipo (0, 2)),
adaptamos as ide´ias do trabalho de K.D. Elworthy and S. Rosenberg [10] no nosso contexto e
mostramos va´rias propriedades geome´tricas u´teis para aplicac¸o˜es topolo´gicas posteriores como
a nulidade dos grupos de Homotopia sobre (𝑀, 𝑔(𝑡)). Boas refereˆncias para o desenvolvimento
deste cap´ıtulo sa˜o os trabalhos de H. Kunita [15], K.D. Elworthy [6,7,8], K.D. Elworthy and S.
Rosenberg [10], K.D. Elworthy, and M. Yor [11], K.D. Elworthy, Y. Le Jan, and Xue-Mei Li
[9], X.-M. Li [17] e R. Abraham, J.E. Marsdem and T. Ratiu [2].
5.1 Fo´rmula de Itoˆ para fluxos atuando sobre campos de
tensores dependendo do tempo
Um campo de tensores 𝐾 do tipo (𝑝, 𝑞) sobre 𝑀 e´ uma sec¸a˜o do fibrado vetorial 𝑇 𝑝𝑞 (𝑀) e
e´ por definic¸a˜o uma aplicac¸a˜o:
𝐾 : 𝑀 −→ 𝑇 𝑝𝑞 (𝑀)
𝑥 ↦→ 𝐾(𝑥) ∈ 𝑇 𝑝𝑞 (𝑥)
onde
𝑇 𝑝𝑞 (𝑥) = 𝑇𝑥(𝑀)⊗ ...⊗ 𝑇𝑥(𝑀)⊗ 𝑇𝑥(𝑀)* ⊗ ...⊗ 𝑇𝑥(𝑀)*
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tais que 𝑇𝑥(𝑀) e´ dado 𝑝-vezes e 𝑇𝑥(𝑀)* e´ dado 𝑞-vezes. Em coordenadas locais {𝑥1, ..., 𝑥𝑑}
com 𝑋𝑖 = 𝜕𝜕𝑥𝑖 e seja {𝑋 𝑖} a base dual de 𝑇 *𝑥𝑀 . Enta˜o, um campo de tensores do tipo (𝑝, 𝑞)
pode ser escrito em coordenadas locais como sendo:
𝐾(𝑥) = 𝐾𝑖1...𝑖𝑝𝑗1...𝑗𝑞(𝑥)𝑋𝑖1 ⊗ ...⊗𝑋𝑖𝑝 ⊗𝑋𝑗1 ⊗ ...⊗𝑋𝑗𝑞 .
Logo, dadas as 1-formas 𝜃1, ..., 𝜃𝑝 e os campos de vetores 𝑌1, ..., 𝑌𝑞, temos que
𝐾(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞)
e´ um campo escalar. Em adiante, assumiremos que este e´ uma func¸a˜o de classe 𝐶2.
Seja 𝐾𝑡 um tensor do tipo (𝑝, 𝑞) dependendo do tempo definido na variedade 𝑀 dado por:
𝐾(𝑡)−𝐾(0) =
𝑟∑︁
𝑖=1
∫︁ 𝑡
0
𝑅(𝑠)𝑖 ◇ 𝑑𝑁 𝑖𝑠,
onde 𝑁1𝑠 , ..., 𝑁
𝑟
𝑠 sa˜o semimartingales cont´ınuos e 𝑅
𝑖
𝑠 sa˜o campos e tensores em 𝑀 satisfazendo
as condic¸o˜es do Teorema 2.7.
Seja {𝜙𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do sistema dinaˆmico estoca´stico sobre 𝑀 , dado por:
𝑑𝑦𝑡 =
𝑛∑︁
𝑖=1
𝑌𝑖(𝑡)(𝑦𝑡) ◇ 𝑑𝑍𝑖𝑡 , (5.1.1)
onde 𝑌𝑖(𝑡) sa˜o campos que dependem diferenciavelmente do tempo sobre a variedade 𝑀 e 𝑍𝑖𝑡 sa˜o
semimartingales cont´ınuos. O objetivo nesta sec¸a˜o e´ obter uma equac¸a˜o diferencial estoca´stica
para (𝜙𝑡)*𝐾𝑡.
Dado campo de tensores 𝐾(𝑡) sobre a variedade 𝑀 do tipo (𝑝, 𝑞), sabemos que o campo de
tensores 𝜙*𝑡𝐾 e´ dado pela relac¸a˜o:
(𝜙*𝑡𝐾(𝑡))(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌 1 ⊗ ...⊗ 𝑌 𝑞)
= 𝐾(𝑡)(𝜙𝑡(𝑥))
(︁
(𝜙*𝑡 )−1𝜃1 ⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑝 ⊗ (𝜙𝑡)*𝑌1 ⊗ ...⊗ (𝜙𝑡)*𝑌𝑞
)︁
. (5.1.2)
Logo, a derivada de Lie para o campo de tensores 𝐾(𝑡) com respeito a um campo 𝑋 satisfaz;
(𝐿𝑋𝐾(𝑡))(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞)
=𝑋(𝐾(𝑡)(𝑥)(𝜃1 ⊗ ...,⊗𝜃𝑝 ⊗ 𝑌 1 ⊗ ...⊗ 𝑌 𝑞))
−
𝑝∑︁
𝑘=1
𝐾(𝑡)(𝑥)(𝜃1 ⊗ ...⊗ 𝐿𝑋𝜃𝑘 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌 1 ⊗ ...⊗ 𝑌 𝑞)
−
𝑞∑︁
𝑙=1
𝐾(𝑡)(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌 1 ⊗ ...⊗ 𝐿𝑋𝑌𝑙 ⊗ ...⊗ 𝑌 𝑞). (5.1.3)
Por meio desta identidade, podemos calcular a fo´rmula de Itoˆ para (𝜙𝑡)* atuando sobre o
campo de tensores 𝐾(𝑡).
Teorema 5.1. Seja 𝐾(𝑡) um campo de tensores do tipo (𝑝, 𝑞) dependendo do tempo, sobre a
variedade Riemanniana 𝑀 satisfazendo
𝐾(𝑡)−𝐾(0) =
𝑟∑︁
𝑘=1
∫︁ 𝑡
0
𝑅(𝑠)𝑘 ◇ 𝑑𝑁𝑘𝑠 , (5.1.4)
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onde 𝑁1𝑠 , ..., 𝑁
𝑟
𝑠 sa˜o semimartingales cont´ınuos, 𝑅
𝑘
𝑠 sa˜o campos de tensores em 𝑀 satisfazendo
as condic¸o˜es do Teorema 2.7 e {𝜙𝑡 : 𝑡 ≥ 0} e´ o fluxo soluc¸a˜o do sistema dinaˆmico estoca´stico
(5.1.1). Enta˜o
(𝜙𝑡)*𝐾𝑡 −𝐾0 =
𝑟∑︁
𝑘=1
∫︁ 𝑡
0
(𝜙𝑠)*𝑅𝑘𝑠 ◇ 𝑑𝑁𝑘𝑠 +
𝑛∑︁
𝑘=1
∫︁ 𝑡
0
(𝜙𝑠)*(𝐿𝑌𝑘(𝑠)𝐾(𝑠)) ◇ 𝑑𝑍𝑘𝑠 . (5.1.5)
Demonstrac¸a˜o. Observamos que mostrar a equac¸a˜o (5.1.5) e´ equivalente a mostrar que:
𝜙*𝑡𝐾(𝑡)(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞)
=𝐾(0)(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞)
+
𝑟∑︁
𝑘=1
∫︁ 𝑡
0
(𝜙𝑠)*𝑅𝑘𝑠(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞) ◇ 𝑑𝑁𝑘𝑠
+
𝑛∑︁
𝑘=1
∫︁ 𝑡
0
(𝜙𝑠)*(𝐿𝑌𝑘(𝑠)𝐾(𝑠))(𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞) ◇ 𝑑𝑍𝑘𝑠 ,
para cada 𝑥 ∈𝑀 e (𝜃1⊗ ...⊗ 𝜃𝑝⊗𝑌1⊗ ...⊗𝑌𝑞) ∈ 𝑇𝑥(𝑀)*⊗ ...⊗𝑇𝑥(𝑀)*⊗𝑇𝑥(𝑀)⊗ ...⊗𝑇𝑥(𝑀).
Ou melhor pela equac¸a˜o (5.1.2), mostraremos que
𝐾(𝑡, 𝜙𝑡(𝑥))((𝜙*𝑡 )−1𝜃1 ⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑝 ⊗ (𝜙𝑡)*𝑌1 ⊗ ...⊗ (𝜙𝑡)*𝑌𝑞)
=𝐾(0, 𝑥)(𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞)
+
𝑟∑︁
𝑘=1
∫︁ 𝑡
0
𝑅𝑘(𝑠)(𝜙*𝑠(𝑥))((𝜙*𝑡 )−1𝜃1 ⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑝
⊗ (𝜙𝑡)*𝑌1 ⊗ ...⊗ (𝜙𝑡)*𝑌𝑞) ◇ 𝑑𝑁𝑘𝑠
+
𝑛∑︁
𝑘=1
∫︁ 𝑡
0
(𝐿𝑌𝑘(𝑠)𝐾)(𝑠)(𝜙*𝑠(𝑥))((𝜙*𝑡 )−1𝜃1 ⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑝
⊗ (𝜙𝑡)*𝑌1 ⊗ ...⊗ (𝜙𝑡)*𝑌𝑞) ◇ 𝑑𝑍𝑘𝑠 . (5.1.6)
De fato, sejam 𝑥 ∈ 𝑀 e (𝜃1 ⊗ ...⊗ 𝜃𝑝 ⊗ 𝑌1 ⊗ ...⊗ 𝑌𝑞) ∈ 𝑇𝑥(𝑀)* ⊗ ...⊗ 𝑇𝑥(𝑀)* ⊗ 𝑇𝑥(𝑀)⊗
...⊗ 𝑇𝑥(𝑀). Denotemos por:
𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡) = 𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡, 𝜙𝑡(𝑥))
e por:
𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) =(𝑌𝑖1 ⊗ ...⊗ 𝑌𝑖𝑝 ⊗ 𝜃𝑗1 ⊗ ...⊗ 𝜃𝑗𝑞)
(︁
(𝜙*𝑡 )−1𝜃𝑙1 ⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑙𝑝
⊗ (𝜙𝑡)*𝑌𝑟1 ⊗ ...⊗ (𝜙𝑡)*𝑌𝑟𝑞
)︁
.
Aplicando a fo´rmula ◇(𝑋𝑌 ) = ◇(𝑋)𝑌 +𝑋 ◇ (𝑌 ) para o processo dado por:
𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) = 𝐾(𝑡, 𝜙𝑡(𝑥))((𝜙
*
𝑡 )−1𝜃1, ..., (𝜙*𝑡 )−1𝜃𝑝, (𝜙𝑡)*𝑌1, ..., (𝜙𝑡)*𝑌𝑞)
obtemos a seguinte equac¸a˜o:
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𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) =𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(0)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(0)
+
∫︁ 𝑡
0
𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑠) ◇ 𝑉 𝑖1...𝑖
𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑠) +
∫︁ 𝑡
0
◇𝐾𝑖1...𝑖𝑝𝑗1...𝑗𝑞(𝑠)𝑉 𝑖1...𝑖
𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑠).
(5.1.7)
Observamos que, pelo Corola´rio 4.4 e pelo Teorema 4.8 o termo ◇𝑉 𝑖1...𝑖𝑝,𝑙1...𝑙𝑝𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) vai ser soma de
elementos a forma:
(𝑌𝑖1 ⊗ ...⊗ 𝑌𝑖𝑝 ⊗ 𝜃𝑗1 ⊗ ...⊗ 𝜃𝑗𝑞)
(︁
(𝜙*𝑡 )−1𝜃𝑙1 ⊗ ...⊗ (− 𝐿𝑌𝑘(𝑡)(𝜙*𝑡 )−1𝜃𝑙𝑟)⊗
...⊗ (𝜙*𝑡 )−1𝜃𝑙𝑝 ⊗ (𝜙𝑡)*𝑌𝑟1 ⊗ ...⊗ (𝜙𝑡)*𝑌𝑟𝑞
)︁
e da forma
(𝑌𝑖1 ⊗ ...⊗ 𝑌𝑖𝑝 ⊗ 𝜃𝑗1 ⊗ ...⊗ 𝜃𝑗𝑞)
(︁
(𝜙*𝑡 )−1𝜃𝑙1 ⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑙𝑝 ⊗ (𝜙𝑡)*𝑌𝑟1⊗
...⊗ (− 𝐿𝑌𝑘(𝑡)(𝜙𝑡)*𝑌𝑙𝑠)⊗ ...⊗ (𝜙𝑡)*𝑌𝑟𝑞
)︁
.
Por outro lado, definimos 𝐹𝑡(𝜙𝑡(𝑥)) = 𝐾𝑖1...𝑖𝑝𝑗1...𝑗𝑞(𝑡)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) e 𝑀𝑡 = 𝜙𝑡(𝑥) e aplicamos o
Teorema 2.7, enta˜o
𝑑𝜃(𝑡)(𝜉𝑡(𝑥))(𝑉𝑡)(𝜉𝑡(𝑥)) = (𝑑𝐹𝑡)(𝑀𝑡) +
𝑑∑︁
𝑖=1
𝜕𝐹𝑡
𝜕𝑥𝑖
(𝑀𝑡) ◇ 𝑑𝑀 𝑖𝑡 , (5.1.8)
onde pelas equac¸o˜es (5.1.4) e (5.1.7) temos que o primeiro termo da equac¸a˜o anterior e´ dado
por:
(𝑑𝐹𝑡)(𝑀𝑡)
= ◇
(︁
𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡)
)︁
𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) +𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡) ◇
(︁
𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡)
)︁
= (𝑅𝑘)𝑖1...𝑖𝑝𝑗1...𝑗𝑞(𝑡)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) ◇ 𝑑𝑁𝑘𝑡
−𝐾(𝑡, 𝜙𝑡(𝑥))
(︁
(𝜙*𝑡 )−1𝜃𝑙1 ⊗ ...⊗ (− 𝐿𝑌𝑘(𝑡)(𝜙*𝑡 )−1𝜃𝑙𝑟)⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑙𝑝 ⊗ (𝜙𝑡)*𝑌𝑟1⊗
...⊗ (𝜙𝑡)*𝑌𝑟𝑞
)︁
◇ 𝑑𝑍𝑘𝑡
−𝐾(𝑡, 𝜙𝑡(𝑥))
(︁
(𝜙*𝑡 )−1𝜃𝑙1 ⊗ ...⊗ (𝜙*𝑡 )−1𝜃𝑙𝑝 ⊗ (𝜙𝑡)*𝑌𝑟1 ⊗ ...⊗ (− 𝐿𝑌𝑘(𝑡)(𝜙𝑡)*𝑌𝑙𝑠)⊗
...⊗ (𝜙𝑡)*𝑌𝑟𝑞
)︁
◇ 𝑑𝑍𝑘𝑡
e pela mesma ana´lise feito no Teorema 4.3 temos que o segundo termo e´ dado por
𝑑∑︁
𝑖=1
𝜕𝐹𝑡
𝜕𝑥𝑖
(𝑀𝑡) ◇ 𝑑𝑀 𝑖𝑡 =
𝑛∑︁
𝑘=1
𝑌𝑘(𝑡)(𝐹𝑡 ∘ 𝜙𝑡)(𝑥) ◇ 𝑑𝑍𝑘𝑡
=
𝑛∑︁
𝑘=1
𝑌𝑘(𝑡)
(︁
𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡)
)︁
◇ 𝑑𝑍𝑘𝑡
= 𝑌𝑘(𝑡)
(︁
𝐾(𝑡, 𝜙𝑡(𝑥))((𝜙*𝑡 )−1𝜃1, ..., (𝜙*𝑡 )−1𝜃𝑝, (𝜙𝑡)*𝑌1, ..., (𝜙𝑡)*𝑌𝑞)
)︁
◇ 𝑑𝑍𝑘𝑡 .
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Portanto, substituindo estes termos na equac¸a˜o (5.1.8) e utilizando a fo´rmula da derivada de
Lie para campos de tensores dada em (5.1.3), temos:
𝑑
(︁
𝐾(𝑡, 𝜙𝑡(𝑥))((𝜙*𝑡 )−1𝜃1, ..., (𝜙*𝑡 )−1𝜃𝑝,(𝜙𝑡)*𝑌1, ..., (𝜙𝑡)*𝑌𝑞)
)︁
=𝑑
(︁
𝐾
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡)
)︁
=(𝑅𝑘)𝑖1...𝑖𝑝𝑗1...𝑗𝑞(𝑡)𝑉
𝑖1...𝑖𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) ◇ 𝑑𝑁𝑘𝑡
+ (𝐿𝑌𝑘(𝑡)𝐾)
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞
(𝑡)𝑉 𝑖1...𝑖
𝑝,𝑙1...𝑙𝑝
𝑗1...𝑗𝑞 ,𝑟1...𝑟𝑞(𝑡) ◇ 𝑑𝑍𝑘𝑡 ,
onde
(𝑅𝑘)𝑖1...𝑖𝑝𝑗1...𝑗𝑞(𝑡) = (𝑅
𝑘)𝑖1...𝑖𝑝𝑗1...𝑗𝑞(𝑡, 𝜙𝑡(𝑥))
e
(𝐿𝑌𝑘(𝑡)𝐾)
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞
(𝑡) = (𝐿𝑌𝑘(𝑠)𝐾)
𝑖1...𝑖𝑝
𝑗1...𝑗𝑞(𝑡, 𝜙𝑡(𝑥)).
Logo, integrando de 0 a 𝑡 e tendo presente que 𝜉0(𝑥) = 𝑥 obtemos a equac¸a˜o (5.1.6) como
quer´ıamos.
De forma ana´loga podemos mostrar o seguinte Corola´rio.
Corola´rio 5.2. Sob as condic¸o˜es do Teorema 5.1 e para 𝐾(𝑡) campo de tensores sobre a vari-
edade 𝑀 dado por:
𝐾(𝑡)−𝐾(0) =
∫︁ 𝑡
0
𝑅(𝑠)𝑑𝑠,
Enta˜o
(𝜙𝑡)*𝐾(𝑡)−𝐾(0) =
∫︁ 𝑡
0
(𝜙𝑠)*𝑅(𝑠)𝑑𝑠+
𝑛∑︁
𝑗=1
∫︁ 𝑡
0
(𝜙𝑠)*𝐿𝑌𝑗(𝑠)𝐾(𝑠)𝑑𝑍𝑗𝑠
+ 12
∑︁
𝑖,𝑗
∫︁ 𝑡
0
(𝜙𝑠)*𝐿𝑌𝑖(𝑠)𝐿𝑌𝑗(𝑠)𝐾(𝑠)𝑑[𝑍𝑖𝑠, 𝑍𝑗𝑠 ].
Demonstrac¸a˜o. Na demostrac¸a˜o do Teorema (5.1) anterior, utilizamos a fo´rmula de transfor-
mac¸a˜o de Itoˆ-Stratonovich para obter:
𝑛∑︁
𝑗=1
∫︁ 𝑡
0
(𝜙𝑠)*(𝐿𝑌𝑗(𝑠)𝐾(𝑠)) ◇ 𝑍𝑗𝑠 =
𝑛∑︁
𝑗=1
∫︁ 𝑡
0
(𝜙𝑠)*(𝐿𝑌𝑗(𝑠)𝐾(𝑠))𝑍𝑗𝑠
+ 12
∑︁
𝑖,𝑗
∫︁ 𝑡
0
(𝜙𝑠)*(𝐿𝑌𝑖(𝑠)𝐿𝑌𝑗(𝑠)𝐾(𝑠))𝑑[𝑍𝑖𝑠, 𝑍𝑗𝑠 ].
5.2 Ac¸a˜o de 𝜉*𝑡 sobre o tensor me´trico 𝑔(𝑡)
Seja (𝑀, 𝑔(𝑡)) variedade riemanniana munida de uma famı´lia de me´tricas {𝑔(𝑡) : 𝑡 ∈ 𝐼} que
dependem diferenciavelmente do tempo, onde o intervalo 𝐼 pode ser tomado da forma [0, 𝑇 ],
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[0,∞) e R. Consideramos {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre
(𝑀, 𝑔(𝑡)). Logo satisfaz a equac¸a˜o
𝑑𝜉𝑡 =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑡)(𝜉𝑡) ◇ 𝑑𝐵𝑖𝑡. (5.2.1)
onde 𝑋𝑘(𝑡) sa˜o campos de vetores sobre (𝑀, 𝑔(𝑡)), dados no cap´ıtulo 2.
Lema 5.3. Sejam 𝐾(𝑡) um tensor do tipo (𝑝, 𝑞) dependendo do tempo sobre (𝑀, 𝑔(𝑡)) dado por:
𝐾(𝑡)−𝐾(0) =
∫︁ 𝑡
0
𝑅(𝑠)𝑑𝑠,
e {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Enta˜o,
(𝜉𝑡)*𝐾(𝑡)−𝐾(0) =
∫︁ 𝑡
0
(𝜉𝑠)*𝑅(𝑠)𝑑𝑠+
𝑛∑︁
𝑘=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑘(𝑠)𝐾(𝑠)𝑑𝐵𝑘𝑠
+ 12
𝑛∑︁
𝑘=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿2𝑋𝑘(𝑠)𝐾(𝑠)𝑑𝑠.
5.2.1 Tensor me´trico 𝑔(𝑡)
Consideramos a me´trica {𝑔(𝑡) : 𝑡 ∈ 𝐼} como um tensor do tipo (0, 2). Enta˜o
Lema 5.4. Seja 𝜉𝑡 o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Se a me´trica
𝑔(𝑡) satisfaz:
𝑔(𝑡)− 𝑔(0) =
∫︁ 𝑡
0
𝛼(𝑠)𝑑𝑠,
e 𝑌𝑖(𝑡) = (𝜉𝑡)*𝑌𝑖 para cada 𝑌𝑖 ∈ 𝑇 (𝑀) com 𝑖 = 1, 2. Enta˜o,
𝑔(𝑡)(𝑥)(𝑌1(𝑡), 𝑌2(𝑡))− 𝑔(0)(𝑥)(𝑌1, 𝑌2) =
∫︁ 𝑡
0
𝛼(𝑠)(𝑥)(𝑌1(𝑠), 𝑌2(𝑠))𝑑𝑠
+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)𝑔(𝑠)(𝑥)(𝑌1(𝑠), 𝑌2(𝑠))𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿2𝑋𝑖(𝑠)𝑔(𝑠)(𝑌1(𝑠), 𝑌2(𝑠))𝑑𝑠,
para cada 𝑥 ∈𝑀 e cada 𝑡 ∈ 𝐼.
Demonstrac¸a˜o. Sejam 𝑌1 e 𝑌2 campos de vetores em 𝑇 (𝑀), enta˜o pelo Corola´rio 5.3 temos que
(𝜉𝑡)*𝑔(𝑡)(𝑥)(𝑌1, 𝑌2)− 𝑔(0)(𝑥)(𝑌1, 𝑌2) =
∫︁ 𝑡
0
(𝜉𝑠)*𝛼(𝑠)(𝑥)(𝑌1, 𝑌2)𝑑𝑠
+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝑔(𝑠)(𝑥)(𝑌1, 𝑌2)𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿2𝑋𝑖(𝑠)𝑔(𝑠)(𝑥)(𝑌1, 𝑌2)𝑑𝑠
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=+
∫︁ 𝑡
0
𝛼(𝑠)(𝑥)((𝜉𝑠)*𝑌1, (𝜉𝑠)*𝑌2)𝑑𝑠
+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿𝑋𝑖(𝑠)𝑔(𝑠)(𝑥)((𝜉𝑠)*𝑌1, (𝜉𝑠)*𝑌2)𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝐿2𝑋𝑖(𝑠)𝑔(𝑠)(𝑥)((𝜉𝑠)*𝑌1, (𝜉𝑠)*𝑌2)𝑑𝑠,
para cada 𝑥 ∈𝑀 e cada 𝑡 ∈ 𝐼.
Calcularemos as expresso˜es geome´tricas para os termos 𝐿𝑋𝑖(𝑠)𝑔(𝑡) e 𝐿2𝑋𝑖(𝑠)𝑔(𝑡) dados no Lema
5.4. Primeiro faremos para o caso de uma me´trica fixa 𝑔 e depois generalizamos para a famı´lia
de me´tricas {𝑔(𝑡) : 𝑡 ∈ 𝐼}.
Lema 5.5. Sejam 𝑌1,𝑌2 e 𝑋 campos de vetores sobre uma variedade (𝑀, 𝑔) com me´trica rie-
manniana 𝑔, temos que:
𝐿𝑋𝑔(𝑌1, 𝑌2) = 𝑔(∇𝑌1𝑋, 𝑌2) + 𝑔(𝑌1,∇𝑌2𝑋)
e 𝐿2𝑋𝑔 e´ dado por:
𝐿𝑋(𝐿𝑋𝑔)(𝑌1, 𝑌2) = −2𝑅(𝑋, 𝑌1, 𝑋, 𝑌2) + 2𝑔(∇𝑌1𝑋,∇𝑌2𝑋)− (𝐿∇𝑋𝑋𝑔(𝑌1, 𝑌2)).
Demonstrac¸a˜o. Seja 𝑔 uma me´trica riemanniana sobre 𝑀 , e sejam 𝑌1,𝑌2 e 𝑋 campos de vetores
sobre 𝑀 , se consideramos 𝑔 como um tensor do tipo (0, 2) enta˜o temos que:
𝐿𝑋𝑔(𝑌1, 𝑌2) = 𝑋𝑔(𝑌1, 𝑌2)− 𝑔(𝐿𝑋𝑌1, 𝑌2)− 𝑔(𝑌1, 𝐿𝑋𝑌2)
= 𝑔(∇𝑋𝑌1, 𝑌2) + 𝑔(𝑌1,∇𝑋𝑌2)− 𝑔(∇𝑋𝑌1 −∇𝑌1𝑋, 𝑌2)− 𝑔(𝑌1,∇𝑋𝑌2 −∇𝑌2𝑋)
= 𝑔(∇𝑌1𝑋, 𝑌2) + 𝑔(𝑌1,∇𝑌2𝑋)
e considerando a 𝐿𝑋𝑔 como um tensor do tipo (0, 2) temos
𝐿2𝑋𝑔(𝑌1, 𝑌2) =𝑋(𝐿𝑋𝑔)(𝑌1, 𝑌2)− (𝐿𝑋𝑔)(𝐿𝑋𝑌1, 𝑌2)− (𝐿𝑋𝑔)(𝑌1, 𝐿𝑋𝑌2)
=𝑋𝑔(∇𝑌1𝑋, 𝑌2) +𝑋𝑔(𝑌1,∇𝑌2𝑋)− 𝑔(∇[𝑋,𝑌1]𝑋, 𝑌2)
− 𝑔([𝑋, 𝑌1],∇𝑌2𝑋)− 𝑔(∇𝑌1𝑋, [𝑋, 𝑌2])− 𝑔(𝑌1,∇[𝑋,𝑌2]𝑋)
=𝑔(∇𝑋∇𝑌1𝑋, 𝑌2) + 𝑔(∇𝑌1𝑋,∇𝑋𝑌2) + 𝑔(∇𝑋𝑌1,∇𝑌2𝑋) + 𝑔(𝑌1,∇𝑋∇𝑌2𝑋)
− 𝑔(∇[𝑋,𝑌1]𝑋, 𝑌2)− 𝑔([𝑋, 𝑌1],∇𝑌2𝑋)− 𝑔(∇𝑌1𝑋, [𝑋, 𝑌2])− 𝑔(𝑌1,∇[𝑋,𝑌2]𝑋)
=𝑔(∇𝑋∇𝑌1𝑋 −∇[𝑋,𝑌1]𝑋, 𝑌2) + 𝑔(𝑌1,∇𝑋∇𝑌2𝑋 −∇[𝑋,𝑌2]𝑋)
− 𝑔([𝑋, 𝑌1],∇𝑌2𝑋)− 𝑔(∇𝑌1𝑋, [𝑋, 𝑌2]) + 𝑔(∇𝑌1𝑋,∇𝑋𝑌2) + 𝑔(∇𝑋𝑌1,∇𝑌2𝑋)
=𝑔(∇𝑌1∇𝑋𝑋 −𝑅(𝑋, 𝑌1)𝑋, 𝑌2) + 𝑔(𝑌1,∇𝑌2∇𝑋𝑋 −𝑅(𝑋, 𝑌2)𝑋)
+ 𝑔(∇𝑌1𝑋,∇𝑌2𝑋) + 𝑔(∇𝑌1𝑋,∇𝑌2𝑋)
=2𝑔(∇𝑌1𝑋,∇𝑌2𝑋)−𝑅𝑔(𝑋, 𝑌1, 𝑋, 𝑌2)−𝑅𝑔(𝑌1, 𝑋, 𝑌2, 𝑋)
+ 𝑔(∇𝑌1∇𝑋𝑋, 𝑌2) + 𝑔(𝑌1,∇𝑌2∇𝑋𝑋)
=2𝑔(∇𝑌1𝑋,∇𝑌2𝑋)− 2𝑅𝑔(𝑋, 𝑌1, 𝑋, 𝑌2)− (𝐿∇𝑋𝑋𝑔(𝑌1, 𝑌2)).
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Sejam {𝑋1, ..., 𝑋𝑚} os campos obtidos via o mergulho de Nash para a me´trica 𝑔, enta˜o
𝑚∑︁
𝑖=1
∇𝑋𝑖𝑋𝑖 = 0
utilizando isto no Lema 5.5 e a definic¸a˜o da curvatura temos que:
1
2
𝑚∑︁
𝑖=1
(𝐿2𝑋𝑖𝑔)(𝑌1, 𝑌2) = −
𝑚∑︁
𝑖=1
𝑅𝑔(𝑋𝑖, 𝑌1, 𝑋𝑖, 𝑌2) +
𝑚∑︁
𝑖=1
𝑔(∇𝑌1𝑋𝑖,∇𝑌2𝑋𝑖)
= −Ric𝑔(𝑌1, 𝑌2) + 𝑇 (𝑌1, 𝑌2),
onde 𝑇 e´ um tensor, definido por:
𝑇𝑔(𝑌1, 𝑌2) =
𝑚∑︁
𝑖=1
𝑔(∇𝑌1𝑋𝑖,∇𝑌2𝑋𝑖).
Observamos que 𝑇 (𝑌, 𝑌 ) ≥ 0 para todo 𝑌 ∈ 𝑇 (𝑀).
Teorema 5.6. Sejam {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano e 𝑇𝑔(𝑡) e´ um
tensor sobre (𝑀, 𝑔(𝑡)), definido por:
𝑇𝑔(𝑡)(𝑌1, 𝑌2) =
𝑚∑︁
𝑖=1
𝑔(∇𝑔(𝑡)𝑌1 𝑋𝑖(𝑡),∇𝑔(𝑡)𝑌2 𝑋𝑖(𝑡)),
onde ∇𝑔(𝑡) denota a conexa˜o de Levi-Civita associada a` me´trica 𝑔(𝑡). Se a me´trica 𝑔(𝑡) sobre
𝑀 evolui segundo a equac¸a˜o:
𝑑
𝑑𝑡
𝑔(𝑡) = Ric𝑔(𝑡)−𝑇𝑔(𝑡).
Enta˜o
𝑔(0) = E[(𝜉𝑡)*𝑔(𝑡)].
Demonstrac¸a˜o. Seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)).
Logo, satisfaz a equac¸a˜o diferencial estoca´stica dada por:
𝑑𝜉𝑡 =
𝑚∑︁
𝑘=1
𝑋𝑘(𝑡)(𝜉𝑡) ◇ 𝑑𝐵𝑘𝑡 . (5.2.2)
Enta˜o, para 𝑅(𝑠) = Ric𝑔(𝑡)−𝑇𝑔(𝑡) no Lema 5.3, temos que
(𝜉𝑡)*𝑔(𝑡)− 𝑔(0) =
∫︁ 𝑡
0
(𝜉𝑠)*(Ric𝑔(𝑠)−𝑇𝑔(𝑠))𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝑔(𝑠)𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿2𝑋𝑖(𝑠)𝑔(𝑠)𝑑𝑠
=
∫︁ 𝑡
0
(𝜉𝑠)*(Ric𝑔(𝑠)−𝑇𝑔(𝑠))𝑑𝑠+
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝑔(𝑠)𝑑𝐵𝑖𝑠
+
∫︁ 𝑡
0
(𝜉𝑠)*(−Ric𝑔(𝑠)+𝑇𝑔(𝑠))𝑑𝑠
=
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
(𝜉𝑠)*𝐿𝑋𝑖(𝑠)𝑔(𝑠)𝑑𝐵𝑖𝑠.
Tomando esperanc¸a a ambos lados da equac¸a˜o anterior obtemos 𝑔(0) = E[(𝜉𝑡)*𝑔(𝑡)], como
quer´ıamos.
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Observac¸a˜o 5.7. Como consequeˆncia disto observamos que dado um campo de vetores 𝑉 ∈
𝑇 (𝑀), temos que a norma de (𝜉𝑡)* continua, em me´dia, a mesma para a me´trica 𝑔(𝑡). Portanto,
𝜉𝑡 estabelece uma isometria em media entre (𝑀, 𝑔(0)) e (𝑀, 𝑔(𝑡)).
Teorema 5.8. Seja 𝜉𝑡 o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Se a
me´trica 𝑔(𝑡) satisfaz:
𝑔(𝑡)− 𝑔(0) =
∫︁ 𝑡
0
𝛼(𝑠)𝑑𝑠
e 𝑉𝑡 = (𝜉𝑡)*𝑉 com 𝑉 ∈ 𝑇 (𝑀). Enta˜o,
𝑔(𝑡)(𝑉𝑡, 𝑉𝑡) =𝑔(0)(𝑉, 𝑉 ) +
∫︁ 𝑡
0
𝛼(𝑠)(𝑉𝑠, 𝑉𝑠)𝑑𝑠+ 2
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
𝑔(𝑠)(∇𝑔(𝑠)𝑉𝑠 𝑋𝑖(𝑠), 𝑉𝑠)𝑑𝐵𝑖𝑠
+ 12
𝑚∑︁
𝑖=1
∫︁ 𝑡
0
{︁
− Ric𝑔(𝑠) (𝑉𝑠, 𝑉𝑠) + 𝑇𝑔(𝑠)(𝑉𝑠, 𝑉𝑠)
}︁
𝑑𝑠.
Demonstrac¸a˜o. Seja 𝑉𝑡 = (𝜉𝑡)*(𝑉 ) com 𝑉 ∈ 𝑇 (𝑀), utilizando o Lema 5.4, o Lema 5.5 e o Lema
4.1 dado no cap´ıtulo 3, onde temos que: para os campos 𝑋𝑘(𝑡) sobre (𝑀, 𝑔(𝑡)) se cumpre:
𝑚∑︁
𝑘=1
∇𝑔(𝑡)𝑋𝑘(𝑡)𝑋𝑘(𝑡) = 0.
Logo, temos o Teorema.
Logo, adaptamos todo isto a`s ide´ias do trabalho de K.D. Elworthy, and S. Rosenberg [10],
e assim no nosso contexto obtemos o seguinte Teorema.
Teorema 5.9. Seja 𝜉𝑡 o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)). Se a
me´trica 𝑔(𝑡) satisfaz:
𝑔(𝑡)− 𝑔(0) =
∫︁ 𝑡
0
𝛼(𝑠)𝑑𝑠
e 𝑉𝑡 = (𝜉𝑡)*𝑉 com 𝑉 ∈ 𝑇 (𝑀). Enta˜o,
𝑑‖𝑉𝑡‖𝑝𝑡=𝑝‖𝑉𝑡‖𝑝𝑡
(︂ 𝑚∑︁
𝑖=1
𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑋𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁)︂
𝑑𝐵𝑖𝑡
+ 𝑝2‖𝑉𝑡‖
𝑝
𝑡
(︂
𝛼𝑡
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
− Ric𝑔(𝑡)
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
+ 𝑇𝑔(𝑡)
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
+ (𝑝− 2)𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑋𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁2)︂
𝑑𝑡.
onde ‖·‖𝑡 denota a norma correspondente a` me´trica 𝑔(𝑡).
Demonstrac¸a˜o. Sejam {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡))
e 𝑉𝑡 = (𝜉𝑡)*𝑉 com 𝑉 ∈ 𝑇 (𝑀). Consideramos o processo 𝑋𝑡 dado por:
𝑋𝑡 = (𝜉𝑡)*𝑔(𝑡)(𝑉, 𝑉 ) = 𝑔(𝑡)(𝑉𝑡, 𝑉𝑡) = ‖𝑉𝑡‖2𝑡 ,
onde ‖·‖𝑡 e´ a norma correspondente a` me´trica 𝑔(𝑡). Seja 𝑓 ∈ 𝐶∞(R), enta˜o aplicando a fo´rmula
de Itoˆ para 𝑓(𝑋𝑡) obtemos:
𝑓(𝑋𝑡)− 𝑓(𝑋0) = (𝜕𝑥𝑓)(𝑋𝑡)𝑑𝑋𝑡 + 12(𝜕
2
𝑥𝑓)(𝑋𝑡)𝑑[𝑋𝑡, 𝑋𝑡]
Cap´ıtulo 5 ∙ Ac¸a˜o 𝜉*𝑡 em campos tensores dependendo do tempo e aplicac¸o˜es 78
e se escolhemos 𝑓(𝑥) = (
√
𝑥)𝑝 na discussa˜o de acima, temos que
𝑑(
√︁
𝑋𝑡)𝑝 =
𝑝
2(
√︁
𝑋𝑡)𝑝−2𝑑𝑋𝑡 +
𝑝(𝑝− 2)
8 (
√︁
𝑋𝑡)𝑝−4𝑑[𝑋𝑡, 𝑋𝑡].
Por tanto, pelo Teorema 5.8 temos
𝑑‖𝑉𝑡‖𝑝𝑡=
𝑝
2‖𝑉𝑡‖
𝑝−2
𝑡 𝑑𝑋𝑡 +
𝑝(𝑝− 2)
8 ‖𝑉𝑡‖
𝑝−4
𝑡 𝑑[𝑋𝑡, 𝑋𝑡]
=𝑝2‖𝑉𝑡‖
𝑝−2
𝑡
(︂
𝛼𝑡(𝑉𝑡, 𝑉𝑡)𝑑𝑡+
𝑚∑︁
𝑖=1
𝐿𝑋𝑖(𝑡)𝑔(𝑡)(𝑉𝑡, 𝑉𝑡)𝑑𝐵𝑖𝑡
+ 12
𝑚∑︁
𝑖=1
𝐿2𝑋𝑖(𝑡)𝑔(𝑡)(𝑉𝑡, 𝑉𝑡)𝑑𝑡
)︂
+ 𝑝(𝑝− 2)8 ‖𝑉𝑡‖
𝑝−4
𝑡
(︁
(𝐿𝑋𝑖(𝑡)𝑔(𝑡))(𝑉𝑡, 𝑉𝑡)
)︁2
𝑑𝑡
=𝑝‖𝑉𝑡‖𝑝−2𝑡
𝑚∑︁
𝑖=1
𝑔(𝑡)(∇𝑔(𝑠)𝑉𝑡 𝑋𝑖(𝑡), 𝑉𝑡)𝑑𝐵𝑖𝑡 +
𝑝
2‖𝑉𝑡‖
𝑝−2
𝑡 𝛼𝑡(𝑉𝑡, 𝑉𝑡)𝑑𝑡
+ 𝑝2‖𝑉𝑡‖
𝑝−2
𝑡 𝑇𝑔(𝑡)(𝑉𝑡, 𝑉𝑡)𝑑𝑡−
𝑝
2‖𝑉𝑡‖
𝑝−2
𝑡 Ric𝑔(𝑡)(𝑉𝑡, 𝑉𝑡)𝑑𝑡
+ 𝑝(𝑝− 2)2
𝑚∑︁
𝑖=1
‖𝑉𝑡‖𝑝−4𝑡 𝑔(𝑡)(∇𝑔(𝑠)𝑉𝑡 𝑋𝑖(𝑡), 𝑉𝑡)2𝑑𝑡
=𝑝‖𝑉𝑡‖𝑝𝑡
𝑚∑︁
𝑖=1
𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑋𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
𝑑𝐵𝑖𝑡 +
𝑝
2‖𝑉𝑡‖
𝑝
𝑡𝛼𝑡
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
𝑑𝑡
− 𝑝2‖𝑉𝑡‖
𝑝
𝑡Ric𝑔(𝑡)
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
𝑑𝑡+ 𝑝2‖𝑉𝑡‖
𝑝
𝑡𝑇𝑔(𝑡)
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
𝑑𝑡
+ 𝑝(𝑝− 2)2
𝑚∑︁
𝑖=1
‖𝑉𝑡‖𝑝𝑡 𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑋𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁2
𝑑𝑡
=𝑝‖𝑉𝑡‖𝑝𝑡
(︂ 𝑚∑︁
𝑖=1
𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑋𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁)︂
𝑑𝐵𝑖𝑡
+ 𝑝2‖𝑉𝑡‖
𝑝
𝑡
(︂
𝛼𝑡
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
− Ric𝑔(𝑡)
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
+ 𝑇𝑔(𝑡)
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
+ (𝑝− 2)𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑋𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁2)︂
𝑑𝑡.
Definamos
𝐾𝑝(𝑡)(𝑈,𝑈) = 𝛼(𝑡)(𝑈,𝑈)− Ric𝑔(𝑡)(𝑈,𝑈) + 𝑇𝑔(𝑡)(𝑈,𝑈) + (𝑝− 2)
𝑚∑︁
𝑖=1
(𝑔(𝑡)(∇𝑔(𝑠)𝑈 𝑋𝑖(𝑡), 𝑈))2,
para cada 𝑈 ∈ 𝑇 (𝑀) assuma que existe uma func¸a˜o cont´ınua 𝑘𝑝(𝑡)(𝑥) dada por:
𝑘𝑝(𝑡)(𝑥) = sup {𝑝𝐾𝑝(𝑡)(𝑈,𝑈) : ‖𝑈‖𝑡= 1, 𝑡 ∈ [0,∞)}.
Corola´rio 5.10. Seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre
(𝑀, 𝑔(𝑡)). Se a me´trica 𝑔(𝑡) satisfaz:
𝑔(𝑡)− 𝑔(0) =
∫︁ 𝑡
0
𝛼(𝑠)𝑑𝑠
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e 𝑉𝑡 = (𝜉𝑡)*𝑉 com 𝑉 ∈ 𝑇 (𝑀). Enta˜o,
E[‖𝑉𝑡‖𝑝𝑡 ] ≤ ‖𝑉0‖𝑝 E
[︁
exp (12
∫︁ 𝑡
0
𝑘𝑝(𝑠)(𝑥𝑠)𝑑𝑠)
]︁
,
para cada 𝑝 ∈ R.
Demonstrac¸a˜o. Sejam {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano sobre (𝑀, 𝑔(𝑡)),
𝑝 ∈ R e 𝑉𝑡 = (𝜉𝑡)*𝑉 com 𝑉 ∈ 𝑇 (𝑀). Denotemos por 𝑀𝑡 ao processo dado por:
𝑑𝑀𝑡 =
𝑚∑︁
𝑖=1
𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑋𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
𝑑𝐵𝑖𝑡.
Logo, substituindo 𝑀𝑡 na equac¸a˜o de ‖𝑉𝑡‖𝑝𝑡 no Teorema 5.8, temos
𝑑‖𝑉𝑡‖𝑝𝑡
‖𝑉𝑡‖𝑝𝑡
= 𝑝𝑑𝑀𝑡 +
𝑝
2𝐾𝑝(𝑡)
(︁ 𝑉𝑡
‖𝑉𝑡‖𝑡 ,
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
𝑑𝑡.
De onde, sua soluc¸a˜o e´ dada por:
‖𝑉𝑡‖𝑝𝑡= ‖𝑉0‖𝑝exp
(︂
𝑝𝑀𝑡 − 12𝑝
2[𝑀𝑡,𝑀𝑡] +
∫︁ 𝑡
0
𝑝
2𝐾𝑝(𝑠)
(︁ 𝑉𝑠
‖𝑉𝑠‖𝑠 ,
𝑉𝑠
‖𝑉𝑠‖𝑠
)︁
𝑑𝑠
)︂
.
Agora, pela definic¸a˜o da func¸a˜o cont´ınua 𝑘𝑝(𝑡)(𝑥), segue que
‖𝑉𝑡‖𝑝𝑡≤ ‖𝑉0‖𝑝exp
(︂
𝑝𝑀𝑡 − 12𝑝
2[𝑀𝑡,𝑀𝑡] +
1
2
∫︁ 𝑡
0
𝑘𝑝(𝑠)(𝑥𝑠)𝑑𝑠
)︂
.
Consideramos o processo
̃︀𝐵𝑖𝑡 = 𝐵𝑖𝑡 − ∫︁ 𝑡0 𝑔(𝑠)
(︁
∇𝑔(𝑠)𝑉𝑠
‖𝑉𝑠‖𝑠
𝑋𝑖(𝑠),
𝑉𝑠
‖𝑉𝑠‖𝑠
)︁
𝑑𝑠.
O Teorema de Girsanov garante que o processo ̃︀𝐵𝑡 e´ um movimento Browniano em relac¸a˜o a`
medida de probabilidade Q = exp(𝑝𝑀𝑡 − 12𝑝2[𝑀𝑡,𝑀𝑡])P.
Mas como
𝑑𝑥𝑡 =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑡)(𝑥𝑡) ◇ 𝑑𝐵𝑖𝑡
=
𝑚∑︁
𝑖=1
𝑋𝑖(𝑡)(𝑥𝑡) ◇ 𝑑 ̃︀𝐵𝑖𝑡 + 𝑝 𝑚∑︁
𝑖=1
𝑋𝑖(𝑡)(𝑥𝑡)𝑔(𝑡)
(︁
∇𝑔(𝑠)𝑉𝑡
‖𝑉𝑡‖𝑡
𝑃𝑖(𝑡),
𝑉𝑡
‖𝑉𝑡‖𝑡
)︁
𝑑𝑡.
Enta˜o, EQ[𝑓(𝑥𝑡)] = EP[𝑓(𝑥𝑡)] para toda func¸a˜o 𝑓 ∈ 𝐶∞(𝑀). Por tanto
EP[‖𝑉𝑡‖𝑝𝑡 ] ≤ ‖𝑉0‖𝑝 EQ
[︁
exp
(︁ ∫︁ 𝑡
0
1
2𝑘𝑝(𝑠)(𝑥𝑠)𝑑𝑠
)︁]︁
= ‖𝑉0‖𝑝 EP
[︁
exp
(︁ ∫︁ 𝑡
0
1
2𝑘𝑝(𝑠)(𝑥𝑠)𝑑𝑠
)︁]︁
.
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5.3 Estabilidade de fluxos estoca´sticos e aplicac¸o˜es
Por u´ltimo, guiados pelo trabalho de K.D. Elworthy, and S. Rosenberg [10], mostramos que
os grupos de Homotopia se anulam se o 𝑔(𝑡)-movimento browniano sobre (𝑀, 𝑔(𝑡)) e´ fortemente
momento esta´vel e satisfaz certas condic¸o˜es geome´tricas.
Para 𝑝 ∈ R definimos 𝑝-e´simo momento expoente 𝜇𝑔(𝑡)(𝑝) do 𝑔(𝑡)-movimento Browniano
por:
𝜇𝑔(𝑡)(𝑝) = lim𝑡→∞
1
𝑡
log sup
𝑥∈𝑀
E
[︁
‖𝑇𝑥𝜉𝑡‖𝑝𝑡
]︁
, (5.3.1)
onde 𝑇𝑥𝜉𝑡 e´ a derivada do fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano e ‖·‖𝑡 denota a norma
correspondente a` me´trica 𝑔(𝑡).
Dizemos que nosso 𝑔(𝑡)-movimento Browniano e´ fortemente momento esta´vel se 𝜇𝑔(𝑡)(1) <
0 e fortemente 𝑝-e´simo momento esta´vel se 𝜇𝑔(𝑡)(𝑝) < 0.
Lema 5.11. Seja {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano e 𝜆 menor ou
igual do que o ı´nfimo de todos os autovalores de {12Δ𝑔(𝑡) − 𝑘𝑝(𝑡)} Enta˜o,
𝜇𝑔(𝑡)(𝑝) ≤ −𝜆.
Demonstrac¸a˜o. Pela fo´rmula de Feynman-Kac, temos que
𝑢(𝑥, 𝑡) = EP
[︁
exp
(︁ ∫︁ 𝑡
0
𝑘𝑝(𝑠)(𝑥𝑠)𝑑𝑠
)︁]︁
,
resolve a seguinte equac¸a˜o
𝜕𝑡𝑢(𝑥, 𝑡) =
1
2Δ𝑔(𝑡)𝑢(𝑥, 𝑡)− 𝑘𝑝(𝑡)𝑢(𝑥, 𝑡).
Seja 𝜆 menor ou igual do que o ı´nfimo de todos os autovalores de {12Δ𝑔(𝑡) − 𝑘𝑝(𝑡)}. Como
𝜕𝑡 ln(𝑢(𝑥, 𝑡)) =
1
2Δ𝑔(𝑡)𝑢(𝑥, 𝑡)− 𝑘𝑝(𝑡)𝑢(𝑥, 𝑡)
𝑢(𝑥, 𝑡) ≤ 𝜆,
temos que 𝑢(𝑥, 𝑡) ≤ 𝑒𝜆𝑡 de onde pelo Corola´rio 5.10 temos que EP[‖𝑉𝑡‖𝑝𝑡 ] ≤ 𝑒𝜆𝑡. Logo,
lim𝑡→∞
1
𝑡
sup
𝑥
logE[‖𝑉𝑡‖𝑝𝑡 ] ≤ −𝜆.
Considerando a construc¸a˜o do 𝑔(𝑡)-movimento browniano, feita via o mergulho isome´trico
ℐ em R𝑚. Nosso u´ltimo resultado, obtemos (sobre a variedade (𝑀, 𝑔(𝑡)) e no nosso contexto)
uma versa˜o do Teorema 5A de K.D. Elworthy and S. Rosenberg [10], onde mostra-se a nulidade
dos grupos de Homotopia de uma variedade imersa no espac¸o Euclidiano em func¸a˜o da sua
segunda forma fundamental.
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Teorema 5.12. Sejam {𝜉𝑡 : 𝑡 ≥ 0} o fluxo soluc¸a˜o do 𝑔(𝑡)-movimento Browniano, 𝐻(𝑡) e 𝑆(𝑡)
a segunda forma fundamental e sua aplicac¸a˜o linear adjunta associada sobre ℐ𝑡(𝑀) = ℐ(𝑀, 𝑡),
respectivamente (onde, ℐ e´ o mergulho isome´trico de 𝑀 × 𝐼 ). Suponha que:
Δ𝑔(𝑡) − 𝛼(𝑡)(𝑈,𝑈) + Ric𝑔(𝑡)(𝑈,𝑈) + sup {‖𝑆(𝑡)(𝑈)‖2𝑡+‖𝐻(𝑡)(𝑈)‖2𝑡 : ‖𝑈‖𝑡= 1, 𝑡 ∈ [0,∞)} > 0,
onde a me´trica Riemanniana 𝑔(𝑡) sobre variedade (𝑀, 𝑔(𝑡)) satisfaz a equac¸a˜o:
𝑔(𝑡)− 𝑔(0) =
∫︁ 𝑡
0
𝛼(𝑠)𝑑𝑠.
Enta˜o 𝜋1(𝑀) = 0 e 𝜋2(𝑀) = 0.
Demonstrac¸a˜o. Definamos 𝑁𝑖(𝑥, 𝑡) = 𝑒1−𝑋𝑖(𝑡)(𝑥), claramente temos que 𝑁𝑖 ⊥ 𝑇𝑝𝑀𝑡 para todo
𝑝 ∈𝑀𝑡 = ℐ𝑡(𝑀). Enta˜o, a segunda forma fundamental 𝐻𝑁𝑖(𝑡) de 𝑀𝑡 e´ dada por
ℎ(𝑥, 𝑡)(∇𝑀𝑡𝑉 𝑋𝑖, 𝑉 ) = 𝑔(𝑡)(𝑥)(∇𝑔(𝑡)𝑉 𝑋𝑖, 𝑉 )
= gcaˆn(𝑑𝑋𝑖(𝑉 ), 𝑉 )
= − gcaˆn(𝑑𝑁𝑖(𝑉 ), 𝑉 )
= gcaˆn(𝑁𝑖(𝑉 ), 𝑑𝑉 (𝑉 ))
= 𝐻𝑁𝑖(𝑡)(𝑉, 𝑉 ),
para cada 𝑉 ∈ 𝑇 (𝑀𝑡). Por tanto,
𝑚∑︁
𝑖=1
𝑔(𝑡)(𝑥)(∇𝑔(𝑡)𝑉 𝑋𝑖, 𝑉 )2 =
𝑚∑︁
𝑖=1
|𝐻𝑁𝑖(𝑡)|2= ‖𝐻(𝑡)(𝑉 )‖2.
Analogamente, sua aplicac¸a˜o linear adjunta associada 𝑆𝑁𝑖(𝑡) e´ dada por
𝑔(𝑡)(𝑥)(∇𝑔(𝑡)𝑉 𝑋𝑖,∇𝑔(𝑡)𝑉 𝑋𝑖) =
𝑚∑︁
𝑗=1
𝑔(𝑡)(𝑥)(∇𝑔(𝑡)𝑉 𝑋𝑖, 𝑋𝑗)2
=
𝑚∑︁
𝑗=1
gcaˆn(𝑑𝑁𝑖(𝑉 ), 𝑋𝑗)2
= gcaˆn(𝑁𝑖, 𝑑𝑋𝑗(𝑉 ))
= 𝑔(𝑡)(𝑥)(𝑆𝑁𝑗(𝑡)(𝑉 ), 𝑋𝑗)2.
Por tanto,
𝑚∑︁
𝑖=1
𝑔(𝑡)(𝑥)(∇𝑔(𝑡)𝑉 𝑋𝑖,∇𝑔(𝑡)𝑉 𝑋𝑖)2 =
𝑚∑︁
𝑖,𝑗=1
𝑔(𝑡)(𝑥)(𝑆𝑁𝑗(𝑡)(𝑉 ), 𝑋𝑗)2 = ‖𝑆(𝑡)(𝑉 )‖2𝑡 .
Assim,
𝐾𝑝(𝑡)(𝑈,𝑈)− 𝛼(𝑡)(𝑈,𝑈)
= −Ric𝑔(𝑡)(𝑈,𝑈) + 𝑇𝑔(𝑡)(𝑈,𝑈) + (𝑝− 2)
𝑚∑︁
𝑖=1
(𝑔(𝑡)(∇𝑔(𝑠)𝑈 𝑋𝑖(𝑡), 𝑈))2
≤ −Ric𝑔(𝑡)(𝑈,𝑈) + sup {‖𝑆(𝑡)(𝑈)‖2𝑡+‖𝐻(𝑡)(𝑈)‖2𝑡 : ‖𝑈‖𝑡= 1, 𝑡 ∈ [0,∞)}.
Pelo Lema 5.11, temos:
0 < 12Δ𝑔(𝑡) − 𝑘𝑝(𝑡) ≤ −𝜇𝑔(𝑡)(𝑝).
Logo, o Teorema segue imediatamente do Corola´rio 1B.1 de K.D. Elworthy and S. Rosenberg
[10].
Refereˆncias Bibliogra´ficas
[1] M. Arnaudon, K.A. Coulibaly, and A. Thalmaier. Brownian motion with respect to a metric
depending on time: definition, existence and applications to Ricci flow, C. R. Math. Acad.
Sci. Paris, 346(13-14):773–778, 2008.
[2] R. Abraham, J.E. Marsdem and T. Ratiu. Manifolds, Tnesor Analysis, and Aplications,
Addison-Wesley, Reading, Mass. 1983.
[3] A.K. Coulibaly. Brownian motion with respect to time-changing Riemannian metrics, ap-
plications to Ricci flow, Preprint http://arxiv.org/abs/0901.1999v1.
[4] M.P. Do Carmo, Geometria Riemanniana, IMPA, tercera edic¸a˜o, Projeto Euclides, IMPA,
Rio de Janeiro, 2005.
[5] K.D. Elworthy, Geometric aspects of difusions on manifolds, In: P.L. Hennequin, ed., Ecole
d’Ete´ Probabilite´s de Saint-Fluor XV - XVII 1985, 1987, Lecture Notes in Mathematics,
v. 1362, Berlin, Springer-Verlag, 1988, pp. 276-425.
[6] K.D. Elworthy, Stochastic Diferential Equations on manifolds, London Mathematical So-
ciety LectureNotes Series, vol. 70, Cambridge University Press, Cambridge, 1982.
[7] K.D. Elworthy, Stochastic Flows on Riemannian manifolds, In M. Pinsky and V. Wihstutz,
eds., Stochastic Flows, Birkhauser Progressin Probability, 27 (1992), 37-72.
[8] M. E´mery. Stochastic Calculus on Manifolds, Springer-Verlag, Berlin, 1989.
[9] K.D. Elworthy, Y. Le Jan, and Xue-Mei Li, On the Geometry of Diffusion Operators and
Stochastic Flows. Leture Notes in Mathematics. 1720, Springer-Verlag, 1999.
[10] K.D. Elworthy, and S. Rosenberg, Homotopy and Homology Vanishing Theorems and the
Stability of Stochastic Flows. Geometric And Functional Analisys. Vol. 6, No. 1 (1996).
[11] K.D. Elworthy, and M. Yor, Conditional expectations for derivatives of certain stochastic
flows. In J. Aze´ma, P.A. Meyer, and M. Yor, eds., Se´m. de Probabilite´s XXVII, Leture
Notes in Maths. 1557, pp. 159-172, Springer-Verlag, 1993.
[12] E.P. Hsu. Stochastic Analysis on Manifolds, Graduate Studies in Mathematics, vol 38,
American Mathematical Society, Providence, RI, 2002.
[13] N. Ikeda and S. Watanabe. Stochastic Differential Equations and Diffusion Processes,
North Holland-Kodansha, Tokyo, 1981.
82
REFEREˆNCIAS BIBLIOGRA´FICAS 83
[14] Ju¨rgen Jost, Riemannian Geometry and Geometric Analysis, Universitext, Springer-
Verlag, Berlin, fourt edition, 2005.
[15] H. Kunita, Stochastic Differential Equations and Stochastic Flows of Diffeomorphisms,
Lecture Notes in Maths., (1097), 143-303.
[16] S. Kobayashi and K. Nomizu. Foundations of Differential Geometry. Vol. I, Wiley Classics
Library, John Wiley & Sons Inc., New York, 1996. Reprint of the 1963 original, A Wiley-
Interscience Publication.
[17] X.-M. Li. Strong p-completeness of stochastic diferential equations and the existence of
smooth flows on noncompact manifolds, Prob. Theory Related Fields 100 (4) (1994), 485-
511.
[18] C. Luque. Movimento Browniano com respeito a me´tricas Riemannianas dependendo do
tempo e aplicac¸o˜es ao fluxo de curvatura me´dia, Dissertac¸a˜o de Mestrado, Unicamp, Cam-
pinas, 2011.
