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Abstract
The qualitative properties of the continuous-time Hop+eld neural network are investigated. By using the
Cauchy existence theorem of ordinary di9erential equations, a set of new and simple su:cient conditions
guaranteeing the existence and uniqueness of equilibrium is derived. Furthermore, global and asymptotical
stability conditions are established by means of Lyapunov method.
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1. Introduction
Since Hop+eld-type neural networks were +rst introduced in [9,10], considerable e9ort has been
put into investigation on their analysis and synthesis in the past decade due to their broad spec-
trum of applications in optimization, signal processing, image processing, solving nonlinear algebraic
equation, pattern recognition, associative memories and so on (see Refs. [2–6,11,12,15–18] and the
references therein). It is well known that practical applications of neural networks, such as op-
timization and association, rely crucially on the dynamical behaviors of the networks. Therefore,
qualitative analysis of neural dynamics, such as some fundamental properties of stability and oscilla-
tion, is indispensable for practical design of neural-network models. In neural associative memories,
 The work is supported by the Opening Research Foundation of the Key Laboratory of Water and Sediment Science
(Wuhan University), Ministry of Education, PR China (No. 2003A001). The authors would like to thank the referees for
their valuable comments.
∗ Corresponding author. Tel.: +86-27-67805159; fax: +86-027-87640256.
E-mail address: cshwhu@163.com (S. Chen).
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.11.014
118 S. Chen et al. / Journal of Computational and Applied Mathematics 169 (2004) 117–125
for instance, the local asymptotical stable equilibrium states as attractors store information and con-
stitute distributed and parallel neural memory networks. In such cases, the purpose of qualitative
analysis is to study the asymptotical stability of the states so as to ensure the recall capability of the
models, and the existence, number, and attracting regions of the equilibria for the storing capability
of the networks [2,4,6]. On the other hand, to solve problems of optimization, neural control and
signal processing, dynamical neural networks have to be designed to possess only one and globally
stable equilibrium point, so as to avoid the risk of spurious responses or the common problem of
local minima [15,11,12,5].
The importance to study the problem of existence and uniqueness of the equilibrium and the issue
of its global stability for a dynamic neural network motivates the present work to give the qualitative
analysis of the following continuous-time Hop+eld-type neural-network model described by
Ci
dui
dt
=
n∑
j=1
Tijvj − uiR + Ii;
vi = gi(ui); i = 1; 2; : : : ; n; (1.1)
where Ci ¿ 0, Ri ¿ 0, and Ii ¿ 0 are capacity, resistance, and bias, respectively. Tij is the intercon-
nection weight representing the synaptic strength from the jth neuron to the ith neuron. ui is the
input and vi = gi(ui) is the output of the ith neuron. All the functions gi(·) (i = 1; 2; : : : ; n) are the
same as that originally used in [9,10], except that the symmetry of the matrix T = (Tij)n×n is not
assumed. More precisely, it is only assumed
(H1) gi(0) = 0, gi(·)∈C1 (i = 1; 2; : : : ; n).
(H2) g′i(ui)¿ 0 (i = 1; 2; : : : ; n).
Existence and uniqueness of the equilibrium, as well as its stability, for the continuous-time Hop+eld
neural network are revisited from a practical point of view. A set of new, less conservative yet more
general results is consequently derived.
2. Preliminaries
In order to derive the easily computed but equivalent conditions, we make some preliminaries and
introduce the following de+nitions and lemmas which are fundamental in [1].
Denition 2.1. A matrix A=(aij)n×n is said to be a nonsingular M -matrix, if A has the form sE−B,
where E is the n× n identity matrix and s is a constant greater than (B), the spectral radius of B
and all the elements of B is nonnegative.
Lemma 2.1. If A is a square matrix with nonpositive o8-diagonal elements, then the following
eight conditions are mutually equivalent:
(1) A is a nonsingular M -matrix.
(2) The principal minors of A are all positive.
(3) The leading principal minors of A are all positive.
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(4) There is a vector x (or y) whose elements are all positive such that the elements of Ax (or
Ay) are all positive.
(5) A is nonsingular and the elements of A−1 are all nonnegative.
(6) The real parts of the eigenvalues of A are all positive.
(7) There is a diagonal matrix D=diag(d1; d2; : : : ; dn), with di ¿ 0(i=1; 2; : : : ; n), such that DA+
AD is a positive de:ne matrix.
(8) For any positive vector = (1; 2; : : : ; n), Ax =  has a positive solution.
Throughout the paper we take the vector norm as ‖v‖ = ‖v‖1 =
∑
16i6n |vi| for any vector
v = (v1; v2; : : : ; vn) and matrix norm as ‖M‖ = max‖v‖=1 ‖Mv‖ for any matrix M = (aij)n×n. Then
‖M‖= ‖M‖1 = max16j6n
∑n
i=1 |aij| and ‖Mv‖6 ‖M‖ ‖v‖.
3. Existence and uniqueness of network equilibrium
Assumption (H2) implies vi = gi(ui) is invertible, we denote its inverse function as Gi(vi), that is
ui = g−1i (vi), Gi(vi). It is clear that, Gi(0) = 0 and system (1.1) is equivalent to
CiG′i(vi)
dvi
dt
=
n∑
j=1
Tijvj − Gi(vi)Ri + Ii; i = 1; 2; : : : ; n: (3.1)
Hence, the study of the existence, uniqueness and stability of the equilibrium of system (1.1) is
equivalent to that of system (3.1). Moreover, an equilibrium state of system (1.1) is a solution of
the following system of nonlinear algebraic equations:
n∑
j=1
Tijvj − Gi(vi)Ri + Ii = 0; i = 1; 2; : : : ; n; (3.2)
which, in a vector form, is
Tv− R−1G(v) + I = 0; (3.3)
where T=(Tij)n×n, v=(v1; v2; : : : ; vn), R=diag(R1; R2; : : : ; Rn), G(v)=(G1(v1); G2(v2); : : : ; Gn(vn)),
and I = (I1; I2; : : : ; In).
Let F(v) = Tv− R−1G(v). It is clear that F ∈C1(Rn; Rn) and its di9erential operator is
DF(v) =
(
9Fi
9vj
)
n×n
= T − R−1diag(G′1(v1); G′2(v2); : : : ; G′n(vn)): (3.4)
Theorem 3.1. If DF(v), the di8erential operator of F(v), is invertible and (DF(v))−1 is bounded,
then system (1.1) has a unique equilibrium for any constant vector I.
Proof. According to the assumption of the theorem, there exist a positive constant m such that
‖(DF(v))−1‖6m and for any +xed constant vector I , there exist a positive constant a such that
120 S. Chen et al. / Journal of Computational and Applied Mathematics 169 (2004) 117–125
‖I‖6 a=m. We consider the following initial problem:
dv
dt
=−(DF(v))−1I;
v(0) = 0: (3.5)
From the Cauchy existence theorem [8] we know that, the initial problem (3.5) has a solution v=v(t)
on the interval [0; a=‖(DF(v))−1I‖]. But
a
‖(DF(v))−1I‖¿
a
‖(DF(v))−1‖ ‖I‖¿ 1;
so v= v(t) is di9erential on the interval [0; 1]. From (3.5) we can see that
d
dt
(F(v(t))) =−I;
v(0) = 0 (3.6)
which implies F(v(t)) =−It. Therefore, F(v(1)) =−I , i.e., system (1.1) has an equilibrium for any
constant vector I .
On the other hand, if system (1.1) has two equilibria v and v∗, then F(v) − F(v∗) = DF(v∗ +
t(v − v∗)) (v − v∗) = 0, where t ∈ [0; 1]. Thus, DF(v∗ + t(v − v∗)) is invertible implies that v = v∗.
We proved the theorem as desired.
Corollary 3.1. Suppose mi6 g′i(ui)6Mi, where mi and Mi are positive constants (i = 1; 2; : : : ; n).
Then system (1.1) has a unique equilibrium state if one of the following conditions is satis:ed:
(1) Tjj − 1RjMj +
∑n
i=1;
i =j
|Tij|¡ 0; j = 1; 2; : : : ; n.
(2) −Tjj + 1Rjmj +
∑n
i=1;
i =j
|Tij|¡ 0; j = 1; 2; : : : ; n.
(3) Tii − 1RiMi +
∑n
j=1;
j =i
|Tij|¡ 0; i = 1; 2; : : : ; n.
(4) −Tii + 1Rimi +
∑n
j=1;
j =i
|Tij|¡ 0; i = 1; 2; : : : ; n.
Proof. According to Theorem 3.1, it su:ces to prove that any one of the above four condi-
tions implies that the di9erential operator of F(v) is invertible and (DF(v))−1 is bounded. In fact,
mi6 g′i(ui)6Mi is equivalent to
1
Mi
6G′i(vi) = (g
−1
i (vi))
′6
1
mi
; i = 1; 2; : : : ; n;
which implies that
Tjj − 1Rjmj ¡Tjj −
G′j(vj)
Rj
¡Tjj − 1RjMj ; j = 1; 2; : : : ; n: (3.7)
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Obviously,
Tjj − 1RjMj ¡ 0 and
∣∣∣∣Tjj − 1RjMj
∣∣∣∣¿
n∑
i=1
i =j
|Tij| (j = 1; 2; : : : ; n)
if condition (1) is satis+ed. Thus, we have∣∣∣∣Tjj − G
′
j(vj)
Rj
∣∣∣∣¿
∣∣∣∣Tjj − 1RjMj
∣∣∣∣¿
n∑
i=1
i =j
|Tij|; j = 1; 2; : : : ; n:
This means that DF(v) is a diagonally dominant matrix and DF(v) is invertible.
On the other hand, we select a constant l = minj (Tjj − (1=Rjmj)). From (3.7) we know, Tjj −
(G′j(vj)=Rj)− l¿ 0 and l¡ 0. Thus,∣∣∣∣1− 1l
(
Tjj −
G′j(vj)
Rj
)∣∣∣∣+ 1|l|
n∑
i=1
i =j
|Tij| − 1
=
1
|l|
∣∣∣∣l−
(
Tjj −
G′j(vj)
Rj
)∣∣∣∣+ 1|l|
n∑
i=1
i =j
|Tij| − 1
=
1
|l|
(
Tjj −
G′j(vj)
Rj
− l
)
+
1
|l|
n∑
i=1
i =j
|Tij| − 1
6
1
|l|

Tjj − 1RjMj +
n∑
i=1
i =j
|Tij|

¡ 0 (j = 1; 2; : : : ; n);
from which we have
∣∣∣∣
∣∣∣∣E − 1l DF(v)
∣∣∣∣
∣∣∣∣= max16j6n


∣∣∣∣1− 1l
(
Tjj −
G′j(vj)
Rj
)∣∣∣∣+ 1|l|
n∑
i=1
i =j
|Tij|

¡ 1; (3.8)
where E is the n× n identity matrix. In virtue of the following identical relation:
(DF(v))−1 =
1
l
E +
(
E − 1
l
DF(v)
)
(DF(v))−1;
we have
‖(DF(v))−1‖6 1|l| +
∣∣∣∣
∣∣∣∣E − 1l DF(v)
∣∣∣∣
∣∣∣∣ ‖(DF(v))−1‖: (3.9)
(3.8) and (3.9) imply (DF(v))−1 is bounded. Finally, it is similar to verify that, if condition (2) or
(3) or (4) is satis+ed, then the di9erential operator of F(v) is invertible and (DF(v))−1 is bounded.
This completes the proof of the Corollary 3.1.
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Corollary 3.2. If Tii ¡ 0 and the matrix ((−1)!ij+1|Tij|)n×n is a nonsingular M -matrix, then system
(1.1) has a unique equilibrium for any constant vector I , where !ij is Kronecker’s symbol.
Proof. According to the fourth condition of Lemma 2.1, the assumption of Corollary 3.2 implies
that, there exist constants pi ¿ 0 (i = 1; 2; : : : ; n), such that
piTii +
n∑
j=1
j =i
pj|Tij|¡ 0; i = 1; 2; : : : ; n: (3.10)
Let vj = pjv′j, then Eq. (3.2) can be translated to
n∑
j=1
pjTijv′j −
Gi(pjv′i)
Ri
+ Ii = 0; i = 1; 2; : : : ; n: (3.11)
Inequality (3.10) implies condition (3) of Corollary 3.1, is satis+ed for the nonlinear algebraic
equation (3.11). Therefore, (3.11) has a unique solution for any constant vector I , so does Eq.
(3.2). This proves Corollary 3.2.
Remark 3.1. Corollaries 3.1 and 3.2 have been obtained in [7,14], respectively, so Theorem 3.1 in
our paper is new and less conservative than many other results given by previous studies.
Remark 3.2. In some practical situation, positive equilibrium is needed, thus, we present the fol-
lowing theorem to guarantee the existence of positive equilibrium.
Theorem 3.2. Suppose mi6 g′i(ui)6Mi, where mi and Mi (i= 1; 2; : : : ; n) are positive constants,
and Tij¿ 0 (i = j; i; j = 1; 2; : : : ; n). Then for any positive Ii, system (1.1) has a unique positive
equilibrium if one of the following two conditions is satis:ed:
(1) Tjj − 1RjMj +
∑n
i=1;
i =j
Tij ¡ 0; j = 1; 2; : : : ; n.
(2) Tii − 1RiMi +
∑n
j=1;
j =i
Tij ¡ 0; i = 1; 2; : : : ; n.
Proof. From Corollary 3.1, any one of the above two conditions leads to the existence of equilibrium
for (1.1), so we need only to prove that the equilibrium of system (1.1) is positive under one of
the above two conditions. In fact, if v∗ is the equilibrium of system (1.1), then −F(v∗) = I , that is
−DF(tv∗)v∗= I because F(0)=0, where t ∈ [0; 1]. Condition (1) and the assumption of the theorem
implies that
− Tjj + 1Rj G
′
j(vj)−
n∑
i=1
i =j
Tij¿− Tjj + 1RjMj −
n∑
i=1
i =j
Tij ¿ 0; j = 1; 2; : : : ; n (3.12)
Thus, −DF(v) is a nonsingular M -matrix and all the elements of (−Df(v))−1 are nonnegative from
the fourth and the +fth condition of Lemma 2.1. Therefore, v∗ = (−Df(tv∗))−1I and Ii ¿ 0 imply
v∗ is positive. Similarly, if condition (2) is satis+ed, the equilibrium of (1.1) is positive.
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4. Global stability of the equilibrium
We are now in a position to investigate the stability condition of the system. Obviously, if u∗i is
the equilibrium state of system (1.1), then system (1.1) can be rewritten as
Ci
d(ui − u∗i )
dt
=
n∑
j=1
Tij[gj(uj)− gj(u∗j )]−
ui − u∗i
Ri
; i = 1; 2; : : : ; n: (4.1)
Theorem 4.1. If there exists a positive de:nite matrix P=diag(p1; p2; : : : ; pn); such that TP+PT
is semi-negative de:nite, then the equilibrium of the system (1.1) is globally asymptotically stable.
Proof. Construct a Lyapunov function of the form
W (u) =
n∑
i=1
piCi
∫ ui
u∗i
[gi(ui)− gi(u∗i )] dui:
Obviously,
∫ ui
u∗i
[gi(ui)− gi(u∗i )] dui = 12 g′i(i) (ui− u∗i )2 (i=1; 2; : : : ; n), where i is between ui and
u∗i . From this and the condition (H2) one can see, W (u)¿ 0, W (u) = 0 if and only if u = u∗ and
W (u)→ +∞ as ‖u‖ → +∞. On the other hand, computing the time derivative of W (u) along the
trajectory de+ned by (4.1), one has
dW (u)
dt
∣∣∣∣
(4:1)
=
1
2
(v− v∗) (TP + PT ) (v− v∗)−
n∑
i=1
pi
Ri
(ui − u∗i ) [gi(ui)− gi(u∗i )]
6−
n∑
i=1
pi
Ri
(ui − u∗i ) [gi(ui)− gi(u∗i )]
¡ 0 (u = u∗):
Thus, we prove the theorem as desired.
Theorem 4.2. If the matrix A = (aij)n×n is a M -matrix, then the equilibrium of system (1.1) is
globally asymptotically stable, where
aij =


−Tjj +
G′j(vj)
Rj
; i = j;
−|Tij|; i = j:
Proof. Obviously, A= (aij)n×n is a matrix with nonpositive o9-diagonal elements, Lemma 2.1 and
the conditions of the theorem imply that, there exist constants i ¿ 0 (i = 1; 2; : : : ; n) such that
j
(
Tjj −
G′j(vj)
Rj
)
+
n∑
i=1
i =j
i|Tij|¡ 0; j = 1; 2; : : : ; n:
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Construct a Lyapunov function of the form
W (u) =
n∑
i=1
iCi|ui − u∗i |:
It is clear that, W (u)¿ 0, W (u) = 0 if and only if u = u∗ and W (u) → 0 as ‖u‖ → +∞. On
the other hand, computing the right upper derivative of W (u) with respect to t along the trajectory
de+ned by (4.1), one has
D+W (u)
∣∣
(4:1) =
n∑
i=1
iCi
d(ui − u∗i )
dt
sgn(ui − u∗i )
6
n∑
j=1

jTjj +
n∑
i=1; i =j
i|Tij|

 |gj(uj)− gj(u∗j )| −
n∑
j=1
j
Rj
|uj − u∗j |
=
n∑
j=1

jTjj +
n∑
i=1; i =j
i|Tij|

 |gj(uj)− gj(u∗j )| −
n∑
j=1
j
Rj
|Gj(vj)− Gj(v∗j )|
=
n∑
j=1

jTjj − jRj |G
′
j(v˜j)|+
n∑
i=1; i =j
i|Tij|

 |gj(uj)− gj(u∗j )|
6
n∑
j=1

j
(
Tjj −
G′j(v˜j)
Rj
)
+
n∑
i=1; i =j
i|Tij|

 |gj(uj)− gj(u∗j )|
¡ 0 (u = u∗):
which veri+es the conclusion of the theorem.
One can easily verify that the following two corollaries are true according to Theorem 4.2.
Corollary 4.1. If g′i(ui)6Mi, where Mi are positive constants (i = 1; 2; : : : ; n), and there exist
constants i ¿ 0 (i = 1; 2; : : : ; n) such that
j
(
Tjj − 1RjMj
)
+
n∑
i=1
i =j
i|Tij|¡ 0; j = 1; 2; : : : ; n:
Then, the equilibrium of system (1.1) is globally asymptotically stable.
Corollary 4.2. If Tii ¡ 0 and the matrix ((−1)!ij+1|Tij|)n×n is a nonsingular M -matrix, then, the
equilibrium of the system (1.1) is globally asymptotically stable, where !ij is Kronecker’s symbol.
Remark 4.1. The results in Corollaries 4.1 and 4.2 have been obtained in [7,13]. This means that the
stability conditions derived in this paper is di9erent and, in fact, more general but less conservative.
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5. Conclusions
Some new and simple su:cient conditions for the existence, uniqueness, stability of the equilibrium
state of a continuous-time Hop+eld neural network have been derived in this paper. These conditions
di9er from the existing conditions and are more general, less restrictive, and less conservative.
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