A b s t r a c t. In this study, HYDRUS-2D/3D was used to simulate ponded infiltration through double-ring infiltrometers into a hypothetical loamy soil profile. Twelve scenarios of inverse modelling (divided into three groups) were considered for estimation of Mualem-van Genuchten hydraulic parameters. In the first group, simulation was carried out solely using cumulative infiltration data. In the second group, cumulative infiltration data plus water content at h = −330 cm (field capacity) were used as inputs. In the third group, cumulative infiltration data plus water contents at h = −330 cm (field capacity) and h = −15 000 cm (permanent wilting point) were used simultaneously as predictors. The results showed that numerical inverse modelling of the double-ring infiltrometer data provided a reliable alternative method for determining soil hydraulic parameters. The results also indicated that by reducing the number of hydraulic parameters involved in the optimization process, the simulation error is reduced. The best one in infiltration simulation which parameters α, n, and K s were optimized using the infiltration data and field capacity as inputs. Including field capacity as additional data was important for better optimization/definition of soil hydraulic functions, but using field capacity and permanent wilting point simultaneously as additional data increased the simulation error.
INTRODUCTION
The vadose zone has a fundamental role in many aspects of hydrology, including infiltration, soil moisture storage, evaporation, plant water uptake, groundwater recharge, runoff, and erosion (Nakhaei and Šimůnek, 2014) . Knowledge of the hydraulic properties of unsaturated soils (ie the retention curve, θ(h), and the hydraulic conductivity functions, K(h)) is essential for most or all studies involving water flow and solute transport in the vadose zone (Bitterlich et al., 2004) . Most traditional methods to determine these properties require relatively restrictive initial and boundary conditions, and thus can be time-consuming, laborious, and expensive. Moreover, data from accurate but small-scale laboratory measurements could hardly ever be transferred to the field scale (Asgarzadeh et al., 2014) .
Significant advances in computational capabilities in the 1980s have stimulated research on the use of inverse modelling for estimation of the soil retention and unsaturated hydraulic conductivity functions (Wöhling and Vrugt, 2011) . In this method, the numerical solution of the Richards equation is utilized for estimation of the soil hydraulic parameters. The numerical solution of the Richards equation requires an iterative implicit technique with fine discretization in space, which results in a tedious solving process (Damodhara Rao et al., 2006) . Based on the finite element method, the HYDRUS-1D and HYDRUS-2D/3D codes were developed to solve the Richards equation and have been widely used to simulate one-dimensional and two-and three-dimensional water movement in variably saturated media (Šimůnek et al., 2011) .
HYDRUS software is one of the most complete packages for simulating water, heat, and solute movement in both two-and three-dimensional variably saturated and porous media (Šimůnek et al., 2008) . Many investigators have used this software to evaluate either field or laboratory experiments or other mathematical models (Alletto et al., 2015; El-Nesr et al., 2014; Kandelous and Šimůnek, 2010; Pollalis and Valiantzas, 2015; Ramos et al., 2012; Rashid et al., 2015) . The HYDRUS model enables its users to trace the movement of water and solutes and the wetting patterns in both simple and complex geometries for homogeneous or heterogeneous soils and for different combinations of initial and boundary conditions (El-Nesr, 2014) .
In recent years, analysis of water infiltration experimental data has become a widely used practice for obtaining soil hydraulic properties through the inverse modelling. The infiltration rate and its variation with time depend upon the initial water content, as well as on the texture, structure, and uniformity (or layering sequence) of the soil profile (Reynolds et al., 2002a, b) . Considerable attention has been given to the prediction of soil hydraulic properties from ponded or tension infiltration experiments (Bohne et al., 1993; Russo et al., 1991; Šimůnek and van Genuchten, 1996) . The double-ring infiltrometer is a standard, well-known, and widely used instrument for in situ measurements of infiltration. However, there are relatively few studies on the accuracy of measured infiltration data via this method for reliable estimation of soil hydraulic parameters. Russo et al. (1991) and Šimůnek and van Genuchten (1996) reported that the cumulative infiltration data of ponded and tension infiltration experiments does not provide enough information to obtain a unique set of optimized parameters. It is commonly reported that some additional information is needed to obtain unique solutions for a large number of parameters. Such additional information could include water contents and/or pressure heads (Šimůnek and van Genuchten, 1996) , solute concentrations (Abbasi et al., 2003) , or temperatures (Nakhaei and Šimůnek, 2014) measured at a certain depth in the soil profile. However, little is known about the effect of including additional data as a predictor on the efficiency and uniqueness of inverse modelling of double-ring infiltrometer data.
The objectives of this study were: -to identify the suitability of cumulative infiltration data derived from a double-ring infiltrometer for the estimation of soil hydraulic parameters, -to determine the best combination of hydraulic parameters to be optimized with acceptable precision, and -to investigate whether additional information (FC, PWP or FC + PWP) can improve water flow simulation and reduce the uncertainty of the optimized hydraulic parameters.
MATERIAL AND METHODS
At first, double-ring infiltration data were numerically generated for a hypothetical loamy soil through direct simulation by HYDRUS-2D/3D (Šimůnek et al., 2011) . The Mualem-van Genuchten hydraulic parameters of the hypothetical loam soil were determined via class pedo-transfer functions (PTFs) of Rosetta Lite (Schaap et al., 2001) , which is embedded in the HYDRUS software package, as follows: residual water content (θ r ) = 0.078 cm 3 cm -3 , saturated water content (θ s )= 0.430 cm 3 cm -3 , scaling parameter (α) = 0.036 cm -1 , shape parameter (n) = 1.56, saturated hydraulic conductivity (K s ) = 0.00028 cm min -1 , and poreconnectivity parameter (l) = 0.5.
For simulation of ponded infiltration processes through the double-ring infiltrometer, an axisymmetric domain of 150 cm in both depth and length was considered. The inner and outer ring radii were 15 and 30 cm, respectively, and the insertion depth of the rings was considered to be 7 cm. The initial condition of the simulation domain was given in the form of the soil water pressure head. The soil water content was assumed to be variable along the profile. In this way, the soil water pressure head was linearly distributed with depth, so the pressure head at the soil surface was considered to be −10 000 cm and increased linearly with depth up to the pressure head of −4 000 cm at the bottom of the domain. A constant water head (h = 10 cm) was considered for the inlet boundary conditions of both inner ring and outer ring areas, respectively. The soil surface out of the area of the rings was subjected to the atmospheric boundary conditions. No flux boundary was considered for the vertical boundaries of the simulation domain and along the ring walls and the bottom boundary condition was considered as free drainage. The final time for simulation was set to 300 min. The well-known Mualem-van Genuchten soil hydraulic model (Mualem, 1976; van Genuchten, 1980) , embedded in the HYDRUS software package, was selected for the numerical simulations.
Sensitivity analysis is an essential aspect of analytical and numerical models (Fuladipanah, 2012) . Therefore, the infiltration data obtained through direct simulation by HYDRUS-2D/3D were used to calculate the sensitivities of the cumulative infiltration data to the Mualem-van Genuchten function parameters (including K s , θ s , θ r , n, α, and l). The sensitivity coefficient, S(t, b j ), was calculated as follows (Abbasi, 2015 and Šimůnek et al., 1998) :
where: S(t, b j ) is the change in the variable Y (cumulative infiltration, cm
3 ) corresponding to a 1% change in parameter b, e j = jth unit vector, and Δb = 0.01b. Sensitivity coefficients would characterize the behaviour of the objective function in the parameter space (Šimůnek et al., 1998) .
In the final stage, infiltration data obtained in the first stage were used as input data for the optimization of the Mualem-van Genuchten hydraulic parameters by inverse modelling. The HYDRUS-2D/3D code uses LevenbergMarquardt optimization algorithm for the inverse estimation (Šimůnek et al., 2011) . In this study, twelve different scenarios were considered for inverse estimation of the soil hydraulic parameters (Table 1 ). In the first four scenarios, the optimization was done solely using the infiltration data. In scenario 1, five parameters of the Mualem-van Genuchten model including K s , θ s , θ r , n, and α were selected as unknown parameters to be optimized via the inverse solution using the cumulative infiltration data. In scenario 2, we considered four hydraulic parameters (K s , θ s , n, and α) as unknown parameters. In scenario 3, three parameters were optimized (K s , n, and α). In scenario 4, two parameters were optimized (K s and n). Scenarios 5-8 were correspondingly similar to scenarios 1-4 but field capacity (FC) was also included as an additional predictor. Scenarios 9-12 were similar to scenarios 5-8, but permanent wilting point (PWP) was also added as an input.
In order to validate the numerical simulation by HYDRUS-2D/3D for the before-mentioned scenarios and to select the best scenario(s) for optimization of soil hydraulic parameters, generated and simulated cumulative infiltration data at 17 discretized times including 1, 2, 5, 10, 15, 20, 30, 45, 60, 90, 120, 150, 180, 210, 240, 270 
T a b l e 1. Generated and simulated cumulative infiltration data by HYDRUS-2D/3D at specified discretized times 1987.5 2001.8 2007.4 1986.9 1987.8 2007.2 1989.7 1987.6 1974.6 1991.6 2008.2 1986.8 1977 Since different numbers of inputs were used in the different scenarios, the Akaike information criterion (AIC) was also used to compare the efficiency of the derived model in different scenarios by considering a penalty for scenarios with a higher number of inputs (Akaike, 1974) . The AIC was calculated using:
where: K is the number of adjustable parameters in the model, N is the number of data points (ie infiltration) to be fitted (in this study, N=17) and SSE is the sum squares of errors. Because N is small in this study, a version of Eq. (6) was used to calculate the corrected AIC (AIC c ):
According to Burnham and Anderson (2004) , Eq. (7) should be used unless N/K is greater than about 40. In our case, this ratio is much lower than 40. The absolute values of AIC and AIC c depend on the units of the properties included in the model and the sample size, but the difference (Δ) between the values of AIC or AIC c for two models is proposed for the efficiency comparison. Models having Δ ≤ 2 have substantial support (evidence), those with 4 ≤ Δ ≤ 7 have considerably less support, and models with Δ > 10 have essentially no support. The model with a lower value of AIC or AIC c is the better one (Burnham and Anderson, 2004) .
The index of agreement (d), as a standardized measure of the degree of the model prediction error (Willmott, 1981) , was also calculated: 
The d varies between 0 and 1; a value of 1 indicates a perfect match, and 0 indicates no agreement at all (Willmott, 1981) .
The efficiency coefficient (EF) proposed by Nash and Sutcliffe (1970) was calculated as: 
This coefficient ranges from −∞ to 1. EF = 1 indicates a perfect fit while values below 0 result from a worse fit than the average of observations.
RESULTS
The cumulative infiltration data (I vs. time) that were generated numerically by the HYDRUS-2D/3D for a double-ring infiltration experiment in a hypothetical loamy soil are shown in Fig. 1 .
The sensitivity analysis of the cumulative infiltration to one percent change in soil hydraulic parameters is presented in Fig. 2 . The results indicate that the cumulative infiltration, measured by the double-ring infiltrometer, is most sensitive to the parameter K s . In addition, the sensitivity of simulations to K s is time-dependent and increases with time. Following K s , the highest sensitivity coefficient belonged to n and θ s , respectively. The sensitivities of ponded infiltration to θ r and α were relatively much smaller and the pore-connectivity parameter (l) was the least sensitive parameter (Fig. 2) .
Cumulative infiltration data generated and simulated by HYDRUS-2D/3D at 17 specified discretized times are presented in Table 1 . The results of estimation of the soil hydraulic parameters by HYDRUS-2D/3D for different scenarios are summarized in Table 2. Table 3 presents the calculated statistical criteria for the simulation assessment of Since the values of the coefficient of determination (R 2 ), d index, and efficiency coefficient (EF) were the same in all scenarios, these criteria were not used for the efficiency ranking. The scenario(s) with the lowest overall score would be regarded the best one(s) and will impose the least error into the cumulative infiltration simulation. The results of ranking according to the five criteria, including SSE, RMSE, MBE, and AIC c , are given in Table 4 . Figure 3 shows an example of the output simulated by the HYDRUS-2D/3D for scenarios 1, 5, and 9. It shows the final spatial distribution of water contents in the soil profile at the end of the 300 min simulation. I -stands for infiltration data. *The range in the parenthesis is ±95% confidence interval. -means that a parameter is not included in the parameter optimization process, + means that a parameter is included in the parameter optimization process.
DISCUSSION
According to Table 3 , there was a high correlation between the measured and fitted cumulative infiltration data in all scenarios (R 2 = 0.999). However, the R 2 values were essentially the same in all cases, and could not be a good criterion to compare the scenarios. The values of the d index and EF indicated the adequacy of the model in all scenarios, but again they could not be good criteria for comparison in this condition.
Based on the other statistical criteria, scenario 7, in which parameters α, n, and K s were fitted using the infiltration data plus FC (as additional data) was the best one (Table 3) . In other words, by reducing the number of fitting parameters in the soil hydraulic model from 5 to 3, the optimization model is improved in agreement with the findings of Šimůnek et al. (2001) . They reported that uncertainty is generally reduced when a limited number of parameters are used in the optimization studies. Hopmans et al. (2002) also reported that nonuniqueness would be diminished by decreasing the number of parameters to be optimized in the inverse solution methods. In fact, a flow experiment designed for inverse modelling should include measurements that are most sensitive to changes in the optimized parameters, thereby eliminating ill-posedness (Hopmans et al., 2002) . Sensitivity analysis can help to reduce the number of parameters in the optimization process by removing insensitive parameters. Moreover, sensitivity and parameter uncertainty are inversely related; that is, highly-sensitive measured variables would result in small parameter uncertainties for a given measurement error. In this study, cumulative infiltration was least sensitive to l and θ r (Fig. 2) , so by assuming θ r as a constant value (ie in scenarios 2, 6, and 10), the estimation of the parameters was improved (Table 1 ). This finding is in line with other studies stating that sensitivity to the pore-connectivity parameter (l) is the lowest (Abbasi et al., 2003) . Among the Mualemvan Genuchten hydraulic parameters, as mentioned by Ritter et al. (2004) , θ s has a clear physical meaning and can be measured directly. Therefore, the number of soil hydraulic parameters for optimization was reduced to 3 (α, n, and K s ) in scenarios 3, 7, and 11. Scenarios 3 and 7 had the best results in the simulation according to different criteria (Table 4) . By removing α (as a less sensitive parameter), the simulation was only improved in scenario 12, but in scenarios 4 and 8, the simulation error increased (Table 3) . It seems that this is due to the high correlation between these two parameters, which is achieved through the correlation matrix (Table 5) .
On the other hand, using FC as an additional predictor decreased the simulation error: SSE, RMSE, MBE, and AIC c decreased in these scenarios when compared with those with solely cumulative infiltration data as an input. Many researchers have reported that cumulative infiltration data do not provide enough information to obtain a unique set of optimized parameters, and some additional information is needed to yield a unique set of optimized parameters in inverse problems (Hopmans et al., 2002; Nakhaei and Šimůnek, 2014; Ritter et al., 2004; Russo et al., 1991) . Such additional information could consist of pressure heads and/or water contents (Šimůnek and van Genuchten, 1996) , solute concentrations (Abbasi et al., 2003) , or temperatures (Nakhaei and Šimůnek, 2014) measured at a certain depth along the soil profile. However, our simulation results show that the simultaneous use of FC and PWP as an input increased the simulation error (Table 3) .
A typical soil water retention curve usually consists of three zones: capillary saturation, desaturation, and residual saturation zones (Sillers et al., 2001) . The FC is located in the low matric suction range of the desaturation zone, but PWP is located in the dry range (ie residual saturation zone). The FC is mainly affected by soil structure, poresize distribution, and continuity. It seems that a relatively low suction value associated with FC can be better linked with determination of soil hydraulic properties under ponded infiltration than to PWP. In other words, saturated flow in ponded infiltration is also governed by soil structure through the pore space characteristics. Therefore, using FC as a predictor could be expected to increase the efficacy of prediction of soil hydraulic parameters. Si and Kachanoski (2000) believed that the usefulness of additional data may depend on its sensitivity to the soil hydraulic parameters, the independence of the existing observations, and the measurement error. CONCLUSIONS 1. HYDRUS-2D/3D software to simulate water infiltration through double-ring infiltrometers into a loamy soil profile we used. The results showed that the numerical inverse solution of double-ring infiltrometers data provided a relatively simple, yet reliable alternative method for determining the soil hydraulic properties.
2. By reducing the number of parameters involved in the optimization process, the simulation error is reduced. Therefore, sensitivity analysis would be required to identify the sensitive parameters. Using prior information for insensitive parameters (eg residual water content) or soil hydraulic parameters that can be easily measured independently (eg saturated water content) is effective in obtaining reliable answers.
3. Including additional data such as independently measured water content at the pressure head of −330 cm (ie field capacity), as in our study, is suggested to better optimize/define the soil hydraulic functions. It is noticeable that although it is expected that additional data might lead to improved results, it seems that using both field capacity and permanent wilting point data as an input could not enhance the likelihood of uniqueness and stability of the inverse solution in the estimation process. 
