The topic of the present paper is a generalized St. Petersburg game in which the distribution of the payoff X is given by P (X = sr
Introduction
The original St. Petersburg is defined as follows: I toss a fair coin repeatedly until head appears. If this happens at trial number k you receive 2 k Euros. A natural fair price for you in order to participate would be the expected value, which, however, as is well known, is infinite, since the random variable X describing the payoff is
One variant of the game is to set the fee as a function of the number of games, which leads to the celebrated Feller solution [6] , namely, that if X, X 1 , X 2 , . . . are i.i.d. random variables as above, and S n = n k=1 X k , n ≥ 1, then S n log 2 n p → 1 as n → ∞, (1.1) where log 2 (·) denotes the logarithm relative to base 2, and, similarly, log η (·) below denotes the logarithm relative to base η > 0. For details, see [7] , Chapter X, and [8] , Chapter VII (and/or [10] , Section 6.4.1). More on the history of the game can be found in [13] . The present paper is devoted to the generalization in which I toss a biased coin for which P (head) = p, 0 < p < 1, repeatedly until head appears. If this happens at trial number k you receive sr (k−1)/α Euros, where s = p −1 , r = q −1 = (1 − p) −1 , and α > 0. This, in turn, induces the random variable
Since in the classical game the expected payoff is infinite and we wish to retain this situation here we confine ourselves in the following to the case 0 < α ≤ 1 (except for some short remarks).
Remark 1.1 Authors who have studied generalized St. Petersburg games have, throughout, considered the case when the payoff X follows the distribution
Our choice of payoff preserves the fairness of the game, in that the expected gain after one round of the game equals p · (s − 1) + q · (−1) = 0 (under the model assumption that the entrance fee remains 1 Euro). 2
The case p = q = 1/2 and α = 1 reduces, of course, to the classical game. However, whereas we still obtain a weak law for general p when α = 1, it turns out, as we shall see, that the behaviour for 0 < α < 1 is drastically different in that we obtain convergence in distribution to a stable law. This is the content of our first result.
As for convergence in distribution in the classical case, Martin-Löf, in his famous paper [13] , obtains convergence in distribution to an infinitely divisible distribution along the geometric subsequence 2 n . Our second result extends Martin-Löf's theorem to the general case with α = 1. The results mentioned so far, together with a limit theorem for the "maximal payoff so far", are stated in Section 2 and proved in Sections 4 and 5, respectively, after some preliminaries in Section 3. In Section 6 we consider the problem of moderate and large gains, which are somewhat related to large deviations. A final section contains some additional remarks.
Main results
Thus, let throughout X, X 1 , X 2 , . . . be i.i.d. random variables distributed according to
where thus 0 < p = 1 − q < 1, s = 1/p, r = 1/q, 0 < α ≤ 1, and set S n = n k=1 X k and M n = max 1≤k≤n X k , n ≥ 1.
where Y α is a positive random variable with a stable α-distribution, whose Laplace transform equals exp{−t α }, t > 0.
where Φ(x) = exp{−x −α }, x > 0; the Fréchet distribution.
Remark 2.1 For p = q = 1/2 and α = 1 (i) reduces to (1.1).
Remark 2.2 For the distribution (1.3), Kevei, in his thesis [12] , mentions the case α = 1 without proof; in that setting the limit equals p/q. Adler and Rosalsky, [2] , Theorem 4, treat the weighted version
As we can see in Theorem 2.1(i) and (ii), the results for the two cases are generically different for α = 1 and 0 < α < 1, respectively. In the former case we have convergence in probability, whereas in the latter we have convergence in distribution. Moreover, the normalizations are slighly different in that an additional logarithm is needed in (i).
First of all, additional logarithms are frequently needed in cases of an "α = 1 situation". Typically this is due to the fact that n k=1 1/k α grows like n α+1 when α < 1, but logarithmically when α = 1; the harmonic series causes a lot of trouble for mathematicians. In the present case this pertains to the truncated first moment E XI{X ≤ x}, as is found in (3.4) below.
Another interesting point is that we obtain convergence in distribution for the full sequence in Theorem 2.1 when 0 < α < 1, whereas in the classical case (p = q = 1/2 and α = 1) one obtains convergence in distribution only along the subsequence 2 n as was shown by Martin-Löf in [13] . Our next result completes the case α = 1 in that we provide a generalization of the first part of Martin-Löf's theorem.
where Z is defined via the characteristic function ϕ Z (t) = E exp{itZ} given by
Remark 2.3 In complete analogy with [13] we infer that the limit law is infinitely divisible, that the corresponding Lévy measure has point masses pq k at the points p −1 q −k for k ∈ Z, and that we are facing a compound Poisson distribution.
2 By replacing 2 m by q −m = r m in the proof of [13] , Theorem 2, one verifies that the limit distribution is semistable and satisfies the scaling law
This also illustrates the fact we do not have a limit distribution for the full sequence (since such a limit would have been stable with index 1).
Preliminaries
In this section we collect some facts that will be used later with or without specific reference.
Lemma 3.1 For X as defined in Theorem 2.1 we have
Moreover, as x → ∞,
3)
Proof. After having noted that
the conclusions follow via elementary computations. 2 We also need the concept of regular and slow variation. If ρ = 0 the function is slowly varying at infinity; u ∈ SV. 2
For more on this we refer to [3] and, for a quick summary of some basic facts and relations, to [10] , Section A.7.
Proof of Theorem 2.1 Proof of (i)
We first observe that the function x log 1/q x ∈ RV(1). Next, since by (3.3), nP (X > n log 1/q n) ∼ 1 log 1/q n → 0 as n → ∞ , and, by (3.4), nE XI{X ≤ n log 1/q n} ∼ n · (log 1/q n + log 1/q log 1/q n) ∼ n log 1/q n as n → ∞ , the conclusion is an immediate consequence of the extension of Feller's weak law of large numbers given in [9] , Theorem 1.3; cf. also [10] , Theorem 6.4.2.
Proof of (ii)
In view of (3.5) it follows from standard criteria for domains of attraction (see e.g. [8] , Chapter IX and/or [10] , Section 9.3) that the distribution of X belongs to the domain of attraction of a positive stable law with index α. Moreover, the normalization a n is defined as a n = inf x :
where U (x) = E X 2 I{X ≤ x}.
In the present case this means that we have to solve the equation
which entails
Proof of (iii)
It follows from standard criteria for domains of attraction to extreme value distributions that X belongs to the domain of attraction of the Fréchet distribution, and that the normalization may be chosen as
cf. e.g. [10] , Theorem 9.6.3. In the present case this amounts (via (3.3)) to solving the equation (x/p) −α = 1/n. The conclusion follows. 2
Proof of Theorem 2.2
Theorem 2.2 is proved via a fairly straightforward modification of the corresponding proof in [13] .
Toward that end we first recall that s = 1/p, that r = 1/q, and, hence, that N = r n . We thus wish to show that ϕ Z (t) = exp
from which it follows that
which converges to ϕ Z (t) as given in (5.1) as n → ∞. 2
Polynomial and geometric size deviations
Another kind of problem that has been investigated earlier is that of moderate or large gains. As for polynomial size deviations, Theorem 2.1 and Corollary 2.3 of Hu and Nyrhinen [11] which concern more general distributions with regularly varying tails-adapted to the St. Petersburg setting provide the following result.
Proof. The only thing to check is, in the notation of [11] , that α = α in formulas (5) and (6) there. Now, by (3.3),
after which the claims follow from [11] , Theroem 2.1 and Corollary 2.3. 2
Remark 6.1 The theorem is stated for natural logaritms in [11] , which, of course, does not change anything. 2
Turning to geometric size deviations, Stoica [14] provides a result for the classical St. Petersburg game to the effect that, for any ε > 0 and b > 1,
As a corollary it is shown that the same asymptotics also hold for the maximal gain (something that, alternatively, can be seen with the aid of relation (6.5) below).
The following result extends Theorem 1 and Corollary 1 of [14] . The proof follows in parts closely that of [14] . 
In particular, for b = 1/q = r the limits in (6.3) and (6.4) equal −1/α.
Proof. Relation (6.2) is an immediate consequence of (3.3), according to which log 1/q P (X > εb n/α ) ∼ −α log 1/q (εb n/α ) − log 1/q p as n → ∞.
As for (6.4) we exploit [10] , Lemma 4.2 (i.e. [9] , Lemma 2.2, also cited as [14] , Lemma 1), to conclude, as in [10] , p. 270, that
for n large, (6.5) which, after taking logarithms, dividing by n, letting n → ∞, and appealing to (6.2), proves the conclusion for M n .
Finally, for S n we obtain a lower bound from the trivial fact that S n ≥ M n , viz.,
The upper bound follows by copying the lower half of p. 565 of [14] , replacing b n by b n/α at appropriate places. We omit the details.
This finishes the proof of the theorem. 2
Some remarks
We close with some additional comments. In a first subsection we discuss the possibility of having almost sure convergence in Theorem 2.1(i), and in the second one we state two easy consequences for the logarithm of the payoff.
Almost sure convergence?
The obvious question that comes to mind is whether or not there is almost sure convergence in Theorem 2.1(i). Now, since E X = +∞ whenever α ≤ 1, the converse of the Kolmogorov strong law tells us that this cannot be the case. However, more can be said. Namely, by (3.3) we have
so that, by the first Borel-Cantelli lemma, P (X n > cn log 1/q n i.o.) = 1 for any c > 0, which, upon noticing that S n ≥ X n for all n ≥ 1, tells us that lim sup n→∞ S n n 1/α log 1/q n = +∞. (7.1)
For the case classical game (p = q = 1/2 and α = 1) this was first established in [4] . As for the limit inferior, lim inf n→∞ S n n log 1/q n = 1 , since the limit inferior in Example 4 of Adler [1] (cf. also [2] , Theorem 4 and [5] , formula (3.9)) equals p/q for X as in (1.3) with α = 0. For completeness we mention that the mean E X is finite whenever α > 1, as a consequence of which the Kolmogorov strong law immediately tells us that S n n a.s.
→ E X = q 1/α q 1/α − q as n → ∞, and that the variance is finite whenever α > 2, in which case we are facing a central limit problem.
The logarithm of the payoff Section 6 provides results on asymptotics of the logarithm of the tail probability of the payoff. Another, much more trivial, task is to consider the logarithm of the payoff itself. Namely, since log 2 X has a geometric distribution with mean 2 in the classical case, it follows immediately, by the strong law of large numbers, that 1 n n k=1 log 2 X k a.s.
→ 2 as n → ∞. → q αp − log 1/q p as n → ∞ (7.3) in that case.
