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The self- and collective-diﬀusion behaviors of adsorbed methane, helium, and isobutane in zeolite
frameworks LTA, MFI, AFI, and SAS were examined at various concentrations using a range of
molecular simulation techniques including Molecular Dynamics (MD), Monte Carlo (MC),
Bennett–Chandler (BC), and kinetic Monte Carlo (kMC). This paper has three main results.
(1) A novel model for the process of adsorbate movement between two large cages was created,
allowing the formulation of a mixing rule for the re-crossing coeﬃcient between two cages of
unequal loading. The predictions from this mixing rule were found to agree quantitatively with
explicit simulations. (2) A new approach to the dynamically corrected Transition State Theory
method to analytically calculate self-diﬀusion properties was developed, explicitly accounting for
nanoscale ﬂuctuations in concentration. This approach was demonstrated to quantitatively agree
with previous methods, but is uniquely suited to be adapted to a kMC simulation that can
simulate the collective-diﬀusion behavior. (3) While at low and moderate loadings the self- and
collective-diﬀusion behaviors in LTA are observed to coincide, at higher concentrations they
diverge. A change in the adsorbate packing scheme was shown to cause this divergence, a trait
which is replicated in a kMC simulation that explicitly models this behavior. These phenomena
were further investigated for isobutane in zeolite MFI, where MD results showed a separation in
self- and collective- diﬀusion behavior that was reproduced with kMC simulations.
1. Introduction
Microporous materials like zeolites and, more recently, Metal–
Organic Frameworks (MOFs) have been the focus of much
attention in recent years because of their industrially useful
properties. Of particular interest are these materials in the
context of gas separations.1–4 Microporous materials have the
potential to exhibit extremely favorable separation properties
due in part to the capability of closely matching the diameter
of a rate-limiting diﬀusion pathway in the material to that of
an adsorbed molecule, resulting in a ‘‘molecular sieve’’ action.5
The measurement of diﬀusion properties poses a problem for
someone wishing to quickly scan the millions of hypothetically
possible materials6,7 for a candidate material to use in a
particular separation process. Molecular simulations provide
a promising route; however the benchmark technique for
obtaining the diﬀusion coeﬃcients of gases in these materials,
Molecular Dynamics (MD), is often too slow to eﬃciently
generate particle trajectories over the time-scales necessary
to characterize the diﬀusion properties.8 In particular, for
systems that display the potentially useful ‘‘molecular sieve’’
trait, MD can be especially time consuming. For these systems,
the diﬀusion phenomenon can often be viewed as a hopping
process between large cages separated by narrow windows. June
et al.9 proposed an application of the Transition State Theory
(TST)10 with the Bennett–Chandler method11,12 to model diﬀusion
in conﬁnement, considering adsorbate movement as uncorrelated
hops on a lattice of adsorption sites and calculating the self-
diﬀusion coeﬃcient DS.
Beerdsen et al.13 used this method to successfully replicate
the self-diﬀusion coeﬃcient values found from a Molecular
Dynamics simulation. In that article, the Canonical Monte
Carlo and Bennett–Chandler simulations were executed in a
system where the microscopic concentration was allowed to
vary, but the global concentration was ﬁxed. This resulted in
an ‘‘implicit’’ treatment of inter-particle interactions, where an
adsorbate is assumed to be subject to an eﬀective force ﬁeld
comprised of all other particles in all possible conﬁgurations,
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weighted by the probability of each conﬁguration. While this
approach was shown to accurately predict the self-diﬀusion
coeﬃcient at a range of concentrations, the collective-diﬀusion
coeﬃcient cannot be obtained using those means.
Krishna et al.14 formed a model of the collective-diﬀusion
behavior. Their application of the Reed-Ehrlich model15 of
diﬀusion on a lattice results in a reasonable ﬁt to the collective-
diﬀusion coeﬃcients found from MD, using an adjustable
parameter. Although this method gives important insights, it
should be noted that, since it requires prior knowledge of the
desired property, that method is not aimed to predict the
collective-diﬀusion coeﬃcient.
The approach of this paper is to use a kinetic Monte Carlo
(kMC) simulation,16 which, like an MD simulation, generates
a set of particle trajectories that can be analyzed to calculate
the desired collective-diﬀusion coeﬃcient, but which can have
an advantage over MD in computational speed. Starting with
the formulation laid out by Beerdsen et al.,13 we calculated the
TST hop rates and re-crossing coeﬃcients. However, where
Beerdsen et al. computed the average hopping rates of a single
particle as a function of global concentration, we computed
these hop rates in the case where the exact loading of
the participating cages is controlled. This is similar to the
approach of Jee and Sholl,17 who investigated the eﬀect
on hop rate of local cage occupancy, rather than global
concentration. Calculation of these loading-speciﬁc hop rates
required the development of a model to predict the re-crossing
coeﬃcient in the case of a hop between two cages of diﬀerent
loadings. Next, this approach was used to analytically calcu-
late the self-diﬀusion coeﬃcient while explicitly accounting
for ﬂuctuations in cage loading, allowing a comparison to
previous methods. These values were then used in a subsequent
kMC simulation to calculate the self- and collective-diﬀusion
coeﬃcients.
Building on these insights, some of the theoretical approaches
developed in the methane/LTAmodel were tested in a variety of
other systems, including methane in zeolite SAS, helium in
zeolite AFI, and isobutane in zeolite MFI.
The rest of the paper is divided into three parts. First, the
theoretical basis for this work is laid out, including a mixing
rule for the re-crossing coeﬃcient and a method to explicitly
account for microscopic density ﬂuctuations. Next, the simu-
lation details are enumerated to allow reproduction of the data
presented in this work. Finally, results of those simulations are
presented.
2. Theory
Let us ﬁrst give a short review of the dynamically corrected Transi-
tion State Theory (dcTST) of Dubbeldam and co-workers.13,18–20
The idea of this method is to consider a tagged particle and
to compute the hopping rate of this particle from one site
in the zeolite to another. This hopping rate is obtained from
the free energy proﬁle and the re-crossing coeﬃcient using
standard rare-event simulation techniques.21 In this method
the contributions of the other particles is reﬂected in the loading
dependence of these free energies and re-crossing coeﬃcients.
The resulting single-particle eﬀective hop rate can be directly
converted into the loading dependent self-diﬀusion coeﬃcient.
The importance of this method is that we now can compute
the loading dependence of the self-diﬀusion coeﬃcient for
those molecules for which the diﬀusion is too slow for
straightforward Molecular Dynamics. A limitation of this
method is, however, that it does not give us information on
the loading dependence of the collective-diﬀusion coeﬃcients,
which are important from a practical point of view.
In this work we propose an extension of the method of
Dubbeldam and co-workers, which allows us to estimate
the particle hopping rates that can be used in a kinetic
Monte Carlo (kMC) simulation to obtain some insights in
the collective-diﬀusion coeﬃcients. At this point it is impor-
tant to note that, similar to the approach of Dubbeldam and
co-workers, the signiﬁcance of our method is that it can be
applied to systems for which molecular dynamics is too slow.
The reason that we focus here on a system where molecular
dynamics can also be used is that it allows us to validate our
approach.
From a kMC simulation one can obtain the collective-
diﬀusion coeﬃcients directly. The diﬃculty is, however, to
relate the hopping rates to the underlying molecular model.
Dubbeldam and co-workers achieve this by considering a
single particle hopping on this lattice but with an eﬀective
hopping rate that exactly captures the loading dependence of a
tagged particle and hence can only be used for the self-
diﬀusion coeﬃcient. Alternatively, one can carry out a kMC
simulation with exactly the number of particles at the loading
of interest. However, this requires a method to obtain these
hopping rates from our underlying molecular model.
Let us consider a system in which the low free-energy
adsorption sites are separated by suﬃciently high free-energy
barriers that hopping between one site and the other can be
seen as a rare event. We also consider the case that there can
be several low free-energy sites close to each other. As a
consequence the molecules can make many jumps between
those low energy sites before jumping over the large barrier. If
this is the case we assume that we have a single site but that
this site can be occupied by more than one molecule. We
now carry out a simulation at a given loading and use the
techniques described by Dubbeldam and co-workers to
compute the free energy proﬁles. Instead of computing the
free energy proﬁles for this average loading hmi molecules per
cage, we compute the free energy proﬁle for a speciﬁc loading
and we assume that these free energy proﬁles are independent
of the loadings of other cages. From these free-energy proﬁles
we can compute the transition state hopping rates. The
re-crossing coeﬃcients, for a particle moving between cages,
we compute using the assumption that the probability a
particle, upon entering a cage, is bounced back out the way it
came depends only on the loading of that cage (see Section 2.3).
With these assumptions we can obtain a set of hopping rates.
From these hopping rates we can calculate both the self-and
collective-diﬀusion coeﬃcients from a kinetic Monte Carlo
simulation.
2.1 Transition state theory hop rates
Transition State Theory, as applied to this system, assumes
that any particle that reaches the window between cages
Pu
bl
ish
ed
 o
n 
18
 M
ay
 2
01
2.
 D
ow
nl
oa
de
d 
by
 E
CO
LE
 P
O
LY
TE
CH
N
IC
 F
ED
 D
E 
LA
U
SA
N
N
E 
on
 1
4/
08
/2
01
4 
14
:0
6:
25
. 
View Article Online
11602 Phys. Chem. Chem. Phys., 2012, 14, 11600–11609 This journal is c the Owner Societies 2012
(a free-energy maximum) will move from one cage to the
other. The average hop rate can then be calculated as
kA!B ¼ vB  e
bFðbarrierÞR
cage A
ebFðxÞdx
; ð1Þ
where vB is the average magnitude of the velocity as obtained
from the Boltzmann distribution, F(x) is the Helmholtz Free
Energy of a particle at with order parameter x deﬁned by its
position, and kB is Boltzmann’s constant.
2.2 Re-crossing coeﬃcient
TST assumes that all particles that arrive at the free energy
barrier hop successfully. In these systems, however, the geometry
of the material or the presence of other particles can cause a
particle with a positive velocity to re-cross the transition state.
These eﬀects require a correction of the TST results, the
re-crossing coeﬃcient. This re-crossing coeﬃcient can be calculated
using a Bennett–Chandler simulation for any arbitrary loading of
either cage, as described in Section 3.4. This coeﬃcient can be
interpreted as the conditional probability that a particle will hop
from one cage to another, given that the particle is on the free-
energy barrier between the cages. The resulting dynamically
corrected hop rate is given by
KdcTST ¼ KTST  k ¼ vB  e
bFðbarrierÞR
cage e
bFðxÞdx
 k;
where k is the re-crossing coeﬃcient. However, the applic-
ability of the resulting hop rate depends on the particular
constraints imposed on the system when collecting the data
that goes into the equation. For example, if the global
concentration is ﬁxed, but the loading in each cage is allowed
to ﬂuctuate naturally (e.g. by having a constant total number
of particles, but a relatively large system), then the resulting
hop rate will be the average hop rate. In this case the self-
diﬀusion coeﬃcient DS on a cubic lattice like that of LTA, can
be calculated directly as22
DhniS = l
2  Khnihop  khni, (2)
where l is the cage-to-cage distance, hni is the average number
of particles per cage, and Khop is the TST hop rate as deﬁned
by eqn (1), with the superscripts denoting the simulation
conditions. The corrected hop rates provided by this formula-
tion cannot be applied to a kinetic Monte Carlo simulation to
measure the collective-diﬀusion coeﬃcient, since the inter-
actions between particles are accounted as an average eﬀect;
the eﬀects of ﬂuctuations are averaged. Before detailing our
solution to this problem, it is ﬁrst necessary to discuss the
re-crossing coeﬃcient for asymmetrical loadings.
2.3 Re-crossing coeﬃcient for asymmetrical loadings
Here we will derive an expression to estimate the re-crossing
coeﬃcient between two cages of unequal loading from the
re-crossing coeﬃcients calculated at equal loadings. Let us ﬁrst
consider a particle observed on the barrier between two cages
A and B, which have respective loadings i and j, and the
particle is currently moving toward cage B. We assume that
the probability Pb(j) that a particle, upon entering a cage, is
bounced back out the way it came, depends only on the
loading j of that cage. The probability that this particle will
end up in cage B is therefore
Pend in B ¼ ð1 PbðjÞÞ þ PbðjÞPbðiÞð1 PbðjÞÞ þ   
¼ ð1 PbðjÞÞ 
X1
x¼0
ðPbðjÞPbðiÞÞx
¼ 1 PbðjÞ
1 PbðjÞPbðiÞ
ð3Þ
by simplifying the geometric series. Similarly, the probability
that the particle ends up in cage A is
Pend in A ¼ PbðjÞð1 PbðiÞÞ
1 PbðiÞPbðjÞ : ð4Þ
Because the model system behaves the same whether the
system is moving forward or backward in time, the probability
that the particle started in cage A can be calculated similarly as
Pstart in A ¼ 1 PbðiÞ
1 PbðjÞPbðiÞ ; ð5Þ
and likewise the probability that the particle started in cage B
can be calculated as
Pstart in B ¼ PbðiÞð1 PbðjÞÞ
1 PbðiÞPbðjÞ : ð6Þ
Deﬁning a transmission probability as the conditional probability
that a particle starts in cage A and ends in cage B is hence the
product of eqn (5) and (6):
P(A- B) = Pstart in A  Pend in B. (7)
The re-crossing coeﬃcient is then the normalized net ﬂux
across the barrier is now
kij ¼ PðA! BÞ  PðB! AÞ
PðA! BÞ þ PðB! AÞ þ PðA! AÞ þ PðB! BÞ :
ð8Þ
Setting i = j and substituting eqn (3)–(7) into eqn (8) yields
kii ¼ 1 PbðiÞ
2
1þ 2PbðiÞ þ PbðiÞ2
: ð9Þ
Solving quadratically for Pb(i), and noting that Pb(i) must be
non-negative, yields
PbðiÞ ¼ 1 kii
1þ kii ð10Þ
which, when substituted into eqn (3)–(8), gives the ﬁnal
mixing rule
kij ¼ 2kiikjjkii þ kjj ð11Þ
Eqn (11) may be recognized as the harmonic mean. This
function satisﬁes the necessary symmetry kij = kji, which is
required for detailed balance.
2.4 Calculation of hop rates with explicit contribution from
concentration ﬂuctuations
Next will be presented a method to separate the contribution
that each speciﬁc cage-loading case makes toward the mean
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value and re-mix them properly. For this purpose, the Canonical
MC simulation results are analyzed to give the TST hop rates
for the case of exactly i, rather than an average of hni, particles
in a cage, through eqn (1). Next, the normalized probability
Pocc,hni(j) of observing a cage with exactly j particles in a
system with on average hni particles per cage is recorded. The
related normalized probability of observing a particle in a cage
with occupancy i in a system with average occupancy hni per
cage is deﬁned as
P
occ;hniðiÞ ¼ i  P
occ;hniðiÞP1
j¼0
j  Pocc;hniðjÞ
ð12Þ
The resulting corrected hop rate is calculated as the summation
over all possible hops from a cage with i particles to a cage with
j particles, weighted by the probability of observing that situation
in a system with hni average particles per cage,
K
hni
hop  khni ¼
X1
i¼1
X1
j¼0
P
occ;hniðiÞ  Pocc;hniðjÞ  Kihop  ki1;j
ð13Þ
Combined with eqn (2), (11), and (12), this allows an explicit
calculation of the self-diﬀusion coeﬃcient as
D
hni
S ¼ l2
X1
i¼1
X1
j¼0
P
occ;hniðiÞ  Pocc;hniðjÞ  Kihop  ki1;j ð14Þ
It should be noted that the re-crossing coeﬃcients used in
eqn (13) and (14) account for the fact that one particle, the one
executing the hop, is no longer in its original cage at the time
of the calculation.
2.5 Kinetic Monte Carlo
Now the groundwork is laid for a kinetic Monte Carlo
simulation. The only necessary inputs for such a simulation
are the lattice topology and the rates at which hop events
occur. The hop rate of a particle from its current cage A into a
neighbor cage is given by
khop ¼ vB  e
bFðbarrierÞR
cage e
bFðxÞdx
 2kiikjj
kii þ kjj ; ð15Þ
where i is the loading of the origin cage (not including the
hopping particle), j is the loading of the destination cage, and
statistics for the free energies are collected from a simulation
with exactly i particles in the cage. Once these values are
tabulated, a kinetic Monte Carlo simulation can be run which
faithfully recreates some aspects of the diﬀusion behavior.
3. Simulation methodology
3.1 Simulation system
Here we describe the simulations systems used for MD, MC, and
Bennett–Chandler simulations. Methane and isobutane pseudo-
atoms (elsewhere referred to as ‘‘united-atoms’’) were simulated
using the Lennard-Jones (LJ) parameters described by Dubbeldam
et al.,23,24 and helium atoms were simulated with the LJ parameters
reported by Talu and Myers.25 Simulation details of the zeolite
frameworks are enumerated in Table 1. The all-silica zeolite frame-
works19,26 wwere assumed to be rigid, so to enhance computational
eﬃciency the truncated and shifted LJ potential energy between an
adsorbate pseudo-atom and all oxygen atoms of the framework
was tabulated for a grid of resolution 0.15 A˚ in the simulation box.
During the simulation the LJ interactions between an adsorbate
and the framework were found by cubic spline from this lookup
table. Adsorbate–adsorbate interactions were calculated by directly
evaluating the truncated and shifted Lennard-Jones potential
during the simulation. Periodic Boundary Condition (PBC)
was used and inaccessible pores in the zeolite were blocked by
prohibiting adsorbate entry into speciﬁed inaccessible pockets27 w.
While it has been shown in MD simulations that the simula-
tion box size has a signiﬁcant eﬀect on the diﬀusion behavior
in one-dimensional channel systems like SAS and AFI,28 the
short time scale of the Bennett–Chandler simulation allows an
accurate determination of the re-crossing coeﬃcient with a
relatively small simulation box.
3.2 Molecular dynamics
To directly calculate the diﬀusion coeﬃcients, the Canonical
Ensemble (NVT) was simulated, using the Nose´-Hoover method
to regulate temperature.29,30 For part of the Bennett–Chandler
simulations, the Micro-Canonical Ensemble (NVE) was simulated.
Step sizes for all MD simulations were 0.5 fs. Except for the MD
simulations used as part of the Bennett–Chandler simulations, MD
simulations were equilibrated for 1 ns or more, and total simulation
time was 20 ns or more. The Verlet Algorithm31 was used at each
time-step.
3.3 Canonical Monte Carlo
The MC simulations used the same system and potentials as
described above (Sections 3.1 and 3.2). The Metropolis acceptance
algorithm32 was used to impose the temperature, with the
maximum displacement tuned to achieve an acceptance ratio of
20%. Each MC simulation was run for 1.5  108 steps or more.
The probability density of observing a particle at a given position
can be calculated from aCanonicalMC simulation; the coordinates
of each particle are recorded at regular intervals, and sorted
into planar bins that are orthogonal to the straight path between
cage centers. Dividing the number of hits in each bin by the size
of the bin yields the probability density for that bin P(x), allowing
calculation of the Helmholtz Free Energy through the relationship
F(x) = RT  ln P(x). (16)
3.4 The Re-crossing coeﬃcient
Bennett–Chandler simulations11,12 were executed by ﬁrst
running a Monte Carlo simulation of the Canonical Ensemble
Table 1 Simulation parameters for zeolite framework systems
Zeolite
name
Simulation
box size
(x) [A˚]
Simulation
box size
(y) [A˚]
Simulation
box size
(z) [A˚]
Cut-oﬀ
radius [A˚]
Number of
super-sites
LTA 24.555 24.555 24.555 12.0 8
SAS 28.644 28.644 20.848 10.0 16
AFI 23.774 27.452 25.452 10.0 96
MFI 40.044 39.798 26.766 12.0 32
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as described above, where one particle is constrained to the Free
Energy barrier plane between two adsorption sites. Uncorrelated
snapshots of this system 1000 MC steps apart were used as starting
points for short Micro-Canonical (NVE) MD simulations. In these
MD simulations, each particle was given a random velocity
sampled from the Boltzmann distribution at the given temperature.
This allowed a designation of ‘‘expected donor’’ cage and ‘‘expected
receiver’’ cage. Each short MD simulation was run until either the
particle in question moved past the center of either cage, or 20 ps of
simulation time elapsed. The re-crossing coeﬃcient was then
calculated as the normalized net ﬂux of particles across the barrier
over many such simulations (more details can be found in Frenkel
and Smit21 or Dubbeldam et al.18).
3.5 Kinetic Monte Carlo
The ﬁrst LTA system consisted of a 3  3  3 lattice of super-
cage sites, each of which can accommodate up to ﬁfteen
particles. The second LTA system consisted of a 3  3  3
lattice of super-cages split into 15 distinct sites, each of which
could accommodate only one particle (see Fig. 7). The MFI
system consisted of 32 intersection sites, with an additional 128
channel sites for the second model; each site was considered to
accommodate only one molecule.
In principle it is possible to run a kMC simulation using an
unvarying hop rate Khnihop  khni,but in that case a simulation is
not necessary as the result converges to that of a random walk
on a lattice. Furthermore, in that case there is no explicit
interaction between particles, meaning that DC = DS, which
does not reﬂect reality. Instead, the hop rates used were those
for the exact loading case, Kihop  kij, explicitly accounting for
microscopic ﬂuctuations. If correctly executed, the simulated
system should have the same Pocc,hni cage-loading distribution
values as in the Canonical MC simulations, and therefore
should yield the same DS as the analytical solution above
(see Section 2.4).
All kMC simulations advanced forward in time using the
Gillespie Algorithm,33 with a binary search algorithm to eﬃciently
determine the selected event. Each kMC simulation was run for at
least 100 ns, after at least a 10 ns equilibration period.
3.6 Calculation of diﬀusion coeﬃcients
Each kMC or MD simulation yields an ensemble of particle
trajectories. The self-diﬀusion coeﬃcient can be calculated5 as
DS ¼ 1
2d
lim
t!1
d
dt
h½rðtÞ  rð0Þ2i; ð17Þ
where r is the position of a given particle. This self-diﬀusion
coeﬃcient characterizes the movement of a given adsorbate.
The collective-diﬀusion coeﬃcient can be calculated as
DC ¼ N
2d
lim
t!1
d
dt
1
N
XN
i
½riðtÞ  rið0Þ
( )2* +
; ð18Þ
which characterizes the movement of the center of mass of all
N adsorbate particles in the system. The collective-diﬀusion
coeﬃcient can then be used to ﬁnd the molar ﬂux as a function
of the chemical potential, m:
J = DCrm. (19)
If the adsorption isotherm is known, the collective-diﬀusion coeﬃ-
cient can be converted into the Fick diﬀusion coeﬃcient, which is
the diﬀusion coeﬃcient required in mass transfer problems in the
design of industrial processes using these materials.
4. Results and discussion
4.1 Diﬀusion of methane in LTA
4.1.1 Transition state theory. In our method we rely on the
assumption that adsorbate movement can be treated as uncorre-
lated hops between adsorption sites. To test this, we must ﬁrst
collect the hop rates of these particles between cages, which are
heavily inﬂuenced by the number of particles loaded into each
cage. This information could be measured in either of two systems:
ﬁrst, one where the global concentration is ﬁxed, but the instant-
aneous loading of each super-cage is allowed to ﬂuctuate, faith-
fully reproducing the system’s natural ﬂuctuations; and second,
where the number of particles in each cage is constrained. Fig. 1
shows the free energy in LTA for both situations. Systematic
diﬀerences can be seen between the two cases.
In our scheme we assume that movements within a cage
occur on a much faster time-scale than hops between two
separate cages. This requires that the free energy barriers
within a cage are relatively small compared to the barriers
between cages. The derivative of the Free Energy of methane
in LTA at 300 K with respect to position is shown for loadings
of seven, eight, nine, and ten particles per cage (Fig. 2). At a
position of approximately 2 A˚ from the barrier, the function is
observed to cross the x-axis at densities of nine particles per
cage and higher. This indicates the emergence of local maxima
in the probability density at those locations, marking the
beginning of a new packing scheme at high densities. The
shaded areas represent the depth of the local minimum in
the free energy. Whereas at lower densities the particles
wander around the cage relatively freely, at higher densities
they are stuck, for short time scales, in a sub-cage formed in
part by other pseudo-stationary adsorbates.
4.1.2 Re-crossing coeﬃcients. The re-crossing coeﬃcient of
methane in LTA was calculated for an average loading, and
Fig. 1 Free energy of methane as a function of the position in the
cage in LTA at 300 K. Lines are the result when the local concen-
tration is allowed to ﬂuctuate, and dots are the result when the number
of particles in a cage remains ﬁxed. The legend shows the number of
particles in each cage.
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compared to the values obtained by Beerdsen et al.,19 showing
quantitative agreement (Fig. 3). Lower values of the re-crossing
coeﬃcient correspond to a higher likelihood that the entering
particle will be blocked by another adsorbate.
The re-crossing coeﬃcient was then calculated for various
exact asymmetrical loadings, and compared to the new model
presented in this paper (Fig. 4). The model is observed to be
accurate in LTA as long as both cages have fewer than nine
particles per cage, with a correlation coeﬃcient of 0.99. The
breakdown of the model, starting at nine particles per cage,
corresponds to the concentration where additional local
maxima in the probability density start appearing (Fig. 2).
This leads to adsorbate behavior that violates the core
assumption of the model: that the probability of a cage to
reject an entering particle is constant. If particles spend a
longer amount of time stationary near the entrance of a cage
than the hopping particle spends bouncing between two cages,
then the probability of a rejection during the current attempt is
correlated with the probability of a rejection during the last
attempt; this is not accounted for in the model.
4.1.3 Analytical calculation of self-diﬀusion coeﬃcient. For
LTA, the probability Pocc,hni observing a cage with i particles
in a system with an average hni particles per cage was recorded
from Canonical MC simulations (Fig. 5). This probability
distribution was used in the novelDS calculation that explicitly
accounts for ﬂuctuations in concentration (presented in the
Theory section). The distributions are narrower than would be
predicted from non-interacting particles (not shown), indicating a
free-energy penalty for higher cage loadings. The cage occupancy
probability was also recorded from simulations of the ﬁrst
kMC model. It can be seen that the cage occupancy distribu-
tions oﬀer precise quantitative agreement at lower average
Fig. 2 The derivative of the free energy with respect to position for
methane in LTA at 300 K. Loading (molecules per super-cage) is
indicated in the legend.
Fig. 3 Re-crossing coeﬃcient of methane in zeolite LTA at 300 K at
various average loadings. The non-participating particles are allowed
to move between cages during the Canonical MC simulation, but the
total number of particles in all eight cages was constant throughout
each simulation.
Fig. 4 Re-crossing coeﬃcients of methane in zeolite LTA at 300 K
with constrained cage loadings. The x-axis denotes the loading of one
cage, while the legend denotes the loading of the other cage. Symbols
are the observed values, while dotted lines show values predicted by
the model presented in this work.
Fig. 5 Cage occupancy probability for diﬀerent average loadings
(molecules per cage, see legend) of methane in LTA at 300 K. Points
indicate data from Canonical Monte Carlo simulations, while lines
indicate data from simulations of the ﬁrst kMC model.
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loadings, but begin to disagree at an average loading of eight
particles per cage.
Fig. 6 compares the self-diﬀusion coeﬃcients of methane in
LTA at 300 K as obtained using MD, the analytical expres-
sions which account for concentration ﬂuctuations implicitly
and explicitly (see Section 2.4), and the values obtained by
Beerdsen et al.19 using the implicit treatment of concentration
ﬂuctuations. Quantitative agreement is observed at most
loadings, in particular at loadings below the key concentration
of nine molecules per cage.
4.1.4 Kinetic Monte Carlo. The self- and collective-
diﬀusion coeﬃcients of methane in LTA at 300 K were
obtained using MD and kMC simulations (Fig. 8). In the ﬁrst
type of kMC simulation, in which a lattice site represents
an entire super-cage, no separation is seen betweenDS and DC.
This replicates the behavior observed from MD at low
loadings. However, at higher loadings, a second type of
kMC simulation becomes necessary, since more local maxima
are observed in the probability density (Fig. 2). This second
kMC model consisted of a 3  3  3 cube of super-cages, each
subdivided into ﬁfteen lattice sites13 (Fig. 7): one ‘‘A’’ site in
the center, eight ‘‘B’’ sites arranged as vertices of a cube
around that, and six ‘‘C’’ sites arranges as faces of the cube
around those. The central ‘‘A’’ site is connected to the eight
adjacent ‘‘B’’ sites, which are each connected to the nearest
three ‘‘C’’ sites. Each ‘‘C’’ site is also connected to the nearest
‘‘C’’ site of the adjacent super-cage. Each of these lattice sites
can accommodate at most one particle. The hop rates between
these sites were deﬁned as
Khop ¼ 0 if occupiedKTST if unoccupied

where
KTST ¼ vB  e
bFðbarrierÞR
sub-cage e
bFðxÞdx:
The re-crossing coeﬃcient is accounted for in the deﬁnition
of Khop above, where the particle is eﬀectively barred from
entering an occupied site. This second model qualitatively
replicates the separation between DS and DC observed in
the MD simulation, but quantitatively is not in perfect
agreement.
Fig. 6 Self-diﬀusion coeﬃcient of methane as a function of loading in
LTA at 300 K from MD, random walk theory using data from cages
with an imposed average loading, random walk theory with explicit
concentration ﬂuctuation contributions as presented in this paper, and
the values found by Beerdsen et al.19
Fig. 7 (a) Free energy surfaces of methane in zeolite LTA at 300 K.
Three types of local minima are observed, as described in the text.
(b) Schematic of sub-cage adsorption lattice sites comprising
one super-cage of LTA. Each ‘‘C’’ site is connected to the nearby
‘‘C’’ sites of a neighboring super-cage (for clarity, the two ‘‘C’’ sub-
cage sites in line with the central ‘‘A’’ site along the z-direction are
omitted).
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4.2 Zeolites SAS and AFI: asymmetrical re-crossing
coeﬃcients
In zeolite SAS, the re-crossing coeﬃcient was calculated
for methane at 300 K (Fig. 9). Modeling the asymmetrical
re-crossing coeﬃcients as the harmonic mean of the two
symmetrical re-crossing coeﬃcients gives a correlation coeﬃcient
of 0.995.
In zeolite AFI, the re-crossing coeﬃcients of helium at
300 K were computed (Fig. 10). The predicted value from
the model (eqn (11)) gives quantitative agreement as long as
there are three or fewer particles in each cage.
4.3 Diﬀusion of isobutane in zeolite MFI
In zeolite MFI, isobutane was analyzed in detail at 600 K.
From Canonical MC simulations, the probability density
distribution was calculated (Fig. 11) in both the x and y
directions at inﬁnite dilution. This information was used to
calculate TST hop rates of the molecules between sites. Two
diﬀerent models were considered for this system. In the ﬁrst
model, the molecules were thought to move from intersection
to intersection, spending a negligible amount of time between
intersection sites. In the second model, two additional sites
were considered in each channel, corresponding to the local
free energy minima observed there.
Several Bennett–Chandler simulations were executed, con-
straining the central pseudo-atom of isobutane to the central
barrier of either channel type, and allowing the simulation to
run until that pseudo-atom reached either adjacent inter-
section. This characterizes the hop rate between intersection
sites. However, for the more ﬁnely detailed model, four more
Bennett–Chandler simulations were executed, one for each
of the barrier types: intersection to x channel site, intersection
to y channel site, x channel site to x channel site, and y channel
site to y channel site. The re-crossing coeﬃcients for this
system were low enough to indicate that the barrier crossings
may be diﬀusive, suggesting a possible application of the
more-eﬃcient treatment laid out by Frenkel and Smit.21
KMC simulations were run for either model type based only
on the hop rates obtained from Canonical MC and BC
simulations run at inﬁnite dilution. In the more-detailed
model, we did not allow both channel-type sites within the
same channel to be occupied at the same time, in order to
reﬂect the dynamics of the true system. The resulting self- and
collective-diﬀusion coeﬃcients are shown in Fig. 12, along
with results from direct MD simulations. While the central
pseudo-atom of the adsorbate was observed to spend only
0.2% of the time in the channels, the associated ‘‘passing’’
behavior is seen to be an important aspect of the overall
diﬀusion activity, as the kMC simulation which disallows it
Fig. 8 Self- and collective-diﬀusion coeﬃcients of methane as a
function of loading in LTA at 300 K. Points are fromMD simulations,
lines are from the kMC models. For loadings up to nine molecules per
cage, the results of the ﬁrst kMC model (large super-cages with perfect
mixing) are shown. For loadings at nine and above, results from the
second kMC model are shown (ﬁfteen discrete lattice sites within a
super-cage, as shown in Fig. 9).
Fig. 9 Re-crossing coeﬃcients of methane in SAS at 300 K for various
loadings in each participating cage. The loading of one cage is indicated
on the x-axis, and the loading of the other cage is indicated in the
legend. Symbols are data from explicit Bennett–Chandler simulations,
while lines are the predictions of the model presented in this work.
Fig. 10 Re-crossing coeﬃcients of helium in AFI at 300 K for various
loadings in each participating cage. The loading of one cage is indicated
on the x-axis, and the loading of the other cage is indicated in the
legend. Points are data from explicit Bennett–Chandler simulations,
while lines are the predictions of the model presented in this work.
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has an exaggerated DC/DS separation compared to MD,
but one which accounts for it has a closer DC/DS separation,
corresponding more closely to the MD simulation. Quantita-
tively, the kMC with channel sites oﬀers a correlation coeﬃ-
cient of 0.89 to the MD for the self-diﬀusion coeﬃcient.
These diﬀusion coeﬃcient values are near the reported values
for this system,34–36 although the system is known to be
sensitive to force-ﬁeld parameters37 and the rigidity of the
framework.38
5. Conclusions
The mixing rule for asymmetric re-crossing coeﬃcients is seen
to be quantitatively accurate in systems where the assumptions
of that model are upheld. Some systematic deviations between
the observed results and the model’s predictions occurred in
each system at a high enough adsorbate density to nullify the
model’s assumptions.
The DS results from the analytical expression that explicitly
accounts for ﬂuctuations in cage loading agree in the LTA
system quantitatively with the results of MD, and with the
results of the analytical expression that implicitly accounts for
such ﬂuctuations. The hop rates obtained with this method are
necessary to run a kMC simulation that includes particle
interactions, so that the microscopic ﬂuctuations are properly
accounted for.
In the LTA system, the separation between DS and DC at
higher loadings was shown to be a result of a change
in adsorbate packing behavior, demonstrated by the local
minima that developed in the free energy at those loadings.
Until then the particles in a super-cage were reasonably well
mixed, with no correlation between a particle’s previous cage
and next cage. But at higher loadings, a particle is detained at
various distinct adsorption sites within a cage, leading to these
correlations and thus the separation between the self- and
collective-diﬀusion behaviors. This change in behaviors was
demonstrated in the two kMC simulations, one which assumes
each cage is well-mixed, ﬁnding that DC = DS, and the other
which subdivides the cage into smaller sites to allow a stronger
interaction between particles, ﬁnding that that DC4 DS. This
phenomenon is further demonstrated with isobutane in MFI,
where the kMC simulations replicate the DC/DS separation
observed with MD. Even more encouraging is the fact that, for
isobutane in MFI, quantitatively close predictions of both the
self- and collective-diﬀusion properties at high loadings are
obtained from kMC simulations that use only the hop rates
calculated at inﬁnite dilution.
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