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Abstract
In a multi-server system, how can one get better performance than random assignment
of jobs to servers if queue-states cannot be queried by the dispatcher? A replication strategy
has recently been proposed where d copies of each arriving job are sent to servers chosen at
random. The job’s completion time is the first time that the service of any of its copies is
complete. On completion, redundant copies of the job are removed from other queues so as
not to overburden the system.
For digital jobs, where the objects to be served can be algebraically manipulated, and
for servers whose ouput is a linear function of their input, here we consider an alternate
strategy: Maximum Distance Separable (MDS) codes. For every batch of n digital jobs
that arrive, n+m linear combinations are created over the reals or a large finite field, and
each coded job is sent to a random server. The batch completion time is the first time
that any n of the n + m coded jobs are served, as the evaluation of n original jobs can be
recovered by Gaussian elimination. If redundant jobs can be removed from queues on batch
completion, we establish that in order to get the improved response-time performance of
sending d copies of each of n jobs via the replication strategy, with the MDS methodology
it suffices to send n + d jobs. That is, while replication is multiplicative, MDS is linear. If
redunant jobs cannot be removed from queues on batch completion, the stability regions of
the two strategies are distinct and the performance with MDS codes is better still.
1 Introduction
It is well known that if a job arrives to a system with many servers, its delay is minimized by
joining the queue with the least waiting time. If there are large numbers of servers, the state of
each of their queues may not be accessible at each job’s arrival time. The celebrated power-of-d
choices result (see [3], [21], [35]) establishes that by sampling a relatively small number of queues
at random and joining the shortest of those, performance is asymptotically much better than
in the case of random assignment. Many other load-balancing schemes have been proposed and
investigated, see [33] for a current survey.
An interesting variant of this system has recently been introduced where the waiting times
at any of the queues may not be available to an arriving job, see [28, 10, 9] and references
therein. In that setting, as opposed to sampling d queues and joining the shortest waiting time,
instead a replication-d strategy is proposed: for each job that arrives, a copy of it is placed in d
distinct queues whose lengths and waiting times are unknown. The job’s work is complete when
the first of its replicas exits service, and the remaining d − 1 duplicate jobs are then removed
from the system. For a heuristic illustration of the performance gain that is obtained from this
strategy, assume that a system is in stationarity where any job sent to any server experiences
a sojourn time, say W , comprised of the waiting time in the queue and the service time once
it reaches the server, with distribution P (W ≤ t) = FW (t). Assuming queues are independent
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and identically distributed, a single job arrives and is subject to replication-d. With R denoting
the job’s completition time, its distribution is given by the minimum of d independent sojourn
times
P (R1,d > t) = P (min(W1, . . . ,Wd) > t) = (1− FW (t))d.
With the system in stationarity and a batch of n jobs arriving where each job is subject to
replication-d, the tail of the batch completion time distribution is governed by last job comple-
tion time in the batch and satisfies
P (Rn,d > t) = P (max(R1,d1 , . . . , R
1,d
n ) > t) = 1−
(
1− (1− FW (t))d
)n ∼ n(1− FW (t))d, (1)
for large t. Thus, through the use of the replication-d strategy, the tail of the completion time
distribution of the batch of n jobs is exponentially curtailed from approximately n(1− FW (t)).
That tail reduction is significant, and greatly reduces the straggler problem where the system
is held up waiting for one job to be served before it can proceed to the next task.
In the present paper we consider the performance of an alternative approach that is available
when the jobs to be served can be subject to algebraic manipulation and the output of the servers
is a linear function of their input. This is the case, for example, if the jobs consist of digital
packets that are traversing a network where the output of a server is its input and for large matrix
multiplication tasks for Machine Learning. In the network setting, the replication-d strategy
is similar in spirit to repetition coding [25], which is known to be sub-optimal, and instead
we consider a MDS (Maximum Distance Separable) approach. The benefits of MDS codes
for making communications robust in networks subject to packet erasures are well-established.
For information retrevial from a multi-server storage system, the improvements in response
time that is attainable through the use of coding have been studied [14, 27, 15, 19, 18]. Both
replication and MDS coding have also been proposed recently to resolve the stragglers problem
in distributed gradient descent for Machine Learning [28, 17, 32, 4, 12, 20, 23, 22]. To the best
of our knowledge, however, this is one of the first times its utility in reducing queueing delay in
a feed-forward system has been shown.
Consider a batch arrival of n jobs, J1, . . . , Jn, each of which consists of data of fixed size
whose symbols take values in the reals or a large Galois field. The principle of the MDS coding
approach is that rather than send duplicate jobs, one instead creates n+m linear combinations
of the form
Kj = A
(j)
1 J1 + · · ·+A(j)n Jn, j ∈ {1, . . . , n+m},
where the A
(j)
i are chosen in the reals or a finite fields. The principle behind MDS codes is to
consider each coded job, Kj , as a random linear equation such that the reciept of any linear
function of any n of the n + m linear combinations allows recovery of the processing of the
original n jobs by Gaussian elimination. Reed-Solomon codes, for example, [24] are MDS codes.
More generally, a Random Linear Code, where the coefficients are chosen uniformly at random,
is an MDS code with high probability for a sufficiently large field size, e.g. [13].
When MDS is employed, the completion time of a batch is equal to the job completion time
of any n out of the n+m coded jobs. To heuristically understand the gain that can be obtained
by MDS, again assume that the system is in stationarity with each queue independently having
a sojourn time distribution FW . A batch of n jobs arrives and are coded into n+m MDS jobs.
Their completition time has the same distribution as n-th order statistics of n + m random
variables with distribution FW , whose complementary distribution is known to be given by (see
also Lemma 8 in the Appendix)
P (Cn,m > t) = (n+m)
(
n+m− 1
n− 1
) n−1∑
k=0
(
n− 1
k
)
(−1)k 1
m+ k + 1
(1− FW (t))m+k+1 .
2
As t→∞, the tail is equivalent to its leading term
(n+m)
(
n+m− 1
n− 1
)
1
m+ 1
(1− FW (t))m+1 . (2)
Thus the tail of the response time with the MDS strategy is smaller than the tail of the response
time achieved by replication-d in eq. (1) so long as m ≥ d. This non-rigorous sketch illustrates
the main message of this paper: where nd copies of jobs are used for replication-d, for digital
data subject to linear processing, MDS can provide better tail response times with only n + d
copies.
The rest of the paper is organised as follows. In Section 2 we present the precise model
considered in the paper. Section 3 studies the setting where redundant copies are removed from
the system. In Section 3.1 we show that using MDS codes lead to the same stability region as
replication-d, for any values of the parameters. In Section 3.2 we consider the case where k, the
number of servers, tends to infinity. Under the mean-field assumption used in the replication-d
literature, we demonstrate that as long as m ≥ d the tail distribution of batch completion times
of jobs in stationarity is strictly smaller in the case of MDS when compared with replication-d.
2 A more precise model
The heuristic arguments given above do not make assumptions on how, exactly, jobs arrive,
how long they take to be completed, or how non-serviced copies are treated. In order to make
arguments rigorous, additional specificity is required. In the rest of the paper we shall assume
that there are k servers, each with an infinite-buffer queue to store outstanding jobs. Each arrival
is a batch of n jobs that appears according to a Poisson process of intensity λk/n, so that, on
average, there are λk jobs arriving per unit of time. For digital data as in communication
networks, the batch arrival assumption is not restrictive as individual jobs can be sub-divided.
Batch arrivals are also appropriate to represent the parallelisation of MapReduce computations
and more general parallel-processing computer systems (see, e.g., [36]).
We assume each version of any job takes an exponential time with rate 1 to complete on any
server, taken independently of everything else, including other copies of the same job, and each
server’s output is a linear function of its input. Variants of the assumption of independence
of job processing times have been treated in the literature, reflecting whether variability is
contingent largely on the server or the job itself. While the assumption we adopt is the most
common, others have been considered. For example, all copies of the same job having the same
service time, regardless of the server they are assigned to [1], or a more general model where
the service time of each copy of a job consists of a part that is the same for all copies and a
part that depends on the particular server [8]. The queueing stability of the system under those
different scenarios has been treated. Until now, however, most attention has focused on the
model we adopt here.
Another key question is how, once one copy of a job has been processed to completion, its
remaining copies are treated. In some circumstances, such as the queueing of data jobs in a
communications network, it is not practical to remove copied jobs and they must be served. In
other instances, such as for parallelisation of MapReduce computations, it would be possible to
remove waiting tasks from queues and cease the service of copies being processed. This latter
setting, considered in [9] and references therein, provides a model of greater mathematical
interest, but for completeness here we provide results for both. In both cases, the headline
result is that MDS significantly outperforms replication-d when the metric is the tail of the
sojourn time distribution.
3
3 MDS vs replication-d with redundant removals
We first consider the setting where the standard assumption is made that, once a sufficient
number of copies of jobs is received, other copies are removed from the system (regardless of
whether or not they already entered service). We start with the question of system stability
and then, once the stability region is established, obtain a description of the sojourn-time
distribution.
3.1 Stability
Formally establishing the stability region for either replication-d or MDS is not trivial. Two
contrasting factors are at play when additional copies or combinations of arriving jobs are
placed into queues. On the one hand, more servers are busy processing arriving jobs, which
has the potential to make the entire system perform more work. On the other hand, jobs may
be completed faster due to the variability in waiting times the various copies or combinations
experience at different queues, leading to a better performance of the system.
It has been shown that replication-d is stable for n = 1 provided λ < 1, hence those two
effects cancel each other out [11, 9]. The analysis in these papers is based on the product-form
representation of the stationary state of the system (see also [2, 34]). The main result in this
section is that, for any n and m, a system employing MDS is also stable provided λ < 1. By
setting n = 1 and m = d−1, this result recovers the replication-d strategy result, and the proof
provides additional intuition as to why the stability condition is the same as in the case when
no replication is applied.
Our proof uses a different approach not referring to a product-form structure but leveraging
Lemma 1, which establishes that the amount of work the system needs to perform before the
first copy or combination out of any number of jobs is completed, is, on average, exactly 1. In
turn, this immediately implies that in the case n = 1, i.e. replication-d, new work arrives in
the system at rate λk per unit of time and hence stability should be achieved as long as λ < 1.
This is not yet a complete proof as one still needs to formally ensure that there are no queues
that remain idle for long periods of time, but serves as an intuitive explanation of why stability
holds provided λ < 1 .
By using the memoryless property of the exponential distribution, Lemma 1 also implies
that the amount of work the system needs to perform in order to complete every batch of n
jobs is, in expectation, exactly n, regardless of the value of m. Therefore, per unit of time, on
average λk units of new work arrive in the system and it can perform k units of work. This
observation sheds light on the reasons for the stability condition, and only some technical details
are required to generate a rigorous proof.
Lemma 1. Let X1, . . . , XD be independent random variables each having an Exponential dis-
tribution with parameter 1. Let 0 = z1 ≤ z2 ≤ . . . ≤ zD be real numbers. Defining M =
min1≤i≤D (Xi + zi), then
D∑
i=1
E ((M − zi)I(M ≥ zi)) = 1. (3)
The lemma’s proof can be found in the Appendix. Directly in the case of replication-d and
after a small amount of extra work for MDS, it illustrates why the stability condition is λ < 1.
Consider the system with replications and a given value of d. Whenever a new job arrives, let
W1, . . . ,Wd be the current workloads, where by workload we understand the actual work the
queues will have to perform, i.e. Wi is equal to the time queue i would need to empty, assuming
no more jobs came into the system. Denote by E1, . . . , Ed the service requirements of every
copy of the new job. The first copy enters service at time W ∗ = min1≤i≤dWi, and the job is
4
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Figure 1: An illustration of the amount of work, indicated by the shaded regions, servers perform
due to the arrival of a new job.
complete at the time W ∗ + M , where M = min1≤i≤d(Wi −W ∗ + Ei). The amount of work
server i performs due to this particular job is thus (M − (Wi −W ∗))I(M ≥ Wi −W ∗). The
total amount of time all servers work on all copies of this job is then
d∑
i=1
(M − (Wi −W ∗))I(M ≥Wi −W ∗),
and Lemma 1 implies that, conditioned on (W1, . . . ,Wd), on average this is equal to 1. An
illustration of this argument is presented in Fig. 1.
The main result of this section follows, and its proof can be found in the Appendix.
Theorem 2. For any n, m and k such that n+m ≤ k, the queueing system utilising MDS is
stable provided λ < 1.
3.2 Job completion times
As the stability region of the original system, that with replication-d and MDS are all the same,
the main point of interest is comparative performance evaluation. Consistent with the work
that introduced the replication strategy, we assume that on batch completition all non-served,
redundant copies of the jobs are removed, even if presently being served. The tails of batch
completition times in this setting are challenging to analyse, but one can examine the behaviour
in the limit as the number of queues, k, becomes large.
In the system with replication, the job completition time distribution is derived in [9, Section
5]) under an assumption on asymptotic independence of queues (Assumption 3, given below).
It is straightforward to adapt that derivation to the case of batch arrivals considered here. The
tail of the completion time of any one of the n jobs is given by
P (R1,d > t) =
(
1
λ+ (1− λ)et(d−1)
)d/(d−1)
.
The completion time for n jobs in a batch is then the maximum of n independent random
variables with this distribution, and a batch’s response time then has the tail given by
P (Rn,d > t) = 1−
(
1−
(
1
λ+ (1− λ)et(d−1)
)d/(d−1))n
. (4)
Following [9], we adopt Assumption 3 on the asymptotic independence of the queues for our
analysis of the MDS strategy, and refer to that article for a discussion of it.
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Assumption 3. Let Ti denote the completition time of a job, not subject to removal, at queue i
out of a total of k. For k sufficiently large, the random variables (Ti1 , . . . Tin+m) are independent
for any distinct i1, . . . , in+m.
The following result is established in the Appendix using a proof along the lines of that
introduced in [9, Section 5].
Theorem 4. For every batch arrival of n jobs, n + m coded jobs are sent to n + m queues
chosen uniformly at random without replacement. As soon as any n coded jobs are completed,
the remaining m jobs are removed from the system, including those currently in service. Let V
be the random waiting time of a single (virtual) job that is subject to neither coding or removal,
which is needed to determine the batch waiting time. Under Assumption 1, its waiting time
satisfies the following differential equation
dP (V > t)
dt
= −P (V > t) (5)
+ α(n+m− 1)
(
n+m− 2
n− 1
) n−1∑
i=0
(
n− 1
i
)
(−1)i 1
(m+ i)(m+ i+ 1)
(P (V > t))m+i+1,
where α = λ(m+ n)/n. For large waiting times, the tail of its distribution satisfies
lim sup
t→∞
etP (V > t) <∞.
Let Cn,m denote the random MDS batch completion time. Its distribution satisfies
P(Cn,m > t) = (n+m)
(
n+m− 1
n− 1
) n−1∑
i=0
(
n− 1
i
)
(−1)i 1
m+ i+ 1
(P (V > t))m+i+1 , (6)
and its tail satisfies
lim sup
t→∞
e(m+1)tP (Cn,m > t) <∞. (7)
We note that this result encompasses the replication-d strategy by setting n = 1 and m =
d − 1, and that in that setting (5) is exactly the differential equation obtained in [9] (see the
displayed equation just after (24) therein). These results confirm the heuristic analysis in the
introduction that the tail of the batch completition time distribution for replication in equation
(4) is slower than when MDS is used, equation (7), so long as m ≥ d. Thus with only n + d
coded jobs, one can achieve better tail performance than sending nd jobs under the replication
strategy.
In the case of replication, a closed form for the batch completition time distribution is
available, but that is not the case for MDS as the differential equation (5) describing the virtual
waiting time distribution of a non-coded job cannot be solved in closed form in general. It
can, however, be readily solved numerically and inserted into equation (6) to evaluate the batch
completition time distribution for MDS.
An example comparison is presented in Fig. 2 where batches consist of n = 3 jobs and the
replication strategy places d = 3 copies of each into the system. For MDS, we consider a range
of values for m from 2 to 6. The figure recapitulates the conclusion that MDS with m ≥ d leads
to significant gains in completition time tail for larger values of t. Note that for m = d = 3,
the batch completition time of MDS is not stochastically dominated by that of replication and
that short delays are more likely with MDS, and it is only in the tail that MDS outperforms
replication. For values of m ≥ 4, however, the MDS batch completition time distribution is
better for all times.
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Figure 2: Complementary batch completition time distribution for a batch of n = 3 jobs. The
dashed line corresponds to replication with d = 3 giving nd replicated jobs, while the solid lines
correspond to MDS with n+m coded jobs.
4 MDS vs. replication without redundant removals
As in in [9], the model studied so far assumes that once a copy of a job has been processed, all
redundant copies of it are removed from the system. While that model is reasonable in some
circumstances, there are others where it is not feasible. For example, removing jobs without
serving them from queues in telecommunications equipment is typically not possible. If removal
is not possible, service is wasted processing redundant jobs. In this setting, both replication
and MDS place extra service demand on the system, but MDS’s outperformance of replication
is even more dramatic.
Here we consider a version of the system where removing jobs from queues is not possible
once a job is sent to a queue. Thus all copies and combinations of jobs will be processed by
the server regardless of whether or not they have become redundant. The analysis in this case
results in closed forms.
Theorem 5. If replication-d is used and λd < 1 so that the system is stable, then a typical
batch has a response time distribution whose tail is asymptotically equivalent to
n exp (−(1− λd)dt) (8)
If MDS is used and λ(n+m)/n < 1 so that the system is stable, the response time for any batch
in such a system its tail is asymptotically equivalent to
(n+m)
(
n+m− 1
n− 1
)
1
m+ 1
exp
(
−
(
1− λ
(
n+m
n
))
(m+ 1)t
)
. (9)
Proof of Theorem 5. If replication is used, all queues are independent M/M/1 queues
with arrival rate λd (which is found as the total arrival rate λk/n times the rate at which
the copies go to a tagged queue, dn/k) and service rate 1. We need to require λd < 1 for
stability. Response time for any copy of a job at any queue is then Exponential(1 − λd), and
the response time of a batch of n jobs is equal to the maximum of n independent random
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variables, each of which has the distribution of the minimum of d copies of a random variable
with Exponential(1− λd) distribution. This response time’s tail is equal
1−
(
1− e−(1−λd)dt
)n ∼ ne−(1−λd)dt,
completing the proof of the first statement of the theorem.
If MDS is used, each queue behaves as an independent M/M/1 queue with arrival rate
λ(n+m)/n and service rate 1. We need to assume λ(n+m)/n < 1 for stability. The sojourn
time of any combination of jobs in any queue is Exponential(1 − λ(n + m)/n). The response
time of a batch of n jobs is therefore given by the n-th order statistic of n + m independent
random variables each having an Exponential(1− λ(n+m)/n) distribution. Its tail is given by
(n+m)
(
n+m− 1
n− 1
) n−1∑
k=0
(
n− 1
k
)
(−1)k 1
m+ k + 1
exp
(
−
(
1− λn+m
n
)
(m+ k + 1)t
)
,
which is asymptotically equivalent to that in equation (9), and this completes the proof of the
theorem.
The two results in Theorem 5 demonstrate that the asymptotic behaviour of the tail of
the response time distribution of a typical job is exponential. In the case of replication, the
rate is (1 − λd)d while for MDS it is (1 − λ(n + m)/n)(m + 1). Thus, the tail of the waiting
time in the case of MDS is better, asymptotically, than that in the case of replication, as
long as (1 − λd)d < (1 − λ(n + m)/n)(m + 1). This is achieved for all values of λ, provided
n+ d− 1 ≤ n+m ≤ nd. Indeed, one can see that using only n+ d combinations of n jobs in a
batch and MDS, one achieves better performance than using nd copies of n jobs in a batch and
replication.
Note that, in addition to the improvement in the response-time’s tail achieved with MDS,
it also leads to a gain in the amount of work the system can process while remaining stable.
As in both versions of the system each queue is M/M/1, stability conditions in both cases are
trivial. The stability condition in the system with replication is given by λd < 1, whereas in
the system with MDS it is given by λ(n+m)/n < 1. If n+m < nd, MDS clearly outperforms
replication also in terms of stability (or amount of work the system can perform). Therefore,
for any n + d ≤ n + m < nd, MDS outperforms replication in terms of both stability and
response-time tails.
While Theorem 5 assesses performance in terms of tail distributions (i.e. stragglers), in the
no-removal setting it is also possible to determine the expected batch completition times.
Theorem 6. If redundant jobs cannot be removed from queues, the expected completition time
for a batch of n jobs in the case of replication-d is
1
d(1− λd)
n∑
k=1
(−1)k+1
(
n
k
)
1
k
,
whereas in the case of MDS it is
(n+m)
(
n+m− 1
n− 1
)
1
(1− λ(n+m)/n)
n−1∑
k=0
(
n− 1
k
)
(−1)k 1
(m+ k + 1)2
.
We do not present a proof of this result as it is another simple application of the fact that
all queues in the setting without removals are independent.
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5 Discussion and future research
We have shown that for digital jobs arriving in batches of size n, MDS coding achieves better
performance in terms of batch completion times with n+d linear combinations of jobs, compared
to replication which requires nd replicated copies, in a system where redundant copies may be
removed. In a system where redundant copies cannot be removed, the advantages of MDS
coding are even more striking, as it allows for a better performance in terms of throughput
(stability), as well as batch completion times.
Our analysis (see, e.g. Lemma 1) relies on the memoryless properties of the Exponential
distribution of job service requirements. A further interesting research direction is to investigate
whether or not similar results hold for general service time distributions. This is challenging, as
the proof of Lemma 1 demonstrates that even the stability region in the case of general service-
time distributions is likely to depend on more than just the first moment, and potentially on
the entire distribution. A related observation has been made in [16].
Another core assumption of the analysis is that of the independence of the service times of
copies or combinations of jobs on distinct servers, which can be unrealistic in some scenarios.
Studying models where this assumption does not hold is also important as one of the potential
applications of the replication strategies as reported in, e.g. [9], is the possibility to leverage
the different states of the servers in order to improve delays experienced by jobs. Various other
models have been suggested, including all copies of the job experiencing exactly the same service
times (see [1]) and a model decoupling parts of a service requirement depending on the job itself
and on the server (see [7]). Investigating completion-time tails in these scenarios presents further
challenging problems.
We note that the assumption of batch arrivals is also important for the analysis. One may
argue that the situation is different when jobs arrive separately. In the case of replications then
d copies of the same job may be sent to queues immediately, whereas if one applies MDS, one
potentially needs to wait for n jobs to arrive. This however makes no significant difference in
the most likely practical use case where the number of queues becomes large, and the arrival
intensity is scaled similarly. Indeed, assume that the number of queues, denoted by k, tends to
infinity, and arrivals happen according to a Poisson process with intensity λk. Then the time
it takes to collect n jobs in order to apply the MDS approach is on average n/(λk), and this
time is negligible for any finite n. Therefore, even in the worst-case scenario where we assume
that the MDS approach needs to wait for n jobs to arrive, the response time will not be affected
by this asymptotically for large systems. In practice the situation is even better as one does
not need to wait for n jobs to arrive to perform MDS and may instead use the sliding-window
approach that was first established for use with the Transmission Control Protocol [31, 30].
For the analysis we have assumed that the time required to perform encoding and decoding
of jobs is negligible. Encoding solely requires multiplication and addition, while decoding results
from Gaussian elimination for which there are efficient algorithms. Moreover, this assumption
is in line with the common approximations such that all communication between dispatcher
and servers, for instance the communication required for servers to know that some tasks have
become redundant and may be deleted from queues or service, are essentially negligible.
Appendix
Here present proofs of the main results. We start with the results from section 3.1.
Proof of Lemma 1. We will present a proof by induction on D. The statement is clearly
true for D = 1 as then the LHS of (3) reads
E(M − z1)I(M ≥ z1) = E(X1) = 1
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as z1 = 0. We assume that the statement holds for D and show that it then holds for D + 1.
Denote for convenience
MD = min
1≤i≤D
(Xi + zi)
and
MD+1 = min
1≤i≤D+1
(Xi + zi) = min{MD, XD+1 + zD+1}.
The induction assumption implies that
1 =
D∑
i=1
E((MD − zi)I(MD ≥ zi))
= E(MDI(MD ≤ z2) + E((2MD − z2)I(z2 < MD ≤ z3) + . . .
+ E((DMD − (z2 + . . .+ zD))I(MD > zD).
We need to show that
1 =
D+1∑
i=1
E((MD+1 − zi)I(MD+1 ≥ zi))
= E(MD+1I(MD+1 ≤ z2) + E((2MD+1 − z2)I(z2 < MD+1 ≤ z3) + . . .
+ E((DMD+1 − (z2 + . . .+ zD))I(zD < MD+1 ≤ zD+1)
+ E(((D + 1)MD+1 − (z2 + . . .+ zD + zD+1))I(MD+1 > zD+1).
It follows from the definition that if MD ≤ zD+1, then MD+1 = MD. Comparing the two
expressions above, we note that the statement of the lemma will be proved if we demonstrate
that
E((DMD−(z2+. . .+zD))I(MD > zD+1)) = E(((D+1)MD+1−(z2+. . .+zD+1))I(MD+1 > zD+1)).
The LHS of the above may be written as∫ ∞
zD+1
(Dx−(z2+. . .+zD))dP(mD ≤ x) =
∫ ∞
DzD+1−(z2+...+zD)
udP
(
MD ≤ u+ (z2 + . . .+ zD)
D
)
,
and the RHS may be written as∫ ∞
zD+1
((D + 1)x− (z2 + . . .+ zD+1))dP(MD+1 ≤ x)
=
∫ ∞
DzD+1−(z2+...+zD)
udP
(
MD+1 ≤ u+ (z2 + . . .+ zD+1)
D + 1
)
.
It is hence sufficient to prove that
P
(
MD >
u+ (z2 + . . .+ zD)
D
)
= P
(
MD+1 >
u+ (z2 + . . .+ zD+1)
D + 1
)
for all u ≥ DzD+1 − (z2 + . . .+ zD), or equivalently
P(MD+1 > x) = P
(
MD >
D + 1
D
x− zD+1
D
)
(10)
for all x ≥ zD+1. Due to the definition of MD+1, the LHS of (10) is equal to
D+1∏
i=1
P(Xi > x− zi) =
D+1∏
i=1
exp{−(x− zi)} = exp
{
−
(
(D + 1)x−
D+1∑
i=1
zi
)}
.
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As x ≥ zD+1, clearly D+1D x − zD+1D ≥ zD+1 ≥ zD and hence, by definition of MD, the RHS of
(3) is equal to
D∏
i=1
P
(
Xi >
D + 1
D
x− zD+1
D
− zi
)
=
D∏
i=1
exp
{
−
(
D + 1
D
x− zD+1
D
− zi
)}
= exp
{
−
(
(D + 1)x−
D+1∑
i=1
zi
)}
,
and the proof is complete.
Proof of Theorem 2. Lemma 1 immediately implies that the amount of work the system
will perform in total with respect to the earliest completion from any batch is, on average, 1
(recall an illustration on Fig. 1). It is easy to see that, due to the memoryless property of
the exponential distribution, Lemma 1 also implies that the amount of work done between the
first and second completions from any batch is also on average 1, hence each batch of n jobs
increases the total amount of work the entire system needs to perform by, on average, n.
The proof is based on the fluid-limit technique (see [26, 5, 29]), which is standard, and we
therefore omit some technical arguments.
We consider the Markov process {W¯ (t)}t≥0 = {(W1(t), . . . ,Wk(t)}t≥0, where Wi(t) is the
workload of queue i at time t (it may also be thought of as the time it takes to empty queue i
assuming it will see no more arrivals). In order to apply the fluid-limits approach, we consider
also a sequence of processes W
(r)
(·), indexed by r →∞ and their scaled versions
w(r)(t) =
W
(r)
(rt)
r
, t ≥ 0.
We assume that
w(r)(0)→ w(0),
as r →∞, for some fixed w(0).
The following is a standard result and we omit its proof.
Lemma 7. All processes may be constructed on a common probability space, such that, with
probability 1, any subsequence of realisations of w(r)(·) contains a subsequence such that each
w
(r)
i (·) converges to function wi(t), t ≥ 0. The convergence is uniform on compact sets. More-
over, the functions wi(·) are uniformly Lipschitz.
It is also known (we again omit details here and refer to [5, 26]) that in order to establish
stochastic stability (positive Harris recurrence) of the Markov process {W (t)}t≥0, it suffices to
prove that for some T > 0 and ε > 0 any sequence of processes W
(r)
(·), with ‖W (r)(0)‖ = r, is
such that
lim sup
r→∞
E
1
r
‖W (r)(rT )‖ ≤ 1− ε.
It is a standard result when applying fluid-limit techniques, that for the above to hold, it is
sufficient to show that for some ε > 0 and T > 0, any fluid limit with ‖w(0)‖ = 1 is such that
||w(T )|| ≤ 1− ε. (11)
In order to show (11), let us consider a fluid limit w(t) such that ‖w(0)‖ = 1. We consider
also the test function
L(t) = max
1≤i≤k
wi(t).
We will prove that there exists c > 0 such that L′(t) < −c < 0 as long as ‖w(t)‖ > 0, which
clearly implies (11). Without loss of generality and to simplify notation, let us focus on the
case t = 0.
11
Denote byM = {i : wi(0) = L(0)} the set of all the queues at the maximum value in the fluid
limit and by M = |M| the number of such queues. Note that if wi(0) > max{wj1(0), . . . , wjn(0)}
for some j1, . . . , jn, then the distance between workloads of queue i and queues j1, . . . , jn in
pre-limit processes is of order r ↑ ∞ and hence for any batch arrival for which queues i and
j1, . . . , jn are among those where combinations of jobs are chosen, the fluid-scaled amount of
work performed by queue i is equal to 0. Hence, if M ≤ m, then there is no work arriving into
the queues from the set M and thus the derivative of L(0) is strictly negative.
Assume now that M > m. Using [6, Lemma 2.8.6], we can write
L′(0) =
∑
i∈Mw
′
i(0)
M
,
and as we are only interested in showing that the derivative is negative, we can focus on the
numerator of the above only. It is clear that the M queues perform work at a combined rate of
M , hence we need to show that
λ
k
n
min{M,n+m}∑
l=m+1
(l −m)
(
M
l
)(
k−M
n+m−l
)(
k
n+m
) ≤M. (12)
The above may be understood as the requirement that the rate at which work arrives into
queues from M at the fluid scale is smaller than the rate at which work is performed. We
already discussed the RHS. The LHS may be understood as follows: arrivals into the system
happen at rate λk/n; each arrival brings a total of n units of work. For each arrival n + m
queues will be chosen. If l ≤ m of these are from the set M, then, as discussed above, 0 work
will be performed by the queues fromM. If l > m of these are from the setM, then n+m− l
others will perform 1 unit of work each (again, due to the observation above), and the remaining
l −m units of work will be performed by the queues from M.
The proof of (12) is rather simple. As λ < 1, it is sufficient to show that
k
n
min{M,n+m}∑
l=m+1
(l −m)
(
M
l
)(
k−M
n+m−l
)(
k
n+m
) < M,
which is equivalent to
min{M,n+m}∑
l=m+1
(n+m)(l −m)
nl
(
M−1
l−1
)(
k−M
n+m−l
)(
k−1
n+m−1
) < 1.
It is immediately seen that
(n+m)(l −m)
nl
≤ 1
as l ≤ n+m, and the sum in the above does not exceed 1 as it is the sum of probabilities for a
hypergeometric random variable to take values from a certain set. This completes the proof of
Theorem 2.
We now present proofs of results from section 3.2. We start with a known result on the
distribution of order statistics. The proof is presented to keep the paper self-contained, and as
we need the result in a specific tail form.
Lemma 8. Let X1, . . . , XN be independent random variables with the same distribution F and
density f . Let L-min(X1, . . . , XN ) be the L-th smallest value among X1, . . . , XN . Then its tail
is given by
P(L-min(X1, . . . , XN ) > t) = N
(
N − 1
L− 1
) L−1∑
i=0
(
L− 1
i
)
(−1)i 1
N − L+ i+ 1 (1− F (t))
N−L+i+1 .
12
Proof of Lemma 8. It is known (and easy to see) that the density of L-min(X1, . . . , XN )
is given by
dP (L-min(D1, . . . , DN ) ≤ t)
= N
(
N − 1
k − 1
)
(1− (1− F (t)))L−1 f(t) (1− F (t))N−L dt,
The tail of the distribution with this density is therefore
P (L-min(D1, . . . , DN ) > t) =∫ ∞
t
N
(
N − 1
L− 1
) L−1∑
i=0
(
L− 1
i
)
(−1)if(y) (1− F (y))N−L+i dy
= N
(
N − 1
L− 1
) L−1∑
i=0
(
L− 1
i
)
(−1)i 1
N − L+ i+ 1 (1− FW (t))
N−L+i+1 ,
completing the proof.
Proof of Theorem 4. Equation 6 is a direct application of Lemma 8. We now prove
(5). Following derivations in [9, Section 5], denote by Ti the non-redundant response time for a
tagged job in queue i. Then
Ti = Wi + Ei,
where Wi is the workload (real workload, i.e. time to empty the queue if there were no more
arrivals) and Ei is an Exponential(1) random variable (service requirement). Let us denote by
FT and FW the distribution functions of T and W , respectively. Let us also denote their tails
by F T and FW . Then we can write
F T (t) = e
−t +
∫ t
0
e−yFW (t− y)dy = e−t +
∫ t
0
e−(t−y)FW (y)dy = e−t + e−t
∫ t
0
eyFW (y)dy,
differentiating which we get
F T
′
(t) = −e−t − e−t
∫ t
0
eyFW (y)dy + e
−tetFW (t)
= −e−t + (e−t − F T (t)) + FW (t) = FW (t)− F T (t). (13)
Let us now write an expression for FW (t). We can look at the previous arrival (which in the case
of MDS happens an Exponential(λ(m+n)/n) time earlier than the tagged arrival. For simplicity
denote α = λm/n. Condition first on the previous arrival having been y time before the tagged
arrival. Then W > t in one of two cases: either the previous arrival sees workload larger than
t+ y, or the previous arrival sees workload smaller than t+ y, its own (non-redundant) time in
queue i is larger than t + y and by the time t + y no more than n − 1 of the other n + m − 1
copies left other queues (or, in other words, nth order statistic of n + m − 1 random variables
exceeds t+ y);
Integrating over all values of y, we obtain:
FW (t) =
∫ ∞
0
αe−αydy
(
FW (t+ y)
+ (F T (t+ y)− FW (t+ y))(n+m− 1)
(
n+m− 2
n− 1
) n−1∑
i=0
(
n− 1
i
)
(−1)i 1
m+ i
(F T (t+ y))
m+i
= eαt
∫ ∞
t
αe−αzdz
(
FW (z)
+ (F T (z)− FW (z))(n+m− 1)
(
n+m− 2
n− 1
) n−1∑
i=0
(
n− 1
i
)
(−1)i 1
m+ i
(F T (z))
m+i
)
,
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where we used Lemma 8 for the tail distribution of nth order statistic of n + m − 1 random
variable Differentiating the above relation, we get
FW
′
(t) = αFW (t)− α
(
FW (t)
+ (n+m− 1)
(
n+m− 2
n− 1
)
(F T (t)− FW (t))
n−1∑
i=0
(
n− 1
i
)
(−1)i 1
m+ i
(F T (t))
m+i
)
= α(n+m− 1)
(
n+m− 2
n− 1
)
F T
′
(t)
n−1∑
i=0
(
n− 1
i
)
(−1)i 1
m+ i
(F T (t))
m+i,
where in the last equality we used (13). If we now differentiate (13) and apply the previous
equation for FW
′
, we obtain a differential equation that only contains F T :
F T
′′
(t) = F T
′
(t)
(
−1 + α(n+m− 1)
(
n+m− 2
n− 1
)
F T
′
(t)
n−1∑
i=0
(
n− 1
i
)
(−1)i 1
m+ i
(F T (t))
m+i
)
.
We can then integrate the above to obtain
F T
′
(t) = −F T (t)+α(n+m−1)
(
n+m− 2
n− 1
) n−1∑
i=0
(
n− 1
i
)
(−1)i 1
(m+ i)(m+ i+ 1)
(F T (t))
m+i+1.
This completes the proof of Theorem 4.
Recall that m− n ≥ 1. Since F T (x)→ 0 as x→∞, there exists X such that
F T
′
(x) ≤ −F T (x) +A(F T (x))2,
for all x ≥ X, with some constant A > 0. Denote by g(x) = 1/F T (x). Then
g′(x) = − F T (x)
(F T (x))2
≥ −−F T (x) +A(F T (x))
2
(F T (x))2
= g(x)−A
for all x ≥ X. Since g(x) → ∞ as x → ∞, we can also assume that g(x) ≥ A for all x ≥ X.
Then the above implies that
g′(x)
g(x)−A ≥ 1
for all x ≥ X. Integrating the above inequality from X to x implies
log
(
g(x)−A
g(X)−A
)
≥ x−X,
and hence,
g(x) ≥ A+ (g(X)−A)ex−X ≥ Bex,
with a constant B. This of course implies that
F T (x) ≤ 1
B
e−x,
and the proof is complete.
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