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RÉSUMÉ
Ce travail est consacré à l’étude des propriétés au second ordre,
en termes d’autocorrélations partielles, d’un mélange instantané de
sources colorées, sans bruit additif. Nous introduisons la notion
d’innovations partielles canoniques récursives symétriques. Alors
leurs composantes, pour le processus d’observation, coïncident avec
celles du processus des sources, dès l’ordre pour lequel les modèles
autorégressifs sous-jacents aux sources sont distincts. Cette propriété
conduit à une nouvelle méthode de séparation basée sur la version
empirique des matrices d’autocorrélation partielle associées à ces
innovations. Des résultats de simulations montrent une amélioration
notable des performances de cette approche par rapport à celles
d’autres méthodes de même nature.
ABSTRACT
This work is devoted to the study of second order properties, using
partial autocorrelations, of an instantaneous mixture of coloured
sources, without additive noise. We intoduce the notion of symme-
trical recursive canonical partial innovations. Then their components,
for the observation process, meet exactly with those of the source
process, from the order for which the autoregressive models under-
lying the sources are distinct. This property leads to a new separation
method based on the sample counterpart of partial autocorrelation
matrices associated with these innovations. Simulation results show
a notable improvement of the achievements of such approach with
respect to those of other similar methods.
1 Introduction
Les méthodes de séparation aveugle d’un mélange instan-
tané de sources se sont surtout développées en exploitant l’in-
dépendance des sources ([2, 3, 10, 11]) plutôt que leur cor-
rélation temporelle ([1, 9, 13, 14]). Dans le premier cas on a
recours aux moments d’ordre supérieur à deux, soit de façon
directe soit par le biais de fonctions de contraste. Lorsqu’elles
sont utilisables, les méthodes au second ordre sont évidem-
ment plus simples et plus faciles à mettre en œuvre. Nous nous
plaçons dans ce cadre en exploitant le cocept d’innovation par-
tielle judicieusement normalisée.
La notion d’autocorrélation partielle, très classique dans
le cas scalaire (coefficient de réflexion), est beaucoup plus
délicate dans le cas multivarié ([4, 5, 7, 8, 12]). Soient
".tI n/ D
nX
jD0
A. jI n/X .t Ä j/; A.0I n/ D I; (1)
l’erreur de prédiction linéaire progressive d’ordre n > 0
d’un processus stationnaire vectoriel réel X .:/, considérée
à l’instant t , et  2.n/ D Ef".tI n/".tI n/T g la matrice de
covariance résiduelle correspondante. On leur associe l’inno-
vation partielle normalisée,
.tI n/ D [ 2.n/]Ä1=2".tI n/; n > 0: (2)
Alors la fonction d’autocorrélation partielle .:/ est définie par
.0/ D EfX .t/X .t/T g et
.n/ D Ef.tI n Ä 1/.t Ä nI n Ä 1/T g; n > 1; (3)
où l’exposant  sert à indiquer les quantités rétrogrades.
Toute la difficulté réside dans le choix de la racine carrée
dans (2). On retient généralement la racine carrée triangulaire
issue de la décomposition de Cholesky ([7, 8, 12]). Une étude
très complète de ce problème est donnée dans [4] et reprise
dans [5] où sont également traitées les méthodes d’estimation.
Les autocovariances R.n/ D EfX .t/X .tÄn/T g; n D 0; :::; N
sont en correspondance biunivoque avec .n/; n D 0; :::; N .
On se place dans le cadre simple d’un mélange instantané
non bruité, X .:/ D AS.:/, où A est carrée régulière. Les
sources sont mutuellement non corrélées et présentent des
spectres normalisés différents. La structure au second ordre
de X .:/ est invariante par inversion du temps. Cela nous
conduit à introduire l’innovation partielle canonique récursive
symétrique .tI n/c. Soit alors p le plus petit entier k pour
lequel les modèles AR.k/ sous-jacents aux sources sont
distincts. On montre que les innovations partielles d’ordre
n > p de X .:/ coïncident, au signe près, avec celles de
S.:/ : .tI n/c D "S.tI n/c où ", appelé signe, est une
matrice diagonale dont les éléments diagonaux sont égaux à
1. Cette propriété n’est généralement pas satisfaite par les
autres formes d’autocorrélation partielle.
L’idée est d’exploiter cette paramétrisation particulière
pour l’estimation de A. Sur le plan empirique, les estimateursb.n/c; n D 0; 1; ::: sont des matrices symétriques spécifiques
qui ne sont pas équivalentes à l’utilisation habituelle des
autocovariances empiriques
bR.n/ D 1
T
TX
tDnC1
X .t/X .t Ä n/T ; n D 0; 1; : : :
L’estimation de A obtenue au vu de b.0/c et b.1/c est
proche de celle donnée par AMUSE ([14]) basée sur bR.0/
et bR.1/. La méthode SOBI, en utilisant plusieurs matricesbR.n/, est préférable ([1]). On constate que b.n/c ne dépend
plus de A pour n > 2. Par contre ces matrices permettent
8d’améliorer l’estimation obtenue avec b.0/c et b.1/c. Les
simulations montrent que l’on peut augmenter sensiblement
les performances de SOBI.
Nous renvoyons le lecteur à [6] pour une présentation plus
complète de ce travail.
2 Innovations partielles
Nous précisons tout d’abord les hypothèses du modèle de
mélange et le choix adopté dans le problème d’indétermi-
nation. Nous introduisons ensuite la forme d’autocorrélation
partielle adaptée à cette situation. Nous présentons alors le
résultat principal liant les innovations partielles du processus
d’observation à celles des sources.
2.1 Les hypothèses du modèle de mélange
On considère un mélange instantané de sources colorées
non singulières et sans bruit additif, X .:/ D AS.:/. La
matrice A est réelle carrée régulière d’ordre m. Les signaux
sources, composantes de S.:/, sont des processus réels centrés,
stationnaires au second ordre, réguliers, non corrélés entre
eux. L’objectif est de reconstituer les sources, sous la forme
S.:/ D AÄ1 X .:/, en utilisant uniquement la structure au
second ordre de X .:/.
Soient D une matrice diagonale régulière à éléments posi-
tifs, ", une matrice signe, et 5 une matrice de permutation.
La relation AS.:/ D .AD"5/[5T "DÄ1 S.:/] montre les in-
déterminations du problème. Nous normalisons les sources,
EfS.t/S.t/T g D I , pour nous abstraire du facteur d’échelle
D. Il est cependant nécessaire, pour l’étude par simulation, de
fixer la matrice A. Pour le signe, la première composante non
nulle des vecteurs colonnes de A est choisie positive. Il suf-
fit ensuite de ranger ces vecteurs selon l’ordre décroissant de
la première composante, puis successivement des suivantes en
cas d’égalité.
Le second point important est celui de l’identifiabilité de
A au second ordre. Une condition nécessaire et suffisante
pour qu’il en soit ainsi, est que les spectres normalisés des
sources soient distincts ([1, 9, 13, 14]). L’aspect nécessaire est
évident puisque la fonction d’autocovariance matricielle d’un
processus constitué de deux sources, ayant des spectres iden-
tiques, est invariante par transformation orthogonale. Cette in-
variance se retrouve sur la fonction d’autocovariance RS.n/ D
EfS.t/S.t Ä n/T g; n > 0, associée à l’ensemble des sources
S.:/ et par suite sur celle de X .:/ puisqu’elle vérifie R.n/ D
ARS.n/A
T ; n > 0. La condition suffisante est obtenue diffé-
remment selon le procédé d’identification envisagé. Elle sera
donnée ici par le Corollaire 1.
2.2 Fonction d’autocorrélation partielle
La strucutre au second ordre de X .:/ est usuellement para-
métrisée par sa fonction d’autocovariance R.:/. La spécificité
du mélange instantané est que cette fonction est diagonalisable
au sens où les matrices RS.:/ D AÄT R.:/AÄ1 sont diagonales.
Cette propriété est à la base des méthodes au second ordre
([1, 9, 14]). En particulier les matrices R.n/; n > 0, sont
symétriques, ce qui équivaut à l’invariance de la structure au
second ordre de X .:/ par retournement du temps ; on dit que
X .:/ est réversible.
Une conséquence importante de la réversibilité est que le
filtre A.:I n/ de (1) est identique dans le sens rétrograde et
que  2.n/ D  2.n/. Il est possible de remplacer R.:/ par la
fonction d’autocovariance partielle .:/,
.0/ D R.0/; .n/ D Ef".tI n Ä 1/".t Ä nI n Ä 1/T g; n > 1:
Cette fonction, à valeurs symétriques par réversibilité, est éga-
lement diagonalisable. En effet les erreurs satisfont ".tI n/ D
A"S.tI n/ et par suite .n/ D AS.n/AT .
La définition (3) de .:/ est une normalisation de .:/,
.n/ D [ 2.n Ä 1/]Ä1=2.n/[ 2.n Ä 1/]ÄT=2; n > 1;
où MÄT=2 D [MÄ1=2]T . La réversibilité invite à utiliser la
même racine dans les sens progressif et rétrograde. Ceci n’est
pas habituel ([4, 5]) mais préserve le caractère symétrique de
.:/ qui, en général, ne sera pas diagonalisable.
Par ailleurs se pose le problême du choix de la racine
carrée. L’étude menée dans [6] montre que seule la version
canonique récursive symétrique détaillée ci-après s’adapte
bien à notre problème. Pour ceci les décompositions spectrales
 D L3LT considérées par la suite sont définies de façon
unique comme suit. Les valeurs propres sont rangées dans
3 par ordre croissant de leur module et, pour un même
module, les valeurs négatives précèdent les valeurs positives.
Les vecteurs propres associés, colonnes de L, sont rendus
uniques en imposant que la première composante non nulle
soit positive. Lorsqu’une valeur propre est multiple, le premier
vecteur propre associé est celui pour lequel le nombre de
composantes nulles successives, à partir de la dernière, est
maximum ; les suivants sont construits selon le même principe
tout en conservant les conditions d’orthogonalité. Dans le cas
particulier de .0/ D L.0/12.0/L.0/T , les valeurs propres
sont rangées par ordre décroissant.
Définition 2.1 — On appelle fonction d’autocorrélation
partielle canonique récursive symétrique d’un processus X .:/
réversible régulier, la fonction .:/c définie par
.0/c D .0/ D L.0/12.0/L.0/T ;
.n/c D .n Ä 1/Ä1c .n/ .n Ä 1/ÄTc ; n > 1;
où les racines .n Ä 1/c sont obtenues à partir de la valeur
initiale .0/c D L.0/1.0/ en fonction des décompositions
spectrales .n/c D L.n/3.n/L.n/T par la récurrence,
.n/c D .n Ä 1/c L.n/[I Ä32.n/]1=2; n > 1:
Cette définition algèbrique équivaut à construire les inno-
vations de façon récursive,
.tI n/c D H f.tI n Ä 1/c Ä .n/c.t Ä nI n Ä 1/cg;
.t Ä nI n/c D H f.t Ä nI n Ä 1/c Ä .n/c.tI n Ä 1/cg;
à partir de .tI 0/c D .tI 0/c D 1.0/Ä1 L.0/T X .t/ où
H D [I Ä 32.n/]Ä1=2 L.n/T . Les composantes de .tI n/c
et .t Ä nI n/c sont les variables canoniques dans l’analyse
canonique usuelle du couple f".tI n/; ".t Ä nI n/g. Les corré-
lations canoniques sont les valeurs absolues de 3.n/ et restent
les valeurs singulières de toute forme de définition de .n/
([4]).
92.3 Égalité des innovations partielles
Le fait que les composantes Sk.:/; k D 1; : : : ;m, du
processus S.:/ soient non corrélées induit de nombreuses
simplifications dans la description matricielle de sa structure
au second ordre. La plupart des éléments sont constitués de
la concaténation de leurs homologues considérés sur chaque
composante et les matrices mises en jeu sont en général
diagonales. C’est le cas de l’erreur "S.tI n/, de sa variance
 2S .n/ ou encore de la covariance partielle S.n/. Par contre
on pose
S.tI n/ D [S1.tI n/    Sm .tI n/]
T ;
S.n/ D diagfS1.n/   Sm.n/g:
La Définition 1 ne mélange pas les sources mais effectue des
permutations sur l’ordre des composantes :
S.tI n/c D 5.n/   5.0/S.tI n/; n > 0;
où les matrices de permutation 5.:/ proviennent des décom-
positions S.:/c D 5.:/T3.:/5.:/.5.0/ D I /:
Pour X .:/ D AS.:/, la décomposition spectrale
.0/c D AAT D L.0/12.0/L.0/T ;
permet de définir le signal blanchi .tI 0/c. On établit, de façon
récursive, que les composantes de .tI n/c ne mélangent pas
les sources pour lesquelles les valeurs propres de S.n/c, qui
sont aussi celles de .n/c, sont distinctes.
Lemme 2.2 — Les innovations partielles satisfont
.tI n/c D U.n/TS.tI n/c; n > 0;
où les matrices orthogonales U.n/ ont une structure bloc-
diagonale correspondant aux valeurs propres distinctes de
.n/c et sont construites selon la récurrence
U.n/ D 5.n/U.n Ä 1/L.n/; n > 1;
à partir de la valeur initiale U.0/ D AT L.0/1.0/Ä1.
En fait, les sources séparées à l’étape n ne sont plus
mélangées au cours des étapes suivantes.
Lemme 2.3 — Soit  D diag blocf1   K g une matrice
symétrique bloc-diagonale. On considère les décompositions
 D L3LT ; k D Lk3k LTk ; k D 1; : : : ; K ;
ainsi que les matricese3 D diag blocf31   3K g;eL D diag blocfL1    L K g:
Alors e5 D eLT L est la matrice de permutation satisfaisant
3 D e5Te3e5 sans permuter l’ordre des ex æquo de e3.
Ainsi on montre que les matrices U.n/ du Lemme 1 ont une
structure bloc-diagonale découpée selon les valeurs distinctes
de S.k/c dans l’ordre k D n; : : : ; 1. À l’étape n, seules les
sources, dont les éléments dans S.k/; k D 1; : : : ; n, sont
identiques, sont susceptibles d’être encore mélangées dans les
composantes de .tI n/c.
Théorème 2.1 — Il existe un ordre p et une matrice signe "
tels que, pour n > p,
.tI n/c D "S.tI n/c; .tI n/c D "S.tI n/c:
L’ordre p est le plus petit entier k pour lequel les sources
sont distinguables au vu de S. j/; j D 1; : : : ; k. On utilise le
symbole pour traduire l’indétermination due au signe et à la
permutation.
Corollaire 2.4 — La matrice de mélange A est donnée en
fonction des décompositions spectrales de .:/c par
A D A.n/  L.0/1.0/L.1/    L.n/; n > p:
Pour n > p; L.n/ est une matrice de permutation.
3 Méthode de séparation
On associe à une séquence d’observations X .1/; : : : ; X .T /
des éléments empiriques naturels basés sur le principe des
moindres carrés. L’estimation de .:/c est obtenue comme
solution d’une équation de Lyapunov. Celle de A, définie à
partir des estimations des représentants A.n/, est comparée
aux approches existantes.
3.1 Les éléments empiriques
L’ensemble des séquences de longueur n C 1, observées
indépendamment du sens du temps, conduit à considérer l’es-
pace vectoriel engendré par les matrices Xn.t/; t D 1; : : : ; nC
1, de dimension m  2.T Ä n/,
[X .t/    X .t C T Ä n Ä 1/; X .T Ä t C 1/    X .n C 2Ä t/];
et muni du produit intérieur,
[Xn.t/; Xn.t Ä k/] D
1
2.T Ä n/ Xn.t/Xn.t Ä k/
T ;
puisque l’on a Ef[Xn.t/; Xn.t Ä k/]g D R.k/.
L’erreur de prédiction progressive d’ordre n Ä 1,
"n.n C 1I n Ä 1/ D
nÄ1X
jD0
An. jI n Ä 1/Xn.n C 1Ä j/;
se caractérise par ["n.n C 1I n Ä 1/; Xn.n C 1Ä j/] D 0; j D
1; : : : ; n Ä 1 et An.0I n Ä 1/ D I . Le filtre est identique dans
le sens rétrograde ainsi que la variance résiduelle. Ainsi les
éléments empiriques se résument à es.0/ D [X0.1/; X0.1/] et
pour n D 1; : : : ; N < 2T=3,
es.n/ D ["n.n C 1I n Ä 1/; " n .1I n Ä 1/];e 2es.n Ä 1/ D ["n.n C 1I n Ä 1/; "n.n C 1I n Ä 1/]:
3.2 Estimation de .:/c
Cette estimation n’est pas réalisée sous la forme [b;b]
mais de manière algébrique et de façon récursive.
Définition 3.1 — L’estimation empirique de .:/c est défi-
nie par b.0/c D es.0/ et b.n/c, pour n D 1; : : : ; N; est la
solution de l’équation de Lyapunov,
B C B D 2b.n Ä 1/Ä1c es.n/b .n Ä 1/ÄTc ;
où B Db.n Ä 1/Ä1c e 2es.n Ä 1/b.n Ä 1/ÄTc et où la récurrenceb .n/c D b.n Ä 1/cbL.n/[I Ä b32.n/]1=2 a pour valeur initialeb .0/c D bL.0/b1.0/:
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Le recours à l’équation de Lyapunov garantit que les
valeurs singulières de b.:/c restent inférieures à un ([5]). En
effet les innovations estimées sous la formeb.n C 1I n Ä 1/c Db.n Ä 1/Ä1c "n.n C 1I n Ä 1/ (4)
ne satisfont pas [b;b] D I .
Bien que S.:/ ne soit pas observable, on peut considérer ses
éléments empiriques, définis comme ceux de X .:/, c’est-à-dire
sans tenir compte de la nature particulière de S.:/. Partant de
Xn.t/ D ASn.t/; t D 1; : : : ; n C 1; on obtient facilement
"n.n C 1I n Ä 1/ D A"n.n C 1I n Ä 1/S et par suite es.n/ D
Aes.n/S A
T ainsi quee 2es.nÄ1/ D Ae 2es.nÄ1/S AT . Dans ces
expressions, es.:/S ete 2es.:/S sont p:s: non diagonales dès lors
que l’on suppose les lois des sources absolument continues. De
même, les valeurs propres de b.:/c sont p:s: distinctes.
Théorème 3.1 — Les innovations estimées selon (4) satis-
font b.2I 0/c D bUbS.2I 0/c;b.3I 1/c Db"bS.3I 1/c;b.n C 1I n Ä 1/c Db"11bS.n C 1I n Ä 1/c; n > 3;
où bU etb" sont des matrices non observables respectivement
orthogonale et signe. De plus b.2/c D b"bS.2/cb" et b.n/c DbS.n/c pour n > 3.
Rappelons que b.n/c et bS.n/c sont définis par une équa-
tion de Lyapunov et non par [b;b]. Ce théorème montre que
seuls b.0/c et b.1/c dépendent de A carb" relève de l’indéter-
mination du signe. Dans les estimateursbA.n/  bL.0/b1.0/bL.1/   bL.n/; n > 1;
associés à b.:/c, les matrices orthogonales bL.k/; k > 2, ne
dépendent pas de A mais participent à la recherche de sources
non corrélées. Par ailleurs bL.0/b1.0/ équivaut à l’étape de
blanchiment habituelle.
3.3 Résultats de simulation
On vérifie que l’estimateur eA.n/, obtenu par diagonalisa-
tion approchée de bR.0/    bR.n/ dans SOBI ([1]), est inva-
riant par le changement de bR.k/ par la matrice symétrique
fbR.k/C bR.k/T g=2. La méthode AMUSE ([14]) basée sur bR.0/
et bR.1/ correspond donc à eA.1/. La différence avec bA.1/ pro-
vient de ce que b.1/c n’est pas défini par [b.2I 0/c;b.1I 0/c].
L’exemple simulé comporte m D 2 sources AR.3/ ca-
ractérisées par les autocorrélations partielles f:3 :2 :1g et
f:4 :6 :8g. La matrice A est définie par les deux colonnes
[1 Ä :4]T et [:2 :8]T . La séquence est de longueur T D 500
et les résultats sont établis avec 50 répétitions. La synthèse
du biais ou de l’erreur quadratique est mesurée par la racine
carrée de la moyenne, sur l’ensemble des termes de A, des
carrés des biais ou des erreurs quadratiques empiriques.
Table 1 Comparaison des estimateurs
Ordre n 1 2 3 4
Biais bA.n/ .425 .009 .010 .388
Erreur bA.n/ .617 .088 .080 .589
Biais eA.n/ .439 .095 .009 .042
Erreur eA.n/ .628 .286 .096 .192
Biais bAM.n/ .425 .009 .010 .010
Erreur bAM.n/ .617 .089 .080 .080
La qualité de bA.n/ est désastreuse lorsque les valeurs
propres de .n/ sont égales (n D 4). Celle de eA.n/ n’est
pas monotone en fonction de n. L’estimateur bAM.n/ consiste à
retenir l’ordre k pour lequel la dispersion des valeurs propres
de b.k/c; k D 1; : : : ; n est maximum.
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