Introduction
The sixth workshop on evaluation in the collaborative enterprise successfully revisited many of the themes dealt with in the preceding two workshops. Reports of the 2003 and 2004 workshops by Raybourn et al and Nutter et al respectively [5, 6] identify these themes and proposed new directions for research to address these concerns. In particular, the role of evaluation in the life-cycle of software development has been a key issue in 2003, 2004 and 2005 , with some progress made towards consensus on this issue. Related to this is the concept of evaluation as a driver for software evolution; several lifecycle-integrated evaluation methods endeavour to encourage this behaviour to ensure that the collaborative application continues to meet user requirements.
Work presented in previous workshops in this series and followed up in this workshop provided an interesting snapshot of how the evaluation process surrounding the DIECOM project progressed, evolved and delivered its findings. Notably, the method employed to conduct evaluation within the DIECOM partner organisations is indeed lifecycle integrated, demonstrating that such an approach can work in large organisations.
However, new participants were also involved in this year's ECE workshop and as with preceding years hailed from a variety of disciplines though with a majority of software engineers and social scientists. Additionally, new findings unrelated to those of preceding years included the possibility of using proxies to evaluate an organisation's behaviour rather than direct, costly study with contingent involvement of users who are likely to have other important responsibilities. The examples given of such a proxy were invariably the Knowledge Management capabilities of a target organisation though undoubtedly others will exist. Through studying knowledge management, wider insights into a particular organisation's culture and practices may be gained. If effective, this approach promises reduced evaluation costs: a problem identified by many workshop attendees.
Importantly, the need for increased methodological rigour in designing and conducting evaluation tasks was identified, best expressed by the following question:
"What are you evaluating: a tool, a method of working or both?" This arose from the observation that when new collaborative tools are introduced, they often mandate new working practices as well. Evaluations rarely take into account both the change in practice and the change in tool and this may lead to confusing findings. In such a situation it is obviously necessary to evaluate both the tool and the practice, but not necessarily simultaneously. At each step in the evaluation process the evaluator should clearly identify what they are evaluating at that point. Table 1 shows the issues and questions raised in the preceding two workshops and how they relate to work presented in the 2005 workshop, if at all.
Finally, the workshop was slightly bigger than that of 2004; seven papers were presented instead of the five last year. Notwithstanding the slight increase in numbers, it is clear that treating evaluation of collaborative tools and practices as a stand-alone discipline is unsuccessful in generating significant interest from practitioners. Therefore pursuing stronger links with other elements of the WETICE family of workshops is a priority for next year's workshop.
Participation
Seven papers were presented in this years workshop by (respective to programme order): Marco Padula; Leo Pudhota; Robert Hinn; Josie Huang; Manuel Martinez; Myriam Lewkowicz and David Nutter. Other participants were from a wide variety of backgrounds including computer science, social sciences and business. This diversity of participants is perhaps the greatest strength of the ECE workshop: namely that it is cross-disciplinary. Unfortunately, unlike last year full participant discussions were not recorded by the organisers due to the constraints of the workshop agenda which left little time for discussion.
Last year the format was strongly discussion-focussed with the paper presentations essentially used to instigate debate, leading to a much more lively workshop than a "traditional" format of sequential presentations separated only by terse question and answer sessions. Unfortunately, due to time constraints this successful format had to be abandoned this year to fit in all the paper presentations.
Paper Summaries
The accepted papers were divided into two categories, with one exception which did not fit in either. These categories were "Evaluation in practice" for papers describing the results of finished evaluations and "Methodological Issues" which dealt with work dedicated to improving the theoretical body of knowledge associated with evaluation. The misfit paper discussed the use of simulation to assess implementation technologies before involving end users.
Although the lack of time prevented the links between the papers in each session from being fully explored: to a certain extent this report attempts to rectify this omission.
Session on Evaluation in Practice
Three papers were presented in this session in various domains including construction, shipping, and education.
Building-yard on line: a distributed and mobile system for supporting building workers by Fogli et al [1] .
The key issue raised in this paper was the role of evaluation in different collaborative domains. Many results reported in this workshop series have focussed on evaluation of CSCW tools deployed in domains such as education and software engineering; fields where technically-aware personnel are commonplace. This paper presents a CSCW tool used to enable a participatory design process involving architects/planners and foremen in the building trade. Hitherto, design amendments requested by foremen were passed around on paper: a flexible but inefficient method of transferring data. Under the new system, the foreman is issued with a PDA loaded with plans which he may annotate and then return to the planning personnel for his changes to be integrated.
Evaluation focussed on the refinement of the system's PDA interface by foremen to suit their own idiosyncratic working practices. Each foreman had access to the same set of primitive actions (draw on plan, create annotation etc) but could re-arrange the interface controlling these actions to suit his needs. Evaluation showed that the set of primitives in use was the correct set and neither too large nor too small.
Currently, buy-in to the tool's concept is from management rather than foremen, perhaps reflecting the latter's lack of exposure to technology. However, the fact remains that the constraints on the system and hence on evaluation are rather different from those encountered in the educational or software domains mentioned earlier. The lack of IT expertise within the construction industry and associated increased costs if a CSCW solution is deployed is a particular problem.
Services Integration Monitor For Collaborative Workflow Management by Pudhota et al [8] .
This paper addresses a theme from the 2003 workshop, namely tool support for evaluation. In this instance a tool to assess the effects of merging and rationalising crossorganisational workflows within the logistics industry has been developed. With the help of this tool, managers can assess the necessary changes and contingent impact of those changes without taking the risk of deploying a new workflow to see how it behaves.
Evaluation focussed on the process of assessing the viability of a new compound workflow and the possibility of success when merging two workflows together. Without such a tool, management of workflow changes or deviations would be much more difficult.
There is still much more to be done based on the work presented. An additional evaluation of the impact of the tool and its acceptance by management within the client logistics organisations would be very interesting, for at present the work lacks operational validity. [3] . The work described in this paper discusses the evaluation of an educational CSCW system developed by the University of Paderborn to support degree-course students in their studies. This evaluation (of the tool) formed part of a larger evaluation of the "jour-fixe" concept that the tool was based on. Thus this paper was immune from the criticism of rigour detailed in the paper presented by Lewkowicz [2] .
The evaluation of the tool was realistic and large scale, focussing on the requirements of the tool's target users: students and lecturers, alongside the technical capabilities of the tool itself. Significantly the results of the evaluation are now being used to suggest improvements to the tool, thus driving the process of software evolution. Users were heavily involved in all stages of the evaluation, presumably motivated by the "reward" of new features or other improvements derived from their findings. Thus the common problem of evaluation being viewed as a distraction from "real work" was avoided. Furthermore, by careful choice of what to evaluate and when, the evaluation process was not costly: an important consideration for an educational institution with necessarily limited resources.
In recognition of the realistic nature of the research, its role in a greater evaluation exercise, and the precision and rigour of the evaluation effort described, this paper was awarded "Best Paper" status by the workshop organisers.
Session on Methodological Issues
This session contains some papers describing follow-on work from previous workshops, showing how such work has progressed or examining a hitherto unexplored aspect of the work. Knowledge management (KM) is also mentioned in the first three papers in this session alongside the observation that an organisation's knowledge management practices reflect that organisation's culture. Thus KM may be used as a proxy when evaluating, potentially avoiding the need for costly, albeit effective, ethnography.
A conceptual framework for understanding collaborative systems evaluation by Josie Huang [4] . This paper is a continuation of work presented in the preceding two ECE workshops, focussing on the role of evaluation in the DIECOM project. Consequently, taken as a whole this is the most in-depth piece of research presented at the ECE workshop. This year's paper discussed a highlevel framework for characterising system evaluation methods. Using this framework, an explicit lifecycle-integrated approach for evaluation was developed and deployed at one of the former DIECOM partners.
From this evaluation and the existing results of other evaluations conducted within the project, it was found that end-user involvement was a crucial success-factor, but due to cost and organisational reasons, not something that was always possible. Lack of access to end users is a significant and perennial problem for evaluators and one which can only be alleviated by managerial involvement in the evaluation process. As the author points out the best possibility for this is the widespread adoption of lifecycle-integrated evaluation, which obviously demands managerial and enduser involvement as part of the development process.
Where this is not possible the potential of evaluation proxies for wider organisational practices was noted. In this case, KM was chosen and the author found that she could gain insight into the wider culture of the organisation. Unfortunately for the target organisation, its chaotic KM practices contributed to and were indicative of wider communication and staff continuity issues within the organisation.
Finally, the issue of how organisations use knowledge gained from evaluations arose. To gauge the success of this normalisation process, "follow-up" evaluation was suggested as an approach and tested within the DIECOM partner. Though successful in this instance, such extra work is extremely costly.
Evaluating Collaborative Applications from a Knowledge Management Approach by Vizcano et al [9] .
Once again knowledge management makes an appearance as a proxy for organisational behaviour. In the case of Martinez's paper, KM is used as the basis of an evaluation framework for CSCW tools. Though beset with certain questions of rigour regarding what is being evaluated, this approach clearly supports the previous work using KM as an organisational culture proxy.
Though not validated in practice yet, the approach requires evaluators to determine the flows of knowledge within an organisation and identify certain potentially harmful constructs that may indicate cultural or managerial difficulties. Consequently, the evaluation taking place here is largely qualitative: perhaps no bad thing considering the prominence given to purely quantitative methods in recent times. The authors acknowledge that ethnography would perhaps be more effective than their method in many cases, but point out that the prohibitive cost of ethnography often dissuades evaluators and target organisations from conducting such a study.
Perhaps due to its lack of practical validation, the proposed method has some problems: firstly the issue of boundary cases where mapping of knowledge flows has stopped. Due to an incomplete picture, harmful behaviour may appear to be occurring in these cases, forming a potential trap for the unwary evaluator. Secondly, the difficulty of preemptively determining the utility of certain flows and stores of knowledge hampers the approach; often hindsight is required before one is aware of the value (or lack of value) of a particular piece of knowledge. However, without some strategy towards knowledge quality assessment or archiving absolutely everything, there is a danger that a useless "magpie" approach to KM might emerge, to the detriment of the organisation.
Design and evaluation of activity model-based groupware: methodological issues by Gauducheau et al [2] This paper describes a cross-disciplinary project to develop a process and a tool for assembling collective interpretations of particular events. This is necessary for effective KM, as otherwise many conflicting interpretations may be retained, confusing those who refer to them in the future. Since both a process and a tool were being developed, it was obvious to the author that a distinct evaluation of the merits of each was necessary.
During discussion in the workshop it became obvious that often tool evaluations were being conducted when a process evaluation was required and vice versa. The author appealed for greater rigour in defining the goals of a particular evaluation and especially in dividing up a large evaluation challenge into smaller, tractable pieces each of which evaluates a specific group of system properties.
To isolate the effects of the process from those of the tool, a case-control evaluation was conducted where teams used either the tool which implemented the process, or followed a written version of the process using Microsoft Word. The goal was for each team to assemble a collective story from a supply of narrative "atoms". Predictably the tool was more efficient than just the process alone.
Finally, the paper indicated the necessity of isolating all potential evaluation variables and evaluating them all at some point, just not necessarily in a single massive evaluation step.
Evaluation of an awareness distribution mechanism: A simulation approach by Nutter et al [7] In previous workshops the main author has discussed the need for lightweight evaluation that provides many of the benefits of more traditional user-focussed forms of evaluation without excessive cost. This is a particular concern for the main author in his PhD research, for end-users are rare and the resources available for evaluation limited. The techniques focussed on software developers and their need for feedback from someone, if not necessarily the inaccessible end-user, in order to keep the project on track.
The intention is to evaluate an awareness tool for distributed software engineering requiring a user-facing evaluation at some stage but the nature of the research means that resources to conduct such an evaluation right from the outset are not available. To further complicate matters, the tool will exchange data using a P2P network, making data collection and study difficult. Consequently in order to evaluate the P2P technologies the tool is based on, a simulation was constructed to test the algorithm used to organise the participating nodes into a cohesive awareness overlay network. The findings indicated some shortcomings in the algorithm's behaviour in certain situations and suggested possible means of correcting them. Such tests would've been virtually impossible "in the wild".
A tacit lifecycle-integrated evaluation approach was in use here for though the process had not been formalised evaluation results were the driver for improvement of the overlay algorithm and indeed the simulation environment itself. In the next phase of the research, an awareness tool using the tested P2P technology will be implemented and the evaluation proposed in the 2003 workshop conducted.
Workshop Summary: Findings and Recommendations
As stated earlier, the key factor linking each of these papers in the first session is their focus on reporting practical result rather than expanding the theoretical underpinnings of evaluation. However, several other common factors emerged, namely the importance of controlling excess costs arising from large-scale evaluation or the involvement of untrained personnel. Secondly, the importance of convincing management that evaluation is an effective use of resources, whether by giving them a reward (improved workflows or greater insight into their organisation) or convincing them of the additional quality benefits that fully engaged foremen (for example) would bring. Finally, integration of evaluation with the software lifecycle was recognisable, alongside the use of evaluation results as a driver for further improvement. In Fogli et al's paper, a high level process model for this was proposed and Hampel et al demonstrated concrete benefits from such an approach.
Some of these findings are echoed by papers in the second session, all of which focus on the expansion of the theoretical underpinnings of evaluation, a theme largely neglected in the preceding two workshops. Unfortunately some of the outstanding issues including "benchmarking" of evaluation methods remain unaddressed.
Excepting the last paper, each of the papers in this session contributed theoretical rigour to the field of evaluation in the collaborative enterprise. The first paper's contribution was an explicit model for lifecycle-integrated evaluation and a method for characterising evaluation strategies at a higher level. The second paper proposed a framework for using KM as an evaluation proxy whilst the third called for more precise definitions of what things were being evaluated.
Clearly further work is required. For example, Huang's conceptual framework has not been deployed by researchers other than its creator; nevertheless, it has been instructive for workshop participants to see the development of this research over the last three years.
Conclusions
Some outstanding issues identified in earlier workshops remain. There is still a pressing need for meta-evaluation of popular evaluation techniques to guide researchers in what is a key activity. Ideally this needs to be coupled with a workbench of evaluation components that researchers could easily deploy. With suitable guidance, these resources would greatly aid researchers in carrying out the appropriate evaluation at various stages during the software lifecycle and subsequent evolution of their systems. That a number of papers addressed the need for integrated evaluation during the software life cycle shows that some progress has been made in this area; however, there remains a need for further consolidation of evaluation research with respect to collaborative systems. Finally, the need for tool-support for evaluation by metrics has not been addressed in either the 2004 or 2005 workshops. There are two possible conclusions that may be drawn from this: either tool support is less important than was thought at first or the need exists but has been ignored.
Clearly the topic of lifecycle-integrated evaluation is not exhausted yet, consequently this topic will be an explicit focus of next year's workshop. Secondly, the concerns of rigour identified in this workshop must be addressed in next year's, as rigour (or the lack of it) is linked to other unaddressed problems identified in previous workshops. By careful isolation of each study's subject and variables within it, study scalability and repeatability may be improved, thus permitting research into "benchmarking" of evaluation methods.
However in order to realise this last goal, evaluators must interact with the wider community. To this end collaboration with other workshops, where evaluation work is often presented as an afterthought, is a key priority for next year's workshop.
