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We have investigated the critical temperature behavior in periodic superconductor/ ferromagnet
(S/F) multilayers as a function of the ferromagnetic layer thickness df and the interface transparency.
The critical temperature Tc(df ) exhibits a damped oscillatory behavior in these systems due to an
exchange field in the ferromagnetic material. In this work we have performed Tc calculations using
the self-consistent multimode approach, which is considered to be exact solving method. Using this
approach we have derived the conditions of 0 or pi state realization in periodic S/F multilayers.
Moreover, we have presented the comparison between the single-mode and multimode approaches
and established the limits of applicability of the single-mode approximation, frequently used by
experimentalists.
PACS numbers: 74.25.F-, 74.45.+c, 74.78.Fk
I. INTRODUCTION
Nowadays, the rates of development of such areas
as spintronics and superconducting logic and memory
circuits increase significantly. In particular, much at-
tention was attracted to superconductor/ ferromagnet
(S/F) structures.1–3 It is known that S/F structures
are important for RSFQ circuits,4 applications for su-
perconducting spintronics and in particular memory
elements,5–13, magnetoelectronics,14–16 qubits,17 artifi-
cial neural networks,18 micro-refrigerators,19,20 etc. It
was suggested that arrays of S/F structures may provide
new functionality.
Rich physics of S/F systems is based on the proximity
effect in S/F bilayers.1–3,21,22 It turns out that when a
superconductor and a ferromagnet form a hybrid struc-
ture, superconducting correlations leak into a ferromag-
netic metal over the distance ξh =
√
Df/h, where Df
is the diffusion coefficient and h is the exchange field in
the ferromagnetic material.1 As a consequence it leads to
a damped oscillatory behavior of superconducting cor-
relations in the ferromagnetic layer, with characteristic
lengths of decay and oscillations given by ξh. The real-
ized superconducting phase is then similar to the FFLO
(Fulde-Ferrel-Larkin-Ovchinnikov) state.23,24
If a ferromagnetic layer serves as a weak link in a
Josephson-type S/F/S structure, there is a possibility
of the pi phase state realization. For F layer thickness
df ≪ ξh the pair wave function in the F layer changes
little, and the sign of the superconducting pair potential
in the S layers remains the same. The phase difference in
the S layers is then zero (0 phase state). Increasing the F
layer thickness up to df ∼ ξh, the pair wave function may
cross zero in the center of the F layer with the pi phase
shift (pi phase state) and different signs of the supercon-
ducting pair potential in the S layers. Further increas-
ing of df may cause subsequent 0-pi transitions due to
damped oscillatory behavior of the pair potential in the
F layer. The existence of the pi states leads to a number
of striking phenomena. For example, the critical current
in S/F/S Josephson junctions exhibits a damped oscilla-
tory behavior with increasing F layer thickness.25–43 The
pi state is then characterized by the negative sign of the
critical current. Similarly, 0 to pi transitions can also be
observed in oscillations of the density of states in the F
layer,44–47 and critical temperature Tc oscillations on the
ferromagnetic layer thickness in S/F/S structures.48–62
Influence of magnetization misalignment in F layers on
critical temperature in F1/S/F2/(S’) structures was also
investigated.63,64 Josephson pi junctions have been pro-
posed as elements of novel superconducting nanoelectron-
ics in many different applications.
The critical temperature have nontrivial behavior even
in S/F bilayers.65–70 In this case the transition to the
pi phase is impossible, but the commensurability ef-
fect between the period of the superconducting cor-
2FIG. 1. (Color online) Geometry of the considered S/F
multilayer system. Single S/F/S unit is considered in our
model. The transparency parameter γb is proportional to
resistance across the S/F interface.
relations oscillation (∼ ξh) and the F layer thickness
leads to a nonmonotonic dependence of Tc on the F
layer thickness df . This reentrant behavior is typi-
cal for the high-transparent S/F interfaces, while for
medium or low-transparent S/F interfaces the Tc(df )
function is monotonously decaying.65 Critical tempera-
ture in F1/F2/S and F1/S/F2 trilayers (spin-valves) with
magnetization misalignment was investigated in Refs. 71–
73.
In contrast to bilayers, the S/F periodic multilayered
systems may exhibit more complex behavior, with the
competition of 0 and pi phase states. The purpose of this
work is to provide quantitative model of critical temper-
ature Tc calculation in a periodic symmetric S/F mul-
tilayer. Such a system can be divided in S/F/S trilay-
ers as shown in Fig. 1. The total S/F multilayer can
be in 0 or in pi state depending on the state of the sin-
gle S/F/S unit. It is important to understand the criti-
cal temperature behavior of such systems when it comes
to practical applications. Therefore it is important to
calculate the Tc(df ) behaviour of the single unit S/F/S
trilayer. Previously it was done only in the so called sin-
gle mode approximation (SMA).48–62 In this paper we
have calculated the Tc(df ) dependence, using the multi-
mode approach (MMA), considered to be exact method
for solving this problem. We also compare the results of
the multimode approach with the single mode approx-
imation, setting the limits for the latter approximative
method. In our work we do not consider nonequilibrium
effects,74 and use the Matsubara Green functions tech-
nique, which has been developed to describe many-body
systems in equilibrium at finite temperature.75
The paper is organised as follows. In the next sec-
tion we formulate the theoretical model and basic equa-
tions. In Sections III and IV single mode and multimode
approaches are formulated, correspondingly. The results
are presented in Section V and summarized and discussed
in Section VI.
II. MODEL
The model of an S/F/S junction we are going to study
is depicted in Fig. 2 and consists of a ferromagnetic layer
of thickness df and two superconducting layers of thick-
ness ds along the x direction. The structure is symmetric
and its center is placed at x = 0.
To calculate the critical temperature Tc(df ) of this
structure we assume the diffusive limit and use the frame-
work of the linearized Usadel equations for the S and
F layers in Matsubara representation.75,76 Near Tc the
normal Green function is G = sgnωn, and the Usadel
equation for the anomalous Green function F take the
following form. In the S layers (df/2 < |x| < ds + df/2)
it reads
ξ2spiTcs
d2Fs
dx2
− |ωn|Fs +∆ = 0. (1)
In the F layer (−df/2 < x < df/2) the Usadel equation
can be written as
ξ2fpiTcs
d2Ff
dx2
− (|ωn|+ ih sgnωn)Ff = 0. (2)
Finally, the self-consistency equation reads,75
∆ ln
Tcs
T
= piT
∑
ωn
(
∆
|ωn|
− Fs
)
. (3)
In Eqs. (1)-(3) ξs =
√
Ds/2piTcs, ξf =
√
Df/2piTcs,
ωn = 2piT (n+
1
2 ), where n = 0,±1,±2, . . . are the Mat-
subara frequencies, h is the exchange field in the ferro-
magnet, Tcs is the critical temperature of the supercon-
ductor S, and Fs(f) denotes the anomalous Green func-
tion in the S(F) region (we assume ~ = kB = 1). We
note that ξh = ξf
√
2piTcs/h.
Equations (1)-(3) should be complemented by the
Kupriyanov-Lukichev boundary conditions at the S/F
boundaries (x = ±df/2),
77
ξs
dFs(±df/2)
dx
= γξf
dFf (±df/2)
dx
, (4a)
ξfγb
dFf (±df/2)
dx
= ±Fs(±df/2)∓ Ff (±df/2), (4b)
where γ = ξsσn/ξfσs, σs(n) is the normal-state conduc-
tivity of the S(F) layer, γb = RBσn/ξf ,
77,78 and RB is the
resistance of the S/F boundary (we suppose the symmet-
ric structure with same resistance RB for x = ±df/2).
At the borders of the S layer with a vacuum we naturally
have,
dFs(±ds ± df/2)
dx
= 0. (5)
The solution of the Usadel equation in the F layer de-
pends on the phase state of the structure. In the 0 phase
state the anomalous Green function is symmetric relative
to x = 0 (see Fig. 2, left panel),65
F 0f = C(ωn) cosh (kfx) , (6)
while in the pi phase state the anomalous Green function
is antisymmetric (see Fig. 2, right panel),
Fpif = C
′(ωn) sinh (kfx) , (7)
3FIG. 2. (Color online) Schematic behavior of the real part of the pair wave function. For thin enough ferromagnetic layer the
system is in the 0 phase state (solid red line), while for larger df the system can be in the pi state (dashed black line). Only
one of these states is realized depending on the F layer thickness.
where
kf =
1
ξf
√
|ωn|+ ih sgnωn
piTcs
. (8)
In Eqs. (6),(7) the C(ωn) and C
′(ωn) are proportionality
coefficients to be found from the boundary conditions.
To solve the boundary value problem Eqs. (1)-(5) we
use the method proposed in Ref. 65. At the right S/F
boundary (x = df/2) from Eqs. (4) we obtain,
ξs
dFs(df/2)
dx
=
γ
γb +Bf (ωn)
Fs(df/2), (9)
where Bf (ωn) can acquire one of two different values,
depending on phase state. In the 0 phase state,65
B0f = [kfξf tanh(kfdf/2)]
−1
, (10)
while in pi phase state from Eq. (7) we obtain,
Bpif = [kf ξf coth(kfdf/2)]
−1 . (11)
Similar boundary condition can be written at x = −df/2.
The boundary condition (9) is complex. In order to
rewrite it in a real form, we use the following relation,
F± = F (ωn)± F (−ωn). (12)
According to the Usadel equations (1)-(3), there is a sym-
metry relation F (−ωn) = F
∗(ωn) which implies that F
+
is a real while F− is a purely imaginary function.
Thus we can consider only positive Matsubara frequen-
cies and express the self-consistency equation (3) via the
symmetric function F+s ,
∆ ln
Tcs
T
= piT
∑
ωn>0
(
2∆
ωn
− F+s
)
. (13)
The problem of determining Tc can be then formulated
in a closed form with respect to F+s . Using the boundary
condition (9) we arrive at the effective boundary condi-
tions for F+s at the boundaries of the right S layer,
ξs
dF+s (df/2)
dx
=W 0,pi(ωn)F
+
s (df/2), (14a)
dF+s (ds + df/2)
dx
= 0, (14b)
where we used the notations,
W 0,pi(ωn) = γ
As
(
γb +ReB
0,pi
f
)
+ γ
As|γb +B
0,pi
f |
2 + γ(γb +ReB
0,pi
f )
, (15)
As = ksξs tanh(ksds), ks =
1
ξs
√
ωn
piTcs
.
Similar boundary conditions can be written at the bound-
aries of the left S layer.
The self-consistency equation (13) and boundary con-
ditions (14), together with the Usadel equation for F+s ,
ξ2spiTcs
d2F+s
dx2
− ωnF
+
s + 2∆ = 0 (16)
will be used for finding the critical temperature of the
S/F/S structure both in 0 and pi phase states. In general,
this problem should be solved numerically.
III. SINGLE-MODE APPROXIMATION
In this section we present the single mode approxi-
mation (SMA) method. The solution of the problem
Eqs. (14)-(16) can be searched in the form of the fol-
lowing anzatz,
F+s (x, ωn) = f(ωn) cos
(
Ω
x− ds − df/2
ξs
)
, (17a)
∆(x) = δ cos
(
Ω
x− ds − df/2
ξs
)
, (17b)
4where δ and Ω do not depend on ωn. The above solution
automatically satisfies boundary condition (14b) at x =
ds+ df/2. Substituting expression (17) into the Eq. (16)
we obtain,
f(ωn) =
2δ
ωn +Ω2piTcs
. (18)
To determine the critical temperature Tc we have to
substitute the Eqs. (17)-(18) into the self-consistency
equation (13) at T = Tc. Then it is possible to rewrite
the self-consistency equation in the following form,
ln
Tcs
Tc
= ψ
(
1
2
+
Ω2
2
Tcs
Tc
)
− ψ
(
1
2
)
, (19)
where ψ is the digamma function.
Boundary condition (14a) at x = df/2 yields the fol-
lowing equation for Ω,
Ω tan
(
Ω
ds
ξs
)
=W 0,pi(ωn). (20)
The critical temperature Tc is determined by equations
(19) and (20) for both 0 and pi phase states. These equa-
tions extends the model of Ref. 65, taking into account
the possibility of pi phase state realization in the consid-
ered structure.
IV. MULTIMODE APPROACH
The multimode approach (MMA) was applied for the
first time considering the problem of Tc in an S/N
bilayer.79 Here and below we use similar notations to that
of Ref. 65. The solution of the problem Eqs. (14)-(16)
within the multimode approach reduces to the equation
det Kˆ0,pi = 0, (21)
where the Kˆ matrix is defined as,
K0,pin0 =
W 0,pi(ωn) cos (Ω0ds/ξs)− Ω0 sin (Ω0ds/ξs)
ωn/piTcs +Ω20
,
(22a)
K0,pinm =
W 0,pi(ωn) + Ωm tanh (Ωmds/ξs)
ωn/piTcs − Ω2m
, (22b)
where n = 0, 1, ..., N , m = 1, 2, ...,M (we take M =
N), and Ωn are determined by the following equation,
obtained from Eq. (13) at T = Tc,
ln
Tcs
Tc
= ψ
(
1
2
+
Ω2n
2
Tcs
Tc
)
− ψ
(
1
2
)
. (23)
The multimode approach is considered to be much
more accurate comparing to the single-mode approxi-
mation, and it was shown in previous studies that in
some cases SMA and MMA perform significantly differ-
ent qualitative behavior for 0 phase state junctions in
S/F bilayers.65 In the following, using the multimode ap-
proach, we provide calculations of critical temperature
for various parameters of the S/F/S structure both in 0
and pi phase states.
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FIG. 3. Tc(df ) dependencies for the S/F/S structure in the
pi phase state. Tc is normalized by Tcs, which is the critical
temperature of superconductor in the absence of ferromag-
netic layer. We also normalize df by oscillation length in the
ferromagnetic material ξf . Each curve corresponds to partic-
ular value of transparency parameter γb. Other parameters
are mentioned in the text.
V. RESULTS
In this section we present the results obtained by nu-
merical calculations for 0 and pi phase states using both
the single-mode approximation and multimode approach.
We provide complete theory for Tc(df ) behavior descrip-
tion in general case, where system can be in 0 or pi phase
state depending on the F layer thickness df . More-
over, comparison between the SMA and MMA is also
presented. The accuracy of calculations was checked
by choosing sufficiently large matrix Kˆ dimensions in
multimode approach. Here and below we have used in
our calculations the same parameters as in Ref. 65, i.e.
γ = 0.15, h = 6.8piTcs, ds = 1.24ξs.
A. Tc in S/F/S structures in pi phase state
In Fig. 3 the critical temperature Tc(df ) dependencies
on ferromagnetic layer thickness df in the pi phase state
are shown. This situation corresponds to an S/F/S struc-
ture enclosed in a ring, where the pi phase shift can be
fixed by applying the magnetic flux quantum for any df .
Different curves correspond to various values of γb which
is proportional to resistance across the S/F interface and
can be determined from the experiment.70 For γb = 0
the critical temperature increases to a certain maximum
value at a particular df and with further rise in thick-
ness df the Tc eventually drops to zero. At higher inter-
face resistances Tc(df ) grows nonmonotonically reaching
maximum at finite df and then saturating to some value,
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FIG. 4. (Color online). Plots of Tc(df ) dependencies in both 0
and pi phase states. Solid black lines correspond to the 0 phase
state, while dashed red lines - to the pi phase state. Each plot
corresponds to particular value of transparency parameter γb:
(a) γb = 0, (b) γb = 0.02, (c) γb = 0.05, (d) γb = 0.07, (e)
γb = 0.1, (f) γb = 0.5.
depending on γb.
B. Tc in S/F/S structures: 0-pi transitions
In order to provide complete behavior of the critical
temperature in S/F/S systems we calculate Tc(df ) de-
pendencies in both 0 and pi phase states and show them
on the same plot, see Fig. 4. Both dependencies are cal-
culated for the same set of parameters mentioned above.
In S/F/S structures only the state with highest Tc is re-
alized at certain df , i.e. when increasing df the dashed
red line lies above the solid black line, the 0-pi transition
occurs and the structure switches to the pi phase state.
Further increasing df one can see the pi-0 transition and
structure switches back to the 0 phase state. The sec-
ond transition in case of γb = 0 is shown more clearly
in Fig. 5 in logarithmic scale. It can be seen that Tc(df )
has the dumped oscillatory behavior. For all plots we can
see that increasing df the critical temperature decreases
0 1 2 3 4
0.001
0.01
0.1
1
  - state
  - state
T c
 / 
T c
s
df / f
FIG. 5. (Color online) Illustration of the possibility of mul-
tiple 0-pi transitions in case of γb = 0 (Fig. 4a in logarithmic
scale).
until at some point corresponding to df ∼ ξh, Tc starts
to grow nonmonotonically and saturate further at higher
values of df (we note that in our case ξh = 0.54ξf , since
h = 6.8piTcs). At the point df ∼ ξh the pi phase state
becomes energetically more favorable. In case of S/F bi-
layers the Tc(df ) dependence is described only by 0 state
curve and the 0-pi transitions are impossible. The com-
mensurability effect between ξh and df nevertheless leads
to a nonmonotonic Tc(df ) dependence in S/F bilayers.
65
Analyzing these results, one can clearly see the dif-
ference in Tc(df ) behavior for different values of γb pa-
rameter. For low values of γb the Tc(df ) curve results
in highly pronounced dumped oscillations. Increasing γb
the oscillations amplitude decreases.
C. Comparison of SMA and MMA
The single-mode approximation is frequently used to
calculate the critical temperature because of its simplic-
ity. However, that approach has restricted range of ap-
plicability which was considered in Ref. 65 for S/F bilay-
ers. Nevertheless the SMA method quite often is used
for wide range of parameters, even for values when the
approximation can be rude enough, due to its simplic-
ity and speed. The difference between single-mode and
multimode methods can be seen in Fig. 6. For these cal-
culations the same set of parameters as in Fig. 3 was
used. It is important to emphasize, that though for large
enough values of γb both approximations present close
and sometimes almost similar results [Fig. 6 (d), (e), (f)],
for small enough interface resistance they are quantita-
tively [Fig. 6 (c)] and even qualitatively different [Fig. 6
(a), (b)]. Using SMA in the latter case the Tc(df ) jumps
to zero abruptly at certain df , which does not happen in
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FIG. 6. (Color online) The comparison between single-mode
approximation and multimode approach for S/F/S systems.
The set of parameters is the same as in Fig.[3]. It is clear
that for large enough values of γb both single and multi-
mode approaches perform very close results [(d), (e), and (f)],
while there are quantitative and even qualitative differences
for small γb [(a) and (b)].
reality. For small enough values of df both approxima-
tions demonstrate similar results even in this case.
D. Critical thickness of the S layer
It is well known that decreasing the S layer thickness ds
in S/F multilayer hybrid structures the critical tempera-
ture is suppressed since superconductivity is suppressed
due to the inverse proximity effect.1 Hence at certain
value ds for a given thickness of ferromagnetic layer df ,
the critical temperature Tc drops to zero, i.e supercon-
ductivity in the structure vanishes. In Fig. 7 the dcrits (df )
dependence is shown both for 0 and pi phase states of the
structure. The S/F/S structure chooses the correspond-
ing phase state (0 or pi) to minimize its energy. Such
lowest energy state corresponds to the smallest dcrits . It
can be seen from the figure that dcrits also demonstrates
the dumped oscillatory behavior.
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FIG. 7. (Color online) The dcrits (df ) dependence calculated
by multimode approach. The γb = 0.1, other parameters are
same as in Fig. 6.
VI. DISCUSSION AND CONCLUSION
As it was mentioned above the single mode approxima-
tion is very popular because of its simplicity and speed.
However, this approximation is applicable only in partic-
ular range of parameters. The solution of the equations
in Sec. II is accurate when it can be considered as ωn
independent, which happens in case when γb ≫ |Bf | in
Eq. (9). Estimating |Bf | we introduce the real and imag-
inary parts of kf in Eqs. (10)-(11), kf = k
′
f + ik
′′
f , and
note that k′f ≫ k
′′
f . Then from Eqs. (10)-(11) we obtain
|B0f | ∼
[
k′fξf tanh(k
′
fdf )
]−1
, (24a)
|Bpif | ∼
[
k′fξf coth(k
′
fdf )
]−1
, (24b)
and finally write the condition γb ≫ |Bf | for 0 phase
state,
1
γb
≪ min
{√
max
(
Tc
Tcs
,
h
piTcs
)
;
df
ξf
max
(
Tc
Tcs
,
h
piTcs
)}
,
(25)
and for pi phase state,
1
γb
≪ min
{√
max
(
Tc
Tcs
,
h
piTcs
)
;
ξf
df
}
, (26)
where the ratio Tc/Tcs originates from ωn/piTcs with
ωn ∼ piTc as the characteristic energy scale. The equa-
tions (25)-(26) provide the conditions of applicability of
single mode approximation both for 0 and pi phase states.
In this paper we have calculated the Tc(df ) depen-
dencies for different values of transparency parameter
γb. Comparing the results calculated by both SMA and
7MMA, we note that for high enough resistance across the
S/F interfaces, the SMA and MMA show good agreement
with each other. However, for highly transparent in-
terfaces, SMA and MMA demonstrate qualitatively and
even quantitatively different results. In fact, in this case
in the single mode approximation the Tc drops to zero
abruptly at particular df [see Fig. 6 (a), (b)], while in
the multimode approach the superconducting state is still
present. Moreover, the pi-0 transition point can be seen
using the multimode approach [see Fig. 5]. Thus we con-
firm the relevance of multimode approach in wide range
of parameters in the case of S/F multilayers, where 0-pi
phase transitions are possible. The results of the paper
can be extended to the case of S/F1/S/F2 hybrid struc-
tures, where F1 and F2 are the ferromagnetic layers with
magnetization misalignment.
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