Introduction
============

Running computational tools on cloud or high performance computing (HPC) environments is a popular way to cope with large amounts of next generation sequencing (NGS) data. For example, public instances of Galaxy ([@ref-2]) help biologists in managing tools and workflows by providing easy-to-use web interfaces. Galaxy also has broadly-used collections of NGS data analysis recipes. The Taverna suite ([@ref-15]) allows executing workflows that typically mix web services and local tools. Tight integration with myExperiment ([@ref-1]) gives Taverna access to a network of shared workflows, including NGS data processing ones. However, the use of publicly available instances is not always a viable solution due to the increasing size of input data. Transfer delays due to limits in bandwidth, especially in infrastructure poor environments, unnecessarily extend the time needed for analysis.

If a laboratory has its own infrastructure, the workflow systems can be installed locally; however, only a technical specialist can install a local instance because the systems have many dependencies and require additional configuration.

Desktop tools are useful for relatively small or medium scale in-house NGS analyses. In small labs or labs without bioinformaticians or servers, the biologist's personal computer is typically powerful enough to handle different NGS-related analyses. Desktop tools' use of local files helps avoid the data transfer issues, in contrast toweb-based tools that rely on remote file storage and Internet connectivity. To support productive research, desktop tools for NGS analysis should have an intuitive GUI and should be easy to install and configure by non-advanced computer users. Widely used command-line-based tools for variant, ChIP-seq and RNA-seq analyses are SAMtools ([@ref-6]), MACS ([@ref-17]) and TopHat ([@ref-12]) correspondingly. Examples of GUI-based commercial desktop tools for generic NGS analyses are CLCBio (<http://www.clcbio.com>), Geneious (<http://www.geneious.com>) and Partek (<http://www.partek.com/>).

Unipro UGENE ([@ref-10]) is a desktop multiplatform open-source software package, integrating dozens of widely used bioinformatics tools and providing a rich graphical interface for various biological objects and associated tools. In particular, it integrates several tools for sequencing reads mapping: Bowtie ([@ref-4]), BWA ([@ref-5]) and the original UGENE Genome Aligner tool. Assembled data can be visualized in the UGENE Assembly Browser. UGENE integrates popular bioinformatics tools and visualization capabilities in a single graphical interface with a common data model for several of these tools, unlike other open source tool kits that only provide the original tools without any value-addition.

Moreover, the UGENE toolkit allows one to automate common tasks by creating workflows with the integrated tools using the UGENE Workflow Designer. A brief comparison of the Workflow Designer with other workflow managing systems can be found in [Supplemental Information 1](#supp-1){ref-type="supplementary-material"} of the UGENE article ([@ref-10]).

Implementation
==============

The purpose of our work was to build a framework inside UGENE for NGS data analysis on a desktop computer that would cover three NGS data analysis areas: variant calling, RNA-seq data analysis, and ChIP-seq data analysis. To solve analysis tasks in each area, popular open-source tools were gathered into pipelines. The Workflow Designer was chosen as a basis to create the pipelines.

We also made sure that the NGS framework included all the necessary tools within it and that the pipelines are easy to use. In addition to running the pipelines, we also designed the framework with components that would allow the users to do manipulations such as: storing, managing, reproducing results of different runs of the tools, and obtaining information on input parameters or statistics.

Providing availability
----------------------

To make the pipelines available out of the box, all the required tools and data were added into the UGENE NGS package. This includes:

1.  *Variant calling pipeline:* tools from the SAMtools package (samtools and bcftools executables, the vcfutils script) and the perl interpreter.

2.  *RNA-seq pipeline:* tools from the Bowtie package (the aligner and the build index executables); tools from the Bowtie2 ([@ref-3]) package (the aligner and the build index executables); TopHat (the main python script, etc.); tools from the Cufflinks ([@ref-14]) package (cufflinks, cuffcompare, cuffdiff, cuffmerge, and gffread) and the python interpreter. In addition to these tools, the pipeline uses the already mentioned SAMtools package.

3.  *ChIP-seq pipeline:* MACS (the main "macs14" and other python scripts) and other tools from Galaxy/Cistrome ([@ref-7]): CEAS (the main "ceas" and other python scripts), the Peak2Gene python script, the 'Conservation Plot' tool (the main "conservation_plot" and other python scripts), SeqPos (the main "MDSeqPos" python script and other files) and ConductGo ("go_analysis" python script and R utils); the python interpreter with numpy and django additional modules; the R environment (<http://www.r-project.org/>) with additional Bioconductor (<http://www.bioconductor.org/>) modules. The NGS package also includes internal data for the tools such as gene annotations, genome sequences and conservation scores.

In addition, some of the tools were ported to other operating systems (see the "Results" section for details).

Developing user interface
-------------------------

There were already some capabilities in the Workflow Designer to simplify the creation and usage of workflows before the NGS framework project was started. For example, there was embedded context documentation for each workflow element and its parameters, ready embedded samples of different workflows and validation of a created workflow. Therefore, we used these capabilities for the NGS pipelines: we added context documentation for each component of each pipeline, added ready-to-use samples for the pipelines and improved validation of the pipelines.

Originally, a user of the Workflow Designer had to select a workflow element to set up its parameters. This procedure was simplified by providing a new wizards infrastructure, namely, a wizard was added to each sample NGS workflow allowing one to configure the workflow step-by-step.

Simplifying the results analysis
--------------------------------

Workflows in UGENE are stored in text files in the original UWL (UGENE Workflow Language) format. The format specifies the elements of a workflow, connections between the elements, parameters, and so on. It makes it possible to store a workflow with filled parameters and reuse it later.

Our idea was to go further in this direction and save the whole context of a workflow run, including the output files and logs of the run, and store it between different UGENE sessions. A new infrastructure to visualize the context and manage different results was developed. This was done by introducing "dashboards" which also show context statistics when a workflow is run.

Results and Discussions
=======================

Below we describe the sample workflows that are used in UGENE by default for each type of covered NGS analysis. UGENE also allows one to create new workflows from the building blocks of the pipelines.

Variant calling pipeline
------------------------

SAMtools utilities (mpileup, bcftools view, vcftutils) comprise the variant calling pipeline (<https://ugene.unipro.ru/wiki/display/WDD/Call+Variants+with+SAMtools>) ([Fig. 1](#fig-1){ref-type="fig"}). In its original form SAMtools is a command-line Unix-based tool. The embedded version is multi-platform and has a GUI.

![SAMtools workflow in a Workflow Designer window.\
The workflow itself can be seen at the center of the window on the Workflow Designer scene. The left side of the window shows available workflow elements (i.e., building blocks for a workflow), grouped by categories. The "NGS: Variant Calling" group, in particular, is opened. The right side of the window displays the description of the currently selected element "Call Variants".](peerj-02-644-g001){#fig-1}

To run the pipeline a user inputs aligned reads (in SAM or BAM format ([@ref-5])) and a reference sequence (in any sequence format supported by UGENE). The resulting variants may be produced in various formats for example, in VCF4 (<http://www.1000genomes.org/node/101>).

RNA-seq pipeline
----------------

UGENE incorporates the Tuxedo protocol ([@ref-13]) for complex analysis of RNA-seq data: identification of new genes, splice junctions analysis and differential gene and transcript expression analysis. This protocol describes usage of TopHat and tools from the Cufflinks package(Cufflinks, Cuffdiff and Cuffmerge). The original protocol is based on a set of command-line tools; the UGENE version adds a GUI that connects them together. The pipeline (<https://ugene.unipro.ru/wiki/display/WDD/RNA-seq+Analysis+with+Tuxedo+Tools>) ([Fig. 2](#fig-2){ref-type="fig"}) is available on Mac OS X and Linux operating systems.

![Tuxedo workflow in a Workflow Designer window.\
The workflow is shown at the center of the window on the Workflow Designer scene. This is a full version of the pipeline with paired-end reads used as input. The left side of the window shows building blocks available for building a new RNA-Seq analysis workflow. The right side of the window shows parameters of the selected "Find Splice Junctions with TopHat" element.](peerj-02-644-g002){#fig-2}

Three versions of the sample Tuxedo workflow are available in UGENE: the "Full Tuxedo Pipeline" for analyzing and comparing two or more RNA-seq experiments, the "Single-sample Tuxedo Pipeline" for a single experiment analysis and the "No-new-transcripts Tuxedo Pipeline" for analysis without producing new transcripts.

All three workflows begin with TopHat, which takes a genome and RNA-seq short reads in BAM or SAM formats, aligns the reads to the genome and finds the splice junctions. In the full and single-sample pipelines, Cufflinks assembles the transcripts after TopHat. The full pipeline adds Cuffmerge to merge assemblies from different experiments. The last step of the full and no-new-transcript pipelines is the differential gene and transcript analysis performed by Cuffdiff.

ChIP-seq pipeline
-----------------

A general ChIP-seq analysis pipeline from the Cistrome platform was used as a guide to create the ChIP-seq pipeline in UGENE (<https://ugene.unipro.ru/wiki/display/WDD/ChIP-seq+Analysis+with+Cistrome+Tools>) ([Fig. 3](#fig-3){ref-type="fig"}). The pipeline performs downstream analysis of ChIP-seq reads which involves finding target genes and motifs of TFBSs, and the annotation of functions of regulated genes. Original Cistrome is available on a Galaxy public instance. The UGENE NGS package incorporates tools from Cistrome and the package of internal data for the tools, such as gene annotations, genome sequences and conservation scores. The UGENE version of these tools is available on both Unix and Windows platforms.

![Cistrome workflow in a Workflow Designer window.\
The elements of the workflow can be seen at the center of the window on the Workflow Designer scene. Building blocks for a new ChIP-Seq analysis pipeline are shown on the left side of the window. A description of the currently selected element ("Find Peaks with MACS") is shown on the right side of the window.](peerj-02-644-g003){#fig-3}

The ChIP-seq analysis starts with peak-calling by MACS (Model-based Analysis of ChIP-seq) which takes ChIP-seq reads in BED (<http://genome.ucsc.edu/FAQ/FAQformat.html#format1>) format. MACS outputs peak regions and peak summits in BED format and, optionally, ChIP fragment pileup along the whole genome at every 10 bp (by default) in WIG (<http://genome.ucsc.edu/FAQ/FAQformat.html#format6>) format.

The pipeline passes the MACS output to other tools:

1.  CEAS generates a common report in PDF and a gene-centered annotation output in a tab-delimited text file with XLS extension.

2.  The SeqPos tool finds motifs that are enriched closed to the peak centers. SeqPos can use motifs from several databases: the human protein-DNA interaction database (hPDI) ([@ref-16]), JASPAR ([@ref-11]), Protein Binding Microarray (PBM) ([@ref-18]), TRANSFAC ([@ref-9]) and Yeast-1-hybrid (y1h) (<http://www.clontech.com/>). It can also find *de novo* motifs using the MDscan algorithm ([@ref-8]). The found motifs are output to a HTML page.

3.  The 'Conservation Plot' tool generates a figure showing the average conservation score profiles around the peak centers.

4.  Peak2Gene finds the nearest gene for each peak. It is followed by functional analyses of the found genes. The analyses are based on the association of Gene Ontology (GO) terms to genes. GOstats package written in R is used in this step.

Wizards
-------

The wizards system is a helping layer for running NGS workflows. Simple forms (see for example [Fig. 4](#fig-4){ref-type="fig"}) help users select the type of pre-built pipeline, setup parameters and inputs. It is possible to manage multiple input datasets (like RNA-seq paired-end tags) inside wizards. Thus, any NGS analysis pipeline can be run directly from the wizard. Advanced users are able to use the standard workflow interface with blocks and arrows, i.e., they can configure parameters directly in the Workflow Designer window, without the use of the wizards (see [Figs. 1](#fig-1){ref-type="fig"}--[3](#fig-3){ref-type="fig"}).

![Wizard.\
A wizard page of the Cistrome pipeline is shown. On this page one can configure parameters of the MACS tool.](peerj-02-644-g004){#fig-4}

Validation
----------

The validation system checks if the designed pipeline can be run and generates warning or error messages. For instance, the system validates the presence of the required tools and data and immediately points out critical errors, if any.

Dashboards
----------

Each execution of a workflow creates its own context. The context stores the original workflow with filled parameters, statistics and output files, and so on.

The dashboard appears after the workflow is started. As workflow results are calculated, the dashboard is filled with information such as the execution progress, links to the output files and common statistics per each workflow element, such as elapsed time ([Figs. 5](#fig-5){ref-type="fig"}--[7](#fig-7){ref-type="fig"}).

![SAMtools workflow results in dashboard.\
A dashboard window with a result from running the SAMtools pipeline is shown. The "Overview" page of the dashboard is opened. It contains a link to the output variants file.](peerj-02-644-g005){#fig-5}

![Tuxedo workflow results in dashboard.\
A dashboard window with the result of running the Tuxedo pipeline is shown. The "Overview" page of the dashboard is opened. The output files are grouped by the workflow elements that produced the output. One of the groups with 11 result files is opened. A user can open a result file in UGENE by clicking on it in the dashboard. Alternatively, each file can be opened outside UGENE (i.e., it can be opened by operating system) or the directory that contains the file can be opened directly from the dashboard.](peerj-02-644-g006){#fig-6}

![Cistrome workflow results in dashboard.\
A dashboard window with the result of running the Cistrome pipeline is shown. The "Overview" page of the dashboard is opened.](peerj-02-644-g007){#fig-7}

The dashboard also contains information about the input parameters ([Fig. 8](#fig-8){ref-type="fig"}). Advanced users can browse details about the tools' execution: executable files, command-line arguments and logs ([Fig. 9](#fig-9){ref-type="fig"}).

![Cistrome result in dashboard: MACS input parameters.\
A dashboard window with the result of running the Cistrome pipeline is shown. The "Input" page of the dashboard is opened. Input parameters that were used to run the pipeline are shown. Parameters of the "Find Peaks with MACS" element are currently selected.](peerj-02-644-g008){#fig-8}

![Cistrome result in dashboard: details about the tools used.\
A dashboard window with the result of running the Cistrome pipeline is shown. The "External Tools" page of the dashboard is opened. It contains details about the external tools runs (MACS, CEAS, seqpos, etc.). The details about the "go_analysis" tool are expanded.](peerj-02-644-g009){#fig-9}

The dashboards are stored between launches of UGENE, so a user can browse results or load the original workflow at any time.

System requirements and technical details
-----------------------------------------

Recommended system requirements to run the pipelines are at least 2Gb of RAM and enough disk space to store the NGS data and the UGENE package (<https://ugene.unipro.ru/wiki/display/UUOUM/System+Requirements>). However, UGENE, when possible, makes use of additional RAM and multi-core capabilities of an environment. In particular, if a tool in a pipeline has a parameter to be run in multiple threads, then the value of the parameter is automatically set by UGENE to the number of cores of the computer.

In addition, the Cistrome pipeline optionally requires Internet connection. This is required for the ConductGo tool that sends a request to an external database DAVID (<http://david.abcc.ncifcrf.gov/>).

One should select a UGENE package to download depending on the operating system of the target computer and the required type of analysis.

1.  For running the variant calling and the Tuxedo pipelines a full UGENE package is enough. Note that a Unix-like system is currently required for the Tuxedo pipeline, as TopHat and some of the Cufflinks tools are available on the Unix-like systems only.

2.  For running the Cistrome pipeline one should download an NGS UGENE package, as it contains additional data internally used by the Cistrome tools.

All UGENE packages are available for download on the UGENE downloads page (<http://ugene.unipro.ru/download.html>).

Pipelines execution time
------------------------

The execution time of the integrated pipeline tools depends on the input NGS data. For example, on a computer with 2.9 GHz Intel processor with 4 cores and 16 GB RAM, the approximate execution times are the following:

1.  Variant calling pipeline with hg19 chromosome 11 from UCSC (<http://genome.ucsc.edu/>) as the reference sequence and chromosome 11 alignment with NA20887 identifier (Gujarati Indian from Houston, Texas) from the 1000 Genomes Project (<http://www.1000genomes.org/>): 15 min

2.  Tuxedo pipeline with RNA-seq data from human cell lines as specified in the Tuxedo protocol: 8.5 h

3.  Cistrome pipeline using ENCODE ChIP-seq experiment data (<http://genome.ucsc.edu/ENCODE/dataMatrix/encodeChipMatrixHuman.html>) with "H1-hESC" cell type and "REST" transcription factor, lab provided identifier: SL978: 6.5 h

The execution time is comparable to the time of the original tools themselves. A detailed calculation and the comparison can be found in the additional file.

Conclusions
===========

We incorporated into UGENE a set of popular NGS pipelines and tools so one can use both the ready pipeline samples or create custom ones. All tools and pipelines are available through the UGENE graphical user interface. Additional infrastructure was developed in UGENE to simplify configuration of the pipelines and manage the results of different pipeline runs.

For each supported operating system we created an NGS package that is easy to set up for a biologist. The packages contain all the needed tools and data out of the box and require no additional configuration.
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###### Execution time comparison

Comparison of the execution time of the NGS tools integrated into pipelines in UGENE with the time of the original tools themselves.

###### 

Click here for additional data file.
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