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Abstract 
This thesis was funded as part of the Chronic Health Effects of Smoke and SO2 in the UK 
(CHESS-UK) project and was aimed at deriving modelled concentration surfaces of historic 
black smoke and sulphur dioxide in Great Britain for 1955 onwards as a basis for exposure 
assessment in epidemiological investigations of chronic health effects. 
The UK’s National Smoke and Sulphur Dioxide Survey provides monitored concentration 
data from 1955 - 2005 with over 3,000 sites in existence over time. These measured 
concentrations of black smoke and sulphur dioxide served as a core set of data for the 
modelling of exposures at 1km scale. Additional data sourced and developed for input into 
modelling included modelled emission maps (generated with AEA Technology), emission 
proxies (including land cover and road networks), information on environmental factors 
(topography and meteorology), population distribution and some ancillary data (e.g. smoke 
control areas and the Douglas Waller Index based on domestic coal sales). An important 
product of this work are the data, aimed at modelling historical exposures to air pollution, 
fully geo-referenced and integrated into a geographic information system. 
This GIS was used as a platform to test and compare different appropriate methodologies for 
modelling and mapping air pollution concentrations. Methods evaluated include: ordinary 
kriging, emission based modelling (dispersion and focalsum); and land use regression 
models developed using emission proxies.  
Focus was placed on modelling one target year for each decade (1962, 1971, 1981 and 
1991). Modelling methods were piloted for 1971, where ordinary kriging and land use 
regression outperformed other methods. These were developed further across the full study 
period with 90% data for model development and 10% reserved for evaluation.  The LUR 
models were ultimately selected as the best consistent approach over the long time period, 
with model R2s ranging from 0.7 in early years to 0.3 in later years.  
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1 Introduction 
1.1 Rationale 
Air pollution has long been considered a problem in the UK. The burning of coal was 
identified over 800 years ago as a principal source of air pollution, as evidenced by attempts 
to ban the burning of sea coal in the 13th Century (Gilpin 1963). Public attention was drawn 
to the effects of air pollution in the 20th Century through a number of major pollution episodes 
across the world including that in Meuse Valley in Belgium in 1930 (Nemery et al. 2001), at 
Donora in Pennsylvania in 1948 (Seinfeld 2004), and the London Smog in 1952 (Gilpin 
1963). During the Great London Smog in 1952 elevated SO2 and particulate levels as a 
result of coal combustion were estimated to have caused more than 4,000 excess deaths 
(Department of the Environment 1995). 
Air pollution can have a range of detrimental effects including: 
• Health effects (chronic and acute) 
• Damage to flora and fauna – for example a decline in tree health has been 
documented in response to a changing pollution climate, in particular due to SO2 and 
related acidity (Department of the Environment 1993) 
• Damage to the built environment – including corrosion as a result of acid deposition 
and increasing amounts of fine soot from diesel particles 
• Problems of visibility and consequent costs for transport and industry.   
The effects of exposure to air pollution on human health are of particular concern. Air 
pollution episodes, such as the London Smog mentioned above, with elevated smoke and 
SO2 levels have been associated with acute health effects.  Short term exposure to air 
pollution has also been well documented in relation to less extreme pollution events 
(Department of Health 1997) but fewer studies have focused on the effects of long-term 
exposure to SO2 and black smoke. Evidence does point to an association between effects 
on mortality and long-term exposure to particulates, but this is less well established for SO2 
(COMEAP 2007) and there is a need for further studies. 
Most of the information on chronic effects has been obtained from the Six Cities study 
(Dockery et al. 1993), a cohort of 8,000 adult Americans followed from the mid 1970s, and 
the American Cancer Society study (Pope III et al. 2002) with 500,000 adults followed from 
1982 onwards.  This has been supplemented by information from a cohort of Californian 
Seventh Day Adventists (Abbey et al. 1999) and a Dutch cohort (Hoek et al. 2002). The lack 
of long term pollution exposure measures has limited investigation of latency or cumulative 
exposure.  
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The few studies available on chronic health effects for the UK do not provide a clear picture.  
Broad scale (county-level) ecological studies conducted in the 1950s (Daley 1959; Stocks 
1959) and 1960s (Gardner et al. 1969) found associations between rates of respiratory 
disease and air pollution which were not evident in a study in the 1970s (Chinn et al. 1981).  
These studies can be criticised because of inadequate control for confounders. Another 
study (Sloggett and Downing 1995) related smoke and sulphur dioxide exposures in the 
1970s to all-cause mortality in 1974-1989, using logistic regression of count data from the 
Longitudinal Study (LS) cohort. Associations were seen between air pollution based on place 
of residence in 1971 and later all-cause mortality, but all associations disappeared after 
adjustment for socioeconomic factors. Criticisms include the relatively crude exposure 
measures (tertiles) and the lack of information on cumulative exposures.  More recent 
studies by Forbes (2009a; 2009b; 2009c) which examined repeated cross-sectional national 
surveys in relation to air pollution estimates (at 1km grid) produced for 2003 and recalibrated 
back to 1994 concentrations, and found associations between reduced lung function and 
cardiovascular disease. 
A crucial requirement for assessing the relationship between long term exposures to air 
pollution and health is adequate long term exposure data. In the UK, the national Smoke and 
Sulphur Dioxide Survey provides a set of consistently measured air pollution data spanning 
more than 40 years. These data need considerable work to get them into a readily usable 
format (Warren Spring Laboratory 1972) and while they have been used in key long term 
health studies (e.g. Elliot et al. 2007) they have in general been under-utilised in 
epidemiological studies. The data present a unique opportunity to explore long term 
exposure to particulates and SO2 over the time span of the survey. Traditional exposure 
metrics used in cohort studies include assigning exposures from nearest available 
monitoring site or taking the average pollutant concentration from monitoring sites in a study 
area. While the ambient monitoring sites contained in the network provide point 
measurements that are indicative of temporal variations in black smoke and SO2 levels at 
site locations, concentrations at these sites alone are not considered adequate to explore 
individual level exposures.  These point measurements alone offer no information on the 
spatial variations in pollutant concentrations between sites (i.e. at unmonitored locations).  
Some form of modelling to generate air pollution maps therefore is required in order to 
estimate exposures for individuals across the whole population.  While annual air pollution 
concentrations have been mapped at 1 x 1km resolution for 1996 and annually in more 
recent years for PM10 and SO2 in the UK (Stedman 1998), maps for earlier years have not 
been generated at this resolution. To produce such maps also poses challenges, for 
knowledge about emission sources is sparse for earlier years. There is, however, a large 
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range of historical datasets that, together with data from monitoring stations, could be used 
to generate historical air pollution maps as a basis for calculating long term exposures. This 
study will explore the potential of GIS based modelling techniques to better characterise 
spatial variation in air pollution and create retrospective concentration maps for use in 
exposure assessment in health studies and specifically for the CHESS-UK project. 
1.2 CHESS-UK Project 
This thesis formed part of the Wellcome Trust funded CHESS-UK (Chronic Health Effects of 
Smoke and Sulphur Dioxide in the UK) project, which investigated whether estimated 
chronic air pollution exposures are associated with cardiovascular and respiratory outcomes 
in adult life in the UK, using individual level data from UK cohorts. 
The historic national air pollution exposure metrics available are for black smoke and sulphur 
dioxide (SO2), which was an important starting point for the CHESS study. The first part of 
the thesis involved the creation of an area based annual national air pollution exposure 
inventory using data available for black smoke and SO2 from The National Smoke and 
Sulphur Dioxide Survey (referred to as The National Survey) from 1955 onwards. This was 
followed by testing, developing and comparing different GIS methodologies for modelling 
and mapping air pollution surfaces and applying these to generate the necessary maps for 
the subsequent CHESS-UK health study and other future epidemiological studies. 
1.3 Scope of Study 
The scope of CHESS ‘UK’ was revised to cover Great Britain (GB), including England, 
Scotland and Wales, for this PhD due to data constraints (Chapter 3). The years with 
appropriate monitoring data to support modelling spanned 1962-1991 (discussed in Section 
3.2.1 and 3.3). The number of sites fell in later years and other existing models provide 
suitable exposure measures for 2001 (e.g. Vienneau et al. 2010). 
1.4 Aims and objectives 
The specific aim of this thesis was to generate a retrospective series of annual average 
black smoke and SO2 concentrations for GB, from 1955-1991, as a basis for exposure 
assessment. Because of the large falls in air pollution over this time period and change in 
sources from predominantly industrial and domestic emissions from coal burning to 
predominantly traffic-related emissions,  each decade might require a different approach in 
terms of both input data and modelling. Initial focus was placed on target years for each 
decade for data sourcing and output, interpolating between years was to be carried out if 
possible. Target years were selected to coincide with the 10 yearly population Census; 1962 
(closest year with electronically available monitoring station data), 1971, 1981 and 1991.  
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Different GIS methodologies were explored to produce maps at a 1km resolution. The 
objectives were outlined as follows: 
1. To compile a small-area database of geo-referenced data across the study period, as 
a basis for air pollution modelling, including information on monitored concentrations, 
emission sources and rates, or emission proxies, environmental factors that might 
influence dispersion, and population distribution 
 
2. To develop, validate and compare different modelling techniques to estimate spatial 
distributions of black smoke and SO2 concentrations for key target years across the 
study period (1962, 1971, 1981 and 1991).   
 
3. To select the 'best performing' method across the study period and use this to 
produce maps of small area variations in black smoke and SO2 for the UK for each of 
the target years. 
 
4. If feasible, develop a method for interpolating predictions between target years, in 
order to derive annual pollution maps for black smoke and SO2. 
1.5 Structure 
The main research question was defined as: is it possible to provide reliable retrospective 
national scale concentration maps for lifecourse exposure assessment? 
The aims of this research and the main research question will be addressed in the following 
thesis, organised into seven further chapters: 
• Literature Review 
• Data compilation and evaluation 
• Piloting methods 
• Kriging 
• Land Use Regression 
• Discussion 
• Conclusions 
The thesis structure is illustrated in Figure 1.1. 
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 Figure 1.1 Thesis structure 
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2 Literature Review 
A literature review was conducted to identify potential methodologies for the generation of 
historical maps. This review highlights the patterns and sources of air pollution in the UK 
across the study period and identifies key pollutants and their effects. Methodologies 
employed for producing long term air pollution concentration maps for epidemiological 
studies were reviewed to identify the extent that GIS based methods have been used for this 
purpose and to expose potential techniques that may be developed for use in this study. 
2.1 Air pollution in the UK 
Major historic air pollution problems in the UK resulted from high levels of particulates and 
SO2 from fossil fuel combustion, in particular coal, for domestic and industrial purposes. The 
last 60 years have seen the introduction of air pollution control legislation and cleaner fuel 
sources aimed at addressing these problems.  These have resulted in extensive 
improvements in air quality, mainly by reducing emissions from domestic and industrial 
sources. Nevertheless, in recent years, some of the improvements have been offset by 
increases in traffic emissions, which now pose the greatest threat to clean air in the UK 
(COMEAP 2010).  Releases from these traffic sources include especially, carbon monoxide 
(CO), oxides of nitrogen (NOx), volatile organic compounds (VOCs) and particulates. 
Changing pollutant sources over time have also affected both the pollutant mix and the 
geographical distribution of pollutants in the UK. 
Over the study period, particulates and SO2 have been the pollutants that have attracted 
most policy attention, and been the focus of most monitoring in the past.  Evidence from a 
large number of epidemiological studies points to an association between short term 
exposure to particulates and mortality, although effects of long term SO2 exposure are less 
well established (COMEAP 2007). Acute effects of SO2 include reduction in lung function in 
asthmatics and those with chronic lung disease, while inhaled particles cause inflammation 
in the lungs and exacerbate conditions of heart and lung disease sufferers (Department of 
Health 1992).  
Historically, in the UK, particulates have been measured as black smoke, although 
increasingly since 1992 the tendency has been to measure PM10 and more recently still 
PM2.5 (particulate matter less than 10 and 2.5 microns in diameter, respectively). British and 
European legislation initially introduced simultaneous control guidelines for particulates and 
SO2 as the pollutants originated from similar activities and it was not considered possible to 
separate their effects (Department of the Environment 1995). By 1994 concentrations of the 
two pollutants had become uncoupled, largely due to changes in source technologies and 
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fuel mix, and this led to separate guideline recommendations. Due to their historical 
importance and health effects, as well as the availability of historic monitoring data, this 
thesis is concerned with particulates (particularly as measured by black smoke) and SO2 
from the 1960s onwards; these pollutants thus form the focus for this literature review. In 
contrast, there are limited historic national monitoring station network data for other 
pollutants, with the longest running availability being for NO2 from 1991. 
2.1.1 Methodology 
This targeted review was conducted by searching the following databases: ScienceDirect 
(Elsevier 2012), Google Scholar (Google 2011) and Web of Knowledge (Thomas Reuters 
2012) using key words. Reviews of the study topics were located and a snowball approach 
was used to identify additional papers and key authors in the area. Subsequent references 
from these papers and the details of authors identified in each of the major topic areas were 
retrieved. Further sources were identified through discussions with colleagues experienced 
in the field.    
2.1.2 Historical air pollution legislation 
The London Smog of 1952 was a stimulus in the UK for the Clean Air Acts of 1956 and 
1968, which addressed industrial and domestic smoke emissions. These Acts gave local 
authorities the power to control dark smoke, grit dust and fumes from industrial premises, 
and to designate smoke control areas (SCAs), within which domestic dark smoke emissions 
were banned and smokeless solid fuels (SSFs) introduced (e.g. anthracite and coalite). The 
Clean Air Act of 1968 also introduced the principle of tall chimneys for industries releasing 
SO2 in order to improve the dispersal of the air pollution. These Acts and further clean air 
legislation were repealed and replaced by the Clean Air Act 1993, which covers dark smoke 
emissions, SCAs and chimney heights and remains in force today. 
2.1.3 Trends and changing sources for BS and SO2 
There have been changes over time in the source contributions and resulting spatial patterns 
of air pollution. One of the main issues over the study period is the substantial declines in 
black smoke and SO2 levels, largely attributable to the decrease in coal use for domestic 
heating and in industrial plants/burning. On the backdrop of this decline, the main sources of 
the pollutants shifted from domestic and industrial sources to power generation and traffic 
emissions.  
Pre 1960s, the main source of SO2 and black smoke was from many low to medium level 
industrial, domestic and commercial coal combustion sources (domestic chimneys and low 
stacks) in urban areas. The Clean Air Act of 1956 required restrictions on industrial 
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emissions to be in force by 1961 and gave local authorities the power to establish SCAs. As 
a result the 1960s saw dramatic changes in total emissions distributions and sources of SO2 
and black smoke. Until 1963 a decline in coal could largely be attributed to its replacement 
with coke and alternative SSFs in the domestic market. After this time, the changes in 
domestic heating and the rise in use of oil, gas and electricity greatly accelerated the decline 
in coal. Between 1970 and 1990 coal consumption continued its rapid decline, as it was 
replaced by ‘cleaner fuels’ such as gas and electricity. In more recent years, road traffic has 
become a major contributor to air pollution. Although this contributed only around 2% to the 
national SO2 total in the early 1990s (Department of the Environment 1995) emissions of 
diesel can still be an important contributor to background levels in urban areas. 
By the 1990s, 90% of SO2 emissions were from industrial sources, 70% of which were 
derived from power generation (which accounted for the largest fraction of coal use in the 
UK; Department of the Environment 1995). Parallel shifts in policy required new industrial 
plants and power stations to have taller chimney stacks (and increasingly better design) in 
order to improve the dispersion of pollution from major emission sources. These shifts and 
the relocation of power stations from urban to rural areas meant greatly reduced pollutant 
levels in urban environments. The restructuring of industry, the increasing switch from coal 
to gas and improved efficiency resulted in dramatic decreases from levels that peaked in the 
late 1960s. Between 1970 and 1993 there was a 50% decline in SO2 emissions (Department 
of the Environment 1995). 
Black smoke also declined dramatically between 1970 and the 1990s due to the decrease in 
coal consumption, but by 1989 diesel had become an important new source of smoke and 
equalled domestic emissions (DETR 1999). Between 1970 and 2000 the contribution to 
black smoke from coal combustion fell from 80% to 32%, while the proportion from diesel 
fuel rose from 9% to 44% (DETR 1999).  By the year 1999, the largest single anthropogenic 
source of black smoke was from road traffic, with the greatest component coming from 
diesel (DETR 1999). The introduction of diesel particulate filters also began in 1999 
(required by 2009 when Euro 5 emissions standard came into force), these filters can reduce 
particulate emissions from exhaust by more than 90% and eliminate visible black smoke 
(Schejbal et al. 2009). Historically, the regional distribution of black smoke and SO2 has 
seen highest levels in the industrial areas of the north of England and the Midland vale of 
Scotland (NETCEN 2006). Some peaks also occurred to a lesser extent in central London 
due to the high population density. Despite high coal usage in mining areas around South 
Wales, concentrations in this area were not reflected in proportionally high levels as the coal 
mined and used here was of a less volatile form (NETCEN 2006). 
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2.2 Health effects of black smoke and SO2 
Air pollution can have a range of detrimental effects including; damage to flora and fauna, for 
example a decline in tree health has been documented in response to SO2 and the related 
acidity (Department of the Environment 1993); damage to the built environment and 
problems including erosion as a result of acid deposition and deposition of increasing 
amounts of fine soot from diesel particles. The most important effects are chronic and acute 
effects on human health. This section outlines literature covering the health effects of 
particulates and SO2, focusing on long term studies. 
A large number of epidemiological studies have been conducted, looking at both short and 
long term effects of particulates (PM fractions and black smoke) and SO2  (COMEAP 
2010;HEI Panel on the Health Effects of Traffic-Related Air Pollution 2010). While much 
evidence exists for associations between short-term variations in pollution and health effects 
(Samet et al. 2000), fewer studies address the associations between long term exposures 
and health. Most information on chronic health effects of exposure to particulates and SO2 
has come from a number of long-term US cohort studies from the 1990s onwards, including 
the Six Cities study (Dockery et al. 1993), the American Cancer Society study (Pope III et al. 
2002) and contributions from smaller cohorts (Abbey et al. 1999; Hoek et al. 2001).The 
Committee on the Medical Effects of Air Pollutants review in 2010 (COMEAP 2007) reported 
strengthened evidence of an association between long term exposure to particulate pollution 
and effects on mortality, with weaker evidence for SO2. 
However, the impact of very long-term exposures (many decades) to particulates and SO2 
remain less clear and there is a need for further studies, particularly in UK populations 
(COMEAP 2010). As outlined in Chapter 1, this thesis in conjunction with the CHESS project 
aims to address this need using more sophisticated exposure metrics than have been 
traditionally utilised by long term epidemiological studies (discussed further in Section 2.3 
and 2.4). 
2.3  Exposure assessment 
Determining the spatial distribution of exposure is an essential part of epidemiological 
research and can aid health risk assessments and policy development (Briggs 2000). 
Traditionally in epidemiological studies, exposure was characterised by assigning 
concentrations measured at the nearest monitoring site to populations or individuals or by 
averaging site measurements across study areas (Dockery et al. 1993; Katsouyanni et al. 
2001; Pope III et al. 2002; Samet et al. 2000).These provide only simple measures of 
exposure, taking no account of the spatial variation in pollutants. To achieve better localised 
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estimates of exposure, some form of modelling is needed to supplement monitored data. 
GIS-based modelling techniques, incorporating existing ambient monitoring data and 
additional covariate data, are of particular interest when considering retrospective 
exposures, providing potential for the characterisation of spatial patterns over time where 
relevant geographically referenced covariate data is available. The development of GIS in 
recent years has resulted in a wide range of techniques being available for exposure 
assessment (de Hoogh et al. 2004), particularly with regard to air pollution. 
2.4 GIS based techniques for exposure assessment 
The extensive range of GIS-based methods available for air pollution modelling is difficult to 
categorise as there are many methods that overlap and are used in combination. They may 
be broadly separated into indicator methods (based on proxies for exposure such as 
distance from source) and modelling methods. Indicator methods have been applied in 
numerous epidemiological studies and proxies for exposure include distance from nearest 
road, traffic flow on nearest road and road density (Gulliver et al. 2011b). Jerrett et al., 
(2005a) provide a summary of the various modelling techniques available that can be used 
to estimate pollutants at unsampled locations. There are a number of potentially useful GIS 
modelling approaches available for generating pollution surfaces which can be categorised 
as follows:  
• Geostatistical techniques (kriging) 
• Regression based methods (stochastic method) 
• Dispersion models (deterministic method not restricted to use within GIS) 
• Emerging or alternative techniques 
These categories are reflected by the following sections where they are further described 
and their uses and potential for use in retrospective long term exposure assessment 
assessed. 
2.4.1 Geostatistical techniques 
Spatial interpolation to model continuous pollution concentration surfaces from monitored 
point data can be carried out using geostatistical techniques, such as kriging.  These 
methods are based on Tobler’s first law of geography that ‘points closer together are more 
likely to be similar than points further apart’ (Tobler 1970). Global techniques, such as trend 
surface analysis, use all available data to provide predictions across the study area of 
interest, which is appropriate for general spatial trends. Local interpolation methods involve a 
series of local estimates based on the nearest sample points, and include moving windows, 
inverse distance weighting (IDW), splines and kriging (Burrough and McDonnell 1998).  
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Kriging is a commonly used geostatistical technique in the air pollution field (Jerrett et al. 
2005a). Unbiased estimates for unsampled locations are generated using a set of 
surrounding weighted values, based on distance between measured points, prediction 
locations, and the underlying structure of the spatial correlation in the data. Kriging relies on 
the assumption that points closer to one another are more similar than those further apart, 
and quantifies this spatial autocorrelation as a basis for prediction at unsampled locations 
(Diem and Comrie 2002). Kriging assumes that the same pattern of variation can be 
observed at all locations on the surface (Krivoruchko and Gotway 2004). A major advantage 
of kriging is that it produces both predicted values and their standard errors (or kriging 
variance) for unsampled locations, highlighting where the interpolation is less reliable (ESRI 
2003; Jerrett et al. 2005a). Additionally, co-kriging incorporates the use of covariates to try 
and improve the kriging predictions; this has been used with mixed success (Briggs 2000). 
Kriging has been used in its various forms to interpolate air pollution. Finkelstein et al (2003) 
investigated mortality in relation to neighbourhood levels of income and air pollution in 
Hamilton, Ontario. Mean neighbourhood levels of SO2 and total suspended particulates 
(TSP) were estimated by universal kriging on daily measures obtained from a total of 19 and 
29 monitoring stations, respectively.  Ontario was also the basis for a study examining the 
association of chronic exposure to particulates with mortality. Annual mean TSP from 23 
monitoring sites was obtained, and 10 year mean interpolated concentrations derived using 
universal kriging with 1st order trend removal (Jerrett et al. 2001). A number of other studies 
have used forms of kriging to interpolate ozone concentrations. In the Northern Region of 
Georgia, USA, Bell (2006) estimated hourly ozone concentrations at county centroids using 
kriging with an exponential function variogram. A further study used kriging to explore 
daytime spatial variation in ozone and predict mean outdoor levels in Toronto from hourly 
measurements across 19 ambient monitoring sites (Liu and Rossini 1996). This model was 
validated using 40 independent ozone measures at home sites and reported an R2 of 0.82 
for daytime values and 0.66 for night-time. More recently, ordinary kriging has been used to 
predict ozone at 3D locations across Prague (Matejicek et al. 2006).  
Kriging has also been applied in a few studies on a national scale in the UK and United 
States. An early study used kriging to map national NO2 concentrations in the UK for a six-
month periods in 1991 (Campbell et al. 1994) for comparison with a 1986 study (Webster et 
al. 1991). In the Campbell study, kriging was used to map background concentrations for 
1991 across the UK from 39 rural monitoring sites. Urban sites were corrected for the 
background concentration (by subtracting the kriged value) and these values regressed 
against a gridded population distribution (5km grid from 1981 census data), used as a 
surrogate for vehicle density. The subsequent equation was used to predict concentrations 
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at monitoring sites and, when compared to monitored measured concentrations gave an R2 
of 0.56. This study emphasises the potential for kriging to produce background 
concentrations on a national scale, which may be combined with other methodologies. 
Liao et al. (2006) compared different approaches to ordinary kriging on a national scale with 
measured daily PM (PM10 and PM2.5) concentrations for 2000, to estimate concentrations 
(and the associated estimation errors) at 94,135 geocoded addresses across the USA. The 
number of PM10 sites available each day for modelling ranged between 120 and 1,340 over 
the study period; 44% of days were represented by 120-200 sites, 39% by 200-400 and 17% 
days were represented by >400 sites. Models were developed using ArcView, and three 
frequently applied spatial models were compared (spherical, gaussian and exponential). 
Models were optimised using cross validation statistics, and ordinary kriging and ordinary 
kriging on log transformed concentration data models were compared at national and 
regional scales. This study found that ordinary kriging on log transformed data could be 
supported at a national level, however no independent evaluation of this was carried out and 
only cross validation statistics were reported. 
On a European wide scale in the APMoSPHERE project (modelling concentrations at 1 km 
resolution), a combination of co-kriging and regression proved the most successful method 
(Beelen 2009). Kriging estimates depend on the quality of measured data and their spatial 
distribution. When kriging has been used to model air pollution surfaces, it has been shown 
to perform best where data density is high. Where monitored data is sparse, uncertainties 
associated with estimates will be high. The quantified uncertainties associated with kriging 
predictions also allow for the quality of predictions to be assessed in relation to population 
distribution, useful in population exposure assessment. 
Although kriging has not been widely applied retrospectively or on a national scale, it has 
potential to generate historic nationwide concentration surfaces, especially for early years 
where spatially referenced covariate data is less likely to be available but black smoke and 
SO2 data from monitoring networks is more extensive.  
2.4.2 Land Use Regression 
Land Use Regression (LUR) is a GIS based method that combines the use of monitored 
data with covariates to model predictions. This method uses linear regression to determine 
the relationship between measured concentrations and land use and other predictor 
variables (representing sources of pollution), in zones around monitoring sites. Linear 
regression is used to derive an equation which can be applied to the relevant predictor 
variables at unmonitored locations to estimate concentration. LUR thus clearly requires the 
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availability of predictor variables across the study area and period. Models are often built on 
a subset of the monitoring dataset with a portion of sites reserved for independent validation. 
The technique has been used in numerous urban studies with success (Briggs 2000) and in 
comparison with other techniques, including kriging and a moving window technique, has 
been shown to give accurate results (Collins 1998).  
LUR has been extensively used to model air pollution concentration surfaces in recent years 
(Briggs 2000; Hoek et al. 2008). Formally known as regression mapping, the method was 
developed in the EU funded SAVIAH project (Small Area Variations in Air Quality and 
Health; Briggs et al. 1997). In SAVIAH, the approach was used to model traffic related air 
pollution, in particular NO2. Traffic flows or road density, land cover and altitude in 300m 
buffers around monitoring sites were used as predictor variables for NO2 concentrations in a 
number of cities (Huddersfield, Prague and Amsterdam). Passive NO2 samplers were used 
for four two-week periods through the year at 80 sites in each city. Regression models were 
generated using measured pollution concentrations and the predictor variables extracted 
using GIS. The resultant equations were used to map predicted NO2 concentrations across 
the study areas. Validation was carried out comparing eight to ten independent reference 
sites with predicted concentrations using least squares regression. R2 values of between 
0.79 and 0.87 were reported. This method was later recalibrated for four UK cities with R2 
values of 0.59-0.76 reported (Briggs et al. 2000). When compared to other methods as part 
of the SAVIAH project, including dispersion modelling (Collins 1998) and spatial 
interpolation, regression was shown to be most accurate in all areas (Briggs 2000). 
 
Another multi-area study using LUR was the TRAPCA study in which models were 
developed for areas in the Netherlands, Stockholm County and Munich in 2000 (Brauer et al. 
2003). This looked for associations between traffic related air pollution and the incidence of 
asthma in three cohorts. The study used measured fine particles (PM2.5) and filter 
absorbance at around 40 sites in each area between 1999 and 2000, at sites representing 
rural, urban background and urban traffic. Traffic-related predictor variables and pollutant 
measurements were used in regression models to predict annual averages across the study 
areas. Cross-validation was performed (using a ‘leave one out’ approach), and for fine 
particles the models described 73%, 56% and 50% of the variability in the Netherlands, 
Munich and Stockholm County respectively. For filter absorbance, 81%, 67% and 66% of the 
variance was explained by the models for the Netherlands, Munich and Stockholm County. 
This study illustrates the use of LUR across a greater geographic extent than previous intra-
urban studies. 
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Since the inception of this methodology LUR has been widely applied. While initially this was 
mostly at the urban level (Arain et al. 2007; Brauer et al. 2003; Briggs et al. 2000; Gilbert et 
al. 2005) more recently some LUR studies have been developed at national (Beelen et al. 
2007; Chen et al. 2010; Hystad et al. 2011; Vienneau et al. 2010) and European levels 
(Beelen et al. 2009). Extensive use is due to its ease of application and good performance 
results, demonstrated by numerous studies in comparison to other exposure assessment 
modelling techniques (Gulliver et al. 2011a). A key LUR review in 2008 (Hoek, Beelen, de 
Hoogh, Vienneau, Gulliver, Fischer, & Briggs 2008) identified a number of studies and the 
findings of this review will be highlighted here. LUR studies in more recent years will then be 
summarised and finally studies most relevant to the national and retrospective aspects of 
this study will be identified. 
Hoek et al (2008) identified and assessed the different components of air pollution in 25 LUR 
studies published prior to January 2008. Of all studies identified, three modelled 
concentrations at a national level (Beelen et al. 2007; Hoek et al. 2001; Stedman et al. 
1997), and of these only one included a retrospective approach (Beelen et al. 2007). 
Pollutants most commonly modelled with LUR included NO2, NOX, PM2.5, the soot 
component of PM2.5 and VOCs. The review covered main elements of the studies including 
monitoring data, geographic predictor variables and model development and validation. 
Monitoring data was derived in studies by either routine monitoring networks (Stedman et al. 
1997; Hoek et al. 2001; Beelen et al. 2007) or most often by purpose-designed monitoring 
campaigns. The advantages of purpose-designed monitoring include selection of site type 
and appropriate network density. It is, however, very costly and limits the temporal coverage. 
Using routinely monitored air pollution networks is the only possibility when considering 
retrospective modelling. The reviewers note that particular focus must be paid to site types 
and locations in these cases, which may be biased towards monitoring regulatory thresholds 
and targets rather than for the purpose of assessing human exposures to ambient 
concentrations. Sites for modelling across the reviewed papers numbered between 20 and 
100. Of the national studies, Stedman (1997) used 37 sites in the UK and between 16 and 
36 were used for LUR in the Netherlands (Beelen et al. 2007; Hoek et al. 2001). 
Predictor variables were usually computed for buffered areas around monitoring sites and 
selected to reflect patterns of dispersion. They included information on traffic, population 
density (and other measures of including address density), land use, altitude, topography, 
meteorology and location. Studies typically generated numerous predictors - one study used 
a database of over 100 - but typically less than 8 were used in models. A particular issue for 
retrospective studies is that data must be available for the period of interest. It has been 
noted that air pollution from traffic related sources, including BS, decline exponentially with 
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distance from roads (Roorda-Knape et al. 1998) and that variation from such sources are 
localised (within 300m; HEI Panel on the Health Effects of Traffic-Related Air Pollution 
2010). This suggests that buffers of greater than 500m for major roads may not be 
appropriate. 
Most of LUR studies reviewed used standard linear regression techniques to build models. 
Three of the national and European scale studies used structured approaches (Beelen et al. 
2007; Hoek et al. 2001; Stedman et al. 1997) with different predictors for each level of spatial 
scale. Stedman (1997) modelled an urban component using LUR (with land use and traffic 
emission as predictors) with a rural component being modelled using interpolation. The other 
studies modelled regional, urban and local components using different sites and predictors 
for each. Use of these structured approaches requires an appropriate number of rural sites 
for the regional scale component and is only useful where the spatial variations in pollutant 
concentrations at these levels are significant. Where a structured approach is not used it can 
be assumed that the constant in the LUR model represents the regional or background 
component (Hoek 2008). Model validation across the reviewed LUR studies was performed 
in different ways including: 
• leave one out cross validation (Brauer et al. 2003; Hochadel et al. 2006) 
• training and validation subsets (Briggs 1997) 
• grouped jacknife (Gulliver et al. 2011b) 
• sites from other networks (e.g. routinely monitored networks in a study using a 
purpose-designed monitoring campaign (Crouse et al. 2009) 
Appropriate validation of models is an important consideration requiring a suitable approach 
considering the data available to a study. R2 and RMSE values are commonly used as 
performance measures. Where values between model building and model validation 
statistics are similar, this demonstrates robustness in a model. A low RMSE compared to the 
range of the data is desirable. Reviewed studies reported a wide range of model building R2 
for PM2.5 (0.17-0.8) but for PM2.5 only one study reported model validation. Of the national 
studies, Steman (1997) reported R2 of 0.97 and 0.36 for model building and evaluation 
respectively, for the UK NO2 maps. In the Netherlands, Beelen (2007) and Brauer (2003) 
reported model building R2 of 0.59 and 0.73 for BS and PM2.5 models respectively, although 
neither reported any independent validation. 
A reported disadvantage with the LUR methods is that the precision of input data limits the 
ability to model and predict localised concentration variations near emission sources. For 
studies using purpose designed monitoring, they were also limited to short temporal 
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coverage. The long term studies using routinely monitored data were still restricted to the 
spatial extent and temporal coverage of the monitoring networks used and required predictor 
variables to match. Dispersion models may still be preferred for modelling source specific 
contributions to air pollution as it can separate different pollutant components out while LUR 
models can only predict the mean ambient concentrations (Hoek 2008). Finally, many of the 
studies noted in this review included variables that may introduce confounding for 
epidemiological studies, including measures of population density that may also be 
associated with other adverse risk factors (e.g. low socio-economic status) influencing the 
disease of interest (Moore et al. 2007). 
More recent developments for LUR models include the addition of emissions (Rosenlund et 
al. 2006) wind fields (Arain et al. 2007), annual average wind speed, combined dispersion 
and LUR method (Su et al. 2008) and moving windows or focalsum methods, discussed 
further in Section 2.4.5 (Loibl and Orthofer 2001; Vienneau 2006), using a raster GIS 
environment rather than traditional vector. LUR studies have been successfully applied to a 
range of pollutants to predict annual mean concentrations at different scales and in varied 
settings but only one national level, retrospective study was noted (Beelen 2007). While in 
urban areas LUR performed better than geostatistical models and is less data intensive than 
dispersion models, limited comparisons were carried out of air pollution concentration 
modelling methods at large scales (Beelen et al. 2009; Briggs et al. 2005). 
A few recent studies have focused somewhat on this gap in large scale models, including 
Hystad et al. (2011), who modelled annual average PM2.5 concentrations at national scale in 
Canada. This was carried out using a background national LUR model (10km grid) and 
additional deterministic gradients to capture local scale. Predictor variables for the LUR 
included countrywide estimates of PM2.5 based on satellite data and a chemical transport 
model. Geographic predictors included a combination of area based, binary and point 
variables such as land use, industrial emissions, length and distance to road, population 
density and large industrial point sources. Deterministic gradients were developed through a 
literature review in order to identify factors that represent local scale gradients in pollutant 
concentrations associated with specific sources such as major roads and highways. For 
PM2.5 they reported indentified increases of 1.25 and 1.1 at source for highways and major 
roads respectively, with a gradient distance of 75m for both, representing the distance from 
source at which concentrations returned to background levels. These factors were used to 
adjust the LUR models in areas where monitoring sites fell within the gradient distance. All 
PM2.5 sites were used in developing the models and so evaluation was carried out using a 
bootstrap process (randomly selecting different subsets and recording the range of R2 
values) and leave one out cross validation. National PM2.5 models R2 95% Confidence 
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Intervals (CI) of 0.33-0.59, reported as 0.46. Of the 46% variability explained by the national 
model, 41% was accounted for by the national satellite based estimates and the remaining 
5% from industrial emissions (tonnes) within 5km and industrial land use. 
Of the many LUR studies carried out since its inception in 1997 (Briggs 1997) only one LUR 
study has been identified that modelled long-term concentrations at a national level with a 
historic component comparable to the CHESS study. This will be discussed in the following 
section. 
Beelen et al. (2007) applied LUR retrospectively (between 1977 and 1996) on a national 
scale across the Netherlands to provide individual exposure estimates for a national cohort 
(nearly 22,000 members). An exposure assessment methodology is described in this study 
following and improving on an earlier study on long term exposure to air pollution and 
increased mortality (Hoek et al. 2001).  
LUR in conjunction with other GIS based interpolation techniques were used to model 
historic exposures to pollutants (including SO2 and BS) at a national scale. BS was modelled 
between 1985 and 1996, SO2 between 1977 and 1996. A structured approach was used to 
model regional, urban and local components. The regional component was estimated using 
interpolation techniques (IDW and kriging) on monitored concentrations from regional 
background sites. The urban component was modelled using linear regression with the 
average of annual residual concentrations from estimated regional component as the 
dependent variable across the study period, 1976-1996, and was time invariant. The BS 
urban component was modelled using one population based predictor variable (number of 
inhabitants divided by 1000 within a 1km buffer), while urban SO2 was predicted using three 
mutually exclusive binary variables; located in a non-rural area, located in an urban area, 
and located in an industrial area. The local model component comprised an LUR with traffic 
intensity variables (within 100m buffers); these were linear back scaled through the time 
period on the assumption that while absolute intensities may vary with time the relative 
differences will remain more stable. The modelled concentrations were generated at 
addresses (postcodes) for study participants as a combination of regional plus urban plus 
local modelled components. All three components were entered into an overall regression 
model which was able to explain 84%, 44%, 59% and 56% of concentration variability for 
NO2, NO, black smoke and SO2 respectively. No evaluation of the model was carried out at 
independent sites. 
While not on a national scale, an interesting approach to using LUR for historic modelling 
was introduced by Chen et al. (2010). This study in Montreal, back extrapolated a 2006 land 
use regression model (Crouse 2009) to two earlier time points, 1985 and 1996. The original 
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LUR model was based on concentrations from 133 monitoring stations across Montreal 
measured in 2005 and 2006. Crouse et al. (2009) used a supervised forward stepwise 
selection approach with covariates, including road length (within 100m and 75m-1km), 
distance to road, population density (within 2.5km), open water (within 300m), distance to 
shore and distance to large point source emissions. This model was evaluated against 
independent measurements at 9 sites from a national fixed site monitoring network and 
reported an R2 of 0.56. To back extrapolate, Chen et al. (2010) used this same national 
network of fixed site monitors (between 8 and 13 for the study period) to adjust the 2006 
LUR model. Back extrapolation was undertaken on the 2006 LUR estimates using three 
different recalibration methods, based on interpolation of historic monitored concentrations 
(IDW), using a reduced set of land use predictors for the 2006 model or further historic 
spatial predictors relevant for the time points. All fixed site monitors available were used in 
the recalibration so no further model evaluation was carried out for the back extrapolation. 
In the breadth of literature on LUR the studies suggest that at least for more recent years, a 
large part of average air pollution concentrations can be estimated using LUR incorporating 
traffic and land use related predictor variables (as emissions proxies). Where predictor 
variables and monitored concentration data are available across the geographical area of 
the study and throughout the relevant time period, LUR methods have been able to 
retrospectively generate good pollutant concentration estimates for unsampled locations. 
2.4.3 Dispersion models 
Dispersion models offer a deterministic approach to air pollution modelling, using information 
on emission sources and the dispersion environment to predict concentrations at unsampled 
locations. Models often rely on Gaussian plume equations, and as such have large data and 
processing needs.  In more recent years, dispersion models have often been used in 
conjunction with GIS further facilitating linkage to population data for health studies.  
Emission sources can be broadly categorised into stationary (such as domestic and 
industrial installations) and mobile sources (for example, traffic).  Meteorological parameters 
needed for the dispersion calculations typically include wind speed and direction, 
temperature and atmospheric stability (Jerrett et al. 2005b). Details on topography such as 
building heights and surface configuration are also required to accurately model pollutant 
dispersal.  
Dispersion models have been widely used in modelling air pollution at regional and intra-
urban scales (Jerrett et al. 2005a) and there are a number of different proprietary models 
available for use. ADMS 4 (CERC 2012) is one such software that provides point, line and 
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area source models and integrates with ArcGIS. Others include line source dispersion 
models such as CALINE 4 (California Department of Transportation). Of particular interest 
for this thesis is a Swedish case control study (Bellander et al. 2001) that applied the 
AIRVIRO dispersion model (developed by the Swedish Meteorological and Hydrological 
Institute) to reconstructed retrospective traffic and heating emissions data to estimate NOx 
and SO2 concentrations for three points in time (1960, 1970 and 1980). This study reflects 
the first attempt at applying a retrospective regional dispersion model across a wide range of 
emission sources and years for the purpose of generating individual historical exposure 
estimates to air pollution. The study included 1,042 lung cancer cases and 2,364 population 
controls and georeferenced address data from 1955 to the end of the follow up period 
(between 1990 and 1995). Emission databases for the three points in time were 
reconstructed based on a detailed regional database for 1993, comprising 4,300 line sources 
related to road traffic, over 500 point sources (including major and small industries) and 
limited area sources (including air traffic). To reconstruct retrospective emissions databases, 
data were collected from 1955 – 1995 on the growth of urban areas, development of the 
district heating system, energy plants, local restrictions in sulphur content in oil and the 
growth and redistribution of traffic and used to adapt the 1993 emissions. Using these 
emission databases dispersion calculations were run using the Gaussian model in the 
AIRVIRO system, with average meteorological conditions for 1990 applied across all years. 
Annual mean concentrations were calculated separately for SO2 and NOx (converted to 
NO2), using only heating and road traffic contributions respectively. Dispersion was modelled 
in four different resolutions (between 100m and 2km grids), with the highest resolution for 
urban areas and the lowest for rural. For each grid the average level of pollutants was 
estimated. All SO2 measurements were used in the calibration of the model so no 
independent validation could be carried out. For NO2, predictions at validation sites fell within 
20% of measured values. Annual levels were calculated from the three points in time using 
linear interpolation between 1960 and 1995 and extrapolation back to 1955. 
For the UK’s  reporting to the EU on air quality (Directive 2008/50/EC), national annual mean 
background concentration maps have been generated annually since 2001 for SO2 and 
PM10 Particulate matter. Pollutants are estimated using the Pollution Climate Mapping 
dispersion based models (Brookes et al. 2011; Stedman et al. 2005). NAEI emissions totals 
for each source contribution sector are modelled separately and summed into concentrations 
maps, and models are validated at independent monitoring sites. ADMS dispersion model is 
used to model large points sources (to 5km grids), a small point sources model (Stedman et 
al. 2007) for smaller points, and area sources are modelled using a dispersion kernel (33 km 
grid). Emissions caps are used for the area source emissions to ensure a grid square does 
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not receive unrealistically large emissions. Models are calibrated using background sites and 
verified at independent sites. For the 2011 annual mean SO2 background concentration 
maps, R2 of 0.28 and 0.03 were reported for model building (national network, n=73) and 
verification sites (n=41) respectively. 
Dispersion models can be applied on regional and national scales (such as the Met Office’s 
NAME local to global scale dispersion model and DEFRAs PCM model) to model air 
pollution retrospectively over a number of decades. Although dispersion models can be 
applied, and it is clear there is a vast array of well established proprietary models available 
to aid this, the challenge is obtaining emissions and meteorological data across the study 
period and area with adequate spatial resolution. Dispersion modelling requires extensive 
data on sources and meteorology and makes substantial computer processing demands.  
2.4.4 Alternative techniques 
New GIS based techniques are emerging, through the adaptation of more traditional 
methodologies and the combination of different approaches. Affinity Zone Stratification 
(AZS) is an example of one such technique.  
The concept of affinity zones was first applied to air pollution by McGregor (1996) and used 
to categorise areas (reflecting land use) within which air quality displays consistent 
behaviour over space, and for which monitoring sites can be considered representative. The 
EU wide APMoSPHERE project developed an area based approach, termed AZS, to explore 
the spatial patterns of five pollutants (NO2, PM10, SO2, CO, O3) with respect to the 
underlying landscape and environmental variables (including transport, land cover, climate 
and topography). Suitable variables to characterise the pollution environment were screened 
and clustered using statistical techniques to classify the 1x1km squares across Europe into 
10 distinct groups (Vienneau 2006). The monitoring sites were then intersected with these 
areas and the variation of monitored concentrations was analysed by group and site type 
(divided into traffic and background sites), using analysis of variance (ANOVA).  This 
approach was used to define affinity zones, represented by their contained monitoring sites, 
within which extrapolation to unmonitored sites could be appropriate.  Mapping of pollution 
concentrations on the basis of the affinity zones was subsequently carried out, assuming a 
uniform pollution concentration (mean of zone sites). To represent spatial variation within 
zones (e.g. global or regional trends), kriging was carried out in follow up work by (Vienneau 
2006). Where there were enough sites within zones to perform kriging, this produced the 
best models but was only possible for five affinity zones for background NO2 sites. This 
study illustrates the potential for modelling on the basis of affinity zones and highlights the 
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possibility of improving models by combining the approach with other techniques such as 
LUR or co-kriging. 
Fanshawe et al. (2008) conducted a study in Newcastle upon Tyne, UK that applied a 
spatio-temporal model to predict weekly BS concentrations for a cohort of pregnant women 
between 1961 and 1992 to investigate maternal exposure to BS with a range of birth 
outcomes. The model was split into two stages, first a linear model was developed to 
estimate weekly averages of BS across the study area (μt) ignoring any spatial variation, 
representing the long term temporal trend. The second stage of the model used spatio-
temporally referenced covariates to account for residuals. 
Equation 2.1  
𝑌𝑡(𝑥) =  ?̂?𝑡 + 𝑤𝑇𝛽 + 𝑍𝑡(𝑥) 
 
Where 𝑥 is geographic location, t denotes the week, w is the spatiotemporally referenced 
covariates, ?̂?𝑡 is the modelled weekly average log transformed BS concentrations (with no 
spatial variation) and 𝑍𝑡(𝑥) is a residual term. Equation 2.1 is time discrete with a resolution 
of one week, however the geographic location (𝑥) is spatially continuous and the covariates 
(w) depend on both the time (t) and location (𝑥). Covariates used to account for the spatio-
temporal residual variation in this second stage of the model include the following: 
• Domestic chimney count within 500m 
• Distance to nearest industrial area 
• Area of industry within 500m 
• Binary land use (residential or non residential) 
• Binary smoke control (within a smoke control area or not) 
The first three covariates were generated at an annual resolution from annual aerial images 
of the study area (although area of industry was not used within the model). The land use 
variable was time invariant and a location was classed as urban if there were 50 or more 
births within 150m over the study period. The information for the smoke control covariate 
was compiled from local authority records detailing the spread of implementation from the 
Clean Air Act, including maps. A location was designated as within a smoke control area 
from the date when it became an implemented smoke control area. The model was used to 
predict at the 20 monitoring sites and 5 evaluation sites around the boundary of the study 
area. R2 reported for this study was 0.84 for the predictions at the 20 model building sites, 
however the model showed a poor fit with the evaluation sites. The study determined that 
while it represented BS concentrations well within the study area it could not be 
extrapolated. 
48
A GIS based moving window approach was used to model annual mean NO2 concentration 
maps across Europe for 2001 (Vienneau et al. 2009). This model was developed on the 
basis of 1km modelled emissions data to predict concentrations across areas where land 
cover data was not adequate for LUR. The main principle of this approach is that proximity to 
emission source is a main driver of pollutant concentrations. The study used a monitoring 
network of 942 sites with a 1km grid of emissions (from the APMoSPHERE project; 
(Vienneau 2006). A moving weighted window (or kernel) was passed across the emissions 
grid to derive new values for the central target grid square in the window. A focal sum 
method was used to sum all weighted contributions in the moving window to the target grid 
square (with weights based on a distance decay function to simulate dispersion from 
source). The moving window shape was adjusted to account for wind direction over the year 
(although this was not found to improve model performance) and included emissions within a 
radius of up to 11km. The weighted emission grid was used to calculate an emissions 
intensity index at each grid square and this was calibrated against monitored concentrations 
at a subset of training sites (75%). The calibration equation was then used to convert 
emissions grid to concentrations and generate an EU wide map of these. The model was 
evaluated at independent sites (n=228) and a maximum R2 (considering different window 
configurations) was reported as 0.61. This study identified the quality of emissions as a key 
input. 
2.4.5 Key retrospective studies on a national scale 
While the literature identifies numerous and variable GIS techniques for modelling ambient 
air pollution concentrations, there are very few studies with a focus on retrospective 
concentrations on a countrywide scale, with the exception of the Dutch LUR study (Beelen et 
al. 2007) already discussed. This section reviews other such studies carried out with this 
focus. 
Hart et al. (2009) used a Generalised Additive Model (GAM) to predict ambient 
concentrations of PM10 and NO2 at cohort addresses across continental US for the years 
1985 to 2000. Annual average pollutant concentrations came from existing monitoring 
networks (US EPA AQS) and the models were developed using 90% of the available 
monitoring sites for each year and validated with the remaining 10% of withheld sites. 
Monitored numbers increased from around 300 to 2,100 for PM10 over the study period and 
from 300 to 400 for NO2, and decreases in pollutant concentrations over the timeframe were 
significant, 40% and 23% for PM10 and NO2 respectively. Their GAM used a combination of 
smoothed spatial surfaces of monitoring data and regression with GIS derived covariates to 
develop predictions. Initially a long term (1985-2000) average spatial surface for each 
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pollutant was generated in a GAM containing bivariate thin plate spline indicator variables to 
adjust for year and time invariant GIS derived covariates. Covariates included distance to 
road, population density (Census 2000), elevation, surrounding land use within 1km (from 
1992 Land cover data) and distance to and emissions from power plants (2004 emissions 
data). To predict annual differences from the long term averages, residuals at monitoring 
sites for each year were used to create a bivariate smooth using a 2D thin plate spline. 
Therefore: 
Equation 2.2  
Predicted annual average at unsampled location =  prediction from 1985-2000 long term 
average surface with GIS covariates + prediction from year specific annual spatial residual 
surface. 
The study reported R2 values of 0.49 and 0.55 for PM10 model building and validation 
respectively with an RMSE of 9.1 μg/m3 and R2 values of 0.88 and 0.9 for NO2 model 
building and validation with an RMSE of 3.5 ppb. These results compared favourably with 
the IDW model for which they reported validation R2 values of 0.44 and 0.67 for PM10 and 
NO2 respectively. Hart et al. (2009) considered the GAM model to be reasonably accurate 
and precise and found GIS covariates to be statistically significant in line with LUR studies. 
While their R2 values were reported to be higher than many LUR studies, they have reported 
only one set of model validation results without considering temporal variations in model 
performance on an annual basis. Limitations to this study include the use of existing 
monitoring networks with non uniform distribution of sites and varying number of sites 
annually. Also, treating the GIS covariates as constant throughout time, when this is unlikely 
to hold true in reality, introduces errors to the model, particularly in areas which experienced 
greatest changes to infrastructure over the study period. The validity of a countrywide model 
over regional models has been questioned (Spziro, 2007) but regional models have not 
always been shown to outperform national models (Liao et al. 2006). 
Hystad (2012) estimated exposures to PM2.5, NO2 and O3 across Canada between 1975 and 
1994 applied to participants in a population-based case control study of over 8000 
individuals with lifetime address histories. Exposures to ambient air pollution concentrations, 
vehicle emissions and industrial emissions were assessed separately. Exposures to vehicle 
and industrial emissions were estimated by proximity to sources; major roads (within 50, 100 
and 300m) and industrial plants (with 1, 2 and 3km) respectively. As only 1996 road data 
were available, vehicle emission exposures were weighted using vehicle numbers and 
emissions to account for the temporal changes over the study period. Ambient pollution 
concentrations for PM10 and NO2 were modelled across Canada at 10 x 10km resolution. 
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Current national spatial surfaces were estimated using satellite maps and a chemical 
transport model. Historic concentrations were compiled from routine monitoring network 
(with PM2.5 being estimated using a random effect model based on measured TSP 
concentrations). The concentrations across the study period showed declines of 32% 
(between 1984 and 1994) and 28% (1975-1994) for PM2.5 and NO2 respectively, with 
changes differing geographically across Canada. The national spatial surfaces were then 
calibrated yearly to estimate the historic annual average concentrations between 1975 and 
1994 using the monitored data and two different approaches:  
• spatiotemporal interpolation, historic monitored concentration and smoothed IDW 
interpolation of ratios of spatial co-located historic surfaces and the current modelled 
pollution concentration surfaces and, 
• linear regression of spatial pollution surfaces with a time trend and historic population 
density (available five yearly from the Canadian Census). 
Both methods were developed using 90% of the available monitoring concentration data for 
each year and evaluated using the reserved 10% of sites. The best performing models of 
ambient air pollution concentrations reported R2 values of 0.51 for PM2.5 (using 
spatiotemporal interpolation) and 0.38 for NO2 (using linear regression with time trend and 
population density as a spatial predictor). Some limitations for this study included the use of 
population density as a spatial predictor in the linear models which has drawbacks for 
epidemiological studies. The authors also reported that relying on historic routine monitoring 
networks may be problematic as sites may have been located to capture localised pollution 
problems (particularly in rural sites) but representativeness of sites cannot be tested 
retrospectively. This problem of potential preferential sampling over time with a routine 
monitoring network may equally be an issue for this PhD study with using The National 
Smoke and Sulphur Dioxide historic network concentrations. The recalibration backwards 
was not evaluated on an annual basis, model performance statistics (R2 and RMSE) were 
presented for each pollutant and model on a five yearly basis although maps were generated 
annually. 
2.5 Model validation 
Optimally, assessment of the performance of models and estimating levels of uncertainty in 
predictions requires validation with independent data. As has been mentioned, there are a 
number of different ways in which validation can be performed and the selection of validation 
approach is often driven by the number of available monitoring sites for the study area.  If 
there are a sufficient number of sites, the data can be partitioned into separate subsets used 
for model training and predictions, then compared with the reserved validation subset. The 
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‘leave-one-out’, method of cross validation also known as Jack-knife, can also be used to 
test model robustness. This method excludes one site at a time, while making predictions at 
this site with remaining sites. For all sites, measured versus predicted concentrations from 
the model are then ultimately evaluated using linear regression. This is useful where 
monitoring data is sparse.  In either case, standard performance measures can be used to 
evaluate and compare models, including R2, standard error, root mean square error (RMSE) 
and fractional bias (FB; Carruthers et al. 2003; McHugh et al. 1999). The use of model 
validation methods for this study is discussed further in Chapter 4.   
2.6 Summary 
Although GIS techniques have been widely used to model air pollution and the different 
methods reviewed and compared, GIS based modelling techniques have not been widely 
used to assess retrospective long term exposure to air pollution and most studies represent 
a snapshot in time.  
This thesis aims to develop methodologies to provide maps to characterise black smoke and 
SO2 pollution over the CHESS study period, 1962 - 1991, as a basis for epidemiological 
studies on long term exposure. Some of the techniques introduced in this literature review 
will be piloted in Chapter 4. 
How successfully any of the approaches work is likely to depend on the complexity of the 
spatial air pollution patterns, the density and distribution of monitoring sites, the quality and 
availability of suitable covariates, and the availability of information on the input variables 
needed for dispersion modelling.  In this study, appropriate covariates will be identified and 
sourced and a number of different GIS methodologies will be trialled, developed and 
compared to find the most appropriate approach to create continuous pollution surfaces 
across the study area and time period. 
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3 Data compilation and evaluation 
In this chapter a review of data required to create lifecourse exposure metrics for the GB 
population is outlined. The steps taken to identify potential sources and obtain data for use in 
the different modelling techniques identified for comparison (Section 1.3) are discussed. The 
quality of data sourced and it’s suitability for use in this project will be reviewed in each 
section. To complete this chapter, a summary of the data both available and appropriate for 
use in the modelling is provided, and the actions taken to incorporate them into a GIS 
described. 
3.1 Data Discovery 
3.1.1 Data requirements 
Identifying, sourcing, collecting, integrating and cleaning data is an important step in building 
a database, and typically one that requires considerable time and effort. Where long series 
of consistent historic data are required, the challenges of database construction become 
even more severe. Data requirements for modelling methods differ and the database was 
compiled to support the development of different methods across the study period and time 
frame. The literature review highlighted a number of potentially appropriate modelling 
methods for use in the GIS framework. Methods to be investigated for use are outlined 
below. There is a distinction between the methods that use emissions or emission proxies 
and those that rely on monitored concentration data: 
• Monitored concentration data  
- geostatistical techniques such as inverse distance weighting (IDW) and 
kriging.  
- Affinity zone stratification 
• Modelled emissions 
- Dispersion models are built using inventories of source emission rates. 
- Focalsum, in which emissions are smoothed using a moving windows 
method and converted to concentrations through calibration with 
monitored concentrations 
• Emission proxies 
- Land use regression, uses the relationship between monitored 
concentrations and land use as an emission proxy along with other 
predictor variables 
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Using these different methods, this study aimed to construct small area (1km grid where 
possible) air pollution maps for each of the Census target years. The 1km resolution was 
selected as the lowest common denominator across target years and while more precise 
georeferenced data could allow for higher spatial resolution in more recent years, this was 
considered unlikely to be achievable back in time. With consideration for the different data 
needs associated with the proposed methods, the data requirements for this study have 
been identified by category (Table 3.1). 
Table 3.1 Data requirements 
*Target years identified as 1962, 1971, 1981, 1991 
3.1.2 Strategy 
A strategy for sourcing suitable data to best meet the requirements in Table 3.1 was 
devised, focusing on four key areas: 
• Digitally available - For each data category initial sourcing focused on readily 
available digital data, either created within Imperial College, Dept Epidemiology and 
Biostatistics, Environmental Exposure group; online through data archives and GIS 
sources such as, EDINA (Edinburgh Data and Information Access) a UK national 
academic centre supporting higher education by providing access to a range of 
online data sources; the publically available National Air Quality Archive;  and 
privately developed datasets available for purchase 
Data category Description 
Temporal 
coverage 
required 
Units 
Monitored concentrations of air 
pollutants 
Available across geographic study area and 
throughout study period using consistent 
methods of measurement. 
Annual XY 
coordinates  
Predictor 
variables: 
Emissions Emissions to include source categories 
relevant to pollutants of interest, e.g. industry 
and domestic, across study area and time 
Target 
years* 
1km grid 
Emissions proxies Could include road and rail networks, traffic 
counts and land cover. 
Target 
years* 
1km grid 
Descriptors of 
dispersion 
environment 
Topography across study area.  None 1km grid 
Meteorological data, parameters ideally to 
include, wind speed and direction, 
temperature and cloud cover. 
Target 
years* 
1km grid 
Ancillary data Additional historic information to enhance 
modelling, either as data compiled for GIS or 
supporting qualitative information. 
As 
available 
As 
available 
Population data Population density from UK Census Target 
years* 
1km grid 
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• Web searches – Both through academic sites and generic search engines, searches 
were conducted to identify further sources of data and organisations, companies and 
interested parties that may hold data, either digital or paper, or have expertise and 
interest in relevant areas. 
• Paper records  - The catalogue at the British Library was searched to find documents 
relevant to air pollution action groups, Clean Air Acts, Smoke Control Orders and 
other key historic events. Once paper records had been reviewed and information 
collected, interested organisations that had been identified were contacted, where 
still in existence, to enable further searches into accessible archives and journals. 
• Experts and interested groups – Identified through web searches and paper records, 
personal communications were instigated with relevant experts and groups to identify 
further avenues for data sourcing and also to gather information from the experience 
and knowledge of experts. This more qualitative data could lead to further sources of 
quantitative data, establish better background knowledge or provide supporting 
evidence for model outputs. 
Data identified were extremely varied in type and quality, including quantitative and 
qualitative, with differing extents, formats, scales and resolution. Much processing was 
required to isolate appropriate data, create common geography and successfully integrate 
into a GIS for modelling purposes. ArcGIS 9.x and 10 were used to create, store and 
manipulate the GIS data. Where possible data was converted into 1km grids for modelling 
and mapping, however where data accuracy or resolution did not allow for this then the 
highest achievable and appropriate resolution was maintained. 
3.2 Data sources and evaluation 
The data table (Table 3.2) on the following pages summarises the data sources identified, 
and indicates their completeness across the study period. The following sections will briefly 
describe, by each category in turn, the process of data sourcing and treatment. 
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Table 3.2 Sourced data 
      Availability for Year 
 Data Source Resolution Description Pollutant 1962 1971 1981 1991 
Monitored 
concentrations of 
air pollutants 
 
National Smoke  
and Sulphur 
Dioxide Survey 
Point with 
coordinate 
precision 
ca. 100m 
Daily black smoke and SO2 
measurements. Annual mean of 
sites with >=75% operational days 
in year 
BS and SO2     
          
Domestic 
Emissions Domestic AEA 5km grid 
Methodology developed by AEA 
with accompanying documentation 
(Appendix) 
BS,  SO2, 
PM10 
x    
         
Industrial 
Emissions 
Power stations AEA Point BS,  SO2, PM10     
Iron & Steel AEA Point SO2, PM10     
Cement works AEA Point BS,  SO2, PM10     
         
Transport 
Emissions 
Road brake and 
tyre wear AEA 5km grid PM10 x    
Road exhaust AEA 5km grid SO2, PM10 x    
Railway 
Beeching 
Report (British 
Railways 
Board, 1963) 
Line 
Paper maps (1961, 1969) with 
passenger & freight densities 
scanned and georeferenced. 
Current meridian railways used as 
base with additional lines added.  
-  1969 - - 
          
Emission proxies – 
land use 
Land cover, 1990 & 
2000 
CORINE Land  
cover (EEA) 
1:100,000 
vector or 
100m grid 
45 landcover classes - - - -  
Ecological Survey 
of GB, 1978 
Countryside 
Information 
System (CEH) 
1km grid 
Industrial, residential, mining, 
railways, roads - stratified using ITE 
land classification 
- - - x - 
Land Use Survey of 
GB, 1984 
Countryside 
Information 
System (CEH) 
1km grid 
Based on digitally derived 
stratification of GB, road, built-up, 
quarries and pits, railway 
- - - x - 
First Land 
Utilisation Survey 
Dudley Stamp 
maps, Vision of 
Britain 
  Limited number available as paper 
maps through CEH, no centrally 
available set held. 1960s 
- x x - - 
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      Availability for Year 
  Data Source Resolution Description Pollutant 1962 1971 1981 1991 
Dispersion 
Environment 
Topography Land form PANORAMA (DTM) 
1:50,000, 
50 x 50m 
grid 
Grid interpolated from contours of 
Landranger maps. Height rounded to 
nearest 1m. Accuracy between 2m 
(hilly rural areas) - 3m (urban lowland) 
- - - -  
Meteorological 
data 
ECMWF - ERA-40 1 degree grid 
ERA-40 reanalysis of met data 
suggested as best source (Paul 
Agnew, MET office) - total cloud cover, 
temperature and wind data available 
-     
MIDAS Land Surface 
Observation Stations 
Data, BADC 
Met 
stations, 
point 
BADC available from individual 
stations. Daily and hourly weather 
measurements (including rain, 
temperature, wind) from 1853 to 
current day.  
-     
Population 
1961 GBHGIS and GRADE 
 
Population and Parish boundaries -  - - - 
1971 Casweb and UKBorders 
Population at ED level, synthetic 
boundaries from centroids used. 
Population density gridded at 1km 
using areal weighting 
- -  - - 
1981 Casweb and 
UKBorders, ONS 
postcode directory 
Population at ED level gridded to 1km 
using postcode weighting 
 
- - -  - 
1991 - - - -  
          
Ancillary 
Smoke Control 
Areas 
National Society for 
Clean Air, Journals 
and Members 
Handbooks 
& AEA 
 1991 coverage for SCAs from AEA 1971 total acreage per council held - - - - x  
Index of 
domestic coal 
sales in 1950s 
and 1960s 
Douglas Waller Index  
Districts linked to 1961 Parish 
boundaries , initial run matched 1,673 
areas from 2,695 indexed and 
remainder matched using gazateer 
- x - - - 
Lichen Hawksworth and Rose, 1970   
Zone-map: qualitative scale for 
estimation of mean winter SO2 using 
epiphytic lichens digitized for input into 
GIS 
- -  - - 
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3.2.1 Data on monitored concentrations of air pollutants 
The National Survey of Smoke and Sulphur Dioxide held by the National Air Quality Archive 
was identified as a core database for use in this study as it provides a set of long running 
measurements of black smoke and sulphur dioxide. 
3.2.1.1 National Smoke and Sulphur Dioxide Survey 
Systematic air pollution measurements were carried out in the UK as early as 1914 by Local 
Authorities. In 1959 a working group was established to see how these measurements could 
be expanded into a National Survey to monitor pollution levels and progress on compliance 
with the Clean Air Act of 1956.  In 1961 the UK National Survey of Smoke and SO2 was 
established, providing daily measurements of SO2 and black smoke (Warren Spring 
Laboratory 1972) up to 2005 when it stopped operating. This survey provides the UK with a 
unique long-running set of air pollution data, with over 3,100 monitoring stations in existence 
at various points from its inception.  
The aims of the survey as set out by the 1959 working group were: 
• To provide guidance for government in the application of clean air legislation 
• To assess improvements in air quality 
• To provide a technical basis for further legislation where required 
• To provide a systematic data set for use in health studies of effects of air pollution on 
health, and the distribution of pollution within and around towns (Warren Spring 
Laboratory 1972). 
Measurements were taken using methods subsequently established as British Standard (BS 
1747) that remained in use throughout the Survey (1961 to 2005), thus providing a 
consistent data set over the whole time period. Smoke was measured by the smoke stain 
method, whereby sample air is drawn through filter paper over a 24 hours period; the 
staining of the paper is measured using a reflectometer and a calibration curve (based on 
coal burning) used to convert to smoke concentration in µg/m3 (NETCEN 2006). This 
method is not a size-selective measure of particulates, but it has been reported to collect 
approximately PM4.5 (McFarland et al. 1982). Sulphur dioxide was measured using acid 
titration; air is bubbled through dilute hydrogen peroxide forming sulphuric acid, and titration 
carried out to determine the gaseous acidity. This assumes that the net acidity of the air is 
the result of SO2. The report from the Warren Spring Laboratory (Warren Spring Laboratory 
1972) also details the structure of the monitoring network and describes how site locations 
were positioned to try and provide representative coverage of towns across the UK. While 
many local authorities had already established their own sites, further sites were added to 
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the existing network to represent a spread of towns, reflecting total population and 
population density, predominant domestic heating methods, industrial and polluting activities 
and topographic features. Five categories of site type were identified for each town included 
in the National Survey:  
• residential with high population density 
• residential with low population density 
• industrial district 
• commercial centre  
• rural 
An additional category of Smoke Control Areas was also included which could fall into any of 
the preceding categories. In towns where not all these categories existed, fewer 
measurement sites were established. Practical limitations, including ease of access and 
protection from interference, influenced site locations. At initial set up, the number of urban 
sites was 1,100, with a further 200 countryside sites. Although some countryside sites were 
located in and around new potential power station sites and run by the Central Electricity 
Generating Board (Warren Spring Laboratory 1972), the majority were intended to be 
representative of villages and countryside of the UK. As sites became operational they were 
assigned one of 14 site codes defining the site within one of the five categories in full 
(Appendix B). During the period of the National Survey annual operational numbers varied 
as sites came in and out of existence (Figure 3.1).  
 
 
 
 
 
 
Figure 3.1 Total number of sites in the National Survey 
The number of active monitoring sites in the National Survey peaked in the late 1970s and 
declined over the years until it was terminated on 31 December 2005. A significant drop in 
the number of sites in 1981 occurred when the National Survey was reviewed and 
subsequently became known as the UK Smoke and Sulphur Dioxide Network (Loader 1999). 
A review by DEFRA to examine the value of non-automatic networks (Fowler et al. 2006) 
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recommended that non-automatic measurements of SO2 should be stopped as low 
concentration levels made the methods of measurement unsuitable, and black smoke 
monitoring could be maintained with existing methods. In 2006, the UK Black Smoke 
Network was established by the National Physical Laboratory (NPL) incorporating 11 
existing black smoke sites and 10 new sites, co-located with sites in the Automatic Urban 
and Rural Network (AURN; NPL 2007). 
3.2.1.2 Description and quality of monitored concentration data 
Daily monitored black smoke and SO2 concentrations were available electronically across 
the study period from April 1961 - 2001 from the National Air Quality Archive (NAQA). Paper 
copies of monitored concentration data from a number of years preceding the National 
Smoke and Sulphur Dioxide Survey (1955 - 1961) were also obtained (AEA), to establish if 
these were suitable to support modelling prior to the earliest target year.  
Table 3.3 Annual mean concentrations and number of sites from paper records,  April  
1954 – March 1961 
Year Black smoke 
 SO2 
N sites Mean (μg/m3)  N sites  Mean (μg/m3) 
1954 87 186.28  45 79.33 
1955 136 225.44  94 85.74 
1956 172 207.21  125 72.32 
1957 187 210.80  162 72.96 
1958 208 212.65  170 228.98 
1959 234 158.97  201 176.11 
1960 307 145.65  255 156.90 
1961 247 150.79  204 162.20 
 
While there was monitored concentration data available from 1955 onwards, The National 
Survey had not been fully established at this time and data was collected from individual 
local authorities using different measurement techniques. The paper data from the early 
years (1955-1961) were discarded from the data set because there were large step changes 
between annual mean concentrations between years for both pollutants. In particular a 
marked unexplained rise in SO2 in 1958 (see Figure 3.2). 
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 Figure 3.2 Annual mean concentrations of black smoke and sulphur dioxide from paper 
records (April  1954 – 1961) and electronic data (April  1962 - 1970) 
To maintain a consistently measured series of concentration data, only the electronic data 
obtained from the established Survey via the National Air Quality Archive from 1962 (first 
complete year of electronic data) onwards was used. For this period, daily SO2 and BS 
concentrations (µg/m3) were extracted and formatted into a Microsoft Access database. 
Annual mean concentrations were calculated for each of the network sites for black smoke 
and SO2 where operational days in each year exceed 75%. Sites with ≥75% data capture 
number around 600 in the 1962 data sets, peaking at around 950 in 1981 and then rapidly 
declining to ≈190 for SO2 and BS by 1991, representing just 20% of sites available at the 
peak in 1981 (Table 3.4). 
Table 3.4 Target year summary statistics (μg/m3) for Black smoke and Sulphur dioxide,  
1962-1991 
 
 Year Sites Minimum 5% Mean 95% Maximum SD Skewness 
Black 
Smoke 
1962 667 2.84 47.02 143.76 314.10 574.96 84.56 1.17 
1971 960 1.17 14.37 52.14 114.78 280.50 33.31 1.47 
1981 965 0.88 7.06 19.49 41.34 105.45 11.57 2.27 
1991 192 2.52 5.23 15.90 30.22 48.16 7.99 1.03 
          
Sulphur 
Dioxide 
1962 604 3.72 49.85 160.44 160.54 449.70 77.73 0.65 
1971 918 10.17 31.79 95.48 95.32 288.75 47.14 0.76 
1981 946 2.45 17.51 47.55 47.56 190.94 21.95 1.23 
1991 191 11.93 15.61 34.90 34.92 90.25 14.54 0.77 
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For any given year, the distribution of measurements across available sites are skewed, 
more so in BS with the greatest degree of skewness in 1981 (distributions available in 
Appendix C). When modelling, log transformation (LN) of data was used to obtain more 
normal distribution for all target years. 
The massive decline in the number of BS and SO2 sites over the years poses some 
problems for modelling concentrations over the study period. There are also great reductions 
in the magnitude of concentrations and reduced variability between concentrations in later 
years (Table 3.4). Sites coming in and out of existence through the study period mean that 
only a very small subset of the sites give measurements for the whole period between 1962 
and 1991. For black smoke only 22 sites (Table 3.5) remained active across the whole time 
frame and only 20 sites for Sulphur Dioxide and in particular, there are no rural or 
background sites available across all years. Sites coming in and out of existence are 
problematic as it does not give a consistent picture of the spatial pattern of pollution over 
time. 
Table 3.5 Annual mean concentrations (μg/m3) at 22 sites in existence over entire 
study period, 1962-1991 
Site Name Site Code 
Black smoke  Sulphur Dioxide 
1962 1971 1981 1991  1962 1971 1981    1991 
BARNSLEY 8 B3/E 252.6 145.2 51.4 25.7  247.9 159.2 83.3 74.0 
BARNSLEY 9 B3 260.6 158.0 57.7 26.3  171.5 153.2 92.1 50.3 
BEESTON 
STAPLEFORD 1 B2/E 181.6 56.7 21.2 19.2 
 
173.2 112.8 87.3 48.5 
BOLTON 24 D1/E 188.5 96.8 23.6 14.7  267.6 130.0 67.0 38.1 
COATBRIDGE 5 B3/E 166.4 47.7 32.8 11.9  - - - - 
COVENTRY 13 D1/E 118.4 39.2 14.9 12.7  138.9 112.3 69.7 30.0 
CREWE 9 A1/E 339.0 100.5 18.4 15.9  241.0 114.6 42.3 28.7 
ELLAND 2 D2/E 227.5 70.7 21.6 16.4  - - - - 
ENFIELD 14 A1/E 116.0 44.5 14.5 7.0  176.3 124.9 64.8 19.9 
HARTLEPOOL 12 A3/E 298.5 89.8 21.5 5.5  175.7 58.7 23.9 16.1 
LEEDS 26 A2/E 404.4 104.6 17.1 15.6  297.7 154.4 46.7 26.6 
LEIGH 4 A2 259.7 49.0 29.9 15.3  240.8 104.9 82.8 35.3 
LINCOLN 5 A1/E 153.3 51.7 17.2 8.4  117.3 97.4 47.7 32.3 
LIVERPOOL 16 A2 132.3 80.9 28.2 12.7  303.7 184.3 65.2 38.2 
MANCHESTER 11 D1/E 274.4 98.9 25.0 24.5  388.2 239.2 88.3 41.6 
MIDDLETON 3 A1/E 399.6 112.2 13.0 19.4  274.7 177.4 50.9 40.2 
NEWBURN 2 B3/E 163.7 76.9 13.1 10.3  80.5 73.9 39.2 33.8 
NORWICH 7 A3 134.0 55.4 18.5 11.9  95.0 68.3 35.5 16.7 
OLDHAM 13 A2 251.8 107.9 24.4 11.9  173.3 136.2 71.5 38.6 
SOUTHEND 
ON SEA 2 A1 91.6 39.4 14.0 9.6 
 
110.6 81.2 41.1 34.5 
SUTTON 
COLDFIELD 5 B3 110.6 46.6 18.0 9.7 
 
129.7 99.2 57.7 34.8 
SWINDON 2 B2 82.3 36.4 13.4 9.9  101.0 83.2 35.2 19.8 
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An analysis of concentrations at sites common to pairs of target years was also carried out 
to determine correlations between concentrations at sites over the study period. 
Table 3.6 Pairwise correlations between concentrations at sites common to target 
years 
Pollutant N sites Year R p 
Black 
smoke 
27 62-91 0.53 .005 
52 71-91 0.60 .000 
26 81-91 0.68 .000 
335 62-71 0.76 .000 
174 62-81 0.41 .000 
149 71-81 0.56 .000 
Sulphur 
dioxide 
25 62-91 0.26 .201 
51 71-91 0.61 .000 
106 81-91 0.70 .000 
305 62-71 0.83 .000 
155 62-81 0.31 .000 
380 71-81 0.58 .000 
Mean concentrations of both air pollutants fell greatly over the study period with most 
dramatic declines between 1962 and 1981 (Table 3.4 and Figure 3.3). These two decades 
saw a greater than seven fold decrease in annual mean black smoke concentrations and a 
3.5 fold decrease in annual mean SO2. A slower and steady decline in both pollutants 
continued to 1991 (full tables of annual summary statistics available in Appendix D). 
 
Figure 3.3 Annual mean concentrations of Black smoke and sulphur Dioxide for sites 
with greater than 75% data capture, 1962 – 1991 
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The issues noted here including the declines in concentrations, spatial variability and 
number of monitoring sites, as well as decreased reliability of the measurement methods as 
pollutant concentrations fall, will make concentrations more difficult to model in later years of 
the study.  
3.2.2 Retrospective emissions 
1 x 1km resolution retrospective emissions maps focusing on target years could be a key 
input for concentration modelling in that it could support national scale dispersion modelling 
and generate historic spatial predictors of pollution back in time. Such emission grids did not 
exist prior to this study and so the aim was to generate these in collaboration with 
environmental consultants AEA (CHESS-UK partners) for use in this project.  
The National Atmospheric Emissions Inventory (at AEA) compiles estimates of emissions to 
the atmosphere from UK sources including domestic, transport, power stations and industrial 
plants. For most pollutants, the NAEI holds estimates of pollutant emissions in the UK back 
to 1970. The NAEI has generated annual emission maps for the UK each year by 
geographically disaggregating national emissions totals, starting in 1990, to a 10 x 10km 
grid. Since 1994 these annual emission maps have been generated at 1km grid 
(tonnes/km2/year). For this project similar 1 x 1km emission maps are required for earlier 
years to aid the modelling of predicted pollutant concentrations across GB at a scale fine 
enough to allow for analysis of individual level exposures. In collaboration with AEA, the 
annual national emissions inventory totals for black smoke and SO2 were to be 
disaggregated to the finest resolution possible (aiming for 1km x 1km maps) for target years 
back to 1961. The current NAEI emission maps published annually, are generated using 11 
SNAP code (Selected Nomenclature sources of Air Pollution) emission categories, including 
stationary sources (such as trade and industry, farming and agriculture) and mobile sources 
(including road and railway traffic). Where similar historic spatial data is available for these 
categories, methodologies similar to those currently used for the NAEI maps were to be 
adapted and used.  
Decennial emissions modelling and mapping for use in CHESS, covering the period 1961-
1991, was undertaken at AEA and applied in this study. This was carried out by AEA with 
input from this PhD work. The PhD input included helping draft the protocol, sourcing and 
compiling historic data to inform disaggregation, and applying the methodology to 
disaggregate industrial Iron and Steel point source emissions. Key historic covariate data 
was identified in discussions with AEA and sourced as input into this emissions mapping 
process (the plan of data investigation is available in Appendix E). The National emissions 
estimates are available for years since 1970 (NAEI at AEA), and are considered by AEA 
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experts to be at a reasonable level of certainty for most pollutants. A top-down approach was 
used to model the spatial distribution of emissions and disaggregate these national totals 
geographically using a combination of covariate data (e.g. traffic counts, industrial point 
sources). Disaggregating to 1km grids was preferred but the finest scale considered 
appropriate by AEA was 5 x 5km, so emission grids for GB generated at this resolution.  
3.2.2.1 Summary of retrospective emission modelling methods 
Several key emission sources over the study period were identified as priorities in terms of 
obtaining reliable data to aid disaggregation of national emission totals, due to their 
substantial contributions to total black smoke and SO2 emissions in the NAEI: 
• Point sources –considered the most important contributors both in terms of emission 
estimates and location. Power stations dominated these but heavy industry, in 
particular the iron and steel industry and cement production, were also important to 
capture as point sources. While information was available to allow estimates of 
emissions to be allocated to point sources, no digital record of the location of these 
point sources existed. 
• Domestic sector - an important source both in magnitude and impact, due to the 
close proximity of the source to the population. Key factors affecting the magnitude, 
extent and degree of emissions pre 1970 and the ability to provide accurate spatial 
disaggregation of emissions, were the introduction of smoke control areas (Section 
2.1.2) and the development and spread of the mains gas network across the different 
years, which was associated with a large reduction in emissions from domestic coal 
fires. To disaggregate national domestic emission totals, regional fuel consumption 
and population density grids were used. 
• Road transport - in the earlier study years (1960s & 1970s) this was a considerably 
less important source than in later years. Determining suitable spatial distributions 
was challenging for earlier years, due to changes in the road network and a lack of 
digital data recording this.  
The methodology to produce the CHESS emissions maps for 1961, 1971, 1981 and 1991 
was developed at AEA with support and input from the research for this thesis (Appendices 
A and E). The lack of historic spatial data meant it was necessary to use land cover and 
population density as surrogates to enable disaggregation of emissions. A short summary of 
the different methods employed for key identified emission sectors are described in the 
following. 
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• Industrial point sources. Individual plant productivity statistics and NAEI national 
emission totals were used to allocate emissions from specific industrial processes to 
plants by main contributing sectors for all target years. Individual plants were 
investigated for each industry by employees of the CHESS project, and where 
possible, XY coordinates were identified using data available, Google and Google 
Maps. Other smaller and more ubiquitous industrial sources could not be located 
and, as there was no information on which to base the geographical disaggregation 
of these sources, they were not included. 
- For the cement industry, plant location and capacity statistics were sourced 
through the World Cement Directory, paper copies of which were provided 
by The Concrete Society (www.concrete.org.uk). 
- For the Iron and Steel industry, the Iron and Steel Statistics Bureau’s 
(ISSB) paper publications, ‘Annual Statistics for the UK, Iron and Steel 
Industry’ copies held at AEA, provided historical information to locate sites 
and distribute emissions according to furnace types and production for 
1971-1991. For 1961, detailed information was not available, thus a linear 
rescale of the 1971 distributions was applied.  
- For power stations, individual plant output capacities and addresses were 
available from the paper publications Electricity Supply Handbooks for 
1961-1981 for major point sources. An assumption was made that all 
plants used the same fuel proportions (nuclear plants were not included) 
as information on fuel consumption was not available at plant level.  
• Domestic sector. For the domestic sector emissions, different methods of 
disaggregation were applied for each of the target years due to the differences in 
available spatial data. 
- For 1991, an NAEI emissions distribution grid which had been developed 
to distribute 2004 domestic emissions, was used to distribute 1991 
national emission totals.  
- For 1971, regional fuel consumption data was sourced from the Digest of 
UK Energy Statistics (DUKES) through the British Library, and were used 
to calculate a regional energy use per capita figure. Emissions from 
different fuel sources were then distributed geographically using 
population grids. Oil emissions were distributed equally across all 
population densities. The most densely populated areas were assigned all 
emissions from gas use as they had the highest probability of being 
included in smoke control areas and within the gas network at this time. 
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The least densely populated areas were allocated all the wood, peat and 
anthracite emissions while emissions from coal and coke were assigned 
to the remainder of medium densely populated areas. This process was 
completed regionally.  
- For 1981, only regional gas consumption data were available (DUKES) 
so other regional fuel use proportions were inferred from the NAEI and 
1971 data, and the same methods and assumptions for distribution as 
1971 used.  
- For 1961 there were no NAEI data, and only very coarse fuel data from 
the Department for Business, Enterprise and Regulatory Reform (BERR) 
with no domestic fuel break down. It was considered inappropriate to 
generate emissions for 1961 with such incomplete data. 
• Road transport emissions – An NAEI 2005 vehicle activity distribution grid was 
adjusted according to changes in population density for each of the target years and 
then used to distribute the relevant national total vehicle km data (available from 
Department for Transport) for each year (1971-1991). This revised vehicle activity 
grid was further adjusted by year to redistribute vehicle activity away from motorways 
prior to their existence. Finally this grid was used to distribute NAEI road transport 
emissions from 1971, 1981 and 1991. It was considered inappropriate to generate 
1961 road transport emissions as there was incomplete data. 
3.2.2.2 Quality of modelled emissions 
The modelling emissions process resulted in 5km x 5km resolution emission grids for 
domestic and road transport for 1971, 1981 and 1991 and emissions from industrial point 
source emissions for all four target years.  A summary of the modelled emissions outputs is 
presented in Table 3.7. 
Table 3.7  Modelled emissions output, AEA 
Emission  
category 
Description Format Resolution Pollutants 1961 1971 1981 1991 
Domestic Domestic Polygon 5 x 5km BS, SO2, PM10 x    
         
Industrial 
Power stations Point Point BS, SO2, PM10     
Iron & Steel Point Point SO2, PM10     
Cement works Point Point BS, SO2, PM10     
  
 
      
Transport 
Rd brake and tyre wear Raster 5 x 5km PM10 x    
Rd exhaust Raster 5 x  5km SO2, PM10 x    
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While AEA judged the national emission totals available for all years since 1970 to be at a 
reasonable level of certainty for most pollutants, BS and the particulates caused difficulties 
with regards to assessing emission estimates and generating maps. This is because 
historically BS has been used and more recently the PM10 and PM2.5 metrics have replaced 
this metric. Current estimates of BS are not considered to be particularly robust because the 
emission factors used in the compilation of the emissions originate from measurements 
made several decades ago. Emission factors for many sources will have significantly 
decreased since this period, and in addition, BS is known to have changed in colour. So 
generating a consistent time series of either metric will be challenging before any mapping 
work is started (Chris Dore, AEA, personal communication). 
There are some key omissions from the modelled emissions provided for this study. Due to 
the considered unreliability of the NAEI black smoke data, PM10 was provided as a proxy for 
black smoke emissions for a number of sectors. A different conversion factor for each year 
was applied to the PM10 estimates to approximate black smoke emissions (conversion factor 
supplied by Chris Dore, AEA; Appendix F). This conversion factor added a level of 
uncertainty as it was calculated as a ‘best estimate’ but in reality the conversion from PM10 to 
a BS measure is difficult to achieve. In addition to this omission, no area source emissions 
could be supplied for the industrial sector. All industrial emissions were distributed to 
individual identified plants at point locations. Area source contributions from small industry 
could not be developed as there was no means by which to geographically disaggregate the 
totals and locate the sources. 
Use of the modelled emissions was piloted and results interpreted before being considered 
reliable for use across target years. 
3.2.3 Emission Proxies 
While some of the emission descriptor data were readily available in digital format for more 
recent years (e.g. land use, road networks and traffic counts), locating similar data for earlier 
years was a greater challenge and a variety of sources were explored. 
The most important emission proxy was land cover which was available for recent years 
from more than one source. Additional focus was placed on establishing if there were any 
appropriate data to represent GB land cover for the early years of the study. 
One of the first comprehensive land use surveys, The Land Utilisation Survey of Great 
Britain ( 1948), was initiated and organised by Dudley Stamp at London School of 
Economics (LSE), in the 1930s. Schoolchildren and volunteers systematically recorded land 
use across GB on the scale of 6 inches to 1 mile (1:10,560) which was used to generate 
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land cover maps using the OS base maps that were current at the time. Land use was 
broadly categorised into 6 rural groups (forest and woodland, arable land, meadowland and 
permanent grass, heath and moorland, gardens etc. and land agriculturally unproductive) 
and two basic urban land classes, urban and suburban. The complete series was published 
by 1948 at 1 inch: 1mile (1:63,360; Stamp 1948) and has since been scanned and 
georeference by the Great Britain Historic GIS (GBHGIS) and can be viewed online at the 
Vision of Britain website (University of Portsmouth). More detailed archives are still held at 
the London School of Economics. A second Land Utilisation Survey was carried out in the 
1960s under the direction of Professor Alice Coleman at King’s College London. This survey 
gave a much more detailed classification of land use with 64 categories divided into 13 
groups. Maps were published with the Ordnance Survey 1st series maps as the base 
(1:25,000) and while the majority of the field survey work was completed, only 10% of these 
maps were ever published (Coleman 1961). The original maps are still in existence but 
despite their potential, given the volume of work required to transform them from paper maps 
and georeferenced images into digital data for manipulation within a GIS, they could not be 
obtained and digitized within the scope of this project.  
For more recent years, digital land cover data was available for GB as the Land Cover Map 
1990 (LCM1990), 2000 (LCM2000), and 2007 (LCM2007) and CORINE (Coordination of 
Information on the Environment) Land Cover 1990 (CLC1990), 2000 (CLC2000) and 2006 
(CLC2006).  
The Centre for Ecology and Hydrology (CEH) developed the UK based LCM series. 
LCM1990 classifies land cover into 25 classes and was generated using supervised 
maximum likelihood classifications of Landsat 5 Thematic Mapper data (Fuller et al. 1994). 
LCM1990 is available as 25m or 1km raster data. Of the 25 classes, only two describe urban 
and built up areas, namely: 
• suburban/rural development – described as suburban and rural developed land 
comprising buildings and/or roads but with some cover of permanent vegetation  
• continuous urban – industrial, urban and any other developments, lacking permanent 
vegetation 
LCM 2000 is reported to upgrade and update LCM 1990 and, while derived largely from the 
Landsat data, LCM 2000 also utilised additional ancillary data. It is available in vector and 
raster formats (25m and 1km) and includes an additional continuous urban subclass (CEH). 
Both LCM 1990 and 2000 are digitally available but at the time when data was being collated 
they were tightly controlled, with expensive license fees.  
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The CEH working with the European Commission also developed the LCM1990 and LCM 
2000 further to provide the UK’s contribution to the European wide CORINE Land Cover 
maps (1990, 2000 and 2006). CLC 1990 and CLC 2000 raster data are freely available at 
100m and 250m, with CLC 2000 being additionally available in vector format (EEA). CLC 
includes 44 land cover classes with 11 of these being urban: 
• Urban fabric 
- continuous urban fabric 
- discontinuous urban fabric 
- Industrial or commercial units  
- road and rail networks and associated land 
- port areas 
- airports 
• Mine, dump and construction sites 
- mineral extraction sites 
- Dump sites 
- construction sites 
• Artificial, non-agricultural vegetated areas 
- green urban areas 
- sport and leisure facilities 
Additionally UK Countryside Surveys have been carried out at regular intervals since 1978 
and this information is available through the Countryside Information System (CEH). These, 
however, are based on 1km sampled areas and extrapolated across similar ITE (Institute of 
Terrestrial Ecology) land classes, and are focused primarily on rural land and vegetation. No 
appropriate data was found for years preceding 1990. 
For use in this study, the UK focused LCM data would have been preferred but the cost was 
prohibitive at the time. The resolution of CLC was adequate for the target resolution for 
concentration mapping (1km) and the additional urban classifications made it more 
appropriate when considering the sources of the air pollutants of interest. As mentioned 
above, CLC1990 and CLC2000 were freely available and held within the Department of 
Epidemiology and Biostatistics at Imperial College and available for use.  Differences 
between the CLC1990 and CLC2000 have been assessed and it was found that for urban 
classes of interest, in the UK, there were very few changes in the urban land cover ≈0.15%; 
(Feranec et al. 2010). CLC 2000 had the advantage of being available as a vector dataset 
making the reprojection back to British National Grid (from Euro centric Lambert Azimuthal 
Equal Area) more accurate so these data were preferred for use. There are issues  
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Figure 3.4 Illustration of the centroids 
of the 1° grid of ERA-40 meteorological 
data across GB 
associated with using land cover data from more recent years back in time as land use will 
have changed in some areas between 1960 and 1990 by an indeterminable amount. 
However, considering the data available this was considered the most feasible option. Land 
use changes will be a source of uncertainty in any modelling that uses CORINE. 
Data on the geography of the road network was also sourced as a proxy for emissions. OS 
MERIDIAN downloaded from EDINA’s online resource of digital data Digimap (EDINA 2012) 
provided detailed coverage of all roads for the mid 1990s (classified into ‘a’ roads, ‘b’ roads, 
minor roads and motorways). A website detailing the development of the motorway network 
since the 1960s was also sourced and the current network adjusted for target years at AEA 
by removing roads not in existence at each time point (CBRD website). 
3.2.4 Descriptors of the dispersion environment    
The core descriptors of environmental dispersion used in this project included meteorological 
and topographic data.  
Meteorological data were available in the Met Office’s MIDAS Land Surface Observation 
Stations Data via registration and download through the British Atmospheric Data Centre 
(BADC). The BADC is the Natural Environment Research Council’s (NERC) data centre for 
atmospheric science. Daily and hourly weather measurements (including rainfall, 
temperature, wind speed and direction) from 1853 to current day are available across the 
network of Met Office monitoring stations. 
Relevant parameters from the MIDAS 
database across the study period were 
available from the BADC website at station 
locations (represented as XY coordinates). In 
this format, these could be used either as 
parameters at XY locations or as inputs for 
interpolation to generate appropriate grids for 
time periods of choice to provide coverage 
across the study area. It is not, however, a 
straightforward process to interpolate 
meteorological data for all parameters. 
The European Centre for Medium-Range 
Weather Forecasts (ECMWF) was responsible 
for coordinating the ERA-40 reanalysis project 
which produced analyses describing the state 
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of the atmosphere, land and ocean-wave conditions from mid-1957 to 2001. Meteorological 
parameters were available from the ECMWF website for download on a 1.5° grid 
(approximately equivalent to 70 x 110km; Figure 3.4) at daily intervals across the study time 
period. While both the ERA-40 and MIDAS data were freely available sources covering the 
extent of the study area and all years of the study, ERA-40 was the preferred dataset, as it 
was available on a grid and required no interpolation from point data.  
Topography affects dispersion of air pollution in the environment both directly and through its 
effect on meteorological conditions. Ordnance Survey’s (OS) Land-Form PANORAMA digital 
terrain model (DTM) was downloaded for GB as a 50m x 50m grid.  
3.2.5 Ancillary data sources 
Historic data are extremely diverse in quality, format and ease of access. Potential ancillary 
data sources used to enhance concentration modelling were researched, sourced and 
developed where possible. Sources included for example, personal communications, the 
British library and council archives. This section describes the main ancillary data sets that 
were identified as key for this study, including; douglas waller index of domestic coal sales, 
smoke control areas, gas network and a national lichen survey. 
3.2.5.1 Douglas Waller Index 
The Douglas Waller Index of air pollution was based on district-level domestic coal sales in 
the 1950s and 1960s and categorised into four pollution groups based on land cover: 
• Group A: Very low pollution. Rural areas and some small towns. 
• Group B: Low pollution. Other towns under 200,000 population, some mining 
villages, and fringe areas of conurbations. 
• Group C: Moderate pollution. Large towns, mainly in the range 200,000 - 500,000 
population, and some mining areas. 
• Group D: High pollution. Densely populated parts of conurbations (Douglas and 
Waller 1966). 
The Douglas Waller index data (list of districts with associated group code) was matched 
with a gazetteer of all place names in Britain (Gazetteer of British Place Names produced by 
the British Association of Counties) with 1km accuracy to provide georefenced locations for 
the indexed place names in the GIS. Some additional unmatched areas were located 
through local knowledge and Google maps by Kayoung Lee within the Department of 
Epidemiology and Biostatistics. In total, 2,688 out of 2,691 districts were matched and 
georeferenced as points to create a Douglas Waller Index map as shown in Figure 3.5.  
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Figure 3.5 Map of Douglas Waller Index with each district  location represented by one 
point.  
3.2.5.2 Smoke Control Areas 
Data on smoke control areas (Section 2.1.2) were considered important due to their impact 
on the distribution of domestic emissions and pollution levels. Data on these areas are, 
however, not held in an appropriate format for the extent of GB.  Information on smoke 
control areas is also held in the BS and SO2 monitoring site classifications, but the reliability 
of the classification is unclear as it includes no indication of when it was applied or of the 
geographical area it related to. 
Despite time consuming research, no central record of designated smoke control areas over 
time could be located or created. DEFRA holds a document archive of all Smoke Control 
Orders granted for each Local Authority prior to 1993, but these number in the hundreds for 
each Local Authority and maps of total smoke control areas have not been generated either 
on paper or digitally to represent distinct time points. Sample paper maps were obtained 
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through DEFRA and some records of total smoke control areas established annually have 
been sourced from the National Society for Clean Air (NSCA) handbooks (Table 3.8).  
However, it was impossible to get adequate data on smoke control areas over time into GIS 
due to the volume of paper records. 
Table 3.8 Smoke Control in England, NSCA Yearbook 
Date to Total smoke control acreage Total km2 
28/02/1959 14,199 56.8 
31/01/1960 33,691 134.8 
31/12/1962 247,048 988.2 
31/03/1964 334,050 1336.2 
30/09/1964 349,720 1398.9 
31/12/1964 366,400 1465.6 
31/03/1965 389,590 1558.4 
30/06/1966 472,425 1889.7 
31/12/1970 979,621 3918.5 
31/12/1971 1,065,121 4260.5 
31/12/1972 1,220,353 4881.4 
30/09/1973 1,306,672 5226.7 
30/09/1979 1,795,415 7181.7 
30/06/1980 1,829,433 7317.7 
30/09/1980 1,845,484 7381.9 
31/12/1980 1,855,108 7420.4 
3.2.5.3 Gas network 
The spread of the natural gas network was a key factor in the domestic emissions and 
spatial variation of pollution across 1970s and 1980s but was not centrally documented in a 
format suitable for entry into GIS. Most information collated was qualitative in nature. Some 
regional gas consumption statistics were sourced through the Digest of UK Statistics (1970) 
at the British Library but as the spread of North Sea gas largely occurred during the 1970s 
onwards, data on the spread in the later years would be a key input. This is potentially a 
problematic omission from the dataset. 
3.2.5.4 National Lichen Survey 
SO2 has been the main pollutant influencing the spread of lichen in areas affected by urban 
and industrial pollution (Hawksworth and Rose 1970) and as a result, lichens have been 
used extensively as biomonitors of SO2 (Nimis et al. 2002). A historical lichen map from 
Hawksworth and Rose (1970) could provide an indicator of acidic air pollution as a useful 
comparison for SO2 concentration modelling in the 1960s and 1970s. Although not available 
in high spatial resolution, it may, for example, help to separate areas with long term pollution 
problems (with pollution-insensitive lichen), from those with no (or more recent) pollution 
problems.  The paper map was scanned and imported into GIS as an image and 
georeferenced to the British National Grid by overlaying a map of the British coastline. Once 
the image had been assigned spatial location, the editing tools in ArcGIS were used to 
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manually draw lines around the zones using a coastline as the basis for the new map. Figure 
3.6 illustrates the original lichen map and the digitized version. 
  
 
 
 
 
 
 
 
  
Figure 3.6 Original Lichen Zone Map (Hawksworth & Rose 1970) and digitized into GIS 
3.2.6 Population data 
Data on the numbers and distribution of population were sourced as a potential modelling 
input although this was avoided where possible if other data were available, as maps were to 
be applied to health analyses. Population data was also sourced to provide some context for 
the study as the location of population will be a strong determinant in the distribution of 
pollution as the population is the main producer. Census data was sought for each target 
year. For England and Wales population data by parish was sourced for 1961 through the 
Great Britain GIS Historical Project at Portsmouth University (GBHGIS 2009) and boundary 
data for these parishes was downloaded through the GRADE project (Geospatial Repository 
for Academic Deposit and Extraction), now incorporated into the online resource Digimap as 
ShareGeo (EDINA 2012). Census population data for the years 1971, 1981 and 1991 were 
downloaded from Casweb, an online resource providing access to aggregated census 
information (Census.ac.uk 2012). For each year population was assigned to the smallest 
available geographic unit; 1991 to postcodes, 1981 to postcodes, and for 1971 to synthetic 
enumeration districts (generated by Casweb) as real boundaries were not available. 
Postcode data for 1991 and 1981 was obtained from the Small Area Health Statistics Unit at 
Imperial College (sourced from the Office of National Statistics Postcode Directory) and 
remaining Census boundaries were downloaded from the EDINA’s UK Borders website 
(EDINA 2012).  
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3.3 Constructing the GIS 
Once datasets had been investigated and initial assessments made, the next stage was to 
compile appropriate available data into the GIS. This was a time consuming process as it 
required the collation of data from lots of different sources and formats including many 
historic paper sources. ESRI’s ArcGIS software were used to manipulate, store and organise 
the digitized data across the spatial and temporal coverage of the study. 
With the available data sets compiled in the GIS, the original context of modelling BS and 
SO2 concentrations for the time span of 1955 – 2001 was revised. Years preceding 1962 
were discarded due to unreliable monitoring site concentration data (section 3.2.1.2). Other 
existing models (Vienneau et al. 2010) have described air pollution exposures in GB for 
2001 thus the focus was placed specifically on the years 1962, 1971, 1981 and 1991. The 
spatial coverage of the study was also limited to Great Britain (England, Wales and 
Scotland) excluding Northern Ireland. This decision was based on the availability of 
population and modelled emission datasets.  
This section summarises the process of collating the data into the GIS. The main 
components of the GIS include the base geography, air pollution concentration data and 
predictor variables for concentration modelling. Table 3.8 at the end of this section 
summarises data available for further use in the project. 
3.3.1 Base geography 
The spatial extent of the study area was defined by the GB’s coastline generated by merging 
and cleaning country boundaries obtained from UK Borders (EDINA) in ArcGIS. The 
modelling methods and their data requirements are varied but input data, where appropriate, 
were processed into grid (raster) format for consistency and to facilitate modelling. A 1km 
base grid was generated to provide a common basis for all input data. 1km was selected as 
the finest resolution considering accuracy of the input data (including the historic data and 
modelled emissions). The grid was developed to allow the land cover data (CLC 2000) to 
nest within it. This grid was further aggregated to 5km and provided to AEA as a basis for 
emission modelling to ensure a common structure and geography between key input data. 
3.3.2 Monitored air pollution concentration data 
As discussed in section 3.2.1.2, daily SO2 and BS concentrations (µg/m3) were downloaded 
from NAQA, extracted and formatted into a Microsoft Access database. Annual mean 
concentrations were calculated for each of the network sites for BS and SO2 where 
operational days in each year exceeded 75%.  
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A separate data set of site descriptions including BNG XY location information were 
downloaded (NAQA) and linked to the monitoring data.  As a core data set, complete site 
information with mean annual concentrations for all years (1962-2001) were imported into 
ArcGIS with a file created for each year for BS and SO2. Site X-Y co-ordinates are accurate 
only to 100m and only one site type description is given per site over time. For target years, 
these monitoring sites were divided into training and evaluation subsets consisting of 90% 
and 10% of the sites respectively. The training set was used for model development, while 
the remaining 10% were used to evaluate robustness of models as predicted at independent 
sites.  A minimum number of sites were reserved for validation to maximize the sites 
available for modelling, which was considered particularly important in later years where site 
numbers are reduced. Sites were randomly assigned to training or evaluation subsets 
(stratified by five geographic zones across GB shown in Appendix G, and urban or rural land 
class categories). As site types were unreliable, urban sites were defined by being located in 
a 1km grid square with more than 60% urban land cover (using CLC 2000). Statistical tests 
(T-tests) were used to ensure there was no significant difference between the mean 
concentrations of each subset. 
The maps in Figures 3.7 and 3.8, illustrate the locations of monitoring sites for both 
pollutants in the target years and the annual mean concentrations. 
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Figure 3.7  Annual mean black smoke concentrations (μg/m3) at monitoring site locations in target years  
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Figure 3.8  Annual mean sulphur dioxide concentrations (μg/m3) at monitoring site locations in target years  
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3.3.3 Input data 
Modelled emissions from AEA were converted into raster format for the target years with 
complete emissions data (1971, 1981 and 1991). Data on PM10 emissions were converted to 
BS using the conversion factor described previously (and in Appendix F). Emissions sources 
were combined for each year into the following categories: total domestic emissions, total 
industrial emission and total road transport emissions. Industrial emissions were also 
maintained as point source emissions for use in dispersion modelling.  
CLC 2000 100m vector data (version 8/2005; EEA, 2005) had been downloaded for use 
within the department (Exposure Group, Department of Epidemiology and Biostatistics, 
Imperial) and converted to 100m grids in British National Grid (from European Lambert 
Azimuthal projection; Vienneau et al. 2010). The 100m grids were aggregated to 1km and 
the percentage of land cover for each class within the 1km cells computed.  
The Meridian road network had also been formatted within the department (Vienneau et al. 
2010), into 100m grids of road length for all road classes (a, b, minor and motorways) and 
were aggregated up to the 1km level to match the base grid. Meridian motorways were 
adjusted using the historic motorway data for time points to match the target years and 
aggregated to 1km road length grids at AEA (CBRD). 
For the dispersion environment, the aggregate function in ArcGIS was used to reduce the 
resolution of the DTM to 1km grid and calculate the mean of all 50m cell values within each 
1km grid square. A topographical exposure (topex) factor also calculated at 1km (Vienneau 
2006). The meteorological data was downloaded in grib file format. A grib file decoder 
program was used to convert these files into text format for use in dispersion modelling. 
The Douglas Waller index was entered into the GIS by assigning place names using a 
gazetteer and lichen maps were digitised by georeferencing a scanned map as discussed in 
section 3.2. 
Population density was calculated at both the 1km and 5km grid level. For the 1971 Census 
data, the population was redistributed from synthetic EDs (boundaries created by Casweb) 
to grid squares using simple areal weighting. For 1981 and 1991 Census data, population 
was redistributed to a 1km grid using postcode weighting where the population of an ED is 
equally divided between all postcodes that fall within its boundaries and then the postcodes 
used to reassign the population to the grid squares. 
 
82
3.4 Summary 
This chapter has addressed some of the issues with sourcing and generating historic data 
for modelling air pollution. Numerous sources were utilised to compile information about 
determinants of pollutants over the study period. Table 3.8 summarises the data that was 
made available for concentration modelling after sourcing and integrating into GIS. The 
following chapter has outlines some of the methods that were piloted for use.
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Table 3.8 Data available for concentration modelling after integration into GIS  
 Data Classes Source            Coverage Format Resolution 
Spatial Temporal 
Base geography 
GB borders  UK Borders GB  Polygon  
GB base grid  Imperial GB  Polygon 1km and 5km 
Monitored air 
pollution 
concentrations 
Annual mean 
concentrations BS and SO2 NAQA GB 
1962 - 2001 
 
Point 
 
100m 
accuracy 
BS and SO2 
modelled 
emissions 
Road Break and tyre wear, road transport AEA GB 1971, 1981, 1991 Raster 5km 
Industrial Cement plants, power stations, iron and steel AEA GB 
1962, 1971, 1981, 
1991 
Point and 
raster 5km 
Domestic  AEA GB 1971, 1981, 1991 Raster 1km and 5km 
Emission proxies 
CLC 2000 
7 urban, industrial and 
commercial landcover classes 
selected 
EEA GB 2000  Vector & raster 1km 
Road length 
A roads, B roads, minor 
Roads, motorways OS Meridian GB 1990s Raster 1km 
Motorways AEA GB 1961, 1971, 1981, 1991 Raster 1km 
Dispersion 
environment 
ERA-40 Re-analysis Wind speed and direction, cloud cover, temperature ECMWF GB 1857 onwards Text files 1° 
DTM  OS Panorama GB - Raster 1km 
Ancillary data 
Lichen SO2 indicator Qualitative scale 
Hawksworth & 
Rose, 1970 
England & 
Wales 1970 Polygon  
Douglas Waller index Qualitative scale Douglas Waller, 1966 
England & 
Wales 1960 Point 
1km 
gazetteer 
accuracy 
Population Population density  GBHGIS GB 1961 Raster  
1km and 
5km  Casweb GB 1971, 1981, 1991 
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4 Piloting Methods 
A number of methods were highlighted for the piloting process (Section 3.1.1) and methods 
were selected based on the available data (Table 3.8). This chapter sets out these different 
methods and the preliminary results that were used to determine their potential for 
developing full models across GB and the study period. Pilot methods focused on different 
aspects of the available data, namely monitored concentrations of air pollutants, 
retrospective emissions data and emission proxies, to identify which data and method 
combinations could be used to produce reliable retrospective concentration estimates. This 
chapter outlines the process through which these were piloted, the results of each trial run 
and includes a summary comparing results and highlighting which methods which 
represented the best opportunities for further development. Methods resulting in successful 
trials, and identified as having scope for extension across the study period and area, were 
applied across all target years and are presented in full in subsequent chapters. To finish the 
chapter, a modelling strategy for the target years, based on the pilot study and preceding 
chapters, is described. This sets out a strategy for the subsequent models to follow to 
ensure consistency and comparability between methods. 
4.1 Pilot strategy 
One target year was selected for piloting all the methods for the purpose of consistency and 
comparison between methods. The year 1971 was chosen as this was the year with the 
most complete set of available emissions data. The concentrations of BS and SO2 were 
generally high, and the number of monitoring sites available for modelling was also peaking 
around at this time (Table 3.4). All available BS and SO2 concentrations from monitoring 
sites for 1971 were included in the pilot models (i.e. 100% of the available data were used 
for model building). For both pollutants models were built on log (Ln) concentrations as 
skewness was identified in the distribution of monitored concentrations (Table 3.4; 1.47 and 
0.76 for 1971 black smoke and SO2 respectively). This is a common approach with 
environmental data, (which is often positively skewed with few high measurement values), in 
order to normalise the distribution of the data. Decisions on whether to further develop 
methods beyond the piloting stage were based on the comparisons of model building 
statistics or cross validation results. Statistics computed for model comparisons included 
goodness of fit measures; the coefficient of determination (R2) and root mean square error 
(RMSE). 
RMSE describes the average magnitude of errors in predicted values (without giving an 
indication of direction, i.e. over or under estimation). An RMSE value closest to 0 shows 
85
 
 
 
smaller errors but it should be noted that large errors (subsequently squared) may overly 
influence the RMSE. 
Equation 4.1 RMSE 
𝑅𝑀𝑆𝐸 = �1
𝑛
�(𝐶𝑜𝑖 − 𝐶𝑝𝑖)2𝑛
𝑖=1
 
Where Coi is the observed concentrations at monitoring location i, Cpi is the corresponding 
predicted concentration at location i and n is the total number of monitoring stations. 
Comparing models on the basis of these three performance measures, the best model would 
be when RMSE is close to zero and R2 is closest to 1. 
Methods explored in piloting are considered in the three groupings below, which relate to the 
type of data available (as mentioned in Section 3.1.1): 
• Monitored concentrations of air pollutants (Section 4.2) 
o Inverse distance weighting 
o Trend surface analysis 
o Kriging (Chen et al. 2010) 
o Affinity zone stratification (McGregor 1996; Vienneau 2006) 
• Emission based modelling (Section 4.3) 
o Focalsum (Vienneau et al. 2009) 
o Dispersion model 
• Modelling based on emission proxies (Section 4.4) 
o Land use regression (Hoek et al. 2008) 
While all methods are reliant on monitored concentrations to some extent (e.g. monitored 
concentrations are used to derive coefficients in LUR models, and used for model evaluation 
for all methods), these categories are for the purpose of distinguishing between methods. 
They are discussed in more detail in the sections that follow. 
4.2 Methods based on monitored concentrations 
ArcGIS offers a number of options to interpolate continuous surfaces from discrete sampling 
points. Geostatistical techniques in the past have referred only to kriging but more recently 
the term has become synonymous with kriging and other deterministic methods of spatial 
interpolation such as Inverse Distance Weighting (IDW) and Global Polynomial Interpolation. 
A key feature of geostatistical techniques is that measurements at sampling points across 
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the study area can be used to create predictions at any location within the extent of these 
sampling points (i.e. the predictions are spatially continuous). 
4.2.1 Inverse distance weighting 
IDW is a simple interpolation technique that was piloted in the first instance as it makes no 
assumptions regarding the data and can provide a first look at a predicted surface with few 
parameter selections required. IDW is an exact interpolator and does not deviate from 
known maximum and minimum values at sampling points. Based on Tobler’s first law of 
geography (that ‘Everything is related to everything else, but near things are more related 
than distant things’; (Tobler 1970), predictions are made at unmeasured points using values 
from surrounding measured locations. Measured values closest to the prediction site have 
greater weight while the influence of measured points decreases as distance from prediction 
site increases. The general formula used for IDW (and kriging) can be seen in Equation 4.2. 
Equation 4.2 General kriging and IDW formula (ESRI, 2011) 
?̂? (𝑠0) = �𝜆𝑖𝑛
𝑖=1
𝑍(𝑠𝑖) 
Where Z(si) is the measured value at location i, λi is an unknown weight for the measured 
value at location i, s0 is the prediction location and n is the number of measured values. 
There are few modelling decisions to make in IDW, the most important parameters being the 
value of the power function defining the weights and the search neighbourhood (size, shape 
and number of neighbours). The power value (p) determines the rate at which the influence 
of measured values decrease with distance. A p value of zero means there is no change in 
influence with distance and far points will have the same influence as immediate neighbours. 
A high p value denotes that the value of very close neighbours will have a strong influence at 
the prediction location and the influence of local points will drop off quickly as distance 
increases. Optimal model parameters were selected using an iterative process and 
evaluated on the basis of the cross validation statistics with particular interest in minimising 
the root mean square prediction error (RMSE). Configurations of different search 
neighbourhoods, standard, spherical and elliptical, were also tested in this process with 
consideration to the UK’s prevailing South West winds. The model parameters giving rise to 
the best performance statistics are presented in Table 4.1 and the results (both from LN 
model and back transformed) in Table 4.2.  
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Table 4.1 Summary of parameters for the best performing IDW models  
Pollutant 
Sites 
   N 
Power 
Search neighbourhood 
Min (N*) Max ( N*) Sector Angle 
Major semiaxis 
(metres) 
Minor semiaxis 
(metres) 
Black smoke 960 1.6 2 15 4 45 1000 800 
Sulphur dioxide 916 1 2 15 4 45 1000 800 
*Number of points included per sector of search neighbourhood 
 
 
Figure 4.1 Mean annual concentrations of black smoke and sulphur dioxide (μg/m3),  
IDW 1971 
 
Table 4.2 IDW model cross validation summary results  
Pollutant 
Results 
Ln  Exp R2 
R2 RMSE  
      
Black smoke .73 .36  .61 
Sulphur dioxide .73 .29  .71 
 
Figures 4.1 and 4.2 show the predicted concentration maps of the pollutants and the 
scatterplots of the observed against predicted concentrations respectively. 
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Figure 4.2 Scatterplots of ln observed against ln predicted concentrations,  IDW 1971 
R2 values of 0.61 and 0.71 for BS and SO2 respectively, mean that the models explain 
between 61 and 71% of the variation in concentrations which is good in comparison with 
similar models and pollutants. However, IDW is sensitive to outliers and clustering and it 
been noted that the monitoring sites from The Survey tended to be more clustered around 
urban areas (Section 3.3.2). IDW requires enough data points to make reliable predictions 
and the accuracy of predictions will decrease away from data points (Jerrett et al. 2001). It 
does not provide standard errors of predictions so there is no error assessment of the 
resulting predictions which is a key disadvantage of this method.  As there are fewer 
monitoring in suburban and rural areas, IDW will not estimate air pollution concentrations as 
well in these locations but the extent of the model weakness in such locations cannot be 
assessed. 
4.2.2 Trend surface analysis 
Global polynomial interpolation, in contrast to IDW, is an inexact interpolation technique 
used to generate smoothed predictions that may not fit exactly to known data values. As with 
IDW it provided a first look for trends in the data; no assumptions are made about the data 
and there are few decisions to be made regarding model parameters. For both pollutants, 2nd 
order trend was identified in the data through examination of the Geostatistical Analyst trend 
analysis graphs.  
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Figure 4.3 ArcGIS trend analysis graph showing 2nd order trend in monitored black 
smoke concentrations, 1971 
 
Figure 4.3 illustrates this 2nd order trend, XY coordinates are plotted along X and Y axis with 
concentrations (μg/m3) along the Z axis. The graph shows North South and East West trend 
from a domed centre of higher concentrations, with concentrations falling away in all 
directions from these peaks. Global polynomial interpolation confirmed this, as the best 
models (identified by lowest RMSE) were generated using a 2nd order or quadratic 
polynomial, allowing one bend in the data. RMSE for BS and SO2 surfaces were 27.37 and 
43.60 respectively but R2 values were low; 0.32 for BS and 0.14 for SO2. The maps of the 
predicted surfaces for the trend are shown in Figure 4.4.  
Trend surface analysis usefully identified the coarse scale pattern in the data but the method 
resulted in the masking of the local variation in the pollutants.  The nature of this method 
means it produces a smooth surface but with this data the surfaces were over smoothed as 
indicated by the reduced R2. As with IDW, a further disadvantage of trend surface analysis is 
that there if no assessment of prediction errors. 
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Figure 4.4 Mean annual concentrations of black smoke and sulphur dioxide (μg/m3),  
Global Polynomial Interpolation 1971 
4.2.3 Kriging 
Kriging is a statistical interpolation technique commonly used in the air pollution field to 
generate a prediction surface (Jerrett et al. 2005b). There are a number of different kriging 
methods (e.g. ordinary, simple, universal and co-kriging) making it very flexible for 
generating continuous surfaces from discrete point data such as air pollution measurements. 
Decisions are required regarding model selection and numerous parameters (including data 
transformation, trend removal, see table 4.3) to create the most appropriate surface for the 
phenomenon of interest. One major advantage of kriging is that it not only generates a 
prediction surface but also provides a measure of the errors or certainty associated with 
predictions. The kriging standard error maps highlight where the estimates are likely to be 
less reliable. Similarly to IDW, predictions at unmeasured locations are generated by 
weighting the values of surrounding measured points. With IDW it is solely the distance from 
prediction location that determines these weights, while in kriging the spatial organisation of 
the known values is used. The general equation can be seen in Section 4.2.1 (Equation 4.2). 
Quantifying the spatial autocorrelation between known values is a key stage in developing a 
kriging model and is done through semivariogram modelling (further explained in Chapter 5). 
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Ordinary kriging was used which assumes an unknown constant mean and normally 
distributed data. Due to non normal distribution of the monitored concentrations, ordinary 
kriging with log normal transformation of concentrations (using the natural log) was carried 
out for both BS and SO2. Concentrations for both pollutants were modelled with 2nd order 
global polynomial detrending.  
An option to optimise some model parameters using an automatic iterative process became 
available in ArcGIS 10. As the pilot stage modelling was carried out prior to this using 
ArcGIS 9.2, a number of model iterations were tested to determine which parameters 
generated the best models, as identified by the cross validation statistics (reported in the 
ArcGIS kriging output). Different models were selected to fit the data in the semivariograms 
(exponential, Gaussian, stable, K-bessel and spherical) and the parameters altered and 
selected based on the cross validation statistics. The reported cross validation statistics for a 
good model should have mean prediction errors equal or close to zero if predictions are 
unbiased, this value is dependent on the scale of the data. The mean standardised 
prediction errors (prediction errors divided by their prediction standard errors) should also be 
close to zero. For the assessment of the uncertainty in the predictions (the accuracy of 
standard errors) the average standard error (ASE) should be close to the root mean square 
(RMS) prediction error. RMS prediction error should be as small as possible if the 
predictions are close to measured values and RMS standardised errors should be close to 1.  
Models were developed and then selected based on the cross validation statistics, prediction 
and error maps were then reviewed and R2 values also calculated for comparison with other 
piloted methods. 
Table 4.3 Summary of parameters for the best performing ordinary kriging models,  
selected on the basis of cross validation statistics  
Parameters Black smoke Sulphur Dioxide 
Sample number 958 916 
Transformation Natural log Natural log 
Order of trend removal Second Second 
Model type Exponential Exponential 
Lag size (metres) 1844 5632 
Number of lags 12 12 
Search neighbourhood:   
Maximum number of sites per 
sector 20 20 
Minimum number of sites per 
sector 5 5 
Sector type 4 sectors, 45 degrees 4 sectors, 45 degrees 
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Table 4.4 Cross validation statistics of the selected ordinary kriging models  
Cross validation statistic Black smoke Sulphur Dioxide 
Prediction errors:   
Mean .007 .009 
Mean standardised .009 .017 
Root Mean Square .036 .299 
Average Standard Error .340 .287 
Root Mean Square standardised 1.030 .999 
R2 .74 .72 
SEE .357 .299 
 
 
 
 
 
 
 
 
Figure 4.5 Scatterplots of ln observed against ln predicted concentrations for Ordinary 
kriging, 1971  
 
 R2 values of 0.74 and 0.72 (Table 4.4) for BS and SO2 respectively show the performance 
as good as IDW, with the addition of an assessment of the errors. Predicted concentration 
maps (Figure 4.6) show highest concentrations occurring in the Midlands and around 
London and the associated error maps indicated highest errors in areas with fewer 
monitoring sites. Further assessment of the spatial variability of prediction errors was 
considered outside the scope of this pilot. In general, the pilot study illustrated that 
reasonable predicted concentrations for both pollutants across the study area could be 
generated using ordinary kriging.  
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Figure 4.6 Mean annual concentrations of black smoke and sulphur dioxide (μg/m3),  
Ordinary kringing 1971  
4.2.4 Affinity zone stratification 
Affinity zone stratification is a method that applies multivariate statistical techniques in order 
to identify defined areas (or ‘zones’) that are likely to have similar concentrations of air 
pollution based on their underlying geographic features and land use types (Vienneau 2006). 
An affinity zone is therefore defined as an area within which air quality displays consistent 
behaviour over space (McGregor 1996) and within which a monitoring site or monitoring 
sites may be considered representative. Zones are created across a study area by clustering 
land use and physiographic characteristics of the surrounding environment, then monitoring 
sites are used to apply a concentration value to each zone. 
The potential of this method at the piloting stage was assessed using 1 x 1km affinity zones 
that had already been developed in the EU funded APMoSPHERE1 project (Air Pollution 
Modelling for Support to Policy on Health and Environmental Risk in Europe) and associated 
PhD (Vienneau 2006) for 2001, with 1971 BS and SO2 monitoring sites.  
  
                                               
1 EU funded APMoSPHERE project (EVK2-2002-00577) between December 2002 and September 2005 
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Ten distinct affinity zones were available including: 
1 High density residential 
2 Industrial 
3 Metropolitan centres 
4 Low density residential 
5 Suburban 
6 Motorway intersections 
7 Major road corridors 
8 Motorways 
9 Mixed rural 
10 Forested upland 
These zones were constructed on the basis of corine land cover (CLC), transport, 
topography data and meteorological variable and optimised for 2001.  The 1971 monitoring 
sites for BS and SO2 were intersected with these APMoSPHERE 1 x 1km EU affinity zones 
to assign one of each of the ten zones to each site. ANOVA was then used to determine if 
significant variations in mean annual concentrations between the zones existed (Table 4.5). 
Figure 4.7 summarises the method for the affinity zone stratification pilot for 1971. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7 Affinity zone approach (adapted from Vienneau,  2006) 
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Table 4.5 Number of Black smoke and sulphur dioxide 1971 monitoring sites and 
annual mean concentrations (μg/m3) within EU affinity zones  
Affinity zone 
Black smoke  Sulphur dioxide 
N Mean  N Mean 
1 High density residential 134 67.28  131 108.49 
2 Industrial 57 51.86  54 96.04 
3 Metropolitan centres 123 68.22  122 153.67 
4 Low density residential 420 53.11  403 89.19 
5 Suburban 48 52.07  48 103.58 
6 Motorway intersections 8 75.87  8 109.53 
7 Major road corridors 23 34.72  23 54.54 
8 Motorways 9 31.55  8 72.40 
9 Mixed rural 137 23.05  121 48.56 
10 Forested upland 1 35.32  0 - 
 Total 960 52.14  918 95.48 
 
Cluster membership and the mean annual concentrations within the affinity zones are further 
illustrated by the box-plots in Figure 4.8.  
 
 
 
 
 
 
 
 
 
Figure 4.8 Mean annual concentrations of black smoke and SO2 (μg/m3) within affinity 
zones 
These affinity zones were not created or optimised for the UK, but the results suggested that 
affinity zone stratification for the UK would have the potential to identify distinct areas of 
similar BS and SO2 air pollution. ANOVA of the annual mean concentrations of pollutants in 
EU each affinity zone for 1971 showed that there were significant differences between the 
means in each of the different zones for both BS and SO2. These affinity zones were 
developed for traffic related air pollutants (PM10 and NO2) and as such focus on related 
sources, including roads as one of the domains used to defined zones.  This is a major 
limitation of the EU zones for this analysis and any AZS optimised for BS and SO2 over the 
Black smoke Sulphur dioxide 
96
 
 
 
study period would have required different variables, including for example an industrial 
domain. Continuation of this method however was abandoned because land cover was only 
available at for 1990 and 2000. In addition to this, monitoring sites were not appropriately 
distributed across the target years to model variation within zones. Kriging within zones was 
considered to assess variation within affinity zones to improve predictions but this was not 
practically possible as the number of sites within each of the zones was not sufficient. For 
1971 with more than 900 monitoring sites available, it may have been possible to use kriging 
within 6 or 7 zones but the reduction of sites by 1991 to less than 200 sites nationally posed 
an insurmountable problem.  
4.3 Emissions based modelling 
Emission grids were provided to this project at 5km resolution using methods developed by 
project partners AEA (Section 3.2.2). Where possible, emissions for BS and SO2 were 
provided, however, historic emission totals required to generate the grids were not always 
available for BS. As a result particulate emissions (PM10) were provided and a conversion 
factor applied to generate BS estimates (discussed in Section 3.2.2.2). The ratio of BS to 
PM10 for 1971 was determined to be 1.122 and this factor was used to convert the 5km PM10 
emission grids to emission grids of BS. As part of this thesis, the emissions were also further 
disaggregated to 1km grids using the same methods used to distribute the national emission 
totals to 5km. As development of the modelled emission grids for this study was a time 
consuming process and took over 18 months, piloting was initiated using 5km emission 
grids, the original spatial resolution of the emissions data. As a result, emission based 
modelling methods used in the pilot study were carried out, and are presented at both 1km 
and 5km resolutions. The emission grids available to the modelling are summarised in Table 
4.6. 
Table 4.6 Summary of emission data available for 1971 modelling trials  
Emission 
category Description 
Resolution Pollutants Point 1km grid 5km grid 
Domestic Domestic    BS, SO2, PM10 
      
Industrial 
Power stations    BS, SO2, PM10 
Iron & Steel    SO2, PM10 
Cement works    BS, SO2, PM10 
      
Transport 
Road brake and 
tyre wear    PM10 
Road exhaust    SO2, PM10 
 
                                               
2 Annual conversion of black smoke to PM10 estimates provided by Chris Dore, AEA and available in 
Appendix F. 
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Emission based methods identified for piloting included focalsum and dispersion modelling. 
A focalsum method was trialled first as its lesser data requirements (in its basic form 
requires no meteorological data) made it more appropriate for testing the potential for 
developing predicted air pollution concentration surfaces from the emissions grids. For the 
dispersion modelling trials, CERCs (Cambridge Environmental Research Consultants) 
ADMS Urban model was used to estimate BS and SO2 concentrations from emissions in a 
trial area (South England). This more detailed and intensive (in terms of data formatting and 
running time) ADMS dispersion model was to be considered for use across the whole study 
area dependent on the outcome of the initial trial.  
4.3.1 Focalsum 
Focalsum is a GIS-based technique (Section 2.4.4) to model air pollution concentrations on 
the basis of emissions and monitored air pollution concentrations (Vienneau et al. 2009). 
The focalsum method falls somewhere between traditional dispersion modelling methods 
and a land use regression (LUR; Chapter 2). Distance decay functions are applied to 
emission grids, using a moving windows approach (in this case with the ArcGIS focalsum 
tool) to weight emissions simulating dispersion.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9 Summary of the focalsum process  
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The relationship between the weighted emissions and pollutant concentrations at monitoring 
sites is explored and refined, though an iterative process, using linear regression. The 
subsequent calibration equation can then be applied across the emissions grid to convert 
emissions into estimated concentrations. The Focalsum method can also take into 
consideration environmental factors affecting dispersion including wind speed and direction 
by altering the shape of the window that is passed over emission grids. For the trial, a simple 
square window configuration was passed over grids with a view to improving this 
configuration if the method showed potential. The process is summarised by Figure 4.9. 
Focalsum was initially trialled with total emissions at a 5km grid across GB (the sum of all 
industrial, road and domestic source emissions) and monitored concentrations for BS and 
SO2. Both the weighted emissions and monitored air pollution concentrations were log 
transformed. Square focalsum windows of 3 x 3 grid squares and 5 x 5 grid squares, 
representing 225 and 625km2 windows respectively, were passed over the 5km total 
emission grids summing the contents of each window to the target, or middle, cell of the 
window for each grid cell across GB (Figure 4.10).  
 
Figure 4.10 Focalsum moving windows 
Emission totals in the 5km grid and resulting focalsum grids were extracted to monitoring site 
locations and values exported into SPSS. These values were used to calculate ‘emission 
rings’ around the monitoring sites (Figure 4.11). A 10-15km emission ring was calculated by 
subtracting the focalsum 3x3 value from the focalsum 5x5 and a 5-10 km ring was calculated 
from the focalsum 3x3 minus the 5km emission grid.  
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Figure 4.11 ‘Emission rings’  
Distance decay functions were applied to weight each emission ring in order to simulate 
dispersal and decreasing intensity of the emissions with increasing distance from the source. 
Incremental weightings were trialed with the central cell (0-5km grid cell) being given a 
weighting of 1 and each subsequent ring having an equal or reduced weight. The process of 
optimising the weightings for the emission rings was carried out manually by adjusting the 
weights in a stepwise fashion. For each combination of weightings the sum of the weighted 
emissions was regressed against the monitored concentration sites (both log transformed) 
and the combination giving rise to the highest R2 value was selected (a sample of which are 
shown in Table 4.7). 
 
Table 4.7 Focalsum model building statistics highlighting optimal weighting for the 
emission rings 
Pollutant 
Distance weights for emission rings 
R2 SEE 
0-5km 5-10km 10-15km 
Black smoke 1 0.2 0.1 .440 .52196 
 1 0.9 0.8 .456 .51408 
 1 0.8 0.5 .460 .51243 
 1 0.7 0.4 .460 .51218 
 1 0.6 .4 .461 .51209 
 1 0.6 .3 .460 .51231 
 1 0.5 .4 .460 .51230 
 1 0.5 .2 .457 .51362 
Sulphur dioxide 1 0.2 0.1 .273 .47736 
1 0.9 0.8 .275 .47661 
 1 0.8 0.5 .275 .47667 
 1 0.7 0.3 .274 .47703 
 1 0.6 0.3 .275 .47678 
 1 0.6 0.4 .276 .47649 
 1 0.6 0.5 .276 .47637 
 1 0.5 0.4 .276 .47632 
 
Using the optimal weights for each emission ring, a weighted sum of all emissions was 
calculated for the monitoring site locations to give a distance weighted emissions index (see 
Equation 4.4).  
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Equation 4.3 Weighted sum of emissions rings,  ‘emissions index’  
𝐼𝑥 = 𝑙𝑛�𝐸𝑟𝑊𝑟3
𝑟=1
 
where Ix is the emissions index value or sum of weighted emissions at cell x (log 
transformed), E is the sum of emissions for each ring and Wr is the optimal weighting for 
each emission ring. 
 
The index values at monitoring sites were regressed against the measured concentrations 
(log transformed) to give a calibration equation which could be used to convert emissions 
(kt) to estimated concentrations (μg/m3) across the extent of the 5km emissions grid. To 
generate a map of the estimated concentrations, grids of the emission rings were created 
and the index values were then calculated across GB using Equation 4.3. The calibration 
equation was applied to this index grid converting the 5km emissions grid to a 5km grid of 
estimated air pollution concentrations. Table 4.8 shows a summary of the results for each 
pollutant, the calibration equations, and the model performance statistics from comparing 
predicted against observed concentrations of air pollutants (after back transformation to 
μg/m3). 
 
Table 4.8 Summary of focalsum model results  
Pollutant 
Distance weights for 
emission rings 
 Model building (ln) 
Calibration equation 
Evaluation (exp) 
0-5km 5-10km 10-15km  R2  RMSE  R2    RMSE 
BS 1 .6 .4 
 
.46  .51 exp(3.239 + (0.504 Ix)) .363  26.66 
SO2 1 .5 .4 
 .28  .48 exp(9.981 + (0.178lx)) .223  42.45 
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Figure 4.12  Mean annual concentrations of black smoke(left) and sulphur dioxide(right) (μg/m3),  Focalsum 1971
102
 
 
 
The R2 value for BS from the model building stage (comparing ln sum of weighted emissions 
to ln concentrations) was reasonable (0.46), although lower than for other trials reported thus 
far. For SO2, only a model building R2 of 0.27 could be achieved. Once the predicted and 
observed concentrations were back transformed, the R2 values fell to 0.36 and 0.22 for BS 
and SO2 respectively. The poorer results are likely due to weak correlations that were found 
to exist between the modelled emissions and monitored concentrations at all distances. 
There was no significant correlation at all for the 5km and 5-10km rings between BS 
emissions and measured concentrations. While for SO2 correlations were significant, the 
emissions were very heavily dominated by industrial point sources which can also be seen 
Figure 4.12. A fundamental principle of this focalsum approach is that proximity to emission 
source is a major determinant in the air pollutant concentration. As the correlations between 
monitored concentrations and emissions at source, and within the distance rings, were so 
weak it raised questions over the validity of the approach with the combination of emissions 
and concentration data available to this study.   
 
While a dispersion model was also included in the piloting stage, and described next in 
section 4.3.2, the focalsum model results prompted a further in depth analysis of the 
emissions data to determine potential for use in developing models to estimate air pollution 
concentrations (Section 4.3.3) 
4.3.2 Dispersion modelling 
Dispersion models use information on emission sources and the dispersion environment to 
predict concentrations at unsampled locations (Section 2.4.3). The ADMS Urban model was 
used to estimate BS concentrations only, from emissions in a trial area (highlighted in Figure 
4.13). This trial was a much more time consuming process than the focalsum pilot, requiring 
additional input data, numerous data processing stages and greater model processing time. 
By this stage in the thesis, the emission grids had been disaggregated to 1km for 1971 and 
so emissions were input into ADMS at the 1km grid level.  
The ADMS Urban dispersion model requires a number of steps in order to generate 
predictions: 
• Creation of a model file 
• Entry of data and parameters to define the emission sources 
• and rates, in this case entered as industrial point source emissions and grids of total 
area based emsssions (the sum of road and domestic emission grids)  
• Inclusion of meteorological data to describe the dispersion environment 
• Running model file 
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• Reviewing output 
As there are limitations on the number of input sources that can be entered into any one 
ADMS model file, the study area was divided into tiles of 50 x 50km, each representing one 
model run. Figure 4.13 shows the extent of the study area divided into appropriate areas for 
ADMS files and highlighted are tiles trialled in the pilot study (numbered 14 - 86). A summary 
of the process dispersion modelling process carried out using ADMS for the 1971 pilot is 
shown in Figure 4.14.
 
Figure 4.13 Summary of pilot dispersion modelling process for black smoke, 1971 
Emissions were entered as total pollutant emitted in g/m2/s per 1km grid square. The gridded 
emission inputs accounted for the total of all emissions going into the model (gridded 
domestic and road sources plus industrial point source emissions). Industrial point sources 
were also added as points with emission rates converted to g/s.  
In addition to emissions data, the main input requirement for dispersion models is 
meteorological data to simulate dispersion of the emissions from sources. To support this 
method, appropriate meteorological data was downloaded from the ECMWF’s ERA-40 
reanalysis project (Section 3.2.4). Further information on this is included in Appendix N. 
The dispersion model runs were set up to generate long term (annual for 1971) predictions 
for pollutants at the receptor points (defined as all black smoke monitoring site locations 
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active in 1971). While there is also an option available to generate a lattice of points as 
output for mapping purposes this was not done for the pilot study.  
73 ADMS model files were set up and run covering the South of England. For each model, 
inputs were within a 50 x 50km square but the outputs were generated to all BS monitoring 
sites across GB as receptors. The output to each receptor (monitoring site) was summed for 
all the model runs. Only sites that fell within 50km of the border of the pilot study area had 
predictions generated from the relevant surrounding emission sources. The results of the 
pilot dispersion modelling were disappointing. At these sites, the predicted concentrations 
summed from all the model runs were compared with the 1971 monitored concentrations 
and the R2 value was 0.17 with a RMSE of 26.68μg/m3.  
The results for the dispersion model were considerably lower than other pilot methods. The 
disproportionately large amount of processing required to generate results that did not 
improve on the less intensive emissions based approach piloted (focalsum method) meant 
that dispersion modelling was not continued beyond this pilot. This also supported the 
conclusion of the focalsum pilot, that the emissions data required further analysis. This was 
carried out, described in the following section, and highlighted a number of reasons why 
further concentration modelling using the modelled emissions in these ways should be 
discontinued. 
4.3.3 Further exploration of retrospective emission grids 
While the focalsum pilot showed some promise with the 5km emissions, at this resolution, 
concentration maps would not be useful for application in epidemiological studies. There 
were additional issues arising with the emissions data at both the 5km and 1km resolutions 
and to be confident in modelling concentrations based on emissions data, confidence had to 
be established in their estimation of the distribution of emissions over the study period. For 
these reasons, further investigation took place and is summarised in the follow points: 
• Visual assessment of emission grids in the GIS – The method that was used to 
distribute emissions from national totals to 5km and 1km grid were, based on 
population distribution and fuel use assumptions. The method led to artefacts in the 
resulting grids including ‘gas holes’, areas of low emissions in densely populated urban 
areas. In the emission modelling process it was assumed that the natural gas network 
spread to most densely populated areas first and therefore domestic emissions from 
gas were only distributed to urban areas (allocated to most densely populated areas) 
and the higher emissions resulting from coal and oil use were distributed to less 
densely populated areas, suburban and rural. The reality is that there is very little 
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quantitative data to record the spread of the gas network and that town gas and 
natural gas spread erratically in time and space across the UK. 
 
Figure 4.14 Domestic black smoke 5x5km grid emissions for London, 1981 
• Correlations between measured air pollution concentrations and estimated 
emissions were very poor at both 5km and 1km. While it is not the case that one 
could expect highly correlated emissions and concentration data, there should be 
some relationship. Table 4.9 shows the correlations between measure BS and SO2 
concentrations and the total emission grids, correlations with PM10 were also provided 
and so were assessed in comparison with BS concentrations. 
Table 4.9 Pearson’s R Correlations between measured black smoke and sulphur 
dioxide concentrations and the total emissions (5 x 5km grid).  
Pollutant Year 
Pearson’s R Correlations (p<0.05) for year to match 
concentrations 
Total BS emissions Total PM10 emissions Total SO2 emissions 
BS concentrations  1971 .127 .076 - 
1981 -.012 .027 - 
1991 .081 .053 - 
SO2 concentrations 1971 - - .170 
1981 - - .076 
1991 - - .088 
 
Disaggregating of the national emission totals to 1km was time consuming and it did 
not increase the correlation between monitored concentrations and emissions so was 
not completed for all target years. 
 
• Assessment of completeness and suitability of the data. The emissions data for all 
years omitted area source emissions from the industry category. As there was no 
historic data available to inform the geographical disaggregation of such emissions, 
the only industrial emissions were those assigned to major point sources. This was 
likely to be a key omission. Further to this, modelled emissions could not be generated 
106
 
 
 
for all target years and were missing for 1962. Any methods developed using modelled 
emissions as the basis could only cover the time period from 1971 onwards. The 
piloting of methods using the modelled emissions was particularly targeted to 1971 as 
this was the historic year with the most complete set of input data for modelling 
emissions. As modelling concentrations using the emissions from this year did not 
seem successful it was decided that the additional data processing would not be 
beneficial for further target years. While ADMS and focalsum trials were also run for 
1991, there was little improvement on the results presented here. 
• Other studies have used scaled back versions of current emissions as a basis for 
exposure assessment (Bellander et al. 2001). In order to attempt this, the most recent 
NAEI emissions maps at the time (2007) were downloaded. Using the spatial 
distribution from that year the emissions were rescaled according to national emission 
totals for target years by SNAP sector. Despite the time and effort this process took it 
still resulted in very poor correlations between emissions and concentrations. 
4.4 Modelling with emission proxies 
The final method piloted was a LUR with land cover and other variables as proxies for 
emissions. 
4.4.1 Land use regression (LUR) 
LUR (Briggs et al. 1997; Jerrett et al. 2005a) combines the use of monitored data with 
covariates to model predictions.  The relationship between a dependent variable and 
numerous predictor variables at a set of sample (or ‘training’) sites is analysed using least 
squares (or other) regression.  Once defined, this model is used to predict concentrations at 
the unmonitored locations, on the basis of the relevant predictor variables. This is illustrated 
by Figure 4.18.  
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Figure 4.15 Elements of a land use regression model showing monitoring locations for 
pollutant as the dependent variable and land use characteristics within buffers as the 
predictor variables.  (Jerrett et  al.  J .  Exp Ana Env Epi,  2005) 
LUR was piloted using land cover data from year 2000 (CLC) as the most readily available 
data aggregated to 1km grids (as described in Chapter 3) as % land cover within each grid 
square (with some urban/rural land classes grouped together). 1km grids of roads 
(MERIDIAN and AEA) and trend (XY coordinates) were also available as predictor variables. 
In addition to the 1km grids, variables were ‘buffered’ up to distances of 10km using the 
ArcGIS focalsum tool and these values extracted to all 1971 monitoring sites. With the 
predicted variables in grids covering the extent of the study area, the relationship between 
them and the monitored concentrations can be used to generate predicted concentration 
surfaces on the basis of underlying predictor variables at the 1km resolution. 
 Model building rules were established in line with similar studies (Beelen et al. 2007; 
Vienneau et al. 2010) and variables entered into regression; where there was significant 
correlation (p<0.05), a logical direction of effect and previous predictor variables did not 
become insignificant with the addition of a variable, trend was offered last to the models (as 
a combination of x and y variables). Results and covariates included in models are shown in 
Table 4.10. This method and approach is detailed and discussed further in Chapter 6. The 
concentrations were log transformed and results presented are for model building with 
logged and back transformed concentrations on all available sites for 1971.  
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Table 4.10 LUR model building results 
Pollutant Variable Description Β P (sig) Adj R2 SEE 
Black smoke  CONSTANT -2.334 .000   
% Low density residential land 
within 5km  5.784E-03 .000   
(n=941) Length of minor and b roads 
within 1km (metres)  4.393E-05 .000   
 Length of major roads within 
1km (metres)  6.202E-05 .000   
 % Other urban land within 1km  2.686E-02 .000   
 % Rural land within 1km  -1.320E-03 .050   
 Trend: X 1.776E-05 .000   
  Y 8.818E-06 .000   
  X2 -1.842E-11 .000   
  Y2 -6.649E-12 .000   
  X * Y -4.734E-12 .000 .690 .388 
Sulphur dioxide  CONSTANT 2.085E-02 .937   
% Low density residential land 
within 5km  9.851E-03 .000   
(N=900) % High density residential land 
within 5km  1.587E-02 .000   
 Length of minor roads within 
1km  1.921E-05 .000   
 
Length of A roads and 
motorways within 1km  5.085E-05 .000   
 Trend: X 1.275E-05 .000   
  Y 5.997E-06 .000   
  X2 -1.216E-11 .000   
  Y2 -4.669E-12 .000   
  X * Y -4.765E-12 .000 .620 .343 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.16 Scatterplots of ln observed against ln predicted concentrations for LUR 
models,  1971 
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Table 4.11 LUR model summary results  
Pollutant 
Results 
Ln  Exp 
R2  RMSE  R2 RMSE 
       
Black smoke .69  .39  .51 23.56 
Sulphur dioxde .62  .34  .59 29.94 
This method showed promise as the adjusted R2 were moderate to good (between 0.5 and 
0.7) for both BS and SO2, ln model building and back transformed concentrations as seen in 
Table 4.11. Urban land cover and road predictor variables both come into the 1971 models, 
as does a strong trend component. The results suggest that it may be possible to expand 
LUR model building beyond the 1971 pilot year to predict concentrations for all target years. 
While the land cover data used relates to 2000 it is developing reasonable predictions for 
1971 and this same approach may generate similar predictions back to 1962.  
4.5 Summary results 
Table 4.12 summarises all the methods trialled, reporting the model building results (both on 
the ln scale and back transformed) and the outcome, which details briefly whether the 
method was rejected or developed further. The piloting process highlighted some key issues 
for going forward with modelling BS and SO2 concentrations. Particularly important were 
results indicating that modelled emissions data were not suitable to model BS and SO2 back 
in time across GB. This led to both methods based on this data (focalsum and dispersion 
modelling) to be excluded from further use in this study. Trend surface analysis highlighted 
the strong underlying trend within the data sets which should be an important component of 
further models; this was also supported by the trend component in the LUR models. 
The results identified LUR and kriging as methods with potential to develop further across 
the time period with comparatively strong model building R2s reported for both BS and SO2. 
While IDW achieve similar performance statistics, ordinary kriging was continued in 
preference due to the additional error assessment it provides. Ordinary kriging produced R2 
values of 0.74 and 0.71 for BS and SO2 respectively, representing the highest of all trials. 
Prediction error maps however also indicated large errors in areas where monitoring sites 
were sparse but this is also the only method that provides such an assessment of errors. 
This method is also limited to predicting within the extent of monitoring site locations for any 
given year. As a result of the pilot study, ordinary kriging was further applied to all target 
years for both pollutants and is discussed further in Chapter 5. LUR using 1971 monitored 
concentrations and land cover data for 2001 also produced reasonable R2s for model 
building, 0.69 and 0.62 for BS and SO2 respectively. In spite of only recent land cover data 
being available this method demonstrated the potential to be able to predict concentrations 
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back in time and was used to model concentrations across all target years (Chapter 6). 
These results are summarised in Table 4.12. 
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Table 4.12 Summary of the cross validation and model building results for all pilot methods reported on the ln scale (in brackets) and back 
transformed 
 
 
 
 
 
 
 
 
 
 
 
  
 
METHODS   RESULTS (Ln and back transformed) 
OUTCOME Category Method 
 Black smoke  Sulphur dioxide 
 R2  RMSE  R2  RMSE 
Monitoring 
concentration based 
 
IDW 
 
0.73 
(0.61)  -  
0.73  
(0.71)  - 
First pass method, more sophisticated 
interpolation techniques more useful 
for all target years 
Kriging 
 
0.74 
(0.62)  
0.04 
(20.55)  
0.71 
(0.71)  
0.30 
(25.08) 
Ordinary kriging to be applied across 
target years and prediction errors to 
be further assessed 
Affinity zone 
stratification 
 
-  -  -  - 
Does not allow for any spatial 
variability in concentration predictions 
over time and not enough sites to krig 
within zones. 
Emission based 
 
Focalsum 
 0.46 
(0.36)  
0.51 
(26.66)  
0.28 
(0.22)  
0.48 
(42.45) 
Methods due to problems with 
emission data. Further analysis using 
current emissions scaled back also 
proved unsuccessful. ADMS dispersion 
modeling 
 
0.25  -  -  - 
Emission proxy based LUR 
 
0.69 
(0.51)  
0.39 
(23.56)  
0.62 
(.59)  
0.34 
(29.94) 
Despite only recent land cover data, 
provides strong results back in time 
(i.e. 1971) and will be applied across 
target years. 
Chapter 6: LUR 
Chapter 5: Kriging 
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4.6 Modelling strategy  
On the basis of the data compilation process and the pilot study, a modelling strategy for 
developing predicted concentration surfaces across GB from 1962 to 1991 using LUR and 
kriging was determined to establish consistency as far as possible between the methods for 
comparison. This section summarised the approach followed for further modelling in 
subsequent chapters. 
4.6.1 Model development and evaluation 
All concentration data were treated the same as far as possible for entry into models. Model 
building was carried out using LN concentrations for all target years due to the distribution of 
the concentrations (Table 3.4) and predictions were mapped and validated using back 
transformed values. For each target year monitoring sites were split into model training 
subsets (90%) and model evaluation subsets (10%). Sites were stratified by urban/rural 
classifications (determined by CLC 2000 land cover) and XY coordinates (by 5 regions 
shown in Appendix G) and randomly assigned to subsets which were subsequently tested 
for any significant different (as discussed in Chapter 3). Model evaluation with independent 
subsets of sites was carried out to allow for more robust performance measures and for 
comparability between models. A 90/10 split was selected to maintain as much data for 
model training as possible where covariate data relevant to the time period is sparse. 
Performance measures are reported on the validation statistics and include R2, RMSE and 
additionally, fractional bias (FB). FB gives a measure of similarity between the means and a 
value close to zero is desirable, positive values represent under prediction and negative over 
predictions. This was considered to be a useful addition to the statistics used for the piloting 
study and is shown by Equation 4.4. 
Equation 4.4 Fractional bias 
𝐹𝐵 = 2(𝐶𝑝���� − 𝐶𝑜����)
𝐶𝑜���� + 𝐶𝑝����  
Where Co is average observed concentration the Cp is the average predicted concentration. 
4.6.2 Transferability through time 
To review transferability of the concentration surfaces through time this study looked to 
develop one method to generate predictions across all target years rather than select the 
best method on a year by year basis. In order to fulfil the aim to assess the interpolation of 
models between target years, an additional component was added to the model evaluation 
process to try and determine a model’s transferability through time. To make some 
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assessment of how well models can be transferred between years, different approaches for 
evaluating the use of target year models through time were used: 
1. A direct transfer of target year models to surrounding years. Predicted concentrations 
for target years were extracted to evaluation sites common to surrounding years and 
model evaluation statistics (R2 and RMSE) compared.  
2. Target year predicted concentrations recalibrated to each of the surrounding years. 
Predicted concentrations at evaluation sites common to the modelled target year and 
surrounding years were entered into a linear regression against the observed 
concentrations for each year. The regression equations were then used to calibrate 
the predicted concentrations at the evaluation sites. Both the calibration equation and 
RMSE (of recalibrated predicted concentrations against observed concentrations) 
were used to determine the transferability of the model. 
These extensions to the model evaluation were designed to try and assess if models can be 
directly applied to year intervening the target years (step 1), if they need to be recalibrated 
(step 2) or if models should be developed specifically for each of the time points required 
(e.g. on an annual basis).  
4.6.2.1 Evaluation sites common to all years 
For these evaluation approaches, in order to ensure comparability, only evaluation sites that 
were present in both the target year validation subset and in the surrounding years were 
used to validate the model. Sites were not consistently active through time and to retain a 
suitable number of sites across years for model evaluation required severely restricting the 
time span within which target year models could be applied. As such it was constrained to 
just the 1971 target year models. For the remaining target years, subsets of common 
evaluation sites very quickly decreased in number in the years surrounding the modelled 
year.  
As the evaluation subsets for target years consisted of 10% of the total number of available 
sites, this could not be reduced much further and so the time period was severely restricted. 
The validation subset was not allowed to reduce by more than 50 so the years 1968-1973 
were selected to evaluation model transferability through time to balance the number of sites 
retained while allowing for the widest time span possible. For these years the number of 
1971 evaluation sites that remained active was 50 and 58 for BS and SO2 respectively. 
Assessing how well the modelled concentrations can be applied to intervening years was 
carried out using the 1971 target year models transferred to surrounding years, 1968-1973. 
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Evaluation was performed using the subsets of sites that were common to all these years, 
which consisted of 50 BS and 58 SO2 sites. 
4.6.2.2 Correlations between sites, 1968-1973 
The transferability of models to other years will be influence by the correlation between 
concentrations across the years. Chapter 3 looked at these correlations between target 
years and found moderate correlation. Pearson’s R correlations at sites available between 
1968 and 1973 for BS and SO2 are shown in tables 4.13 and 4.14 respectively. 
Table 4.13 Pearsons R Correlations between all  black smoke sites common to years 1968-
1973 (n=482)  
Year Mean Std dev 
 Pearsons R correlations matrix (sig. 2-tailed), 1968-1973 
 1968 1969 1970 1971 1972 1973 
1968 64.11 39.76  1.00      
1969 61.84 36.93  .97 1.00     
1970 51.85 30.81  .93 .95 1.00    
1971 51.79 31.74  .91 .93 .95 1.00   
1972 41.74 24.35  .88 .90 .91 .95 1.00  
1973 43.11 24.08  .83 .86 .88 .90 .94 1.00 
   NB. All correlations significant, p<0.01 
 
Table 4.14 Sulphur dioxide correlation matrix at common evaluation sites (n=458)  
Year Mean Std dev 
 Pearsons R correlations matrix (sig. 2-tailed), 1968-1973 
 1968 1969 1970 1971 1972 1973 
1968 106.38 52.50  1.00      
1969 107.70 52.21  .96 1.00     
1970 99.45 46.57  .90 .94 1.00    
1971 98.53 47.08  .90 .93 .94 1.00   
1972 85.43 38.72  .88 .89 .90 .95 1.00  
1973 87.12 38.35  .84 .86 .88 .90 .92 1.00 
NB. All correlations significant, p<0.01 
 
Concentrations at sites in adjacent years are extremely highly correlated and remain strongly 
correlated even between 1968 and 1971. Correlations (Pearson’s R) between target year 
concentrations 10 years apart ranged between 0.6 and 0.8 (p <0.01) for BS and SO2.  
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4.7 Summary 
This chapter has detailed the methods piloted for this study and identified ordinary kriging 
and LUR as two methods that may prove successful in developing concentration estimates 
for target years. To facilitate comparison of these methods, a modelling strategy has been 
defined. Lastly, to contribute to understanding how well these models may be transferred 
through time, an evaluation process has been outlined to determine the performance of 1971 
models in surrounding years. The following chapters are concerned with the application of 
ordinary kriging and LUR to target years.
116
 
 
 
5 Kriging 
5.1 Introduction 
Kriging is one of most commonly used geostatistical techniques in the air pollution field 
(Jerrett et al. 2005b) and uses statistical models including autocorrelation (the statistical 
relationships between measured points) to create surfaces and assess the uncertainty of 
predictions. Unbiased estimates for unsampled locations are generated using a set of 
surrounding weighted values at sampled locations. Value weighting is based on distance 
between measured points, prediction locations and the underlying structure of the spatial 
correlation in the data. Kriging relies on the assumption that points closer to one another are 
more similar than those further apart and quantifies this spatial autocorrelation (Diem & 
Comrie 2002). As shown in the literature review, kriging and has been used to model air 
pollution surfaces including at national level; as it can use monitoring data alone to produce 
a surface. Furthermore, it can be applied to generate retrospective pollution surfaces so long 
as monitoring data were available for the time period of interest. 
The piloting chapter demonstrated that ordinary kriging could be used to generate predicted 
concentration surfaces for BS and SO2 for GB in 1971 with reasonable model building R2 
values. Subsequently, this method was further applied to all target years. This chapter 
presents the model building process and parameterisation, results and model evaluation for 
the lognormal ordinary kriging of BS and SO2 concentrations in target years. Predicted 
concentration and prediction standard error maps produced as output from the kriging 
method are also evaluated. 
5.2 Data preparation 
Kriging was performed solely on the monitored concentration data from the Smoke and 
Sulphur Dioxide Survey for the target years 1962, 1971, 1981 and 1991. While kriging in 
ArcGIS automatically generates cross validation statistics, models were developed using the 
90% subset of sites for each year and evaluated with a reserved 10% of independent sites 
for comparison with other methods. 
Prior to modeling predictions at unsampled locations it is crucial to determine three key 
features of the data for successful and appropriate kriging (Kivaruchko and Gotway 2004): 
• Spatial dependency - Toblers first law of geography that those things that are closer 
together are more similar than things further apart (Tobler 1970). If this is not the 
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case and data are spatially independent then it is not relevant to use geostatistical 
methods of modelling. 
• Stationarity - assuming stationarity in the data means that the statistical properties 
of the data points are not dependent on their exact locations or coordinates, so the 
correlation between two points will depend on the distance and direction of their 
separation not on their locations. 
• Distribution - while some forms of kriging can be performed with non normal data, a 
normal Gaussian distribution is optimal for model performance and necessary for 
ordinary kriging. Transformation and detrending of the data can be used to better 
simulate a Gaussian distribution. 
To ensure that the concentration data met these assumptions, the properties of BS and SO2 
concentrations for each target year were examined using the Explore Data toolset in ArcGIS 
Geostatistical Analyst. The distribution of concentrations was already identified as positively 
skewed and the concentrations were log transformed across the target years for both 
pollutants. Stationarity and spatial dependence in the data were further explored using trend 
analysis and semivariograms, respectively. 
Trend analysis is used as a visual aid when identifying global trends in data as shown in the 
piloting chapter. The trend analysis tool displays a 3D view of the data with location on the x 
and y axis and measured values (in this case of air pollution) on the z. Polynomials are fitted 
through the 3D scatter plots. Global trend was identified for both pollutants for 1971 (Section 
4.2.2) and this was similarly found for the concentrations across all years. The need for 
detrending of the concentration data for all years and both pollutants was identified in this 
data exploration. 
Spatial dependency was explored using semivariograms which plot the variance and 
distance for every pair of points in the data set. It was also used to identify outliers in the 
data points. At this exploration stage the semivariograms highlighted non stationarity in the 
data; some groups of monitoring sites in North Scotland and South East Wales that 
represented some difficulties for the modelling process. In North Scotland, the sites tended 
to have very low to moderate concentrations while being large distances from the majority of 
monitoring sites based in Central England. Variances between the sites were therefore very 
inconsistent but often represented the greatest distances between points on the 
semivariograms. Also a group of sites in South East Wales all had very low measured 
concentrations while only being moderate distances from higher concentrations found in 
some industrial areas in South Wales and the Merseyside area. While the spread of the 
monitoring network was designed to be representative of site types and concentrations 
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across the UK, this may not hold true across the years. The distribution is also far from an 
ideal regularly spaced sampling network that is preferable for spatial modeling using 
geostatistical techniques. The nature of the data is such that urban sites are likely to have 
higher concentrations so nearby there will be greater variation in concentrations between 
closer rurally located sites and concentrations at other urban or industrial areas in different 
regions of the country. There are more similarities between the low concentrations in the 
Shetlands and South East Wales than between South East Wales and higher concentrations 
in and around Cardiff. While removing the North/South and East/West trends from the data 
may improve the spatial dependency, it was noted that dealing with data on a national scale 
with regional and intraurban variations requires careful consideration and interpretation. 
Despite this concern, a decision was made to maintain all sites across GB including site 
groups identified as potential outliers as these were not single anomalous sites and were 
likely to represent real variations in concentrations. Additionally, removing such sites from 
the data would substantially restrict the geographical extent of the kriging predictions.  
Data exploration confirmed that ordinary kriging on LN transformed concentrations, with 2nd 
order trend removal was be appropriate to develop models for both pollutants in the target 
years.  
5.3 Model Development 
Models were developed using the Geostatistical Analyst extension and Geostatistical wizard 
in ArcGIS. Ordinary Kriging was used for all models which assumes an unknown constant 
mean. Important stages in developing Ordinary Kriging include detrending, semivariogram 
modelling and setting search neighbourhood parameters. At each stage decisions were 
made regarding the selection of model parameters, this process and the main stages of 
model development are discussed in the following sections.  
5.3.1 Parameterisation 
Parameterisation was carried out using an iterative process at all stages. Decisions on which 
parameters to select and alter and the limits within which it was appropriate to do so were 
made with consideration to the data; within these constraints, changes were made to the 
parameters in turn to determine their effects on the cross validation statistics and on the final 
predictive surface. Models were also optimised (using the ‘optimise model’ button for 
semivariogram modeling, Figure 5.4) and the revised parameters were accepted if cross 
validation statistics were improved over those achieved through manual parameterisation. 
Cross validation statistics reported in the Geostatistical Wizard were used to determine the 
model performance as parameters were changed and explored. Cross validation removes 
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one point (i.e. location) at a time and predicts at that point using all remaining data then 
compares all predicted values to the observed values. Cross validation statistics reported in 
kriging were discussed previously (4.2.3) and are summarised in Table 5.1, including a 
description of desired values (ESRI 2001). 
The values reported in Table 5.1 were used to identify the best parameterisation, including 
the best semivariogram model and the main stages of this process are discussed in the 
following sections. 
Table 5.1 Summary and description of kriging cross validation statistics used for 
parameterisation of models 
Kriging prediction error 
statistic 
Acronym Value Description 
Mean  Near 0 Close to 0 indicates unbiased 
predictions (dependent on scale of 
data) 
Root mean squared 
error 
RMSE Small as possible Closer the predictions are to the 
measured values the smaller the 
RMSE. Good for model comparison 
Average standard error ASE Small as possible, 
ASE = RMSE 
Gives an assessment of the 
uncertainty in predictions (accuracy 
of standard errors), if value is close 
to RMSE then model is correctly 
assessing variability in predictions 
Mean standardized MS Near 0 Prediction errors divided by the 
prediction standard errors, should 
be close to 0. 
Root mean squared 
error standardized 
RMSSE Near 1  
 
5.3.2 Detrending data 
Following identification of trend in the data, universal kriging was considered as an 
alternative modelling option. It is not possible to determine whether the trend that is exhibited 
in the observed values result from a constant unknown mean (as assumed for ordinary 
kriging) with autocorrelation or if it is the result of trend where the mean changes with 
location (universal kriging). Universal kriging introduces an additional formula to estimate 
trend. Ordinary kriging is a preferred default as a more simplistic model with fewer 
parameters introducing fewer uncertainties into the model (Krivoruchko 2012). Ordinary 
kriging with detrending was selected in preference to universal kriging for this reason. 
In Ordinary Kriging it is assumed that the data (in this case air pollution concentrations) 
comprises an unknown constant mean and random errors: 
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Equation 5.1 
𝑍(𝑠) = 𝜇 + 𝜀(𝑠) 
Where z is the concentration at unsampled location s, μ is a constant unknown deterministic 
mean value and ε is the spatially correlated random errors (which are assumed to be 
stationary) at location s. 
The order of trend removal was decided through trend analysis and specified as 2nd order for 
all models, thereby separating the deterministic trend component from the autocorrelated 
random component of the data. Kriging was then performed on the residuals and the trend 
added back to produce the resulting predictive surface. Global Polynomial interpolation was 
used to remove the trend (Figure 5.1 illustrates the options provided by the Geostatistical 
wizard in ArcGIS at this stage). As Figure 5.1 shows the wizard is used to select the 
proportion of low order global polynomial interpolation (fitting one polynomial across the 
entire surface) versus local polynomial interpolation (fits many local polynomials in 
overlapping neighbourhoods) to apply to remove the trend. Any value greater than one uses 
local polynomials to remove trend and as the value increases (up to 100) the neighbourhood 
size used to fit these decreases. 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Screenshot showing trend removal step in ArcGIS 10 Geostatistical Wizard 
illustrated with training data set for 1962 black smoke.  
Introducing local polynomial interpolation did not improve the cross validation statistics and 
in fact, decreasing the neighbourhood size degraded the cross validation statistics and 
artefacts were introduced into the predicted concentration maps. Figure 5.2 illustrates this 
Sliding scale for global 
to local polynomial 
interpolation of trend 
Data set for trend 
removal 
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with concentrations from the 1962 black smoke training dataset. On the left is the visual 
representation of trend using global polynomial interpolation, moving to the right shows the 
effect on the trend of gradually decreasing the window size to fit the polynomial from global 
to local (using sliding scale values of 5 and 20). On this basis it was decided that detrending 
was to be performed using global polynomial interpolation only, for all models. The 
parameter was therefore set to nil. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 Exploring global and local polynomial interpolation for detrending the data 
in ordinary kriging (Black smoke, 1962) 
5.3.3 Semivariogram modelling 
Modelling the spatial dependency and fitting the semivariogram determines the weights to 
apply to data points when developing predictions and as such is the most important step in 
kriging. The semivariogram is calculated to quantify and explore the spatial autocorrelation. 
A graph of the empirical semivariogram is computed as: 
Equation 5.2 
Semivariogram (distance, h) = 0.5 x  average [(value at loc i – value at loc j)2] 
The semivariogram takes all possible pairs of measurements in the dataset, and then the 
squared differences between values of paired locations are calculated. As the pairs are too 
numerous to plot individually, these values are ‘binned’ into groups with similar distance (lag) 
and direction between them and the average semivariance in each bin is plotted on y axis, 
0: Global polynomial interpolation 5: Local polynomial interpolation 20: Local polynomial interpolation 
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against distance on x axis (red scatter points). To aid visualisation of the fit of the model to 
the data points bins are further averaged and represented as blue crosses on the 
semivariogram. Semi-variance is expected to be lower with smaller distances between pairs 
of points. Those further apart should have higher squared difference. If there is no spatial 
correlation in the data (i.e. data are spatially independent) the semivariogram points will 
produce a horizontal straight line.  
The process of binning can be manually adjusted by changing the number and size of lags. 
Selection of lag size is important as a lag size that is too large can obscure short range 
autocorrelation but if it is too small then bins will not contain enough points for reliable 
semivariance averages.  
 
 
 
        
 
 
 
 
 
 
Figure 5.3 Key features illustrated on a sample semivariogram  
Figure 5.3 illustrates a semivariogram produced using 1962 black smoke data with key 
features highlighted. Other features used to describe a semivariogram are highlighted by the 
Figure 5.3 and include the range, sill and nugget. The distance at which the model levels out 
is known as the range and beyond this distance there is no spatial autocorrelation. In the 
example shown, the range is reached at a distance of 18.75km. If the range is relatively 
small then the lag can be decreased and conversely, may be increased if range is large. The 
sill indicates the value that the semivariogram reaches at the range (0.14). The nugget effect 
occurs as measurements still differ at the smallest separation distances. This can be a result 
of measurement error or spatial variation in the data at a smaller scale than can be detected 
by the model.  
Sill 
Nugget 
Range 
 
123
 
 
 
The next stage of semivariogram modelling is fitting the model, and this is done by defining a 
line of best fit through the points. The model provides a continuous function to allow 
predictions for all possible directions and distances. Figure 5.4 shows the Geostatistical 
wizard window and options available for semivariogram modelling including model 
selections. The spherical model is the default in ArcGIS  and one of the most commonly 
used for environmental data, in conjunction with exponential, spherical, Gaussian and 
circular. The spherical model shows a progressive decrease in spatial autocorrelation until a 
distance where it reaches zero while the exponential model can be used where 
autocorrelation decreases exponentially with distance to an infinite distance. For each year 
and pollutant, a model was selected to best fit the semivariogram data points, this was 
initially done visually and where a best fit was hard to determine cross validation statistics 
were used to compare models. Model selection was allowed to change between target 
years. 
 
 
 
 
 
 
 
 
 
 
Figure 5.4 Screenshot showing semivariogram modelling step in ArcGIS 10 Geostatistical 
Wizard, il lustrated with training data set for 1962 black smoke.  
 
After a model was fitted to the semivariogram the optimise model option was used (Figure 
5.4), automatically selecting range parameters to limit the mean square errors in the model. 
The optimisation process assumes a default search neighbourhood of 4 sectors in the 
following stage (Section 5.3.4). Although parameters were previously selected using a 
Drop down box of 
model selection 
options 
Optimise button 
Specification of lag 
size and number. The 
lag size will be 
automatically set on 
optimisation of model, 
or this can be 
manually adjusted. 
Semivariogram key 
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manually iterative process, parameter selections were altered if cross validation statistics 
were improved as a result. 
A sensitivity analysis was performed to determine the effects of altering the parameters on 
the cross validation statistics. The range parameters (particularly lag size), has an impact on 
the modelling output and particularly on the geographic distribution of the predicted 
concentrations. The effects on the RMSE are shown in the Tables 5.2 and 5.3. 
Table 5.2 Black smoke ordinary kriging cross validation RMSE values with different 
parameter selections (model and lag size) as a sensitivity analysis  
Year Model  Lag size (metres) 
1000 2000 3000 5000 7500 10000 
1962 Exponential 51.19 51.02 51.08 51.4 51.72 51.84 
 
Sperical 51.51 51.68 52.07 52.33 52.35 52.43 
 
Guassian 51.93 52.59 53.66 54.71 54.74 54.94 
 
Circular 51.52 51.88 52.36 52.41 52.41 52.45 
1971 Exponential 19.57 19.43 19.38 19.8 19.56 19.62 
 
Sperical 19.65 19.56 19.52 19.52 20.09 20.18 
 
Guassian 19.94 19.78 19.78 19.78 19.92 21.76 
 
Circular 19.65 19.56 19.53 19.52 20.22 20.28 
1981 Exponential 8.10 8.05 8.05 8.09 8.06 8.07 
 
Sperical 8.11 8.07 8.14 8.12 8.11 8.11 
 
Guassian 8.12 8.12 8.26 8.26 8.26 8.25 
 
Circular 8.09 8.10 8.15 8.11 8.12 8.12 
1991 Exponential 6.47 6.47 6.50 6.49 6.46 6.46 
 
Sperical 6.55 6.43 6.48 6.48 6.49 6.49 
 
Guassian 6.6 6.79 6.68 6.59 6.48 6.48 
 
Circular 6.55 6.43 6.53 6.49 6.49 6.50 
 
Table 5.3 Matrix of sulphur dioxide ordinary kriging cross validation RMSE values with 
different parameter selections (model and lag size) as a sensitivity analysis  
Year Model  Lag size (metres) 
1000 2000 3000 5000 7500 10000 
1962 Exponential 44.71 44.77 44.56 44.96 45.62 46.07 
 
Sperical 44.92 44.46 44.55 47 47.31 47.47 
 
Guassian 45.58 44.99 44.63 52.2 52.55 52.69 
 
Circular 45.24 44.44 44.65 47.41 47.55 47.56 
1971 Exponential 26.43 26.26 26.15 26.23 26.3 26.39 
 
Sperical 26.46 26.36 26.49 26.68 27.01 27.19 
 
Guassian 26.49 26.85 27.07 27.91 30.82 31.23 
 
Circular 26.48 26.44 26.58 26.76 27.21 27.26 
1981 Exponential 15.89 15.82 15.83 15.81 15.83 15.81 
 
Sperical 15.96 15.87 15.85 15.85 15.86 15.86 
 
Guassian 15.99 15.93 15.98 16.05 16.04 16.06 
 
Circular 15.93 15.89 15.86 15.87 15.86 15.87 
1991 Exponential 11.25 11.05 11.87 11.06 11.02 11.04 
 
Sperical 11.25 11.08 11.18 11.21 11.2 11.24 
 
Guassian 11.22 11.14 11.35 11.28 11.29 11.30 
 
Circular 11.31 11.11 11.23 11.23 11.22 11.23 
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The sensitivity analysis shows that model output (as demonstrated by RMSE) is fairly robust 
to changing parameter selections (model and lag size). Cross validation RMSE values are 
fairly consistent across the different parameter combination, with 8 μg/m3 being the greatest 
difference between all variations in the 1962 sulphur dioxide modelling. A difference of 
around 1μg/m3 was more common amongst different combinations in other years. While 
model parameterisation is important the sensitivity analysis suggests that the method is 
reasonably robust to changes and it may be more important to know the data and make 
correct assumptions and choices for the modeling approach over intensive optimizing of 
model parameters. 
Figures 5.5 and 5.6 show the semivariograms for BS and SO2 for the target years. As 
standard output they are more difficult to compare as the scales of the axes vary. The lag 
sizes ranged between 11 and 18km for all models between 1962 and 1981, except the 1981 
SO2 model with range of 35km. Optimal models for 1991 had much greater lag sizes of 80 
and 100km respectively for BS and SO2.  
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Figure 5.5 Black smoke semivariograms for target years  
1991 Circular model 1981 Gaussian model 
1971 Spherical model 1962 Exponential model 
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Figure 5.6  Sulphur dioxide semivariograms for target years  
1962 Exponential model 1971 Spherical model 
1981 Spherical model 1991 Exponential model 
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5.3.4 Setting the search neighbourhood 
As surrounding observations are weighted to make predictions, establishing a search 
neighbourhood allows locations further away to have less influence. The shape of the search 
neighbourhood determines where to look for the values used to make predictions.  
 
 
 
 
 
 
 
 
 
 
Figure 5.7 Screenshot showing options for setting the search neighbourhood in ArcGIS 
10 Geostatistical Wizard, illustrated with training data set for 1962 black smoke 
A default circular neighbourhood was selected with 4 sectors to consider points in all 
directions equally as there was no directional influence, the autocorrelation of the data with a 
maximum of 20 and minimum of 2 points to be considered in each sector of the search 
neighbourhood.  
Table 5.4 Selected parameters for Black Smoke and Sulphur Dioxide models across 
sample years 
Pollutant N Year Geostatistical method 
Order trend 
removal 
Method 
selection Lag size 
Number 
of lags 
Neighbours 
to include 
 
Max Min 
BS 603 1962 
Lognormal 
ordinary 
kriging 
2nd 
exponential 1943 
12 20 2 
 
870 1971 spherical 1832 
 
880 1981 gaussian 2393 
 
174 1991 circular 20658 
SO2 551 1962 exponential 2241 
 
808 1971 spherical 2454 
 
838 1981 spherical 4750 
 
178 1991 exponential 15310 
Drop down box of 
model neighbourhood 
sector types 
Selecting maximum 
and minimum 
neighbours 
Weights calculated 
for neighbouring 
points from 
semivariogram model 
at selected point 
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The Geostatistical wizard was run a number of times for each year with different parameter 
selections. Cross validation statistics were recorded and evaluated for each run and based 
on these statistics, the best model for each year identified. This informed parameterisation of 
the final models used to produce concentration maps. 
5.4 Results 
5.4.1 Cross validation 
Model parameters were selected on the optimal cross-validation statistics described in Table 
5.1 and concentration maps (Figures 5.8 and 5.10). The results for the final models are 
shown in Table 5.5. 
Table 5.5 Cross validation statistics for selected Black Smoke and Sulphur Dioxide 
models across sample years (based on back transformed concentrations)  
 
BS  SO2 
 
1962 1971 1981 1991  1962 1971 1981 1991 
N 603 868 879 174  551 806 837 178 
Prediction Errors: 
    
 
    Mean -0.43 -0.03 -0.17 0.13  3.25 1.19 0.25 0.22 
RMSE 50.67 19.41 8.13 6.32  43.98 26.32 15.86 10.99 
Mean standardized -0.02 -0.03 -0.09 0.00  0.01 -0.01 -0.01 -0.02 
RMSE 
standardized 1.03 1.06 1.38 0.90 
 
0.94 1.15 1.11 1.09 
ASE 48.03 20.06 6.41 7.06  53.73 29.46 15.85 11.00 
R2 0.64 0.65 0.51 0.37  0.68 0.69 0.49 0.42 
 
Model building cross validation statistics for early years (1962 and 1971) were reasonable 
for both pollutants (R2 > 0.64), and performed best in 1971, giving rise to R2 values of 0.65 
and 0.69 for BS and SO2 respectively. Concentrations of pollutants were still high during this 
period, reflected in the higher RMSE value, standardised RMSE values were similar across 
the years and pollutants. Scatterplots of the model building modelled against observed 
concentrations and the errors can be found in Appendix. 
Figures 5.8 and 5.9 show the predicted concentration and error maps for BS and Figures 
5.10 and 5.11 for SO2 respectively (these maps can also be seen in Appendix M on different 
scales to highlight variations within each year). 
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Figure 5.8  Black smoke ordinary kriging predicted concentration maps 
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Figure 5.9 Black smoke ordinary kriging prediction standard error maps  
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Figure 5.10 Sulphur dioxide ordinary kriging predicted concentration maps  
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Figure 5.11 Sulphur dioxide ordinary kriging prediction standard error maps  
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5.4.2 Model evaluation 
The concentration and prediction standard error maps were viewed alongside the cross 
validation and evaluation statistics to inform the process and assess the predictions. 
Reviewing concentration maps shows recurring patterns in the predicted concentrations 
across years. The highest concentrations were consistently observed in northern England 
(Liverpool, Manchester,Tyneside, Leeds), with lowest values in the North of Scotland and 
the South-West. Black smoke concentrations also showed elevations around Newcastle and 
South Scotland around Edinborough and particularly Glasgow. High concentrations were 
most defined in earlier years and by 1991 the spatial variability and magnitude of 
concentrations had dropped considerably. Massive changes in concentrations across the 
target years made it impossible to show maps between years on the same scale but similar 
patterns were still identifiable. For SO2, similar elevated concentrations in the middle of UK 
and Newcastle were apparent. Concentrations were also relatively higher in areas of the 
South East compared to BS, particularly around London and in earlier years (1962, 1971 
and 1981) stretching up towards Northampton. Predicted concentrations were considered in 
conjunction with the prediction standard error maps. The error maps show highest levels of 
prediction uncertainties in areas with no measured values and the greatest uncertainty 
around clusters of sites with high variability in measured values between sites. Not only are 
predictions likely to be particularly poor in areas where there are no or few monitoring sites 
(e.g. North Wales and South East England), there are also high levels of uncertainty in the 
predictions in regions between clusters of monitors. This is illustrated in Figure 5.12 which 
shows prediction errors in two areas of the UK (around Newcastle and Midlands) and the 
location of monitoring sites.  
The prediction errors are not evenly distributed. While the maps show reasonable 
predictions where monitoring data is available, predictions are weaker where no monitoring 
stations are present and where variation between concentrations at nearby monitoring 
stations may be high. This is not surprising as the monitored data is clustered as opposed to 
the idealized regular grid of sample locations. Uncertainties in predictions are up to ten times 
greater in magnitude away from monitoring sites. While some of these larger errors may 
occur in rural areas where population density is lower, for some populated areas the 
uncertainty in the predictions may be too high. 
 
135
 
 
 
 
Figure 5.12 Prediction standard error map highlighting areas around Newcastle and 
‘Midlands’  and uncertainties in predictions around monitored sites.  
Following cross validation and subsequent model selection, values from the predicted air 
pollution concentration surfaces were extracted to the 10% reserve subsets for each target 
year. The validation statistics in Table 5.6 below are generated from the predictions at these 
independent sites. 
Table 5.6 Evaluation statistics for BS and SO2 models in sample years 
Pollutant Year N R2 RMSE FB 
BS 1962 64 0.73 41.93 -0.01 
 
1971 90 0.42 29.94 -0.05 
 
1981 85 0.56 7.65 0.06 
 
1991 18 0.48 6.35 0.14 
SO2 1962 53 0.68 45.82 0.01 
 
1971 110 0.78 20.57 0.00 
 
1981 108 0.55 13.06 -0.01 
 
1991 13 0.43 11.83 0.03 
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Models are seen to work reasonably well for 1962 and 1971 with model R2s of >0.6 but were 
not as good for later years when monitoring station numbers fell from around 700 to less 
than 200. RMSEs for earlier years are much higher but considering the substantially greater 
variation and higher values of concentrations in 1962 and 1971 compared to later years this 
was expected. Model performance statistics between model building and validation seem 
variable, this was particularly noted in the 1971 and 1991 Black smoke models where R2 fell 
from 0.65 to 0.42 and increased from 0.37 to 0.48 between model building and evaluation 
respectively.  
5.4.3 Transferability through time 
Ordinary kriging for target years provided estimated annual concentration surfaces for 
distinct time points but how well these surfaces represent the distribution and magnitude of 
concentrations in the intervening years is not known.  
Ordinary kriging black smoke predictions for 1971 were applied to directly to 1968-1973 
concentrations to assess transferability of the models. Table 5.7 shows the evaluation 
statistics (R2 and RMSE) for 1971 model applied to the annual mean concentrations 
between 1968 and 1973 at the subset of evaluation sites common to these years.  
Table 5.7 Black smoke and Sulphur dioxide 1971 evaluation results,  1968-1973  
Year 
Black smoke (n=50)  Sulphur dioxide (n=58) 
R2 RMSE  R2 RMSE 
1968 0.50 31.15  0.68 29.07 
1969 0.54 28.26  0.66 28.26 
1970 0.53 22.11  0.70 22.93 
1971 0.54 23.98  0.76 19.40 
1972 0.45 21.42  0.63 20.37 
1973 0.40 22.20  0.64 19.89 
 
Evaluation results show the 1971 model performed better in preceding years than those 
following the target year and was still performing well back to 1968, with R2 of greater than 
0.5 for Bs and >0.6 for SO2, but with higher RMSEs. The RMSE values increased when 
moving away from the target year and values were higher in preceding years compared to 
later, due to higher variability and magnitude of concentrations going back in time 
(noticeable even over only a few years at this time). 1971 models appears to transfer 
reasonably well over the three years preceding the 1971 target year for which it was 
developed. For 1972 and 1973 the R2 values drop off quickly but RMSE remains 
comparable, this may reflect lower concentrations in these years or a change in spatial 
distribution of air pollution which is not being represented well by the 1971 model. SO2 
retained comparable R2 in following years with similar RMSE to the target year. 
137
 
 
 
Results suggest that the 1971 surfaces are transferable to some degree to surrounding 
years although it is difficult to maintain an appropriate subset of sites of evaluation to confirm 
this across all years intervening the target years.  
Further to this, 1971 predictions were also recalibrated for the years 1968-1973. 
Table 5.8 Calibration equations for 1971 predictions to 1968-1973 concentrations at 
common evaluation sites  
Pollutant year       R2 constant beta RMSE 
Black 
smoke 
(n=50) 
1968 0.50 7.00 1.17 26.82 
1969 0.54 5.03 1.17 24.73 
1970 0.53 2.51 1.01 21.87 
 1971 0.54 -1.68 1.10 23.62 
 1972 0.45 4.20 0.79 19.95 
 1973 0.40 7.18 0.71 20.09 
Sulphur 
dioxide 
(n=58) 
1968 0.68 -12.50 1.29 26.00 
1969 0.66 -2.84 1.18 27.03 
1970 0.70 -1.89 1.06 20.89 
 1971 0.76 -6.86 1.06 17.78 
 1972 0.63 6.09 0.81 17.68 
 1973 0.64 9.54 0.80 18.32 
 
Table 5.8 shows the linear regression between kriging predictions for 1971 and annual 
concentrations at the common evaluation sites for 1968-1973. The R2 value is calculated 
using the annual concentrations and the recalibrated 1971 predictions at the 50 common 
evaluation sites as in Table 5.7. Concentrations for each year against 1971 model 
predictions (and the calibration equation) are shown against 1971 model trendline for each 
year in Figures 5.14 and 5.15. These graphs show that transferability of the models within 
this range of five years is appropriate and improved with calibration. For BS, parallel lines on 
the graphs in 1968 and 1969, illustrate the 1971 models are being ‘upscaled’ (with constants 
of 5 and 7µg/m3 for 1968 and 1969 respectively) to transfer well to earlier years. The 1971 
model is almost directly transferable to 1970 and for 1972 and 1973 some recalibration 
would improve the transfer. While it would be interesting to take this evaluation further 
through the years, it is restricted by a lack common evaluation sites between years to further 
assess the variability in spatial patterns. 
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Figure 5.13 Scatterplots of 
predicted against observed black smoke 
concentrations (μg/m3) with 
recalibration equation to adjust 1971 
predictions for each year, 1968-1973 
Recalibration equation 
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Figure 5.14 Scatterplots of 
predicted against observed sulphur 
dioxide concentrations (μg/m3) with 
recalibration equation to adjust 1971 
predictions for each year, 1968-1973 
Recalibration equation 
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5.5 Summary 
This chapter has deomstrated the development of concentration maps for target years using 
ordinary kriging. Evaluation R2 are comparable to the pilot study (using 100% of available 
sites for model building) although performance declines over the time period. The models 
predict reasonably well at the monitoring sites and around clusters of sites but there are 
large uncertainties associated with predictions in some areas. The next chapter moves on to 
describe target year models developed using LUR.
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6 Land Use Regression 
6.1 Introduction 
Land use regression (LUR) combines the use of monitored concentration data with covariate 
data, representing sources of air pollution, to model concentrations for a study area either to 
receptors (points) or across a study area (using gridded/raster predictor variables). The 
relationship between the dependant variable (monitored concentrations) and predictor 
variables at training sites is analysed using least squares regression and once defined, is 
used to predict concentrations at un-monitored locations on the basis of predictor variables. 
Predictions can be generated across the extent to which there is geographical coverage of 
predictor variables in a study area. The LUR undertaken in this study used predictor 
variables summarised to the 1km base grid as the basis for determining the relationship 
between predictor variables and monitored BS and SO2 concentrations in target years. 
The pilot study of LUR with BS and SO2 in 1971 (Section 4.4.1) showed that even with only 
land cover for more recent years available, this method had potential for modelling BS and 
SO2 across the study period. LUR was carried out for both pollutants for all target years with 
a similar method to the piloting study with some good results. Consequentially this approach 
was used as the basis for a publication (Gulliver et al. 2012) shown in Appendix K) and 
developed further. This chapter presents the results from the LUR developed solely for this 
PhD work and also the collaborative work carried out in revising the approach for publication. 
Comparisons between these two models, developed using the approach designed in this 
study, and their results are drawn. The further development of the model in the publication 
provided an opportunity to carry out a form of sensitivity analysis to test the robustness of 
this LUR method with varied parameterisation. For example did changing the 1km grid to 
500m, CLC 2000 to CLC1990 and using different variable inclusion rules alter the variables 
accepted into the models or improve the model performance? The second LUR allowed for 
an assessment of the impact of changing some elements of the approach to see where and 
how models changed as a result, if at all.  
6.2 Data preparation 
6.2.1 Monitored concentrations 
Monitored concentration data was prepared in line with the strategy for modelling at the 1km 
grid level. Annual mean monitored concentrations for all sites available in the target years 
were used in the consistent 90/10 split subsets for model building and evaluation. Where 
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more than one site fell in a grid square of the base grid, these sites were averaged within the 
1km grid squares.  
6.2.2 Predictor variables 
Predictor variables were also summarised into the 1km base grid covering the extent of GB. 
Predictor variables available for use were identified in Chapter 3 and included CORINE land 
cover, OS MERIDIAN road network, Landform PANORAMA DTM, Census population and 
the X and Y trend variables. These predictor variables were summarised into the 1 km base 
grid. XY variables were made into grids with the values at centroids of each grid square 
applied across the respective 1km grid square. The XY coordinates of the monitoring sites 
were replaced with these values in grid squares with more than one monitoring sites and so 
each concentration value in the regression did not always represent a monitoring site at one 
precise location. 
CLC 2000 variables at 1km grids were used to generate successful models for the pilot 
study year 1971 and so were considered appropriate for use in all models. For CLC 2000 
data, some pre processing was required to reclassify the land cover in order to create 
appropriate categories for the pollutants of interest. CLC 2000’s 44 classes were summed 
together into themed land cover variables and further aggregated up to 1km grids (from 
100m) as shown in Table 6.1. Land cover variables were grouped according to themes and 
also in order to combine sparse landcover types (e.g. construction and dump sites included 
in low density urban grouping). If a landcover type only occurs at training sites it will not be 
useful for predicting elsewhere, such sparse variables may be known as foreign predictor 
variables. Some land cover classes appeared in more than one grouping, such groups of 
landcover variables with duplicate landcover classes were always considered mutually 
exclusive as inputs for modelling. 
The focalstatistics tool in ArcGIS was used to sum the contribution from each of the predictor 
variables within zones of different radii for each grid square in GB. For simplicity these zones 
are referred to as buffers. The Focalsum circle passes over the grid and sums all values in 
the grid cells within the window (as defined by the specified radius) and assigns it to the 
centre grid cell, moves on to adjacent cell and repeats. Both zero centred and ring buffers 
(calculated in SPSS) were used. Buffers of 1, 2, 3 and 5km were generated around land 
cover variables. This is illustrated by Figure 6.1 where each image represents a different 
buffer radius with smaller buffers shown within.  Buffers were not created for road length 
variables as it was considered that 1km was sufficient when considering their localised 
impact on air pollution concentrations.  
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Figure 6.1 Focalsum tool used to generate ‘buffers’ of predictor variables  
A total of 26 variables including the additional land cover buffers were available for the LUR 
modelling (Table 6.2). Values from the predictor variable grids were extracted to the 
monitoring sites represented as centroids of 1km grid squares that they fell into. This data 
was exported from ArcGIS into SPSS statistical software, and merged with the annual 
concentrations (averaged within 1km grids squares) for each of the target year grids, for 
regression analysis. The likely relationships direction of effect (+ or -) as shown in Table 6.2, 
were considered prior to the modelling and logical correlations for the variables were 
identified to inform the process. 
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Table 6.1 Table to show reclassification of CLC 2000 variables  
 Reclassified land cover variables 
CLC VARIABLES HD RES LD RES IND COM HD URB LD URB OTH URB URB GREEN FOREST AGR SEMI-
 
RURAL* 
Continuous urban  X   x        
Discontinuous urban   x   X       
Industrial or commercial units   x x        
Road & rail networks & associated 
 
    X x      
Port areas            
Airports     X x      
Mineral extraction sites     X x      
Dump sites     X x      
Construction sites     X x      
Green urban areas     X  x     
Sport and leisure facilities     X  x     
Non-irrigated arable land         x  x 
Permanently irrigated land         x  x 
Rice fields         x  x 
Vineyards         x  x 
Fruit trees and berry plantations         x  x 
Olive groves         x  x 
Pastures         x  x 
Annual crops associated with 
  
        x  x 
Complex cultivation patterns         x  x 
Land principally occupied by 
     
  
        x  x 
Agro-forestry areas         x  x 
Broad-leaved forest        x  x x 
Coniferous forest        x  x x 
Mixed forest        x  x x 
Natural grasslands          x x 
Moors and heathland          x x 
Sclerophyllous vegetation          x x 
Transitional woodland-shrub          x x 
Beaches, dunes, sands          x x 
Bare rocks          x x 
Sparsely vegetated areas          x x 
Burnt areas          x x 
Glaciers and perpetual snow          x x 
Inland marshes          x x 
Peat bogs          x x 
Salt marshes          x x 
Salines          x x 
Intertidal flats          x x 
Water courses            
Water bodies          x x 
Coastal lagoons          x x 
Estuaries          x x 
Sea and ocean          x x 
*High density residential, low density residential, industrial and commercial land, high density urban, low denisity urban, other urban, urban green space, forest, agricultural land,  
semi-natural land and rural land cover 
NB. Not all  reclassified land cover variables are mutually exclusive, where this is the case they will not be entered into models togethe
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Table 6.2 Summary and description of LUR predictor variables  
  DESCRIPTION UNITS ASSOCIATION 
Land cover  HD_RES continuous urban fabric % + 
LD_RES discontinuous urban fabric % + 
IND_COMM industrial or commercial units % + 
URB_GREEN green urban areas + sport and leisure facilities % - 
FOREST 
broad-leaved forest + coniferous forest + mixed 
forest % - 
OTH_URB 
rd and rail networks and associated land + 
mineral extraction sites + dump  sites + 
construction sites % 
+ 
HD_URB High density urban:  HD_RES + IND_COMM % + 
LD_URB 
Low density urban: LD_RES + URB_GREEN + 
OTH_URB % + 
URB_IND 
Urban and industrial: HD_RES + LD_RES + 
IND_COMM % + 
RURAL AGR +FOREST+SEMI-NATURAL  - 
Road AROAD Meridian, A road length M + 
BROAD Meridian, B road length M + 
MROAD Meridian, minor road length M + 
MWAY Meridian motorways length M + 
MWAY61 AEA motorway road length, 1961 M + 
MWAY71 AEA motorway road length, 1971 M + 
MWAY81 AEA motorway road length, 1981 M + 
MWAY91 AEA motorway road length, 1991 M + 
MINOR_RDS broad + mroad M + 
MAJOR_RDS aroad + mway M + 
Topography 
DTM_1km 
PANORAMA DTM aggregated to 1km. Height in 
m from sea level  +/- 
TOPEX 
sqrt(ntopex/max(ntopex)                    max ntopex 
= 899.31  +/- 
Trend XY_TREND X, Y (coordinates for 1km centroid), X2, Y2, X*Y  +/- 
Population pop71_1km 1971 population density for GB  + 
pop81_1km 1981 population density for GB  + 
pop91_1km 1991 population density for GB  + 
 
6.3 Model development 
Models were developed using a supervised forward approach with logically preferred 
variables being offered to the model first. Initially bivariate correlation was carried out 
between LN pollutant concentrations at 1km and the predictor variables to identify which 
variables were most strongly correlated to the concentrations, while considering the direction 
of effect. Univariate regression analyses were carried out between concentrations and these 
identified variables independently. The variable giving the greatest explained variance (R2) 
was selected and entered into a regression as the starting point for the model. The 
correlations between the unstandardised residuals from this starting model and the 
remaining predictor variables was then analysed and the next most significant variable with a 
logical correlation was chosen and entered into the model.  
Road and landcover variables were preferred and offered into the model until no further 
significant correlations were found. This process was repeated with topography variables, 
trend and finally population (this was only used where a viable model could not be 
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developed without it). Where predictor variables were mutually exclusive (containing the 
same CLC 2000 landclasses), they were never entered into models together to prevent 
double counting. Examples of this include HD_RES and HD_URB, and LD_RES and 
LD_URB categories (Table 6.1), population and land cover were also considered mutually 
exclusive. 
A number of rules were used to determine the order and entry of variables into the 
regression model: 
• A significant correlation with concentration (p<=0.05) 
• The direction of effect was logical according to predetermined expectations (see 
Table 6.2) 
• The direction of predictors already in the model did not change 
• Predictors already in the model remained significant (p<=0.1) 
• Trend was always entered into model last (so as not to mask contributions from more 
localised variables) and as a cubic variable (x, y, x2, y2 and x*y). It was retained in 
models when incremental R2 were improved as a result (including where not all 
individual variables of the trend were not significant). 
Variables were added to the model, in turn, until no further significant correlations were 
found. Where a candidate model was reached, predicted concentrations were calculated for 
the reserved subset of validation sites and compared with observed concentrations at these 
locations. The regression equation was then applied across GB using the relevant predictor 
variables to generate maps of predicted annual mean concentrations. As a final step, the 
maps were viewed for any artefacts or anomalies. Where a successful model was developed 
for a 1971 it was also then applied to 1968-1973 to determine its temporal robustness and 
transferability.  
6.4 Results  
The model building process and results for all target years are summarised in Tables 6.3 
and 6.4 for BS and SO2 respectively. The incremental Adjusted R2 and SEE values are 
included to highlight what each of the variables adds to the model. Adjusted R2 are reported 
for model building as this factors in the number of variables included in the model. The 
variance inflation factor (VIF) is also included as this quantifies the co linearity between 
variables in the regression, no definitive threshold for this value was established at the 
outset but any VIF reported above three would be considered further. 
For all BS models and SO2 models in 1981 and 1991, the XY trend variable accounted for 
the greatest proportion of the variation explained by the models, 52-86% of the variation for 
BS and 55 and 63% for SO2 1981 and 1991 respectively. Trend still accounted for 48% and 
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30% of total explanatory power of the 1961 and 1971 SO2 models. In addition to the trend, 
between one and six other predictor variables were used in models. The low density urban 
or residential land cover classes (within 5km), had the greatest contribution of remaining 
variables to the R2 values across all SO2 models, accounting for between 36% and 60% of 
variation explained by models in 1962-1981, falling to 14% for 1991. Black smoke models 
were dominated by a mixture of roads and urban land cover classes (all using the largest 
5km buffers).  
Table 6.3 LUR LN model development for black smoke for all target years  
 
  
Year N Variable Description β Stdzd β P (sig) Adj R2 SEE VIF 
1962 583  CONSTANT 0.205  .710    
 MROAD Minor roads 4.824e-5 .272 .000 .127 .582 1.075 
 IND_COMM_5 Industrial, commercial 
land cover within 5km 
0.009 .065 .013 .181 .564 1.110 
 MAJOR_RDS A roads + motorways 8.991e-5 .157 .000 .188 .561 1.087 
 BROAD B roads 8.639e-5 .090 .000 .193 .560 1.024 
 FORESTS_5 Forests within 5km -0.11 -.085 .001 .199 .558 1.087 
 TREND X 9.948e-6 1.361 .000   - 
 Y 1.021e-5 2.547 .000   - 
 X2 -9.989e-12 -1.176 .000   - 
 Y2 -8.617e-12 -1.806 .000   - 
 X * Y -4.182e-12 -.340 .003 .637 .375 - 
1971 851  CONSTANT -2.462  .000    
  MINOR_RDS B roads + mroads 4.559e-5 9.267 .000 .216 .625 1.481 
  LD_RES_5 Low density 
residential land cover 
within 5km 
4.894e-3 0.149 .000 .251 .612 1.864 
  OTH_URB_5 Other urban 
landcover within 5km 
3.122e-2 0.068 .000 .271 .603 1.060 
  IND_COMM_5 Industrial, commercial 
land cover within 5km 
5.742e-3 0.037 .079 .290 .595 1.223 
  MAJOR_RDS A roads + motorways 6.281e-5 0.094 .000 .297 .592 1.179 
  TREND X 1.842e-5 2.356 .000   - 
   Y 8.869e-6 1.966 .000   - 
   X2 -1.907e-11 -2.019 .000   - 
   Y2 -6.512e-12 -1.253 .000   - 
   X * Y -5.279e-12 -0.420 .000 .697 .389 - 
1981 870  CONSTANT -1.846  .000    
  MROAD Minor roads 1.579e-5 0.104 .000 .075 .546 1.754 
  OTH_URB_5 Other urban land 
cover within 5km 
6.126e-2 0.192 .000 .125 .531 1.042 
  LD_RES_5 Low density 
residential land cover 
within 5km 
1.435e-3 0.052 .025 .146 .525 1.559 
  BROAD B roads 1.011e-4 0.110 .000 .155 .522 1.065 
  MAJOR_RDS A roads + motorways 5.515e-5 0.098 .000 .165 .519 1.164 
  SEMI_NAT Semi natural land 
cover 
-1.444e-3 -0.074 .089 .186 .512 1.888 
  TREND X 1.470e-5 2.403 .000    
   Y 7.069e-6 2.142 .000    
   X2 -1.407e-11 -1.888 .000    
   Y2 -4.387e-12 -1.212 .000    
   X * Y -7.030e-12 -0.715 .000 .387 .444  
1991 173  CONSTANT -2.509  .047    
  OTH_URB_5 Other urban land 
cover within 5km 
5.693e-2 0.167 .009 .047 .530 1.035 
  TREND X 1.334e-5 1.816 .009    
   Y 1.268e-5 3.793 .000    
   X2 -1.115e-11 -1.237 .041    
   Y2 -8.902e-12 -2.534 .000    
   X * Y -1.198e-11 -1.250 .000 .339 .441  
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Table 6.4 LUR model development for sulphur dioxide for all target years  
 
Not all variables offered were represented in the final models, motorways (adjusted to target 
years), altitude variables and population density did not come into any of the models. For BS 
Year N Variable Description Β Stdzd B P (sig) Adjusted R2 SEE 
VIF 
1962 532  CONSTANT -0.961  .098 .194 .505  
 LD_URB_5 Low density urban within 5km 
7.838e-3 0.326 .000 .263 .483 1.327 
 HD_URB_5 High density urban within 5km 
1.599e-3 0.237 .000 .299 .472 1.320 
 MROAD Minor roads 2.833e-5 0.174 .000 .307 .468 1.139 
 MAJOR_RDS A roads + motorways 5.469e-5 0.109 .000   1.191 
 TREND X 1.311e-5 1.951 .000    
 Y 1.320e-5 3.373 .000    
 X
2 -1.092e-
11 
-1.417 .000    
 Y
2 -1.091e-
11 
-2.138 .000    
 X*Y -1.050e-11 
-0.858 .000 .591 .360  
1971 792  CONSTANT 0.275 
 
.321   
 
  LD_URB_5 Low density urban  land cover within 5km 
8.715e-3 0.396 .000 .373 .443 1.179 
  HD_URB_5 High density urban within 5km 
1.864e-2 0.237 .000 .426 .424 1.347 
  MAJOR_RDS A roads + motorways 5.822e-5 0.109 .000 .437 .420 1.177 
  TREND X 1.191e-5 1.871 .000    
  Y 5.560e-6 1.485 .000    
  X
2 -1.125e-
11 
-1.485 .000    
  Y
2 -4.218e-
11 
-0.920 .000    
  X*Y 4.570e-11 
-0.439 .000 .621 .345  
1981 
827  CONSTANT .210 
 
.538   
 
 
LD_RES_5 Low density 
residential land cover 
within 5km 
5.199e-3 0.213 .000 .135 .473 1.438 
  MINOR_RDS B roads + mroads 9.734e-6 0.073 .021 .142 .471 1.321 
 
HD_RES_5 High density 
residential land cover 
within 5km 
1.078e-2 0.102 .001 .147 .470 1.247 
  OTH_URB_5 Other urban land cover within 5km 
3.233e-2 0.111 .000 .177 .461 1.053 
 TREND X 9.660e-6 1.767 .000   - 
  Y 7.103e-6 2.352 .000   - 
 X
2 -8.109e-
12 
-1.214 .000   - 
  Y
2 -5.709e-
12 
-1.636 .000   - 
 X*Y -6.696e-12 
-0.718 .000 .379 .401 - 
1991 177  CONSTANT 1.600 
 
.244   
 
  OTH_URB_5 Other urban land cover within 5km 
4.872e-2 0.208 .002 .057 .406 1.045 
  LD_RES Low density residential land cover 
2.132e-3 0.153 .023 .092 .398 1.037 
  TREND X 3.841e-6 0.643 .492    
  Y 4.552e-6 1.739 .008    
  X2 -4.201e-
12 
-0.581 .457    
  Y2 -4.718e-
12 
-1.754 .000    
  X*Y -8.390e-
13 
-0.112 .079 .249 .362  
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1981, adding a topographical exposure factor (topex) made a marginal contribution to model 
R2 but this produced artefacts in the concentration maps and so the variable was discarded. 
The topex led to exaggerated dips and troughs in concentrations in rural areas (such as 
Scottish Highlands) where pollution sources are limited.  
Predictor variables present in models for both of the pollutants varied between all years, the 
likelihood is that this was a representation of the underlying changes in source contributions 
and spatial distribution of pollutants. As has been identified previously in Chapter 3, the 
changes in the spatial patterns of pollutants are difficult to ascertain throughout the study 
period as sites came in and out of existence with very few sites present across the whole 
time period, only 22 and 20 sites for BS and SO2 respectively (Table 3.5).  
6.4.1 Model evaluation 
Model evaluation was carried out by comparing values predicted at the reserved 10% of 
sites for each year with the observed measured values. Both the log values and the 
concentrations (back transformed) were compared and these results are summarised in 
Table 6.5.  
Table 6.5 Performance statistics model evaluation with independent subset  
The scatter graphs for the comparisons of predicted against observed concentrations for 
both the LN values and the concentrations are included in Appendix I. 
For the evaluation of models using the observed and predicted concentrations (μg/m3) most 
models performed less well but within a similar range (R2 0.3-0.7). Earlier years remained 
the better performers with R2 values for black smoke models of 0.44, 0.42, 0.31 and 0.30 for 
1962, 1971, 1981 and 1991 respectively and SO2 models giving 0.71, 0.61, 0.28 and 0.42 R2 
for the same years. Fractional bias (FB) showed under prediction across all models but 
within reasonable limits (<0.4). The root mean square errors (RMSE) of all models were 
similar in scale to the standard deviation of monitored concentrations for the appropriate 
Polluta
nt Year  
Model 
building 
 Model evaluation 
N Adj R
2 
(Ln) 
 
N 
Ln 
concentration   Concentration P(sig.)  Adj  
R2 R
2 RMSE Adj  R2 R
2 RMSE FB Beta Constant 
Black 
Smoke 
1962 583 .637  62 .577 .584 .382 .434 .444 63.376 -.069 .798 36.948 .000 
1971 851 .697  90 .505 .511 .423 .415 .422 31.362 -.139 1.420 -11.910 .000 
1981 870 .387  84 .525 .531 .377 .304 .312 9.645 -.127 1.244 -1.881 .000 
1991 173 .339  18 .322 .362 .463 .257 .301 6.798 -.009 -2.497 1.175 .018 
Sulphur 
Dioxide 
1962 532 .591  51 .572 .581 .416 .703 .709 45.802 -.067 1.147 -11.265 .000 
1971 792 .621  108 .689 .692 .311 .603 .606 27.728 -.049 .971 7.126 .000 
1981 827 .379  108 .182 .190 .500 .273 .280 16.664 -.065 .809 11.254 .000 
1991 177 .249  13 .409 .458 .426 .367 .420 12.862 -.003 1.967 -30.583 .017 
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target year. The decrease in model performance through the target years can in part, be 
attributed to the changes in pollutant concentrations and sources over time. By 1991 the 
variation in pollutant concentrations was greatly reduced, the black smoke concentration in 
1991 was around 11% of 1962 and sources had changed dramatically from domestic 
heating and industry to traffic related sources. Additionally and most importantly, there are 
far fewer monitoring stations available in 1991, probably sited in limited and select locations 
which restricted the ability to develop a good model. While some of the models contain traffic 
related variables, none were significant in building models for 1991. This could be a result of 
the 1km scale of the modelling being too coarse to detect the more local variation in traffic 
related pollution. Other problems may include the decreased accuracy in measurement of 
the air pollutants at lower concentrations. Some of these problems of measuring black 
smoke and SO2 over this study period are addressed in Chapter 8. 
There were some large unaccounted for changes in performance between the model 
building and evaluation which could have been the result of outliers in the validation data.  
The use of a relatively small 10% sample for each pollutant and year to use for validation 
may also have been a factor. It may also have potentially indicated some over fitting over the 
models. An analysis of the R2 values was therefore carried out to determine the sensitivity of 
the R2 to regional variables by removing each validation site in turn (Section 6.4.3). There is 
also a further discussion of the process of evaluation and validating the models in Chapter 7. 
6.4.2 Concentration maps 
LUR models were used to map predicted BS and SO2 concentrations across GB for all 
target years. For each model, the ArcInfo GRID environment was used to apply the model 
equation to the relevant predictor variable grids, sum these grids and then add the constant 
to create one 1km gridded concentration map per model. These maps are shown for each of 
the target years in Figures 6.2 and 6.3 for BS and SO2 respectively on the same scale for 
direct comparison. Further maps are included in appendix N to highlight the variations within 
each year.
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Figure 6.2 Modelled BS concentrations (μg/m3) for target years.  
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Figure 6.3 Modelled SO2 concentrations (μg/m3) for target years
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6.4.3 Regional variations in model performance 
With the variation in model evaluation and LN model building statistics, it is apparent that the 
evaluation statistics are sensitive, possibly contributed to by the evaluation subset 
comprising only 10%. A futher evaluation of the sensitivity of the evaluation statistics was 
carried out by analysing these in different geographic regions. 1970 Government Office 
regions, (administrative boundaries) were selected for this purpose because as well as 
having relevance to the time period of the study they captured the main clusters of sites 
around the Midlands and South East well. However, the regions are arbitrary and used only 
to test the sensitivity and response of the R2 and RMSE model performance measures to 
different geographic areas. In order to maintain enough evaluation sites in each area the 
regions had to be grouped into Scotland, Midlands and the Southeast. Even with these 
groupings some regions for some years had too few evaluation sites for comparison 
(considered to be less than 15) and so were excluded from the regional analysis (Table 6.6). 
Table 6.6 Sensitivity of performance measures of LUR models to different geographic 
locations 
Year Region Black smoke  Sulphur dioxide N R2 RMSE  N R2 RMSE 
1962 North 3 * *  2 * * 
 Midlands 29 .07 82.79  21 .57 57.40 
 Southeast 23 .29 31.60  18 .85 34.65 
1971 North 12 * *  7 * * 
 Midlands 33 .45 46.42  46 .34 33.46 
 Southeast 32 .46 9.99  34 .76 22.64 
1981 North 12    10 * * 
 Midlands 39 .13 11.28  46 .07 18.29 
 Southeast 15 .46 3.89  21 .21 19.38 
1991 North 2 * *  1 * * 
 Midlands 12 * *  5 * * 
 Southeast 1 * *  1 * * 
*excluded from regional analysis, n<15 
Table 6.7 Sensitivity of performance measures of LUR models to urban and rural sites 
defined using CLC 2000 for all  years  
Year Region Black smoke  Sulphur dioxide 
  N R2 RMSE  N R2 RMSE 
1962 Urban 56 .44 65.21  48 .70 46.88 
 Rural 6 * *  3 * * 
1971 Urban 64 .38 34.52  82 .53 23.78 
 Rural 26 .40 15.13  26 .60 19.11 
1981 Urban 61 .26 7.83  80 ,26 13.80 
 Rural 23 .39 12.59  28 .25 16.44 
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1991 Urban 16 .28 6.92  12 * * 
 Rural 2 * *  1 * * 
* excluded from analysis, n<15 
NB.Urban defined as >60% urban land cover in 1km grid square 
 
The models consistently performed best in the Southeast with equal or high R2 values and 
lower RMSE. While higher variations in concentrations in the Midlands contributed to the 
larger RMSE values, over prediction from the trend component in this region across years 
may also have degraded the regional performance as represented by lower R2 values and 
increased RMSEs. This does not necessarily support regional modelling, rather highlights 
the sensitivity of the performance measures to the different regional locations and apart from 
BS in Midlands in 1962 and SO2 in Midlands in 1981 the model R2 remain relatively stable 
geographically. 
6.4.4 Transferability through time 
With direct application of the 1971 predictions to 1968-1972, BS R2 values remained 
comparable although RMSE values increased back in time and decreased moving forwards 
from the target year (Table 6.8). This may be accounted for by the change in magnitude and 
variation in concentrations. Changes in the mean concentrations between 1968 and 1973 
were 64.11- 43.11μg/m3 for BS and 106.38 - 87.12μg/m3 for SO2 (Table 3.4). By recalibrating 
the 1971 predictions using concentrations from each year at the common evaluation sites, 
RMSEs in predictions were reduced to levels comparable with the 1971 target year models 
except for 1967-69 SO2 predictions where RMSE values remained high (>32 μg/m3), 
although reduced (from >37μg/m3). 
Table 6.8 Comparison of 1971 predictions with concentrations in years 1968-1973 at 
1971 evaluation sites  
Year 
 Black smoke (n=50)  Sulphur dioxide (n=58) 
 R2 RMSE  R2 RMSE 
1968  .55 32.93  0.56 39.66 
1969  .48 31.78  0.55 37.47 
1970  .50 23.86  0.59 27.75 
1971  .48 26.38  0.59 25.83 
1972  .47 19.82  0.58 23.58 
1973  .41 20.31  0.58 22.63 
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Table 6.9 Recalibration equations to adjust 1971 predictions to sites in years 1968-
1973,  developed at 1971 evaluations sites  
Year 
 Black smoke (n=50)  Sulphur dioxide (n=58) 
 Constant Beta R2 RMSE  Constant Beta R2 RMSE 
1968  -2.47 1.478 0.55 25.43  -14.18 1.34 0.56 34.21 
1969  2.53 1.31 0.48 26.41  -5.51 1.25 0.55 32.40 
1970  -1.27 1.178 0.5 22.64  -5.26 1.13 0.59 26.63 
1971  -4.51 1.25 0.48 25.01  -5.07 1.07 0.59 25.68 
1972  -0.89 0.96 0.47 19.65  0.28 0.90 0.58 21.73 
1973  2.72 0.87 0.41 19.89  4.43 0.88 0.58 21.48 
 
Within the time frame investigated, models developed for the target year seem stable when 
applied to surrounding years and with recalibration could be applied (Table 6.9 and Figures 
6.4 and 6.5).  Figures 6.4 and 6.5 illustrate the transferability between years. The 1971 
models are almost directly transferable to 1970 for both pollutants and could be recalibrated 
to adjust to other years. If more sites remained common through the years, this assessment 
would have been applied further to all target years. Further exploratory interpolation was 
carried out between all years for SO2 by recalibrating models for each year, although 
different training and evaluation subsets had to be used for each year (Appendix J). 
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Figure 6.4 Scatter plots of predicted 
against observed black smoke 
concentrations (μg/m3) with 
recalibration equation to adjust 1971 
predictions for each year, 1968-1973 
Recalibration equation 
160
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Figure 6.5 Scatter plots of predicted 
against observed sulphur dioxide 
concentrations (μg/m3) with 
recalibration equation to adjust 1971 
predictions for each year, 1968-1973 
Recalibration equation 
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6.5 Revised LUR 
Following the development of the LUR models for target years, some further adaptations 
were introduced to the models for development and publication, and led to a set of revised 
LUR models. These provided a good opportunity to review the robustness of the approach 
and examine the impact that slight methodological changes had on the resulting models and 
concentration surfaces.  
The approach and data preparation for the revised LUR method were established as part of 
this PhD work, as were the initial set of models at 1km and evaluation work described thus 
far. These were used in initial exploratory epidemiologicial analyses (Hansell et al. 2011; Lee 
et al. 2011). However, for the published paper on the LUR modelling, a revised set of models 
in SPSS was jointly undertaken with John Gulliver, with some additional input from Kayoung 
Lee and Danielle Vienneau. The published paper is provided in Appendix K (Gulliver et al. 
2011b) and summarily described in the following section. 
6.5.1 Monitored concentrations 
In the initial models, R2 values displayed greater than expected differences between model 
building and evaluation across different targets years (Section 6.4.1). With small numbers in 
the evaluation subsets, the R2 can be very sensitive to the inclusion or exclusion of individual 
sites and outliers. The 90/10 split was considered reasonable in years with large numbers of 
sites but became more difficult to justify as site numbers decreased. The same core dataset 
of monitored concentrations was used in revised LUR models however these data were split 
into random stratified 80% subsets for model training with 20% reserved for model 
evaluation. An 80/20 split of the data was used to determine if this would stabilise and 
improve the evaluation results in comparison with model building. All concentrations were 
log-transformed prior to modelling due to the skewness in the concentration data. For the 
revised models, a finer resolution of grids was used for predictor variables, so no sites fell 
within the same grid square and no averaging of annual mean monitored concentrations at 
sites was required. 
6.5.2 Predictor variables 
The 2000 version of Corine Land Cover (CLC 2000) was selected for use in the original LUR 
models due to its availability in a vector format for reprojection into BNG (Section 3.2.3). 
CLC 1990 was introduced in the revised models and while only very small changes in 
urbanisation exist between CLC 1990 and 2000 (around 0.15% of total land area; (Feranec 
et al. 2010), it was interesting to determine if this would have any effect on variables 
accepted in the models. Both versions were available on a 100m grid across Europe. For the 
revised LUR, CLC 1990 was re-projected to British National Grid (BNG) and land cover 
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classes summed with the same approach as initial LUR models, except they were retained 
in 100m grids. To reduce the block effect of the gridded modelling, focalsum buffers were 
run across the 100m grids for predictor variables but with 500m buffered variables being the 
smallest offered into the models. A finer resolution was not appropriate considering the 
accuracy of the monitoring data (ca.100m). The effect of using the 100m grids on the buffers 
is illustrated by Figure 6.1. As some variables in the initial LUR were accepted into models at 
the minimum 1km grid, the 500m resolution was to determine if predictor variables at a finer 
resolution would be accepted.  A greater range of buffers were also applied to the predictor 
variables, 0.5, 1, 2, 3, 4, 5, 7,5 and 10km for land cover and 0.5, 1, 2, and 3km buffers for 
road length variables (Table S2; Gulliver 2011b) to see if increasing the range would change 
the buffered distances at which variables were included in the models. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6 Buffers around 100m land cover (0.5, 1,  2,  3,  4,  5 and 10km) 
The XY trend in the initial LUR models was dominant in all years. The rules for entry of trend 
into revised models were relaxed to allow for different variations on the trend and a 2nd order 
trend based on y coordinates only was offered to the models. Trend and altitude variables 
were extracted to the monitoring site’s XY locations as with the finer resolution of input data 
there was no longer a requirement to average values for sites within 1km grids. 
6.5.3 Model development and concentration mapping 
Models for each target year and pollutant were developed using the supervised forward 
approach with similar rules for variable entry and order. Trend was shown to be the most 
significant predictor in the initial models and as the strongest variable, trend was offered to 
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the models first and followed by road and land cover variables then population (which 
remained mutually exclusive as predictors). 
The revised models were used to map BS and SO2 concentrations for target years at 1km 
grid across GB. The model regression coefficients applied to the predictor variable grids at 
100m, then aggregated and summed to the CHESS UK 1km grid. Trend surfaces were 
calculated by applying coefficients to the XY coordinates of the centroids of the 1km grid. All 
grids for each model could then be summed and the model constant applied to generate 
eight concentration maps for BS and SO2 for the four target years (Figures S3 and S4; 
Gulliver 2011). 
6.5.4 Results and model evaluations 
A summary of the model development is provided in Table 6.7 (further supplementary tables 
in Appendix K, Gulliver 2011b). As with the initial models, and despite that it was offered at a 
different stage in the modelling process (first as opposed to last), trend surface accounted 
for the highest amount of explained variation in concentrations and had higher R2 values in 
the BS models than in SO2. All models used a cubic trend except for SO2 model for 1971 
which used a quadratic trend along latitudinal coordinates (Y, Y2). Between two and three 
additional variables were used after the trend, with a similarly high occurrence of urban and 
road variables as predictors across the models. As with the initial models, the predictors 
accepted into each different yearly model were different reflecting the spatial pattern and 
varying sources of pollutants over the study period. Pearson’s correlations between common 
sites over different time periods were carried out (Table S5, Gulliver 2011b) and resulting 
correlations were good but not very high supporting the idea of changes in spatial patterns of 
both pollutants over the time. With few sites remaining operational across the study period 
further detailed analysis of the changes in spatial pattern is restricted. 
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Table 6.10 Summary of revised LUR model building 
Pollutant Year Sites  Variables Ajd R2 SEE 
Black smoke 1962 534 Trend (X, Y, XY, X2, Y2), RURAL-FOREST (within 1km), 
FOREST (within 3km), MINOR_RDS (3km) 
.676 .354 
 1971 767 Trend (X, Y, XY, X2, Y2), MINOR_RDS (1km), LD_RES (10km), 
MAJOR_RDS (1km) 
.680 .388 
 1981 771 Trend (X, Y, XY, X2, Y2), SEMI_NAT (1km), OTH_URB (10km), 
MINOR_RDS (1km) 
.408 .431 
 1991 155 Trend (X, Y, XY, X2, Y2), SEMI_NAT (10km), OTH_URB (7,5km) .390 .434 
Sulphur Dioxide 1962 482 Trend (X, Y, XY, X2, Y2), MINOR_RDS (3km), LD_URB (10km), 
HD_URB (1km) 
.605 .350 
 1971 733 Trend (X, Y, XY, X2, Y2), MINOR_RDS (3km), IND_COM (10km), 
MAJOR_RDS (3km), LD_URB (10km) 
.649 .337 
 1981 756 Trend (X, Y, XY, X2, Y2), LD_URB (10km), OTH_URB (10km), 
HD_URB (2km) 
.378 .404 
 1991 153 Trend (Y, Y2), OTH_URB (7.5km), LD_URB (10km) .243 .356 
R2 values remained high for earlier target years (>60%) but with levels of explained variation 
in monitored concentrations falling for 1981 and 1991, to between 24 and 41%. 
Model evaluation (Table 6.11) was carried out by comparing the predicted and observed 
concentrations at a reserved subset of sites, representing 20% of the total sites. Model 
predictions remained good, greater than 0.4 in all cases except SO2 1991, and as high as 
0.7. While the sensitivity of the evaluation R2 values was reviewed geographically for the 
original LUR models, a leave one out analysis, using the validation subset was carried out 
for the revised models. This produced a similar range of R2 values but with a greater range 
in 1991 where the validation subset was reduced to 38 sites. 
Table 6.11 Performance statistics from the evaluation analysis  (Table 2; Gulliver,  
2011b) 
Pollutant Year N* 
LN Concentration  Concentration  
Adj R2 RMSE  Adj R2 RMSE FB Beta Constant P(sig.) 
Black 
smoke 
1962 133 .640 .356  .558 57.1 -.10 1.12 -1.96 .000 
1971 191 .684 .424  .413 28.8 -.09 1.04 3.02 .000 
1981 193 .504 .413  .382 8.8 -.09 1.29 -3.54 .000 
1991 37 .414 .518  .339 5.9 -.03 0.83 3.09 .000 
Sulphur 
dioxide 
1962 121 .645 .368  .706 44.8 -.04 1.12 -12.17 .000 
1971 183 .625 .317  .573 28.4 -.05 .83 20.92 .000 
1981 189 .408 .345  .255 18.9 -.06 .85 9.20 .000 
1991 38 .328 .386  .309 12.4 -.05 1.18 -3.93 .000 
*number of independent evaluation sites 
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6.5.5 Concentration mapping 
While predictor variables were buffered at 100m and entered into models at a minimum of 
500m, mapping was carried out at 1km. Coefficients were applied to the 100m predictor 
variable grids used in model building and resulting grids summed and aggregated up to the 
1km CHESS-UK base grid. Coefficients for trend surface, as in the initial model, were 
calculated for the XY coordinates at the centroid of each 1km grid square. All contributing 
grids for each model were then summed with model constants added and the exponential of 
the total grids taken to create the concentration maps for BS and SO2 for all target years. 
6.6 Comparison of initial and revised LUR models 
With a few exceptions, the predictor variables accepted into the revised LUR models were 
similar to those accepted into the earlier LUR models. The increased buffer sizes of 7.5km 
and 10km (for the land cover classes) offered to the revised LUR, on the whole replaced the 
5km buffers in the original LUR. Model development stages for both methods reported very 
similar R2 values, with declines in R2 for models developed for later target years. 
Table 6.12 Comparison between the model development and evaluation results of 
initial and revised LUR models for BS and SO2 for all target years.  
Pollutant Year 
 Initial LUR models Revised LUR models 
 N 
 
Model 
development 
Adj R2 
Model 
evaluation 
Adj R2 
 N 
 
Model 
development 
Adj R2 
Model 
evaluation 
Ajd R2 
Black 
smoke 
1962  583 (62) .64 .43  534 (133) .68 .56 
1971  851 (90) .70 .42  767 (191) .68 .41 
1981  870 (84) .39 .30  771 (193) .41 .38 
1991  173 (18) .34 .26  155 (37) .39 .34 
Sulphur 
dioxide 
1962  532 (51) .59 .70  482 (121) .60 .71 
1971  792 (108) .62 .60  733 (183) .65 .57 
1981  827 (108) .38 .27  756 (189) .38 .26 
1991  177 (13) .25 .38  153 (38) .24 .31 
Model evaluation was undertaken with a 10% subset in the initial LUR study to retain as 
many sites as possible for model development while in the revised method a 20% subset 
was reserved to try and improve the reliability of the model evaluation. When comparing the 
model evaluations carried out for the concentrations at validations sites it can be seen that 
some improvements were made in the explanatory power of the models with the LUR model 
revisions but overall model evaluation results were very similar to the initial models. The 
range of evaluation R2 values for BS were 0.26-0.43 and 0.34-0.56 for initial and revised 
models respectively and for SO2 were 0.27-0.70 and 0.31-0.71 for initial and revised. The 
similarities in the results and evaluation of the two methods and its transferability between 
years help to support the suggestion that this method is reasonably robust. 
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6.7 Summary 
This chapter has outlined the approach towards LUR used in this thesis; applying current 
land cover data back in time to develop historic concentration estimates. Well evaluated 
models were developed and further collaborative revisions (Gulliver 2011) revealed this to 
be a robust method (producing comparable results with moderate changes to the approach 
in initial and revised methods). The final chapter will discuss the strengths and weakness of 
the two methods carried out in this thesis and will place them into the wider context of 
retrospective GIS based modelling of air pollution and their value for epidemiological 
analysis.
167
 
 
 
168
 
 
 
7 Discussion 
The main research question addressed by this thesis was the possibility of providing 
retrospective national scale concentration maps to generate lifecourse exposure measures 
for epidemiological studies? Key aspects of the thesis were: 
• Compilation of a small-area database of historically relevant geo-referenced data 
across the study period, as a basis for air pollution modelling, including; monitored 
concentrations, modelled emissions, emission proxies, environmental factors 
influencing dispersion and population distributions. 
• Development, validation and comparison of different modelling techniques to 
estimate spatial distributions of black smoke and SO2 concentrations, on the basis of 
these data, for key target years across the study period. 
 The work resulted in the successful production of well-validated maps of air pollution 
concentrations for BS and SO2 for 1962, 1971 and 198 and moderately validated map for 
1991, when many fewer monitoring stations were available. It also established that the 
historically available emissions data for the UK could not be used to provide air pollution 
concentration maps as the data could not be successfully disaggregated geographically to a 
suitable spatial resolution. 
The discussion will focus on the outcome of the models that were used to develop historic 
concentration maps for the target years, addressing their strengths and limitations and the 
selection of models for the CHESS project exposure assessment. The transferability of 
models through time will also be assessed. 
7.1 Model selection for the CHESS project 
The models presented in this study are unique as they are the first to model historic 
concentration surfaces at a national level and over this temporal scale back in time 
(decades) within a GIS framework. It is unusual in that monitored concentration data is 
available over the entire study period measured using a consistent method (BS1747), and 
no extrapolation or estimation of monitored data has been used to supplement these data. 
These monitoring data from the National Smoke and Sulphur Dioxide Survey provided a 
unique opportunity to model historic concentrations. While similarly long term PM monitoring 
has been carried out at a national level in the United States, that network is not well spatially 
resolved. Additionally measurement methods were not consistent (measured as TSP until 
1986) and in the 1960s and 1970s sites were purely sited to capture local pollution problems 
(Hunt et al. 1989). This is not comparable to the 3100 plus sites available over this study 
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period with up to 1100 sites active at its peak. Another important point to note is that the 
annual models developed here are evaluated using an independent set of monitored 
concentrations for all target year modelled with no averaging over time or assumptions made 
about the performance of models over different time periods. Model evaluation statistics are 
comparable to those for models in recent years (Beelen et al. 2007; Vienneau et al. 2010). 
These factors mean that there are few studies that are directly comparable to this approach 
both in scope and evaluation of models which in itself highlights the importance of this thesis 
research. 
LUR and kriging were selected as the models to be developed in this study for all target 
years and a number of additional methods were also trialled in the piloting stage which, 
although not pursued further in this study have been successfully used for exposure 
assessment studies in other areas (Bellander et al. 2001;Forbes et al. 2009b). These 
additional methods included dispersion and focalsum models which aimed to develop 
models based on the retrospective emissions data without success. This was largely 
attributed to the unsuccessful geographic disaggregation of national emission totals (Section 
3.2.2).  
Dispersion and focalsum methods have been used in other national or retrospective 
exposure analyses. A moving windows focalsum approach was applied across the EU to 
model annual mean concentrations for 2001 (Vienneau et al. 2009). This study used 1km 
emission grids which were similar to those produced retrospectively for CHESS and a 
network of 942 monitoring sites across Europe. The study reported an R2 of 0.61 at 
independent evaluation sites (n=228, representing ≈25% of dataset). All emissions were 
treated as area based sources (1km grid) and major point sources were not modelled 
separately. While the CHESS study was able to model point and area based emissions 
separately (although only for domestic and transport), the EU approach had a more detailed 
emissions inventory and current information for disaggregating emissions to the 1km grid. 
While the CHESS pilot study showed some promise at 5km (R2 0.46 for BS and 0.48 for 
SO2) this is not a suitable resolution for any individual level exposure analyses. In 
comparison to the recent EU study, the decrease in accuracy of emissions for the CHESS 
study affected the ability to generate an appropriate model back in time using a similar 
approach. 
Bellander et al. ( 2001) applied the Swedish AIRVIRO dispersion model to reconstructed 
emissions data on traffic and heating to estimate NOx and SO2 concentrations in Stockholm 
for target years 1960, 1970 and 1980. This study represents a similar timescale to CHESS, 
but on a much smaller, city scale. Retrospective emissions estimates at 500m grid were 
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based on a 1993 emissions database and emissions were reconstructed based on detailed 
information, such as point sources on the development of heating, household heating fuel 
type and method and the development of the district heating network and calibrated using 
SO2 measurements. A highly advantageous feature of the Stockholm study was the 
availability of detailed data to inform the reconstruction of retrospective emissions. In 
comparison, data available for GB included contemporaneous historic national emissions 
totals by sector for the study period (NAEI). However, information about small industrial 
sources, smoke control areas and the spread of the gas network was severely lacking to aid 
the disaggregation of emissions. For smoke control areas, these were implemented locally 
and to find further information would have required visits to each local authority area to look 
at historical records (which could not be obtained centrally either through DEFRA or the 
British Library). For the gas network, there were no national or local sources available with 
this information. A number of different sources, national and private companies were 
involved and the key changes included the spread and decline of town gas installations, the 
increased use of imported liquid natural gas and the spread of the national piped natural gas 
network after the discovery of North Sea gas in the mid 1960s (Wilkinson 2008). 
It is also very important to note that the Stockholm study was not able to independently 
validate any of the SO2 models for any time points as all measurements of SO2 were used to 
calibrate the models. A health study using this exposure model found no association with 
long term exposure and Myocardial Infarction (Rosenlund et al. 2006), while a further study 
found some increased risk of lung cancer with urban air pollution, although no significant risk 
with SO2 (Nyberg et al. 2000). Health studies showing no effect and marginal risk in 
association with the exposures developed in the Stockholm study health effects may 
possibly be a result of exposure misclassification.  
A number of studies in the UK found assessed health effects associated with exposure using 
predicted concentrations developed using the Pollution Climate Mapping dispersion model 
(Stedman et al. 2005). These found a range of effects associated with long term ambient air 
pollution exposures including lower lung function (Forbes et al. 2009a) and small increased 
risk in cardiovascular disease (Forbes et al. 2009b). A further study found no statistically 
significant effect on blood markers of inflammation (Forbes et al. 2009c). These health 
studies used PM10 and SO2 concentrations developed and evaluated for the year 2003, with 
R2 of 0.37 and 0.56 respectively, however models were recalibrated to the relevant time 
points for their study (1995, 1996, 1997 and 2001) with no further evaluation.  
Since 2001, these national Pollution Climate Mapping (PCM) dispersion models have been 
applied in the UK annually, for particulates and SO2 concentration mapping, carried out by 
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AEA for DEFRA for the purpose of EU reporting (Brookes et al. 2011). The PCM models are 
used to estimate annual mean concentrations at a 1km grid resolution. The performance of 
current models with the most accurate emissions data currently available, gathered from 
extensive reporting, still results in models with moderate to low model building and 
evaluation R2. The PCM models large and small point sources (Stedman et al. 2007) and 
area based sources all separately (Section 2.4.3). This is compared to the CHESS 
dispersion pilot study that modelled large point sources and area sources (domestic and 
transport) separately (within the ADMS dispersion model) but with no information available 
on small industrial emissions. The performance of the most recent (2010) annual application 
of PCM models to predict SO2 (μg/m3) background concentrations at verification sites gave 
an R2 of 0.03 (n=41), with a model building R2 for the national network of 0.28 (n=71). 
Annual concentration maps of PM10 for 2010 had no overall R2 for similar comparison (as 
models were verified with sites in different categories) but an R2 of measured against 
modelled concentrations at the national network of background concentrations (also used for 
model calibration) was reported as 0.21 (n=22; Brookes et al. 2011). While the CHESS pilots 
could not achieve comparable results from dispersion trials for 1971, the low R2 still being 
achieved in current national dispersion models suggest that with the less accurate modelled 
emissions back in time, model performance would not reach the standard achieved through 
LUR (≈ 0.36 for SO2 and ≈0.32 for BS). Considering the performance of current national 
dispersion models, the errors introduced by using modelled retrospective emissions, the 
inclusion of population data (discussed further in Section 7.3.3) to support the emissions 
modelling and the provision of estimates at the 5km grid (which were not on a fine enough 
scale for epidemiological analysis); these are all factors supporting the discontinuation of 
dispersion modelling within this study. However, there may still be some potential to derive 
modelling benefit from a focalsum approach if further components to include local variations 
in concentrations could be added to models. 
Target year models were developed using methods selected during the piloting process, 
ordinary kriging and LUR models. The summary comparison of the independent evaluation 
of these models and the additional revised LUR (Gulliver et al. 2011b) can be seen in Table 
7.1. 
  
172
 
 
 
Table 7.1 Summary of model evaluation statistics  
Pollutant Year  Kriging  LUR  Revised LUR* 
   N** R2 RMSE FB  N** R2 RMSE FB  N*** R2 RMSE FB 
BS 1962  64 .73 41.9 -.01  62 .44 63.4 -.07  133 .56 57.1 -.10 
 1971  90 .42 29.9 -.05  90 .42 31.4 -.14  191 .41 28.8 -.09 
 1981  85 .56 7.7 .06  84 .31 9.7 -.13  193 .38 8.8 -.09 
 1991  18 .48 6.4 .14  18 .30 6.8 -.01  37 .34 5.9 -.03 
SO2 1962  53 .68 45.8 .01  51 .71 45.8 -.07  121 .71 44.8 -.04 
 1971  110 .78 20.6 .00  108 .61 27.7 -.05  183 .57 28.4 -.05 
 1981  108 .55 13.1 -.01  108 .28 16.7 -.07  189 .26 18.9 -.06 
 1991  13 .43 11.8 .03  13 .42 12.9 -.00  38 .31 12.4 -.05 
*(Gulliver 2011b) **Number of evaluation sites, 10% subset ***Number of evaluation sites, 20% subset 
The target year models compared using the evaluation statistics, all performed to a similar 
standard for each year and by pollutant with kriging models consistently marginally better for 
both R2 and RMSE. If recommendations were to be made regarding a selection between 
methods however it would not be based on these statistics alone. The ordinary kriging 
method is more heavily reliant on the distribution of the monitored concentration data in 
generating predictions and so uncertainties in the predictions away from the areas of 
densely situated monitoring sites are likely to be greater than for the LUR methods. Although 
kriging is able to provide mapped estimates of the uncertainties associated with predictions, 
further regional and urban/rural evaluation of R2 sensitivity for LUR showed on the whole the 
models were reasonably stable but with some changes (Section 6.4.3). The LUR represents 
a more local model, and makes predictions at unsampled locations on the basis of the 
underlying characteristics and the relationships with concentrations of these at sampled 
locations. The added advantage of this method is that the relationship between predictor 
variables and concentrations are known and can be assessed against prior knowledge of 
source contributions to pollutant concentrations. Both methods will be discussed in the 
following sections.  
7.2 Kriging models 
7.2.1 Target year models 
Model evaluation performance measures for kriging showed reasonable models across 
target years for both BS and SO2 in comparison with other studies (Beelen, Hoek, Pebesma, 
Vienneau, de Hoogh, & Briggs 2009)  with R2>0.6 for 1962-1981 but with performance 
degrading through the years, particularly for 1991 (R2≈0.4). A review of the kriging prediction 
error maps in conjunction with the results, show results are likely unreliable away from 
monitored locations, being clustered in and around urban areas, resulting in greatest 
uncertainties in areas with no sites and particularly in areas with no sites surrounded by sites 
further afield with high variations in concentrations (Figure 5.12). Where maps showed low 
prediction uncertainties such as in South West England, this may be as much a function of 
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low concentrations at an unrepresentative sample of few monitoring sites as low uncertainty 
in predictions. 
National comparisons for kriging models are available and can be compared irrespective of 
time as performance at different time points depends only on the availability and distribution 
of monitored concentration data. A number of studies have used interpolation techniques 
including IDW and ordinary kriging (Beelen et al. 2007) to model background concentrations 
in the US (Liao et al. 2006), Europe (Beelen et al. 2007; Beelen et al. 2009; Matejicek et al. 
2006) and the UK (Campbell et al. 1994), often with additional components to capture more 
localised variations in pollution (Beelen et al. 2007; Campbell et al. 1994). One study used 
ordinary kriging to model daily PM concentrations across the continental US for 2000 to 
estimate continuous surfaces of ambient air pollution exposure even to locations where 
monitoring data were limited (Liao et al. 2006). The number of sites available for modelling 
per day ranged between 120 and 1,340 while there were only 17% of days with more than 
400 sites across the study area. In comparison with the CHESS study, where ordinary 
kriging was performed with a minimum of 174 sites (for 1991 BS) across a smaller study 
area, the monitoring network is relatively sparse. Liao et al (2006) recommended a 
semiautomated approach, using some default parameters, to ordinary kriging on LN 
concentrations with a spherical model on the national scale in comparison with a similar 
regional approach across the US (using five regions). Performance statistics included cross 
validation prediction error (PE), standardised prediction error (SPE), root mean square 
standardised (RMSS) and SE. In contrast to the 1991 kriging model presented in this thesis, 
the software was allowed to set all the default parameters and only cross validation statistics 
were reported. Average cross validation RMSS for ordinary kriging over 366 days for 2000 
was 1.39, this is compared to 0.9 for the CHESS study in 1991. However, comparison is 
difficult as no independent evaluation was carried out for the US study. A 1994 UK study 
(Campbell et al.), used geostatistical techniques to generate a map of background NO2 
concentrations (from 39 rural sites). An urban contribution was generated by comparing 
concentrations at 243 urban sites with 5km population data (as a surrogate for vehicle 
density as NO2 is a traffic related pollutant) and corrected for the background concentration 
by subtracting the kriged value. Campbell et al. (1994) reported an R2 of 0.56 for a portion of 
the urban sites, higher than the 0.48 and 0.43 reported for BS and SO2 respectively in 
CHESS1991 kriging models. In comparison with the 1991 CHESS models, this had a greater 
density of urban sites and additionally, 39 separate rural sites. However population was used 
to model the urban component which was avoided for CHESS (discussed further in Section 
7.3.3) and no model evaluation at independent sites was carried out. 
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7.2.2 Limitations to the kriging approach 
Limitations to the kriging approach include problems presented by the monitoring data. It is 
problematic to use kriging where the range in data values, in this case measured 
concentrations, is great and it is known to be very difficult to generate valid models where 
some values are much greater (Krivoruchko & Gotway 2004). The highest concentrations of 
pollutants in 1962 and 1971 are more than three times the magnitude of mean 
concentrations for the same years. In particular the presence of extreme outliers can be 
seen to exert undue influence on the semivariogram modelling. These data were retained in 
the model training data sets as they reflect real variations in concentrations but the result of 
this can be seen in some erratic average binned values on the semivariograms (Figures 5.6 
and 5.7). 
Kriging and other interpolation techniques are known to perform similarly well where 
observed data is regularly and densely spaced (Elliot et al. 2000) and representative across 
the study area. Some clustering of the monitoring sites is evident in BS and SO2 monitoring 
data and uncertainties in the predictions are much higher between these clusters. Kriging 
makes assumptions based only on the trend and spatial autocorrelation in the data so may 
not be reliable enough in areas with no monitoring sites. 
7.2.3 Potential refinements for the kriging approach 
Improvements could be made to the kriging model. Kriging can be split into a two stage 
process with outliers removed for model building and put back in for the prediction stage. 
This two stage process prevents outliers exerting too much influence on the semivariogram 
modelling while allowing the extreme values to influence the predictions to reflect real 
variations in concentrations. 
Use of other kriging techniques may also have improved models. Co-kriging was also 
attempted with ArcGIS and GSPlus softwares (not reported) using different covariates for 
different years; PM10 for 1991 BS and the Douglas Waller index for 1962 BS. While there 
was no success with getting this method to perform satisfactorily, further consideration could 
be given to this approach in a similar way to LUR using covariates from different time 
periods with further expert advice on the process of balancing covariates for successful 
models. While ordinary kriging was selected over universal kriging because detrending with 
ordinary kriging was decided to introduce fewer uncertainties in the model (Section 5.3.2) 
further trials could have been considered with the dominance of trend being apparent across 
other modelling techniques. 
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A new kriging technique has been added to the ArcGIS 10.1 geostatistical toolset (not 
available to this study) known as Empirical Bayesian kriging (EBK). In this method, data can 
be divided into subsets of a given size and then numerous local models (with overlap) fitted 
to data, rather than assuming one model fits across the whole of the dataset. This method in 
ArcGIS automates the most difficult aspects of the parameterisation process not solely 
based on cross validation statistics but using a simulation based approach with distributions 
of semivariograms for subsets of data. It improves assessment of errors by also including an 
assessment of the uncertainty of the semivariogram while other kriging methods assume 
semivariogram to be a true representation. This method is considered more accurate for 
small or nonstationary datasets (ESRI 2012). It would be a very useful tool to try with the 
data used in this project, which do not show strong stationarity (an assumption of kriging) 
and may benefit from more localised models particularly due to the locations and clustering 
of sites available for modelling (ESRI 2012). 
7.3 LUR models 
The LUR approach used in this study is unique in its scope, combining the use of current 
land cover data to develop historic concentration estimates back over 4 decades, including 
model evaluation for each target year at independent sites and the national scale of 
modelling, and does not have any directly comparable studies. Table 7.2 summarises the 
tables referenced in this discussion. 
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Table 7.2 Summary of referenced LUR papers 
Reference Pollutant Study period Study area 
Receptor/raster 
models Evaluation Results (R2) 
Gulliver (2011) BS, SO2 
1962, 1971, 1981 and 1991 
annual means GB 1km raster 
20% independent evaluation 
subset (between 37 and 193 
sites) 
BS - 0.34-0.56 
SO2 - 0.31-0.71 
Vienneau (2010) NO2, PM10 2001 annual mean GB and NL 100m raster 
Leave one out cross 
validation 
GB:  NO2 0.61, PM10 0.37 
NL:   NO2 0.85, PM10 0.44 
Chen (2010 )  
& Crouse (2009) NO2 
2006 (Crouse, 2009) back 
extrapolated to 1985 1996 
(Chen, 2010), annual means 
Montreal, 
Quebec Receptor 
None (130 sites all used for 
model building) 0.8 (model building) 
Beelen (2007) BS, SO2, NO & NO2 
1976-1996 NL 
Receptor 
(regional, urban 
& local 
components) 
Cross validation 
Average 1987-1991 
BS 0.59, SO2 0.56, NO2 0.84 
and NO 0.44 
Beelen (2010) NO2 2001 
Rijnmond (NL 
urban area) Raster 100m 
44 training sites and 18 
independent evaluation sites 0.47 
Briggs (1997) NO2 1993-1994 
Amsterdam, 
Huddersfield, 
Prague 
Receptor 8-10 independent evaluation sites 0.79 - 0.87 
Liu (2012) NO2 
1993 and 2003 (2 and 4 
weeks sampling periods 
over 3 seasons) 
8 Swiss regions Receptor Leave one out cross validation 
0.07-0.66 (1993)0.02-0.6 
(2003) 
Wang (2012) NO2 2007 NL Receptor 
Leave one out cross 
validation and validation with 
independent sites (total 144 
sites) 
average 0.6 (independent 
validation) 
Novotny (2011) NO2 2006 annual mean USA Raster 30m 
369 monitors in total, 90/10 
training validation split 0.76 (independent validation) 
Hystad (2011) PM2.5 2006 annual mean Canada 
Nested raster 
model: 
1/5/10km 
No evaluation 
PM2.5 0.46 (0.41 from 
satellite based estimates at 
10km) 
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7.3.1 Use of LUR for historic modelling 
The different LUR models developed using the approach designed in this study, detailed in 
Chapter 6 and the EST publication (Gulliver et al. 2011b) show the robustness of the 
approach. The revised method changed elements of the approach, increasing the resolution 
of predictor variables to 500m (final mapping resolution remained at 1km), using different 
buffer sizes, (reduced to 500m for roads and land cover variables buffered up to 10km), land 
cover data (CLC 1990 in place of CLC 2000) and different modelling and evaluation subsets 
(80/20 compared to 90/10 splits). These modifications did not make dramatic differences to 
the model evaluation statistics.  
Model performance in later years was comparable with other recent national studies.  
Vienneau et al. (2010) modelled annual mean PM10 in 2001 for GB and NL and reported 
adjusted R2 of 0.37 and 0.44 for each country respectively. They reported lower RMSE 
values than the LUR in this study (4.1 μg/m3 for GB and 2.3μg/m3 for NL) which in part be 
accounted for by lower concentrations in this later year. Vienneau et al. 2010) included 
similar variables in their models, but at a finer spatial scale (100m) and were therefore able 
to capture more of the local variation in concentrations.  
A further study using land use regression to model concentrations back in time was applied 
in Montreal, Quebec (Chen et al. 2010). While not on a national scale, this study approached 
the problem by taking a 2006 NO2 LUR model (Crouse et al. 2009) and back extrapolating 
the estimates to two time points, 1985 and 1996 (Chen et al. 2010). The 2006 LUR 
estimates were recalibrated for earlier years using three different methods using monitoring 
sites that were available in 2006 and 1996 or 1985. The back extrapolation was based on 
either interpolation of historic monitored concentrations (IDW); a reduced set of land use 
predictors for the 2006 model or further historic spatial predictors relevant for the time points 
that allowed the spatial pattern of concentrations to vary. While introducing an interesting 
approach, the authors acknowledged the difficulty in evaluating the historic prediction 
surfaces. In comparison to the CHESS study, this represents a smaller study area that was 
able to derive better historic spatial predictors of pollution (including historic land use and 
traffic variables) but with sparse historic monitoring data was unable to evaluate predictions. 
The most comparable study to the CHESS LUR models in terms of national extent and time 
period, is the work by Beelen (2007) in which a structured approach to developing long term 
exposure estimates for a Dutch cohort is used. This study modelled concentrations to 
receptors using an annual background model (IDW), a time invariant urban LUR (covering all 
years in study, 1976-1996) and a local component (traffic intensity within 100m linearly 
scaled back through time). Residual annual concentrations from the background IDW model 
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were used in the LUR urban model to improve the surface.  The overall performance of this 
method was measured by developing one regression model with average concentrations for 
the period 1987-1991 and this explained 59% of the BS variation and 56% of the SO2, while 
the urban regression component explained 49% and 35% of the BS and SO2 respectively. 
These performance results are broadly comparable to those reported by this LUR study for 
1981, but performance is better in comparison with the 1991 models. RMSEs reported are 
consistently lower (<3μg/m3) for both pollutants than for each of the years in this study (6.8-
9.7 μg/m3 for BS and 12.9-16.7μg/m3 for BS and SO2 in 1981 and 1991). The difference in 
results could be due to the finer resolution of modelling in this later year in the Beelen study 
and the addition of the local component of traffic intensities (at 100m) at a time when a 
greater portion of contributions are accounted for by localised traffic. The urban LUR 
component of the study however, incorporates a population variable (number of inhabitants 
within 1km) as the only predictor for BS and includes only binary variables for SO2. (located 
in rural, non rural or industrial area). The inclusion of binary and indicator variables in the 
urban and regional components respectively would result in step changes in mapped 
concentrations. The LUR was also time invariant across the study period and coefficients did 
not change for each time period. The addition of a localised component including traffic 
intensity and distance to road (buffers of <100, and 100-300m) greatly improved the local 
variation in modelled concentrations in comparison to the CHESS LUR models.  
7.3.2 Use of LUR at national scale 
Most LUR studies have been performed at sub-national scale, usually at the city level 
(Briggs et al. 1997; Crouse et al. 2009; Hoek et al. 2008; Su et al. 2008). Often studies have 
used LUR to provide estimates at point locations, such as addresses where individuals live 
rather than to produce maps. An example of this is an exposure assessment for a Swiss 
cohort, SAPALDIA (Swiss Study on Air Pollution and Lung Disease in adults) which 
developed LUR and dispersion models for eight different and varied regions in Switzerland 
for 1993 and 2003 (Sally Liu et al. 2012). This study found that the regression models 
performed better and reported overall model R2 as 0.84 and 0.80 for 1993 and 2003 with 
geographical variations in the R2 across the eight regions (0.07-0.66 for 1993 and 0.02-0.60 
for 2003). This was greater than the regional variations found within the CHESS LUR models 
but highlights the variable performance of a large scale LUR.    
Other country level studies include those in the Netherlands (Beelen et al. 2007; Beelen et 
al. 2010; Wang et al. 2012), United Kingdom and the Netherlands (Vienneau 2010; 
described in Section 7.3.1), USA (Novotny et al. 2011) and in Canada (Hystad et al. 2011).  
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Hystad et al. (2011) developed a national LUR model to predict and map annual mean PM2.5 
concentrations to include variations at a large scale (10km grid) with deterministic gradients 
added to the LUR to model local variation from specified sources (petrol stations, highways 
and major roads). Predictor variables included satellite based estimates of PM2.5 
concentrations, emissions per 5km grid square (tonnes) and industrial land at 1km. All 177 
monitoring sites were used in model development so evaluation was carried out using a 
bootstrap procedure. An R2 of 0.46 was reported for this model with 0.41 of this being 
accounted for by the satellite based estimates. While Canada represents a much larger 
scale than the CHESS study, this LUR reported similar R2 for their 2006 model. This 
introduced a new approach to estimate the regional scale variation using satellite based 
estimates. A strength of this PhD’s LUR in comparison, is the independent model evaluation, 
however this study had access to much less sophisticated predictor variable data particularly 
with regard to estimating back in time. 
The grid based modelling approach utilised in this study is beneficial in that it allows for the 
easy development of concentration maps and therefore a visual assessment of the modelled 
concentrations. However it is also more restricted to availability of predictor variables across 
the extent of the GB grid, as opposed to variables at receptors. This PhD focused on the 
development of concentration surfaces over receptor based modelling to maintain flexibility 
to generate air pollution exposure estimates for not only cohorts involved in the CHESS 
study but also allowing for potential use in other national cohorts. Additional evaluation of the 
concentration surfaces is also possible if modelling concentration surfaces rather than to 
receptors (discussed in Section 7.3.7). 
A mapping approach at national or supranational scale has been successfully used to 
estimate air pollution exposure and the APMoSPHERE (Air Pollution Modelling for Support 
to Policy on Health and Environmental Risk in Europe) models for background NO2 modelled 
at 1km grids (Vienneau 2009) found statistically significant associations between NO2 and 
asthma incidence in the European Community Respiratory Health Survey (Jacquemin et al. 
2009). 
There are advantages and disadvantages of national scale models versus smaller scale. 
International and national studies may be limited by the availability of detailed information in 
some countries or regions, where smaller scale models for a number of areas may provide 
better fitting models if information is available. However, this is also problematic as this 
means that there would be fewer monitoring stations available to use, increasing the risk of 
issues such as statistical stability and not having enough monitoring stations available to 
independently evaluate models. 
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7.3.3 Variables selected for LUR models 
Variables selected for the original LUR models (Chapter 6) and the revised version (Gulliver 
et al. 2011b) included different land cover variables for the target years and between 
pollutants. This was most notable in that for all black smoke models and for SO2 in 1962 and 
1991; in the revised model urban land cover variables were included at the highest buffer 
distance (10km) which was not offered to the original models in this study. Changes in the 
variables included in models through the target years for both LUR methods support the idea 
that there are changes in the spatial patterns in pollutants over time, represented by different 
source contributions and land cover variables. Chapter 3 included the correlations between 
common sites in the target years were moderate and this supports the idea that while 
concentrations are correlated there are some changes apparent between decades. 
Exploration of this was limited with only 22 sites available for comparison across the study 
period restricting the information they could provide on changes in spatial patterns through 
time with no rural sites included in this subset. 
Road variables offered at 500m were not accepted into the models in either the original or 
revised approach making it likely that these models are picking up regional over localised 
scale variations in the pollutants. This was due to the 1km resolution for modelling as 
pollutant concentrations from roads are known to decrease quickly from source, 
concentrations of PM10 have been estimated to return to background concentrations with a 
distance of 75m from highways and major roads (Hystad et al. 2011; Roorda-Knape et al. 
1998) and the US Health Effects Institute reported that meta-analysis gave a range of up to 
300-500m (HEI Panel on the Health Effects of Traffic-Related Air Pollution 2010). This 
modelling of local scale variation may have been improved with a finer resolution for the 
CHESS LUR models although this may also increase land cover misclassification back in 
time. 
For the LUR models developed for this thesis, the variables included in models, in addition to 
the trend varied between years and for each pollutant, indicate changes to the spatial 
patterns of pollutants and sources. Urban and road land cover variables had the greatest 
contributions to models (indicated by incremental R2 values) in early years. This is likely to 
be due to these variables acting as proxies for urban areas and the location of population in 
the earlier years. BS and SO2 sources were dominated at this time by domestic coal 
consumption and industry, which still originated in and around urban centres (in the 1960s at 
least). The variables picking up these population-driven sources have the greatest 
contribution. In 1991, despite traffic being the major source of BS it is interesting to see that 
no road variables were accepted into the models for either LUR approach. As mentioned 
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previously, the probable cause of this was that the 1km scale is too coarse to capture these 
localised variations. A finer spatial scale would be required to better represent the local 
traffic related variability in concentrations and models in the later years may particularly 
benefit from this. However, in applying current land cover data back in time a finer resolution 
would be inappropriate as land use misclassification would be increased due to changes in 
urbanisation and industry over the time. 
Variables offered to LUR models in this study were broadly similar to those used in other 
studies (Beelen et al. 2009; Vienneau et al. 2010) including road, industrial and urban land 
use, and trend. Buffer sizes in LUR studies range from 50m-50km (Hystad et al. 2011) and 
sizes are dependent on the contributing sources and their range of influence. Some studies 
include binary or categorised variables (Beelen et al. 2007; Hystad et al. 2011), which is 
disadvantageous for area based modelling as it leads to step changes in maps, as a result 
these were not incorporated into CHESS models. These studies have also included 
population variables in the modelling process. A strength of this PhD study is that none of 
the target year LUR models included population variables. As health studies include 
population in the determination of outcome risks or rates, it is undesirable to have population 
as the foundation for both the exposure and outcome rates. For this study any variables 
considered to be double counting contributing sources (such as population and urban 
residential land cover), were mutually exclusive in models. While avoiding population on both 
sides of the equation used in statistical analysis is optimal, it is also the case that the 
population are major contributors to pollution and that land cover variables (such as urban 
land classes) are closely correlated with population distribution and that these elements are 
not as clearly separated as would be desirable. This may introduce some bias into 
epidemiological studies of health effects of air pollution.  
7.3.4 Role of background/trend surface component of air pollution 
The dominance of trend was strong throughout the LUR models and it explained more than 
50% of the variance in concentrations in 1991 SO2 and 1962, 1981 and 1991 BS. For the 
revised LUR method this pattern continued and trend accounted for more than 50% of 
variation in concentrations for all models except for SO2 in 1962 and 1971. The prevalence 
of trend is apparent in the kriging models also. The global polynomial interpolation carried 
out in the piloting chapter (section 4.2.2) demonstrated that with simple interpolation up to 
30% of the variation in concentrations could be explained. This same interpolation method 
was used to remove the trend component in the kriging process with the semivariograms 
built on the residuals with trend added back to the surface. Both models support the strong 
presence of trend in the data.  
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This trend can be explained by giving consideration to the geography of urban and industrial 
infrastructure in Great Britain. A higher concentration of industrial regions can be found in 
central and Northern England, coupled with a number of large urban conurbations (e.g. 
Manchester, Birmingham, Liverpool and Sheffield) and these contributed to larger 
background concentrations across this region, especially in the earlier years of analysis. The 
peak of the trend surface falls over this area, higher even than London sources. As a result 
background concentrations are estimated to be considerably higher than in areas in the 
South West of England and North Scotland. This may cause some over prediction in rural 
central England and under prediction in urban areas where much lower concentrations are 
attributed by the trend. The trend may also be attributable to long range transport and in 
particular the prevailing South West winds in the UK. 
With consideration to this, a significant point to note in comparison with this study is that the 
contribution from the background component in a national retrospective Dutch study (Beelen 
et al. 2007) accounted for a large proportion of the modelled concentrations. The means of 
the modelled BS concentrations were reported as 14.8μg/m3 and 2.7μg/m3 for the 
background and local components respectively (total mean of 17.5μg/m3). The Dutch study 
modelled concentrations to receptors and as an addition to the background component a 
measure of localised contributions (in the form of a traffic intensity road measure). The LUR 
in this study models are at a 1km resolution with a strong trend component and may be 
missing some of the localised variations in the concentrations but the Dutch model supports 
that an additional local component is less important in terms of magnitude of contribution for 
BS. 
7.3.5 Spatial patterns 
The concentration maps show broadly similar patterns of spatial distribution in the pollutants 
across the years (previously discussed in Section 7.3.4). The pattern reflects industry and 
population as main drivers of BS and SO2 over the study period. 
Other independent historic data sources support the general pattern shown in the modelled 
concentration maps obtained in this project. Lichen maps (Hawksworth & Rose 1970) and 
the Douglas Waller Index, provide interesting sources of information and give insight into 
likely historic distributions of pollution, and for example indicate areas of likely high pollution. 
While these could not be converted into continuous variables at the required resolution 
modelling in the scope of the modelling undertaken in this project, having these data 
provided useful qualitative information as an external source of verification for the general 
regional patterns in concentration estimates. Figure 7.1 illustrates the lichen map generated 
by Hawksworth and Rose to indicate SO2 pollution across GB against the LUR SO2 map of 
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estimated concentrations for 1971. While concentrations are much higher in the LUR 
(reflected in the monitored concentration data) the broad patterns across the country, in 
particular the regions of highest pollution are corroborated well by the lichen map.  
 
Figure 7.1 Comparison of LUR 1971 SO2 predicted concentrations and SO2 Lichen map 
(Hawksworth and Rose,  1970) 
7.3.6 Decline in performance over time 
Concentrations, site number, spatial variability, reliability of measurements all decreased 
over time but the availability of digital data increased. At the project outset it was anticipated 
that early years with most numerous sites and high variability in concentrations and later 
years with fewer sites but more digitally available predictor variable would be easier to model 
with difficulties for the years in between, particularly 1981. In fact, while the performance of 
LUR models was relatively strong in the early years all exhibit the same decreases in the 
model performance through the study period. This is considered to be a factor of the 
decrease in the magnitude of concentrations of the study period, decrease in the number of 
monitoring sites, and also changing sources over the study period; problems for all 
approaches in this study that are discussed further in Section 8.1. The number of monitoring 
sites and variation in concentrations improved the performance of models in the early years 
despite the use of recent land cover information (CLC 2000). While the land cover becomes 
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more contemporaneous for target models through the years, the fall in the number of 
monitoring sites, and the low magnitude and variation in concentrations means that the 
increased relevance of the land cover data does not improve the models. 
7.3.7 Model evaluation 
Methods to evaluate models in the literature have varied. The optimum approach is 
validation on an independent subset of sites with concentrations relevant to the period 
(Vienneau et al. 2010), which was the approach in this study. Each of the target year models 
in this study, were evaluated against an independent subset of monitored concentrations. 
Long term studies have shown different approaches, often grouping concentrations over 
time periods together and evaluating models by comparing average concentrations over a 
number of years at monitoring sites, either independent sites or, those used for model 
development (Beelen et al. 2007).  Forbes et al. (2009a; 2009b; 2009c) based 
epidemiological studies on dispersion models that were developed and evaluated for 2003 
but recalibrated and applied to earlier time points (1995, 1996, 1997 and 2001) without 
further evaluation. Bellander ( 2001) developed SO2 concentration maps of Stockholm for 
1960, 1970 and 1980 based on retrospective emissions data with no model evaluation as all 
sites were used for model calibration and development. Hystad et al. (2011) evaluated 
models using a bootstrap approach.  
This study developed and evaluated models using a 90/10 split in the data, which has been 
used in other studies but for later years this left few evaluation sites. This can be problematic 
as evaluation results become too sensitive to outliers and inclusion or exclusion of individual 
sites. To try to reduce chance variability and unrepresentativeness of validation sites, 
random sampling to select validation sites was conducted using stratification by site type. It 
was considered important however, to retain as much data as possible for model building 
particularly with a lack of other historic spatial predictors of pollution to support the models. 
Some large differences were observed between model building and evaluation in this study 
(for example LN model building adjusted R2 of 0.53 compared to evaluation R2 of 
backtransformed concentrations at evaluation sites of 0.31).  This may have resulted from 
this 90/10 split; however, the revised LUR was carried out with an 80/20% split and 
confirmed slightly improved but similar results (when comparing differences between model 
building and model evaluation performance statistics; (Gulliver et al. 2011b) which 
strengthens the justification of the smaller evaluation subset for the original models. In 
addition to this, a regional analysis of the model performance R2 and RMSE values was 
carried out to assess sensitivity of the model performance statistics to different geographic 
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locations. This analysis indicated that model performance varied between regions for each of 
the years but that overall remained relatively stable geographically (Section 6.4.3). 
Another important strength in the evaluation of these models is the ability to assess the 
spatial distributions of predicted concentrations. Modelling concentration surfaces rather 
than to receptors as in other LUR studies (Beelen et al. 2007; Liu & Rossini 1996) allows a 
visual evaluation of the spatial distributions of predictions. This is an advantage as it allows 
for external verification, such as the comparison of 1971 SO2 predicted concentrations with 
lichen maps described in Section 7.3.5). Additionally it can make apparent any visual 
artefacts in the surfaces and for example, reveal any step changes in concentrations or 
unexpected variations. In one LUR model, for BS 1981, a topographical exposure (topex) 
variable was removed from the model due to unrealistic variations it caused in largely 
unpopulated low-lying rural areas in Scotland and the North West of England which was 
revealed by concentration maps. Figure 7.2 illustrates this point with three variations of the 
1981 LUR model, each with different variables and the same model building R2 value. Visual 
assessment is an important part of evaluating the models. 
 
 
 
 
 
 
 
Figure 7.2 Illustration of three LUR black smoke models with different topographical 
variables and the same model building R2 
RMSE values from model evaluation were reasonably high compared to other studies 
(Beelen et al. 2007; Vienneau et al. 2010). This may be in part explained by the higher 
concentrations and variations in the early years and there are few contemporary studies with 
which to compare. While the RMSE is widely reported as a conventional measure of 
predictive errors in environmental literature (Willmott and Matsuura 2005), in the context of 
these data it may also be interesting to look at RMSE in conjunction with the mean absolute 
errors (MAE). This may be of particular interest in the early years where the range of 
concentrations is up to 572μg/m3 (for BS in 1962) and outliers in the data will have strong 
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influence on the RMSE value. RMSE and MAE values for the target year models are shown 
in Table 7.3. 
Table 7.3 Comparison of target year model evaluation RMSE and MAE values  
Pollutant Year 
 Kriging  LUR 
 RMSE MAE  RMSE MAE 
Black 
smoke 
1962  41.93 30.68  63.38 40.38 
1971  29.94 16.61  31.36 17.16 
1981  7.65 4.93  9.64 5.79 
1991  6.35 5.17  6.80 5.60 
Sulphur 
dioxide 
1962  45.82 36.53  45.80 35.81 
1971  20.57 16.39  27.73 21.61 
 
1981  13.06 10.25  16.66 13.03 
 
1991  11.83 9.33  12.86 10.81 
Reviewing the MAE in place of RMSE improves the error measures but concentration 
magnitude may be more of a factor and RMSE viewed in conjunction with the mean, range 
and SD in the data (Table 3.4) suggests this is an acceptable range of errors for the 
modelled predictions. It is useful to use RMSE which is more often reported as standard 
across other studies. 
7.3.8 Limitations to the LUR approach 
The three most notable limitations to the LUR approach used in this thesis are the lack of 
land cover data relevant to each modelled target year i.e. not available for 1961, 1971 and 
1981, the possible impacts of the dominance of the trend component (xy variables) and 
unknown performance of estimates of concentrations away from areas with monitoring sites. 
Changes in land cover data over time are not easily quantifiable. A study examined the 
changes between the CLC 1990 and 2000 datasets (Feranec et al. 2010) and found only 
small percentage changes in the UK, 1.44% of the total area of land exhibited a change in 
the land use over the 10 years with only 0.15% of the total change being related to changes 
in urban land use. These changes represent relatively small differences between 1990 and 
2000 but the changes between 1990 or 2000 and 1962 will be larger due to the greater 
changes to urbanisation, population size and distribution and industry that have occurred 
over three to four decades. However, while this study used CLC 2000, the further LUR using 
the same approach utilised CLC 1990 with resulting spatial patterns in mapped 
concentrations and R2 values remaining consistent between the two approaches (Table 7.1). 
Any misclassification of land cover was more likely to occur in the earlier years, 1962 and 
1971, and while it can be hypothesised that most of the differences are likely to have 
occurred around the edges of urban areas and in under representation of industrial land 
cover back in time, there was no digital historic land cover data available to support or 
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analyse this. Dudley Stamp land utilisation survey maps (Chapter 3) would require a lot of 
work to digitize and while the OS also has historic maps available, the image format of these 
means extensive work would be required to digitize land cover classes from these and this 
was beyond the scope of the thesis. 
Some analysis of population distribution through time has been carried out (Gulliver et al. 
2011b). Using population data gathered in this study, population density at the 1km base 
grid was calculated and pairwise correlations (Pearson’s R) between grid squares with 
population present in target years were carried out. This analysis reported values of R 
between 0.76 – 0.99 (p=0.000) for all years and ≥0.94 for all comparisons excluding 1961. 
The high correlations suggest that the distribution of population across the study period and 
target years is relatively stable and constant and this in turn helps support the assumption 
that land use from more recent years can still hold relevance in terms of predicting 
concentrations back in time at the 1 x 1km scale. Any effect of misclassifying land cover 
would be reduced by the 1km resolution of the modelling. 
A further potential limitation to the LUR study resulted from the dominant trend variable. 
While this may represent background concentration, it may mask more local or within region 
variation due to the few land use predictor variables in the models. Small contributions of 
land use predictor variables relative to the trend in the models may lead to over 
generalisation in the predicted concentrations. The presence of the LN scale for modelling 
concentrations and the combination of XY coordinates required to make the trend surface 
mean that it is difficult to further quantify and analyse the effect of trend on concentrations, 
but it may result in a poor representation of concentrations away from sited monitoring 
stations. In areas where there are few sites, e.g. West Wales, Scotland it may cause under 
prediction and conversely in the Midlands area where the trend peaks it may over predict. 
Poorer performance of the LUR in later years may lead to exposure misclassification when 
estimates are used in epidemiological analyses. If the effect of this is non-differential with 
respect to health outcomes it would be expected to bias results towards the null.  Some 
studies reporting lower performance results have been used as well as studies with less 
rigorous model evaluation through time (Bellander et al. 2001) and have found associations 
with health outcomes (Forbes et al. 2009a; Forbes et al. 2009b; Forbes et al. 2009c). 
7.3.9 Potential refinements for the LUR approach 
Improvements in historic predictor availability could improve the spatial scale of modelling, 
reduce land cover misclassification and improve the confidence in predictions from earlier 
year models. To develop improved land cover data back in time from the sources available 
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(e.g. the Stamp maps or historic OS maps) would require a large amount of time and work. 
Particularly key for the 1960s and 1970s would have been the availability of smoke control 
areas and it is anticipated this would have improved predictive capability substantially in the 
early years as they were largely responsible for large improvements in urban air quality by 
restricting domestic and industrial coal burning. To be able to chart their progress and 
spread between 1960 and 1970 would have provided important information regarding source 
locations at this time. While a paper archive is held at DEFRA the number of smoke control 
orders numbers in the hundreds for each local authority so it was beyond the scope of this 
thesis. 
Another approach to modelling is a structured approach, modelling the background 
concentrations separately from the regional and local as was done by Beelen (2007). This 
would require the separation of monitoring data into site types and there was not enough 
confidence in the site types to support this. Confidence in site type descriptions was low as 
they did not change over time and each site, regardless of the duration of operation had only 
one site description (for some sites site type characteristics would have changed, particularly 
with the advent of smoke control areas). Further uncertainties arose as it was unclear how 
site types were ascribed and the descriptions showed poor correlation with land cover for 
sites in later years. 
7.4 Transferability through time 
The process of transferring models through time was very limited by the availability of 
evaluation sites common between years. In Sections 5.6 and 6.4.4 transferability of the 
models between 1968 and1973 was assessed by comparing concentrations in each year 
with the modelled 1971 predictions from kriging and LUR models and recalibrating for each 
year. Although development of models could be carried out separately for years intervening 
the target years, this approach was taken was to determine if target year models could be 
applied or transferred to other years, either directly or with recalibration. To test this, sites 
common between years were required to ensure performance statistics were directly 
comparable and not influenced by differing number, location and concentrations at sites. For 
BS the correlation (Pearson’s R) between all sites common to 1968-1973 (n=482) were high 
(between 0.83 and 0.97) which meant that the direct transfer of 1971 predictions to these 
years should be possible.  Models were stable to predict for years within the five year time 
frame investigated, although simple recalibration using measured concentrations for each 
year would be appropriate. 1971 models consistently performed better when applied to 
earlier years compared to application to later years (1972 and 1973) this could be because 
the variability in concentrations even between adjacent years was greater going back in 
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time. In addition some interpolation between target years using SO2 LUR models and 
recalibration was carried out (Appendix J). These exploratory analyses suggest that input 
variables could be applied for years between the target years, more consistently going back 
in time but with relative stability. 
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8 Conclusions 
In this final chapter the limitations for the overall study will also be discussed and how the 
outcome of the research, in the form of concentration estimates, could be applied more 
generally to develop exposure assessments and contribute to epidemiological studies, 
including beyond the scope of the CHESS project. A short discussion centred on the 
practical application of the concentration estimates in epidemiological studies and the 
caveats for its use is included. Future work to develop or improve the models and modelling 
approach will be outlined, with the recommended priorities defined and finally, the key 
findings from this study are summarised. 
8.1 Study Limitations 
One of the main limitations to the study overall was in compiling an historically relevant, 
digital dataset of spatial predictors of pollution, including emissions at appropriate resolution, 
land cover and transport, to permit estimate of concentrations at fine resolution for use in 
epidemiological studies. The development of the modelled emissions dataset in collaboration 
with the consulting partners (AEA) took a great amount of time (more than 18 months in 
total) of this PhD. Much initial emphasis in the study was placed on the development of 
modelled emissions with a number of different methods (Section 4.3, dispersion and 
focalsum) and techniques (Section 4.3.3, including linear rescaling and disaggregating from 
5km to 1km) to try and improve these data for use without success. The modelling of 
emissions was, at the outset, anticipated to provide the best opportunity to elicit strong 
historic air pollution concentration predictions as it incorporated a range of historic data 
(such as detailed regional and sector information for industrial emissions) across the study 
period (refer to Appendix A). Reliable 1km emissions grids would have been key data to 
incorporate into models, particularly as other historic spatial predictors of pollution were 
found to be lacking. The overall lack of historic data was a major limitation to the modelling 
and led to efforts being focused on how to use more current and digitally available data and 
methods based on the monitored concentrations.  
Further limitations may have been generated in the modelling strategy. The study aimed to 
develop concentration surfaces suitable for incorporating into epidemiological studies and 
was not designed to make predictions solely at discrete locations (e.g. participant addresses 
in a cohort). This approach was chosen to allow concentrations to be applicable for 
additional cohorts beyond the scope of the Longitudinal Study, included in the CHESS study, 
but this enhanced the data requirements for mapping concentrations, requiring spatial 
predictors to be available across the study area. Variables that may have been added by 
using receptor modelling for CHESS include for example, distance to historic point source 
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emissions or distance to road. In addition, the development of a national model (over 
regional models) makes the concentration estimates suitable for use with national cohort 
studies. As the model was developed on a national level it is accepted that it may not be 
optimised for populations at a smaller scale, e.g. city or regional level. Developing regionally 
optimised models across GB would be a consideration for further work. What has been 
shown to work in other studies is a more structured approach with a combination of 
techniques, incorporating interpolation of rural concentrations, LUR of urban concentrations 
and a traffic component to account for localised variations. This study was time limited and 
was not able to investigate other combinations of approaches; however, the models 
produced achieved reasonable evaluation statistics using LUR that were consistent with 
other studies. 
8.1.1 Challenges with the monitored concentration data 
Further limitations involved the monitored concentrations in terms of both the structure of the 
National Survey and changes in characteristics of pollutants over the time period of the 
study.  
The British BS and SO2 monitoring networks used a consistent method of measurement 
spanning more than four decades with a reasonably dense network, especially in early 
years. This is a unique resource and more than what is available for many other countries 
but unfortunately is not ideal for the purposes of concentration modelling on a national scale. 
Sites came in and out of existence, were clustered in locations in and around urban areas 
and not always well distributed. Site type categories were unreliable and their 
representativeness of concentrations across GB was unverifiable and unknown. For 
example rural sites may have been located to capture localised pollution problems from an 
industrial source (Warren Spring Laboratory 1972) and in addition rural sites in general were 
under represented (based on numbers from site descriptions). It is likely that the locations of 
sites in the network over time were not selected in an unbiased way and there is the 
potential for preferential sampling to have occurred over the study period. 
The sites changed over time so information on spatial patterns of pollution may have been 
affected by this. Further, the number of sites declined and it was not possible to go beyond 
1991 with the approaches in the thesis as the main particulate pollutant monitored changed 
from BS to PM10 and few monitoring sites remained measuring SO2. 
The designated site type for a monitoring station could potentially have provided useful 
information for modelling, but this was unfortunately unreliable. A site that was established in 
1962 and maintained through the years may have changed in terms of description but no 
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further information was provided after the initial site descriptions were made at the first 
installation. Site type could not be relied upon to split the data for modelling different 
components and their contributions to concentrations. Some urban rural classifications were 
implied for the data using CLC 2000 for purposes of stratification, but this was not 
considered accurate enough for the purpose of modelling separate components (for example 
rural and urban background concentrations) back in time. A further issue for modelling was 
the inconsistent availability of back ground sites. 
The Clean Air Act and implementation of smoke control measures encouraged the relocation 
of industry away from urban areas and changes to domestic heating (primarily from coal 
burning). The decline in coal consumption, coupled with the rise in cleaner fuels, electricity 
and gas all caused the large falls in concentrations of BS and SO2 seen over the study 
period. This resulted in lower concentrations with less variability and therefore flatter 
surfaces for the models, reflected in declines in performance as the models struggle to pick 
out the variations. At the same time, traffic was becoming a much more dominant source, 
creating different source composition of the pollutants in the later years (particularly BS). The 
models predicting at the 1km grid could not pick up these more localised variations in 
concentrations. Compounding the declines in concentrations was also the decreased 
accuracy of the measurement methods at lower concentrations, in particular for SO2, which 
began to make the measurement methods less reliable and suitable (Fowler, 2006).  
8.1.2 Challenges of changes in sources over time 
The changes to urban air quality since the 1960s should not be underestimated as 
significant smog episodes were still occurring in the early 1960s as a result of domestic and 
industrial coal combustion and giving rise to extremely high levels of BS and SO2. While 
domestic and coal combustion were the major sources of BS in the early years of the study, 
in later years traffic (in particular diesel exhaust) were much larger contributors. The British 
Standard definition for BS (BS1747) was based on a reflectance method, measuring the 
relative blackening of a filter through which air was sampled. The conversion from this 
reflectance to a gravimetric measurement was derived from calibration in the 1960s, based 
on coal smoke as the major BS source at the time.  The increase in particulates from petrol 
fuelled cars, which became a major contributor to BS were less black than particulates from 
coal.  However, diesel used for trucks and lorries and the introduction of diesel fuelled cars 
meant that particles became blacker and that black carbon and reflectance measures are 
now considered to reflect traffic based sources. By 1989 diesel had become an important 
new source of smoke and equalled domestic emissions (Department of the Environment 
1993; Department of the Environment 1995). Between 1970 and 2000 the contribution to 
193
 
 
 
black smoke from coal combustion fell from 80% to 32%, while the proportion from diesel 
fuel rose from 9% to 44% (DETR 1999). By 2000 the largest single anthropogenic source of 
black smoke was from road traffic, with the largest component coming from diesel (DETR 
1999). 
It has been reported that the blackening effect of diesel particles is in the order of three times 
greater than comparable levels of soot from BS originating from coal combustion (DETR 
1999). The continued use of this conversion based on calibration against coal burning 
means that the monitored BS concentrations over the study period may not be measuring 
the same thing over time. This factor does not pose a problem for estimating the distribution 
of these concentrations at the distinct time points of the target years but would affect 
comparisons between the years and may have an impact for any epidemiological study 
looking for a consistent metric over time to estimate lifecourse exposures. Some attempts 
have been made to convert the BS concentrations to PM10 over the study years (provided by 
Chris Dore, see Appendix F) but it is still considered a topic that requires further analyses.  
BS is a changing metric over the time frame of this study. In earlier years it chiefly related to 
domestic and industrial pollution from coal burning and in later years, it is a marker for traffic 
related sources. The designated site type is unreliable across the network (discussed 
previously including in Section 7.5.1) and the siting of the BS monitoring sites in later years 
will determine what they are measuring. There is so little variation in concentration in later 
years, particularly 1991, that monitoring sites would need to be in the right locations to pick 
up variability in concentrations. Sites away from major roads and sources of traffic related 
BS will measure background BS concentrations, but sited next to roads and they will be 
directly measuring traffic sources.  
8.2 Applications 
Quantifying population exposures to BS and SO2 over a portion of the study period, 1962-
1981 was carried out using the original LUR predicted concentrations (Lee et al. 2011; 
Appendix L).  
The subsequent CHESS-UK health study, outside the scope of this thesis, involved an 
individual-level analysis of the Longitudinal Study (LS) cohort, a 1% sample of the national 
census from 1971 onwards, to investigate the long-term associations between air pollution 
and cardiovascular, lung cancer and COPD mortality. The LS contains linked event records 
for individuals comprising 1% of the population of England with information on mortality and 
Census returns from 1971, 1981, 1991 and 2001.  Air pollution exposures in 1971 were 
linked to place of residence at each Census and logistic regression analyses conducted to 
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examine associations between later all cause and specific mortality and air pollution, 
adjusting for important individual and area level factors, such as socioeconomic class, 
occupation, area type (urban or rural) and area deprivation (Hansell et al. 2011). The study 
found statistically significant associations between all cause and cardio respiratory mortality 
up to 2007. 
Exposure data generated from the LUR approach have also been integrated into the 
National Study of Heath and Development (the 1946 birth cohort) in a Department of Health 
funded study (Long Term Effects of Air Pollution LEAP) and are being used in analyses of 
very long term and lifecourse effects of air pollution exposure.  
This CHESS exposure work was used to inform further NO2 1991 modelling that was 
established on the basis of a diffusion tube network held by AEA, and not available online 
through NAQA (Gulliver, Vienneau, Hansell, & de Hoogh 2012). 
8.3 Caveats for application 
Some caveats are provided for consideration prior to the use of the concentrations predicted 
in this research in developing any population exposure assessments. It is important to note 
that there are uncertainties inherent in any predictive spatial model. Two sources of 
uncertainty should be noted in particular for the estimates generated in this research. These 
include the uncertainties introduced in the application of current landcover back in time and 
also the potential for preferential sampling in the monitored concentration network used of 
the study period. 
In the application of more recent landcover (CLC 1990 and 2000) to develop models relevant 
to the 1960s and 1970s there will be an undetermined amount of change in some areas in 
the landcover type and this will have impacted on the spatial patterns and magnitude of 
predicted concentrations in these areas. As discussed in section 7.3.8 most of these 
differences  are likely have occurred on the fringe of urban areas, in the under 
representation of industrial land cover back in time and also in areas of more recent 
urbanisation (for example ‘new towns’ such as Milton Keynes which was founded in 1967). 
While an analysis of population density at 1km grid level (Gulliver et al. 2011b) helped 
support the use of landcover back in time by showing a relatively stable distribution of 
population across the study period there was no digital historic land cover data available to 
further support or analyse this source of uncertainty. The use of recent landcover to develop 
models back in time may be a significant source of uncertainty in the models which should 
be noted prior to the use of the estimated concentrations. 
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Preferential sampling in the monitored network is potentially another source of uncertainty 
that could not be quantified. The selection of sampling locations across the network may 
have been guided over the time period specifically to capture either low or high 
concentrations and by population density. It was known that in the early stages of the 
monitoring network sites were designed to be representative of different levels of populated 
areas but also included sites located close to electricity generating plants in order to capture 
and monitor potentially high levels of pollution. Over the time period however, sites were 
maintained and re sited and there was no documentation available to detail the ongoing 
selection of sites for inclusion in the network and a low number of rural and background sites 
was noted across years. The modelled concentration surfaces may be biased due to the 
selection and location of sites within the monitoring network. Ideally a more spatially random 
selection of sites would reduce this risk of bias however with the retrospective aspect of the 
modelling the Smoke and Sulphur dioxide monitoring network represented the best dataset 
available. The uncertainty introduced as a result of potential preferential sampling over the 
study period should also be noted as inherent element of the modelled concentrations which 
epidemiologists should be aware of in their application. 
Any modelled concentrations will have uncertainties associated and these are considered 
the most significant sources in the models developed in this research. The predicted 
concentrations are available and appropriate for use in developing estimates of exposure to 
BS and SO2 concentrations for health studies as long as these uncertainties are understood. 
While they are the ‘best estimates’ of retrospective national concentrations they should not 
be considered a true reflection of actual concentrations. 
8.4 Further work 
Some potential refinements to the two modelling approaches used in this study have already 
been suggested (Sections 7.2.3 and 7.3.9). In this summary priorities have been identified to 
improve and further analyse the concentrations maps based on an approach already 
established in this study. Further priorities are outlined for work recommended in order to 
best improve the estimates of concentrations using the information and lessons learnt from 
this study. 
8.4.1 Improving the models 
• For the LUR models, further work is recommended to assess the source contributions 
as represented by each covariate in the model. Each source contribution can be 
assigned an actual concentration increase (or decrease) per unit of variable increase, 
e.g. 1µg/m3 increase in BS concentration for every hectare of urban land cover within 
1km. This could inform health studies by allowing exposure to specific source of 
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pollutants to be identified and possibly investigated with health outcomes separately. It 
would also reveal more about the models and contributing sources.  
• Further modelling has been undertaken to model NO2 concentrations for 1991 using 
measurements from a diffusion tube network in the UK (Gulliver, 2012). The output from 
this work could be viewed in comparison with 1991 LUR maps for BS. NO2 is a traffic 
related pollutant and it would be of interest to determine if these models are picking up 
the same distributions as BS. This suggested analysis may indicate whether BS at this 
time is actually acting as a proxy for traffic or if it missing this source, potentially as a 
result of an unrepresentative monitoring site. 
These are recommended as additional analyses to improve the understanding of the current 
LUR models. Further recommendations could enhance these methods by targeting key 
limitations.  
8.4.2 Improving the historic data 
Using land cover data for recent years to apply back in time means there were inherent 
errors in the models for early years due to changes in land use over the time frame. These 
changes will particularly relate to the population and as dominant sources of pollution, 
therefore the spatial distribution of concentrations. For the models already developed, the 
increases in urbanisation from the 1960s to 1990s, mean that over prediction of 
concentrations, as a result of applying urban land cover to areas that were previously not 
urbanised (for example Milton Keynes and other ‘new towns’), is most likely to occur in areas 
where few people lived at the time. Over predicting in areas where few people lived at the 
time will have a lesser impact for health studies.  Industrial land cover has also changed in 
size and location over the time period, moving away from the cities to predominantly out of 
town locations. This could result in exposure misclassification in industrial areas located in 
and around towns in the 1960s. Population and polluting industry were not as separated in 
the 1960s as in later years, so misclassification in urban industrial areas as a result of 
inaccurate land cover could affect highly densely populated areas possibly have a greater 
impact for health studies. It is proposed that one good way to address some of these errors 
is to develop a dataset that would provide further information on urban and industrial land 
cover back in time. The limitations for data sources have been discussed in detail and while 
highly detailed land cover is unlikely to become available, information on historic urban and 
industrial land could be a strong addition. Therefore by using historic OS maps (unavailable 
to this project due to cost limitations) the outline of urban areas and industrial land could be 
digitized at different time points. These could be used to adjust more recent land cover data 
and make them more appropriate for the target years for which they are being applied. With 
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access to historic maps, a reclassification of monitoring stations may also be achieved to 
open up further possibilities to model background and urban components separately.  
A further useful addition would be information on smoke control areas. Over prediction in 
areas where smoke control had been introduced is likely to have occurred 1962 and possibly 
in 1971. This may have accounted for significant over prediction in concentrations in areas 
with large numbers of people. However, it would be a massive undertaking in terms of time 
and resources to compile a georeferenced data set of all smoke control areas over time 
without having a better understanding of the improvements this may have for modelling. A 
pilot study to investigate feasibility and impact on models should be carried out in one or 
more areas first, ideally in an area with a high density of monitoring sites and smoke control 
areas. More detailed historic land cover and smoke control information could be compiled 
and trials to determine if this would have large enough impact on modelling to warrant 
expansion of the process to a national level. A resolution of around 200m for modelling 
would be the highest achievable, considering the accuracy of the monitoring site 
geographical co-ordinates and this would need to be considered.  
These additions to the historic data could improve the LUR models described by this work in 
their current form. Finally some recommendations are made regarding different approaches 
that may be considered to provide the best approach to taking this research forward  
enhanced by the greater understanding of the available data established through this work. 
8.4.3 Improving the modelling strategy 
While a dispersion model alone was unable to generate good models in the pilot phase of 
CHESS, an approach combining the emissions at a less fine resolution could improve 
results. A recommended approach for SO2 would be to run a dispersion model for the large 
industrial point sources, which will be major contributors to concentrations and particularly 
dominant in later years where other contributing sources have declined markedly. An output 
surface from this dispersion model could then be used as a covariate in a LUR, with other 
predictor variables including urban land cover, industrial land cover (to try and pick up the 
small industries omitted from the AEA modelled emissions) and road density by class. To 
reflect the long range dispersion of the SO2 from point sources, this surface would only be 
considered within appropriately sized ‘buffers’. 
If historic land cover data could be improved (Section 8.4.2), this may also provide further 
opportunity to improve the emissions modelling output. Further work on emissions could be 
carried out to disaggregate domestic emissions from the regional level (most detailed in 
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1971 emissions data) on the basis of historic urban land cover (adjusted from recent land 
cover data using historic maps) and if possible smoke control areas.  
Another approach to historic long term exposure assessment is to model annual mean 
concentrations for long term monitoring sites as a function of time and location (Hart et al. 
2009; Hystad et al. 2012). This could improve models and provide a good long term 
exposure estimate. One particular study (Fanshawe et al. 2008) used the same monitoring 
network as the CHESS study to predict weekly BS concentrations from 1962-1991 in 
Newcastle upon Tyne. With highly detailed spatial covariates (for example number of 
domestic chimneys within buffer) the model produced high R2 (>0.8), but this was largely 
accounted for by the temporal component. A spatio temporal model that could produce 
concentration maps would be preferred as their strength and versatility for use in a variety of 
epidemiological studies (as opposed to receptor based modelling) is something that would 
be prioritised. 
Bayesian methods to incorporate time and space based on the monitoring data should be 
considered. While this topic area is not covered within this PhD work, it may be appropriate 
to enlist the advice of a statistician to recommend an appropriate approach. 
8.5 Key findings 
• This project successfully produced GB maps of SO2 and BS concentrations for 1962, 
1971, 1981 and moderately well validated maps for 1991, where model evaluation 
was conducted using an independent subset of monitoring sites. 
• Performance of Kriging and LUR was comparable, but LUR should be preferred due 
to the additional information provided on source contributions, enabling prediction at 
unmonitored locations based on land use and other characteristics. 
• Reliable emissions data were not available at high enough spatial resolution to 
support dispersion modelling at a spatial resolution of 1km. 
• Current land use can be used to support retrospective modelling in GB where 
comparable historic data are unavailable. 
• This study developed an LUR approach utilising contemporary land cover to develop 
historic national estimates of concentrations producing surfaces fit for purpose, for 
use in epidemiological studies. The approach has been applied to two health studies 
using national cohorts to date (Longitudinal Survey and LEAP). 
• Caveats for the use of the concentration estimates developed in this research should 
be considered before application in epidemiological studies. 
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A: Disaggregation of AEA emissions from 5km to 1km (methods and 
maps):  
Emissions Methods 
 
1 Domestic Emissions Methods 
 
Each of the years of 1971, 1981 and 1991 were undertaken with slightly differing methods 
depending on the amount and detail of available information. Domestic emissions methods 
were relatively simple for 1991 since the gas network and smoke control areas did not differ 
significantly from 2004 for which detailed data were available in the form of emission 
distribution grids from the NAEI. 
Domestic emissions for 1971 did not have as much supporting data as 1991 since no 
distribution grids from the NAEI would accurately depict the state of the gas network or 
smoke control areas. However, strong supporting data from the NAEI and DUKES provided 
sufficient regional variation in fuel use to yield adequate estimates of domestic emissions. 
Domestic emissions from 1981 relied on weaker data than for 1971. Regional fuel use data 
was only available for gas; no similar data was available for coal or boiler fuels. However, 
the NAEI supplied adequate national fuel use data that was used to estimate regional fuel 
use of other fuel types. 
At the time of writing this document, very little data is available to produce domestic 
emissions for 1961. Population data is required but not yet available. No NAEI data exists. 
Only extremely coarse fuel categories are available from BERR but some of these data do 
not adequately break out domestic fuel use. Unless better quality data is available, only the 
poorest estimates of domestic emissions could be made based on linear rescaling of the 
coarse national fuel use data. Any resulting analyses would produce highly dubious 
emissions estimates and spatial distributions. 
 
1.1 1971 
Data: domestic1971.xls 
1.1.1 Generation of regional energy use and emissions: 
i. Amounts of fuel by fuel type, calorific values and pollutant emissions were extracted 
from the NAEI database (see top table entitled ‘NAEI Extracted Data’ in worksheet 
labelled ‘1971’. 
ii. Regional fuel use data by region were extracted from DUKES 1971, table 12. These 
data are located in worksheet labelled ‘1971’in the second table entitled ‘DUKES 1971 
Data Extract’. These data are found in columns G, M, S, AE, AK and AS and 
correspond to coal, coke, boiler fuels (wood, peat and anthracite), solid smokeless 
fuels (SSF), gas (LGP, town gas and natural gas) and oil (burning oil, fuel oil and gas 
oil), respectively 
iii. Because there was some mismatch in the amounts of fuel used in the domestic sector 
between DUKES and the NAEI, the amount of fuel per region from DUKES was 
normalised by the DUKES national fuel use total. These normalised values were 
multiplied against the total amount of energy generated nationally by that fuel type from 
the NAEI data (column F in the NAEI extracted data). This provided each region’s 
energy use from each fuel type (see columns H and I in the DUKES 1971 extract in the 
‘1971’ worksheet. 
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iv. Each region’s normalised fuel use was also used to calculate its proportion of 
emissions from each fuel type. This was performed by multiplying the normalised 
regional fuel use by the national emission total for each pollutant from the NAEI (see 
calculations in columns J, K and L in the DUKES 1971 extract table as an example). 
Thus steps iii and iv yielded the regional energy used and emissions produced by fuel 
type for each region. 
v. Once each region’s energy use per fuel type was calculated, the total energy used in 
the domestic sector for each region was summed and divided by each region’s 
population to produce a per capita energy use (see column F in the DUKES 1971 
Extract Data in the ‘1971’ worksheet). 
 
1.1.2 Spatial distribution methods for regional energy use and emissions  
i. The shapefile ‘grid_5km.shp’ was run with a zonal intersect of the grid ‘pop71_gb_5km’ 
to assign each pixel’s population. Then the ‘grid_5km.shp’ was intersected with a 
hand-digitised coverage of the 1971 Government Offices administrative boundaries 
‘GOregions71.shp’ to assign a Government Office code to each pixel. The database 
file associated with this coverage was then exported to a .dbf file that was imported 
into Excel. Each 5x5 km pixel thus had a unique identification field ‘gc1’, a population 
size and government office code. These data are found in the ‘domestic1971.xls’ file in 
the worksheet entitled ‘Domestic 1971’.  
ii. Next, each region’s per capita energy use was multiplied against each 5x5km pixel’s 
population to generate each pixels energy use (see column I in the ‘Domestic 1971’ 
worksheet). 
 To distribute the energy use and related emissions by fuel type the following 
assumptions were made: 
• Oil would be used by all pixels as it would not be affected by the presence or 
absence of smoke control areas or the gas distribution network. 
• Only the most densely populated pixels would use gas. Since no coverage of 
SCAs or the gas network exist for 1971, it was assumed that the most densely 
populated pixels would have the highest probability of inclusion within SCA and 
the gas network. 
• Only the least densely populated pixels would use wood, peat and anthracite. 
• Coal and coke would be used in less densely populated areas. 
iii. The assumptions listed above were implemented in the steps described below. Energy 
from oil for each region was distributed to all pixels in proportion to their population, or 
each region’s normalised population (see column G in the ‘Domestic 1971’ worksheet) 
was multiplied by the region’s energy used from oil (see energy from each oil type in 
worksheet ‘1971’ in the oil section of the DUKES 1971 table). This amount of energy 
from oil per pixel was subtracted from the pixel’s total energy use and allocated to the 
other major fuel types. 
 To calculate the amount of energy from gas, each region’s pixels were sorted 
by population. Each pixel’s energy total from oil was subtracted from its total 
energy use. This remaining energy for the most densely populated pixels was 
allocated to gas until all the energy from gas was accounted for (see columns 
O-S in worksheet ‘Domestic 1971’). Thus, the most densely populated pixel’s 
energy came exclusively from oil and gas. 
iv. To calculate the amount of energy from boiler fuels (wood, peat and anthracite), each 
pixels energy total from oil was again subtracted from its total energy use. The 
remaining energy for the least densely populated pixels was allocated to wood, peat 
and anthracite until all of its energy was accounted for (see columns T-W in worksheet 
‘Domestic 1971’). Thus, the least densely populated pixels energy came from oil, 
wood, peat and anthracite. 
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v. The energy from coal and coke was distributed to the remaining intermediate pixels not 
covered by either gas or boiler fuels by the methods described in steps 5 and 6 above 
(see columns X and Y in worksheet ‘Domestic 1971’). 
vi. By this method, each pixel’s total energy use parsed into contributions from each fuel 
type. These per pixel energy amounts were then normalised within each region (see 
columns Z – AK in worksheet ‘Domestic 1971’). 
vii. The normalised fuel activities were then multiplied against the regional emission total 
from each fuel type for each pollutant (see columns W – AX in worksheet 
‘Intermediate’. 
viii. Finally, all emissions of each pollutant for each fuel type were summed to generate 
each pixels SO2, PM10 and black smoke emission from domestic sources (see 
columns G, H and I in worksheet ‘mapping’). 
 
1.1.3 Mapping in ArcGIS 
The worksheet entitled ‘mapping’ was exported as a .dbf file and joined to the general 
coverage of 5x5 km pixels via the ‘gc1’ field to include the attributes of black smoke, PM10 
and SO2 emissions (see shapefile entitled ‘domestic71_v2.shp’ for the final maps). 
1.2 1981  
Data: domestic1981.xls 
1.2.1 Generation of regional energy use and emissions totals 
i. Amounts of fuel by fuel type, calorific values and pollutant emissions were extracted 
from the NAEI database (see top table entitled ‘NAEI Extracted Data’ in worksheet 
labelled ‘Old1’. 
ii. Regional gas use data by region were extracted from DUKES 1982, table 49. These 
data are located in worksheet labelled ‘Old1’in the second table entitled ‘DUKES 1981 
Data Extract’. These data are found in column B and corresponds to gas (LGP, town 
gas and natural gas) only. 
iii. These regional gas totals were normalised and multiplied against the total energy 
produced from the NAEI database in the ‘NAEI Extracted Data’ table in the ‘Old1’ 
worksheet to produce the regional fuel use and emissions data. 
iv. Since no other regional fuel use data was available from DUKES 1982, a method was 
needed to apportion the remaining fuel use by type for each region. To begin this 
process, a per capita fuel use was calculated nationally rather than regionally as was 
done for the 1971 data. This was done by dividing the total energy used in the 
domestic sector (from the NAEI Extracted Data in ‘Old1’ worksheet, column E) by the 
total population. The per capita energy use is found in the Retro Emissions Inferred 
Data table in worksheet ‘Old1’ in column F. This number was multiplied against the 
assigned population (column D) to derive a total assigned energy use (column E). 
v. The total amount of energy from gas was subtracted from the regions total assigned 
energy use to calculate the amount of energy produced from boiler fuels (anthracite, 
peat and wood), coal, coke and oil (burning oil, fuel oil and gas oil). 
vi. The amount of energy assigned to each of these remaining fuel types was carried out 
based on the proportions of these fuel types from 1971. The inferred proportions of fuel 
use for each region can be found in the ‘Inferred Energy Proportions’ table in the 
worksheet ‘Old1’. These proportions were then used to assign the amount of energy 
produced and subsequent pollutant emissions to each fuel type (see the energy 
allocations in ‘Retro Emissions Inferred Data’ in the ‘Old1’ worksheet. 
 
1.2.2 Spatial distribution methods for regional energy use and emissions 
The methods used to distribute emissions from 1981 follow the methods used for 1971. 
1.2.3 Mapping in ArcGIS 
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The methods used to map emissions from 1981 follow the methods used for 1971. 
1.3 1991  
Data: domestic1991.xls 
 
The normalised distribution grids from the NAEI were used to distribute the fuel type 
emissions totals from 1991. The normalised distribution grids for coal (also used to distribute 
coke, petroleum coke, anthracite, peat and wood), gas (also used to distribute LPG, and 
solid smokeless fuels) and oil (used to distribute burning oil, fuel oil and gas oil) are 
incorporated into the shapefile entitled ‘domestic1991_v2.shp’ in the fields labelled ‘norm’, 
‘norm_gas’ and ‘norm_oil’ respectively. The distribution grids from the NAEI were developed 
on GIS data based on fuel use surveys, Smoke Control Areas (from 1994) and the existing 
gas distribution network. 
Emissions totals from the NAEI database (found in ‘domestic1991.xls’) were multiplied 
against the appropriate distribution grid based on fuel type. These sub-totals are contained 
in the ‘domestic1991_v2.shp’ shapefile.  
 
2 Industrial Emissions Methods 
Development of industrial emissions from cement, iron and steel and power stations was a 
moderately simple process using individual plant productivity statistics and national 
emissions amounts from the NAEI to allocate emissions from specific industrial processes to 
specific plants. All of these sources are point sources. No area sources were developed as 
all emissions were allocated to individual plants. 
2.1 Cement 
Data: cement_PM10_SO2_v1.xls 
Emissions from cement production were developed for all years by Chris Dore using 
methods described in the Excel spreadsheet entitled ‘cement_PM10_SO2_v1.xls’. Please 
refer to this document for details. 
2.2 Iron and Steel  
Data: ‘Iron&Steel.xls’ 
Data from the NAEI and the Iron and Steel Industry Annual Statistics was acquired for the 
following components of iron and steel production (these data are located in the ‘Emission 
Sectors’ worksheet of the ‘Iron&Steel.xls’ file): 
1. Electric arc furnaces 
2. Blast furnaces 
3. Basic oxygen furnaces 
4. Sinter production 
5. Coke production 
6. Stockpiles 
7. Flaring 
8. Combustion associated with iron and steel production 
Ideally, each plant’s mixture of fuel types and amounts would have been used to produce 
emission estimates, however specific data of this sort was not available. These methods 
assumed each iron and steel production plant used identical proportions of fuel types 
depending on the furnace type(s) used during production (electric arc, blast and basic 
oxygen). The methods described below are appropriate to the years of 1971, 1981 and 
1991. Only 1961 required slightly different methods. 
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A number of iron and steel production plants used multiple furnace types, the individual 
contributions of which were calculated separately. All emissions of PM10 and SO2 were 
summed across all of the various components of iron and steel production. 
For some of the earlier years, iron and steel production statistics were not available, 
consequently plant capacity was used as a surrogate. This will likely obscure the true 
emission amount but it provides the only means to estimate emissions. 
2.2.1 Electric arc furnaces 
Emissions from this plant type were relatively simple. Steel production amounts (e.g. column 
G of ‘1991’ worksheet) for each plant were normalised (column L of ‘1991’ worksheet) and 
used to allocate the national emissions from the NAEI specific to electric arc furnaces (e.g. 
columns S and T from the ‘1991’ worksheet). The other source of emissions associated with 
electric arc furnaces is combustion associated with power production (see table 
‘Combustion’ in the ‘Emission Sectors’ worksheet. This emissions source covers a wide 
range of activities, some of which are not associated with the production of iron and steel 
making this a difficult component to estimate. To estimate this source, all other sources of 
emissions for all iron and steel production plants were summed and subtracted from the 
NAEI total emissions for iron and steel production. The difference was allocated to this 
combustion category. 
2.2.2 Blast furnaces 
This type of furnace produces emissions from pig iron production, coke production, sinter 
production, stockpiles, flaring and combustion associated with power production. Pig iron 
production and sinter and coke production were normalised (e.g. columns E, F and I in the 
‘1991’ worksheet) and multiplied against the appropriate national emissions totals in table 
from the ‘Emissions Sectors’ worksheet. These normalised totals were also used to estimate 
individual plant emissions from stockpiles and from flaring activities. Combustion associated 
with power generation was estimated using the same methods described in the above 
section on electric arc furnaces. 
2.2.3 Basic oxygen furnaces  
This type of furnace produces emissions from steel production, coke production, sinter 
production, stockpiles, flaring and combustion associated with power production. Steel 
production and sinter and coke production were normalised (e.g. columns E, F and H in the 
‘1991’ worksheet) and multiplied against the appropriate national emissions totals in table 
from the ‘Emissions Sectors’ worksheet. These normalised totals were also used to estimate 
individual plant emissions from stockpiles and from flaring activities. Combustion associated 
with power generation was estimated using the same methods described in the above 
section of electric arc furnaces. 
2.2.4 Open Hearth Furnaces  
This type of plant only occurs in the data from 1961. No data from the NAEI was available 
from the NAEI for this furnace type. Estimates of PM10 and SO2 emissions from this type of 
plant rely on emission factors from the U.S. Environmental Protection Agency 
(http://www.p2pays.org/ref/15/14212.pdf see page 7) and from the CORINAIR report 
(http://reports.eea.europa.eu/EMEPCORINAIR4/en/B425vs3.1.pdf see table 8-2), 
respectively. The emission factors are based on the amount of pollutant emitted per tonne of 
steel produced. 
2.2.5 1961 National Emission Estimates 
Since no data was available from the NAEI for 1961, linear relationships between production 
statistics and emissions amounts were developed. The line coefficients are found in rows 
150 and 151 of the ‘1961’ worksheet. These coefficients were developed with the 1971-1991 
data points and used to calculate the 1961 emissions amounts for each of the iron and steel 
production components.  
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2.3 Power stations 
Data: powerstations_FINAL.xls 
The data used to estimate emissions from power stations was acquired from the NAEI and 
from Power Suppliers Handbooks (NOT SURE IF THIS IS THE CORRECT TITLE) for the 
years 1961 - 1991. 
Ideally, each plant’s specific use of each fuel type would be used to develop emissions 
estimates. However this data was not available. Therefore, it was assumed that all power 
stations used the same fuel proportions. Nuclear power plants were not included in this as 
their emissions of PM10 and SO2 are negligible. The spreadsheet calculations can be 
revised with additional information on fuel types burned at each power station. For example, 
if it is learned that coal was not burned at a specific power station, then a ‘0’ could replace 
the existing National Fuel activity associated for that specific power station. The associated 
emissions estimates would automatically be re-calculated. 
2.3.1 General methods  
The general methods used to produce emissions from power stations were simple: 
i. Identify amount of power generated at each power station and the total amount of 
power generation nationally (see column F in the ‘PM10’ worksheet). 
ii. Normalise power generation for each plant (see column G in the ‘PM10’ worksheet) 
and multiply with national total of each fuel type (see columns H, I and J in the ‘PM10’ 
worksheet) and the appropriate emission factor from the NAEI (see columns K, L and 
M in the ‘PM10’ worksheet) to calculate emissions per plant by fuel type. 
iii. Sum all emissions for each pollutant. All units of emissions are in kilotonnes. 
 
Fuel use statistics for 1961 were not available from the NAEI. These statistics were acquired 
from BERR and are located in the worksheet entitled ‘BERR – 1961 Energy Stats’. 
Not all of power station locations were available through the NAEI database, but these 
locations were added when data was available. It is assumed that these locations will be 
completed at a later date. 
3. Road Transport Emissions Methods 
The general method for depicting road transport emissions for the target years involves 
several steps that are described in greater detail below. But in general, they involve revising 
traffic activity data based on changes in population density and distributing the emissions 
from non-existent motorways to the surrounding region. 
The rationale for this approach is based on the availability of data. Detailed vehicle activity 
data for the target years of 1991, 1981 and 1971 were not available either digitally or as hard 
copy files. Consequently we needed to “back cast” more recent and trustworthy vehicle 
activity. We were able to reconstruct coverages of historic motorway extent from online 
resources and thus produced the best approximation of road transport emissions possible 
from the available data. 
3.1 Data Requirements 
i. Vehicle kilometre data: These data were originally developed by the Department for Transport 
and subsequently re-processed by AEA. Detailed vehicle data is readily available for 1971, 
1981 and 1991; however detailed data as presented in Annex __ was not available for 1961. 
Coarser vkm data for 1961 is available from DfT at: 
http://www.dft.gov.uk/pgr/statistics/datatablespublications/roadstraffic/traffic/. 
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ii. Coverage of historic motorways: Historic maps of motorway extent were available from 
“Chris's British Road Directory” (located at http://www.cbrd.co.uk/), a website for motorway 
enthusiasts. A map of 2005 motorway segments was modified according to maps available from 
the website listed above. 
iii. Population data: staff at Imperial College from ONS statistics originally developed these data. 
They were subsequently re-scales to 5 km grid cells. 
iv. Road transport emissions data: These data were acquired from the NAEI database for the years 
of 1971, 1981 and 1991. No data on national emissions totals, distribution or emission factors 
were available for 1961. 
v. Vehicle activity data: Existing vehicle activity data was acquired in the form of NAEI 
distribution grids from 2005 that represented the best available data set. 
3.2 Data Processing 
i. The vehicle activity data (vehicle kilometres) from 2005 was the starting point for developing 
road transport emissions for all years. The original 2005 vkm amount for each grid cell was 
modified according to the proportional change in population density for the target year to revise 
vehicle activity. These modified vkm data were then normalised to preserve the intensity of 
vehicle use. The normalised vkm data was then multiplied with the appropriate national vkm 
total for each of the target years. 
ii. The next step required the influence of motorway segments that did not exist in the target years 
from the outputs of the first step. Non-motorways are defined as grid cells that do not contain 
motorway segments in focus (e.g. 1971, 1981 and 1991) year but do contain motorway 
segments in later years (i.e. 2005). The national proportion of vkm from motorways was used to 
reduce the vkm data in non-motorway grid cells. It was assumed that the vkm attributed to non-
existent motorways must have occurred on other adjacent roads in a more diffused fashion. 
iii. A low-pass filter was used to distribute the vkm from non-existent motorways to adjacent grid 
cells. 
iv. The resulting modified vehicle activity grid was then normalised and used to distribute the 
national emissions totals from the NAEI attributed to road transport. 
 
3.2 Possible methods to produce 1961 road transport emissions 
 
At present, little data is available to generate 1961 emissions totals for the road transport 
sector: no NAEI national emission total exists nor do appropriate emission factors. At the 
time of this document’s preparation, 1961 population data might be available at Imperial 
College. The following general steps can be used to estimate road transport emissions from 
1961: 
i. Generate 1961 vkm data by normalising the 1971 vkm grid and modifying it according 
to the proportional change in population density from 1971 to 1961. This step will 
modify the distribution of vehicle activity. 
ii. Multiply the resulting normalised vehicle activity grid with the 1961 vkm total from 
the following website: 
http://www.dft.gov.uk/pgr/statistics/datatablespublications/roadstraffic/traffic/ 
iii. Next, calculate an emission factor by dividing the national emission total for each 
pollutant by the national vkm total. 
iv. Multiply the emission factor from step 3 by the normalised 1961 vkm grid to get the 
distribution and national emission total for each pollutant. 
Unfortunately, there is no measured or estimated national emissions total available through 
the NAEI or any other source with which to compare the 1961 against. 
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ANNEX 1: National vehicle kilometre data  
Data Source: 2005 RT DB - VKM split by catalyst_YL for NAEI report 
 
UK bvkm 
(billion 
vehicle 
kilometres) 
Road 
Type 1971 1981 1991 2000 2005 
Petrol cars 
urban 84.9 112.1 142.4 139.8 130.5 
rural 68.5 87.1 141.3 141.7 139 
m-way 11.7 21.8 49.3 58.8 58.8 
Diesel cars 
urban 1.2 1.6 5.5 20.7 33.2 
rural 1 1.2 5.5 21 35.4 
m-way 0.2 0.3 1.9 8.7 15 
Petrol LGVs 
urban 8.7 9.8 11 4.4 2 
rural 8 8.7 11.6 4.9 2.4 
m-way 1 1.5 3.7 2.1 1 
Diesel LGVs 
urban 1.9 2.7 6.8 16.4 22 
rural 1.8 2.4 7.2 18.2 26.8 
m-way 0.2 0.4 2.3 7.6 10.5 
Rigid HGVs 
urban 5.9 6 4.6 4.2 4.3 
rural 8.9 8.2 7.4 7.6 8.2 
m-way 2.6 3 3.5 4.3 4.3 
Artic HGVs 
urban 0.7 0.8 1.1 1.1 1 
rural 1.8 2.6 4.4 5.6 5.3 
m-way 1.2 2.1 4.6 7 7.9 
Buses 
urban 2.4 2.3 2.8 3 3.2 
rural 1.1 1.1 1.6 1.6 1.5 
m-way 0.2 0.3 0.5 0.6 0.5 
M/cycle 
urban 2.6 4.9 3 2.2 3 
rural 1.4 4 2.2 2 2.2 
m-way 0 0.2 0.3 0.5 0.4 
 
 
ANNEX 2: ArcGIS processing steps 
Data Processing: 
Step 1: Rescale vehicle kilometre data (mvkm) using population density (rdt_mvkm_05 x 
popXX01_resc) 
• Produces change  in vkm proportional to change in population density 
• Changes look appropriate 
• Vkm_91_resc – total=539885.037661 
• Vkm_81_resc – total=526902.857983 
• Vkm_71_resc – total=561690.507234 
 
Step 2: normalising the rescaled vkm data to preserve the intensity of vehicle use 
• Vkm_91_resc/539885.037661 = vkm_91_norm 
• Vkm_81_resc/526902.857983 = vkm_81_norm 
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• Vkm_71_resc/561690.507234 = vkm_71_norm 
 
Step 3: regenerating vkm totals using DTI vkm data for each year 
• vkm_91_norm x 411,573 mvkm = mvkm_91_tot 
• vkm_81_norm x 276,892 mvkm = mvkm_81_tot 
• vkm_71_norm x 211,962 mvkm = mvkm_71_tot 
 
Step 4: For non-motorways in each year, reduce pixels by national proportion of motorway vkm. 
• Definition of non-motorway = a pixel that does not contain motorway segments in focus year 
but does contain motorway segments in later years 
• Create grid of 1.0 vs. non-motorway – 1.0 denotes existing motorway and all other roads, 
<1.0 indicates proportional reduction in vkm to each pixel 
• Mult91 – values are 0.8287 (non-motorway) of 1.0 (all else) 
• Mult81 – values are 0.8538 (non-motorway) of 1.0 (all else) 
• Mult71 – values are 0.9298 (non-motorway) of 1.0 (all else) 
 
Step 5: multiply multXX against mvkm_XX_tot to remove contributions of motorways to non-motorway 
pixles of focus years 
• Mult91 x mvkm_91_tot = mvkm_91_tot2 
• Mult91 x mvkm_91_tot = mvkm_91_tot2 
• Mult91 x mvkm_91_tot = mvkm_91_tot2 
 
Step 6: select only non-motorway segments and calculate the inverse proportion of step 4 
• Inv91 – values are 0.1713 (non-motorway) or 0.0 (all else) 
• Inv81 – values are 0.1462 (non-motorway) or 0.0 (all else) 
• Inv71 – values are 0.0702 (non-motorway) or 0.0 (all else) 
 
Step 7: multiple invXX against mvkm_XX_tot to calculate motorway vkm to distribute with a low-pass 
filter 
• Inv91 x mvkm_91_tot = mvkm_91_dis 
• Inv81 x mvkm_81_tot = mvkm_81_dis 
• Inv71 x mvkm_71_tot = mvkm_71_dis 
 
Step 8: use low-pass filter to distribute vkm from step 7 
• Mvkm_91_lpass 
• Mvkm_81_lpass 
• Mvkm_71_lpass 
 
Step 9: Add mvkm_XX_tot2 to mvkm_XX_lpass to produce final estimates of vkm that incorporate 
removal of non-motorways and re-adding the distributed non-motorway vkm 
• Mvkm_91_tot2 + mvkm_91_lpass = mvkm_91_final 
• Mvkm_81_tot2 + mvkm_81_lpass = mvkm_81_final 
• Mvkm_71_tot2 + mvkm_71_lpass = mvkm_71_final 
 
Step 10: Normalise mvkm data from step 9 
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• Mvkm_91_final/411,575.203144 = nmvkm_91 
• Mvkm_81_final/276,895.592777 = nmvkm_81 
• Mvkm_71_final/211,974.554857 = nmvkm_71 
 
Step 11: Multiply NAEI total with normalised grid from step 10 
• Nmvkm_91 x (PM10 rdt 1991) 52.319489 (units – ktonnes) 
• Nmvkm_81 x (PM10 rdt 1981) 44.944237 (units – ktonnes) 
• Nmvkm_71 x (PM10 rdt 1971) 39.19314 (units – ktonnes) 
• Nmvkm_91 x (PM10 brake/tyre wear 1991) 7.83484 (units – ktonnes) 
• Nmvkm_81 x (PM10 brake/tyre wear 1981) 5.69037 (units – ktonnes) 
• Nmvkm_71 x (PM10 brake/tyre wear 1971) 4.60664 (units – ktonnes) 
• Nmvkm_91 x (SO2 rdt 1991) 57.66965 (units – ktonnes) 
• Nmvkm_81 x (SO2 rdt 1981) 52.50937 (units – ktonnes) 
• Nmvkm_71 x (SO2 rdt 1971) 45.82155 (units – ktonnes) 
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B: The National Smoke and Sulphur Dioxide Survey monitoring site 
code descriptions (NAQA) 
Code Area Description 
A1 Residential area with high-density housing (probably terraced), or with 
medium-density housing in multiple occupation, in either case surrounded 
by other built-up areas.  
A2 Predominantly A1, but interspersed with some industrial undertakings.  
A3 Residential area with high-density housing or medium-density housing in 
multiple occupation surrounded by, or interspersed with, other areas with 
low potential air pollution output (parks, fields, coast).  
B1 Residential area with medium-density housing, typically an inner suburb or 
housing estate, surrounded by other built-up areas.  
B2 Predominantly B1, but interspersed with some industrial undertakings.  
B3 Residential area with medium-density housing surrounded by or 
interspersed with areas with low potential air pollution output (parks, fields, 
coast), or any residential area with low-density housing.  
C1 Industrial area without domestic premises.  
C2 Industrial area interspersed with domestic premises of high density or in 
multiple occupation.  
D1 Commercial area or one with predominantly central heating.  
D2 Town centre with limited commercial area, possibly mixed with old 
residential housing and/or minor industry.  
E Smoke control area or smokeless zone (the letter to be added to the 
primary classification).  
R Rural community.  
O1 Open country but not entirely without source(s) of pollution, eg airfields.  
O2 Completely open country; no sources within at least 400 metres.  
X Unclassified site, or mixed area.  
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C: Distributions of concentrations for target years (μg/m3) –shown at 
different scales 
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D: Annual mean concentrations for black smoke and SO2 
Annual summary statistics for black smoke using air quality monitoring stations 
in the NAQA with data available for >75% of days per year, 1962 - 1991 (μg/m3) 
Year Sites Minimum Maximum 
Annual 
Mean  
Std 
Deviation 
1962 667 2.84 574.96 143.76 84.56 
1963 829 3.66 458.66 127.45 69.74 
1964 869 2.68 434.37 119.83 63.26 
1965 868 2.91 376.08 97.86 57.66 
1966 914 2.18 354.40 80.31 49.40 
1967 999 1.81 263.70 69.27 45.40 
1968 941 1.97 335.63 66.14 42.48 
1969 948 1.90 240.69 62.28 38.79 
1970 927 1.78 231.33 52.62 32.70 
1971 960 1.17 280.50 52.14 33.31 
1972 917 2.86 185.02 42.62 25.05 
1973 955 1.03 194.07 44.38 25.84 
1974 818 1.50 119.50 28.40 16.09 
1975 933 1.26 129.46 30.88 17.44 
1976 991 1.22 129.22 29.14 15.47 
1977 1,020 1.42 118.02 23.83 13.93 
1978 1,040 1.00 103.75 24.04 13.36 
1979 1,056 1.14 87.35 22.59 12.85 
1980 1,015 1.63 81.57 20.25 11.71 
1981 965 0.88 105.45 19.49 11.57 
1982 504 0.78 104.19 22.49 14.32 
1983 510 0.69 87.95 18.42 11.41 
1984 497 1.10 52.24 17.09 8.79 
1985 497 0.55 68.38 18.81 10.72 
1986 436 0.73 84.67 16.59 10.33 
1987 358 2.62 80.54 22.27 12.29 
1988 210 2.39 68.43 18.00 10.81 
1989 206 2.56 57.12 17.37 10.35 
1990 218 2.09 45.18 12.85 7.31 
1991 192 2.52 48.16 15.90 7.99 
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Annual summary statistics for sulphur dioxide using air quality monitoring 
stations in the NAQA with data available for >75% of days per year, 1962 - 1991 
(μg/m3) 
Year Sites Minimum Maximum 
Annual 
Mean  
Std 
Deviation 
1962 604 3.72 449.70 160.44 77.73 
1963 774 12.59 456.96 158.44 74.41 
1964 822 16.77 457.58 150.04 72.01 
1965 819 2.62 542.83 131.76 68.04 
1966 872 12.43 436.28 116.47 61.18 
1967 924 3.23 364.82 106.73 55.56 
1968 905 0.22 328.90 106.35 53.81 
1969 907 7.22 343.03 104.72 54.20 
1970 890 6.38 309.77 98.22 47.02 
1971 918 10.17 288.75 95.48 47.14 
1972 885 2.86 320.95 84.52 40.58 
1973 935 7.91 250.62 86.04 40.01 
1974 799 4.80 232.85 66.85 30.27 
1975 895 7.69 188.85 68.20 30.84 
1976 972 7.35 191.01 66.15 29.36 
1977 996 6.46 151.26 60.08 25.94 
1978 1,023 2.90 156.95 59.90 25.00 
1979 1,038 3.35 293.66 59.48 26.58 
1980 997 4.66 375.19 53.50 27.44 
1981 946 2.45 190.94 47.55 21.95 
1982 492 6.02 170.04 51.64 22.00 
1983 497 4.11 119.38 45.42 19.51 
1984 483 6.01 186.54 43.92 20.75 
1985 494 6.17 289.97 42.05 20.72 
1986 423 4.81 156.66 39.47 18.08 
1987 350 4.00 107.13 44.42 18.24 
1988 210 2.66 162.44 37.41 18.37 
1989 206 1.30 80.75 35.05 15.61 
1990 214 1.19 113.82 31.00 15.55 
1991 191 11.93 90.25 34.90 14.54 
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E: AEA Plan of data investigation 
SNAP 
Code 
(Level1) 
Emission 
Source 
Data Need 
(for both Emissions & Mapping) 
1.1 Power 
Stations 
Early emissions data might be sourced from the DTI- although some 
may be commercially sensitive and hence restrict access to the data. 
Some point specific information in publications such as the Electricity 
Supply Handbook and CEGB annual reports. Important in 
establishing years that abatement started. 
Mid 80’s onwards- point data via the Large Combustion Plant 
Directive (LCPD) 
Mid 90’s onwards- point data via the Pollution Inventories of the UK. 
Large source- warrants mapping completely as point sources if 
possible. Spatial data should be inherent in emission estimate data 
from points. 
1.2 Refineries To be treated in the same way as power stations above- although 
lower priority and probably more difficult to obtain reliable activity 
data. 
2.1 Domestic Emission estimates prior to 1970 will be available by using the 
historic fuel data from the DTI, and deciding on appropriate emission 
factors (especially important for particulates/black smoke). It may be 
possible to obtain regional fuel consumption data, which would be of 
great value. Expected to be the most important source for 
particulates. 
Emission estimates from 1970 onwards are readily available 
(although uncertainties in some emission factors). 
Spatial distribution of this source will be very important, and regional 
statistics will give considerably more certain results. Unless relevant 
spatial data is available, fuel distributions will have to draw on 
population density maps. Hopefully it will be possible to obtain 
information on the gas mains network and smoke control zone. 
These are priority datasets for the mapping. 
2.2 Commercial, 
Institutional 
Early emissions data will be sourced from the DTI. This is expected 
to be a major source in early years for SO2 emissions. 
A methodology for mapping this source will need to be generated, but 
it is expect that land cover will be used as spatial input. The 
IMPRESAREO methodology may prove to be useful. Employment 
statistics might also be useful for map generation. 
3.1 Iron and Steel The ISSB publications should provide detailed activity data to allow 
emissions to be calculated for earlier years. More recently, the 
sources will have substantially decreased/ceased, but the LCPD and 
Pollution Inventories should provide point specific information. 
In earlier years, activity data is available by plant. These plant are 
named, but identifying the location of each plant may prove to be a 
time consuming task. Later years will include point specific data, and 
will therefore be easier to map. 
3.2 Other 
Industrial 
Combustion 
For more recent years, many sources will be available as point 
source data. For earlier years, the larger sources will be identified, 
and where possible, treated as points. Smaller sources will be treated 
as areas sources. 
Where possible data will be handled as point source data with 
location data inherent in the emissions data. Where this doesn’t exist, 
the IMPRESAREO method will be used to allocate these emissions 
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by land cover.  
4 Industrial 
Processes 
As Other Industrial Combustion. These emissions are generally 
small, with some specific sources in the chemical industry. The main 
exception for PM10 being significant emissions from quarrying. 
There is limited historical data on quarrying activities, but this might 
be sourced through trade associations. 
5 Extraction & 
Distribution 
of Fossil 
Fuels 
On-shore sources within this category are very small. 
6 Solvent Use There are no sources of particulates or SO2 in this source category 
7 Road 
Transport 
 
8.1 Railways Not a particularly large source. 
Emissions from 1970 onwards are available. 
Prior to 1970, fuel use estimates will allow reasonable emission 
estimates to be made. 
Reliable spatial distribution of this source is expected to be involved, 
and given the relative size of the source a simple approach is likely to 
be taken. This is because obtaining the rail network, and related 
activity along each link for different years is thought to be too time 
consuming when compared to the significance of this source. 
8.2 Aviation Emission estimates by aeroplane type are available for more recent 
years. In earlier years, UK totals can be determined from the fuel 
consumption data. These can then be mapped by using airport 
activity data. 
Simple activity indicators can be derived to allow the UK total to be 
split amongst the different airports for different years. This simplified 
approach is considered sufficient given the relatively small size of this 
source. A more comprehensive methodology could be used, but the 
size of the source does not this approach. 
8.3 Shipping Emission estimates are available for 1970 onwards, although there is 
no distinction between inland waterways and coastal shipping. 
Emission maps currently use port activities to distribute the 
emissions. It is expected that this approach will be used for historic 
years as it should provide a reasonably straightforward way of 
distributing the emissions to a suitable level of certainty. 
8.4 Other Mobile 
Machinery 
Total emissions from this source are available from 1970 onwards. 
Prior to this fuel consumption data will be used with a best estimate 
of the machinery stock to determine emission estimates.  
There are a variety of different types of machinery in this category, 
and generating a reliable spatial distribution is therefore involved. The 
mapping method will need to be developed, but it is expected to draw 
on land cover and population distribution data. The methodology 
mapping earlier years may need to be simplified depending on the 
data availability. 
9 Incineration From 1970 onwards emission totals are available for different kinds of 
incinerators. Prior to 1970 estimates will prove to be difficult to 
assess, but data may be available from DTI and local authorities. It 
may be necessary to target specific local authorities where significant 
incineration is thought to occur to obtain historic data. 
Where point source data is available, mapping is straight forward. 
However, a significant fraction of this source is expected to be 
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mapped as an area source- which is not ideal. 
10 Agriculture Current estimates of PM10 emissions from agricultural tilling etc. are 
very high in uncertainty, and there has been little consideration of 
historic emission estimates. It will be simple to generate estimates by 
using land cover datasets. 
PM10 emissions also arise from housed livestock. It is possible to 
make some emission estimates for this source using a simple 
methodology (which does not take into account changes to livestock 
practices across the last several decades).  
Mapping of tilling activities is straightforward if suitable land cover 
data are available. Detailed historic land cover data may prove 
difficult to source. Mapping emissions from housed livestock can be 
done by assuming that the current spatial distribution has not 
changed significantly from earlier years.  
11 Nature Sources in this category include fires and wind blown dust. These are 
both very high in uncertainty, and estimates for historic years are 
likely to be assumed similar to 1970. 
If these sources are considered to be relevant, then mapping will be 
conducted using land cover data, and a fairly simple allocation 
methodology. 
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F: Annual conversion factors BS/PM10 Ratio by year (provided by 
Chris Dore, AEA) 
Year BS/PM10 Ratio 
1960 1.67 
1961 1.62 
1962 1.56 
1963 1.50 
1964 1.45 
1965 1.40 
1966 1.35 
1967 1.30 
1968 1.25 
1969 1.21 
1970 1.16 
1971 1.12 
1972 1.08 
1973 1.04 
1974 1.00 
1975 0.96 
1976 0.93 
1977 0.90 
1978 0.87 
1979 0.84 
1980 0.81 
1981 0.78 
1982 0.76 
1983 0.73 
1984 0.71 
1985 0.69 
1986 0.67 
1987 0.66 
1988 0.64 
1989 0.63 
1990 0.62 
1991 0.60 
1992 0.60 
1993 0.59 
1994 0.58 
1995 0.58 
1996 0.58 
1997 0.58 
1998 0.58 
1999 0.58 
2000 0.58 
2001 0.59 
2002 0.59 
2003 0.60 
2004 0.61 
2005 0.63 
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G: Regions used to stratify monitoring sites into training and 
evaluation subsets 
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H: Ordinary Kriging predictions and errors, black smoke  
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Ordinary Kriging predictions and errors, sulphur dioxide 
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I: LUR 
LUR model building scatterplots, predicted against observed ln and concentrations for BS LUR models by 
target year 
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LUR model building scatterplots: predicted against observed ln and concentrations for SO2 LUR models by 
target year. 
 
 
1962 
 
 
 
 
 
 
 
 
1971 
 
 
 
 
241
 
 
 
Ln predicted concentration
5.004.003.002.001.000.00-1.00
Ln
 m
ea
su
re
d 
co
nc
en
tra
tio
n
5.0000
4.5000
4.0000
3.5000
3.0000
2.5000
2.0000
R Sq Linear = 0.19
Predicted concentration
80.0060.0040.0020.000.00
M
ea
su
re
d 
co
nc
en
tra
tio
n
120.0000
100.0000
80.0000
60.0000
40.0000
20.0000
0.0000
R Sq Linear = 0.28
Ln predicted concentration
5.004.003.002.001.000.00-1.00
Ln
 m
ea
su
re
d 
co
nc
en
tra
tio
n
5.0000
4.5000
4.0000
3.5000
3.0000
2.5000
2.0000
R Sq Linear = 0.19
Predicted concentration
80.0060.0040.0020.000.00
M
ea
su
re
d 
co
nc
en
tra
tio
n
120.0000
100.0000
80.0000
60.0000
40.0000
20.0000
0.0000
R Sq Linear = 0.28
 
 
1981 
 
 
 
 
 
 
 
 
 
 
1991 
 
 
 
  
242
 
 
 
J: Interpolating between years 
For the LUR SO2 predictions, the target year model equation was applied to monitoring sites 
in other years to compute unadjusted predictions. A linear regression between the 
unadjusted predictions and concentrations at the training sites provided a calibration 
equation to derive year-specific adjusted predictions and these were then tested with that 
year’s 10% subset to review model performance. Training and validation sites are not 
consistent between years. Calibration equations and performance statistics for the target 
year models applied to surrounding years are shown in Table 6.6. This was carried out for 
years 1962-1981 but not for 1991 models which demonstrated poorer predictive power. 
 
On the whole target year models remain relatively stable when applied between the different 
years. Looking at the back transformed evaluation R2 1962 predicts moderately well for each 
year up to 1971. Over the same time frame, the 1971 model predicts moderately well back to 
1961 but not quite as well as 1962 predicting forward. 1971 predicts moderately well forward 
until 1976 then R2s drop below 0.5. 1981 has lower predictive power than other target year 
models but it improves as it applied going back to 1971 with some variable results going into 
the 1980s but generally all <0.5.  
This supports the transferability based on common evaluation sites as assessed in the study 
and shows that the transferability is likely to extend further than the five year time span that 
could be investigated with common evaluation sites. 
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Interpolation of LUR SO2 target year models to surrounding years  
Model year Year 
training Evaluation 
Ln unadj predictions (all sites) Adj predictions Adj predictions 
R2 constant coefficient Ln  R2 Exp  R2 Ln  R2 Exp  R2 
1962 
1962        
1963 0.782 0.469 0.911 0.611 0.583 0.539 0.535 
1964 0.576 0.438 0.907 0.576 0.557 0.575 0.588 
1965 0.572 0.220 0.928 0.572 0.544 0.735 0.624 
1966 0.606 0.297 0.893 0.606 0.590 0.474 0.367 
1967 0.556 0.406 0.856 0.556 0.582 0.717 0.654 
1968 0.566 0.480 0.847 0.566 0.538 0.606 0.718 
1969 0.627 0.412 0.859 0.627 0.611 0.693 0.654 
1970 0.641 0.506 0.829 0.641 0.602 0.556 0.526 
1971 0.568 1.092 0.702 0.568 0.607 0.695 0.639 
1971 
 
1962 0.525 -0.331 1.146 0.525 0.463 0.623 0.620 
1963 0.547 0.031 1.074 0.547 0.497 0.527 0.530 
1964 0.559 -0.157 1.104 0.559 0.540 0.571 0.599 
1965 0.570 -0.417 1.138 0.570 0.517 0.633 0.485 
1966 0.583 -0.313 1.093 0.583 0.553 0.454 0.350 
1967 0.533 -0.109 1.033 0.533 0.559 0.698 0.576 
1968 0.570 -0.210 1.064 0.570 0.556 0.596 0.681 
1969 0.654 -0.310 1.085 0.654 0.620 0.707 0.644 
1970 0.647 -0.104 1.027 0.647 0.610 0.561 0.505 
1971    0.636    
1972 0.585 0.257 0.916 0.585 0.563 0.543 0.435 
1973 0.578 0.275 0.914 0.578 0.558 0.665 0.648 
1974 0.513 0.558 0.798 0.513 0.504 0.487 0.518 
1975 0.543 0.544 0.810 0.543 0.511 0.502 0.554 
1976 0.518 0.488 0.816 0.518 0.497 0.430 0.452 
1977 0.435 0.620 0.765 0.435 0.391 0.411 0.425 
1978 0.432 0.700 0.750 0.432 0.338 0.396 0.312 
1979 0.365 0.968 0.688 0.365 0.265 0.321 0.225 
1980 0.317 1.018 0.652 0.317 0.173 0.454 0.321 
1980 0.323 0.823 0.668 0.323 0.206 0.220 0.213 
1981 
1971 0.532 -0.357 1.261 0.532 0.571 0.635 0.583 
1972 0.479 0.028 1.131 0.479 0.508 0.538 0.444 
1973 0.509 -0.256 1.211 0.509 0.509 0.576 0.510 
1974 0.415 0.272 1.013 0.415 0.418 0.447 0.462 
1975 0.507 0.000 1.093 0.507 0.501 0.457 0.567 
1976 0.520 -0.238 1.149 0.520 0.531 0.439 0.514 
1977 0.409 0.160 1.017 0.409 0.405 0.403 0.412 
1978 0.460 -0.025 1.071 0.460 0.376 0.390 0.325 
1979 0.369 0.595 0.903 0.369 0.303 0.401 0.338 
1980 0.317 0.750 0.833 0.317 0.209 0.494 0.365 
1981    0.386 0.294 0.19 0.28 
1982 0.461 -0.277 1.077 0.461 0.356 0.199 0.152 
1983 0.393 0.005 0.973 0.393 0.308 0.615 0.499 
1984 0.350 0.307 0.885 0.350 0.232 0.442 0.224 
1985 0.370 0.192 0.907 0.370 0.212 0.196 0.141 
1986 0.338 0.016 0.934 0.338 0.204 0.398 0.276 
1987 0.370 0.351 0.876 0.370 0.199 0.278 0.180 
1988 0.425 -0.303 1.009 0.425 0.230 0.398 0.445 
1989 0.407 -0.686 1.091 0.407 0.267 0.386 0.179 
1990 0.326 -0.562 1.027 0.326 0.252 0.526 0.303 
1991 0.146 1.628 0.489 0.146 0.108 0.508 0.441 
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K: LUR EST paper, Gulliver 2011 
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’ INTRODUCTION
Much of the evidence showing impacts of air pollution on
health has come from time-series (i.e., short-term) epidemiolo-
gical studies.1 There are far fewer long-term studies - almost none
go backmuch before the 1980s - in part due to the lack of detailed
information on historic exposures. The UK has a very long-
running network of air pollution monitors for black smoke (BS)
and sulfur dioxide (SO2) with over 3100 monitors in operation
from 1955, but the network of monitors has never been
suﬃciently dense (2001000 at any one time point) to capture
variation in exposures across the whole population. However,
cardiovascular, cardiorespiratory, and respiratory mortality, dur-
ing 19821986 to 19941998, in the British Census wards
containing a monitoring station (totalling <5% of the
population) were found to have signiﬁcant associations between
measured concentrations of BS and SO2, but results suggested
attenuation of eﬀect over time.2
GIS (Geographical Information Systems) based air pollution
modeling oﬀers the potential to improve the spatial resolution in
this type of study but has thus far seen limited use in assessing
historic exposures to air pollution. Reconstructed emissions data
on traﬃc and heating were used in a dispersion model linked to a
GIS to model residential exposures to nitrogen oxides and SO2
across Greater Stockholm over three points in time: 1960, 1970,
and 1980.3 Air pollution dispersion models were developed to
estimate annual average population exposures to PM10, NO2,
SO2, and O3 in England for 19942003.4 In The Netherlands,
GIS techniques were used to estimate residential exposures
to BS, NO2, SO2, and PM2.5 between 1986 and 1996 as part of
a study looking at the eﬀects of traﬃc air pollution on mortality.5
It is noteworthy that only one study has attempted to model
exposures of the population further back in time than the 1980s.3
The Chronic Health Eﬀects of Smoke and SO2 (CHESS) study
in Great Britain aims to establish whether long-term air pollution
exposure is associated with cardiovascular and respiratory disease
in adults. As the basis for exposure assessment, GIS methods were
developed for modeling and mapping historic outdoor concentra-
tions of BS and SO2 for the whole of the UK, at 1 km resolution.
A range of techniques were trialled including land use regression
(LUR),6 kriging,7,8 dispersion modeling,9 and focal-sum10 as well
as simple interpolation methods such as Inverse DistanceWeight-
ing (IDW). LUR was seen to perform consistently better than the
other techniques when model estimates were compared with
monitored concentrations. Indeed, LUR methods have seen
widespread use in modeling city-wide, annual average concentra-
tions of a range of air pollutants.1117 The growth in their
application is supported by generally good performance results
in model evaluation studies and by being relatively easy to develop
and apply. More recently, LUR models have been developed for
national-scale18 and European-wide mapping of air pollution.8
Only once before, however, has LUR been used to develop maps
of air pollution for historical exposure assessment.5Other attempts
at applying LUR to predict exposure for earlier years have relied on
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Revised: February 22, 2011
ABSTRACT: Land-use regression modeling was used to develop maps of annual average
black smoke (BS) and sulfur dioxide (SO2) concentrations in 1962, 1971, 1981, and 1991 for
Great Britain on a 1 km grid for use in epidemiological studies. Models were developed in a
GIS using data on land cover, the road network, and population, summarized within circular
buﬀers around air pollution monitoring sites, together with altitude and coordinates of
monitoring sites to consider global trend surfaces. Models were developed against the log-
normal (LN) concentration, yielding R2 values of 0.68 (n = 534), 0.68 (n = 767), 0.41 (n =
771), and 0.39 (n = 155) for BS and 0.61 (n = 482), 0.65 (n = 733), 0.38 (n = 756), and 0.24
(n = 153) for SO2 in 1962, 1971, 1981, and 1991, respectively. Model evaluation was
undertaken using concentrations at an independent set of monitoring sites. For BS, values of
R2 were 0.56 (n = 133), 0.41 (n = 191), 0.38 (n = 193), and 0.34 (n = 37), and for SO2 values
of R2 were 0.71 (n = 121), 0.57 (n = 183), 0.26 (n = 189), and 0.31 (n = 38) for 1962, 1971,
1981, and 1991, respectively. Models slightly underpredicted (fractional bias: 0∼0.1)
monitored concentrations of both pollutants for all years. This is the ﬁrst study to produce
historic concentration maps at a national level going back to the 1960s.
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back-extrapolation by calibrating current models to monitored
concentrations for earlier years.19
This paper reports on the development and evaluation of LUR
models for the UK for four time points: 1962, 1971, 1981,
and 1991.
’METHODS
Monitored Concentrations. Great Britain has continuous
electronically available data onmonitored concentrations of both
BS and SO2 fromApril 1961. However, the number and locations
of monitoring sites has varied over time. In the early 1970s there
were more than 1200 BS and 900 SO2 sites, followed by a gradual
reduction in numbers until by 1991 there were only 285 BS sites
and 202 SO2 sites. Since the early 1990s there have been further
minor reductions in the total number of BS and SO2 sites (but a
rapid increase in sites monitoring NO2 and PM10 reflecting the
increase in traffic-related air pollution). Summary information
about the mean and variability of monitored concentrations of
BS and SO2 for the target years can be found in the Supporting
Information (Table S1). The measurement method for both
pollutants has remained the same across all years (British
Standard 1747).
Average concentrations of both pollutants fell dramatically
between 1962 and 1981, with a 7-fold fall in BS and three- to
4-fold fall in SO2, reﬂecting a major switch from domestic and
industrial coal use to gas and electricity. The distribution of
concentrations of BS was highly skewed in all years but markedly
skewed in 1981 reﬂecting the relatively low level of geographical
variation in concentrations and only a small number of urban
districts with relatively high concentrations. Distributions of SO2
were less marked in their skewness with the exception, again, of
1981. All distributions are log-normal and monitored concentra-
tions for all years were therefore log-transformed (Ln) prior to
model development.
Data on daily average concentrations of BS and SO2 were
obtained from the national air quality archive (www.airquality.co.
uk accessed on 21 February 2011) for the years 1962 (instead of
1961 as the full calendar year was not available electronically),
1971, 1981, and 1991 to align with the 10-yearly UK population
census. Monitoring stations were retained for modeling if they
had at least 75% data capture within each year. Spatial accuracy
for monitoring stations is 100 m.
Development of Predictor Variables. A GIS was developed
with a range of predictor variables including information on land
cover, roads, population, altitude, and X-Y coordinates of each
monitoring site. CORINE (CLC1990) for Europe comprises 44
categories of land cover and is provided on a 100-m grid, but the
accuracy varies from 100 to 250 m. Data on British roads came
from the earliest version of OSMeridian, dating back to the mid-
1990s. It includes motorways, A-roads (major trunk roads, dual
carriageways and arterial roads), B-roads (roads with significant
traffic flows but not in ‘A’ class), and minor roads (urban side-
roads and country lanes). The roads were intersected with the
same 100 m grid as CORINE and the length within each grid cell
summed. No (digital) data were available on land cover or roads
pre-1990s, so these data sets were used in all years. Data on
population counts were estimated from Census geography using
simple areal-weighting for 1962 and 1971 and by postcode-
weighting for 1981 and 1991. (Altitudes were derived from the
OS PANORAMA50mdigital terrainmodel and assigned to each
monitoring site using a point-in-grid function in ArcGIS. The
X-Y coordinates of each monitoring site were used to compute
the variables for trend surfaces. Trend surface analysis on
monitored concentrations was initially explored in ArcGIS us-
ing kriging. Predictor variables were subsequently computed
for second order trend (i.e., quadratic) on y coordinates (i.e.,
latitude) and third order trend (i.e., cubic). Although predictors
were available for a fine grid, the notional accuracy of CORINE
and precision of the monitoring sites (ca. 100 m) precluded
modeling at this scale. A minimum resolution for modeling was
thus defined as 500 m, with maps presented at 1 km.
“Buﬀering”, using ArcGIS FOCALSUM with the circle option
(subsequently referred to as buﬀers), was used to sum the
contribution (i.e., area or length) of each land cover and road
variable around each monitoring site, based on the 100 m grids.
Both zero-centered and ring variables were constructed.18 Buf-
fers of 0.5, 1, 2, and 3 kmwere applied to road variables and 0.5, 1,
2, 3, 4, 5, 7.5, and 10 km buﬀers were applied to land cover and
population, and 24 variables in domains of road, landcover,
population, x-y trend, and altitude were considered. Table S2
shows a description of each variable, the buﬀer sizes applied, and
the required direction of eﬀect in the subsequent regression
analysis. The complete list of variables, joined with data on
annual average monitored concentrations, was imported into
SPSS for data analysis and model development.
Model Development. LUR models were developed for BS
and SO2 for 1962, 1971, 1981, and 1991. Models were developed
against a stratified random sample (based on X-Y coordinates to
avoid geographical bias and site type) of 80% of monitoring sites
in each year with 20% of sites retained for model evaluation.
A number of rules were used to determine the entry and order
of predictor variables: 1) each variable had a signiﬁcant correla-
tion with the monitored concentration (p < 0.05), 2) the
direction of correlation (i.e., eﬀect) met predetermined expecta-
tions (see Table S2), 3) the direction of eﬀect of predictors
already in the model did not change as subsequent predictors
were added, 4) predictors already in the model remained
signiﬁcant at p < 0.1, and 5) land use variables and population
were not allowed in the same model (i.e., double-counting of
population). A supervised forward approach was used.5,18,20
Finally, residuals of the (natural log of) concentrations of BS
and SO2 were tested for non-normality and spatial autocorrela-
tion in ArcGIS using Moran’s ‘I’.
Model Evaluation. Models were evaluated by comparing
predicted and observed concentrations for the retained 20% of
monitoring sites, on a year-by-year basis. Log-transformed con-
centrations, for direct comparison with measures of fit obtained
from model development, and ‘real’ concentrations (i.e., by
exponentiation of the predicted concentration) were evaluated.
Model errors were checked for non-normality, and any sites
exhibiting unusually large errors were identified. Model perfor-
mance was assessed on the basis of adjusted R2, the root-mean-
square error (RMSE), and fractional bias (FB). To further evaluate
model performance, a ‘leave-one-out’ analysis (i.e., Jack-knife) was
performed whereby each prediction and observation pair are, in
turn, left out of the creation of performance statistics and N-1
(evaluation site) R2 values are returned for each year by pollutant.
’RESULTS AND DISCUSSION
Model Development. The LUR models for BS and SO2, by
year, are summarized in Table 1. Detailed information about
incremental values of adjusted R2, p-values, and Standard Error of
248
3528 dx.doi.org/10.1021/es103821y |Environ. Sci. Technol. 2011, 45, 3526–3532
Environmental Science & Technology ARTICLE
the Estimate (SEE) for each model variable are available in the
Supporting Information (Tables S3 and S4 for BS and SO2,
respectively).
With the exception of the 1971 SO2 model, trend surface
explained the highest amount of variation in monitored concen-
trations. Trend surfaces tended to have higher values of R2 for BS
than for SO2; for BS, between 66% and 88% of the total explained
variation. A third-order (i.e., cubic) trend surface was used in all
cases except 1991 for SO2 where a second-order trend surface
(i.e., quadratic) was used. Between two and three variables were
obtained in addition to the trend surface depending on the year
and pollutant, but population and altitude did not come into any
of the models.
To further explore variable selection, analysis was undertaken
in ArcGIS to determine the proportion of grid cells where
discrete variables (i.e., all those apart from trend) had inﬂuence.
In other words, the number of cells which had predictions based
only on trend and the regression constant. The 1971 black smoke
map has 13% of 1 km grid cells without contributions from
discrete (i.e., non- trend) variables, but in terms of cells with a
population >0 (using the estimated population surface for 1971)
this was 0.03% with <0.04% for both pollutants in 1962 and 1971
and <1% in all other cases.
High levels of explained variation (>60%) in monitored
concentrations were achieved for both pollutants in 1962 and
1971, with comparably weaker models for later years (Table 1).
A low level of clustering (i.e., spatial autocorrelation) was seen in
the examination of residuals: values of Moran’s I were in the
range 0.06 to 0.12 for BS and 0.03 to 0.09 for SO2, with p< 0.05 in
all cases. This is relevant information for epidemiological ana-
lyses if the exposures are treated as continuous variables but not if
the exposure is classiﬁed into tertiles or quintiles.
The model variables diﬀer between years for each pollutant.
This may reﬂect changes in the spatial pattern of pollutants and
source contributions over time. To explore this, concentrations
between the diﬀerent time periods at common monitoring sites
were correlated (see Table S5). Values of Pearson’s R were
between 0.41 and 0.76 for BS and between 0.26 and 0.83 for SO2
(p < 0.01 except between 1962 and 1991 where p = 0.201) but
with less than 30 common sites for BS in two comparisons and
Table 1. Summary of BS and SO2 LUR Models by Year
pollutant year model P (sig.) Adj R2 SEE N
black smoke 1962 0.97 þ [7.99e-006 * X] þ [9.89e-006 * Y]  [8.56e-012 * X2]  [8.90e-012 * Y2]  [2.48e-012 * XY]
 [1.42 * other natural areas and agriculture within 1 km]  [6.39e-008 * forest within 3 km]
þ [2.23e-006 * minor roads and ‘B’ road length within 3 km]
0.00 0.676 0.354 534
1971 1.97 þ [1.68e-005 * X] þ [7.84e-006 * Y]  [1.78e-011 * X2]  [6.07e-012 * Y2]  [3.40e-012 * XY]
þ [1.75-e-005 * minor roads and ‘B’ road length within 3 km] þ [1.71e-009 * low density residential
within 10 km] þ [3.15e-005 * major road length within 1 km]
0.00 0.680 0.388 767
1981 1.04 þ [1.17e-005 * X] þ [5.75e-006 * Y]  [1.13e-011 * X2]  [3.40e-012 * Y2]  [5.76e-012 * XY]
 [2.75e-007 * forest and other natural areas within 1 km] þ [5.23e-008 * other urban areas within 10 km]
þ [1.13e-005 * minor roads and ‘B’ road length within 1 km]
0.00 0.408 0.431 771
1991 5.77 þ [2.41e-005 * X] þ [1.75e-005 * Y]  [2.00e-011 * X2]  [1.04e-011 * Y2]  [1.97e-011 * XY]
 [2.29e-009 * forest and other natural areas within 10 km]  [4.32e-008 * other urban areas within 7.5 km]
0.00 0.390 0.434 155
sulfur dioxide 1962 0.05 þ [9.71e-006 * X] þ [1.24e-005 * Y]  [7.30e-012 * X2]  [1.06e-011 * Y2]  [9.17e-012 * XY]
þ [1.94e-006 * minor road length within 3 km ] þ [2.56e-009 * low density urban within 10 km]
þ [1.54e-007 * high density urban within 1 km]
0.00 0.605 0.350 482
1971 0.29 þ [1.94e-006 * minor road length within 3 km] þ [1.16e-005 * X] þ [4.77e-006 * Y]  [1.09e-011 * X2]
 [3.77e-012 * Y2]  [3.54e-012 * XY] þ [4.11e-008 * industrial and commercial land
within 10 km [(e3 km * 0.84)
þ (>3 km and e10 km * 0.16] ] þ [7.11e-006 * major road length within 3 km]
þ [1.84e-009 * low density urban within 10 km]
0.00 0.649 0.337 733
1981 0.975 þ [8.28e-006 * X] þ [3.70e-006 * Y]  [7.64e-012 * X2]  [2.98e-012 * Y2]  [3.41e-012 * XY]
þ [2.10e-009 * low density urban within 10 km ] þ [3.64e-008 * other urban within 10 km]
þ [3.95e-008 * high density urban within 2 km]
0.00 0.378 0.404 756
1991 2.50 þ [4.05e-006 * Y]  [4.62e-012 * Y2 ] þ [4.57e-008 * other urban within 7.5 km]
þ [1.39e-009 * low density urban within 10 km]
0.00 0.243 0.356 153
Table 2. Performance Statistics from the Evaluation Analysis
LN concentration concentration
pollutant year Adj R2 RMSE Adj R2 RMSE FB Beta constant P(sig.) Na
black smoke 1962 0.640 0.356 0.558 57.1 0.10 1.12 1.96 0.000 133
1971 0.684 0.424 0.413 28.8 0.09 1.04 3.02 0.000 191
1981 0.504 0.413 0.382 8.8 0.09 1.29 3.54 0.000 193
1991 0.414 0.518 0.339 5.9 0.03 0.83 3.09 0.000 37
sulfur dioxide 1962 0.645 0.368 0.706 44.8 0.04 1.12 12.17 0.000 121
1971 0.625 0.317 0.573 28.4 0.05 0.83 20.92 0.000 183
1981 0.408 0.345 0.255 18.9 0.06 0.85 9.20 0.000 189
1991 0.328 0.386 0.309 12.4 0.05 1.18 3.93 0.000 38
aThe number of independent evaluation sites.
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SO2 in one comparison. Correlations are generally good, but not
high, suggesting that spatial patterns of each pollutant are not
exactly the same between the time periods, particularly at the
local scale, and that model variables might be expected to change.
Model Evaluation. Results from a model evaluation are
shown in Table 2. Scatter-plots of predicted versus monitored
concentrations, set against one-to-one lines representing perfect
correlation, can be seen in the Supporting Information (Figure S1
and Figure S2 for BS and SO2, respectively).
Evaluation tests using log-transformed data produced R2 values
broadly similar to those yielded in model building. Models were
seen to perform well for both pollutants in 1962 and 1971 with
values of R2 in the range 0.63 to 0.68. Results for other years were
good (R2 > 0.4) except for SO2 in 1991 with a moderate R
2 of 0.33.
For the concentrations (i.e., exponentiation of model predictions),
overall model performance was weaker. For BS, R2 values were
0.56, 0.41, 0.38, and 0.34, and for SO2 were 0.71, 0.57, 0.26, and 0.31
in 1962, 1971, 1981 and 1991, respectively. Very similar performance
results were obtained using the ‘leave-one-out’ analysis (Table S6),
but a wider range of R2 was seen for 1991 than other years reﬂecting
the sensitivity of the test to the smaller number of sites.
Values of RMSE for both SO2 and BS were broadly similar and
proportional to standard deviations in monitored concentrations
(see Table S1). Values of FB were negative and relatively small
for both pollutants in all years (Table 2) representing consistent
slight underprediction of the models.
Model performance, as indicated by values of R2, is weaker in
later years. The weaker models for later years can largely be
explained by the lack of variation inmonitored concentrations. In
1991, for example, 31% of monitoring sites recorded a BS
concentration between 14 and 16 μg/m3, and BS was in the
range of 10 to 20 μg/m3 for 82% of monitoring sites. By the early
1990s a signiﬁcant proportion of BS emissions in the UK were
from traﬃc-related sources, but the model presented here does
not include any road variables. One reason might be the 1 km2
spatial scale of our model as traﬃc-related particles have a
distance-decay gradient of 100400 m.21
ConcentrationMapping.The LURmodels were used tomap
concentrations on 1 km grids across Great Britain for each of the
four years. The coefficients (see Table 1) were applied to their
respective target variables in the 100 m grids used in model
building. The resulting grids were then summed and aggregated
to a 1 km grid for mapping. The coefficients for trend surfaces
were applied to the x-y coordinates of the geometric centroid of
the same 1 km grid, and then all 1 km grids were finally summed
and the model constant added to make a single map of
concentrations for each pollutant, for each year. Figure 1 shows
mapped concentrations for BS and SO2 for 1971. Maps of
concentrations for all years are available in the Support-
ing Information (Figure S3 and Figure S4 for BS and SO2,
respectively). The maps are on different scales due to the large
Figure 1. Modeled BS and SO2 concentrations for 1971.
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differences in concentrations of both pollutants over time,
therefore not directly comparable.
To explore spatial patterns, population-weighted exposures
were correlated at District level (n = 406) between 1991 and each
of the earlier years. At this more coarse scale the correlations were
higher, as expected: 0.77, 0.80, and 0.91 for BS (p = .000) and
0.75, 0.58, and 0.68 for SO2 (p = .000) pairwise between 1991
and 1962, 1971, and 1981. This suggests for BS that spatial
patterns of exposure are broadly similar over time but for SO2
there is more variation, hence the diﬀerent trend surface in 1991.
Comparisons with Other Studies. This study is the first to
use LUR tomodel concentrations, producing national-level maps
for historic air pollution exposure assessment this far back in
time. Furthermore, models were developed using contempora-
neous monitoring data (rather than extrapolating backward using
input data from more recent years), and all models were
evaluated, with performance statistics equal to those obtained
in models for recent years.5,18
Themost directly comparable study comes fromTheNetherlands
where LUR methods in conjunction with other GIS-based
interpolation methods were used to model historic exposures
to a range of pollutants including BS and SO2 at national scale.
5
Modeling of BS was undertaken for 1985 to 1996 and SO2 for
1977 to 1996. The methodology was diﬀerent from the one
presented here: a ‘regional’ component was based on data from
the nearest air pollution monitoring site, with separate regression
methods modeling an ‘urban’ component, using land-cover and
population, and a ‘local’ component based on assignment of
traﬃc intensities within a 100-m buﬀer around monitoring sites.
‘Urban’ models for BS and SO2 had one variable each: BS used
population within a 1 km buﬀer, whereas SO2 sites were
categorized as either in a rural area, an urban area, or an industrial
area. The models (regionalþ urbanþ local) explained 59% and
56% of the overall variation in monitored concentrations of BS
and SO2, respectively. For the urban component, the models
explained 49% and 35% of monitored concentrations of BS and
SO2, respectively. The results are similar to those presented here
for the 1980s, but better in the 1990s, perhaps because they
modeled to a ﬁner spatial scale, thereby better picking up traﬃc-
related variability.
A range of air pollutants (PM10, O3, SO2, and NOX) were
modeled in a UK-wide study, going back to the mid-1990s, on a
1 km grid using dispersion modeling techniques. Models were,
however, only evaluated against data on monitored concentra-
tions from 2003 and then applied to earlier years using historical
data on emissions sources. Models were seen to perform well for
all pollutants except for ‘background’ PM10: models were cali-
brated on sites from the national monitoring network (R2 = 0.25;
n = 47) and veriﬁed against a separate set of monitoring sites
(R2 = 0.37; n = 20).4
On a regional scale, historic exposures to SO2 and NO2 were
modeled using a dispersion model for the population of Greater
Stockholm from 1955 to 1990. All the available monitoring data
were used for model calibration, thus there was no model
evaluation.3 In Newcastle-Upon-Tyne and surrounding area
(northeast England), LUR was used to model historic exposures
to BS back to the early 1960s (1961 to 1992).22 The novel
approach used included a two-stage, spatiotemporal model, in
which ﬁrst the long-term and seasonal (i.e., within year) trend
was modeled, with the spatial covariates handled at a second
stage using LUR techniques. The covariates used in the model
were chimney count within 500 m, distance to nearest industrial
area, binary count of residential or nonresidential land, imple-
mentation of the 1956 Clean Air Act (as yes/no), and area of
industry within 500 m. Model performance varied considerably
across 25 monitoring sites in the study area, but most values of R2
exceeded 0.5, with about half of the sites having values of R2
greater than 0.7. Detailed local information e.g. historic land-use
derived from aerial photographs had less inﬂuence on model
performance than inclusion of temporal variables; this approach
has since been adapted to model spatiotemporal (i.e., daily) BS
concentrations across Northern England between 1985 and 1996
and while their model evaluation yielded R2 of 0.71, a large
proportion of the explained variation came from the temporal
variables.23
Limitations of the LUR Models. Notwithstanding the gen-
erally good performance results, particularly for earlier years, the
models as exhibited by the air pollution maps in Figure 1 and the
Supporting Information have several weaknesses. First, the trend
surfaces may overfit and therefore underpredict concentrations
in some areas of the south, west, and northwest due to the
relatively small number of monitoring sites in these areas. Like-
wise, there may be overprediction due to the peaked nature of the
trend surface in some rural areas in the north of England. Second,
the patterns of air pollution in some years, especially later years,
may be overly generalized, due to the low number of land use
predictor variables. In 1991, for example, most of the explained
variation in SO2 is from a quadratic, northsouth, trend surface.
Third, the models could be least accurate in some subregional
areas, particularly for the 1962 and 1971 maps, due to effects of
misclassification in the land cover and road data sets, which were
compiled in the 1990s.
Poorer performance of models in later years provokes discus-
sion of whether such estimates should be used in epidemiological
studies. If models cannot be further improved (see below),
grouping exposure, e.g. using quintiles, may better reﬂect the
range of exposure across populations. However, associations with
health outcomes have been found using exposure estimates with
similar performance to our 1991 estimates. For example, disper-
sion model estimates of PM10 with moderate evaluation statistics
(R2 = 0.25 for calibration sites and R2 = 0.37 for veriﬁcation
sites)4 were associated in cross-sectional studies with chronic
systemic inﬂammation24 and lung function.25
Models could potentially be improved with better land use
data for the earlier years rather than using that for 1991. This
would involve a huge undertaking as data on historic land use
patterns would need to be derived from historic maps. The
Ordnance Survey produces a digital historic mapping product in
the UK, but this is essentially a series of images, from which areas
of diﬀerent types of land would need to be digitized. The UK has
some information on traﬃc composition and land use going back
to the 1960s, but these are unfortunately only available for coarse
spatial units (i.e., ‘regions’ - 10 of them in total). As an alternative
general indicator of changes in land use patterns we examined
population data going back to 1961 (available in relatively small
Census units: parishes in the 1960s, wards between the early
1970s and early 2000s). As parish and ward units have diﬀerent
geographical boundaries over time, we translated these to 1 km
grids using simple areal weighting in early years (62 and 71) and
postcode-weighting in later years (81 and 91). Grid cells were
selected with population greater than zero in each year, and
pairwise correlations (Pearson’s ‘R’) were produced between all
combinations of years. Values of R were in the range 0.76 to 0.99
(p = 0.000); values of R were both 0.76 between 1961 and 1981
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and 1961 and 1991; for all comparisons not including 1961 R was
g0.94. As correlations were all either high or very high this
suggests that population patterns are broadly similar between the
diﬀerent years, which indirectly supports our assumption that
land use patterns have remained relatively constant over time, at
least at the spatial scale used in this model.
More recent analysis on land use change looked at percentage
changes by land use type across the EU comparing CORINE
1990 with CORINE 2000. For the UK, 1.44% of the total area of
land showed a change in land use, with 0.15% of the total related
to urbanization, representing relatively small changes.26
Future work will look at assessing uncertainties in the current
model by creating historic land cover and roads data around a
sample of the monitoring sites used here, further investigating
traﬃc-related pollutants, including NO2, for which data are
available from the late 1980s onward, and including use of ﬁner
spatial resolution models. On the evidence of some diﬀerences in
spatial patterns of BS and SO2 concentrations, further work is
also planned to investigate the transferability of the models to
intervening years between the 1960s and 1990s.
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As can be seen in Figure 1, BS models for 1962 and 1971 show some heteroscedacticity and the 
overall model under-prediction can be seen to be related to higher concentrations.  For 1981 and 1991 
the heteroscedacticity is less obvious due to the large under-prediction for about 10% of the evaluation 
sites. The scatter-plot for the 1962 SO2 model (Figure 2) is homoscedastic, with only a slight under-
prediction at higher concentrations. For SO2 in 1971 and 1981 there is slight heteroscadacticity but 
overall only slight under-prediction, and in 1981 the dominance of poor predictions for two monitoring 
sites, as mentioned above, is evident.  The weaker result for the 1991 SO2 model is exemplified by the 
large amount of scatter between the monitoring sites.  
S3. Modelled black smoke concentrations for 1962, 1971, 1981, and 1991 
S4. Modelled sulphur dioxide concentrations for 1962, 1971, 1981, and 1991 
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Table S1. Mean and variability of monitored concentrations (µg/m
3
) across Great Britain 
Pollutant Year Min 5% Mean 95% Max S.D. Skewness N 
BS 1962 2.8 47.0 143.8 314.1 575.0 84.6 1.2 667 
 1971 1.2 14.3 52.2 114.7 280.5 33.3 1.5 958 
 1981 0.9 7.0 19.5 41.3 105.5 11.6 2.3 964 
 1991 2.5 5.2 15.9 30.2 48.2 7.8 1.0 192 
          SO2 1962 3.7 49.8 160.5 301.9 449.7 77.8 0.7 603 
 1971 10.2 31.7 95.3 179.9 288.8 47.0 0.8 916 
 1981 2.5 17.5 47.5 84.5 190.9 22.0 1.2 945 
 1991 11.9 15.6 34.9 62.4 90.2 14.5 0.8 191 
Annual averages were computed from daily averages for monitoring stations with at least 75% data capture across the year 
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Table S2. Predictor variables offered in the development of LUR models. 
Variables  Direction 
of Effect 
Point  Buffer (km) 
Type Description   0.5 1 2 3 4 5 7.5 10 
Roads Length of motorways (m) +  X X X X     
 Length of A-roads (m) +  X X X X     
 Length of B-roads +  X X X X     
 Length of minor roads +  X X X X     
 
Major roads: length of motorways + A-roadsa +  X X X X     
 
Length of B-roads + minor roadsa +  X X X X     
Land 
cover 
High density residential (m2) +  X X X X X X X X 
 Low density residential (m2) +  X X X X X X X X 
 Industry and commercial land (m2) +  X X X X X X X X 
 Ports (m2) +  X X X X X X X X 
 Other urban: land associated with road and rail networks, and mine, 
dump and construction sites (m2) 
+  X X X X X X X X 
 Urban green space: Green urban areas + sport and leisure facilities 
(m2)a 
-  X X X X X X X X 
 Forest (m2) -  X X X X X X X X 
 Agriculture (m2) -  X X X X X X X X 
 
High density urban: High density residential + industrya +  X X X X X X X X 
 Low density urban:   
low density residential + green urban areas + sport and leisure facilities 
+ mine, dump and construction sites + airports + land associated with 
road and rail networks a 
+  X X X X X X X X 
 
Non-residential, low density urban: green urban areas + sport and 
leisure facilities + mine, dump and construction sites + airports + land 
associated with road and rail networks a 
+  X X X X X X X X 
 
Other natural areas: scrub + open spaces + wetlands + waterways + 
coastal marshes and flatsa 
-  X X X X X X X X 
 
Other natural areas + agriculturea -  X X X X X X X X 
 
Other natural areas + foresta 
  X X X X X X X X 
Population Estimated counts from areal weighting   X X X X X X X X 
Trend Co-ordinates (x,y, x2, y2, xy) +/- X         
Altitude Height above sea level (m) - X         
 Square of height above sea level (m) - X         
a. combined land cover or road variables. 
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Table S3. Development of LUR models for Black smoke by year 
Year (number of sites) Variable type Variable description β P (sig) Adj R2 SEE 
1962 (534)  (constant) .970 .087   
 Trend surface X 7.985e-006 .001   
  Y 9.890e-006 .000   
  X2 -8.5610e-012 .001   
  Y2 -8.903e-012 .000   
  XY -2.478e-012 .080 .501 .440 
 Land cover Other natural areas and agriculture within 1km -1.415e-007 .000 .609 .389 
  Forest within 3 km -6.391e-008 .000 .636 .376 
 Roads Minor road  and ‘B’ Road length within 3 km  2.239e-006 .000 .676 .354 
1971 (767)  (constant) -1.965 .000   
 Trend surface X 1.678e-005 .000   
  Y 7.835e-006 .000   
  X2 -1.776e-011 .000   
  Y2 -6.065e-012 .000   
  XY -3.397e-012 .002 .503 .483 
 Roads Minor road  and ‘B’ Road length within 1 km 1.749e-005 .000 .656 .402 
 Land cover Low density residential within 10 km  1.712e-009 .000 .670 .394 
 Roads Major road length within 1km 3.153e-005 .000 .680 .388 
1981 (771)  (constant) -1.040 .012   
 Trend surface X 1.1662e-005 .000   
  Y 5.752e-006 .000   
  X2 -1.134e-011 .000   
  Y2 -3.402e-012 .000   
  XY -5.757e-012 .000 .270 .479 
 Land cover Forest and other natural areas within 1km  -2.749e-007 .000 .330 .458 
  Other urban areas within 10km 5.227e-008 .000 .371 .444 
 Roads Minor Road and ‘B’ Road length within 1 km 1.129e-005 .000 .408 .431 
1991 (155)  (constant) -5.765 .006   
 Trend surface X 2.409e-005 .003   
  Y 1.748e-005 .000   
  X2 -2.001e-011 .011   
  Y2 -1.041e-011 .000   
  XY -1.972e-011 .000 .345 .450 
 Land Cover Forest and other natural areas within 10 km  -2.287e-009 .016 .372 .440 
  Other urban areas within 7.5 km  4.3238e-008 .022 .390 .434 
N.B. Trend surface variables were entered in all cases as a group (e.g. X,Y,X2, Y2, XY) 
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Table S4. Development of LUR models for SO2 by year  
Year (number of sites) Variable type Variable description β  P (sig) Adj R2 SEE 
1962 (482)  (constant) -0.048 .937   
 Trend surface X 9.713e-006 .000   
  Y 1.238e-005 .000   
  X2 -7.295e-012 .009   
  Y2 -1.055e-011 .000   
  XY -9.170e-012 .000 .279 .473 
 Roads Minor road length within 3 km 1.943e-006 .000 .552 .373 
 Land cover Low density urban within 10km 2.564e-009 .000 .573 .364 
  High density urban within 1km 1.535e-007 .000 .605 .350 
1971 (733)  (constant) 0.290 .306   
 Roads Minor road length within 3km 1.937e-006 .000 .390 .444 
 Trend surface X 1.156e-005 .000   
  Y 4.772e-006 .000   
  X2 -1.092e-011 .000   
  Y2 -3.767e-012 .000   
  XY -3.543e-012 .001 .594 .362 
 Land cover Industrial and commercial land within 10km [compound ring 
variable: (<=3km * 0.84) + (> 3km & <=10km * 0.16] 
4.107e-008 .000 .620 .351 
 Roads Major road length within 3km 7.108e-006 .000 .633 .344 
 Land cover Low density urban within 10km  1.839e-009 .000 .649 .337 
1981 (756)  (constant) 0.975 .006   
 Trend surface X 8.284e-006 .000   
  Y 3.701e-006 .000   
  X2 -7.643e-012 .000   
  Y2 -2.984e-012 .000   
  XY -3.406e-012 .002 .244 .446 
 Land cover Low density urban within 10 km 2.095e-009 .000 .330 .420 
  Other urban within 10km 3.637e-008 .000 .352 .413 
  High density urban within 2 km 3.946e-008 .000 .378 .404 
1991 (153)  (Constant) 2.495 .000   
 Trend surface Y 4.050e-006 .000   
  Y2 -4.619e-012 .000 .168 .373 
 Land cover Other urban within 7.5km  4.569e-008 .001 .218 .362 
  Low density urban within 10 km  1.387e-009 .016 .243 .356 
N.B. Trend surface variables were entered in all cases as a group (e.g. X,Y,X2, Y2, XY) 
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Table S5. Correlation (Pearson’s R) between monitoring sites common to each pair of years. 
Pollutant Year R p Number of sites 
62-91 0.53 .005 27 
71-91 0.60 .000 52 
81-91 0.68 .000 26 
62-71 0.76 .000 335 
62-81 0.41 .000 174 
Black smoke 
71-81 0.56 .000 149 
62-91 0.26 .201 25 
71-91 0.61 .000 51 
81-91 0.70 .000 106 
62-71 0.83 .000 305 
62-81 0.31 .000 155 
Sulphur dioxide 
71-81 0.58 .000 380 
 
Table S6. Comparison between the range of R2 from the ‘leave-one-out’ analysis and overall R2 from model evaluation. 
Pollutant Year Model performance against 20% retained 
sites (as in Table 2, main paper) 
Model performance using 
‘leave-one-out’ analysis 
  Adj R2 Range of R2 
1962 .56 0.54-0.58 
1971 .41 0.40-0.45 
1981 .38 0.36-0.40 
Black smoke 
1991 .34 0.30-0.37 
1962 .71 0.69-0.74 
1971 .57 0.55-0.60 
1981 .26 0.25-0.31 
Sulphur 
dioxide 
1991 .31 0.28-0.37 
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Figure S1. Model evaluation for black smoke: predicted versus observed concentrations (µg/m3) by year (N.B. scales vary by plots) 
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Figure S2. Model evaluation for SO2: predicted versus observed concentrations in (µg/m3) by year (N.B. scales vary by plots) 
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Figure S3. Modelled black smoke concentrations for 1962, 1971, 1981, and 1991 
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Figure S4. Modelled sulphur dioxide concentrations for 1962, 1971, 1981, and 1991 
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L: Exposure Assesment (Lee, 2011) 
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M: Maps on different scales to highlight annual variation 
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Black smoke ordinary kriging predicted concentration maps (μg/m3) (left) and prediction 
standard error maps (right) 
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Sulphur dixoxide lognormal ordinary kriging predicted concentration maps (μg/m3) 
(left)and prediction standard error maps (right)  
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LUR modelled BS concentrations (μg/m3) for 1962 and 1971.  
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LUR modelled BS concentrations (μg/m3) for 1981 and 1991.  
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Modelled SO2 concentrations (μg/m3) for 1962 and 1971. 
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Modelled SO2 concentrations (μg/m3) for 1981 and 1991. 
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N: Formatting MET data for ADMS 
Appropriate meteorological data was downloaded from the ECMWF’s ERA-40 reanalysis 
project (Section 3.2.4). This included information on daily weather conditions (including 
temperature, wind speed, wind direction and cloud cover) on a 1 degree grid. The data were 
extracted from .grib files and reformatted into text files with the U and V wind component 
vectors being converted into wind speed and direction. Each of the ADMS model files (50 x 
50km) was assigned the meteorological file from the ERA-40 grid which covered the most of 
its area. The meteorological data was then configured (Figure 4.15) for 1971 and input into 
CERC’s ADMS dispersion model. 
 
 
  
 
 
 
 
 
 
Sample of daily weather data file as input into ADMS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sample wind rose showing wind conditions for one 50km tile over the year.  
VARIABLES: 
7 
STN_ID 
YEAR 
TDAY 
THOUR 
PHI 
U 
CL 
DATA: 
1,1971,1,12,283.1637078,1.949773518,6 
1,1971,2,12,206.362386,3.1507021,8 
1,1971,3,12,125.6659852,3.718868936,4 
 1,1971,4,12,146.9745161,2.645116053,0 
Number of variables 
Wind speed 
Wind direction 
Total cloud cover 
Variable 
descriptions 
Met data 
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