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Abstract
The local Hamiltonian problem consists of estimating the ground-state energy (given by the
minimum eigenvalue) of a local quantum Hamiltonian. It can be considered as a quantum gen-
eralization of constraint satisfaction problems (CSPs) and has a central role both in quantum
many-body physics and quantum complexity theory. A key feature that distinguishes quan-
tum Hamiltonians from classical CSPs is that the solutions may involve complicated entangled
states. In this paper, we demonstrate several large classes of Hamiltonians for which product
(i.e. unentangled) states can approximate the ground state energy to within a small extensive
error.
First, we show the existence of a good product-state approximation for the ground-state en-
ergy of 2-local Hamiltonians with one or more of the following properties: (1) high degree, (2)
small expansion, or (3) a ground state with sublinear entanglement with respect to some parti-
tion into small pieces. The approximation based on degree is a surprising difference between
quantum Hamiltonians and classical CSPs, since in the classical setting, higher degree is usu-
ally associated with harder CSPs. The approximation based on low entanglement, in turn, was
previously known only in the regime where the entanglement was close to zero.
Estimating the energy is NP-hard by the PCP theorem, but whether it is QMA-hard is an
important open question in quantum complexity theory. A positive solution would represent
a quantum analogue of the PCP theorem. Since the existence of a low-energy product state can
be checked in NP, the result implies that any Hamiltonian used for a quantum PCP theorem
should have: (1) constant degree, (2) constant expansion, (3) a “volume law” for entanglement
with respect to any partition into small parts. The result also gives a no-go to a quantum version
of the PCP theorem in conjunction with parallel repetition for quantum CSPs.
Second, we show that in several cases, good product-state approximations not only exist,
but can be found in polynomial time: (1) 2-local Hamiltonians on any planar graph, solving an
open problem of Bansal, Bravyi, and Terhal, (2) dense k-local Hamiltonians for any constant
k, solving an open problem of Gharibian and Kempe, and (3) 2-local Hamiltonians on graphs
with low threshold rank, via a quantum generalization of a recent result of Barak, Raghavendra
and Steurer.
Our work introduces two new tools which may be of independent interest. First, we prove
a new quantum version of the de Finetti theorem which does not require the usual assumption
of symmetry. Second, we describe a way to analyze the application of the Lasserre/Parrilo SDP
hierarchy to local quantum Hamiltonians.
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1 Background
A quantum k-local Hamiltonian on n qudits is a dn × dn Hermitian matrix H of the form
H =
1
l
l∑
i=1
Hi, (1)
where each term Hi acts non-trivially on at most k qudits1 and ‖Hi‖ ≤ 1. Local Hamiltonians are
ubiquitous in physics, where interactions are almost always few-body. Of particular interest – e.g.
in quantum many-body physics, quantum chemistry, and condensed matter physics – is to under-
stand the low-energy properties of local Hamiltonians. These can be either the low-lying spectrum
of the model, or properties – such as correlation functions – of the ground state of the Hamiltonian,
defined as the eigenstate associated to the minimum eigenvalue. A benchmark problem, termed
the local Hamiltonian problem, is to approximate the ground-state energy (i.e. the minimum eigen-
value) of the model. What is the computational complexity of this task?
In a seminal result Kitaev proved that the local Hamiltonian problem is complete for the quan-
tum complexity class QMA, in the regime of estimating the energy to within polynomial accuracy
in the number of particles of the model [50]. The class QMA is the quantum analogue of NP in
which the proof consists of a quantum state and the verifier has a quantum computer to check
its validity [77]. Since then there have been several developments showing that simpler classes of
local Hamiltonians are still hard [49, 58, 70], culminating in the QMA-completeness of the problem
for Hamiltonians on a line [6] even when all the local terms are the same and the only input is the
length of the line expressed in unary [40]. In fact a new area has emerged around the question of
understanding the computational complexity of local Hamiltonians, at the crossover of quantum
complexity theory and condensed matter physics: quantum Hamiltonian complexity [59].
It is an important observation that the QMA-hardness of the local Hamiltonian problem im-
plies, assuming QMA 6= NP, that one cannot find an efficient classical description of the ground
state of local models in general. An efficient classical description is a representation of the quantum
state in terms of polynomially many bits that would allow for the computation of local observables
(e.g. the energy) in polynomial time. The QMA-hardness results therefore say that ground states
of certain local Hamiltonians can be highly non-classical objects. In particular they can be highly
entangled states. Indeed the local Hamiltonian problem can be seen as a quantum analogue of con-
straint satisfaction problems (CSPs), with the key distinguishing feature of quantum Hamiltonians
being that the solutions may involve complicated entangled states.
A popular technique in physics to cope with this further level of complexity in the quantum
case is to consider a product (i.e. unentangled) state as an ansatz to the true state. In quantum
many-body physics this approximation is commonly refereed to as mean-field theory, while in the
context of quantum chemistry it is also called Hartree-Fock method. Conceptually, disregarding the
entanglement in the ground state maps the quantum problem to a classical constraint satisfaction
problem.
In this paper we give several new results concerning the usefulness of this product-state ap-
proximation for a large class of Hamiltonians. One motivation is to obtain a deeper understanding
of when entanglement is relevant and to develop new polynomial-time algorithms for estimating
1See Section 1.2 for a precise definition.
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the ground energy of interesting classes of Hamiltonians. A second motivation is related to a cen-
tral open problem in quantum Hamiltonian complexity: The existence of a quantum version of the
PCP theorem.
1.1 The quantum PCP conjecture
Let C be a CSP and let unsat(C) be the fraction of the total number of local constraints that are not
satisfied in the best possible assignment for C. Then one formulation of the Cook-Levin theorem
is that it is NP-hard to compute unsat(C) for an arbitrary CSP C. However this leaves open the
possibility that one might be able to approximate unsat(C) to within small error in reasonable
time.
The objective of the theory of approximation algorithms is to find out in which cases one can
obtain in polynomial time approximate solutions to problems that are hard to solve exactly. This is
by now a well-developed theory [74]. The quantum case, in contrast, is largely unexplored, with a
few notable exceptions [13, 39, 8, 43]. It is also interesting to understand what are the limitations for
obtaining approximation algorithms; this is the goal of the theory of hardness of approximation,
where one is interested in proving the computational hardness of obtaining even approximate
solutions. A landmark result in this theory, on which almost all other hardness-of-approximation
results are based, is the PCP (Probabilistically Checkable Proof) Theorem [10, 11, 29]. One possible
formulation in terms of 2-CSPs2 is the following:
Theorem 1 (PCP Theorem [10, 11, 29]). There is a constant ε0 > 0 such that it is NP-hard to determine
whether for a given 2-CSP C, unsat(C) = 0 or unsat(C) ≥ ε0.
As well as developing a quantum theory of approximation algorithms, a theory of hardness
of approximation for QMA would also be an interesting development. Inspired by the PCP theo-
rem we might be tempted to speculate a quantum hardness-of-approximation result for the local
Hamiltonian problem, which would correspond to a quantum analogue of the PCP theorem. In
more detail, consider a local Hamiltonian H = EiHi where Ei refers to taking the expectation
over i with respect to some distribution, and “local” means that no Hi acts on more than a con-
stant number of qubits. The ground-state energy is defined by the smallest eigenvalue of H :
e0(H) := min{〈ψ|H|ψ〉 : 〈ψ|ψ〉 = 1}. (2)
The ground-state energy is the quantum analogue of the unsat value of CSPs. A central open
problem in quantum Hamiltonian complexity is the validity of the following [59, 8, 43, 2, 1, 22, 61,
3]:
Conjecture 2 (Quantum PCP Conjecture). There is a constant ε0 > 0 such that it isQMA-hard to decide
whether for a 2-local Hamiltonian H , e0(H) ≤ 0 or e0(H) ≥ ε0.
We remark that H is not necessarily positive semidefinite, so the case of e0(H) ≤ 0 does not
necessarily correspond to perfect completeness.
One could also consider the conjecture for k-local Hamiltonians. However Conjecture 2 is
known to be equivalent to this more general version, even when restricted to 2-local Hamiltonians
with sites formed by qubits [22].
2a k-CSP is a CSP in which each constraint only involves k variables.
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There are many reasons why the quantum PCP conjecture is interesting (although a caveat to
the following is that the quantum PCP conjecture, like the classical PCP theorem, is known not to
hold in any constant number of spatial dimensions [13]).
1. Like the classical PCP theorem, a quantum PCP theorem would yield a hardness-of-
approximation result for a QMA-hard problem at the error scale that is most natural. More-
over one could expect that, similarly to the PCP theorem, a quantum PCP theorem would
lead to hardness-of-approximation results for other QMA-hard problems (e.g. see the sur-
vey [19]).
2. One of the central goals of theoretical, and especially condensed-matter, physics, is to explain
how the properties of a quantum system, starting with its ground-state energy, emerge from
its underlying Hamiltonian. A common method for doing so is to use insight and inspired
guesswork to come up with an ansatz, which is an approximate ground state with a succinct
classical description. If the quantum PCP conjecture were true, this would mean that there
would exist families of Hamiltonians for which succinct, efficiently-verifiable, ansatzes do
not exist, even if we accept constant extensive error. A related question is the NLTS (“no
low-energy trivial states”) conjecture from [36], which can be equivalently stated as ruling
out the specific family of ansatzes obtained by applying a constant-depth circuit to a fixed
product state.
3. A quantum PCP conjecture would imply the QMA-hardness of approximating the energy of
thermal states of local Hamiltonians at fixed (but sufficiently small) temperature. However
on physical grounds one might expect that genuine quantum effects should be destroyed
by the thermal fluctuations. A resolution of the quantum PCP conjecture would give new
insight into this question.
See [3] for a recent review on the significance and status of the quantum PCP conjecture.
A way to refute the quantum PCP conjecture is to show that the estimation of the ground-state
energy can be realized in NP 3. In this work we follow this approach and give new approximation
guarantees for the local Hamiltonian problem in the regime of extensive error.
1.2 Notation
Let D(H) be the set of quantum states onH, i.e. positive semidefinite matrices of unit trace acting
on the vector space H. A state on systems ABC is sometimes written ρABC and we write ρA to
denote the marginal state on the A system, i.e. trBC
(
ρABC
)
. For a pure state |ψ〉, we use ψ to
denote the density matrix |ψ〉〈ψ|.
We will measure entropy in “nats” so that the entropy of a density matrix ρ is defined as
S(ρ) := − tr[ρ ln(ρ)]. Entropic quantities are often written in terms of the subsystems; i.e. if ρ is a
state onABC, then S(ABC)ρ := S(ρABC), S(A)ρ := S(ρA), etc. When the state is understood from
context, we may suppress the subscript. Define the mutual information I(A : B) = S(A) +S(B)−
S(AB) and the conditional mutual information I(A : B|C) = S(AC) + S(BC)− S(ABC)− S(C).
Additional information-theoretic quantities are defined in Section 3.2.
3Note it it extremely unlikely that this estimation can be done in P or even in BQP, since we know it is NP-hard by
the PCP theorem.
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Let ‖X‖1 := tr
√
X†X be the trace norm ofX , and let ‖X‖ denote the operator norm, or largest
singular value, of X .
Given a graph G = (V,E) and a subset of vertices S, we define the expansion of S as
ΦG(S) := Pr
(u,v)∈E
[v /∈ S|u ∈ S] . (3)
The expansion of the graph G is defined as
ΦG := min
S:|S|≤|V |/2
ΦG(S). (4)
Let Hd denote the set of Hermitian d× d matrices. Define the set of k-local Hamiltonians to be
Wk = W
(d,n)
k = Span{A1 ⊗ · · · ⊗An : A1, . . . , An ∈ Hd, at most k of the Ai are 6= Id}. (5)
In the language of quantum error-correction, the Wk are the operators of weight ≤ k. For those
familiar with Fourier analysis of Boolean functions, the diagonal matrices in Wk are precisely the
functions of {0, 1}n with all nonzero Fourier coefficients of weight ≤ k.
Say that a state σ is globally separable if it can be written as
∑
z pzσz for some σz of the form
σz = σ
Q1
z ⊗ . . . ⊗ σQnz and a probability distribution pz . A state is separable with respect to a
partition V1 : . . . : Vm if it can be written in the form
∑
z pzσ
V1
z ⊗ · · · ⊗ σVmz .
2 Results
Our main results concern Hamiltonians for which product states give good approximations of
the ground-state energy. In Section 2.1, we demonstrate a large class of Hamiltonians with this
property, which puts the corresponding ground-state estimation problem in NP.
In Section 2.2, we give three cases in which such a product-state approximation can be found
efficiently: planar Hamiltonians in Section 2.2.1, dense Hamiltonians in Section 2.2.2 and Hamilto-
nians on graphs with low threshold rank (defined below) in Section 2.2.3.
Each of these results, except for the case of low threshold rank (which follows the analysis of
the Lasserre hierarchy in [14]) uses an information-theoretic approach based on the chain rule of
conditional mutual information, and is inspired by a method due to Raghavandra and Tan [63]
originally developed to prove fast convergence of the Lasserre/Parrilo/sum-of-squares (SOS) hi-
erarchy for certain CSPs. Similar techniques are also used to prove several new quantum de Finetti
theorems in our companion paper [20].
Indeed, de Finetti theorems are another sort of product-state approximation and our proof
approach can be seen as a de Finetti theorem. We explore this in Section 2.3 by stating a new de
Finetti theorem which is the first version of the de Finetti theorem to not require any symmetry
assumptions.
The low-threshold-rank result in Section 2.2.3 is based on a variant of the SOS hierarchy that
has been widely used in quantum chemistry [33, 56, 82, 54, 15, 16], but until now only as a heuristic
algorithm.
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2.1 Approximation Guarantees in NP
Our first and main result shows that one can obtain a good approximation to the ground-state
energy (or indeed the energy of any state) by a product state for a large class of 2-local Hamilto-
nians. To every 2-local Hamiltonian we can associate a constraint graph G = (V,E) with V the
set of vertices associated to the sites of the Hamiltonian, and E the set of edges associated to the
interaction terms of the Hamiltonian. The basic result is that ifG is aD-regular graph then product
states can approximate the ground energy with an error that is a power of 1/D, yielding a good
approximation for sufficiently large constant degree D.
The rest of this section is organized as follows. The basic version of our result described above
is given in Section 2.1.1. Then we proceed to two different generalizations. In Section 2.1.2, we
consider D-regular graphs in which groups of vertices have been clustered together. In this case,
our approximation is further improved if the clusters are less than maximally expanding, or are
less than maximally entangled. Then in Section 2.1.3, we give a version of the theorem for variable-
degree weighted graphs in which 1/D is replaced by the collision probability (probability that a
two-step random walk starting from a random vertex will return to its starting point). Then in
Section 2.1.4 we discuss the significance of the results for the quantum PCP conjecture and connect
them to previous work. An overview of the proof is given in Section 2.1.5. Finally in Section 2.1.6
we discuss some additional variants of main theorem.
2.1.1 Regular graphs
Theorem 3 (Basic product-state approximation). Let G = (V,E) be a D-regular graph with n = |V |.
Let ρQ1...Qn be an n-qudit state. Then there exists a globally separable state σ such that
E
(i,j)∈E
‖ρQiQj − σQiQj‖1 ≤ 12
(
d2 ln(d)
D
)1/3
. (6)
Theorem 3 applies to any state ρ. If ρ is the ground state of a Hamiltonian then we obtain:
Corollary 4. Let G = (V,E) be a D-regular graph, and let H be a Hamiltonian on n = |V | d-dimensional
particles given by
H = E
(i,j)∈E
Hi,j =
2
nD
∑
(i,j)∈E
Hi,j ,
where Hi,j acts only on qudits i, j and satisfies ‖Hi,j‖ ≤ 1. Then there exists a state |ϕ〉 such that |ϕ〉 =
|ϕ〉Q1 ⊗ . . .⊗ |ϕ〉Qn and
tr(Hϕ) ≤ e0(H) + 12
(
d2 ln(d)
D
)1/3
(7)
Corollary 5. LetG,H be as in Corollary 4. Consider the promise problem of estimating whether e0(H) ≤ α
or e0(H) ≥ β. If β − α ≥ 12
(
d2 ln(d)
D
)1/3
+ δ then there exists witnesses of length O(nd log(n/δ)) for the
e0(H) ≤ α case. The verifier requires time nDd4 poly log(1/δ).
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2.1.2 Clustered approximation for regular graphs
The first refinement of Theorem 3 we consider is when the graph admits a natural way to group
the vertices into clusters. In case either the clusters are lightly expanding or are lightly entangled,
we can improve on the bound of Theorem 3.
Theorem 6 (Clustered product-state approximation for regular graphs). Let G = (V,E) be a D-
regular graph, with n = |V |, m a positive integer dividing n and {V1, . . . , Vn/m} a partition of V into sets
each of size m. Define Φ¯G := Ei∈[n/m] ΦG(Vi) to be the average expansion of the blocks.
Let ρ be a state on (Cd)⊗n and define I¯ := Ei∈[n/m] I(Vi : V ci )ρ to be the average mutual information
of Vi with its complement for state ρ.
Then there exists a state σ such that
1. σ is separable with respect to the partition (V1, . . . , Vn/m); i.e. σ =
∑
z pzσz for some states σz of the
form σz = σV1z ⊗ . . .⊗ σ
Vn/m
z ; and
2.
E
(i,j)∈E
‖ρQiQj − σQiQj‖1 ≤ 9
(
d2Φ¯G
D
I¯
m
)1/6
+
1
m
+
m
n
(8)
Along the lines of corollaries 4 and 5, we can apply Theorem 6 to the ground state of a local
Hamiltonian.
Corollary 7. Let G and V1, . . . , Vn/m be as in Theorem 6, and let H be a Hamiltonian on n = |V | d-
dimensional particles given by
H = E
(i,j)∈E
Hi,j =
2
nD
∑
(i,j)∈E
Hi,j ,
where Hi,j acts only on qudits i, j and satisfies ‖Hi,j‖ ≤ 1. Let ψ0 = |ψ0〉〈ψ0| be a ground state of H ; i.e.
e0(H) = 〈ψ0|H|ψ0〉. Then there exists |ϕ〉 := |ϕ1〉V1 ⊗ . . .⊗ |ϕn/m〉Vn/m such that
tr(Hϕ) ≤ e0(H) + 9
(
d2Φ¯G
D
EiS(Vi)ψ0
m
)1/6
+
1
m
+
m
n
. (9)
There is a classical string of length O(n2m log(1/δ)) describing |ϕ〉 to accuracy δ.
This description can be verified in time polynomial in the witness length. Thus, the result-
ing ground-state estimation problem is in NP when m = O(log n) (or more generally has a
subexponential-size witness when m = o(n)).
2.1.3 Non-regular graphs:
In Theorems 3 and 6 our requirement that G be a regular graph was somewhat artificial. Indeed,
we can also consider graphs with weighted edges. More generally, define
H :=
∑
(i,j)∼G
Hi,j :=
∑
i,j
Gi,jHi,j , (10)
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where each ‖Hi,j‖ ≤ 1 and G is a matrix satisfying Gi,j ≥ 0 and
∑
i,j Gi,j = 1. This is “PCP-
style” weighting with the triangle inequality naturally yielding the bound ‖H‖ ≤ 1, and with the
quantum PCP conjecture concerning the hardness of an -approximation to e0(H) for sufficiently
small constant .
We can interpret G as a graph as follows. Without loss of generality we can assume that G =
GT . Define the vector pi by pij :=
∑
iGi,j , and observe that pi is a probability distribution. Define
Ai,j = Gi,j/pij . Since
∑
iAi,j = 1 for any j, A is a stochastic matrix. Further observe that Api = pi.
Thus we can interpret A as a random walk with stationary distribution pi, and we can interpret
G as the distribution on edges obtained by sampling a vertex according to pi and then taking one
step of the walk according to A. Because G = GT , the random walk is reversible 4.
In this case we can prove an analogue of Theorems 3 and 6 for weighted graphs, but without
the ability to define clusters. Thus, our guarantee will not be in terms of expansion or entangle-
ment, but only a quantity analogous to average degree.
Theorem 8. Let G be a symmetric matrix with nonnegative entries summing to one and let Ai,j :=
Gi,j/
∑
i′ Gi′,j . Then for any ρ ∈ D((Cd)⊗n) there exists a globally separable state σ such that
E
(i,j)∼G
‖ρQiQj − σQiQj‖1 ≤ 14
(
d4 ln(d) tr[A2]‖pi‖22
)1/8
+ ‖pi‖22 (11)
If further we have a Hamiltonian H given by Eq. (10), then there exists a state |ϕ〉 = |ϕ1〉⊗ · · ·⊗ |ϕn〉 such
that
tr(Hϕ) ≤ e0(H) + 14
(
d4 ln(d) tr[A2]‖pi‖22
)1/8
+ ‖pi‖22 (12)
The proof is in Section 5.2.
Degree here is replaced by ‖pi‖22 tr(A2) and indeed it can be seen as the harmonic mean of
the degree. Ideally the bound would be unchanged by trivial changes such as adding degree-0
vertices. One possible such strengthening of Theorem 8 would be to replace the average degree
with the harmonic mean weighted by the measure pi; i.e. 1/
∑
i,j piiA
2
i,j .
Conjecture 9. The tr[A2]‖pi‖22 term in Theorem 8 can be replaced by some power of
∑
i,j piiA
2
i,j .
2.1.4 Discussion of the Results and Implications for the Quantum PCP Conjecture
Let us discuss the significance of Theorems 8, 6, and 3. Theorem 6 gives a non-trivial approxima-
tion in terms of three parameters: the average expansion Φ¯G of the regions Vi, the degree D of the
graph, and the average entanglement I¯ of the regions Vi with their complement. Below we discuss
the relevance of each of them.
Average Expansion: This is the least surprising term, since one can always delete the edges be-
tween different blocks and incur an error that is upper bounded by the average expansion.
Degree of the Graph: We believe this is a more surprising approximation parameter. Indeed an
easy corollary of the PCP theorem [10, 11, 29] is the following (see section 6 for a proof):
4Despite this rather specific interpretation, our construction is of course fully general. Indeed, suppose that H˜ =∑
i,j H˜i,j . Let Γ =
∑
i,j ‖H˜i,j‖. Then we can define Gi,j = ‖H˜i,j‖/Γ, Hi,j = H˜i,j‖H˜i,j‖ and we have that G is of the
appropriate form and H := H˜/Γ =
∑
i,j Gi,jHi,j .
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Proposition 10. For any constants c, α, β > 0, it is NP-hard to determine whether a 2-CSP C, with
alphabet Σ on a constraint graph of degree D, is such that unsat(C) = 0 or unsat(C) ≥ c|Σ|α/Dβ .
Assuming QMA * NP, Theorem 6 shows the analogous result for the quantum case – namely
that it is QMA-hard to achieve a cdα/Dβ approximation for the ground-state energy of 2-local
Hamiltonians – is not true. This suggest a route for a disproof of the quantum PCP conjecture by
trying to a find a procedure for increasing the degree of the constraint graph without decreasing
the ground-state energy of the model (by possibly increasing the dimension of the particles as
well).
Classically this can be achieved by parallel repetition of the CSP [64] or by gap amplifica-
tion [29], but it is unclear whether there is an analogous construction in the quantum case. We
note that such degree-increasing maps have been pursued in the quantum case with an eye toward
proving the quantum PCP conjecture [2] whereas our results suggest that they may be useful in
disproving it. Indeed a consequence of the result is that a quantization of the the gap amplification
part of Dinur’s proof of the PCP theorem [29] to the quantum setting would disprove the quan-
tum PCP conjecture. Therefore we conclude that we cannot quantize Dinur’s approach without
introducing substantial new ideas.
Parallel repetition gives a mapping Pt from 2-CSP to 2-CSP, for every integer t, such that
deg(Pt(C)) = deg(C)t, |ΣPt(C)| = |ΣC |t 5, unsat(Pt(C)) ≥ unsat(C), and unsat(Pt(C)) = 0 if
unsat(C) = 0 (see section 6 for more details). The next corollary shows that a similar notion of par-
allel repetition for quantum constraint satisfaction problems would disprove the quantum PCP
conjecture.
Corollary 11. Suppose that for every t ≥ 1 there is a mapping Pt from 2-local Hamiltonians on d-
dimensional particles to 2-local Hamiltonians on nt dt-dimensional particles such that:
(i) Pt can be computed deterministically in polynomial time.
(ii) Pt(H) = E(i,j)∼G′ H ′i,j with G′ a probability distribution and ‖H ′i,j‖ ≤ 1.
(iii) deg(Pt(H)) ≥ deg(H)t,
(iv) nt ≤ nO(t),
(v) dt = dt,
(vi) e0(Pt(H)) ≥ e0(H), if e0(H) > 0,
(vii) e0(Pt(H)) ≤ e0(H), if e0(H) ≤ 0.
Then the quantum PCP conjecture is false.
The proof is in Section 6.
Entanglement Monogamy and Mean Field: The approximation in terms of the degree can be inter-
preted as an instance of monogamy of entanglement [73], a feature of quantum correlations that
says a system cannot be highly entangled with a large number of other systems. If the degree is
5ΣPt(C) and ΣC are the alphabets of Pt(C) and C, respectively.
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high, it means that every particle is connected to many others by an interaction term. But since
it cannot be highly entangled with many of them, we might expect that a product state gives a
reasonable approximation to the energy of most such interactions. Indeed based on this idea it is
folklore in condensed matter physics that mean field (where one uses a product state as an ansatz
to the ground state) becomes exact once the dimension of the interaction lattice increases. For rota-
tionally symmetric models this can be rigorously established [52] using the standard quantum de
Finetti Theorem [26]. The approximation we obtain here in terms of the degree of the graph gives
a rigorous justification in the general case.
Highly Expanding Graphs: Finally the result also gives an approximation for highly expanding
graphs. Using the bound ΦG ≤ 1/2−Ω(deg−1/2) (see e.g. Ref. [45]), Theorem 6 gives the existence
of states |ϕ1〉, . . . , |ϕn〉 such that
〈ϕ1, . . . , ϕn|H|ϕ1, . . . , ϕn〉 ≤ e0(H) + Ω
[(
1
2
− ΦG
)1/3]
. (13)
Therefore very good expanders, with ΦG approaching the maximum value 1/2, are not candidates
for QMA-hard instances. See also Section 2.2.3 for a similar setting in which not only do product
states provide a good approximation, but a good choice of product state can be efficiently found.
A recent and independent result of Aharonov and Eldar [5] shows that the ground-state en-
ergy of commuting Hamiltonians on hypergraphs with almost perfect small-set expansion can be
approximated in NP. This is weaker than our result in the sense of its restriction to commuting
Hamiltonians, and its requirement of high small-set expansion (which is similar to, but strictly
more demanding than our requirement of high degree), but it is stronger than our result in its
applicability to k-local Hamiltonians with k > 2. To apply our proof techniques to k-local Hamil-
tonians for k > 2 and obtain error , we would need there to be nk−1/O(1) terms, so only for
k = 2 could this be interpreted as “large constant degree.” Another possible way to obtain the
results of [5] from ours would be to reduce a k-local Hamiltonian to a 2-local Hamiltonian us-
ing the perturbation-theory gadgets of [22]. Unfortunately the resulting 2-local Hamiltonian has a
constant fraction of vertices with only constant degree, which means our results do not yield non-
trivial bounds here. Indeed the gadgets of [22] create a ground state with significant entanglement,
so any classical approximation of it would need to go beyond using product states.
Average Entanglement: Given a bipartite pure state |ψ〉AB a canonical way to quantify the entan-
glement of A and B is by the von Neumann entropy of the reduced density matrix ψA (or ψB),
given by S(A)ψ := − tr(ψA lnψA) [46]. Theorem 6 shows that we can obtain an ansatz of size
n2O(m) that approximates well the ground energy whenever the ground state satisfies a subvolume
law for entanglement, i.e. whenever we can find a partition of the sites into regions Vi of size m
such that in the ground state their entanglement (with the complementary region) is sublinear, on
average, in the number of particles of the regions.
Although the dependence of our result on entanglement is intuitive, it is not trivial. One can
trivially say (from Pinsker’s inequality) that if Ei S(Vi)ψ ≤  then there will exist a product state
with energy within O(
√
) of that of ψ. However, we are very far from this regime, and obtain
effective approximations whenever the entanglement is merely not within a constant factor of its
maximum value.
There is a general intuition that the amount of entanglement in the ground state of a Hamil-
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tonian should be connected to its computational complexity (see e.g. [32]). For one-dimensional
models this can be made precise: An area law for entanglement in the ground state, meaning that
the entanglement 6 of an arbitrary connected region is a constant, implies there is an efficient clas-
sical description for estimating the ground-state energy to within inverse polynomial accuracy
[76, 75, 71] (in terms of a matrix-product state of polynomial bond dimension [34]).
Here we find a similar situation, but with notable differences. On one hand the result is weaker
in that it only implies an efficient classical description of the ground state for estimating the
ground-state energy; on the other hand the result is much more general, being true for 2-local
Hamiltonians on general interaction graphs and only requiring a subvolume law instead of an
area law. This new relation of entanglement and computational hardness gives a motivation for
studying the entanglement scaling in ground states of Hamiltonians on more general graphs than
finite dimensional ones.
Another interesting choice for the state ρ in Theorem 6 is the thermal state of the Hamiltonian at
temperature T : ρT := exp(−H/T )/ tr(exp(−H/T )). In this case, it is more convenient to normalize
the Hamiltonian to have an extensive amount of energy; i.e. H =
∑
i∈V Ej∼Γ(i)Hij , where Γ(i)
is the set of neighbors of i and again each ‖Hi,j‖ ≤ 1. Thus ‖H‖ ≤ n. Now using the bound7
tr(HρT ) ≤ e0(H) +ε for T = O(ε/ ln(d)) we find there is a state |ϕ〉 = |ϕ1〉⊗ . . .⊗|ϕn/m〉 satisfying
1
n
tr(Hϕ) ≤ 1
n
e0(H) + ε+ 9
(
d2Φ¯G
D
Ei I(Vi : V ci )ρT
m
)1/6
. (14)
Therefore Hamiltonians for which the thermal state satisfies a subvolume law for the mutual
information for constant, but arbitrary small, temperatures are also not candidates for QMA-hard
instances. We find this observation interesting since it is much easier to prove area laws for ther-
mal states than for ground states [79]. We note however that the known area law for thermal
states from Ref. [79] is not strong enough to give a non-trivial approximation for arbitrary 2-local
Hamiltonians.
The approximation in terms of the average entanglement means that in order for the quantum
PCP conjecture to be true we must find a family of Hamiltonians on qubits whose ground states
satisfy a strict volume law for the entanglement of every region of size no(1) (on average over the
choice of the region for every partition of the sites into no(1)-sized regions). Such examples can be
constructed: For example, take a 3-regular expander and place three qubits at each vertex. Using
2-local interactions we can ensure that the ground state is the tensor product of an EPR pair along
each edge. The expansion condition then ensures that this state satisfies a volume law. On the
other hand such states are easy to give witnesses for using the techniques of [23, 43]. To the best
of our knowledge there is no known example of a Hamiltonian that both satisfies a strict volume
law and cannot be described by a witness from [43].
2.1.5 Proof sketch
The proofs of Theorems 3, 6 and 8 are based on information-theoretic methods. These methods
were introduced by Raghavendra and Tan [63] (see also [14]) and we adapt them to our purposes.
6In this case one must quantify entanglement not by the von Neumann entropy, but by the smooth max-entropy
[71].
7This bound can be derived from the fact that the Gibbs state ρT minimizes the free energy F (ρ) := tr(Hρ)−TS(ρ).
11
(The motivation of [63, 14] was to analyze the Lasserre hierarchy for certain CSPs, and we explore
a quantum version of the Lasserre hierarchy in Section 2.2.3.)
The key idea is that given a quantum state of n subsystems Q1, . . . , Qn, by measuring a small
number k of the subsystems chosen at random, one can show that on average the remaining pairs
of subsystems will be close to a product state up to small error. (Speaking about the average pair
is crucial, as one can see by imagining n/2 Bell pairs.) This statement is a consequence of the chain
rule of the mutual information. As we show, the error scales as the quotient of the average mutual
information of Vi with its complementary region and k, which we choose as k = δn for small
δ > 0. Then in a next step we show how an average pair of particles being close to product implies
that an average pair of particles connected by the constraint graph of the Hamiltonian are close to
product (increasing the error in the process); it is here that the degree of the graph appears as an
approximation factor. So far, our strategy generally follows the iterative conditioning approach
of [14], which applied to classical random variables. To bridge the gap to quantum states, we will
need to use an informationally-complete measurement, which simply means a POVM from whose
outcomes the original state of a system can be reconstructed.
For the product-state approximation, we choose the tensor product of all single-particle re-
duced states of ρ˜, with the state ρ˜ being the postselected state obtained by measuring t subsystems
of the original state ρ (which we typically take to be the ground state of the Hamiltonian). By the
ideas outlined above, we can show that this state has energy no bigger than the R.H.S. of Eq. (8).
As a final ingredient in the clustered case (Theorem 6), before applying the argument above
we fuse some of the original particles of the model into blocks V1, . . . , Vn/m which we treat as
individual particles. This creates new difficulties (such as the fact that the degree of the effective
graph on the blocks is not the same as the original degree) that are handled by applying the chain
rule of mutual information in two stages: first to the blocks of sites and then to the sites in each
block.
2.1.6 Variants of the main theorems
In this section we sketch a few easy-to-prove variants of our main theorems.
Another way to state our main theorems is that if we measure a random small subset of qudits
and condition on the outcomes, then the remaining qudits will be approximately product across a
random edge of the graph. See Eq. (56) for the clustered version of this claim.
This version is also meaningful for classical probability distributions, in which case we obtain
a variant of Lemma 4.5 of [63]. The result, roughly, is that conditioning on a random δn variables
leaves all of the random variables approximately independent across a random edge. Now there
is no problem from measurement disturbance, although conditioning may have its own costs.
All of our results make use of state tomography because we wish to consider arbitrary 2-local
interactions. This is what leads to the poly(d) terms in the error. However, suppose the individual
Hamiltonian terms Hi,j are of the form
∑
x,y λ
i,j
x,yAx ⊗ Ay where each Ax ≥ 0,
∑
xAx = I and
|λi,jx,y| ≤ 1. Then we can replace the generic state tomography procedure with the measurement
{Ax}. This is essentially the approach used in [20] to prove de Finetti theorems for local measure-
ments. The result is to remove the poly(d) terms in our error bounds.
The above claims are straightforward to prove, although we will not do so in this paper. We
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also state one conjecture that we cannot prove. It is natural to conjecture a common generalization
of Theorem 6 and Theorem 8 that yields a meaningful bound for clustered weighted graphs. We
see no barrier to proving this apart from a lot of hairy algebra.
2.2 Efficient algorithms for finding product-state approximations
When our task is only to find a product state minimizing the energy of a k-local Hamiltonian, then
essentially our problem becomes a classical k-CSP, albeit with an alphabet given by the set of all
unit vectors in Cd. However, we find that the problem is easy to approximate in many of the same
cases that classical CSPs are easy to approximate, such as planar graphs, dense hypergraphs and
graphs with low threshold rank.
2.2.1 Polynomial-time Approximation Scheme for Instances on a Planar Graph
It is known that there are polynomial-time approximating schemes (PTAS) for a large class of com-
binatorial problems (including many important NP-hard problems) on planar graphs [12]. Bansal,
Bravyi, and Terhal generalized this result to obtain a PTAS for the local Hamiltonian problem on
planar 2-local Hamiltonians with a bounded degree constraint graph [13]. They left as an open
problem the case of unbounded degree. Combining their result with the techniques used in Sec-
tion 2.1 we show:
Theorem 12. For every ε > 0 there is a polynomial-time randomized algorithm such that, given a 2-local
Hamiltonian H on a planar graph, computes a number x such that e0(H) ≤ x ≤ e0(H) + ε.
The idea for obtaining Theorem 12 is to use the same information-theoretic techniques behind
Theorem 3 to replace the ground state by a state which is product on all high-degree vertices and
the original ground state on the low-degree part, only incurring a small error in the energy. Then
using the methods of [12, 13] we can also replace the state on the low-degree vertices by a tensor
product of states each on a constant number of sites. At this point we have a constraint satisfaction
problem over a planar graph and we can employ e.g. [12, 13] to approximate the optimal solution
in polynomial time.
2.2.2 Polynomial-time Approximation Scheme for Dense Instances
We say a k-local Hamiltonian H = 1m
∑m
j=1Hj is dense if m = Θ(n
k). Several works have es-
tablished polynomial-time approximation schemes (PTAS) for dense CSPs [27, 35, 37, 9, 7, 17]. In
Ref. [39] Gharibian and Kempe generalized these results to the quantum case showing that one
also has a PTAS for estimating the energy of dense quantum Hamiltonians over product state as-
signments. They also asked whether one could improve the result to obtain a PTAS to the ground-
state energy [39]. We answer this question in the affirmative:
Theorem 13. For every ε > 0 there is a polynomial-time algorithm such that, given a dense k-local
Hamiltonian H , computes a number x such that e0(H) ≤ x ≤ e0(H) + ε.
The idea behind the proof of Corollary 13 is to show that a product state assignment gives a
good approximation to the ground-state energy of dense local Hamiltonians. The statement then
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follows from the result of Ref. [39]. Theorem 3 indeed shows that product states give a good
approximation in the case of 2-local Hamiltonians. The necessary work here is then to generalize
the argument to k-local Hamiltonians for arbitrary k.
One approach might be to employ the perturbation-theory gadgets of Bravyi, DiVincenzo,
Loss, and Terhal [22]. However, this approach ruins the density by creating a constant fraction
of constant-degree vertices.
Instead we will address the case of k-local Hamiltonians directly. In the process, we will flesh
out an interesting result that follows from the same information-theoretic ideas as Theorems 3 and
12 and that might be of independent interest: A new quantum version of the de Finetti Theorem
[28] that applies to general quantum states, and not only to permutation-symmetric states as the
previous known versions [47, 72, 62, 78, 24, 51, 26, 65, 80, 21, 20]. Theorem 13 follows directly from
this result, which we discuss in more detail in section 2.3.
2.2.3 Polynomial-time Approximation Scheme for graphs with low threshold rank by Lasserre
Hierarchy
Another class of Hamiltonians for which we can show a product-state assignment provides a
good approximation to the energy, which can moreover be found in polynomial time, are 2-local
Hamiltonians whose interaction graph has low threshold rank rankλ, defined as the number of
eigenvalues with value larger than λ. For a regular graph with n vertices, the degree D is related
to the threshold rank as 1/D ≤ λ2 + rankλ /n. Therefore for λ = o(1) and rankλ = o(n), Theorem
3 shows that product states give a good approximation to the ground energy. However this does
not say anything about the difficulty of finding the best product-state configuration.
In [14] the Lasserre hierarchy was shown to give good approximations of 2-CSPs on graphs
with low threshold rank (examples of graphs with small threshold rank include small-set ex-
panders and hypercontractive graphs [14]). The main result of this section is essentially an ex-
tension of their result to the quantum case.
Theorem 14. Let G be a graph, and H = E(i,j)∼GHi,j a 2-local Hamiltonian on n qudits with each
‖Hi,j‖ ≤ 1. Then it is possible to estimate the ground-state energy of H to within additive error  in
time exp(poly(d/) rankpoly(/d)(G)) · poly(n). If there exists a measurement {Ax} (i.e. Ax ≥ 0 and∑
xAx = I) and a set of permutations pii,j such that each Hi,j = −
∑
xAx ⊗ Apii,j(x) then the algorithm
will run in time exp(log(d/)) · poly(n).
In fact the algorithm also gives a product state |ϕ〉 = |ϕ1〉 ⊗ · · · ⊗ |ϕn〉 that achieves this error;
i.e. such that
〈ϕ|H|ϕ〉 ≤ e0(H) + . (15)
The proof of Theorem 14 begins by using the Lasserre hierarchy for lower-bounding the
ground-state energy of a Hamiltonian. Since variational methods provide upper bounds to the
ground-state energy, such lower bounds can be useful even as heuristics, without any formal
proof about their rate of convergence. Indeed, the SDP we discuss has been proposed as such
a heuristic previously, by [15, 16] (building on previous work by [33, 56, 82, 54]). The rough idea
is to approximate the minimum energy of an l-local Hamiltonian by minimizing over all locally
compatible sets of k-body reduced density matrices (for some k ≥ l) satisfying a global positive
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semidefinite condition. This optimization scheme is an SDP of size proportional to
(
n
k
)
dk, and as
k → n, it approaches full diagonalization of the Hamiltonian 8.
To produce the explicit product-state approximation, as well as the accuracy guarantee, we
will need to use a rounding scheme due to [14], where the Lasserre hierarchy was similarly used
for classical 2-CSPs. Indeed, the structure of the algorithm and proof of Theorem 14 follows [14]
closely. In section 9 we give the details of applying the Lasserre hierarchy to quantum Hamiltoni-
ans and give the proof of Theorem 14.
2.3 de Finetti Theorems with no Symmetry
The de Finetti theorem says that the marginal probability distribution on l subsystems of a
permutation-symmetric probability distribution on k ≥ l subsystems is close to a convex com-
bination of independent and identically distributed (i.i.d.) probability measures [28]. It allows us
to infer a very particular form for the l-partite marginal distribution merely based on a symmetry
assumption on the global distribution. Quantum versions of the de Finetti theorem state that a
l-partite quantum state ρl that is a reduced state of a permutation-symmetric state on k ≥ l sub-
systems is close (for k  l) to a convex combination of i.i.d. quantum states, i.e. ρl ≈
∫
µ(dσ)σ⊗l
for a probability measure µ on quantum states [51, 26, 65, 20, 31]. Quantum versions of the de
Finetti theorem have found widespread applications in quantum information theory. However
a restriction of all known de Finetti theorems (quantum and classical) is that they only apply to
permutation-symmetric states. Is there any way of formulating a more general version of the the-
orem that would apply to a larger class of states? Here we give one such possible generalization.
We first show a new classical de Finetti theorem for general probability distributions.
Theorem 15. Let pX1...,Xn be a probability distribution on Σn, for a finite set Σ. Let~i = (i1, . . . , ik),~j =
(j1, . . . , jm) be random disjoint ordered subsets of [n], and let ~x = (x1, . . . , xm) be distributed according
to pX~j := pXj1 ...Xjm . Define pX~j=~x to be the conditional distribution resulting from taking Xj1 = x1, . . .,
Xjm = xm, and define p
X~i
X~j=~x
to be the Xi1 , . . . , Xik marginal of this distribution.
Then for every integer t ≤ n− k there is an integer m ≤ t such that
E
~j=(j1,...,jm)
~x=(x1,...,xm)
E
~i=(i1,...,ik)
∥∥∥pX~iX~j=~x − pXi1X~j=~x ⊗ · · · ⊗ pXikX~j=~x∥∥∥21 ≤ 2k2 ln |Σ|t , (16)
In words the theorem says that given a probability distribution pX1...Xn over n variables, after
conditioning on the values of at most t variables chosen uniformly at random, the remaining
k-partite marginal distributions are close to a product distribution up to error O(k2 ln |Σ|/t), on
average over the the choice of the k-partite marginal distribution, the variables (Xj1 , . . . , Xjm)
that are conditioned on, and the outcomes (x1, . . . , xm) observed.
We can recover a version of the standard de Finetti theorem directly from Theorem 15. Let
pX1,...,Xn be permutation symmetric. Then setting t = n− k and using convexity of the trace norm
8This is not to be confused with a more sophisticated SDP based on the noncommutative Positivstellensatz [30, 60,
57], which we will not analyze.
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and the x2 function we find there is a measure µ on distributions over Σ such that 9∥∥∥∥pX1,...,Xk − ∫ µ(dq)q⊗k∥∥∥∥
1
≤
√
2k2 ln |Σ|
n− k . (17)
We now turn to the problem of obtaining a quantum version of Theorem 15. It turns out that it
is straightforward to obtain one, unlike other quantum generalizations of the standard de Finetti
theorem that require substantially more work (see [47, 72, 62, 78, 24, 51, 26, 65, 80, 21, 20, 31]). The
only ingredient beyond Theorem 15 is the idea of applying a product measurement to a multipar-
tite quantum state in order to turn it into a multipartite probability distribution (this will also be
a central idea in the proof of the other theorems). If we want to translate distance bounds on the
subsystems of the probability distribution into bounds on the original quantum state, then we will
need an informationally complete measurement.
We model a quantum measurement as a quantum-classical channel Λ : D(Q)→ D(X),
Λ(ρ) =
|X|∑
x=1
tr(Mxρ)|x〉〈x|, (18)
with {Mx} forming a POVM (positive-operator valued measure), i.e. 0 ≤ Mx,
∑
xMx = I , and
{|x〉} forming an orthonormal basis. A measurement Λ is called informationally complete if the
map Λ is injective; i.e. if any two density matrices can be distinguished by their classical mea-
surement outcomes. We say that the distortion of a measurement Λ is supξ 6=0 ‖ξ‖1/‖Λ(ξ)‖1. There
are several constructions of informationally complete measurements; for instance Ref. [51] gives a
construction for a measurement in D(Cd) with distortion√2d3.
If Λ is informationally complete, then it is straightforward to show that Λ⊗k is as well. However,
we will need explicit bounds on the associated distortion.
Lemma 16 (Informationally complete measurements). For every positive integer d there exists a mea-
surement Λ with ≤ d8 outcomes such that for every positive integer k and every traceless operator ξ, we
have
1
(18d)k/2
‖ξ‖1 ≤ ‖Λ(ξ)‖1 (19)
The proof is in Section 3.1.
Theorem 17. Let ρQ1,...,Qn ∈ D(Q⊗n). For every integer t ≤ n − k, there is an integer m ≤ t such that
the following holds. Let Λ be the measurement from Lemma 16. Let~i = (i1, . . . , ik),~j = (j1, . . . , jm) be
random disjoint ordered subsets of [n] and ~x = (x1, . . . , xm) be the measurement outcomes resulting from
applying Λ⊗m to Q~j := Qj1 ⊗ · · ·⊗Qjm . Let ρ~j,~x be the post-measurement state, conditioned on obtaining
outcomes ~x. Then
E
~j=(j1,...,jm)
~x=(x1,...,xm)
E
~i=(i1,...,ik)
∥∥∥ρQi1 ...Qik~j,~x − ρQ1~j,~x ⊗ · · · ⊗ ρQk~j,~x∥∥∥21 ≤ 4 ln(d)(18d)kk2t , (20)
9Note however we do know de Finetti theorems with a better error term. For instance, Diaconis and Freedman
proved that the error in the R.H.S. of Eq. (17) can be improved to O(k2/n) [28].
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We note that a variant of Theorem 17 had been conjectured by Gharibian, Kempe and Regev
also in the context of giving a polynomial-time approximation scheme for the local Hamiltonian
problem on dense instances [38].
It is instructive to compare Theorem 17 with the usual previous method for applying quan-
tum de Finetti theorems to quantum states without any symmetry. For example, in quantum key
distribution (QKD), the sender and receiver treat each of the n transmitted qubits identically, but
nothing forces the eavesdropper to use a symmetric attack. However, by randomly selecting a
subset of k qubits, or equivalently, randomly permuting the n qubits and selecting the first k, we
can obtain a state which is a reduction of a n-partite permutation-symmetric state. This strategy,
together with the de Finetti theorem of Ref. [26], yields the bound∥∥∥∥ Ei1,...,ik ρQi1 ...Qik −
∫
µ(dσ)σ⊗k
∥∥∥∥
1
≤ 2d
2k
n− k (21)
Let~j = [n]\~i, denote the n− k systems that are discarded. Then we can replace the partial trace on
Qj1 , . . . , Qjm with measurement (as indeed is performed by the proof of [26]) to rewrite Eq. (21) as∥∥∥∥∥ E~i,~j,~x ρQi1 ...Qik~j,~x −
∫
µ(dσ)σ⊗k
∥∥∥∥∥
1
≤ 2d
2k
n− k (22)
We can thus see that the advantage of Eq. (20) is that it allows the expectation over~i,~j, ~x to be
moved outside of the norm. This is what allows us to control the error when dealing with local
Hamiltonians in which the interaction terms are not all identical. However, the cost of doing so
blows up the error by a factor of dk. It is an interesting question whether Theorem 17 can be
improved to give a bound that only depends on poly(d, k), and not on dk.
For an approximation guarantee based on trace norm, there are examples showing that the
error cannot be lower than poly(d, k, 1/n). However, we can also measure the distance to product
using other norms. One example is the LO (local-operations) norm, which is defined on a k-partite
system as the maximum distinguishability achievable by local measurements and one-way com-
munication to a referee; i.e.
1
2
‖ξ‖LO := max{
∑
x1,...,xk
λx1,...,xk tr(ξ(M
1
x1 ⊗ · · · ⊗Mkxk)) : 0 ≤ λx1,...,xk ≤ 1,
∑
x
M jx = I.}
Can we replace the 1-norm on the LHS of Eq. (20) with the LO norm and remove the (18d)k term
on the RHS of Eq. (20)? Such a result would be a simultaneous generalization of Theorem 17 above
and Theorem 2 of our companion paper [20].
3 Quantum information theory background
In this section we review some necessary tools from quantum information theory. State tomogra-
phy (i.e. the use of an informationally complete measurement) is discussed in Section 3.1. The use
of quantum and classical entropies to quantify correlation is discussed in Section 3.2.
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3.1 Informationally complete measurement
We prove Lemma 16, which states that there exists a measurement Λ on d dimensions with ≤ d8
outcomes such that Λ⊗k has distortion ≤ (18d)k/2.
Proof. Suppose {px, |ϕx〉} is a 4-design, meaning that {px} is a probability distribution, each |ϕx〉 is
a pure state and
∑
x pxϕ
⊗4
x is the maximally mixed state on the symmetric subspace of (Cd)⊗4 (see
[41] for background on the symmetric subspace and on t-designs). Eq. (4) of [53] (see also Thm 9
of [55]) proved that if Λ(ξ) :=
∑
x d px〈ϕx|ξ|ϕx〉|x〉〈x| then Eq. (19) holds. It remains only to show
that 4-designs exist with size ≤ d8. But this follows from Carathe´odory’s theorem, since the space
of traceless Hermitian matrices on the symmetric subspace has dimension
(
d+3
4
)2− 1 ≤ d8− 1. uunionsq
3.2 Multipartite mutual information
For a state ρQ1...Qk we define the multipartite mutual information as
I(Q1 : . . . : Qk) := S(ρ
Q1...Qk ||ρQ1 ⊗ · · · ⊗ ρQk) = S(Q1) + . . . + S(Qk) − S(Q1 . . . Qk). (23)
For a quantum-classical state ρQ1...QkR =
∑
i piρ
Q1...Qk
i ⊗ |i〉〈i|R we define the conditional multi-
partite mutual information as follows
I(Q1 : . . . : Qk|R)ρ :=
∑
i
piI(Q1 : . . . : Qk)ρi . (24)
The multipartite mutual information satisfies the following properties:
Lemma 18.
1. Chain Rule:
I(A : BR) = I(A : R) + I(A : B|R). (25)
2. Multipartite-to-Bipartite [81]:
I(Q1 : . . . : Qk|R) = I(Q1 : Q2|R) + I(Q1Q2 : Q3|R) + . . .+ I(Q1 . . . Qk−1 : Qk|R). (26)
3. Monotonicity under Local Operations: If piQ1...QkR = ΛQ1 ⊗ idQ2...Qk(ρQ1...QkR), then
I(Q1 : . . . : Qk|R)pi ≤ I(Q1 : . . . : Qk|R)ρ (27)
4. QC monotonicity: For any measurement ΛQ→X and any state ρQ1Q2 , we have:
I(X1 : X2)(ΛQ1→X1⊗ΛQ2→X2 )(ρ) ≤ I(Q1 : X2)(id⊗ΛQ2→X2 )(ρ) ≤ S(Q1)ρ. (28)
5. Pinsker’s Inequality:
I(Q1 : . . . : Qk)ρ ≥ 1
2
‖ρQ1...Qk − ρQ1 ⊗ . . .⊗ ρQk‖21. (29)
6. Upper Limit: For any state ρQ1Q2 and measurements Λ1,Λ2,
I(Q1 : Q2)ρ ≤ 2 min (ln |Q1|, ln |Q2|) . (30)
I(X1 : X2)(ΛQ1→X11 ⊗Λ
Q2→X2
2 )(ρ)
≤ min (ln |Q1|, ln |Q2|) . (31)
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4 Self-Decoupling Lemmas
The main technical tool in this paper is an information-theoretic bound that we call “self-
decoupling” and which is based on a very similar technique in [63]. Decoupling refers to the
situation when conditioning on one random variable leaves some others nearly decoupled (i.e. in-
dependent). This can be quantified by saying that the conditional mutual information is low. We
use the term “self-decoupling” to mean that a collection of random variables can be approximately
decoupled by conditioning on a small number of those variables. We learned about this technique
from [63], which introduced it in order to analyze SDP hierarchies. Our companion paper [20]
applied the same ideas to prove new quantum de Finetti theorems.
For a distribution µ on [n], define the distribution µ∧m to be the distribution on [n]m obtained
by sampling m times without replacement according to µ; i.e.
µ∧m(i1, . . . , im) =
{
0 if i1, . . . , im are not all distinct
µ(i1)···µ(im)∑
j1,...,jm distinct
µ(j1)···µ(jm) otherwise
(32)
Note that µ∧m is only a valid probability distribution if m ≤ | suppµ|.
Lemma 19 (Self-Decoupling Lemma). LetX1, . . . , Xn be classical random variables with some arbitrary
joint distribution, let µ be a distribution on [n] and k < | suppµ|. Then
E
0≤k′<k
E
(a,b,c1,...,ck′ )∼µ∧k′+2
I(Xa : Xb|Xc1 . . . Xck′ ) ≤
1
k
E
i∼µ
I(Xi : X
c
i ), (33)
where Xci := X[n]\{i}.
Proof. Sample (i, j1, . . . , jk) ∼ µ∧k+1. Then
1
k
E
i∼µ
I(Xi : X
c
i ) ≥
1
k
E
(i,j1,...,jk)∼µ∧k+1
I(Xi : Xj1 . . . Xjk) monotonicity (34)
= E
(i,j1,...,jk)∼µ∧k+1
E
0≤k′<k
I(Xi : Xjk′+1 |Xj1 . . . Xjk′ ) chain rule (35)
= E
0≤k′<k
E
(a,b,c1,...,ck′ )∼µ∧k′+2
I(Xa : Xb|Xc1 . . . Xck′ ) (36)
In the last line we have relabeled i→ a, jk′+1 → b and j1, . . . , jk′ → c1, . . . , ck′ . uunionsq
We can also derandomize Lemma 19 to obtain:
Corollary 20 (Derandomized Self-Decoupling). Let X1, . . . , Xn be classical random variables with
joint distribution p, let µ be a distribution on [n] and k < | suppµ|. Then there exists k′ < k and
c1, . . . , ck′ ∈ [n] all distinct such that
E
(a,b)∼µ∧2
a,b 6∈{c1,...,ck′}
I(Xa : Xb|Xc1 , . . . , Xck′ ) ≤
1
k
E
i∼µ
I(Xi : X
c
i ). (37)
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The proof is immediate.
In Lemma 19, we needed b, c1, . . . , ck to be drawn from an exchangeable distribution, but did
not make use of the fact that a was also drawn from the same distribution. Thus, it is possible to
generalize the argument to the case where a and b, c1, . . . , ck index entirely different sets of random
variables. A further generalization is to add a random variable Z upon which we condition all of
the other variables.
Lemma 21 (Bipartite Self-Decoupling Lemma). Let X1, . . . , Xm, Y1, . . . , Yn, Z be jointly distributed
random variables. Let σ be a probability distribution over another random variable W . For each value w in
the support of W , define distributions µw on [m] and νw on [n]. Choose k < minw | supp νw|.
E
0≤k′<k
E
w∼σ Ea∼µw
(b,c1,...,ck′ )∼ν∧k
′+1
w
I(Xa : Yb|Yc1 . . . Yck′ , Z) ≤
1
k
E
w∼σ Ei∼µw
I(Xi : ∪j∈supp νwYj |Z) (38)
Proof.
1
k
E
w∼σ Ei∼µw
I(Xi : ∪j∈supp νwYj |Z) ≥
1
k
E
w∼σ Ei∼µw
E
j1,...,jk∼ν∧kw
I(Xi : Yj1 . . . Yjk |Z) (39)
= E
w∼σ Ei∼µw
E
j1,...,jk∼ν∧kw
E
0≤k′<k
I(Xi : Yjk′+1 |Yj1 . . . Yjk , Z) (40)
= E
0≤k′<k
E
w∼σ Ea∼µw
(b,c1,...,ck′ )∼ν∧k
′+1
w
I(Xa : Yb|Yc1 . . . Yck′ , Z) (41)
As in the proof of Lemma 19, (39), (40) and (41) follow in turn from monotonicity, the chain rule
and relabeling variables. uunionsq
The main example where we will use Lemma 21 is to analyze the case when Y1, . . . , Yn
are variables that have been divided into blocks. Suppose we have partitioned [n] into n/m
blocks V1, . . . , Vn/m with Vi = {vi,1, . . . , vi,m}. Then define the “coarse-grained” variables Xi =
(Yvi,1 , . . . , Yvi,m). Suppose further that we have a distribution ν over [n] with an induced distribu-
tion over blocks µ; i.e. µ(i) =
∑
a∈Vi ν(a). Then we can take σ to be a distribution over blocks w
and define µw to be µ conditioned on not choosing w and νw to be ν conditioned on restricting to
j ∈ Vw; i.e.
µw(i) =
{
0 if i = w
µ(i)∑
i′ 6=w µ(i′)
otherwise
νw(a) =
{
0 if a 6∈ Vw
ν(a)∑
a′∈Vw ν(a
′) otherwise
(42)
This will be useful in our proof of Theorem 6 where we are interested in the correlations between
an individual system and an adjacent block of systems. For this application we will present a
derandomized version of Lemma 21 specialized to this block scenario.
Corollary 22 (Derandomized Block Self-Decoupling). Let n,m, V1, . . . , Vn/m, X1, . . . , Xn/m, Y1, . . . , Yn, Z
be defined as in the above paragraph. Let B(a) denote the identity of the block containing a. Then for any
k < m there exists k′ < k and sites C := {cij}i∈[n/m],j∈[k′] such that cij ∈ Vi and
E
i∈[n/m]
E
a6∈(Vi∪C)
I(Xi : Ya|YcB(a)1 , . . . , YcB(a)k′ , Z) ≤
1
k
E
i 6=j
I(Xi : Xj |Z) (43)
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Proof. Invoking Lemma 21 with σ, µw, νw chosen as in Eq. (42) yields
E
0≤k′<k
E
i∈[n/m]
E
a6∈(Vi∪C)
E
c1,...,ck′
B(a)=B(c1)=...=B(ck′ )
I(Xi : Ya|Yc1 , . . . , Yck′ , Z) ≤
1
k
E
i 6=j
I(Xi : Xj |Z) (44)
For some choice of k′ (which we fix from now on), we have
E
i∈[n/m]
E
a6∈(Vi∪C)
E
c1,...,ck′
B(a)=B(c1)=...=B(ck′ )
I(Xi : Ya|Yc1 , . . . , Yck′ , Z) ≤
1
k
E
i 6=j
I(Xi : Xj |Z) (45)
Now, for each block j 6= i, choose c1, . . . , ck′ ∈ Vi to minimize Ei∈[n/m] Ea∈Vj I(Xi :
Ya|Yc1 , . . . , Yck′ , Z). Call this choice cj1, . . . , cjk′ . Again using the fact that the minimum of random
variable is never greater than its expectation, we obtain Eq. (43). uunionsq
Remark: Can we generalize these results to quantum self-decoupling theorems? The chain rule
of conditional mutual information works just as well for von Neumann entropies. So essentially
the same argument (modified only by the fact that I(A : B) can be as large as 2 ln |A|) works
there, and was used already in [21]. However, what fails is the conditioning. Unlike for classical
random variables, the quantum conditional mutual information cannot be written as an average
of mutual informations of some conditional distribution. This raises a beautiful open problem,
which is to understand the structure of quantum states that have very small conditional mutual
information [44, 48, 21].
The strategy of our paper will instead be to apply the self-decoupling lemmas to the classical
random variables resulting from measuring quantum states. Our companion paper [20] followed a
similar strategy, sometimes leaving a system quantum if there was no chance of conditioning on it.
In the language of this paper, this can be thought of as observing that in bipartite self-decoupling
(Lemma 21), we could have taken X1, . . . , Xm to be quantum systems.
5 Proof of main results: Theorems 3, 6 and 8
This section uses the background results from Section 3 and the decoupling lemmas from Section 4
to prove Theorems 6 (in Section 5.1) and 8 (in Section 5.2). To avoid redundancy, we give only a
sketch of the proof of Theorem 3 in Section 5.3.
5.1 Regular partitioned graphs
In this section we complete the proof of Theorem 6.
Theorem 6 (restatement). Let G = (V,E) be a D-regular graph, with n = |V |, m a positive integer
dividing n and {V1, . . . , Vn/m} a partition of V into sets each of size m. Define Φ¯G := Ei∈[n/m] ΦG(Vi) to
be the average expansion of the blocks.
Let ρ be a state on (Cd)⊗n and define I¯ := Ei∈[n/m] I(Vi : V ci )ρ to be the average mutual information
of Vi with its complement for state ρ.
Then there exists a state σ such that
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1. σ is separable with respect to the partition (V1, . . . , Vn/m); i.e. σ =
∑
z pzσz for some states σz of the
form σz = σV1z ⊗ . . .⊗ σ
Vn/m
z ; and
2.
E
(i,j)∈E
‖ρQiQj − σQiQj‖1 ≤ 9
(
d2Φ¯G
D
I¯
m
)1/6
+
1
m
+
m
n
(46)
Proof. Our proof will proceed by upper-bounding a series of different correlations, on the way to
our final statement. The proof proceeds by bounding the following quantities in turn:
1. Classical block-block correlations.
2. Classical block-site correlations.
3. Classical block-site correlations along edges between blocks. (All later correlations will also
be measured in terms of their average across edges between blocks.)
4. Classical site-site correlations.
5. Classical site-site correlations using variational distance.
6. Quantum site-site correlations using trace distance.
7. Constructing the separable approximating state.
1. Classical block-block correlations. Let pY1,...,Yn := Λ⊗n(ρ) be a probability distribution obtained
by measuring all n subsystems of ρ with the informationally complete measurement Λ given by
Lemma 16. Let X1, . . . , Xn/m be the random variables associated with the partition V1 ∪ . . .∪Vn/m
of the sites; i.e. if Vi = {vi,1, . . . , vi,m}, then Xi := (Yvi,1 , . . . , Yvi,m). By the monotonicity of mutual
information under local operations (specifically under Λ), we have I(Xi : Xci )p ≤ I(Vi : V ci )ρ. (We
remark that in Corollary 7 we have ρ = ψ0 and have replaced I(Vi : V ci )ρ with S(Vi)ψ0 . This is a
consequence of part 4 of Lemma 18.)
Let µ be the uniform distribution on [n/m] and let k1 = nmδ1 where δ1 is a parameter we will
set later. By Corollary 20, there exists k′ < k1 and c1, . . . , ck′ such that
E
(i,j)∼µ∧2
i,j 6∈{c1,...,ck′}
I(Xi : Xj |Xc1 , . . . , Xck′ ) ≤
m
nδ1
E
i
I(Vi : V
c
i )ρ =
mI¯
nδ1δ2
. (47)
2. Classical block-site correlations. Define Z1 := Xc1 . . . Xck′ and let B(a) denote the identity of
the block containing a. Choose k2 = mδ2 for some δ2 we will set later. Now we invoke Corollary 22
to show that there exists k′′ < k2 and {cij}i∈[n/m],j∈[k′′] such that
E
i∈[n/m]
E
a6∈Vi
I(Xi : Ya|YcB(a)1 , . . . , YcB(a)k′ , Z1) ≤
1
mδ2
E
i 6=j
I(Xi : Xj |Z1) (48a)
≤ I¯
nδ1δ2
(48b)
Define Z2 := Yc11 . . . Ycn/m
k′′
and define Z := Z1Z2. Then (48) becomes
E
i∈[n/m]
E
a6∈Vi
I(Xi : Ya|Z) ≤ I¯
nδ1δ2
. (49)
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3. Classical block-site correlations along edges between blocks. Define Γ(i) to be the multiset of sites
neighboring Vi; i.e. Γ(i) is the image of the map (a, b) 7→ a applied to each (a, b) ∈ E with b ∈ Vi.
For each i, |Γ(i)| = mDΦG(Vi), and∑
i∈[n/m]
|Γ(i)| = mD
∑
i∈[n/m]
ΦG(Vi) = nDΦ¯G.
On the other hand, the expectation on the LHS of Eq. (49) is over ≤ (n/m) · n pairs of i, a, so we
can use it to upper-bound the expectation over i ∈ [n/m], a ∈ Γ(i)
E
i∈[n/m]
E
a∈Γ(i)
I(Xi : Ya|Z) ≤ I¯/m
δ1δ2DΦ¯G
. (50)
4. Classical site-site correlations. For a pair of sites a, b we will define the relation a ∼ b similarly;
i.e. let a ∼ b if (a, b) ∈ E and B(a) 6= B(b). By monotonicity of mutual information under partial
trace, we have that I(Ya : Yb|Z) ≤ I(XB(a) : Yb|Z). Also note that the uniform distribution over i
is also obtained by choosing a random and setting i = B(a). Then
E
a∼b
I(Ya : Yb|Z) ≤ I¯/m
δ1δ2DΦ¯G
. (51)
5. Classical site-site correlations using variational distance. Since the (classical) conditional mutual
information is an average of mutual informations of conditional distributions, Eq. (51) can be
rewritten as
E
z∼pZ
E
a∼b
I(Ya : Yb)qz ≤
I¯/m
δ1δ2DΦ¯G
. (52)
where we have defined qz := p|Z=z . Now we can use Pinsker’s inequality and convexity of x 7→ x2
to obtain
E
z∼pZ
E
a∼b
‖qYaYbz − qYaz ⊗ qYbz ‖21 ≤
2I¯
mδ1δ2DΦ¯G
. (53)
E
z∼pZ
E
a∼b
‖qYaYbz − qYaz ⊗ qYbz ‖1 ≤
√
2I¯/m
δ1δ2DΦ¯G
. (54)
6. Quantum site-site correlations using trace distance. Define C :=
⋃
i∈[k′] Vi ∪ {cij : i ∈ [n/m], j ∈
[k′′]}. Let τQ1...Qnz be the state that results from measuring (using Λ) only the sites in C and obtain-
ing outcome z. Observe that z has distribution pC and that
trC ρ = E
z
trC τz =
∑
z
pC(z) trC τz. (55)
Then Eq. (54) and Lemma 16 imply that
E
z∼pZ
E
a∼b
‖τQaQbz − τQaz ⊗ τQbz ‖1 ≤ 18d
√
2I¯/m
δ1δ2DΦ¯G
. (56)
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This can already be seen as a useful intermediate result: measuring a small fraction of the systems
leaves a state that is close to product across an average edge.
7. Constructing the separable approximating state. Now define σz := τV1z ⊗· · ·⊗ τ
Vn/m
z ; i.e. σz is the
same as τz within blocks, but has no entanglement between blocks. Let σz =
∑
z p
C(z)σ. Our final
goal is to bound
E
(a,b)∈E
‖ρQaQb − σQaQb‖1. (57)
We do so by considering separately three types of edges: those that are across blocks, those that
are within blocks but contain a vertex in C, and the rest. Their definitions, and cardinalities are as
follows:
Eacross := {(a, b) : a ∼ b} = {(a, b) ∈ E : B(a) 6= B(b)}
Emeasured := {(a, b) ∈ E : B(a) = B(b), {a, b} ∩ C 6= ∅}
Ewithin := E − Eacross − Emeasured
We can bound their cardinalities (using |E| = nD/2) by
|Eacross| = 1
2
nDΦ¯ = Φ¯|E| (58a)
|Emeasured| ≤ |C|D ≤ nD(δ1 + δ2) = 2(δ1 + δ2)|E|. (58b)
For (a, b) ∈ Ewithin, we have σQaQb = ρQaQb . Thus the only contributions to Eq. (57) can come from
Eacross and Emeasured. The latter average we can bound simply by
E
(a,b)∈Emeasured
‖ρQaQb − σQaQb‖1 ≤ 2. (59)
For edges across blocks, we recall that σQaQbz = τ
Qa
z ⊗ τQbz . And for edges that do not intersect C,
we have ρQaQb = Ez τQaQbz (see Eq. (55)). Thus, we obtain
E
(a,b)∈Eacross
‖ρQaQb − σQaQb‖1 = E
(a,b)∈Eacross
‖E
z
τQaQbz − Ez τ
Qa
z ⊗ τQb‖1
≤ E
(a,b)∈Eacross
E
z
‖τQaQbz − τQaz ⊗ τQb‖1 triangle inequality
≤ 18d
√
2I¯/m
δ1δ2DΦ¯G
. using Eq. (56)
Putting everything together we have
E
(a,b)∈E
‖ρQaQb − σQaQb‖1 ≤ Φ¯G18d
√
2I¯/m
δ1δ2DΦ¯G
+ (δ1 + δ2). (60)
We balance these terms by setting δ1, δ2 to be the smallest numbers greater than
(18d)1/3(2Φ¯GI¯/mD)
1/6 for which nmδ1 and mδ2 are integers. Thus we obtain
E
(a,b)∈E
‖ρQaQb − σQaQb‖1 ≤ 3(18
√
2)1/3
(
d2Φ¯GI¯/m
D
)1/6
+
1
m
+
m
n
. (61)
The numerical constant 3(18
√
2)1/3 = 8.825 . . . ≤ 9. uunionsq
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Figure 1: Construction used in the proof of Theorem 6: In the first step k′ blocks c1, . . . , ck′ are cho-
sen at random and we condition on the values obtained by measuring Λ on all the sites belonging
to Vc1 ∪ . . .∪ Vck′ . In the second step we condition on the values obtained by measuring Λ on sites
{cij : i ∈ [n/m], j ∈ [k′′]}, where cij ∈ Vi. In the picture the conditioned sites are denoted by filled
disks and the unconditioned sites by unfilled disks.
5.2 Variable degree
Theorem 8 (restatement). Let G be a symmetric matrix with nonnegative entries summing to one and
let Ai,j := Gi,j/
∑
i′ Gi′,j . Then for any ρ ∈ D((Cd)⊗n) there exists a globally separable state σ such that
E
(i,j)∼G
‖ρQiQj − σQiQj‖1 ≤ 14
(
d4 ln(d) tr[A2]‖pi‖22
)1/8
+ ‖pi‖22 (62)
If further we have a Hamiltonian H given by Eq. (10), then there exists a state |ϕ〉 = |ϕ1〉⊗ · · ·⊗ |ϕn〉 such
that
tr(Hϕ) ≤ e0(H) + 14
(
d4 ln(d) tr[A2]‖pi‖22
)1/8
+ ‖pi‖22 (63)
Proof. Let pX1,...,Xn := Λ⊗n(ρ) be a probability distribution obtained by measuring all n subsys-
tems of ρ with the informationally complete measurement Λ given by Lemma 16. Observe that
by Eq. (31), I(Xi : Xci ) ≤ ln(d) for each i. Let δ > 0 be a constant we will choose later. Applying
self-decoupling (Lemma 19) with µ = pi and k to be chosen later, we find
E
0≤k′<k
E
(a,b,c1,...,ck′ )∼pi∧k′+2
I(Xa : Xb|Xc1 , . . . , Xck′ ) ≤
ln(d)
k
. (64)
Define C := {c1, . . . , ck′} and define γ := Ea,b I(Xa : Xb|XC)p, where the expectation is taken over
a, b sampled from pi∧2 conditioned on a, b 6∈ C. Then Eq. (64) could be expressed succinctly as
E
C
[γ] ≤ ln(d)/k. (65)
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(Note that k′ is determined by C, so EC represents the average over choices of both k′ and
c1, . . . , ck′ .)
Abbreviate Z := Xc1 . . . Xck′ and define
∆z(a, b) :=
{
‖pXaXb |Z=z − pXa |Z=z ⊗ pXb |Z=z‖1 if a 6= b and a, b 6∈ C
0 otherwise
(66)
By Pinsker’s inequality,
∆z(a, b) ≤
√
2I(Xa : Xb|Z = z)p. (67)
Define the inner product 〈A,B〉 := tr(A†B), and define ∆2z to be the entrywise square of ∆z . . Then
(67) implies that
E
z∼pZ
〈pipiT ,∆2z〉 ≤ 2γ. (68)
We would like to show that Ez ∆z(a, b) is small when we average it over (a, b) ∼ G. However,
Eq. (68) bounds the average over the distribution pipiT . To relate these, we will divide G into a
component that is well approximated by pipiT and a component that isn’t. For some parameter
λ > 0 to be determined later, define
B := {(i, j) : Gi,j > λpiipij} = {(i, j) : Ai,j > λpii}.
We can then bound
η :=
∑
(i,j)∈B
Gi,j =
∑
(i,j)∈B
Ai,jpij ≤
∑
(i,j)∈B
Ai,jAj,i
λ
≤ tr[A
2]
λ
. (69)
By the definition of η, we can find a probability distribution G′ such that G ≤ λpipiT + ηG′, where
≤ is an element-wise inequality.
We will now bound the average correlation across edges. Define ∆ := Ez∼pZ ∆z . Then
〈G,∆〉 ≤
√
〈G,∆2〉 Cauchy-Schwarz (70a)
≤
√
〈λpipiT ,∆2〉+ 〈ηG′,∆2〉 (70b)
≤
√
2γλ+ 4η using Eq. (68) and ∆(a, b) ≤ 2 (70c)
≤
√
2γλ+ 4
tr[A2]
λ
using Eq. (69) (70d)
=
(
32γ tr[A2]
)1/4 choosing λ to balance the two terms. (70e)
Now we turn to approximating ρ with a mixture of product states. Define τ to be the state
resulting from measuring ρ only on systems Qc1 , . . . , Qck′ . Let Q
′ denote the remaining n − k′
quantum systems. Then we can write
τ = E
z∼pZ
τQ
′
z ⊗ |z〉〈z|Z ,
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and we have ρQ
′
= τQ
′
= Ez∼pZ τ
Q′
z . It will be convenient to extend each τz to be defined on all
Q1 . . . Qn by defining
τQ1...Qnz := τ
Q′
z ⊗
⊗
c∈C
(I/d)Qc .
(The state I/d here is an arbitrary choice; any other state would also work for the proof.) Now
define
σQ1...Qnz := τ
Q1
z ⊗ . . .⊗ τQnz , (71)
and σ := Ez∼pZ σz . Then
E
z∼pZ
E
(a,b)∼G
‖τQaQbz − σQaQbz ‖1 = E
z∼pZ
E
(a,b)∼G
‖τQaQbz − τQaz ⊗ τQbz ‖1
≤ E
z∼pZ
E
(a,b)∼G
18d∆z(a, b) using Lemma 16
≤ 18d (32γ tr[A2])1/4 from Eq. (70)
Finally we evaluate the total error. One new challenge is that pi(C) is not always ≤ k/n. Observe
that
E
(a,b)∼G
‖ρQaQb − σQaQb‖1 ≤ 2pi(C) + E
(a,b)∼G
∆(a, b) (72)
≤ 2pi(C) + 18d (32γ tr[A2])1/4 (73)
Now EC [pi(C)] = Ek′ [k′]‖pi‖22 ≤ 12k‖pi‖22. Choose C to minimize Eq. (73). This yields
E
(a,b)∼G
‖ρQaQb − σQaQb‖1 ≤ E
C
[
2pi(C) + 18d
(
32γ tr[A2]
)1/4] since min ≤ expectation
≤ k‖pi‖22 + 18d
(
32E
C
[γ] tr[A2]
)1/4
convexity of x 7→ x4
≤ k‖pi‖22 + 18d
(
32
ln(d) tr[A2]
k
)1/4
from Eq. (65)
≤ 2
√
18d
(
32 ln(d) tr[A2]‖pi‖22
)1/8
+ ‖pi‖22 choosing k optimally
≤ 14 (d4 ln(d) tr[A2]‖pi‖22)1/8 + ‖pi‖22
In the line where we choose k optimally, we are choosing k to balance the two terms, and then
rounding up to the nearest integer, which incurs an extra error of up to ‖pi‖22.
To prove Eq. (63), we choose z to minimize tr(Hσz), and then further choose a pure product
state |ϕ〉 from the support of σz to minimize tr(Hϕ). uunionsq
5.3 Proof of the basic version of the theorem
Here we sketch the proof of Theorem 3, mostly by pointing out places in which the proof of Theo-
rem 8 can be modified.
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The first change is that C can be immediately chosen to minimize γ, achieving γ ≤ ln(d)/k.
Next, we can set λ = D/n and have η = 0. Thus we obtain
〈G,∆〉 ≤
√
〈G,∆2〉 ≤
√
λ〈pipiT ,∆2〉 ≤
√
2n ln(d)
kD
.
This classical trace distance is again multiplied by 18d to obtain the quantum trace distance. Mea-
suring k vertices ruins a 2k/n fraction of the edges. The total error is then
18d
√
2n ln(d)
kD
+
2k
n
.
We then choose k to balance these terms, and round up the nearest integer, incurring a further
error that is ≤ 1/n. This yields error (
1296d2 ln(d)
D
)1/3
+
1
n
.
We obtain the claimed bound by using n ≥ D and assuming that the first term is ≤ 2.
6 Proof of amplification results: Proposition 10 and Corollary 11
Proposition 10 (restatement). For any constants c, α, β > 0, it isNP-hard to determine whether a 2-CSP
C, with alphabet Σ on a constraint graph of degree D, is such that unsat(C) = 0 or unsat(C) ≥ c|Σ|α/Dβ .
Proof. By the PCP theorem it follows there is a constant ε0 > 0 such that it is NP-hard to de-
cide whether a 3-SAT(5) formula F in which each variable belongs to 5 clauses is satisfiable or if
unsat(F) ≥ ε0.
The first step in the proof is to map this problem to a label cover problem (which is a 2-CSP).
Here we follow Ref. [67] . A label cover problem is specified by the following parameters:
1. a bipartite graph G(V ∪W,E);
2. labels [N ] and [M ] for the vertices in V and W , respectively;
3. a function {Πv,w}(v,w)∈E on every edge (v, w) ∈ E such that Πv,w : [M ]→ [N ].
A labelling l : V → [N ],W → [M ] covers the edge (v, w) if Πv,w(l(w)) = l(v). The goal of the
problem is to find a labelling of the vertices that covers the maximum number of edges.
The reduction from 3-SAT(5) with variables {x1, . . . , xn} and constraints {C1, . . . , Cm} to label
cover is as follows. Let V = {x1, . . . , xn} be the set of left vertices and W = {C1, . . . , Cm} the set
of right vertices. Two vertices are adjacent if, and only if, xi ∈ Cj . The constraint Πxi,Cj : [7] →
[2] takes one of the possible 7 satisfying assignments for Cj and outputs the value of xi in the
assignment. Let’s denote this label cover problem by L. If F is satisfiable then so is L. On the other
hand, if unsat(F) ≥ ε0, then unsat(L) ≥ ε0/3 (see e.g. [67]). Therefore it is NP-hard to determine
whether unsat(L) = 0 or unsat(L) ≥ ε0/3.
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Note that in L the left vertices have degree 5 and the right vertices have degree 3, while
the alphabet size |Σ| = 7. The next step is to increase the degree while making the graph reg-
ular. We proceed as follows: we create new variables {x˜i} as left vertices and to each of the
right vertices Cj(xi1 , xi2 , xi3) we associate s = d|Σ|2α/βe − 3 different x˜i and add trivial con-
straints that are always satisfied between Cj and each of them, i.e. we replace Cj(xi1 , xi2 , xi3) by
C ′j(xi1 , xi2 , xi3 , x˜k1 , . . . , x˜ks) = Cj(xi1 , xi2 , xi3). In the process we also make sure that each of the
new variables x˜j is connected to |Σ|2α/β different right vertices. Then we create new constraints
C˜j and to each of the left vertices xi we associate |Σ|2α/β − 5 of them, while making sure that each
of the new constraints C˜j is also connected to d|Σ|2α/βe variables. Denote this new instance by
C. We perform this mapping to make sure that |Σ|α ≤ deg(C)β , with deg(C) the degree of C. This
procedure increases the total number of constraints by a multiplicative constant factor (depending
on α, β). Therefore unsat(C) ≥ Ω(unsat(L)).
The next step is to apply parallel repetition to C. For an integer t > 0, consider the following
label cover instance Ct specified by
1. a bipartite graph G′(V ′,W ′, E′) with V ′ = V t and W ′ = W t;
2. labels [N ′] = [N ]t and [M ′] = [M ]t for the vertices in V ′ and W ′, respectively;
3. an edge set E′ such that (v′, w′) ∈ E′ if, and only if, (vij , wij ) ∈ E for all i and 1 ≤ j ≤ t, with
v′ = {vi1 , . . . , vit} and w′ = {wi1 , . . . , wit};
4. a function {Πv′,w′}(v′,w′)∈E′ on every edge (v′, w′) ∈ E′ such that Πv′,w′ : [M ′] → [N ′] with
Πv′,w′(b1, . . . , bt) = {Πvi1 ,wi1 (b1), . . . ,Πvit ,wit (bt)}.
We claim that unsat(Ct) ≥ unsat(C). Indeed one way to see this fact is by evoking Raz’s parallel
repetition theorem [64]. However here we only need the easy implication that the unsat is not
decreased by parallel repetition (as opposed to the fact that the unsat approaches 1 exponentially
in t). Moreover the degree of each vertex is larger than |Σ|2tα/β and so degt ≥ |Σ|2tα/β , with degt
the average degree of Ct, while the alphabet size of Ct is |Σt| = |Σ|t. Therefore for a constant t large
enough Ω(ε0) ≥ c|Σ|−tα ≥ c|Σt|α/(degt)β . uunionsq
Corollary 11 (restatement). Suppose that for every t ≥ 1 there is a mappingPt from 2-local Hamiltonians
on d-dimensional particles to 2-local Hamiltonians on nt dt-dimensional particles such that:
(i) Pt can be computed deterministically in polynomial time.
(ii) Pt(H) = E(i,j)∼G′ H ′i,j with G′ a probability distribution and ‖H ′i,j‖ ≤ 1.
(iii) deg(Pt(H)) ≥ deg(H)t,
(iv) nt ≤ nO(t),
(v) dt = dt,
(vi) e0(Pt(H)) ≥ e0(H), if e0(H) > 0,
(vii) e0(Pt(H)) ≤ e0(H), if e0(H) ≤ 0.
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Then the quantum PCP conjecture is false.
Proof. Suppose we are given a 2-local Hamiltonian H with “PCP normalization”; i.e. H =∑
i,j Gi,jHi,j , with G a probability distribution (with Gi,i = 0 for each i) and Hi,j acting on qu-
dits i, j with ‖Hi,j‖ ≤ 1. Consider the problem of determining whether e0(H) ≤ 0 or e0(H) ≥ 
subject to the promise that one of these holds. Pad H with enough dummy edges to bring the
degree to D, for D a parameter to be determined later. For each of these “dummy edges” the cor-
responding term in the Hamiltonian is Hi,j = 0. Let H ′ be the resulting Hamiltonian. Note that
H ′ = cH for 1/D ≤ c ≤ 1. Thus our two cases correspond to e0(H ′) ≤ 0 or ≥ /D.
Now apply Pt to H ′. By assumption, we have either e0(Pt(H ′)) ≤ 0 or e0(Pt(H ′)) ≥ /D.
However, by Corollary 5, we can approximate e0(Pt(H ′)) to accuracy 12(d2t ln(dt)/Dt)1/3 with a
NP witness of size at most nO(t). (For simplicity, we neglect the additional arithmetic errors from
discretization.) Now choose D = 8d3 and use ln(d) ≤ d, so that this accuracy is ≤ 12 · 2−t. If
t ≥ log2(12D/) = log2(96d3/), then this will be enough to distinguish our two cases. Since d
and  are constants, the witness size and the computation time are both polynomial in the original
size of the computation. Thus, our original energy estimation problem is in NP, which implies the
quantum PCP theorems is false (assuming that NP 6= QMA.) uunionsq
7 Proof of Theorem 12
Theorem 12 (restatement). For every ε > 0 there is a polynomial-time randomized algorithm such that,
given a 2-local Hamiltonian H on a planar graph, computes a number x such that e0(H) ≤ x ≤ e0(H) +ε.
Proof. Consider a partition of the vertices of the graph into two sets: H and L; H contain all the
vertices with degree larger than f(ε) := (23328d2 ln(d)/ε)2, while L contains the remaining ver-
tices.
Following the proof of Theorem 6, let pX1,...,Xn := Λ⊗n(ψQ1,...,Qn0 ) be a probability distribution
obtained by measuring all n subsystems of ψ0 with the informationally-complete measurement Λ
given by Lemma 16. Then by Lemma 21 and Markov’s inequality, there is a k′ ≤ k such that with
probability larger than 2/3 over the choice of vertices c1, . . . , c′k,
Ei∈HEj 6=iI(Xi : Xj |Xc1 , . . . , Xc′k) ≤
3 ln(d)
k
. (74)
Also by Markov’s inequality with probability larger than 2/3,
1
k′
k′∑
j=1
deg(cj) ≤ 3D, (75)
with D the average degree of the graph. Thus by the union bound we can choose c1, . . . , c′k such
that both Eqs. (74) and (75) hold true.
Let τ be the state resulting from measuring ψ0 only on systemsQc1 , . . . , Qck′ , and replacing the
measured state on those systems with an arbitrary state, such as maximally mixed state. We can
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write τ = Ez∼pZτz , where τz is the state conditioned on obtaining measurement outcome z. Now
define σ = Ez∼pZσ
Q1,...,Qn
z , with
σQ1,...,Qnz :=
(⊗
i∈H
τQiz
)
⊗ τQLz , (76)
where QL := ∪i∈LQi; i.e. we break the entanglement of the sites in the high-degree region H and
keep the original density matrix in the low-degree region L. Then
e0(H) ≥ tr(Hτ )− 6k
n
≥ tr(Hσ)− Ei∈HE(i,j)∼G‖τQiQj − σQiQj‖1 −
6k
n
, (77)
where the first inequality follows from the fact that we measure k′ ≤ k subsystems and their
average degree is at most triple the average degree (Eq. (75)), and the second from the fact that
H is a 2-local Hamiltonian and that we consider a product ansatz only for the vertices in H. Now
define Γ(i) to the neighbors of i and use in turn the triangle inequality, Lemma 16, Pinsker’s
inequality and convexity to bound
Ei∈HEj∼Γ(i)‖τQiQj − σQiQj‖1 ≤ Ei∈HEj∼Γ(i)Ez∼pZ‖τQiQjz − σQiQjz ‖1
≤ 18dEi∈HEj∼Γ(i)
√
2I(Xi : Xj |Xc1 , . . . , Xc′k)
≤ 18d
√
2Ei∈HEj∼Γ(i)I(Xi : Xj |Xc1 , . . . , Xc′k) (78)
Since degree(i) ≥ f(ε) for all i ∈ H, choosing k = δn and using Eq. (74) gives
Ei∈HEj∼Γ(i)I(Xi : Xj |Xc1 , . . . , Xc′k) ≤
3 ln(d)
δf(ε)
. (79)
Thus by Eq. (77)
tr(Hσ)− e0(H) ≤ 2δ + 18d
√
6 ln(d)
δf(ε)
. (80)
Choosing δ to balance the terms we get
tr(Hσ)− e0(H) ≤ 18d
(
6 ln(d)
f(ε)
)1/2
, (81)
and so by Eq. (76) there is a product state pi :=
⊗
i∈H pii ⊗ piL such that
tr(Hpi)− e0(H) ≤ 18d
(
6 ln(d)
f(ε)
)1/2
. (82)
Let us now focus on piL. Consider the subgraph of G whose edges only act on the region L.
This is again a planar graph. By section 3.1 of [13] we can partition this subgraph into disjoint
graphs each of size at most f(ε)O(1/ε) by deleting at most εn/3 edges. Let L = {L1, . . . ,Lu} be a
partition of L such that each Lj contains the vertices of one of the disjoint subgraphs. Then
tr
H⊗
i∈H
pii ⊗
⊗
j∈[u]
σLj
 ≤ tr(Hpi) + 18d(6 ln(d)
f(ε)
)1/2
+ ε/3 ≤ tr(Hpi) + ε/2 (83)
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Therefore it suffices to estimate
max
ψH1 ,...,ψHk ,ψL1 ,...,ψLu
〈ψH1 , . . . , ψHk , ψL1 , . . . , ψLu |H|ψH1 , . . . , ψHk , ψL1 , . . . , ψLu〉 (84)
to within error ε/2.
For this goal for each i ∈ H and Lj we consider a δ-net on Cd˜, with d˜ the dimension of the
space on i or Lj . It is given by a set Tδ of less than (5/δ)2d˜ ≤ exp(O(ln(1/δ) exp(O(f(ε)O(1/ε)))))
states |φk〉 such that for all |ψ〉 ∈ Cd˜ there is a k such that ‖ψ − φk‖1 ≤ δ. We have
min
{ψi}i∈H,{ψLj }j∈[u]
tr(H(
⊗
i∈H
ψi ⊗
⊗
j∈[u]
ψLj )) ≤ min{ψi∈Tδ}i∈H,{ψLj∈Tδ}j∈[u]
tr(H(
⊗
i∈H
ψi ⊗
⊗
j∈[u]
ψLj ))− 2δ
(85)
Therefore we can solve the problem by performing the optimization only over Tδ for a sufficiently
small δ. Under this restriction the problem becomes the minimization of the ground-state energy of
a classical Hamiltonian (with |Tδ| possible values for the spin in each site) over a planar graph and
it follows from [13] that one can obtain a ν-additive approximation for this problem in polynomial-
time for all ν > 0. Finally we take δ = ε/6 and ν = ε/6, so that our total error is ≤ ε. uunionsq
8 Proof of Theorem 13
The next lemma is an easy corollary of a result of Gharibian and Kempe [39], who used it to give
a polynomial-time algorithm achieving a d−k+1-approximation for the problem of computing the
maximum eigenvalue of dense k-local Hamiltonians on d-dimensional particles.
Lemma 23. For all ε > 0 there is a polynomial-time algorithm for dense k-local Hamiltonian H that
outputs a product state assignment with value at most ε larger than
min
ψ1,...,ψn
〈ψ1, . . . , ψn|H|ψ1, . . . , ψn〉. (86)
Proof. Given a Hamiltonian H ′ = l−1
∑l
j=1Qj with 0 ≤ Qj ≤ id, Theorem 4 of
Ref. [39] gives an algorithm for computing a (1 + ε)-multiplicative approximation of
max|ψ1,...,ψn〉〈ψ1, . . . , ψn|H ′|ψ1, . . . , ψn〉. Let H = l−1
∑l
j=1Hj , with ‖Hj‖ ≤ 1, and define
H ′ = I − l−1∑lj=1Hj = l−1∑lj=1(I − Hj). As max|ψ1,...,ψn〉〈ψ1, . . . , ψn|H|ψ1, . . . , ψn〉 = 1 −
max|ψ1,...,ψn〉〈ψ1, . . . , ψn|H ′|ψ1, . . . , ψn〉, we find that we can estimate the L.H.S. within additive
error ε using the (1 + ε)-multiplicative approximation of the second term of the R.H.S.. uunionsq
We now turn to the main result of this section.
Theorem 13 (restatement). For every ε > 0 there is a polynomial-time algorithm such that, given a dense
k-local Hamiltonian H , computes a number x such that e0(H) ≤ x ≤ e0(H) + ε.
Proof. We will prove that there is a product state |ψ1〉 ⊗ . . .⊗ |ψn〉 such that
〈ψ1, . . . , ψn|H|ψ1, . . . , ψn〉 ≤ e0(H) +O(n−1/4). (87)
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The result then follows from Lemma 23.
To prove Eq. (87) we use Theorem 17. Let ρ := |ψ0〉〈ψ0| be the projector onto a ground state of
|ψ0〉. Then, given an integer t, we find that there are sites j1, . . . , jm such that
E
a1...,am
E
i1...,ik
∥∥∥ρQi1 ...,QikXj1=a1,...,Xjm=am − ρQi1Xj1=a1,...,Xjm=am ⊗ . . .⊗ ρQikXj1=a1,...,Xjm=am∥∥∥1
≤
√
4 ln(d)(18d)kk2
t
, (88)
where we used the convexity of x 7→ x2. Define
pi := ΛQj1 ⊗ . . .⊗ ΛQjt (ρ) =
∑
a1,...,at
p(a1, . . . , at)|a1, . . . , at〉〈a1, . . . , at| ⊗ pia1,...,at , (89)
with p(a1, . . . , at) := tr(Ma1 ⊗ . . .MatρQj1 ...,Qjt ) and pia1,...,at the post-selected state on the remain-
ing sites after measuring sites Qj1 . . . , Qjm of ρ and obtaining outcomes a1, . . . , at. Also define the
fully separable state
σ :=
∑
a1,...,at
p(a1, . . . , at)|a1, . . . , at〉〈a1, . . . , at| ⊗ piQi1a1,...,at ⊗ . . .⊗ pi
Qil
a1,...,at , (90)
with {i1, . . . , il} = [n]\{j1, . . . , jm}. On one hand we have
tr (Hpi) ≤ e0(H) + t
n
. (91)
On the other hand by Eq. (88),
E
i1...,ik
‖piQi1 ,...,Qik − σQi1 ,...,Qik‖1 ≤
√
4 ln(d)(18d)kk2
t
+
t
n
(92)
Thus
tr(Hσ) ≤ tr (Hpi) +
√
4 ln(d)(18d)kk2
t
≤ e0(H) + 2 t
n
+
√
4 ln(d)(18d)kk2
t
. (93)
Choosing t =
√
n gives the result.
uunionsq
9 SDP hierarchies for the ground-state energy on graphs with low
threshold rank
In this section, we analyze the use of the Lasserre hierarchy for lower-bounding the ground-state
energy of a Hamiltonian and prove Theorem 14.
Definition of the hierarchy: Given a Hamiltonian H ∈ Wk (in fact, we will consider here only
H ∈W2), we will minimize M(H, I) over bilinear functions M : Wk ×Wk → R satisfying
M(I, I) = 1 (94a)
M(X,Y ) = M(X ′, Y ′) whenever XY = X ′Y ′ (94b)
M(X,X) ≥ 0 ∀X ∈Wk (94c)
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Of course M can be represented as a matrix of dimension ≤ (nk)d2k, and the optimization over M
can be performed by semidefinite programming, since it suffices to check Eq. (94b) on a basis for
Wk and Eq. (94c) is equivalent to the condition that M  0.
To see that this is indeed a relaxation of the original problem, we observe that if ρ ∈ D((Cd)⊗n)
then M(X,Y ) := tr(ρXY ) is a valid solution. Clearly it satisfies the normalization constraint (94a)
and the constraint (94b) thatM(X,Y ) depends only onX,Y . For the PSD constraint (94c), observe
that for any X ∈Wk we have M(X,X) = tr(ρX2) ≥ 0, since ρ,X2 are both PSD.
Since M(X,Y ) depends only on XY , we abuse notation and write M(XY ) := M(X,Y ). In-
deed, an equivalent formulation of the hierarchy is that we specify all reduced density matrices
of ≤ 2k systems. However, in this formulation, the condition that M is PSD is less transparent. It
will turn out that this global PSD constraint is crucial. Classically a similar situation holds when
this hierarchy (there known as the Lasserre hierarchy) is applied to combinatorial optimization
problems. In this case, dropping the global PSD condition results in a linear program (the Sherali-
Adams relaxation) expressing only the condition that the marginal distributions be compatible.
(In the quantum case, semidefinite programming is still required even to properly define the
marginals.) It is known that this weaker form of optimization requires k = Ω(n) to give good
approximations of many CSPs [25, 18]; and indeed such negative results are also known for the
Lasserre hierarchy [68]. On the other hand, in [14] the Lasserre hierarchy was shown to give good
approximations of 2-CSPs on graphs with low threshold-rank. These are defined as graphs for
which the threshold rank rankλ, defined as the number of eigenvalues with value larger than λ, is
bounded.
Theorem 14 will follow by an adaptation of the techniques of [14]. In fact our algorithm for
estimating the ground-state energy is essentially the same as the Propagation Sampling algorithm
(Algorithm 5.5) of [14]. The main new element is our introduction of state tomography.
Imagine that we measure each qudit with an informationally-complete POVM Λ with d˜ :=
poly(d) outcomes, corresponding to measurement operators {E1, . . . , Ed˜}. The outcomes of these
POVM yield exactly the same information as M , and thus constitute an equivalent optimization.
However, the outcomes of these measurements can be interpreted (using the language of [14]) as
2k-local random variables with range [d˜]. This terminology means that for any i1, . . . , i2k ∈ [n] we
can define a probability distribution pXi1 ···Xi2k and that the marginals of these distributions are
consistent for overlapping sets. We let Xi (for i ∈ [n]) denote the random variable correspond-
ing to the measurement of qudit i, and for each x ∈ [d˜] let Xi,x = 1{Xi=x} be the indicator R.V.
corresponding to a particular outcome of the measurement. We will abuse notation and call p a
probability distribution with the understanding that only its marginals on ≤ 2k systems are ac-
tually defined. Since Λ is informationally complete, p carries exactly the same information as M
does.
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Algorithm 24 (Quantum Propagation Sampling, based on Algorithm 5.5 of [14]).
Input: A matrix M that is a valid solution to Eq. (94).
Output: A product state σ = σ1 ⊗ · · · ⊗ σn.
1. Choose m ∈ {0, . . . , 2k − 1} at random.
2. Choose i1, . . . , im ∈ [n] randomly with replacement, and set S = {i1, . . . , im}.
3. Sample an outcome xS = (xi1 , . . . , xim) with probability pXS (xS).
4. Let p|XS=xs be the 2k−m-local distribution resulting from conditioning on the outcome XS = xS .
5. For every qudit i ∈ [n]\S, set σi to be the unique density matrix that fits the measurement outcomes
pXi |XS=xS ; i.e. σi = Λ−1(pXi |XS=xS ).
6. For each i ∈ S, set σi arbitrarily.
Theorem 14 (restatement). Let G be a graph, and H = E(i,j)∼GHi,j a 2-local Hamiltonian on n qudits
with each ‖Hi,j‖ ≤ 1. Then it is possible to estimate the ground-state energy of H to within additive error
 in time exp(poly(d/) rankpoly(/d)(G)) · poly(n). If there exists a measurement {Ax} (i.e. Ax ≥ 0 and∑
xAx = I) and a set of permutations pii,j such that each Hi,j = −
∑
xAx ⊗ Apii,j(x) then the algorithm
will run in time exp(log(d/)) · poly(n).
Proof. We will prove that Algorithm 24 achieves the error bound claimed by Theorem 14. First, we
need to argue that step 5 always produces legal density matrices. To see this, observe that M can
be used to define an m + 1-partite density matrix ρS∪{i} satisfying tr(ρS∪{i}X) = M(XQSQi) for
any operator X on (Cd)⊗m+1. Then we see that pXS (xS) = tr(ρS∪{i}(E
Qi1
xi1
⊗ . . .⊗ EQimxim ⊗ I)) and
σi = trS(ρ
S∪{i}(EQi1xi1 ⊗ . . .⊗E
Qim
xim ⊗ I))/pXS (xS). This is simply the state resulting from obtaining
measurement outcomes xi1 , . . . , xim on systems i1, . . . , im, and thus must be a valid density matrix.
Now we argue that tr(Hσ) ≈ M(H). This will use the analysis of a closely related algorithm
in [14]. Theorem 5.6 of [14] states that if p is the set of measurement outcomes induced from M
and q is the product distribution on measurement outcomes produced by step 4 of Algorithm 24
(i.e. q =
⊗
i p
Xi |XS=xS ), then under certain conditions, we have
E
(i,j)∼G
‖pXiXj − qXiXj‖1 ≤ δ. (95)
Those conditions are that:
k ≥ C d˜
δ4
rankΩ(δ/d˜)2(G) (96)
(Covp|XS=xS (Xiy, Xjz))iy,jz is PSD for any S, xS (97)
Satisfying (96) will simply require taking k large enough. For Eq. (97), we consider an arbitrary
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vector v ∈ R(n−m)d˜, define Z = ∑i∈[n]\S∑y∈[d˜] vi,yEXiy and observe that∑
i,j∈[n]\S
∑
y,z∈[d˜]
vi,yvj,z Covp|XS=xS (Xiy, Xjz) (98)
=
∑
i,j∈[n]\S
∑
y,z∈[d˜]
vi,yvj,z
M(EXSxS E
Xi
y E
Xj
z )M(EXSxS )−M(EXSxS EXiy )M(EXSxS E
Xj
z )
M(EXSxS )
2
(99)
=
M(Z2EXSxS )M(E
XS
xS
)−M(ZEXSxS )2
M(EXSxS )
2
(100)
= M ′(Z2)−M ′(Z)2. (101)
To obtain this final simplification, we define a functional M ′ that acts on 2k−m-local operators on
systems [n] \ S by
M ′(Y ) :=
M(EXSxS Y )
M(EXSxS )
. (102)
We claim that M ′ satisfies (94). Eqs. (94a) and (94b) are straightforward to verify. For Eq. (94c), we
use the fact that Ex are all rank-1 projectors and EXSxS and Y act on disjoint systems to obtain
M ′(Y 2) =
M((
√
EXSxS Y )
2)
M(
√
EXSxS
2
)
≥ 0. (103)
Finally we set Y = Z −M ′(Z)I in Eq. (101) to complete the proof of Eq. (97). This establishes Eq.
(95).
To relate this to quantum states, define ρij to be the two-qudit density matrix satisfying
tr(MXQiQj ) = tr(ρi,jX). The objective value of the SDP is E(i,j)∼E tr(ρi,jHi,j) ≤ e0(H), so we
will complete our proof by arguing that ρi,j ≈ σi ⊗ σj . Observe that pXiXj = Λ⊗2(ρi,j) and
qXiXj = Λ(σi)⊗ Λ(σj). Thus ‖ρi,j − σiσj‖1 ≤ 18d‖pXiXj − qXiXj‖1 and
tr(Hσ)−M(H) = E
(i,j)
tr(Hi,j(σi ⊗ σj − ρi,j)) (104)
≤ E
(i,j)
‖σi ⊗ σj − ρi,j‖1 (105)
≤ 18d E
(i,j)
‖qXiXj − pXiXj‖1 (106)
≤ 18dδ (107)
We complete the proof by setting δ = /18d.
Finally, for the special case where Hi,j is of the form −
∑
xAx ⊗ Apii,j(x), Ref. [14] shows that
Eq. (96) can be replaced by the condition that k ≥ poly(1/). In this case, we let p be the dis-
tribution resulting from measuring each system according to {Ax}; i.e. p(Xi1 = xi1 , . . . , Xim =
xim) = M(A
Qi1
xi1
⊗ · · ·⊗AQimxim ). Then [14] shows not that ‖pXiXj − qXiXj‖1 is small, but instead that∑
x |pXiXj (x, pii,j(x))−qXiXj (x, pii,j(x))| is small. Since this is all we need to bound tr(Hσ)−M(H),
we obtain the desired bound. uunionsq
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10 Proofs of de Finetti theorems without symmetry
Theorem 15 (restatement). Let pX1...,Xn be a probability distribution on Σn, for a finite set Σ. Let~i =
(i1, . . . , ik),~j = (j1, . . . , jm) be random disjoint ordered subsets of [n], and let ~x = (x1, . . . , xm) be
distributed according to pX~j := pXj1 ...Xjm . Define pX~j=~x to be the conditional distribution resulting from
taking Xj1 = x1, . . ., Xjm = xm, and define p
X~i
X~j=~x
to be the Xi1 , . . . , Xik marginal of this distribution.
Then for every integer t ≤ n− k there is an integer m ≤ t such that
E
~j=(j1,...,jm)
~x=(x1,...,xm)
E
~i=(i1,...,ik)
∥∥∥pX~iX~j=~x − pXi1X~j=~x ⊗ · · · ⊗ pXikX~j=~x∥∥∥21 ≤ 2k2 ln |Σ|t , (108)
Proof. By the chain rule of mutual information (Eq. (25) of Lemma 18):
I(Xi1 . . . , Xik : Xj1 , . . . , Xjt) = I(Xi1 . . . , Xik : Xj1) + . . .+ I(Xi1 . . . , Xik : Xjt |Xj1 . . . Xjt−1).
(109)
Taking the expectation over i1, . . . , ik, j1, . . . , jt:
E
j1,...,jt
E
i1,...,ik
I(Xi1 . . . , Xik : Xj1 , . . . , Xjt) (110)
= E
j1,...,jt
E
i1,...,ik
I(Xi1 . . . , Xik : Xj1) + . . .+ E
j1,...,jt
E
i1,...,ik
I(Xi1 . . . , Xik : Xjt |Xj1 . . . Xjt−1).
Thus there is a m ≤ t such that (relabeling jm to ik+1)
E
j1,...,jm−1
E
i1,...,ik+1
I(Xi1 . . . , Xik : Xik+1 |Xj1 . . . Xjm−1)
≤ 1
t
E
j1,...,jt
E
i1,...,ik
I(Xi1 . . . , Xik : Xj1 , . . . , Xjt)
≤ k log |X|
t
, (111)
where the last inequality follows from Eq. (30).
Finally, from Eqs. (26) and (27):
E
j1,...,jm−1
E
i1,...,ik+1
I(Xi1 : . . . : Xik+1|Xj1 . . . , Xjm−1)
= E
j1,...,jm−1
E
i1,...,ik
(
I(Xi1 : Xi2 |Xj1 . . . , Xjm−1) + . . .+ I(Xi1 . . . Xik : Xik+1 |Xj1 . . . , Xjm−1)
)
≤ k E
j1,...,jm−1
E
i1,...,ik+1
I(Xi1 . . . Xik : Xik+1 |Xj1 . . . , Xjm−1)
≤ k
2 ln |X|
t
. (112)
The statement then follows by applying Pinsker’s inequality (Eq. (29) of Lemma 18) to the quantity
I(Xi1 : . . . : Xik |Xj1 . . . , Xjm−1). uunionsq
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11 Open Problems
There are several open problems related to the results of this paper.
• We start listing open problems mentioned before in the paper: To prove conjecture 9 in sec-
tion 2.1.3, to improve the dependence on k in Theorem 17 from dk to poly(k), to obtain a
generalization of Theorem 17 for the local norm (see discussion in section 2.3), and to obtain
a generalization of Theorem 6 for non-regular graphs.
• An important open question is whether the quantum PCP conjecture holds true. We believe
the results of this paper put into check the validity of the conjecture. At least they show that
a quantum analogue of the PCP theorem in conjunction with parallel repetition of 2-CSPs
(in order to increase the degree of the constraint graph, but without the need to amplify the
gap as in Raz’s theorem [64]; see the proof of Proposition 10) is false. Hence it emerges as a
interesting problem whether there is a meaningful notion of parallel repetition for quantum
CSPs. Note that parallel repetition of CSPs involves massive copying of the variables. This
is the reason why we do not know how to generalize it to the quantum case, where the
assignment is a highly entangled state and thus there is no clear notion of copying of the
variables.
• There has been some recent activity in the complexity of the local Hamiltonian problem
for commuting Hamiltonians [43, 23, 69, 4, 42]. On one hand it is possible that the prob-
lem is always in NP, even for estimating the energy to inverse polynomial accuracy. On
the other hand, it is possible that it is QMA-hard to obtain a constant error approximation
to the ground-state energy, settling the quantum PCP conjecture in the affirmative. For 2-
local commuting Hamiltonians Bravyi and Vyalyi proved that the problem is always in NP
by C∗-algebraic techniques [23]. Later these techniques were generalized to more general
Hamiltonians in [69, 4, 43]. Can this approach be combined with the methods of this paper
to give a disproof of the quantum PCP conjecture for commuting Hamiltonians? One chal-
lenge would be to develop similar techniques for k-local Hamitonians with k ≥ 3, since this
is the relevant case for commuting Hamiltonians 10.
• Can we get in NP an approximation to the ground energy within small error of general
k-local Hamitonians on very good small-set expander graphs? This would be a common
generalization of Theorem 8 (which establishes that for 2-local models) and Aharonov and
Eldar result [4] for commuting k-local models.
• We have mentioned that our work is in the spirit of the mean-field approximation, and can be
seen as a generalization of mean-field to Hamiltonians where different edges carry different
interactions. Mean-field theory, however, is more than merely approximating states with
product states. For example, there is a well-understood theory of corrections to mean-field
theory, in which a tensor power state is viewed as a vacuum and fluctuations are viewed
as bosonic excitations (see e.g. [66]). It would be interesting to have a systematic method of
computing corrections to our product-state approximation for high-degree graphs.
10While for addressing the general quantum PCP conjecture it suffices to consider 2-local models (since one can
apply perturbation theory to reduce the general case to 2-local Hamiltonians [22]), this is not the true for commuting
Hamiltonians, since we do not have perturbation-theory gadgets that preserve commutativity.
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• Finally it would be interesting to developed information-theoretic tools to analyse the per-
formance of variational ansatz beyond product states. For example, what is the power of
constant-depth circuits applied to product states (see [36])? Can information-theoretical
methods give new results in this direction?
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