This study compares the effectiveness and robustness of multiclass categorization of Amazon product data using transfer learning on pre-trained contextualized language models. Specifically, we fine-tuned BERT and XLNet, two bidirectional models that have achieved state-of-the-art performance on many natural language tasks and benchmarks, including text classification. While existing classification studies and benchmarks focus on binary targets, with the exception of ordinal ranking tasks, here we examine the robustness of such models as the number of classes grows from 1 to 20. Our experiments demonstrate an approximately linear decrease in performance metrics (i.e., precision, recall, F1 score, and accuracy) with the number of class labels. BERT consistently outperforms XLNet using identical hyperparameters on the entire range of class label quantities for categorizing products based on their textual descriptions. BERT is also more affordable than XLNet in terms of the computational cost (i.e., time and memory) required for training. In all cases studied, the performance degradation rates were estimated to be 1% per additional class label.
Introduction
Classification involves the prediction of one outcome from two or more possible discrete outcomes. A classification model predicts the probabilities of different possible outcomes of a categorically distributed dependent variable for a set of independent variables as input. Binary classification involves two possible outcomes, whereas multinomial (i.e., multi-class) classification involves three or more possible outcomes. Such models are based on the assumption of independence of irrelevant alternatives (McFadden, Tye, and Train 1977) , implying that the probability of preferring one class over another does not depend on the presence or absence of other irrelevant alternatives. For example, adding the class label Beauty would not affect the model's relative output probabilities for classifying the example to be labeled under other categories. In practice, this assumption can be violated * Equal contribution, alphabetically by last name. A.W. proposed fine-tuning BERT and XLNet under identical hyperparameters on Amazon data to evaluate multi-class text classification performance and implemented the initial codebase. X.L. extended the codebase and performed comprehensive research, experiments and analyses. when a newly introduced class label correlates with any of the existing labels, e.g. Beauty vs. Health and Personal Care, as a given product may reasonably be multi-labeled. Since many interesting classification problems can involve a plethora of class labels for categorization, it is important to understand how the number of classes affects model performance.
Intuitively, one would expect a classification model's performance to decrease as the number of classes increases. After all, it would be more challenging even for humans to pick the right choice among more available options to categorize an item. Despite what we would imagine is a commonly occurring scenario, there is a dearth of studies or literature that closely examines the robustness of a certain model as the number of classes increases.
Background and Related Work
Existing studies that compare the performance of different models in multi-class categorization problems usually only examine a chosen couple high number of classes (Uglov et al. 2008; Chamasemani and Singh 2011; Hasan et al. 2016 ). With such few data points, we would not be confident in extrapolating a trend or judging the performance between different models and parameters. As we show in this work, Model A might outperform Model B at a certain number of class labels but might underperform by adding or removing just one or two class labels (see Figs. 1 and 2). To conduct a comprehensive study, one would need machine learning models that can independently achieve high performance on each of the individual class labels. Applying transfer learning to state-of-the-art pre-trained models can be a feasible approach. Here we thus report on our experiments involving multi-class categorization by fine-tuning pre-trained contextualized language models to classify e-commerce products based on their textual descriptions on Amazon.
BERT and XLNet are two models that have recently achieved high performance on many natural language benchmarks, including text classification for positive and negative sentiments and ratings (Devlin et al. 2018; ). BERT-based models have lead the score boards for many NLP benchmark tasks since October 2018. More recently in June 2019, XLNet was shown to outperform BERT-related models on SQuAD, GLUE, RACE and 17 datasets, achieving record results on a total of 18 tasks. Only one month later in July 2019, an improved model called RoBERTa was demonstrated based on BERT with more training and removing an unnecessary training task (i.e., next-sentence prediction) . With RoBERTa, the effect of data supply and hyperparameters were compared between XLNet and BERT, raising the question of whether one model is better than the other. In this study, we evaluated both models trained with fixed data supply and hyperparameters (e.g. learning rate, batch size, training steps etc.). The robustness of BERT and XLNet on multinomial classification was evaluated by categorizing textual product descriptions into product categories using Amazon product data (McAuley et al. 2015) .
BERT stands for Bidirectional Encoder Representations from Transformers. This model learns deep bidirectional representations from unlabeled text by jointly conditioning on both left and right contexts in all layers. BERT's pretraining includes the Masked Language Model (MLM) where some of the tokens in the input are randomly masked for the model to predict the vocabulary id of the masked tokens given both left and right contexts. BERT also utilizes a nextsentence prediction task to train text-pair representations, which was demonstrated by RoBERTa to be unnecessary and disadvantageous for certain tasks. In this paper, we adopted the pre-trained BERT base model that includes 12 layers of a bidirectional transformer encoder (Vaswani et al. 2017 ) each with a hidden size of 768 units and 12 self-attention heads to comprise a total of 110 million parameters. The first token of each sequence inputted into the model is always a special token: [CLS] . The final hidden state of this token is treated as the final aggregate sequence representation of the sequence for the final classification.
XLNet is a generalized autoregressive pre-training model. Instead of relying on masking the input to train the fused representation for the left and right contexts as in BERT, XLNet learns the bidirectional context by maximizing the expected log likelihood over all permutations of the factorization order. As the permutations can make the tokens from both the left and right contexts available at one side of the positions, XLNet overcomes the limitations of traditional autoregressive models that can be only trained unidirectionally to represent context and then concatenate them. It also avoids potential pretrain-finetune discrepancy caused by data corruption from masking tokens in BERT. Though permutated, XLNet encodes the positions to keep the positional information. XLNet adopts the recurrence mechanism and relative positional encoding scheme of Transformer-XL to learn dependency beyond a fixed length and reparameterizes it to remove the ambiguity of the factorization order.
Given a set of target tokens T and a set of non-target tokens N = x\T , BERT and XLNet both maximize log p(T | N ) but with different formulations: where T <x denote tokens in T that have a factorization order prior to x. We extended both pre-trained models by adding a softmax layer with the appropriate number of class outputs, K, to the final layer of the pre-trained models, resulting in output probabilities for the j th class according to
where K ∈ [1.
.20], q is the output from the final layer of the pre-trained model that is input into the softmax function, and w is the weight parameter to be trained.
Experimental Methods
We fined-tuned the publicly available base models for BERT and XLNet (i.e., BERT-Base and XLNet-Base, respectively) with the above modifications for text classification on up to 20 different class labels. Both models have 12 transformer layers each with a hidden size of 768 units and 12 self-attention heads.
For each additional class label, we added 5000 randomly sampled textual descriptions from the j th category in the order shown in Table 1 . A random 10% of all resulting samples were further held out for testing purposes and excluded from training. Although a product might reasonably fall under multiple categories and sub-categories, only the highest level label is used as the target. We only included descriptions with more than five characters to ensure sufficient textual information for the model inputs.
For tokenization, we used BERT's pre-trained WordPiece tokenizer (Wu et al. 2016 ) and XLNet's pre-trained Senten- , and then trained it on an Nvidia Tesla T4 GPU for n training steps, which is given by
where the hyperparameters f , N samples , N epochs , and B are the train-test split ratio, number of samples per class, number of epochs, and mini-batch size, respectively, defined in Table 2 .
Having sampled balanced data from each class j to avoid bias, we evaluated both models in terms of the macroaveraged precision, recall, F 1 score, and accuracy (Sokolova and Lapalme 2009) of the test set. To compute the macroaverage, we first computed the metrics for each class. An example for K = 20 is shown in Fig. 1 . For class j, the precision, recall and F 1 score are calculated respectively as
where T P j denotes the number of true positive predictions, F P j denotes the number of false positive predictions and F N j denotes the number of false negative predictions for class j. We then calculated the average of the precisions, recalls and F 1 scores over all the classes as the macro-averaged precision, recall and F 1 score. The formulas with K total classes are respectively
and the accuracy of the test set is calculated as
(11) Figure 1 : XLNet precisions, recalls, and F 1 scores of each category before averaging for K = 20.
Results and Discussion
All performance metrics on the test set decreases approximately linearly as the number of classes increases (Fig. 2) . For completeness, the trivial case of a single class is included. The linearly decreasing trend suggests that the probability of incorrectly categorizing an item is proportional to the number of classes, i.e. p(y = j|x j ) ∝ K.
(12) By applying fitted lines using this relationship, we can therefore define a performance degradation rate of approximately 1% per additional class for all the models studied here.
Since we used balanced data for each class, the macroaveraged recall should equal accuracy. However, due to rounding and floating point precision, negligible differences exist. It is also not surprising to see that the precisions and F 1 scores are similar to the accuracies. The linearly decreasing trend is preferable over an otherwise faster decreasing function, such as an exponential decay. However, it is possible that the initial linear trend can become non-linear with more classes.
Fitted lines result in coefficients of determination (R 2 ) close to 1, which indicate good fits in the range of interest. However, the dispersion of the data points appears to Figure 2: Macro-averaged precision, recall, F 1 score, and accuracy of the test set versus the number of classes K for pre-trained BERT-Base and XLNet-Base language models fine-tuned for multi-class categorization. For completeness, the trivial case of a single class is included.
increase with the number of classes. Extrapolating performance would be therefore less accurate with higher number of classes. Deviations from the fitted line could be due to a variety of factors, including underfitting, overfitting, violating the assumption of independence of irrelevant alternatives as described above, and multi-label tendencies of a particular class.
Multi-label tendencies refers to an item reasonably having more than one label. Since this study is strictly multi-class categorization, the models have to choose one label for each item even if there is definition overlap between two or more class labels. For example, there could be items appropriately labeled as either Health and Personal Care or Beauty. We defer the topic of multi-label classification to future studies and will not discuss the issue further here.
Some classes perform more poorly than others, dragging down the macro-averaged metrics below the fitted line. As shown in Figs. 2 and 3, this is most evident when K = 11 and K = 13. A simple reason is that the respective latest included categories are more difficult to predict, i.e. Health and Personal Care and Sports and Outdoors (Fig. 1) . Both BERT and XLNet exhibit the same trends, though BERT outperforms XLNet on all performance metrics over the entire range of class label quantities (Fig. 2) . We show that a more performant model can reduce this discrepancy by reproducing the experiments described above on XLNet-Large (see Fig. 3 ).
XLNet-Large is a much larger model than either XLNet-Base or BERT-Base, containing 24 transformer layers each with a hidden size of 1024 units and 16 self-attention heads. It also took approximately quadruple the time and triple the memory required for training XLNet-Base under the same experimental conditions described above. An exception was that we had to reduce the batch size to 8 to avoid memory limits. The number of training steps was maintained according to the formula described in Eqn. 4. Despite our efforts, we were unable to obtain the results for all the number of classes due to computational resource limitations. Nevertheless, XLNet-Large is more robust in terms of performance with higher number of class labels. XLNet-Large is also 3: Macro-averaged precision, recall, F 1 score, and accuracy of the test set versus the number of classes K for pre-trained BERT-Base and XLNet-Large language models fine-tuned for multi-class categorization. For completeness, the trivial case of a single class is included. Note that XLNet-Large data points were not available for all the number of classes due to computational resource limitations.
better than BERT-Base in maintaining the linear trend; for example, see K = 6 in Fig. 3 . Even with the performance boost and discrepancy reduction offered by using this larger model, however, BERT-Base remains competitive over many values of K examined.
Conclusion and Future Work
Experiments were conducted to understand the effect of including additional classes on multi-class categorization over a considerable range of class label quantities. We used identical hyperparameters to fairly compare BERT and XLNet models fine-tuned on Amazon product description data. BERT-Base outperformed XLNet-Base over the entire range studied with approximately 60% less training time and 85% less training memory. In order for XLNet to be competitive with BERT, we increased the number of parameters for the model by implementing XLNet-Large, quadrupling time and tripling memory requirements. However, BERT still remained competitive. In all cases, the models exhibited approximately linearly decreasing trends in performance metrics with the number of class labels. From the data collected in all the experiments, we estimate performance degradation rates of approximately 1% per additional class.
To improve performance further, future work can explore the hyperparameter space. The number of unique training samples per class can be increased to the tens of thousands using the same Amazon product dataset. More computational resources can be applied. For instance, BERT-Large with whole-word masking, more training steps, and larger batch sizes can be used. Multi-modal fusion models can be developed by combining our fine-tuned models with image classifiers, which can also be based on transfer learning of state-of-the-art models (Wirojwatanakul and Wangperawong 2019). Character-level models based on transformers can also be considered (Wangperawong 2018). In all cases, it would also be useful to study more than 20 classes to confirm if the linear trend persists. We have published code based on this study as open-source software called Text2Class, which is available on GitHub (Wangperawong 2019a) and the Python Package Index (PyPI) (Wangperawong 2019b).
