We consider a Borel subalgebra g of the general linear algebra and its subalgebra b which is a Borel subalgebra of the special linear algebra, over arbitrary field. Let L ∈ {g, b}. We establish here explicit realizations of the center Z(L) and semi-center Sz(L) of the enveloping algebra, the Poisson
Introduction
Let g be the Lie algebra of the upper triangular matrices with n rows and n columns with elements in an arbitrary field F of characteristic p ≥ 0. g is a Borel subalgebra of the general linear Lie algebra. For p which does not divide n, we consider its Lie subalgebra b which is a Borel subalgebra of the special linear algebra. For L ∈ {g, b}, let S(L) be its symmetric algebra, U (L) its In Section 1 we assume p > 0 and establish an explicit realization of S(g) g by generators and
relations. It is shown that S(g) g is a Cohen-Macaulay ring and it is a complete intersection ring (1.11) for p = 2. This realization leads to an explicit realization of S(b) b by generators and that
S(b)
b is a Cohen-Macaulay ring.
In Section 2, still with p > 0, we use the realizations in Section 1 and the fact that S(g) is the graded algebra of U (g), to obtain the following results: an explicit realization of Z(g), an explicit isomorphism of S(g) g onto Z(g) (thus Z(g) is a Cohen-Macaulay ring and it is a complete intersection ring for p = 2), realization of Z(b) by generators, and an explicit isomorphism of S(b) b onto Z(b)
(thereby Z(b) is a Cohen-Macaulay ring).
In Section 3, we apply reduction modulo p > 0 in conjunction with the realization of S(g) in Section 1, to obtain a realization of S(g) g , Z(g), S(b) b and Z(b) for p = 0 (that is, over fields of zero Notation F -the ground field. p -the characteristic of F (p ≥ 0). e s,t -the n × n matrix (α k,l ) such that α k,l = 0 for (k, l) = (i, j) and α i,j = 1. M -the matrix (e i,j ) 1≤i,j≤n . g -the Lie algebra of the upper triangular n × n matrices over F. g = Span F {e i,j | 1 ≤ i ≤ j ≤ n}. n -the Lie algebra of the strictly upper triangular n × n matrices over F. n = Span F {e i,j | 1 ≤ i < j ≤ n}. {n} the underlying set of n. b -a Borel subalgebra of sl n (F ). b = Span F ({n} ∪ {e i,i − e n,n | 1 ≤ i ≤ n − 1}), L -a Lie algebra.
S(L)
-the symmetric algebra of L. -the enveloping algebra of L.
Z(L)
-the center of U (L).
: (2.1, 2.2), 2.8.
Sz(L) -the semi-center of U (L). (5.1) Q(A)
-the quotient field of a domain A.
-the determinant of the k-th right upper block of M, 1 ≤ k ≤ ⌊ n 2 ⌋.
e i,i + e n−i+1,n−i+1 , 1 ≤ k ≤ h.
T k (i, j) -the determinant of the matrix which obtains from the k-th right upper block of M by replacing its i-th row with the last k-th tuple of the j-th row of M (1 ≤ i ≤ k and k + 1 ≤ j ≤ n − k). S k (i, j)
-the determinant of the matrix which obtains from the k-th right upper block of M by replacing its i-th column with the first k-th tuple of the
-the set consisting of the elements of the r-th upper diagonal of M.
-the subset of d(r) consisting of the elements which do not belong to the anti-diagonal of M. That is,d(r) = d(r) \ {e s,n−s+1 | s = 1, . . . , n}.
The Poisson center of S(g)
1.1. In this section, char(F ) = p > 0.
Generators.
This element generates the center of g.
1.3. In the sequel we shall need the following basic Lemma.
Lemma. Let X = (x i,j ) be an r × r matrix over a commutative ring A. If D ∈ Der(A) then D(det(A)) can be computed column by column. That is, if X = (X 1 , . . . , X r ) where X 1 , . . . , X r are the columns of X, then
where
Proof. The fact C(k) ∈ S(g) n is proved in [1] . Let separate the underlying set of M to six subsets as follows:
we get ad e s,t (T (k)) =
It is very easy to see that
Therefore, to complete the proof of a. we have to show that
Let M (i, r) be the (i, r)−th minor of the matrix of C(k), 1 ≤ i, r ≤ k. Using the expansion of
Note that the expression
is the expansion of the determinant by the r−th column, of the matrix which obtains from the matrix of C(k) by replacing its r−th column with its (n − k + t)−th column. Therefore, if r = t − (n − k), this expression is a determinant of a matrix with two equal columns and therefore zero. Also, the expression
is the expansion of C(k) by its (t − (n − k))−th column.
To prove b., a description of the action of ad e s,s is required. It is easy to verify that
Obviously, ad e s,s (D(k)) = 0, and
Proof.
Step 1. The field extension
is of degree p h+1 :
, hence DT (l) = 0. It follows that DM (l) = 0 and therefore
Now, DD(k) = 0, and DC(k) ∈ S(g) for if e s,t is an entry of the underlying matrix of C(k) then
De s,t = δ k,s e n−k+1,t − δ n−k+1,t e s,n−k+1 ∈ S(g).
We shall see that DT (k) ∈ S(g). Let e s,t be an entry of the underlying matrix of T k (i, j) where
Then De s,t = δ k,s e n−k+1,t − δ n−k+1,t e s,k . Therefore, De s,t ∈ S(g) if and only if s = j and t = n − k + 1, that is, if and only if e s,t is the i-th entry of the first column of the underlying matrix of T k (i, j). Apply D to T k (i, j) column by column (Lemma 1.3) and conclude
which is certainly not an element of S(g).
is of degree p for every k = 1, . . . , h.
Step 2. We proceed as in [1, Proposition 1.13] when we are dealing here with fields instead of division algebras.
Let r, i, j, k be integers such that 1
(2) If e i,j is an element of the anti-diagonal of M or lying below it, then ad S i (1, n − j + 1)(e i,j ) = 0 and
Denote by {n} the underlying set of n. So {n} = n−1 r=1 d(r). It follows that the field extension
It follows that the field extension
is of degree p ⌊ n 2 ⌋ . Therefore, the degree of
which is the degree of Q(S(g))/Q(S p (g)). By degree considerations we must have
Proof. By changing basis in g we get that
Hence
c 0 is integral over S p (g), thus the Krull dimension of the affine ring
is a polynomial ring.
Consider the polynomial ring
and the following polynomials of R (which are corresponding to relations (1)):
Let I be the ideal of R generated by f 0 and the f k (i, j)'s. Denote
Proof. The ring S p (g) g is integral over the ring S p (g)[A] (being so over S p (g)). Using (1), one
have the same quotient field. It is therefore suffices to prove that the ring S p (g)[A] is normal.
From relations (1) it follows that S p (g)[A] is generated by A * as a module over
(see step 1 of the proof of 1.7) while c(k, 1) Since c 0 ∈ Q(S p (g)), the polynomial f 0 is a prime element of
and let I 0 be the ideal of R 0 generated by the polynomials f k (i, j). From the definition of the f k (i, j)'s (1.9) it follows that R 0 /I 0 is generated by the homomorphic image of {1,
is a ring isomorphism. Hence
We shall show that the ring R/I satisfies the condition (R 1 ). Firstly, from the isomorphism
Indeed, it easy to verify that
Consider the following vectors:
ϕ k = the vector which is obtained from ϕ by replacing − → f k with ← − f k , and g(k, 1) with g(k, p − 1).
x k = the vector which is obtained from x by replacing − → t k with ← − t k , and e p k,k with e p k,n−k+1 .
We have det(∂ϕ/∂x) = −C(1)
where Y ∈ S p (g) and C(0) := 1.
Therefore, if P is an element of the singular locus of R such that I ⊂ P , then P contains one of the 2-sets {C(i)
and observe that M (k) ∈ P if and only if T (k) ∈ P ), hence contains a prime ideal of S p (g) of height 2. Consequently, P is of height > ht I + 1.
1.11. Let A be a commutative Noetherian ring (not necessarily local). We say that A is a complete intersection ring if A = R/I where R is regular ring and I is an ideal generated by an R-sequence.
This definition is customary in commutative algebra when R is local. Our definition comes from algebraic geometry; if A is the coordinate ring of a projective variety over an algebraically closed field k, then A = R/I where R is a polynomial ring over k and the vanishing homogeneous ideal I is of height codim V . Then V is the intersection of codim V hypersurfaces and I is generated by an R-sequence.
Corollary. S (g)
g is a complete intersection ring if and only if p = 2 .
1.12. Question. Is S(g) g a Gorenstein ring? (for the definition of Gorenstein ring see e.g. [6] ). For i = 1, . . . , n − 1, let ε(i, i) = e i,i − e n,n be a basis element of the Cartan subalgebra of b.
Clearly, the coefficients of e p i,j , 1 ≤ i ≤ j ≤ n (the generators of S p (g)) belong to the polynomial ring
Let us find the coefficients of c(k, l),
Explicitly (obtained by solving a system of linear equations),
By the binomial formula,
Therefore, up to scalar multiplication, the coefficients of the c(k, l)'s are the c b (k, l)'s.
So we have 1.14. Theorem. Suppose p does not divide n. The Poisson center S (b) b is generated over S p (b) 
The center of U(g)
2.1. In this section, char(F ) = p > 0. Let Z(g) be the center of the enveloping algebra U (g).
According to 1.1, we use the same notation e i,j for a typical standard basis element of g, as well for
D(k),C(k),T (k) and M (k), consider them as elements of U (g). The elements correspond to c 0 and
c(k, l) defined in 1.2 will respectively denoted by z 0 and z(k, l).
The corresponding polynomial ring of
Clearly, z 0 ∈ Z(g). The proof of Proposition 1.4, as is, shows that C(k), M (k) ∈ U (g) n and z(k, l) ∈ Z(g). In Particular, C(k) and M (k) mutually commute and therefore relations (1) hold in
2.3. The observations in 2.2 suggest that Z(g) is generated over Z p (g) by z 0 and the z(k, l)'s, and it is isomorphic to S(g) g as a commutative algebra over F . The following paragraphs is devoted to prove these facts.
2.4.
The well known facts in this paragraph are valid for any finitely generated Lie algebra L over
For a non negative integer m, let U m (L) be the linear subspace of U (L) generated by the products and we denoted it by gr u. If A is a subalgebra of U (L), the grading of A is the commutative graded
Proof. a. We set S(g) = gr U (g). Then gr Z(g) ⊆ S(g) g . Clearly, gr u p = (gr u) p for every element u ∈ U (g), and gr(e 
Hence gr Z(g) = S(g) g and gr Z(g) is generated over F by the grading of the following elements:
. The assertion follows from Lemma 2.4.
. Then I ⊆ ker ϕ due to the relations in 2.2. Hence Z(g) is a homomorphic image of R/I. The rings Z(g) and R/I are both domains with equal Krull 
Let us find the coefficients of z(k, l),
Since C(k) and M (k) mutually commute (Proposition 1.4a), the elements C(k) and M b (k) mutually commute. We can therefore apply the binomial formula,
Therefore, up to scalar multiplication, the coefficients of the z(k, l)'s are the z b (k, l)'s.
So we have 2.9. Theorem. Suppose p does not divide n. The center Z (b) is generated over Z p (b) by the
Cohen-Macaulay ring. Let h be a Lie subalgebra of L generated by a subset of B and denote by h p (φ) the corresponding Lie subalgebra over φ. Suppose we have following property as well:
such that from some prime p on, there exist homogeneous polynomials q 1 , . . . , q m ∈ F p [y 1 , . . . , y r ], deg q i ≥ p (with respect to the y i 's) and
for every field φ of characteristic p.
In property P 2 it is crucial that s and the invariants c i do not depend in p (from some prime p on). Properties P 1 and
. This is one of the main results of the present chapter. Theorem. If L satisfies P 1 and
Proof. Since L satisfies P 1 , there exists a Lie algebra L Q having a Lie subalgebra h Q such
Clearly, V ⊆ W and they are finitely generated free Z p -modules.
We shall next show that V = W . Let f ∈ W . Since d < p, it follows from Lemma 3.2 and P 2
. . , x r ] and there exist f 0 ∈ V , h 1 ∈ W such that f = f 0 + ph 1 . Apply similar arguments to h 1 and conclude that h 1 = f 1 + ph 2 for some f 1 ∈ V , h 2 ∈ W . Similarly we can successively choose f i ∈ V (i = 1, . . . , n − 1) and h n ∈ W such that
In particular v n ∈ V . Consider the completion W with respect to the linear topology defined by the filtration {p n W |n = 1, 2, . . .}. We identify V as an Z p -submodule of W (The topology of V is the subspace topology; is the same thing as the linear topology defined by the filtration {V ∩ p n W |n = 1, 2, . . .}). Let ψ|W → W be the natural map. We have 
as polynomial rings of one variable.
Proof. Clearly, g satisfies P 1 with respect to the standard basis (e i,j ) 1≤i≤j≤n . By Theorem 1.10, for every prime p and for every field φ of characteristic p, the corresponding algebra g p (φ)
is generated over φ by the elements c 0 , e p i,j and c(k, l),
They are all homogeneous with respect to the standard basis and, the degrees of e p i,j and c(k, l) are ≥ p (deg c(k, l) = kp + l). Therefore, g satisfies P 2 . By Theorem 3.3 we have S(g)
We set S(g) = gr U (g) (see 2.4). Then gr Z(g) ⊆ S(g) g . On the other hand, 3.6. Theorem.
3.7. Remark. Theorem 3.6 can also be deduced from Theorems 1.14 and 3.3; b clearly admits 
Proof. For a linear functional λ ∈ g * , let
Apply the above Lemma with V = S(g) n and d i = ad e i,i and conclude S(g) n ⊆ S(g) g si (the transformations ad e i,i satisfy the polynomial t p − t).
Proof. Clearly, the field extension
since ad e n,1 (M (1)) ∈ S(g) while ad e n,1 (S p (g)[c 0 , C(1)]) ∈ S(g) (as in the proof of Theorem 1.7).
is of degree p since ad e k+1,k+1 (C(k + 1)) = C(k + 1) while ad e k+1,k+1 (S p [c 0 ]) = 0, ad e k+1,k+1 (C(l)) = 0 and ad e k+1,k+1 (M (l)) = 0 for 1 ≤ l ≤ k.
If n is even, the extension
is of degree p because ad e n−k,k+1 (M (k + 1)) ∈ S(g) while ad e n−k,k+1 (C(k + 1)) ∈ S(g),
follows that the field extension
is of degree p
We proceed as in [1, Proposition 1.13] and Theorem 1.7. Let r, i, j, k be integers such that
For each e i,j ∈d(r) we have (1) If e i,j is lying above the anti-diagonal of M then ad T i (i, j)(e i,j ) = 0 and 
5.2.
We use the same notation for C(k),M (k) and M b (k), consider them as elements of U (g). In particular, Sz (g) is a complete intersection ring.
b. If p = 0 then
In particular, Sz (g) is a polynomial ring of n variables. In particular, Sz (b) is a polynomial ring of n − 1 variables.
