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A duality theorem of P. Wolfe for nonlinear differentiable programming is 
extended to the nondifferentiable case by replacing gradients by subgradients. 
The dual pair is further simplified in the case that nondifferentiability enters 
only in the objective functions and then only through a positively homogeneous 
convex function. A number of previously studied probIems appear as special 
cases. 
INTRODUCTION 
The following pair of programming has been studied by Wolfe [S]: 
(P) Minimize f(x) subject to hi(x) > 0, i = I,..,, m, 
(D) Maximize f(x) - Ci z&(x) subject to 
Here f is a convex function on Rn and the hi’s are concave functions. f and 
hi are of course assumed differentiable. Furthermore a constraint qualification 
is assumed satisfied. Wolfe then proves the following: 
THEOREM. If x0 is optimal for (P) then there exists a erector u” such that (x”, u”) 
is optimal for (D). Furthermore, the two problems have the same value. 
Duality theory without differentiability has, in the general case, proceeded 
in a direction different from that indicated by Wolfe’s theorem; e.g. [2, 5, 61. On 
the other hand, some particular problems have been studied in detail very much 
in the spirit of Wolfe’s theorem; e.g., [l, 3, 41. In this paper we derive a theorem 
very much life Wolfe’s except that no differentiability is assumed. Gradients are 
replaced by subgradients. If nondifferentiability enters the problem only in the 
objective function and then via a support function a still simpler dual problems 
is derived. A number of previously studied special cases are shown to fall into 
this category. New special cases may be generated at will. 
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1. THE DUALITY THEOREM 
The starting point is a generalization of the famous Kuhn-Tucker conditions. 
We consider the following primal problem: 
PROBLEM (P). Minimizef(x) subject to g,(x) < 0, i = I ,..., VZ. Heref and gi 
are convex finite-valued functions on some finite-dimensional real inner product 
space. (Therefore they are continuous and everywhere subdifferentiable). 
We furthermore assume that the Slater condition is satisfied; i.e., that there exists 
a point s such that g,(.x) < 0 for i =-= 1,2,..., m. Then we have the following 
theorem ([5, Theorem 28.31 or [6, Sect. 10, Example I]), where 6 denotes the 
subdifferential: 
THEOREM. If s is feasible for (P) then it is optimal for (P) ;f and only tf there 
exists y in R” such that y 2 0, y’g(x) = 0, and 
Furthermore tf the gl’s are ajine we get the same conclusion zuithout assuming the 
Slater conditions satisfied. 
The last clause of this theorem as stated above is not found in either of the 
cited references but may be proved by a minor modification of the cited proofs 
or may be proved independently from the result of [7]. 
Based on this generalized Kuhn-Tucker theorem we may easily relate our 
problem (P) to the following dual problem: 
PROBLEM (D). Maximize f (<v) -+ y”g(x) subject to 
?P( 
3'20 and 0 E ;if(x) f c y;ZgJx). 
i=l 
Then we have the following analog of Wolfe’s duality theorem: 
THEOREM 1. If x0 is optimal for Problem (P) then there exists y” such that 
(x0, y”) is optimal for Problem (D). Furthermore, the two problems have the same 
extremal values. If the g,‘s are a&e this conclusion holds without assuming the 
Slater condition satisfied. 
Boof. Let (x, y) be feasible for Problem (D). Then y 3 0 and furthermore, 
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there exists v in af(~) and zii in Qi(x), i = l,..., nz such that ZI + Cyivi = 0. 
Then 
.f(xO) - [f(x) + Y’g(X)] 3 (a, x0 - x) - y’g(x) 
= - C3’&li ) 9 - x) - yfg(x) 
a c Yi[&) - g,P)l - y”&> 
== -ytg&q 3 0. 
This shows that for any (x, y) feasible for (D) 
fk1 L Y’&) G fb”). (1.1) 
Furthermore by the generalized Kuhn-Tucker theorem there exists a vector y” 
in Rma such that (x0, y”) is feasible for (D) and (~0)” g(9) = 0 so that 
.f(xO) = fb”) + (Y”)” A+“). (14 
Comparing (1) and (2) we get the conclusions of the theorem. 
2. HOMOGENEOUS FUNCTIONS 
In a number of problems studied in detail, such as those in [l, 3, 41, the 
objective function is either a positively homogeneous convex function or the 
sum of such a function and a differentiable convex function, while the constraint 
functions are differentiable. We now examine the form which the dual problem 
takes in the case. A lower semicontinuous positively homogeneous convex 
function is the support function of a closed convex set where the support 
function of C is defined by 
s(x / C) = sup((x, y) j y E C}. 
THEOREM 2. Let C be a closed comex set and let h(x) = s(x / C). Then 
Gz(x) = C n {Z 1 (2, X> = h(x)}. 
Proof. We give a very short proof based on the theory of the convex con- 
jugate. A slightly longer proof not requiring this mechanism is possible. Let 
S(- 1 C) denote the indicator function of C. Then S*(. 1 C) = s(. 1 C). Now z is 
in ah(x) if and only if h*(z) = (z, X) - h(x) [5, Theorem 23.51. But h*(z) = 
S**(z 1 C) = S(z I C). Since (,a, x) - h(x) < 00 for all x we conclude that 
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h*(z) = (z, x} - h(x) = S(z j C) h o s i an only if z lies in C and (z, x) = Id f d 
h(x) as desired. 
Sow we consider the following problem: 
PROBLEM (P’). Minimize K(X) + s(x ; C) subject tog,(x) < 0, i = 1, 2,..., WZ. 
Here k and the g,‘s are convex and differentiable functions and C is a 
compact convex set. In order to construct the dual problem we must know 
a[k(x) + s(x { C)]. This is just Vk(x) + &(x ! C) [5, Theorem 23.81. Constructing 
the dual problem as described in the preceding section we have the following: 
PROBLEM (D’). Maximize K(X) +- (w, x) + y%(x) subject to y > 0, w E C, 
(zc, X> = S(E / C), and 
0 = Cy;Vg&) + Vh(x) + w. 
We shall show that the duality theorem still holds if one of the constraints is 
removed from the dual problem. 
PROBLEM (D”). Maximize k(x) + ( w, x) + y”g(x) subject to y 3 0, w E C, 
and 
0 = x yivg&) + Vh(x) + w. 
THEOREM 3. If x0 is optimal for Problem (P’) then there exists y” and wo such 
that (x0, y”, w”) is optimal for Problem (D”). Furthermore, the two problems have 
the same extremal values. If the gi’s are a$ne this conclusion holds without assuming 
the Slater condition sat@ed. 
Proof. Suppose (x, y, w) is feasible for Problem (D”). Then 
J++) + $(X0 I C) - C&x) + (w, x> + Ytg(X)l 
> h(x0) - h(x) + (w, x0 - x) - fg(.r) 
> (W(x) + w, x0 - x) - y$g(x) (2.1) 
= - -pyi[vgi(x), x0 - x) + g&r)] 
> - MY&“) 3 0. 
(The first inequality is justified by the definition of the support function, 
and the next to last by the convexity of the g,‘s.) 
Sow to complete the proof we note that the generalized Kuhn-Tucker 
condition and the formula for subdifferentiation of s(x j C) guarantee the 
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existence of y” and ZLO such that (x0, y”, wa) is feasible for (D”), (ys)t g(x0) = 0, 
and (&, ,yn :- s(x” ~ C) so that 
k(.xO) /- (m”, x”> + (y”){ g(x”) = k(x”) + s(xO / C). (2.2) 
Comparison of (2.1) and (2.2) yields the theorem. 
Note that if x0 is an optimal solution of (P’) then both (D’) and (D”) have 
optimal solutions with x0 as the x component. We cannot conclude though that 
(D’) and (D”) are equivalent since we have no “converse duality” results. 
3. EXAMPLES 
The representation of an homogeneous convex lower semicontinuous function 
as a support function is illustrated in the following two cases, where the under- 
lying vector space is R” and the inner product is the usual one. 
(i) Let B be a positive semidefinite matrix. Then (&B~)ll* = s(x ( C) 
where 
C=(Byiy’By< 1). 
(ii) Let p and (1 be conjugate exponents; i.e., p-l + q-l = 1, p > I, 
q 2 1 with q having the value 00 if p -= 1 and vice versa. Let S be a matrix of 
appropriate dimensions and let 1, y :Jr = [x ; yi !“]l!j’. Then ~1 Sx l/r =: s(x C) 
where C =-: {S*z )( .z /lg < 1). The last result is an immediate consequence of 
the Holder inequality and (i) follows from the Schwartz inequality. If we con- 
struct Problems (P’) and (D”) using the C of (i) above we get the following dual 
pair: 
PROBLEM (P’). Minimize k(s) 7~. (x’R.x)~/~ subject tog,(r) < 0, i == 1, 2,..., m. 
PROBLEM (D”). ILIaximize k(x) -L- x’B.z i- y’g(r) subject toy > 0, z’Bz < 1, 
and 
0 == &$Gg,(x) + Vh(x) + Bz. 
This is exactly the dual pair studied in [3]. In this last paper a complicated 
constraint qualification is assumed but it is not hard to show that this condition 
is satisfied if the Slater condition is satisfied. Our Theorem 3 gives the duality 
theorem of [3] but we do not get converse duality. 
If we take C as in (ii) above we get the following pair of problems: 
PROBLEM (P’). hbnimize k(x) A 1; Sx IjT subject to g,(x) < 0. 
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PROBLE~I (D”). Maximize k(r) + xfS’z -I- y’g(x) subject toy > 0, :j z llrl < 1, 
and 0 = C y,Vg,(x) + V&c) + S%. This is exactly the dual pair studied in [4]. 
The comments about constraint qualification and converse duality made in the 
preceding example are applicable here also. It is worth noting that our duality 
theorem holds for p 22 1 while the same theorem derived in [4] requires p > I. 
To conclude we give an example of a kind of problem that has not appeared 
in the “special case” literature to date. We take a problem with the non- 
differentiable term appearing in the constraints rather than in the objective 
function. One simple example of this form is 
PROBLEM (P). Minimize f(x) subject to h(x) < 1, where f is a differentiable 
convex function and h is a positively homogeneous convex lower semicontinuous 
function. Representing h as the support function of a set C and using Theorem 2 
we get from Section 1 the following dual problem: 
PROBLEM (D). Maximize {f(x) + yh(x) - y) subject to y 3 0, w E C, 
Vf(x) + yw = 0, w E c, 
(w, x> = h(x). 
Theorem 1 is applicable to this pair of problems. 
REFERENCES 
1. D. BHATIA, A note on a duality theorem for a nonlinear programming problem, 
Management Sci. 16 (1970), 604-606. 
2. A. M. GEOFFRIAN, Duality in nonlinear programming: A simplified applications 
oriented development, SIAM Rev. 13 (1971), I-37. 
3. B. MOND, A class of non-differentiable mathematical programming problems, /. 
Math. Anal. Appl. 46 (1974), 169-l 74. 
4. B. MOND AND M. SCHECHTER, A programming problem with an L, norm in the ob- 
jective function, J. Australian Math. Sac., Vol. XIX (Series B), part 3 (1976), 333-342. 
5. T. ROCKAFELLAR, “Convex Analysis,” Princeton Univ. Press, Princeton, N.J., 1969. 
6. T. ROCKAFELLAR, ‘Conjugate Duality and Optimization,” CBMS Regional Conf. 
Series No. 16, Sot. Indust. Appl. Math., Philadelphia, 1974. 
7. M. SCHECHTER, A solvability theorem for homogeneous functions, SIAM J. Math. 
Ad. 7 (I 976), 696-701. 
8. P. WOLFE, A duality theorem for nonlinear programming, Quart. Appl. Math. 19 
(1961), 239-244. 
