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Abkürzungsverzeichnis 
CGL  Corpus geniculatum laterale 
cpi  cycles per image (Schwingungen pro Bild) 
EEG  Elektroenzephalografie 
fMRT  funktionelle Magnetresonanztomographie 
HSF  high spatial frequency (hohe Ortsfrequenzen) 
LSF  low spatial frequency (tiefe Ortsfrequenzen) 
V1  primäre Sehrinde 
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Zusammenfassung 
 
Hintergrund: Das visuelle System ist an die Wahrnehmung natürlicher Szenen 
angepasst und kann diese effizient kodieren. Ein gemeinsames Merkmal natürlicher Szenen 
ist das Abfallen des doppellogarithmischen Fourierspektrums (Amplitudenspektrum), mit 
einem Anstieg von minus zwei (1/f2-Eigenschaften). Dies wird durch hohe örtliche 
Korrelation und durch Skaleninvarianz von natürlichen Szenen hervorgerufen. 
Untersuchungen von unserer Arbeitsgruppe unter Leitung von C. Redies und J. Denzler und 
von der amerikanischen Arbeitsgruppe von D. Graham und D. Field zeigten, dass ästhetische 
gemalte Bilder ebenfalls 1/f2-Eigenschaften haben. Die Ergebnisse wurden als Hinweis 
interpretiert, dass Künstler ihre Werke an Eigenschaften des visuellen Systems anpassen. 
Bisher wurden ästhetische Bilder genutzt, die teilweise auch natürliche Szenen abbilden. Wie 
bilden Künstler aber Objekte ab, die andere Amplitudenspektren als natürliche Szenen 
besitzen? Das zeigen wir in unserer ersten Veröffentlichung anhand von Gesichtsfotografien, 
welche einen steileren Anstieg im Amplitudenspektrum besitzen.  
Der Einfluss des Fourierspektrums auf die Gesichterwahrnehmung wurde bisher mit 
bandpass-gefilterten Stimuli untersucht, welche nur einen Teilbereich des Frequenzspektrums 
enthalten. In verschiedenen Studien wurde der mittlere Frequenzbereich als besonders wichtig 
hervorgehoben. Bandpass-gefilterte Stimuli unterscheiden sich deutlich in ihrer spektralen 
Energie, weil das Fourierspektrum mit zunehmender Frequenz abfällt. Bisher wurden noch 
keine Studien durchgeführt, in welchen der Einfluss des Anstieges des Fourierspektrums auf 
die Gesichterwahrnehmung erforscht wird. In meiner Arbeit konnte ich durch Manipulation 
des Anstiegs konfundierende Störvariablen wie unterschiedliche Energie von bandpass-
gefilterten Stimuli vermeiden. Des Weiteren konnte durch diese Mannipulation der relative 
Anteil von groben und feinen Strukturen im Bild verändert werden. In unserer zweiten 
Veröffentlichung zeigten wir in einem Lernexperiment, wie das Erlernen und Erkennen 
unbekannter Gesichter durch Manipulation von 1/fp-Eigenschaften des Fourierspektrums 
beeinflusst wurde. 
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Methodik: Für die erste Veröffentlichung wurden 300 gemalte ästhetische Porträts 
von namhaften Künstlern digitalisiert. Fotografien von Gesichtern erhielten wir von der Yale- 
und der „AR Face“-Datenbank. Der Anstieg des Fourierspektrums von Porträts und 
Gesichtsfotografien wurde, wie in zuvor durchgeführten Studien unserer Arbeitsgruppe, mit 
Matlab ermittelt und verglichen. 
In der zweiten Veröffentlichung erstellten wir zwei Gruppen von Gesichtsfotografien 
mit veränderten 1/fp-Eigenschaften: Zum einen Gesichter mit steilerem Anstieg, wodurch 
grobe Strukturen verstärkt und feine abgeschwächt wurden; zum anderen Gesichter mit 
flacherem Anstieg und 1/f2-Eigenschaften mit reduzierten groben und verstärkten feinen 
Strukturen. In einem Gesichter-Lernexperiment wurden Verhaltensdaten und 
Elektroenzephalografie-Korrelate der Gesichterwahrnehmung untersucht. 
Ergebnisse und Schlussfolgerungen: Unsere erste Studie zeigte, dass ästhetische 
gemalte Porträts 1/f2-Eigenschaften haben, die denen natürlicher Szenen ähnlich sind und sich 
in dieser Hinsicht deutlich von Gesichtsfotografien unterscheiden. Die Unabhängigkeit der 
1/f2-Eigenschaften der ästhetischen Porträts von Ursprungsland, Jahrhundert und verwendeter 
Technik war ein weiterer Hinweis, dass Künstler ihre Abbildungen an 
Kodierungsmechanismen des visuellen Systems anpassen und nicht die Eigenschaften der 
Objekte abbilden, welche diese natürlicherweise besitzen. 
In dem Gesichter-Lernexperiment der zweiten Studie konnten Fotos mit verstärkten 
groben Strukturen und verminderten feinen Strukturen schlechter gelernt werden. Es zeigten 
sich langsamere Reaktionszeiten und im Elektroenzephalogramm verminderte neuro-
physiologische Korrelate der Gesichterwahrnehmung (N170, N250 und central positivity). Im 
Gegensatz dazu konnten Gesichtsfotos mit reduzierten groben und verstärkten feinen 
Strukturen sowie 1/f2-Eigenschaften, die gemalten Porträts und natürlichen Szenen ähnlich 
sind, leichter gelernt werden und es fanden sich größere neurophysiologische Korrelate der 
Gesichterwahrnehmung (N170, N250 und central positivity). Unbekannte Gesichter mit 
steilem Anstieg, welche mehr Energie im mittleren Frequenzbereich hatten, wurden 
schlechter gelernt als Gesichter mit flachem Anstieg. Dies widerspricht bisherigen 
Annahmen, dass der mittlere Frequenzbereich am wichtigsten für die Erkennung von 
Gesichtern sei.  
Es wird daraus gefolgert, dass 1/f2 Eigenschaften, wie sie bei natürlichen Szenen 
auftreten, das Erlernen und Erkennen von Gesichtern erleichtern können.
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1 Einleitung 
In der Neuroästhetik werden neurobiologische Grundlagen für die Wahrnehmung 
ästhetischer Stimuli untersucht. Insbesondere gibt es einen Zusammenhang zwischen 
Funktionsweisen des visuellen Systems und den Eigenschaften grafischer Kunstwerke. Das 
erste Experiment (siehe Kapitel 3.1) der vorliegenden Arbeit beschäftigte sich mit 
Eigenschaften im Fourierspektrum von ästhetischen gemalten Porträts, welche die Kodierung 
im visuellen System erleichtern könnten. Das zweite Experiment (siehe Kapitel 3.2) 
untersuchte die Auswirkungen dieser Eigenschaften im Fourierspektrum auf die 
Wahrnehmung von Gesichtern. Diese Arbeit liefert einen Baustein für den Zusammenhang 
zwischen elementaren Funktionsweisen des visuellen Systems und höheren kognitiven 
Funktionen am Beispiel der Gesichtserkennung, welche ihrerseits eine fundamentale 
Bedeutung für die soziale Interaktion darstellt.  
In diesem Abschnitt erörtere ich zunächst den Zusammenhang zwischen der 
Physiologie des visuellen Systems und Ortsfrequenz- und Fourieranalysen. Insbesondere wird 
die Anpassung des visuellen Systems an die Wahrnehmung natürlicher Szenen erläutert und 
Gemeinsamkeiten der Eigenschaften im Fourierspektrum natürlicher Szenen und ästhetischer 
Bilder diskutiert. Des Weiteren stelle ich die Bedeutung des Fourierspektrums für die 
Neuroästhetik und für die Gesichtswahrnehmung dar.      
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1.1 Visuelles System und Ortsfrequenz-Filtermodell  
1.1.1 Sehbahn 
Bereits in der Retina (siehe Abb. 1) werden visuelle Informationen mit 
unterschiedlicher örtlicher Auflösung verarbeitet. Zum einen legen Dichte und Größe der 
Fotorezeptoren fest, mit welcher Auflösung unterschiedliche Lichtsignale wahrgenommen 
werden. Zum anderen kommt es durch die Verschaltung zwischen Fotorezeptoren und 
nachfolgenden Zellschichten zu unterschiedlicher Ortsauflösung. 
 
 
Abb. 1 Zellulärer Aufbau der Retina. Ganglienzellen bilden das erste Neuron der Sehbahn. 
Horizontalzellen sind an der Verschaltung der rezeptiven Felder beteiligt. Modifiziert von J. 
Etzrodt nach P. Hartmann de.wikipedia.org 2009 (GFDL-Lizenz) 
 
In der Fovea centralis, dem Bereich des schärfsten Sehens erfolgt eine 1:1-
Verschaltung von einem Fotorezeptor auf eine Ganglienzelle (Prasad und Galetta 2011). In 
der Peripherie werden mehrere Fotorezeptoren mit einer Ganglienzelle verschaltet (siehe 
Kapitel 1.1.2). Ganglienzellen projizieren mit einer nahezu 1:1-Umschaltung auf Zellen des 
Corpus geniculatum laterale (CGL, siehe Abb. 2), welches retinotopisch organisiert ist.  
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Abb. 2 Sehbahn. Neuronaler Verlauf vom Auge zum Gehirn. Eine neuronale Umschaltung 
erfolgt in den Ganglienzellen der Retina, im CGL und in der primären Sehrinde. Modifiziert 
nach Guhr (2002) 
 
Die Afferenzen aus der Retina bilden nur einen kleinen Teil der synaptischen 
Verschaltung im CGL. Die Mehrheit der Afferenzen wird aus dem Nucleus reticularis thalami 
und aus dem visuellen Kortex erhalten. Dadurch werden visuelle Informationen moduliert, 
bevor sie zum Großhirn gelangen. Vom CGL projiziert die Sehstrahlung zur primären 
Sehrinde (V1) im Okzipitallappen. Auch in V1 bleibt die retinotopische Gliederung erhalten, 
wobei es zu einem starken Anstieg der Neuronenzahl und einer Überrepräsentierung der 
Fovea centralis kommt. 
1.1.2 Ganglienzellen und rezeptive Felder 
In der Retina konvergieren 108 Fotorezeptoren auf 106 Ganglienzellen. Dabei erhält 
eine Ganglienzelle visuelle Informationen von zahlreichen Fotorezeptoren, die zu einem 
rezeptiven Feld zusammengefasst werden (Prasad und Galetta 2011). Rezeptive Felder 
bestehen aus Zentrum und Peripherie (siehe Abb. 3), welche durch laterale Inhibition der 
Horizontalzellen (siehe Abb. 1) antagonistisch verschaltet sind.  
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Abb. 3 Rezeptives Feld einer „On“-Zentrum Ganglienzelle. (A) Bei Beleuchtung des gesamten 
rezeptiven Feldes gleichen sich neuronale Hemmung und Erregung aus. (B) Beleuchtung des 
Zentrums führt zu starker neuronaler Erregung. (C) Beleuchtung des Zentrums und eines Teils 
der Peripherie führt zu geringer neuronaler Erregung. Aus Prasad und Galetta (2011) 
 
Nach anatomisch-physiologischen Gesichtspunkten lassen sich hauptsächlich zwei 
Ganglienzelltypen unterscheiden, die in unterschiedlichen Signalwegen zu finden sind:  
Im magnozellulären Signalweg projizieren Parasol-Ganglienzellen, die große rezeptive 
Felder und damit eine geringe Ortsauflösung besitzen, auf magnozelluläre Schichten im CGL 
(siehe Abb. 4). Von dort gelangen diese Signale zu der Schicht 4Cα der primären Sehrinde. 
Dieser Signalweg dient der Wahrnehmung von Bewegung, grober räumlicher Auflösung und 
groben Strukturen. 
 
 
Abb. 4 Parvozelluläre und magnozelluläre Schichten des Corpus geniculatum laterale. 
Modifiziert nach Prasad und Galetta (2011) 
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Der parvozelluläre Signalweg führt zu großer Sehschärfe und ermöglicht die 
Wahrnehmung von Farben, detaillierter räumlicher Auflösung und feinen Strukturen. Dies 
wird durch Midget-Zellen ermöglicht, die im Gegensatz zu Parasol-Zellen kleine rezeptive 
Felder besitzen. Dieser Signalweg projiziert auf die Schicht 4Cβ der primären Sehrinde.Man 
geht davon aus, dass V1 aus rezeptiven Feldern besteht, die in Orientierungssäulen 
angeordnet sind (Hubel und Wiesel 1962). Sie reagieren auf die Ausrichtung einer Linie oder 
einer Kante (siehe Abb. 5). Des Weiteren können Zellen in V1 durch Informationen außerhalb 
des eigenen rezeptiven Feldes beeinflusst werden (siehe Kapitel 1.1.3, De Valois und De 
Valois 1980). 
 
 
Abb. 5 Kortikale Säulen in V1 reagieren auf eine bestimmte räumliche Orientierung. 
Modifiziert von H. G. Hinghofer-Szalkay nach Bear et al. (2007) 
 
1.1.3 Ortsfrequenz-Filtermodell des visuellen Systems  
Die örtliche Auflösung von Fotorezeptoren und ihre Organisation zu rezeptiven 
Feldern mit unterschiedlicher Größe führen dazu, dass visuelle Informationen zunächst in 
Form eines passiven Ortsfrequenzfilters verarbeitet werden (Westheimer 2001). 
Erste psychologische Experimente lieferten Hinweise, dass das visuelle System 
Informationen ähnlich einer Fouriertransformation (siehe Kapitel 7.1) in verschiedene 
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Ortsfrequenzen zerlegt (Campbell und Robson 1968). In diesem Experiment wurden Gitter 
verschiedener Frequenz mit unterschiedlich hoher Kontrastschwelle wahrgenommen (siehe 
Abb. 6). Die Autoren schlussfolgerten, dass es Kanäle für unterschiedliche Ortsfrequenzen 
gibt, welche für eine bestimmte Bandbreite selektiv sind. In Studien mit invasiver 
Mikroelektrodenableitung konnte die Ortsfrequenz-Bandbreite von Neuronen in V1 direkt 
bestimmt werden (Maffei und Fiorenti 1973). Diese Ergebnisse wurden von De Valois zu 
einem Ortsfrequenz-Filtermodell zusammengefasst, dem zufolge visuelle Informationen in 
V1 mit einem linearen Ortsfrequenzfilter in ihre Ortsfrequenz-Komponenten zerlegt werden 
(De Valois und De Valois 1980).  
 
 
Abb. 6 Kontrastsensivität für unterschiedliche Ortsfrequenzen. Die Kontrastschwelle steigt 
zunächst mit steigender Ortsfrequenz und sinkt anschließend wieder ab. □ 57 cm Abstand und 
10° Öffnungswinkel. ○ 57cm Abstand und 2° Öffnungswinkel. ▲ 285 cm Abstand und 2° 
Öffnungswinkel. cpi (cyles per image) Schwingungen pro Bild. Modifiziert nach Campbell und 
Robson (1968) 
 
In V1 entspricht die Orientierung des rezeptiven Feldes der Orientierung der 
Ortsfrequenz-Komponente. Die Größe des erregenden und hemmenden Bereichs des 
rezeptiven Feldes bedingt die Ortsfrequenz (Barlow und Olshausen 2004). Diese rezeptiven 
Felder werden auch durch parallel zum eigenen Feld verlaufende Felder beeinflusst (De 
Valois und De Valois 1980, Geisler 2008). Damit hat man ein lineares Modell für das 
rezeptive Feld, das man zum Beispiel mit Hilfe der Fouriertransformation analysieren und 
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modellieren kann. Weitere Untersuchungen zeigten jedoch zahlreiche nichtlineare Phänomene 
(Carandini et al. 2005). Demnach müssen Modelle für visuelle Informationsverarbeitung 
sowohl lineare als auch nichtlineare Phänomene berücksichtigen (Graham 2011, Carandini et 
al. 2005). 
1.2 Fourierspektrum und Kodierung natürlicher Szenen 
1.2.1 Fourierspektrum von natürlichen Szenen  
Fotographien natürlicher Szenen werden oft zur Untersuchung des visuellen Systems 
genutzt, da sie komplexe und natürliche Reize darstellen. Natürliche Szenen werden hier 
definiert als Landschaftsaufnahmen, welche keine von Menschen hergestellten Objekte und 
keine Nahaufnahmen von Pflanzen oder Tieren enthalten. Nach Simoncelli und Olshausen 
(2001) ist das sensorische System sowohl durch Evolution also auch Entwicklung an die 
Wahrnehmung der natürlichen Umgebung angepasst. Insbesondere soll das visuelle System 
natürliche Szenen mit minimaler Redundanz repräsentieren können (Field 1987, Willmore et 
al. 2011, Tolhurst et al. 2009). Daraus ergibt sich erstens die Frage nach den Mechanismen 
dieser redundanten Repräsentation (siehe Kapitel 1.2.2) und zweitens welche statistischen 
Eigenschaften natürlicher Szenen das visuelle System zur redundanten Repräsentation nutzen 
kann (siehe unten in diesem Kapitel).  
Natürliche Szenen zeichnen sich durch hohe örtliche Korrelation der Intensität aus 
(Simoncelli und Olshausen 2001). Das heißt, dass die Intensität der Pixel um einen 
bestimmten Ort sehr ähnlich ist und bei zunehmendem Abstand von diesem Ort weniger 
ähnlich ist (siehe Abb. 7). Die Korrelation der Intensität an zwei Punkten ist damit nur von 
ihrem Abstand abhängig, jedoch unabhängig von der absoluten Position. Die örtliche 
Korrelation bewirkt, dass das eindimensionale doppellogarithmische Fourierpowerspektrum 
(siehe Kapitel 7.1) natürlicher Szenen bei steigender Frequenz mit einem Anstieg von p=-2 
abfällt (1/f2–Eigenschaften, siehe Abb. 8, Burton und Moorhead 1987, Field 1987, Tolhurst et 
al. 1992, Ruderman und Bialek 1994, Simoncelli und Olshausen 2001). Man geht davon aus, 
dass diese Eigenschaft außerdem durch Skaleninvarianz unserer visuellen Umgebung 
hervorgerufen wird. Skaleninvarianz bedeutet, dass bei Ein- und Auszoomen die statistischen 
Bildeigenschaften und damit der Anstieg des Fourierspektrums des jeweiligen Bildes gleich 
bleiben. 
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Abb. 7 Örtliche Korrelation bei natürlichen Szenen. Geringer räumlicher Abstand führt zu 
hoher Korrelation. Großer räumlicher Abstand führt zu geringer Korrelation. Modifiziert nach 
Simoncelli und Olshausen (2001) 
 
 
 
Abb. 8 Eindimensionales Fourier-spektrum. Die Gestrichelte Linie zeigt einen idealen Anstieg 
von -2. Die durchgezogene Line zeigt die gemittelten Fourierspektren mehrerer natürlicher 
Szenen. Modifiziert nach Simoncelli und Olshausen (2001) 
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Neben der örtlichen Korrelation gibt es weitere gemeinsame Eigenschaften natürlicher 
Szenen wie das Orts-Zeit-Verhältnis (van Hateren und Ruderman 1998), die Farbstatistik 
(Webster und Mollon 1997, Hoyer und Hyvärinen 2000) und das Kontrast-Intensitäts-
Verhältnis (Brady und Field 2000, Frazor und Geisler 2006). Das visuelle System kann diese 
statistischen Eigenschaften zur effizienten Kodierung nutzen (siehe Kapitel 1.2.2). In dieser 
Arbeit soll der Einfluss des Anstiegs des Fourierspektrums auf das visuelle System erörtert 
werden. 
1.2.2 Effiziente Kodierung von natürlichen Szenen  
Natürliche Szenen können vom visuellen System effizient codiert werden (Graham 
und Field 2009). Dabei unterscheidet man die repräsentative, die metabolische und die Lern-
Effizienz im visuellen System. 
Repräsentative Effizienz beschreibt die Eigenschaften von Neuronen, mit geringer 
Anzahl und geringem Aufwand Stimuli zu verarbeiten. Hierzu werden Korrelationen der 
Stimuli ausgenutzt. So können beispielsweise bei der Verarbeitung natürlicher Szenen 
Informationen mit reduzierter Dimension repräsentiert werden, das heißt, dass weniger 
Neurone nötig sind oder ein reduziertes Antwortmuster vorliegt. Eine weitere Eigenschaft 
natürlicher Szenen im Gegensatz zu weißem Rauschen (siehe 1.3.2) ist, dass eine bestimmte 
Anordnung linearer Filter zu Antworten führen kann, welche keine Normalverteilung 
aufweisen. Eine starke Abweichung von der Normalverteilung führt zu einem unabhängigen 
Code (Graham und Field 2009). Bei einem unabhängigen Code repräsentieren möglichst 
wenige Neuronen die gleichen Informationen, so dass eine große Anzahl der Neuronen 
inaktiv und nur wenige aktiv sind. Diese Eigenschaft der Kodierung wird auch als „sparse 
coding“ bezeichnet. Neuronale Netze des primären visuellen Kortex sind an Redundanz von 
natürlichen Szenen angepasst und können diese „sparse“ repräsentieren (Hoyer und 
Hyvärinen 2000, Tailor et al. 2000, Wachtler et al. 2001, Lee et al. 2002, Caywood et al. 
2004, Olshausen und Field 1996). „Sparseness“ konnte ebenfalls bei Untersuchung von 
Neuronen im visuellen Cortex von Frettchen (Tolhurst et al. 2009) und Primaten gezeigt 
werden (Vinje und Gallant 2000, Vinje und Gallant 2002, Willmore und Tolhurst 2001, David 
et al. 2004, Willmore et al. 2011).  
Metabolische Effizienz beschreibt die Kosten der Kodierung, wie sie z.B. durch 
Aktionspotentiale hervorgerufen werden. Nach Attwell und Laughlin (2001) und Lennie 
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(2003) führen metabolische Kosten im Vergleich zu verfügbaren metabolischen Reserven 
dazu, dass die Frequenz von Aktionspotentialen auf unter 1Hz beschränkt ist. Demnach wird 
Effizienz im visuellen System sowohl nach repräsentativen als auch metabolischen Gründen 
durch die reduzierte Zahl aktiver Neurone und reduzierte Aktionspotentialraten 
charakterisiert.  
Lern-Effizienz beschreibt die Eigenschaft des Nervensystems, dass es durch 
Entwicklung und Lernen entsteht. Dadurch kann es an verschiedene Aufgaben angepasst 
werden. Um zu Lernen müssen Neurone zum einen selektiv für bestimmte Eigenschaften sein 
und zum anderen dürfen sie nicht von Eigenschaften, die sich in irrelevanter Art verändern, 
beeinflusst werden. Das Nervensystem muss also über veränderbare Größen generalisieren 
können, da ein Gesicht z. B. selten in der gleichen Beleuchtung wahrgenommen wird. Ein 
streng „sparser“ Code würde ein Neuron für jedes Objekt entwickeln, auch Grossmutter-Zell-
Hypothese genannt (Barlow 1972). Allerdings würde das visuelle System dafür zu viele 
Objekterkennungs-Neurone benötigen (Gross 2002), sodass Objekterkennungsstrategien in 
ihrer „sparseness“ variieren müssen (Riesenhuber und Poggio 2000). Lern-Effizienz führt zu 
Strategien, welche von metabolischer und repräsentativer Effizienz abweichen können. 
Hierbei kommt es zu einem komplexen Zusammenspiel von angeborenen und erlernten 
Eigenschaften des Nervensystems. 
1.3 Neuroästhetik 
1.3.1 Hintergrund 
Es gibt verschiedene Vorstellungen über die Grundlagen ästhetischer Wahrnehmung. 
Dabei werden zum einen soziokulturelle Faktoren in den Vordergrund gestellt (Danto 1981, 
Goodman 1976) und zum anderen universelle Aspekte betrachtet, welche unabhängig von 
soziokulturellen Faktoren für alle Menschen gleich sind (Schelling 1907, Burke 1757, Hume 
1826, Kant 1790, Paul 1988, Adorno 1970). Der Begriff „ästhetische Bilder“ wird von mir 
wie bei Redies (2008) zur Unterscheidung von kontemporären nicht-ästhetischen 
Kunstwerken genutzt. Nicht-ästhetische Kunst soll eher durch soziokulturelle Faktoren, 
Philosophie und Psychologie auf den Betrachter wirken und hat nicht den Anspruch 
ästhetische Wahrnehmung hervorzurufen.  
Universelle Aspekte ästhetischer Wahrnehmung werden in jüngster Zeit von 
Neurowissenschaftlern untersucht und es wird ergründet, wie ästhetische Erfahrungen mit 
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physiologischen Funktionen des Gehirns zusammenhängen (Zeki 1999, Livingstone 2002). 
Verschiedene Kunstrichtungen nutzen bestimmte Eigenschaften des visuellen Systems aus, 
die jedoch meist auf eine spezielle Kunstrichtung beschränkt sind und nicht für verschiedene 
Richtungen verallgemeinert werden können (Goguen und Myin 2004). Zwischen der Ästhetik 
von natürlichen Szenen und ästhetischen gemalten Bildern wird auf philosophischer Seite ein 
Zusammenhang postuliert (Adorno 1970, Hegel 1833, Kant 1790, Koppe 2004, Paul 1988, 
Paul 1998). Visuelle Kunstwerke und natürliche Szenen müssen zunächst vom visuellen 
System, welches an die Wahrnehmung natürlicher Stimuli angepasst ist (siehe Kapitel 1.2.2), 
verarbeitet werden. Künstler haben die Möglichkeit, Werke an ihr visuelles System 
anzupassen (Graham und Redies 2010, Zeki 1999). Unsere eigenen Untersuchungen (Redies 
et al. 2007) sowie die einer amerikanischen Arbeitsgruppe (Graham und Field 2007) haben 
gemeinsame statistische Eigenschaften bei gemalten ästhetischen Bildern und bei natürlichen 
Szenen nachgewiesen (siehe Kapitel 1.3.2).  
1.3.2 Fourierspektrum von ästhetischen Bildern 
In zwei unabhängigen Untersuchungen von ästhetischen Bildern konnte gezeigt 
werden, dass deren Fourierspektren denen von natürlichen Szenen ähneln (Graham und Field 
2007, Redies et al. 2007). Dabei wurde für ästhetische Bilder ein Anstieg von -2 im 
eindimensional gemittelten doppellogarithmischen Fourierspektrum gefunden (1/f2-
Eigenschaften, siehe Kapitel 7.1) und geschlussfolgert, dass ästhetische Bilder auch 
skaleninvariante Eigenschaften aufweisen. Dies konnte sowohl für ästhetische Bilder der 
westlichen Hemisphäre als auch der östlichen Hemisphäre gezeigt werden. In diesen Studien 
wurden nur ästhetische Bilder untersucht, da die Wahrnehmung nicht-ästhetischer Bilder wie 
zum Beispiel in Zeitgenössischer Kunst eher durch soziokulturelle Aspekte beeinflusst wird 
(Danto 1981, Goodman 1976, Redies 2007).  
Eine Sonderform der Skaleninvarianz sind Fraktale, die per definitionem auch im 
Ortsbereich selbstähnlich sind. Es gibt eine Präferenz für fraktale Eigenschaften sowohl bei 
natürlichen Szenen als auch bei Computer- und von Menschenhand generierten Objekten 
(Aks und Sprott 1996, Spehar et al. 2003, Hagerhall et al. 2004, Sprott 1993). Solche 
Eigenschaften konnten beispielsweise für Gemälde von Jackson Pollock gezeigt werden 
(Taylor et al. 1999, Taylor 2002). Fraktale Eigenschaften sind jedoch keinesfalls ausreichend 
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für ästhetische Wahrnehmung. Computergenierte selbstähnliche Muster können nicht 
ästhetisch sein (Lee et al. 2001, Ruderman 1997). 
 
a 
 
b 
 
Abb. 9 (a) Weißes Rauschen mit flachem Fourierspektrum. Modifiziert nach Bautsch M. 
de.wikipedia.org 2006. (b) 1/f2 Rauschen. Aus Simoncelli und Olshausen (2001) 
 
Die statistischen Ähnlichkeiten zwischen natürlichen Szenen und ästhetischen Bildern 
sind ein Zeichen dafür, dass Künstler ihre Werke an das visuelle System anpassen (Graham 
und Redies 2010, Zeki 1999). Des Weiteren könnten diese Eigenschaften mit der 
„Induzierung“ von ästhetischem Empfinden assoziiert sein (Redies 2007). Diesbezüglich 
konnte gezeigt werden, dass Bilder mit Fourierspektren welche von natürlichen Szenen 
abweichen, als unangenehm wahrgenommen werden (Fernandez und Wilkins 2008, O'Hare 
und Hibbard 2011, Juricevic et al. 2010). 1/f2-Eigenschaften sind jedoch nicht ausreichend, 
um ästhetisches Empfinden hervorzurufen. Beispielsweise kann man ein zweidimensionales 
weißes Rauschsignal (flaches Fourierspektrum) mit einem zweidimensionalen 1/f2-
Rauschsignal vergleichen (siehe Abb. 9). Das 1/f2-Rauschsignal hat keinerlei Ähnlichkeit mit 
einer natürlichen Szene oder einem ästhetischen Bild und wird nicht als ästhetisch 
wahrgenommen. 
Die ästhetischen Bilder, welche in den beiden oben genannten Studien (Graham und 
Field 2007, Redies et al. 2007) untersucht wurden, bildeten zu einem Teil natürliche Szenen 
ab. Dies wäre eine einfache Erklärung für die ähnlichen Fouriespektren von ästhetischen 
Bildern und natürlichen Szenen. Gesichtsfotografien besitzen dagegen einen steileren Anstieg 
im Fourierspektrum als natürliche Szenen (Bosworth et al. 2006, Torralba und Oliva 2003). 
Daher ist der Vergleich der Fourierspektren von Gesichtsfotografien und gemalten 
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ästhetischen Porträts besonders interessant. Wir formulierten die Hypothese, dass gemalte 
ästhetische Porträts ähnliche Fourierspektren wie andere ästhetische Bilder und natürliche 
Szenen haben und sich darin von Gesichtsfotografien unterscheiden.  
1.4 Gesichtswahrnehmung 
1.4.1 Hintergrund 
Gesichterwahrnehmung ist ein wichtiger Bestandteil der alltäglichen sozialen 
Interaktion. Auf der einen Seite kann man die Identität von Personen anhand des Gesichtes 
erkennen und auf der anderen Seite werden zahlreiche Informationen z.B. über Emotionen, 
Alter und Gesundheit anhand des Gesichtes wahrgenommen. In der Gesichts-
Wahrnehmungsforschung werden drei Ansätze unterschieden: kognitiver, 
neurophysiologischer und psychophysikalischer Ansatz (Ruiz-Soler und Beltran 2006).  
Im kognitiven Ansatz wurden mit funktionellen Modellen die verschiedenen Stadien 
der Gesichterwahrnehmung beschrieben. Eine wichtige Grundlage war das Modell von Bruce 
und Young (1986), welches die folgende Schritte beinhaltet: Zunächst kommt es zu einer 
bildlichen Kodierung der visuellen Informationen, die durch strukturelle Kodierung zu einer 
holistischen Repräsentation des Gesichtes verarbeitet werden und mit „face recognition units“ 
im visuellen System verglichen werden können. Wenn holistische Repräsentation und „face 
recognition unit“ übereinstimmen, wird ein Gesicht erkannt und auf zusätzliche semantische 
und episodische Information über die Person, zu der das Gesicht gehört, zugegriffen. Die 
semantischen Informationen werden in „person identity nodes“ kodiert. Schließlich wird 
ermöglicht, dass auch der Namen der Person zugeordnet werden kann. Dieses Modell konnte 
jedoch einige Phänomene beim Zugriff auf semantische Informationen wie z.B. semantisches 
Priming nicht erklären (Valentine et al. 1996). Beim semantischen Priming kann ein Gesicht 
leichter erkannt werden, wenn zuvor ein semantisch zugehöriger anderer Stimulus gezeigt 
wird. Das Modell von Bruce und Young wurde zu einem interaktiven Aktivationsmodell 
(IAC-Modell- „interactive activation and competition“) weiterentwickelt und modifiziert 
(Burton et al. 1999). Hierbei gibt es unterschiedliche funktionelle Neuronen-gruppen wie z.B. 
„face recogniton unit“, „person identity nodes“ und „semantic information unit“, welche sich 
gegenseitig aktivieren können. Nach Burton spielen die „person identity nodes“ eine zentrale 
Rolle bei der Erkennung von Personen (siehe Abb. 10).  
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Abb. 10 Interaktives Aktionsmodell (IAC-Modell). FRU- „face recognition unit“. PIN-„person 
identity node“. Aus Burton et al. (1990) 
   
Im Unterschied zu dem zuvor beschriebenen Modell von Bruce enthalten die „person identity 
nodes“ keine semantischen Informationen, sondern sind die Knotenpunkte, die aktiviert 
werden müssen, um Zugang zu weiteren semantischen Informationen zu erhalten („semantic 
information units“). Demnach werden Gesichter zunächst über „face recognition units“ 
wahrgenommen und auf dem Niveau der „person identity nodes“ einer Person zugeordnet. 
Dadurch können verschiedene Informationsquellen wie z.B. Gesicht, Stimme, Name oder 
Beruf auf dem Niveau der „person identity nodes“ konvergieren und zu der Erkennung einer 
Person beitragen. 
In neurophysiologischen Studien wurden physiologische Korrelate der Gesichter-
wahrnehmung mit Hilfe des EEGs und der funktionellen Magnetresonanztomographie 
(fMRT) erforscht (siehe Kapitel 7.2). Diese Studien konnten den zeitlichen und räumlichen 
Verlauf der zuvor beschrieben kognitiven Modelle näher erklären (Schweinberger und Burton 
2003, Gobbini und Haxby 2007). An der Gesichterwahrnehmung ist ein Netzwerk 
verschiedener Gehirnareale beteiligt, das aus dem Sulcus temporalis superior, der „fusiform 
face area“ und der „occipital face area“ besteht (siehe Kapitel 7.2). Bei einer Schädigung 
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dieser Areale kann es zu einer Gesichtsblindheit (Prosopagnosie) kommen (siehe Kapitel 
1.4.2).  
Im psychophysikalischen Ansatz wurde die Bedeutung des Fourierspektrums für die 
Gesichterwahrnehmung untersucht (siehe Kapitel 1.4.3). 
1.4.2 Gesichtsblindheit 
Gesichtsblindheit (Prosopagnosie) bezeichnet die Unfähigkeit, bekannte Personen 
anhand von Gesichtern zu erkennen und unbekannte Gesichter zu erlernen, wobei die 
Wahrnehmung anderer Gesichtsmerkmale wie Ausdruck, Emotionen und Blickrichtung nicht 
gestört ist (Bodamer 1947, Grüter et al. 2008). Man unterscheidet eine erworbene und eine 
kongenitale Prosopagnosie.  
Bei der erworbenen Prosopagnosie führt eine strukturelle Schädigung des Gehirns, 
zum Beispiel ein Trauma oder ein Schlaganfall, zu der gestörten Gesichterwahrnehmung. 
Durch die Schädigung kommt es häufig zu anderen kognitiven Defiziten wie visuelle 
Agnosie, Farbblindheit, Quadrantenanopsie oder gestörte Objekterkennung (Grüter et al. 
2008, Kennerknecht et al. 2006). Einzelfälle, bei denen nur die Gesichtserkennung und nicht 
die Objekterkennung betroffen ist, geben Hinweise darauf, dass es Gesichter-spezifische 
Gehirnregionen und Funktionen gibt. So konnten Busigny et al. (2010) einen Patienten in 
ihrer Studie untersuchen, der ähnliche Objekte im Gegensatz zu Gesichtern problemlos 
unterscheiden konnte.  
Die kongenitale Prosopagnosie ist angeboren und nicht mit einer strukturellen 
Schädigung des Gehirns verbunden (De Haan 1999, Grüter et al. 2008, Kennerknecht et al. 
2006). Bei Betroffenen von dieser Krankheit kann eine gestörte Objekt- und 
Szenenerkennung vorliegen, während Farbblindheit und Quadrantenanopsie nicht assoziiert 
sind.  
Sowohl für die kongenitale als auch die erworbene Prosopagnosie konnte gezeigt 
werden, dass die holistische Gesichtswahrnehmung gestört ist (Busigny und Rossion 2010, 
Stollhoff et al. 2010), sodass die Gesichtsmerkmale einzeln analysiert werden (Orban de 
Xivry et al. 2008).  
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1.4.3 Fourierspektrum von Gesichtsfotografien 
In der ersten Studie dieser Arbeit (siehe Kapitel 3.1) wurde gezeigt, in welcher Art und 
Weise Künstler 1/fp-Eigenschaften von Gesichtern verändern. Anschließend untersuchten wir, 
welchen Einfluss die Veränderung des Fourierspektrums auf die Gesichterwahrnehmung hat. 
Dabei wurden 1/f2-Eigenschaften von ästhetischen gemalten Porträts mit 
Kodierungsmechanismen im visuellen System in Zusammenhang gebracht. Wir spekulierten, 
dass diese Eigenschaften das Erlernen und Erkennen von Gesichtern beeinflussen könnten. 
Aufgrund der Erkenntnis, dass das visuelle System Informationen in Ortsfrequenz- 
Komponenten zerlegt (siehe Kapitel 1.1.3), untersuchten Studien des psychophysikalischen 
Ansatzes, welcher Anteil des Frequenzspektrums zur Gesichtererkennung nötig ist (Ruiz-
Soler und Beltran 2006). Es wurden meist Bandpass-gefilterte Stimuli genutzt, die nur einen 
bestimmten Anteil des Frequenzspektrums enthalten (siehe Abb. 11). Soweit uns bekannt, ist 
unsere Studie (siehe Kapitel 3.2) die erste, die den Einfluss des Anstiegs des 
Fourierspektrums auf die Gesichtswahrnehmung untersucht.  
 
 
Abb. 11 Beispiele für frequenzgefilterte Gesichter: (a) unmodifiziertes Gesicht. (b) Tiefpass- 
bzw. LSF-Gesichter enthalten nur grobe Strukturen. (c) Hochpass- bzw. HSF-Gesichter 
enthalten nur feine Strukturen. Aus Ruiz-Soler und Beltran (2006) 
 
In Verhaltensstudien konnte gezeigt werden, dass der mittlere Frequenzbereich von 8 
bis 16 Schwingungen pro Bild (cpi) am Wichtigsten für die Gesichtererkennung ist (Costen et 
al. 1994, Fiorentini et al. 1983, Morrison und Schyns 2001, Näsänen 1999, Collin et al. 2004). 
Trotzdem erreichten Gesichter aus den anderen Frequenzbereichen noch sehr gute 
Erkennungsraten, sodass Gesichtererkennung auch außerhalb des optimalen Frequenzbereichs 
gut möglich ist. 
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Neurophysiologische Studien mit fMRT und EEG, welche die Wahrnehmung von 
Bandpass-gefilterten Gesichtern untersuchen, zeigten zum Teil widersprüchliche Ergebnisse 
für Hoch- (HSF) und Tiefpass- (LSF) gefilterte Stimuli. Vuilleumier et al. (2003) fanden 
mittels fMRT, dass ungefilterte und HSF-Gesichter eine höhere Aktivität als LSF-Gesichter in 
der „fusiform face area“ hervorrufen und dass LSF-Gesichter bei wiederholter Repräsentation 
zu geringerem Abfall des Signals in der „fusiform face area“ (Wiederholungseffekt) führten. 
Die Autoren argumentierten, dass LSF-Gesichter schwächere Repräsentationen in der 
„fusiform face area“ zur Folge haben. Hingegen fanden Goffaux et al. (2003) in einem 
Gesichter-Lernexperiment höhere Erkennungsraten für LSF- als für HSF-Gesichter und keine 
Unterschiede für die N170-Komponente im EEG (siehe Kapitel 7.2). Andere Studien mit 
evozierten Potentialen zeigten größere Amplituden der N170 für LSF- als für HSF-Gesichter 
(Halit et al. 2006) oder für HSF- als für LSF-Gesichter (Hsiao et al. 2005, Nakashima et al. 
2008) oder gleiche N170-Amplituden für HSF- und für LSF-Gesichter (Flevaris et al. 2008). 
Die verschiedenen Ergebnisse lassen sich zum einen durch unterschiedliche Stimulus 
Manipulation (zum Beispiel Kontrast, Helligkeit, Frequenzgrenzen der Filter) und zum 
anderen durch unterschiedliche Aufgaben (zum Beispiel passive Wahrnehmung, 
Gesichtserkennung, Lernexperiment) erklären. Unterschiedliche Frequenzbereiche können je 
nach Nützlichkeit flexibel für die Aufgabe verwendet werden (Morrison und Schyns 2001, 
Loftus und Harley 2004, Schyns und Oliva 1999).  
Da HSF-Gesichter wesentlich weniger spektrale Energie als LSF-Gesichter haben, 
erhöhten Nakashima et al. (2008) die spektrale Energie von HSF-Gesichtern (siehe Abb. 12) 
und fanden eine größere N170 für HSF- als für unmanipulierte Gesichter.  
Um diese konfundierenden Störvariablen zu vermeiden, haben wir den Anstieg des 
Fourierspektrums von Gesichtern ohne die Anwendung traditioneller Bandpassfilter 
manipuliert (siehe Abb. 13).  
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Abb. 12 Bandpass-gefilterte Stimuli mit ihren Fourierspektren. LSF-Gesichter enthalten 
spektrale Energie im Zentrum des Amplitudenspektrums. HSF-Gesichter enthalten Energie in 
der Peripherie des Amplitudenspektrums. Beim Vergleich des Amplitudenspektrums von 
Original- und HSF-Gesichter sieht man, dass bei den HSF-Gesichtern nicht nur ein 
Hochpassfilter angewendet wurde, sondern auch die spektrale Energie in der Peripherie erhöht 
wurde. Modifiziert nach Nakashima et al. (2008) 
 
 
 
Abb. 13 Gemittelte Fourierspektren der Stimuli unserer Studie. p bezeichnet den Anstieg. 
SHALLOW SLOPE Gesichter haben einen flacheren Anstieg. STEEP SLOPE Gesichter 
besitzen einen steileren Anstieg. 
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Wir haben zum einen STEEP SLOPE Gesichter mit steilerem Anstieg, verstärkten 
groben und abgeschwächten feinen Strukturen hergestellt (siehe Abb. 14). Zum anderen 
stellten wir SHALLOW SLOPE Gesichter her mit flacherem Anstieg (1/f2-Eigenschaften), 
verstärkten feinen und abgeschwächten groben Strukturen. SHALLOW SLOPE Gesichter 
besitzen verstärkte feine und abgeschwächte groben Strukturen. STEEP SLOPE Gesichter 
enthalten verstärkte grobe und abgeschwächte feine Strukturen. Dadurch enthalten unsere 
Stimuli das ganze Frequenzspektrum und nur der relative Anteil von groben und feinen 
Strukturen ändert sich. Dies hat den Vorteil, dass sich die Stimuli in der gesamten spektralen 
Energie nicht unterscheiden und die manipulierten Gesichter realistischer wirken und weniger 
Artefakte enthalten. Wir konnten SHALLOW SLOPE Gesichter mit 1/f2-Eigenschaften 
erzeugen, die natürlichen Szenen und ästhetischen Bildern darin ähnlich sind. In einem 
Gesichter-Lernexperiment (siehe Kapitel 3.2) sollte gezeigt werden, wie dies durch den 
Anstieg des Fourierspektrums beeinflusst wird. Wir nahmen an, dass Gesichter mit 1/f2-
Eigenschaften und damit verstärkten feinen Strukturen und abgeschwächten groben 
Strukturen besser gelernt werden können. 
 
 
Abb. 14 Beispiele für Gesichter mit manipuliertem Anstieg im Fourierspektrum. SHALLOW 
SLOPE Gesichter. STEEP SLOPE Gesichter besitzen abgeschwächte feine und verstärkte grobe 
Strukturen. 
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2 Ziele der Arbeit 
Die Untersuchung der statistischen Eigenschaften ästhetischer Bilder dient zum einen der 
Erforschung der Grundlagen ästhetischer Wahrnehmung und zum anderen der Erforschung 
von Funktionsweisen des visuellen Systems.  
Der erste Teil der Arbeit beinhaltete deskriptive Analysen des Anstiegs der 
Fourierspektren (1/fp-Eigenschaften) von Gesichtsfotografien und gemalten ästhetischen 
Porträts. In diesem Projekt sollten universelle statistische Eigenschaften von ästhetischen 
Bildern gefunden und untersucht werden. Die vorliegende Arbeit schloss sich an Studien 
unserer Arbeitsgruppe und einer amerikanischen Arbeitsgruppe an, welche zeigten, dass 
ästhetische gemalte Bilder ähnliche 1/f2-Eigenschaften im Fourierspektrum besitzen wie 
Fotografien von natürlichen Szenen (Redies et al. 2007, Graham und Field 2007). Da sich in 
der Kategorie ästhetische Bilder auch natürliche Szenen befanden, führte dies eventuell zu 
einer Ähnlichkeit der Fourierspektren. In unserer Studie sollte herausgefunden werden, mit 
welchen 1/fp-Eigenschaften Künstler Objekte darstellen, die andere Fourierspektren als 
natürliche Szenen besitzen. Dazu wurden Gesichtsfotografien untersucht, welche einen 
steileren Anstieg im Fourierspektrum aufweisen. In Zusammenarbeit mit dem Lehrstuhl für 
Digitale Bildverarbeitung von Prof. Dr. J. Denzler wurden 1/fp-Eigenschaften der 
Fourierspektren von Gesichtsfotografien und gemalten ästhetischen Porträts ermittelt und 
verglichen. Wir fanden heraus, dass ästhetische gemalte Porträts ähnliche 1/f2-Eigenschaften 
wie natürliche Szenen haben und sich von Gesichtsfotografien unterscheiden.  
Im zweiten Teil der Arbeit sollte die durch den Künstler hervorgerufene Veränderung des 
Fourierspektrums auf Fotos von Gesichtern übertragen und anschließend deren 
Wahrnehmung untersucht werden. Damit schloss sich diese Arbeit an eine große Anzahl an 
Studien an, die den Einfluss des Frequenzspektrums auf die Gesichterwahrnehmung 
erforschen (siehe Kapitel 1.4, Ruiz-Soler und Beltran 2006). Soweit mir bekannt ist, stellt 
meine Arbeit die erste Studie dar, die Gesichter mit verändertem Anstieg des 
Fourierspektrums erstellt hat und nicht wie sonst üblich Bandpass-gefilterte Stimuli. Unsere 
Annahme war, dass Gesichter mit ähnlichem Fourierspektrum wie natürliche Szenen 
ebenfalls effizienter codiert werden können und in einem Lernexperiment besser abschneiden. 
In einer gemeinsamen experimentellen Studie mit dem Lehrstuhl für Allgemeine Psychologie 
von Prof. Dr. S. Schweinberger wurde der Einfluss von 1/fp-Eigenschaften auf das Erlernen 
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und Erkennen unbekannter Gesichter untersucht. Insbesondere durch die Erfassung von EEG-
Korrelaten der Gesichts-wahrnehmung konnten wir zeigen, wie die Veränderung des relativen 
Anteils an groben und feinen Strukturen das Gesichterlernen beeinflusst. 
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Abstract
When artists portray human faces, they generally endow their portraits with properties that
render the faces esthetically more pleasing. To obtain insight into the changes introduced by
artists, we compared Fourier power spectra in photographs of faces and in portraits by artists.
Our analysis was restricted to a large set of monochrome or lightly colored portraits from
various Western cultures and revealed a paradoxical result. Although face photographs are
not scale-invariant, artists draw human faces with statistical properties that deviate from the
face photographs and approximate the scale-invariant, fractal-like properties of complex
natural scenes. This result cannot be explained by systematic differences in the complexity
of patterns surrounding the faces or by reproduction artifacts. In particular, a moderate
change in gamma gradation has little influence on the results. Moreover, the scale-invariant
rendering of faces in artists’ portraits was found to be independent of cultural variables, such
as century of origin or artistic techniques. We suggest that artists have implicit knowledge
of image statistics and prefer natural scene statistics (or some other rules associated with
them) in their creations. Fractal-like statistics have been demonstrated previously in other
forms of visual art and may be a general attribute of esthetic visual stimuli.
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Introduction
The fundamental nature of esthetic judgment remains unknown, despite attempts
by artists, philosophers and psychologists to define universal principles that
characterize what makes art esthetically pleasing to human observers. Several
scholars in the field have argued that all humans share the same concept of beauty
(Burke 1757; Hume 1757; Kant 1790; Schelling 1907; Kandinsky 1912; Adorno
1970; Paul 1988) and some have concluded that biological factors must be taken
into account in order to explain esthetic experience (Burke 1757; Paul 1988).
More recently, in the emerging field of neuroesthetics, neuroscientists speculated
that esthetic experience is a product of brain function and is closely linked to
perceptual processes (Rentschler et al. 1988; Gregory et al. 1995; Werner and
Ratliff 1999; Zeki 1999; Livingstone 2002; Cavanagh 2005). Following this general
idea, we hypothesized that esthetic art is a phenomenon of resonance between the
artist’s visual system and his creations (Redies 2008). In our model, this resonant
state of neural activity is purposefully induced by the artist through a constant
feedback between the work of art being created and the artist’s visual system.
In a search for possible neuronal mechanisms that are linked to esthetic
perception, we previously measured Fourier statistics in graphic art from diverse
periods and countries of the Western hemisphere (Redies et al. 2007). Results
showed that, on average, artists create their works of art with fractal-like statistical
properties, independent of the cultural variables present in the set of images
analyzed. These fractal-like properties are reflected in a 1/f 2 Fourier power
spectrum (or 1/f amplitude spectrum; f: spatial frequency) and imply that works of
graphic art display scale invariance. Similar fractal-like statistical properties have
been demonstrated for natural scenes (Burton and Moorhead 1987; Field 1987;
Tolhurst et al. 1992; Ruderman and Bialek 1994; Ruderman 1997; Simoncelli and
Olshausen 2001; Olshausen and Field 2004).
Fractal structure was previously detected in the abstract paintings by Jackson
Pollock (Taylor et al. 1999), and image statistics similar to those of natural scenes
have been found also in a set of color paintings from diverse Western and Asian
cultures (Graham and Field 2007). Moreover, human observers show a general
preference for fractal-like structures in landscape silhouettes (Hagerhall et al. 2004).
We proposed that this similarity between natural scenes and esthetic visual art
relates to the fact that both types of stimuli can be perceived as beautiful by human
observers (Redies et al. 2007; Redies 2008).
In the present study, we examined a favorite subject matter of artists, human
faces. Photographic images of human faces do not display fractal-like,
scale-invariant statistics and the slope of the curve in the log–log plot of spectral
power (amplitude squared) vs. spatial frequency is steeper than for natural scenes
(Torralba and Oliva 2003; Bosworth et al. 2006). We asked whether artists render
human faces with the same statistics as photographs of faces. Our results for a large
set of graphic art of Western provenance show that this is not the case.
Paradoxically, artists portrait human faces with scale-invariant Fourier statistics
that are characteristic of complex natural scenes. This finding suggests that artists
might have implicit knowledge of complex scenes statistics (or of unknown rules
associated with complex scene statistics) and prefer these statistics or rules in their
creations.
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Material and methods
Image data
Two photographic face databases (1, 2), a natural scene database (3) and
two databases containing portraits by artists (4, 5) were analyzed.
(1) The Yale face database B (Georghiades et al. 2001) consists of monochrome
images of 10 people that were photographed with 9 different poses under
64 illumination conditions in front of a simple laboratory or office
background. Original images were 640 480 pixels.
(2) The AR face database (Martinez and Benavente 1998) contains color images
of 126 people with different facial expressions, illumination conditions and
occlusions, photographed on a uniformly bright background. Image size was
768 576 pixels. Images were converted to grayscale values.
Centered passport-type details of 480 480 pixels (Yale face database) or
576 576 pixels (AR face database) were cut from each image for analysis.
Examples are shown in Figure 1D–I.
(3) For comparison, images from the Groningen natural scene database
(van Hateren and van der Schaaf 1998) were analyzed. The same dataset
of 208 images analyzed previously (Redies et al. 2007) was used. Centered
details of 1024 1024 pixels were cut from the original monochrome images
of 1536 1024 pixels. Examples are shown in Figure 1A–C.
(4) A database of 306 portraits by artists was generated. Reproductions
were digitized from various art books by a calibrated scanner (Perfection
3200 Photo, Seiko, Epson Corporation, Nagano, Japan). No compression or
image enhancement algorithms were applied. Images were scanned in 8-bit
grayscale at a resolution of at least 1024 pixels width and length.
The database consisted of monochrome or lightly colored (washed) works
on paper (graphic art). The portraits represented various cultural
backgrounds from the Western hemisphere and were created by artists
from different countries and centuries, employing different techniques
(Table I).
(5) Using the same scanning procedure, calibrated scans were obtained
from reproductions of colored portraits (oil paintings) that originated
from a cultural background similar to that of the monochrome portraits.
Color images were converted to grayscale using the YIQ transform
where luminance is expressed as the sum of the weighted contributions
from the RGB channels (relative weights: R, 0.3; G, 0.59; B, 0.11),
as previously done in another study of colored art images (Graham and
Field 2007).
The scanner was calibrated for gamma gradation with the IT8 target printed
on reflective paper (LaserSoft Imaging, Kiel, Germany). The target displayed
24 gray values of measured luminances. A grayscale conversion table was
generated that allowed transformation of all monochrome scans to linearized
gray scale values. For color scans, the scanner was gamma calibrated with the
same target using the SilverFast Ai Professional Scan Software, version 6.5
(LaserSoft Imaging).
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Figure 1. Examples of the images analyzed. (A–C) Examples from the Groningen database of
natural scenes (van Hateren and van der Schaaf 1998). (D–F) Examples from the Yale face
database B (Georghiades et al. 2001). (G–I) Examples from the AR face database (Martinez
and Benavente 1998). (K–L) Examples of padded images of monochrome portraits by artists
(K, drawing by Martin Schongauer, about 1465; L, drawing (self-portrait) by Caspar David
Friedrich 1820; and P, drawing by Julius Schnorr von Carolsfeld 1817). (N–P) Details
displaying the face with an eye distance similar to that of the photographic faces in D–I.
Slope constants and deviations from the fitted line (in parentheses) were: A, 1.93 (0.005);
B, 1.73 (0.002); C, 2.00 (0.008); D, 3.37 (0.003); E, 3.31 (0.004); F, 3.28 (0.001);
G, 3.50 (0.048); H, 3.69 (0.005); I, 3.68 (0.124); K, 1.84 (0.008); L, 1.96 (0.046);
M, 2.30 (0.024); N, 1.84 (0.031); O, 1.87 (0.043); and P, 2.09 (0.041). The images
shown in K–M were reproduced with permission from ‘‘Das Berliner Kupferstichkabinett’’,
Akademischer Verlag, Berlin, 1994 (inventory numbers: K, 976-1; L, 916-2; and M, 5212;
 Staatliche Museen zu Berlin, Kupferstichkabinett).
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The reproductions chosen for analysis were of relatively large size and high quality
and displayed works of art with no or only minor defects (paper cuts, stains, folds
etc.). In all portraits, faces covered a large part of the image.
The artistic portrait database was analyzed in two different formats. First, as
described previously, the scanned images were padded according to square ones by
adding a uniform border with a gray value equal to the average gray value in the
image (Redies et al. 2007). Examples are shown in Figure 1K–M.
Second, square details of the portraits were generated showing face, neck and
shoulders of the portrayed persons at a magnification comparable to that of the
photographic face databases (Figure 1N–P). For normalization, eye distance was
Table I. Slopes of the fitted line for portraits by artists (details), calculated separately for different
cultural and other variables.
Slope (meanSD) n
All 2.12 0.30 306
Background
Homogeneous 2.11 0.29 195
Complex 2.13 0.31 111
Headdress
No 2.11 0.30 188
Yes 2.13 0.29 118
Gender
Child 2.09 0.25 26
Women 2.14 0.30 46
Man, without beard 2.10 0.30 145
Man, with beard 2.13 0.32 89
View
Front 2.11 0.30 253
Side 2.15 0.28 53
Century
15th Century 1.95 0.16 20
16th Century 2.10 0.24 89
17th Century 2.05 0.36 34
18th Century 2.18 0.16 18
19th Century 2.16 0.37 50
20th Century 2.16 0.32 95
Country
Italy 2.14 0.27 57
Flanders 1.87 0.26 34
France 2.24 0.37 45
Germany 2.12 0.26 150
Other countries 2.14 0.32 20
Techniques
Etching 2.04 0.33 50
Engraving 2.08 0.24 17
Lithograph 2.20 0.23 27
Woodcut 2.37 0.44 13
Charcoal, chalk 2.16 0.26 100
Pencil, silver point 2.02 0.23 59
Pen drawing 2.05 0.33 31
Brush drawing 2.32 0.37 9
Note: Values are meansSD. n: number of images analyzed in each category.
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measured (front views) or estimated on the basis of the distance between eyes and
the mouth (side views).
Image analysis
Image analysis was carried out using Matlab as described previously (Redies et al.
2007). Briefly, each input image from the test sets of different dimensions was
resized to 1024 1024 pixels by bicubic interpolation. After transforming each
image into the frequency domain using Fast Fourier Transform, the rotational
average of the power spectrum was computed for each frequency. Power spectrum
(amplitude squared) and frequency were analyzed in the log–log plane (Figure 2).
Next, a least squares fit of a line to the log–log power spectrum was performed by
fitting data points that were binned at regular intervals. Only the frequency range
between 10 and 256 cycles per image was used for the fitting. This restriction
minimized the effect of artifacts in our analysis, for example artifacts due to low pass
filtering, rectangular sampling, raster screen or noise in the images. The result for
each image is the slope of the line and the deviation of the data points from that line,
calculated as the sum of the squares of the deviations of the data points, divided by
the number of data points.
In total, we analyzed five different data sets, consisting of natural scenes
(208 images), photographic images of faces (Yale face database B, 5776 images;
AR face database, 3313 images), monochrome portraits by artists (306 images) and
colored oil portraits converted to grayscale values (141 images).
Figure 2. Example of the Fourier spectral analysis. In the log–log plane, Fourier power
(amplitude squared) was plotted as a function of spectral frequency. A line was fitted to values
that were binned at regular logarithmic intervals between 10 to 256 cycles per image (dots).
The dashed and solid lines represent results for the images displayed in Figure 1H and K,
respectively. Slopes and deviations from the fitted line are 3.69 and 0.005 (for Figure 1H)
and 1.84 and 0.007 (for Figure 1K).
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Results
In Figure 2, Fourier spectral power of two representative images from the databases
is plotted as a function of spectral frequency. In the log–log plane, the binned data
points deviate only slightly from the straight fitted line, within the frequency range
analyzed. However, the two fitted lines differ in their slope. The fitted line of the
face photograph is steeper (slope of 3.69) than that of the artist’s rendering of a
human face (slope of 1.84). A slope constant of about 2 (or 1 if spectral
amplitude instead of power is plotted) indicates that the image has scale-invariant
or fractal-like properties, as previously shown for natural (complex) scenes
(Burton and Moorhead 1987; Field 1987; Tolhurst et al. 1992; Ruderman and
Bialek 1994; Ruderman 1997; Simoncelli and Olshausen 2001; Olshausen and
Field 2004). Close-up views of simple objects generally result in steeper slopes
(Torralba and Oliva 2003; Bosworth et al. 2006; Redies et al. 2007).
Figure 3 shows scatter diagrams with the slope of each image plotted on the X axis
and the deviations from the fitted lines plotted on the Y axis, for each of the image
datasets analyzed. The majority of images can be fitted well by a straight line, as
indicated by the small deviations of the data points from the fitted line. The average
slopes are 3.26 for the Yale face database (Figure 3A) and 3.54 for the AR face
database (Figure 3B). This difference is probably due to the office background
in the Yale face database. After replacing this background by a white background
in 30 randomly selected images from the Yale face database, the slope became more
negative for all images; the average slope for the 30 images shifted significantly from
3.28 (þ/0.12 SD) to 3.57 (þ/0.15 SD; p<0.0001, paired t-test).
For natural scenes (Figure 3C) and monochrome portraits (Figure 3D), slopes
were significantly higher than for the face photographs (2.03 and 2.18,
respectively; nonparametric statistical analysis by Kruskal–Wallis test with
Figure 3. Results of the Fourier spectral analysis. Each dot in the scatter diagrams represents
the slope of the fitted line for one image and the deviation of the measured data points from
the fitted line for that image. Data shown in C are from Redies et al. (2007). Av. slope,
average slope for the set of images.
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Dunn’s multiple comparison post-test, p<0.001). For color (oil) portraits that were
converted to monochrome images, the average slope was 2.89 (Figure 3F),
which is significantly more negative than the slope for natural scenes or
monochrome portraits ( p<0.001) and significantly more positive than the slope
for the two-face-photograph databases ( p<0.001).
The difference between the slopes of monochrome portraits and face photographs
may be due to the fact that, in some of the portraits, faces were viewed from a larger
distance and were embedded in complex scenes. As an index of face size in the
padded portraits, the eye distance was expressed as a percentage of image
dimension. Average eye distance was 19.6% of image dimension (þ/1.9 SD) in
the Yale face database, and 19.7% (þ/1.4 SD) in the AR face database, compared
to 15.5% (þ/4.6 SD) in the portrait database. Figure 4 shows the dependency
of the measured slope constants on the eye distance for the monochrome portraits.
The two variables did not significantly correlate with each other (Spearman
correlation coefficient r¼0.003). We repeated our analysis for details of the
portraits, which were enlarged in size so as to match approximately the size of the
photographed faces. For the portrait details (Figure 1N–P), average eye distance
was 20.3% (þ/5.8 SD). The mean slope for this dataset was 2.12 (þ/0.30 SD;
Figure 3E), which is close to the average slope of the padded portraits (2.18;
Figure 3D).
For the face details, there were only small or no significant differences in the
average slope constants between faces painted on homogeneous vs. complex
background, between persons portrayed with and without headdress, between faces
of children, women, and men with and without beards, or between front views and
Figure 4. Slope of the fitted lines plotted as a function of eye distance for the 306 padded
images of monochrome portraits. Eye distance was expressed in percent of the image
dimension.
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side views of faces (Table I). Also, cultural variables, such as techniques, centuries
and country of origin had only a small or no significant influence on the slopes
(Table I).
In Figure 5, the logarithmic average of all spectral power curves for the different
image categories is plotted as a function of spectral frequency in the log–log space.
The curves for natural scenes and portraits by artists are shallower than those for
photographs of faces.
The scanner used for digitizing the reproductions of portraits from art books was
calibrated for linearized conversion of color and brightness into pixel values
(see ‘Materials and methods’). However, we cannot control for gamma gradation
during reproduction in art books. We therefore asked what effect moderate degrees
of gamma gradation have on the slopes measured by us. Figure 6 shows that the
effect of gamma values between 0.25 and 4 is minor.
Discussion
Methodological considerations
Our analysis reveals that artists endow human faces with image statistical properties
similar to those of complex natural scenes (Burton and Moorhead 1987; Field 1987;
Tolhurst et al. 1992; Ruderman and Bialek 1994; Ruderman 1997; Simoncelli and
Olshausen 2001; Olshausen and Field 2004). Before accepting this result, trivial
explanations for our findings and experimental artifacts must be excluded.
We therefore carried out control experiments, which show that the present result
is unlikely to originate in reproduction artifacts and that it cannot be explained by
systematic differences in the complexity of the visual patterns surrounding the faces
in the portraits.
A number of artifacts might possibly influence the measurements of the slopes in
the log–log plots, for example artifacts caused by reproducing art images in books.
Figure 5. Average curves for the different categories of face images and natural scenes.
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One such artifact may be nonlinearities in the transformation of color and brightness
to pixel values during photography, scanning, and printing. Such nonlinearities are
commonly expressed as changes in gamma gradation. Here, we demonstrate that
moderate degrees of gamma gradation, which can be anticipated in the reproduction
process, have only a minor effect on the values of the slope constant measured in our
experiment (Figure 6). A similar robustness of the slopes has been previously
reported in natural scenes for changes in contrast or in gray value offset
(for a review, see Ruderman (1997)). The effect of other reproduction artifacts
has been minimized by restricting the frequency range in the analysis (see ‘Materials
and methods). It is therefore unlikely that reproduction artifacts have a major effect
on our results. The frequency range restriction may explain why other investigators,
who did not restrict the frequencies range, obtained slightly lower values for the
slopes (Tolhurst et al. 1992; Graham and Field 2007).
Secondly, the three databases of human faces differ in the complexity of the
background shown in the images. Images from the AR face database show the face,
neck and shoulders of each person on a uniform bright background. Images from
the Yale face database show similar body parts in front of an office background,
resulting in less negative slope values. Images from the art portrait database
generated by us depict persons or faces at variable distances and with backgrounds
of different degrees of complexity. It is thus possible that the higher slope values
reflect a higher complexity of the rest of the image rather than of the face.
This possibility, however, was excluded by normalizing the eye distance in the
portraits to those of the photographic faces. Moreover, we did not observe any
difference in the slopes between faces portrayed on a complex background and faces
portrayed on a homogeneous background (Table I).
Thirdly, artists often portray humans with elaborate accessories, such as fancy
hats, which represent complex visual stimuli and may also result in higher slope
constants. However, slopes of portraits with and without headdress were not
Figure 6. Average slopes of the fitted lines plotted as a function of gamma gradation applied
to three different image datasets (Yale face database, natural scenes and details of portraits by
artists). From the Yale face database, a subset of 300 randomly selected images was used for
the analysis.
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significantly different from each other (Table I). Also, the absence or presence
of beards, which may also induce complexity in the portraits, did not influence the
results (Table I).
A paradoxical shift of image statistics in artists’ portraits
Our results suggest that artists have an implicit knowledge of image statistics and
tend to shift the statistics of human faces in their portraits toward the fractal-like
statistics of complex natural scenes. As a result, artists portray human faces with
statistics different from those of face photographs. This paradoxical shift
demonstrates that artists do not necessarily strive to represent natural objects as
they are in reality. Rather, they follow unspecified rules that call for an
implementation of image statistics similar to those of complex natural scenes.
A similar conclusion has been reached for biased samples of nonrepresentational
(abstract) art, including oil paintings (Taylor et al. 1999; Taylor 2002; Redies et al.
2007).
The present results are in line with previous observations for a large set of graphic
art of the Western hemisphere (Redies et al. 2007). This study showed that, on
average, graphic art is created by artists with the fractal-like statistics of natural
scenes. However, in our previous study, we did not compare the statistics of art
images and their natural counterparts and most works of art included in our
previous study depicted complex scenes.
Sampling bias and the universality of image statistics in art
The artistic portraits analyzed here represent a biased sample of art images. First, we
demonstrate fractal-like properties only for monochrome portraits or portraits,
which were washed with thin color and converted to monochrome images.
The inclusion of the color dimension in our analysis would have complicated the
analysis.
After conversion to monochrome images, fully colored portraits (color oil
paintings) show Fourier spectral statistics in between those of photographed faces
and natural scenes (Figure 3F). Color is an important attribute to art and adds to its
esthetic appearance. It may thus come as no surprise that the luminance component
of color art has different Fourier statistics than that of monochrome art. Graham
and Field (2007) recently obtained Fourier statistics similar to natural scenes also
for monochrome renderings of color paintings. Their biased sample of art, however,
contained complex scenes and was not restricted to portraits, which may explain the
difference in the results.
Another bias stems from the fact that we selected works of art from well-known
artists that have been preserved in prestigious museums. We assume that the
esthetic value of these works of art is an important reason why they have been
conserved, in some cases over many centuries. Due to this bias, conclusions about
the image statistics of art reached in the present study likely apply only to esthetic
forms of art but not to other contemporary forms of nonesthetic art (see discussion
in Redies 2008).
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Despite these biases, our sample of graphic art contains representational art
from a large variety of different cultural backgrounds within the Western
hemisphere and different graphic techniques. As shown previously for a set of
Western graphic art, which depicted multiple subject matters and included abstract
art (Redies et al. 2007), the dependence of the slopes on the cultural variables is
small, if significant at all (Table I). Similar statistics were found for the abstract drip
paintings of Jackson Pollock (Taylor et al. 1999) and in a set of paintings that
included a large proportion of art from the Middle East and Asia (Graham and Field
2007). The widespread occurrence of this finding in different forms of art and
artistic techniques and in various human cultures is striking, but its universality in all
form of esthetic art remains to be established.
Questions and hypotheses
Fractal-like properties may be a general attribute of esthetic visual displays
but cannot be a sufficient criterion for esthetic art for several reasons. First,
computer-generated artificial images with 1/f 2 power statistics (Ruderman 1997;
Lee et al. 2001; Olshausen and Field 2000) do not necessarily look esthetically
pleasing. Second, the range of slope values measured for artistic portraits in the
present study overlaps extensively with examples of image classes that are little or
not at all esthetic (Redies et al. 2007). Third, there is a clear difference in the
profoundness of esthetic appeal between art objects and natural scenes; these
differences do not correlate with differences in the measured slopes.
If 1/f 2 power statistics are not sufficient to induce esthetic perception, what is the
reason for artists to shift image statistics in portraits? Does this shift provide insight
into the sensory principles underlying esthetic perception? In an attempt to address
this question, we would like to raise the following two speculative points:
(1) The visual system is adapted to the statistics of complex natural scenes by
evolution and development (Field 1987; Olshausen and Field 1996; Parraga
et al. 2000; Vinje and Gallant 2000; Simoncelli and Olshausen 2001; Hoyer
and Hyva¨rinen 2002). In turn, artists adapt their creations to functional
features intrinsic to the human visual system (Zeki 1999). The present results
are compatible with the hypothesis (Redies 2008) that the functional
features, to which artists induce resonance in their visual system, are related,
in some unknown way, to the adaptation of the visual system to natural
scenes. Following this idea, the 1/f 2 power statistics discovered in visual art
should be thought of as a corollary of other, as of yet unidentified, principles
of esthetic perception. Artists may not be able to express these statistical
principles in precise, every-day language (Redies 2008). For example,
Fourier analysis can hardly be carried out in the conscious human mind.
Indeed, Fourier analysis is a scientific concept that most artists cannot have
been aware of until the 20th century.
(2) Alternatively, it may be argued that artists often aim to convey or emphasize
particular traits of their subjects (for example, personality traits or expressed
emotions). To achieve this goal in the artistic portraits, artists might use
specific artistic techniques (for example, sketching with lines or fine textures)
that carry more energy in the higher frequency range. However, in art images
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depicting complex (natural) scenes with similar techniques, the frequency
spectra of the depicted scenes did not change on average (Redies et al. 2007).
Therefore, graphic art is not generally associated with an increase in higher
frequencies. Moreover, as discussed above, other artistic techniques result
also in art images with scale-invariant properties.
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We  investigated  the  inﬂuence  of Fourier power  spectrum  (1/fp)  characteristics  on  face learning while
recording  ERPs  that  are  associated  with  the  representation of faces. Two image  sets  with  an altered  1/fp
characteristics  were  created.  The ﬁrst  set  consisted of stimuli with a STEEP  SLOPE  (1/f3.5)  and there-
fore  enhanced low spatial frequencies  (LSF) and  attenuated  high  spatial  frequencies  (HSF).  The second
set consisted of stimuli with  a SHALLOW SLOPE  (1/f2),  similar  to  complex  natural scenes  and  artwork,
resulting  in enhanced HSF  and attenuated  LSF. Faces with  a  SHALLOW SLOPE  elicited  larger  N170  andg
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ed potential
uency
N250  amplitudes  and larger  old/new  effects  for  central positivity  in comparison to  unmodiﬁed faces.  The
opposite effect was observed  for  faces  with  a  STEEP  SLOPE  that  led  to  slower  reaction  times. This  result
suggests  that  diminishing the  ratio  of ﬁne detail (HSF)  to coarse structures  (LSF) impairs  face learning,
whereas  increasing it facilitates  neurocognitive  correlates  of face learning.
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cording.  The electroencephalogram (EEG) was recorded in an electrically
om. Data was recorded with sintered Ag/AgCl electrodes mounted on an
ap  (EasyCapTM,  Falk Minow Services, Herrsching-Breitbrunn, Germany)
mps ampliﬁers (NeuroScan Labs, Sterling, VA), arranged according to  the
0/20 system at the scalp positions Fz, Cz, Pz, Iz, Fp1, Fp2, F3, F4,  C3, C4,
O2, F7,  F8,  T7,  T8, P7, P8, FT9,  FT10, P9, P10, PO9, PO10, F9, F10, F9′ , F10′ ,
0. TP10 (right upper mastoid) served as initial common reference, and a
ectrode (AFz) served as ground. Impedances were kept below 10 k and
lly below 5 k. The horizontal electro-oculogram (EOG) was  recorded
d F10′ at the outer canthi of both eyes. The  vertical EOG was monitored
om electrodes above and below the right eye. All  signals were recorded
05 Hz high pass, 40 Hz low pass, −6 dB attenuation, 12 dB/octave), and
 a rate of 250 Hz.
cessing of ERP data.  Ocular artefacts were corrected using the automatic
rection algorithm implemented in BesaTM (Version 5.1.8.10). Trials with
 artefacts and trials with incorrect behavioural responses were discarded.
averaged separately for each channel and experimental condition. Each
RP was low-pass ﬁltered at 20 Hz with a zero phase-shift digital ﬁlter,
lated to average reference, excluding the vertical and horizontal EOG
s of ERP data. Only correct and artefact-free trials were included for aver-
average numbers of correct and artefact-free trials per condition were
 learning phase: 28.3, 28.3, 28.6; test phase learned faces: 31.8, 33.5
ovel faces: 35.3, 34.7 and 34.5 (for NORMAL SLOPE, SHALLOW SLOPE
LOPE, respectively). All  measures were taken relative to  a  200 ms base-
ing the target stimulus. Effects were quantiﬁed at regions of  interest
ere based on maximum amplitudes of a  particular component in grand
forms and on  previous research (Kaufmann and Schweinberger, 2008;
et al.,  2009; Schweinberger et al., 2002a,b). For the analysis of P100, the
d electrodes O1/O2, PO9/PO10 and Iz. The ROI for N170 encompassed
9/P10 and PO9/PO10. The  ROI for N250 included P9/P10, PO9/PO10 and
entral-parietal positivity between 500 and 600  ms was analyzed at elec-
4, P3/P4, Cz and Pz. For P100 and N170, peak analyses were performed.
ies were determined separately for the left and right hemisphere, at the
air within a  particular ROI that showed maximum amplitudes. For P100,
s additionally determined at Iz. Peak amplitudes were analyzed at  all
of a particular ROI at the previously identiﬁed peak latencies. For N170,
of strongly lateralized peaks, i.e. in the absence of a  clear peak over one
, amplitudes for this hemisphere were measured at the peak latencies
ver the other hemisphere. This was  necessary in the case of two par-
or N250 and central-parietal positivity, ERPs were quantiﬁed by  mean
 between 300–400 ms and 500–600 ms,  respectively. These time win-
chosen based on visual inspection of the grand mean waveforms. For the
wrong or missing responses were discarded from the analysis.
ts
 behavioural and ERP data, where appropriate, Epsilon cor-
or heterogeneity of covariances were performed with the
eldt method (Huynh and Feldt, 1976). Multiple compar-
re not corrected because we focused on differences to the
ulated normal slope condition of both shallow and steep
s (2 comparisons). However, we added the exact p  values
ltiple comparisons.
vioural results
87% hits and 94% correct rejections, accuracy was high.
 time (RT) and accuracy were analyzed by performing
with repeated measurements on the factor frequency
W SLOPE, NORMAL SLOPE, STEEP SLOPE; see also Table 1)
liarity (learned faces shown in the learning phase, and
es not shown in  the learning phase).
acy was higher for the novel than the learned faces
6.77, p  <  .05. The factor frequency had no signiﬁcant effect
acies, F(2,38) =  1.16, p >  .32, and furthermore there was
ction between familiarity and frequency,1 F(2,38) =  1.34,
e RT analysis revealed a  signiﬁcant effect of  frequency,
itional analysis of hits minus false alarms with repeated measurements
cy did not reach signiﬁcance, F(2,38) =  1.16, p > .33.
208 M. Blickhan et al. /  Biological Psychology 88 (2011) 204– 214
Table 1
Reaction times and accuracies for the test phase. Results that revealed signiﬁcant effects compared to  NORMAL SLOPE faces are marked with *.
Image category Reaction Times in ms (SEM) Accuracies in %  (SEM)
Learned faces Novel faces Learned faces Novel faces
NORMAL SLOPE 823 (16.3) 842 (27.7) 86.8 (2.5) 96.6 (1.2)
SHALLOW SLOPE 824 (14.7) 910 (28.9)* 89.1 (2.8) 92.8 (2.1)
STEEP  SLOPE 874 (19.3)* 909 (28.2)* 85.4 (3.1) 93.1 (2.1)
Table 2
Latency of P100 and N170 in the learning phase and in the  test phase (averaged across learned and novel faces). Results that revealed signiﬁcant effects compared to NORMAL
SLOPE  faces are marked with *.
Image category P100 Latency in ms (SEM) N170 Latency in ms (SEM)
Learning phase Test phase Learning phase Test phase
NORMAL 191 (2.2) 185 (3.4)
SHALLOW 193 (2.6) 190 (3.1)*
STEEP  SLO 193 (2.4) 190 (3.2)*
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7.57, p  <  .0001, and an interaction between familiarity
ency, F(2,38) =  6.49, p <  .01. Post-hoc comparisons for the
ces revealed faster RTs for NORMAL SLOPE than for STEEP
es, F(1,19) = 17.34, p =  .001. No RT differences were found
SHALLOW SLOPE and NORMAL SLOPE faces, F(1,19) < 1.
comparisons for the novel faces revealed faster RTs for
AL SLOPE in comparison to  STEEP SLOPE and SHALLOW
es (F(1,19) =  30.82, p < .0001, and F(1,19) = 31.08, p  <  .0001,
ely, see also Table 1).
rophysiological data
rning phase
Peak latency was investigated by  performing an ANOVA
eated measurements on the factors electrode location
ight vs. Iz) and frequency (SHALLOW SLOPE vs. NOR-
PE vs. STEEP SLOPE). This analysis yielded a  signiﬁcant
he factor frequency, F(2,38) =  5.44, p <  .01. Post-hoc test-
led slightly but signiﬁcantly shorter latencies for NORMAL
ces (M = 130 ms)  compared to both SHALLOW SLOPE
= 132 ms), F(1,19) = 10.51, p  <  .01, and STEEP SLOPE faces
s), F(1,19) =  7.54, p  <  .05 (Table 2).
peak amplitudes were analyzed by an ANOVA with
measurements on the factors electrode (O1 vs.  O2 vs. Iz vs.
O10) and frequency (NORMAL SLOPE vs. SHALLOW SLOPE
 SLOPE). This analysis revealed a signiﬁcant main effect
tor frequency, F(2,38) =  4.71, p  <  .05, which was further
d by a two-way interaction between frequency and elec-
,152) =  2.48, p < .05. Separate comparisons showed a trend
2 amplitudes for SHALLOW SLOPE compared to  NORMAL
es, F(1,19) = 4.27, p  =  .05 (Table 3). This trend was  not fur-
ulated by an interaction with electrode. A comparison
NORMAL SLOPE and STEEP SLOPE faces revealed larger
litudes for STEEP SLOPE faces, F(1,19) =  6.95, p =  .016. This
s further speciﬁed by  a two-way interaction between elec-
 frequency, F(4,76) =  3.37, p  =  .026. Visual inspection of
ggests largest amplitude differences between NORMAL
d STEEP SLOPE faces at electrode Iz. This observation was
Fig. 5
the  le
N
repe
and 
SLOP
P
d by post-hoc comparisons for each electrode, which only
signiﬁcant differences in P100 amplitudes between NOR-
PE and STEEP SLOPE faces at electrodes Iz, F(1,19) =  27.55,
 and O2, F(1,19) =  4.46, p =  .048.
ponents characterized by a positive polarity (P100 and central-parietal
ger amplitudes always refer to more positive amplitudes (and analogous
tive components N170 and N250).
ANOVA w
(left vs. r
STEEP SLO
larger N1
p <  .01. T
3 Data  fro
no  clear  ped-mean ERPs at selected electrodes of the regions of interest (ROI) in
g phase.
. Peak latency was tested by performing an ANOVA with
 measurements on the factors hemisphere (left vs. right)
uency (NORMAL SLOPE vs. SHALLOW SLOPE vs. STEEP
his analysis did not yield any signiﬁcant effects (Table 2).
mplitudes of N170 were investigated by performing an
ith repeated measurements on the factors hemisphereight), frequency (NORMAL SLOPE vs. SHALLOW SLOPE vs.
PE) and site (P9/P10 vs. PO9/PO10). The ANOVA revealed
70 amplitudes over the right hemisphere, F(1,18) = 14.09,
he main effect of frequency was  marginally signiﬁcant,
m one participant had to be excluded from all  analyses of N170 because
ak could be identiﬁed.
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Table 3
Amplitudes in V  in the learning phase at  the following electrodes: P100 at IZ; N170 at PO9/PO10; N250 at P9/P10, PO9/PO10 and TP9/TP10; central positivity at C3/C4,
P3/P4,  Cz and Pz. Results that revealed signiﬁcant effects compared to NORMAL SLOPE faces are marked with *.
P100 peak amplitude
in V  (SEM)
N170 peak amplitude
in V (SEM)
N250 mean amplitude
in V  (SEM)
Central positivity mean
amplitude in V  (SEM)
Iz PO9 PO10 ROI ROI
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3.23, p =  .05, as was the two-way interaction between fre-
nd site, F(2,36) =  3.06, p =  .05.4 Visual inspection of Fig. 5
that frequency effects were largely limited to more poste-
 This impression was conﬁrmed by  post-hoc ANOVAs with
 measurements on hemisphere and frequency (NORMAL
. SHALLOW SLOPE and NORMAL SLOPE vs. STEEP SLOPE,
ely), only including electrodes PO9 and PO10. These anal-
gested larger N170 for SHALLOW SLOPE compared to
 SLOPE faces, F(1,18) =  5.57, p  =  .03, whereas no signiﬁcant
es were found between NORMAL SLOPE and STEEP SLOPE
,18) < 1 (Table 3).
An ANOVA with repeated measurements on the factors
y, hemisphere and site revealed a  main effect of the factor
y, F(2,38) = 6.51, p  <  .01. Visual inspection of Fig. 5 indi-
t N250 was most negative for SHALLOW SLOPE faces. This
n was conﬁrmed by  additional post-hoc ANOVAs com-
ALLOW SLOPE with NORMAL SLOPE faces, F(1,19) =  6.1,
ean amplitudes of N250 did not differ between NORMAL
d STEEP SLOPE faces, F  <  1 (Table 3).
00 ms.  Mean amplitudes of central-parietal positivity
lyzed by  performing an ANOVA with repeated measure-
 the factors frequency and electrode (C3, C4, P3, P4, Cz, Pz).
s no effect of frequency, F(2,38) =  1.38, p  >  .2  (Table 3), and
teraction between frequency and electrode, F(1,19) =  1.63,
t phase
n the test phase were analyzed by performing ANOVAs
 to those applied in the learning phase. Additionally, the
iliarity was introduced to compare effects for learned
own in  the learning phase) with effects for novel faces
n in the learning phase).
For P100 latencies, the ANOVA yielded a  main effect of
y, F(2,38) =  20.49, p <  .0001, and a  two-way interaction
familiarity and electrode, F(2,38) =  2.31, p < .05. Post-
ng revealed that latencies were shorter for NORMAL
mpared to STEEP SLOPE faces and SHALLOW SLOPE faces,
21.37, p  <  .0001 and F(1,19) =  37.04, p < .0001, respectively
00 peak amplitudes, a signiﬁcant effect of frequency
d, F(2,38) =  6.13, p  <  .01. This effect was  further modu-
 two-way interaction between frequency and electrode,
 4.0, p  <  .001. There was also an interaction between
y and electrode, F(4,76) =  4.51, p  <  .01. Post-hoc testing
rate electrodes revealed signiﬁcant effects of familiar-
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 showed that P100 was smaller for NORMAL SLOPE com-
 performed an  equivalent analysis with mean amplitudes (time segment
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HALLOW SLOPE, F(1,19) =  18.53, p < .0001, and smaller for
 SLOPE compared to  STEEP SLOPE faces, F(1,19) =  50.516,
(Fig. 6 and Table 4).
 Latencies of N170 were modulated by the factor fre-
(2,36) = 15.89, p  <  .01. Separate post-hoc ANOVAs revealed
atencies for NORMAL SLOPE in comparison to SHAL-
PE faces, F(1,18) =  22.53, p < .0001, and STEEP SLOPE faces,
18.63, p  <  .0001 (see also Table 2).
170 peak amplitudes, there were main effects of fre-
(2,36) =  13.49, p < .0001, and hemisphere, F(1,18) =  24.79,
 The factor familiarity was  not signiﬁcant, F(2,38) <  1.  Main
ere further qualiﬁed by a  two-way interaction between
y and hemisphere, F(2,36) =  4.81, p  <  .05, a three-way inter-
tween electrode, frequency and familiarity, F(2,36) =  6.45,
nd a  three-way interaction between hemisphere, fre-
nd familiarity, F(2,36) =  5.7, p <  .01. Visual inspection of
gested larger frequency effects over the right hemisphere,
so seemed to depend on familiarity. Separate ANOVAs
 hemispheres showed signiﬁcant effects of  frequency
,  F(2,36) =  7.41, p  <  .01, and right hemispheric electrodes,
11.04, p  <  .001. Over the left hemisphere N170 amplitude
ller for STEEP SLOPE faces in comparison to  NORMAL
ces, F(1,18) =  17.76, p =  .0005, irrespective of  familiarity.
 SLOPE faces did not differ from NORMAL SLOPE faces,
1.  Over the right hemisphere an interaction between
y and familiarity, F(2,36) =  13.6, p  <  .0001, was  found. Sep-
OVAs at right hemispheric sites for learned and novel
ealed frequency effects both for learned, F(2,36) =  17.71,
 and for novel faces, F(2,36) =  7.41, p  <  .01. For the learned
s. 6 and 7), N170 amplitudes were larger for SHALLOW
ces compared to  NORMAL SLOPE faces, F(1,18) =  10.74,
and STEEP SLOPE faces, F(1,18) =  29.67, p < .0001, which
d smaller N170 amplitudes than NORMAL SLOPE faces,
8.89, p = .008. For the novel faces, N170 amplitudes were
r for SHALLOW SLOPE faces compared to  NORMAL SLOPE
,18) =  12.71, p =  .002. In contrast to learned faces, for novel
EP SLOPE faces evoked a  larger N170 compared to NOR-
PE faces, F(1,18) =  9.33, p = .007 (see also Table 4).
 Mean amplitudes were inﬂuenced by the factors
y, F(2,38) = 10.93, p < .0001, hemisphere, F(1,19) =  8.83,
d a  trend for familiarity, F(1,19) = 3.43, p = .08. Further-
ere was  a  two-way interaction between familiarity and
y, F(2,38) = 4.31, p <  .05. Frequency effects were only sig-
or learned faces, F(2,38) =  14.53, p < .0001, (F(2,38) <  1  for
es). Post-hoc ANOVAs for the learned faces revealed more
amplitudes for NORMAL SLOPE faces compared to STEEP
es F(1,19) =  12.37, p = .002 (Table 4). For SHALLOW SLOPE
AL SLOPE faces, no signiﬁcant difference was  found
1 (Figs. 6 and 7). The factor familiarity reached signiﬁcance
OW SLOPE faces, F(1,19) = 5.38, p =  .032 (Fig. 9), and NOR-PE faces, F(1,19) =  4.77, p =  .04. For STEEP SLOPE faces there
ffect of familiarity, F(1,19) < 1.
00 ms. For central-parietal positivity, there were main
f frequency, F(2,38) =  11.81, p < .0001 (see also Fig. 6)
iliarity, F(1,19) = 46.67, p <  .0001, with larger positivity
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hemisphereFig. 6.  ERPs at selected electrodes of the regions of interest (RO
d faces (Fig. 9). These effects were further qualiﬁed by
ction between familiarity and frequency, F(2,38) =  6.45,
nd a three-way interaction between familiarity, fre-
STEE
face
whend electrode, F(10,190) = 2.17, p <  .05. Post-hoc ANOVAs
ed faces revealed more positive amplitudes for SHAL-
PE faces compared to NORMAL SLOPE faces, F(1,19) =  5.82,
which again were more positive than amplitudes for
SHALLOW
F(1,19) = 
We a
effect (le
 at electrode sites PO9/PO10 in the test phase for learned faces. Note the increase of N170
 over the right hemisphere (see arrow). N250 amplitudes were more negative for NO
, whereas no  differences between SHALLOW SLOPE and STEEP SLOPE faces were found (e test phase for learned and novel faces.
OPE faces, F(1,19) =  14.40, p  =  .001 (Table 4). For the novel
niﬁcant differences were limited to  electrodes P4 and Pz,
plitudes were more positive for NORMAL SLOPE than for SLOPE and STEEP SLOPE faces, F(1,19) =  4.6, p  =  .04, and
4.49, p =  .04, respectively (see also Fig. 6).
lso analyzed central-parietal positivity as an old/new
arned minus novel faces). The ANOVA revealed a  sig-
 absolute amplitude from STEEP SLOPE to NORMAL SLOPE to SHALLOW
RMAL SLOPE faces in comparison to STEEP SLOPE faces over the right
see arrow).
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Fig. 8. Old/new effects (learned minus novel faces) at Cz and Pz for NORMAL SLOPE,
SHALLOW SLOPE and STEEP SLOPE faces.
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d and later discriminated from novel faces. One third of
 each were unmodiﬁed (NORMAL SLOPE) or had manipu-
er spectra (SHALLOW SLOPE faces and STEEP SLOPE faces,
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akashima et al., 2008). The faces that we used contain the
quency range and therefore the SHALLOW SLOPE faces had
 overall spectral power as the NORMAL SLOPE and STEEP
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 that a distortion of a face through inverting the eye region
creased P100 latency (Doi et al., 2007). In this case, the
tency and larger amplitude could be explained in  terms
ace processing being more difﬁcult for frequency manip-
muli. In the study by Flevaris et al. (2008),  a  delay of the
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muli.
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 SHALLOW SLOPE compared to NORMAL SLOPE stimuli
)  and might represent the processing of ﬁne features of a
hermore N170 amplitudes for the learned faces in the test
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 less overall spectral energy. This result suggests that the
ct does not just depend on the frequency range, but also on
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s longer for the manipulated stimuli than for the unmod-
uli (Table 2). This difference was most likely caused by
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gative occipito-temporal N250 has been associated with
ssful acquisition and activation of face representations
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present N250 was  increased for learned in  comparison to
es for the NORMAL SLOPE and SHALLOW SLOPE conditions
n the learning phase, the N250 was  larger for SHALLOW
an NORMAL SLOPE faces, but in the test phase, this differ-
 not signiﬁcant anymore (Fig. 7). One explanation for the
N250 effect would be the different task requirements in
 and test phase (Trenner et al., 2004). As another explana-
iled information as provided by the SHALLOW SLOPE faces
ten et al., 2005) could be more important for face learning,
 face is still relatively unfamiliar. After the unfamiliar faces
 repeated four times during the learning phase, SHALLOW
d NORMAL SLOPE stimuli produced comparable ampli-
250 while performing memory judgements repeatedly in
hase. However, the N250 amplitude of the learned faces
d for STEEP SLOPE in comparison to NORMAL SLOPE faces
t phase (Fig. 7). This decrease may  reﬂect the fact that the
OPE faces, which contain less spectral power above 9  cpi,
ss reliable representation of the identity of a  face than the
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r and not learned intentionally.
entral-parietal positivity associated with modality-
ent person recognition (Paller et al., 2000) was  larger for
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hed. STEEP SLOPE faces contain more spectral power from
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4 Diskussion 
In der vorliegenden Arbeit wurden universelle Eigenschaften von ästhetischen Bildern 
anhand von künstlerischen Porträts untersucht und der Einfluss dieser Eigenschaften auf die 
Wahrnehmung von Gesichtern getestet. Dadurch konnten Erkenntnisse für die Neuroästhetik 
und die Gesichts-Wahrnehmungsforschung gewonnen werden. 
Der erste Artikel dieser Arbeit (siehe Kapitel 3.1) zeigte, dass durch Künstler erstellte 
Porträts einen ähnlichen Anstieg im Fourierspektrum wie natürliche Szenen besitzen, obwohl 
Gesichterfotos über einen anderen Anstieg im Fourierspektrum verfügen (Torralba und Oliva 
2003, Bosworth et al. 2006). Bestehende Ergebnisse unserer (Redies et al. 2007) sowie einer 
amerikanischen Arbeitsgruppe (Graham und Field 2007) wurden dadurch bestätigt und 
ausgeweitet. Damit liefert die Studie einen weiteren Baustein für die Theorie, dass Künstler 
ästhetische Bilder an unser visuelles System anpassen und dabei basale Funktionsweisen des 
visuellen Systems nutzen (Redies 2007, Zeki 1999). 
Im Anschluss daran manipulierten wir die Fourierspektren von Gesichterfotos, um zu 
untersuchen, wie sich ein Anstieg desselben auf die Gesichterwahrnehmung mittels eines 
Gesichter-Lernexperiments mit Erfassung des EEGs auswirkt (siehe Kapitel 3.2). Eine 
Veränderung des Anstiegs des radiär gemittelten Fourierspektrums von Gesichtefotos auf -2 
(ähnlich dem Befund bei natürlichen Szenen und ästhetischen Bildern) erleichterte das 
Erlernen und Wiederkennen unbekannter Gesichter. Ebenso scheint eine Veränderung des 
relativen Anteils an feinen und groben Strukturen zu Gunsten der feinen Strukturen (mehr 
HSF) das Gesichterlernen zu vereinfachen. Umgekehrt führten Verstärkung der groben 
Strukturen und ein Abschwächen der feinen Strukturen zu erschwertem Gesichterlernen. 
Diese Ergebnisse werden durch Literaturbefunde gestützt, die zeigen, dass neben natürlichen 
Szenen auch andere Stimuli mit 1/f2-Eigenschaften effizient codiert werden können (Párraga 
et al. 2000). 
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4.1 Kritische Betrachtung der Methodik 
In der vorliegenden Arbeit wurden 1/f2-Eigenschaften eindimensional erfasst, sodass 
keine Aussagen über die Isotropie des Fourierspektrums möglich sind (Koch et al. 2010). In 
Folgestudien könnte dies sowohl bei der Analyse als auch bei der Manipulation des 
Fourierspektrums berücksichtigt werden. 
Des Weiteren wurden nur die Amplituden des Fourierspektrums betrachtet und die 
Phase vernachlässigt, obwohl darin ein Teil der Bildinformation steckt. Folgestudien könnten 
höhere statistische Verfahren anwenden, die auch die Phase in ihrem Modell berücksichtigen 
(Koch et al. 2010, Graham und Field 2007). 
 Rousselet et al. (2008) nutzten 2D-Gauß-Filter, um Randeffekte zwischen Gesicht und 
Hintergrund zu vermeiden. Wir manipulierten den Anstieg ohne diese Filter, und somit kann 
es zu Frequenzeffekten zwischen Gesichtern und Hintergrund gekommen sein. Deshalb 
wurde der Hintergrund bei unserer Methode nach der Manipulation des Fourierspektrums auf 
einen einheitlichen Grauwert gesetzt. 
In unserem Lernexperiment wurden sowohl in der Lern- als auch in der Testphase die 
gleichen Fotos mit der gleichen Ansicht von Gesichtern verwendet, sodass hauptsächlich 
Aussagen über bildliches Lernen getroffen werden konnten. Des Weiteren haben alle 
Probanden dieselben Gesichter in der gleichen Frequenzmanipulation gesehen. Um weniger 
bildliches Lernen zu betrachten, sollte jeder Proband andere manipulierte Versionen der 
Gesichter gezeigt bekommen. Außerdem wurden die ungelernten Gesichter in der Testphase 
drei Mal wiederholt, weil uns nur eine begrenzte Anzahl an Stimuli zu Verfügung stand. Die 
Interpretation der Ergebnisse der ungelernten Gesichter ist dadurch eingeschränkt.  
In den Verhaltensdaten zeigte sich ein Deckeneffekt für die Wiedererkennungsrate, 
weil mehrere Probanden 100% richtige Antworten für die verschiedenen Gesichts-
manipulationen erreichten. Um signifikante Verhaltensdaten zu erhalten, sollte die 
Schwierigkeit der Aufgabe in zukünftigen Studien erhöht werden, um etwas geringere 
Wiedererkennungsraten zu erhalten.  
Die wichtigste der oben genanten Limitationen ist, dass unsere Ergebnisse auf 
bildliches Lernen zutreffen. Mit Hilfe der für diese Studie neu entwickelten Stimulus-
Manipulation konnte der Einfluss des Anstiegs des Fourierspektrums auf die 
Gesichtswahrnehmung  untersucht werden.  
 26 
4.2 Fourierspektrum von Porträts und Gesichtern 
Für gemalte ästhetische Porträts wurden ähnliche 1/f2-Eigenschaften wie für natürliche 
Szenen gefunden. Künstler bilden Gesichter demzufolge nicht mit den gleichen statistischen 
Eigenschaften ab, die Fotos von Gesichtern besitzen. Außerdem weisen gemalte Porträts 
einen höheren relativen Anteil von feinen gegenüber groben Strukturen als Fotos von 
Gesichtern auf. In unserer Arbeit war der Anstieg des Fourierspektrums von Porträts 
unabhängig von Hintergrund, Kopfbedeckung, Geschlecht, Blickwinkel, Jahrhundert, 
Herkunftsland und Maltechnik. Damit konnte gezeigt werden, dass das Fourierspektrum nicht 
durch die Komplexität des Hintergrundes oder andere zuvor genannte Störfaktoren beeinflusst 
wurde.  
Des Weiteren versuchten wir den Einfluss von Artefakten auf unsere Messung zu 
minimieren. Bei der Bestimmung des Anstiegs wurde nur der Bereich von 10 bis 256 cpi 
berücksichtigt, sodass Artefakte am Rande des Fourierspektrums nicht erfasst wurden. Beim 
Fotografieren, Scannen und Drucken werden Helligkeit und Farbe zu Pixelwerten 
transformiert und es kann zu nichtlinearen Effekten kommen, die als Gamma-Gradation 
bezeichnet werden. In einem Kontrollexperiment konnten wir zeigen, dass Änderungen der 
Gamma-Gradation einen sehr geringen Einfluss auf den Anstieg im Fourierspektrum besitzen. 
Ähnliche Ergebnisse wurden zuvor auch für Kontrast und mittleren Grauwert gezeigt 
(Ruderman 1997). Es ist demnach nicht anzunehmen, dass unsere Daten maßgeblich durch 
Reproduktionsartefakte beeinflusst wurden. Ursprünglich mit Farbe gemalte Porträts wurden 
in unserer Analyse zu Graustufen konvertiert, sodass die Farbinformation verloren ging. 
Dadurch enthielten diese gemalten Porträts weniger feine Strukturen und der Anstieg wurde 
steiler (Anstieg von -2.9). 
Es konnte gezeigt werden, dass Künstler Gesichter mit Eigenschaften abbilden, die 
denen natürlicher Szenen ähneln. Da das visuelle System auf die Wahrnehmung natürlicher 
Szenen abgestimmt ist (Simoncelli und Olshausen 2001, Graham und Field 2009), deuten die 
Gemeinsamkeiten von ästhetischen Bildern und natürlichen Szenen darauf hin, dass Künstler 
ihre Werke an grundlegende Funktionen des visuellen Systems anpassen. 
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4.3 Fourierspektrum und Gesichterlernen 
Wir konnten zeigen, dass unbekannte STEEP SLOPE Gesichter mit einem steileren 
Anstieg (verstärkte grobe Strukturen und abgeschwächte feine Strukturen) schlechter gelernt 
werden können als unmodifizierte Gesichter. Dies wurde sowohl durch langsamere 
Reaktionszeiten als auch durch geringere Amplituden von N170, N250 und central positivity 
gezeigt (Erklärungen zu den EEG-Korrelaten siehe Kapitel 7.2). Die geringere Amplitude der 
N170 für STEEP SLOPE Gesichter kann dadurch erklärt werden, dass die N170 eher die 
Kodierung von feinen Strukturen der Gesichter repräsentiert (Nakashima et al. 2008). Die 
geringere N250 und central positivity deuten darauf hin, dass diese Gesichter zu einer weniger 
stabilen Repräsentation der Identität führen (Kaufmann et al. 2009, Tanaka et al. 2006).  
Im Gegensatz zu den STEEP SLOPE Gesichtern gab es Hinweise darauf, dass 
SHALLOW SLOPE Gesichter mit einem Anstieg von -2 (1/f2-Eigenschaften, verstärkte feine 
Strukturen und abgeschwächte grobe Strukturen) besser gelernt werden konnten als 
unmodifizierte Gesichter. So fanden sich in den elektrophysiologischen Ergebnissen größere 
Amplituden der N170, N250 und central positivity, obwohl keine Unterschiede in den 
Verhaltensdaten nachgewiesen wurden. Die größere Amplitude der N170 spiegelt die 
Kodierung von feinen Strukturen der Gesichter wider (Nakashima et al. 2008). In anderen 
Studien wurden kleinere Amplituden für HSF- als für LSF-Gesichter gefunden (Goffaux et al. 
2003, Halit et al. 2006). Dies ist vermutlich darauf zurückzuführen, dass diese Autoren HSF-
Gesichter mit niedriger spektraler Energie genutzt haben. Die größere N250 und central 
positivity für SHALLOW SLOPE Gesichter in meiner Studie deuten darauf hin, dass diese 
Gesichter zu einer stabileren Repräsentation der Identität führen (Kaufmann et al. 2009). 
Allerdings war die N250 für SHALLOW SLOPE Gesichter nur in der Lernphase größer und 
nicht in der Testphase. Dies könnte zum einen an der unterschiedlichen Aufgabe in Lern und 
Testphase liegen (Gesichter betrachten und lernen vs. Gesichter aktiv wiedererkennen). Zum 
anderen könnten die feinen Strukturen der SHALLOW SLOPE Gesichter besonders nützlich 
sein, wenn Gesichter noch gänzlich unbekannt sind, wie das in der Lernphase der Fall ist. 
Nach den vier Wiederholungen riefen SHALLOW SLOPE und unmanipulierte Gesichter 
ähnliche N250 hervor und schnitten in den Verhaltensdaten ähnlich ab.  
In einer Studie mit fMRT (Vuilleumier et al. 2003) wurde gezeigt, dass LSF-Gesichter 
im Gegensatz zu HSF-Gesichtern nicht zu Wiederholungseffekten führten. Feine Strukturen, 
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welche durch hohe Frequenzen im Amplitudenspektrum repräsentiert werden, spielen eine 
wichtige Rolle bei dem Erlernen unbekannter Gesichter (Fiorentini et al. 1983, Sergent 1986). 
So konnten Watier und Collin (2009) in einem Experiment, in dem Gesichter verglichen 
werden mussten, zeigen, dass für unbekannte Gesichter höhere Frequenzen als für bekannte 
Gesichter benötigt werden. Daraus schlussfolgerten sie, dass es Unterschiede bei der 
Frequenzauswahl für bekannte und unbekannte Gesichter gibt.  
Die SHALLOW SLOPE Gesichter unserer Studie, welche besser gelernt wurden, haben 
weniger spektrale Energie im niederfrequenten Bereich von 0-22 cpi als STEEP SLOPE 
Gesichter (siehe Abb. 13). Dies widerspricht bisherigen Studien, welche den Frequenzbereich 
von 8-16 cpi als wichtigsten Bereich für die Gesichtererkennung hervorgehoben haben 
(Costen et al. 1996, Näsänen 1999). Wenn sich der relative Anteil von groben zu feinen 
Strukturen verändert (also der Anstieg im Fourierspektrum), könnte die spektrale Energie in 
einem bestimmten Frequenzbereich (z.B. 8-16cpi) eine untergeordnete Rolle spielen.  
Unsere Ergebnisse deuten darauf hin, dass Gesichter mit ähnlichem Fourierspektrum 
wie natürliche Szenen und ästhetische Bilder leichter gelernt werden. Dies könnte zum einen 
dadurch bedingt sein, dass für das Erlernen unbekannter Gesichter vor allem feine Strukturen 
von Bedeutung sind (Boeschoten et al. 2005, Goffaux et al. 2005, Schyns et al. 2002) und 
zum anderen dadurch, dass Stimuli mit 1/f2-Eigenschaften von unserem visuellen System 
besonders effizient codiert werden können (Párraga et al. 2000, Graham und Field 2009). 
4.4 Bedeutung der Arbeit für die Gesichterforschung 
Soweit uns bekannt ist, handelt es sich hierbei um die erste Studie, welche den Einfluss 
des Anstiegs des Fourierspektrums auf die Gesichterwahrnehmung erforscht. Mit dieser 
Methode konnten konfundierende Störvariablen, wie sie bei Bandpass-gefilterten Stimuli 
auftraten, vermieden werden (z.B. unterschiedliche spektrale Energie der hohen und tiefen 
Frequenzen). Des Weiteren enthalten unsere Stimuli das ganze Fourierspektrum und wirken 
dadurch realistischer als Bandpass-gefilterte Gesichter. Objekte die wir im Alltag visuell 
wahrnehmen, variieren im Anstieg des Fourierspektrums und enthalten das gesamte 
Frequenzspektrum. Damit ist unsere Methode im Vergleich zu bisherigen Bandpassfilter-
Methoden für die Gesichterforschung interessant und innovativ. Um den Einfluss vom 
Anstieg des Fourierspektrums auf die Gesichterwahrnehmung systematisch zu überprüfen, 
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könnten weitere Studien mit mehr als drei unterschiedlichen Anstiegen (-2; -3 und -3,5 in 
unserem Experiment) durchgeführt werden. 
Die Aussagekraft unsere Ergebnisse ist begrenzt auf das bildhafte Lernen, da dieselben 
Gesichter in der Lern- und Testphase gezeigt wurden. Diese Beschränkung trifft auf einen 
Großteil der Studien zum Gesichterlernen zu und es gibt nur wenige Studien die verschiedene 
Gesichterversionen in Lern- und Testphase zeigen (Kaufmann et al. 2009). Durch das 
Verwenden gleicher Gesichter werden elektrophysiologische Effekte maximiert und wir 
halten deshalb dieses Vorgehen als angemessenen für eine erste Studie mit neuartiger 
Stimulusmanipulation. In weiterführenden Studien könnten Gesichter mit unterschiedlicher 
Ansicht gezeigt werden, um das Generalisationsvermögen über verschiedene Abbildungen 
einer Person zu erfassen. Des Weiteren verwendeten wir keine Kontrollstimuli, obwohl es 
eine intensive Diskussion darüber gibt, ob Effekte in der Gesichterforschung spezifisch für 
Gesichter sind oder auch für die Wahrnehmung anderer Objekte zutreffen (Bentin et al. 2007, 
Dering et al. 2009, Rossion und Jacques 2008, Thierry et al. 2007). Aussagen über die 
Wahrnehmung von Gesichtern können jedoch auch unabhängig von der Spezifitätsdebatte 
getroffen werden (Scott et al. 2006, Tanaka et al. 2006, Schweinberger 2011). Ob unsere 
Erkenntnisse auch für andere Objekte gelten, könnten weitere Studien unter Verwendung zum 
Beispiel von natürlichen Szenen und Häusern als Kontrollstimuli zeigen. Wenn 1/f2-
Eigenschaften zu effizienterer Kodierung führen, ist anzunehmen, dass dies auch für andere 
Objekte als Gesichter gilt. 
Unsere Ergebnisse lassen sich gut in das Modell des „diagnostic recognition approach“ 
einordnen (Ruiz-Soler und Beltran 2006), in dem Frequenzbestandteile des Fourierspektrums 
flexibel je nach Aufgabe und nach Frequenzzusammensetzung des Gesichtes genutzt werden 
können. Dadurch kann insbesondere erklärt werden, warum Ergebnisse über die Bedeutung 
des Fourierspektrums für die Gesichterwahrnehmung stark variieren und oft sehr 
unterschiedliche Frequenzbereiche hervorgehoben wurden. Unsere Ergebnisse gelten im 
Rahmen der Aufgabe unbekannte Gesichter zu erlernen, die durch einen steileren Anstieg im 
Fourierspektrum mit verstärkten groben und abgeschwächten feinen Strukturen erschwert 
wird. Um den Einfluss von 1/fp-Eigenschaften auf die Gesichterwahrnehmung unabhängig 
vom Gesichterlernen zu untersuchen, könnten in Folgeexperimenten Gesichter passiv 
wahrgenommen werden (Flevaris et al. 2008), sodass die Gesichter für die Aufgabe irrelevant 
sind. 
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Das Verstärken der feinen Strukturen von Gesichtern in unserer Studie könnte einen 
ähnlichen Effekt haben, wie er durch mit Linien gezeichnete Karikaturen hervorgerufen wird. 
In anderen Studien wurden solche Karikaturen besser gelernt als unmodifizierte Fotos von 
Gesichtern (Rhodes et al. 1997). In einer Studie mit fotorealistischen Karikaturen führten 
Karikaturen ebenfalls zu größerer N250 (Kaufmann und Schweinberger 2008, Kaufmann und 
Schweinberger 2012). 
4.5 Bedeutung der Arbeit für die Neuroästhetik 
In einer weiteren Studie unserer Arbeitsgruppe konnte gezeigt werden, dass außer 
ästhetischen Bildern auch Cartoons, Mangas und Comics 1/f2-Eigenschaften aufweisen (Koch 
et al. 2010). Somit gibt es auch andere von Menschenhand hergestellte Objekte, die für die 
ästhetische Wahrnehmung geschaffen wurden und ähnliche Fourierspektren wie natürliche 
Szenen besitzen. Sie unterscheiden sich zum Beispiel von wissenschaftlichen Illustrationen, 
die weniger starke ästhetische Wahrnehmung hervorrufen und ein flacheres Fourierspektrum 
haben. In der gleichen Studie konnte gezeigt werden, dass sich natürliche Szenen von 
ästhetischen Bildern durch eine größere Isotropie des 2D-Fourierspektrums unterscheiden 
(Koch et al. 2010). Ästhetische Bilder zeigen eine geringere Variabilität der Steigung des 
Fourierspektrums in den verschiedenen Orientierungen des Bildes mit der Folge, dass das 
Fourierspektrum in alle Richtungen gleichmäßig mit 1/f2-Eigenschaften abfällt. Da dies in 
unserer Manipulation vom Anstieg des Fourierspektrums nicht berücksichtigt wurde, könnte 
in einer Folgestudie versucht werden, Gesichter mit isotropen 1/f2-Eigenschaften zu erzeugen. 
Außerdem unterscheiden sich ästhetische Bilder von natürlichen Szenen durch ihre 
Leuchtdichte. Ästhetische Bilder haben einen wesentlich kleineren Dynamikumfang ihrer 
Leuchtdichte und eine weniger schiefe Leuchtdichtenverteilung (Graham 2008, Graham und 
Field 2008). Auch dies spricht dafür, dass Künstler in ihren Werken nicht die gleichen 
Eigenschaften der natürlichen Objekte widerspiegeln, wie sie in Fotografien abgebildet sind, 
sondern dass sie ihre Werke an Eigenschaften des visuellen Systems anpassen.  
1/f2-Eigenschaften von ästhetischen Bildern werden zum einen möglicherweise von 
Künstlern genutzt, um die Perzeptibilität ihrer Werke durch das visuelle System zu erleichtern 
(Graham und Field 2008). Zum anderen nehmen die Autoren an, dass es auf Grund des 
Malprozesses sehr schwierig ist Bilder zu erzeugen, die keine 1/f2-Eigenschaften besitzen. So 
würde die menschliche Maltechnik, beispielsweise beim Malen eines Strichs oder eines 
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Farbkleckses, zu starker örtlicher Korrelation führen. Da Stimuli mit einem flachen 
Fourierspektrum ähnlich eines weißen Rauschens fast nur per Zufallsgenerator generierbar 
sind, ist nachvollziehbar, dass es für Künstler schwierig ist, Werke mit solch einem flachen 
Fourierspektrum zu erzeugen. Dies könnte durch weitere Experimente überprüft werden, in 
denen zum Beispiel gezielt versucht wird, Gesichter mit einem Anstieg zu malen, der von -2 
abweicht. Doch warum erschaffen Künstler nicht Werke mit einem Anstieg von -3 oder -1,5? 
Grundsätzlich ist es für Künstler möglich, ästhetische Bilder zu erzeugen, welche keine 1/f2- 
Eigenschaften aufweisen (Redies et al. 2007). Zum Beispiel fallen die Fourierspektren von 
Bildern von geschriebenem Text nicht linear ab, sondern weisen zwei Abschnitte mit 
unterschiedlichen Steigungen auf, die beide von dem Wert -2 abweichen (T. Melmer et al.). 
Dennoch besitzen ästhetische Bilder im Durchschnitt 1/f2-Eigenschaften. Nach Graham und 
Redies liegt dies an der Anpassung der Werke durch den Künstler an das eigene visuelle 
System, um damit die Perzeptibilität zu gewährleisten bzw. zu erhöhen. Redies (2007) 
assoziiert 1/f2-Eigenschaften mit ästhetischem Empfinden, wobei diese Eigenschaften eher ein 
Beiprodukt der ästhetischen Produktion darstellen und nicht hinreichend für ästhetische 
Wahrnehmung sind. Redies und Graham interpretieren die 1/f2-Eigenschaften als Zeichen für 
universelle Gemeinsamkeiten bei ästhetischen Bildern. Neurobiologische Erkenntnisse der 
Neuroästhetik werden jedoch immer nur Teilaspekte der ästhetischen Wahrnehmung erklären 
können. Neben universellen Eigenschaften ästhetischer Bilder, welche grundlegende 
Funktionen des visuellen Systems ausnutzen, müssen auch andere Aspekte wie zum Beispiel 
soziokulturellen Faktoren beachtet werden (Goodman 1976, Danto 1981). 
Das bessere Erlernen von Gesichtern mit 1/f2-Eigenschaften deutet darauf hin, dass außer 
natürlichen Szenen auch andere Stimuli mit solchen Eigenschaften effizient codiert werden 
können (Párraga et al. 2000). Durch die Änderung des Anstiegs kann die Wahrnehmung der 
Gesichter erleichtert werden. Wir nutzten Erkenntnisse der Neuroästhetik über die 
Manipulation der 1/fp-Eigenschaften von Gesichtern wird und konnten dadurch neue 
Erkenntnisse für das Erlernen unbekannter Gesichter gewinnen. 
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5 Schlussfolgerungen 
In dieser Arbeit konnten Erkenntnisse der Neuroästhetik und elementare Funktionsweisen 
des visuellen Systems auf die Gesichtswahrnehmung übertragen werden.  
Ästhetische gemalte Porträts zeigen 1/f2-Eigenschaften im Fourierspektrum, die denen 
natürlicher Szenen ähnlich sind. Sie unterscheiden sich in dieser Hinsicht stark von 
Gesichtsfotografien. Dies ist ein Hinweis darauf, dass Künstler ihre Abbildungen an 
Kodierungsmechanismen des visuellen Systems anpassen und nicht die Eigenschaften der 
Objekte abbilden, welche diese natürlicherweise besitzen. Da 1/f2-Eigenschaften nicht 
hinreichend für ästhetische Wahrnehmung sind, sollten weitere Studien auch andere 
statistische Eigenschaften ästhetischer Bilder untersuchen. 
Wenn 1/f2-Eigenschaften auf Gesichterfotos übertragen werden, können diese Gesichter 
leichter gelernt werden. Gesichter mit steilerem Anstieg des Fourierspektrums wurden 
schlechter gelernt. Eine Veränderung des relativen Anteils von groben zu feinen Strukturen zu 
Gunsten der feinen Strukturen vereinfacht das Erlernen und Erkennen unbekannter Gesichter. 
Damit spielen feine Strukturen eine besonders wichtige Rolle bei der Erstellung neuer 
Repräsentationen von Gesichtern. Mit dieser Arbeit widerspreche ich bisherigen Studien, die 
den mittleren Frequenzbereich als besonders wichtig erachten. Unsere Ergebnisse beziehen 
sich zunächst nur auf bildliches Lernen, sodass in weiteren Studien der Zusammenhang von 
1/fp-Eigenschaften und Gesichts- und Objektwahrnehmung systematisch erforscht werden 
könnte. 
Fazit unserer Studien und Ergebnisse ist zum einen, dass verstärkte grobe und 
abschwächte feine Strukturen das Erlernen von Gesichtern erschweren. Zum anderen können 
1/f2 Eigenschaften, wie sie bei natürlichen Szenen auftreten, das Erlernen von Gesichtern 
erleichtern. Damit konnte gezeigt werden, dass eine Veränderung vom Anstieg des 
Fourierspektrums von Gesichtern, ähnlich wie sie durch Künstler durchgeführt wird, die 
Gesichterwahrnehmung erleichtert. 
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7 Anhang 
7.1 Fourieranalyse 
Mit der Fourieranalyse kann ein Signal in einzelne trigonometrische Komponenten 
verschiedener Frequenzen zerlegt werden. Umgekehrt kann zum Beispiel ein Rechtecksignal 
auch aus verschiedenen trigonometrischen Komponenten gebildet werden (siehe Abb. 15). 
 
 
Abb. 15 Fouriersynthese eines Rechtecksignals. In der rechten Spalte ist das 
Amplitudenspektrum abgebildet. In diesem Fall  nimmt die Amplitude ab bei steigender 
Frequenz. Modifiziert nach factbook.org. GFDL-Lizenz 
 
Die einzelnen Frequenzkomponenten können sich in Amplitude und Phase 
unterscheiden. Dabei zeigt die Amplitude, wie groß der Anteil einer bestimmten Frequenz ist 
und die Phase bestimmt, wo sich diese Frequenz befindet (siehe Abb. 16a). 
Wird die Fourieranalyse für ein zweidimensionales Signal wie zum Beispiel ein Bild 
angewendet, erfolgt die Fourieranalyse zum einen in horizontaler und zum anderen in 
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vertikaler Richtung und man erhält ein zweidimensionales Fourierspektrum (siehe Abb. 16b). 
Bei komplexen Stimuli wie zum Beispiel Gesichtsfotografien erhält man ein komplexes 
Amplitudenspektrum (siehe Abb. 12). Wird dieses Fourierspektrum quadriert erhält man das 
Powerspektrum. Um nun den Anteil der verschiedenen Frequenzkomponenten zu erhalten, 
kann man die Amplitude radial mitteln und als Funktion der Frequenz logarithmisch 
darstellen und man erhält ein eindimensionales Amplitudenspektrum (siehe Abb. 8 und Abb. 
13), mit dem der Anstieg des Fourierspektrums ermittelt wird. Dabei wird normalerweise der 
äußerste Rand des Frequenzspektrums nicht berücksichtig, da dieser durch Artefakte 
beeinflusst werden kann. Für natürliche Szenen wurde ein Anstieg von -2 (1/f2-Eigenschaften) 
im Fourierspektrum gefunden (Burton und Moorhead 1987, Field 1987).  
 
a b 
 
 
Abb. 16 (a) Sinusmuster unterschiedlicher Frequenz, Amplitude, Phase und Orientierung. Aus 
Palmer (1999). (b) Sinusmuster und ihr Amplitudenspektrum. Tiefe Frequenzen finden sich im 
zentralen Bereich des Amplituden Spektrums (linker Teil des Bildes). Hohe Frequenzen zeigen 
sich im peripheren Bereich des Amplitudenspektrums (rechter Teil des Bildes). Aus J. M. Bayer 
www.cs.unm.edu 
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7.2 EEG- und fMRT-Korrelate der Gesichterwahrnehmung 
Mittels evozierter Potentiale im EEG (siehe Abb. 17) können zeitliche Abläufe der 
visuellen Wahrnehmung von Gesichtern beschrieben werden (Schweinberger 2011).  
Die okzipitale P100 wird durch einfache Stimulusmerkmale beeinflusst wie zum 
Beispiel Kontrast und Leuchtdichte (Itier und Taylor 2002). Nach Herrmann et al. (2005) und 
Nakashima et al. (2008) beginnt Gesichterwahrnehmung bereits bei 100ms und beeinflusst die 
Amplitude der P100. So zeigten Nakashima et al. (2008), dass die P100 bei der 
Gesichtererkennung die Kodierung von groben Strukturen (LSF) repräsentiert. 
Die temporale N170 ist mit früher struktureller Kodierung von Gesichtern assoziiert 
und gilt als unabhängig von Familiarität (Bentin und Deouell 2000, Eimer 2000) und 
Wiederholung (Eimer 2000, Cooper et al. 2007). Dennoch gibt es Hinweise, dass unter 
speziellen Bedingungen Wiederholung die N170 beeinflussen kann (Caharel et al. 2009). 
Nach Nakashima et al. (2008) spiegelt die N170 die Kodierung feiner Strukturen, welche 
durch HSF repräsentiert werden, wider. Damit zeigt sich in der N170 die Erkennung eines 
Objektes als Gesicht, aber noch nicht die Erkennung ob dieses Gesicht bekannt oder 
unbekannt ist. 
Die okzipitotemporale N250 wird durch Wiederholung von Gesichtern erhöht und ist 
für bekannte Gesichter größer als für unbekannte (Kaufmann et al. 2009, Schweinberger et al. 
2002b, Schweinberger et al. 2002a, Tanaka et al. 2006). Dieser Effekt vergrößert sich, wenn 
gleiche Bilder wiederholt werden, sodass die N250 auch an der piktoriellen Kodierung von 
Gesichtern beteiligt ist (Schweinberger et al. 2002b). Es zeigte sich, dass diese 
elektrophysiologische Komponente in der „fusiform face area“ entsteht, welche zuvor in 
fMRT Studien beschrieben wurde (siehe weiter unten). 
Die central positivity zeigt größere old/new Effekte für bekannte als unbekannte 
Gesichter und gilt als Korrelat des Zugriffs auf semantische Informationen der Identität 
(Bentin und Deouell 2000, Eimer 2000, Paller et al. 2000). 
Mittels fMRT können vor allem örtliche Abläufe der Wahrnehmung von Gesichtern 
beschrieben werden. 
Die „fusiform face area“ ist im Temporallappen im Gyrus fusiformis lokalisiert und 
wird bei der Wahrnehmung von Gesichtern aktiviert (Kanwisher et al. 1997). Im Rahmen der 
 49 
Spezifitätsdebatte wurde diskutiert, ob dieses Gehirnareal gesichterspezifisch ist oder auch 
zur Individuation von ähnlichen Objekten dient (Kanwisher und Yovel 2006). Letzteres 
wurde zum Beispiel durch Experimente geprüft, in denen Schmetterlinge passiv gesehen und 
anschließend gelernt und unterschieden werden mussten (Rhodes et al. 2004).  
Die „occipital face area“ ist im Okzipitallappen lokalisiert und wird ebenfalls bei der 
Gesichterwahrnehmung aktiviert. Bei Schädigung dieses Bereiches kann es zu einer 
erworbenen Prosopagnosie kommen (Rossion et al. 2003, Bouvier und Engel 2006). Die 
„occipitale face area“ und die „fusiform face area“ verarbeiten unveränderliche bildliche 
Eigenschaften von Gesichtern (Grüter et al. 2008). 
Der Sulcus temporalis superior ist an der Verarbeitung dynamischer Eigenschaften 
von Gesichtern wie zum Beispiel Blickwinkel und Gesichtsausdruck beteiligt (Haxby et al. 
2000, Puce et al. 1998). 
 
 
Abb. 17 EEG-Korrelate aus unserem Lernexperiment. Die P100 findet sich okzipital. Die N170 
und N250 zeigen sich temporal und die central positivity kann zentroparietal  abgeleitet werden. 
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