We give a new expression for the inner product of two kernel functions associated to a cusp form. Among other applications, it yields an extension of a formula of Kohnen and Zagier, and another proof of Manin's Periods Theorem. Cohen's representation of these kernels as series is also generalized.
Introduction

Background
and is analytic for all s ∈ C. For integers n with 0 n k − 2 the nth period of f is r n (f ) := L * (f, n + 1).
A celebrated result of Manin, his Periods Theorem [16] , states that the ratios of all the periods for n even (and separately for n odd) lie in the field K f generated by the coefficients a f (n) when f ∈ B k . His proof uses the Eichler-Shimura isomorphism and a computation involving continued fractions. Shimura extends Manin's result to all Hecke congruence groups with a different proof [22] . Zagier in [24, §5] provides another route to the Periods Theorem. This proof relies on the Rankin-Cohen bracket (3.10) and extending an identity of Rankin (3.11) . We give a new proof of Manin's Periods Theorem in section 4.3 by extending a result of Kohnen and Zagier in [13] which we describe next. With the Petersson inner product
there must exist R n ∈ S k such that f, R n = r n (f ) (1.5) for all f ∈ S k (Γ) and every 0 n k − 2. Kohnen and Zagier show that, remarkably, for m ≡ n mod 2, R m , R n is a rational number given by an explicit formula involving the Bernoulli numbers. To state it, for n ∈ Z put ρ(2n) := (−1) n+1 B 2n /(2n)! n 0 0 n < 0 (1.6) so that ρ(0) = −1 and ρ(2n) > 0 for n > 0. Setm := k − 2 − m andñ := k − 2 − n. Theorem 1.1. [13] For integers m, n of opposite parity with 0 < m, n < k − 2 For simplicity we have omitted the cases when m or n equals 0 or k − 2. See Theorem 4.1 for the complete statement.
Statement of main results
We further this study to non-critical values by focusing on the kernel function of L * (f, s) rather than L * (f, n) with n a critical value only. One of our motivating questions was to what extent formulas, such as that for R m , R n generalize. Indeed, extending (1.5), for every s ∈ C there must exist D k (z, s) ∈ S k such that
for all f ∈ S k . Clearly, R n = D k (·, n + 1). Our first main result shows that the Petersson scalar product of two values of the a priori unknown kernel D k (·, s) can be explicitly interpreted in terms of familiar objects.
With the Poincaré series Here k 1 , k 2 are any non-negative even integers with k 1 + k 2 = k and 2u = s + w − k + 1, 2v = −s + w + 1.
(1.10)
Including the operator T l on the left of (1.9) is very natural, giving a description of the Hecke action and, as we shall show in section 4.2, there are interesting arithmetic applications. We use Theorem 1.2 to prove an extension of Theorem 1.1. With s, w ∈ Z 0 set Z s,w (x) := (−1) (s+w+1)/2 k − 2 s − 1
(−x) r k − 1 − w r w − 1 + r k − 1 − s .
(1.11) Theorem 1.3. For 4 k ∈ 2Z and integers s, w of opposite parity satisfying 1 s, w k − 1
For s = m + 1, w = n + 1, this gives an explicit expression for the rational number T l R m , R n . As described below, statements equivalent to Theorem 1.3 have already appeared in the literature, using a variety of proof techniques. Our proof is new and relies on choosing k 1 and k 2 so that the series E * k1 (z,ū) and E * k2 (z,v) above only have terms in their Fourier expansions with e 2πinx for n 0. In this way we obtain finite sums from the right side of (1.9) . This is carried out in sections 2 and 3. In section 4.3, as an application of Theorem 1.3, we prove Manin's Periods Theorem with similar methods to those of [22, 24, 13] .
The advantage of using Theorem 1.2 is that it allows us to consider D k (z, s), D k (z, w) and the inner product T l D k (·, s), D k (·, w) at other interesting values of s and w. This is the subject of current work. For example, R n , R n is related by (1.9) to Eisenstein series with u, v half-integral. Further, since both sides of (1.9) are analytic in s and w we may study derivatives of L-series. Finally, in relation to Theorem 1.2, we speculate that it might be used to uncover weaker forms of the Periods Theorem for values outside the critical strip.
Kohnen and Zagier's first proof of Theorem 1.1 in [13, Theorem 1, p 203] uses a holomorphic kernel due to Cohen:
with z in the upper half plane H and s taking integer values between 2 and k − 2. Up to a constant, (1.13) is R s−1 . As with D k (z, s), we may examine C k (z, s) as s = σ + it ranges over all of C. With z ∈ H and s ∈ C, the expression z s is well defined by z s = e s log z , (1.14)
where we take the principal branch of the log. For any fixed s ∈ C, z s is a holomorphic function of z in H. We prove the following result.
This is proved in section 5 where C k (z, s) is better understood as a special case of the series
with z ∈ H, τ ∈ H ∪ R and Γ a Fuchsian group of the first kind. We show in (5.25) that
To our knowledge, this is the first explicit construction of a kernel of L * (f, s) for s in the critical strip in terms of a series. In most of the many works in which explicit kernels play an important role, for example [5, 6, 22, 23] , what is expressed as an inner product is not
It is natural to expect that expressions of L * (f, s) itself as an inner product will be easier to handle, especially in questions involving analytic aspects such as derivatives of L-functions etc.
Kohnen and Zagier's second proof of Theorem 1.1 in [13, Theorem 3, p 215] employs the Rankin-Cohen bracket and special cases of Theorem 1.3 appear in [13, p 215 ]. This proof is extended and elegantly recast by Zagier [25] into a four variable generating function. Theorem 1.3 may be derived, with some work, from [25, Main Theorem (3rd version), p 460]. Fukuhara exploits Dedekind symbols to prove a result equivalent to Theorem 1.3 in [3, Theorem 2.9 (2)]. These theorems have also been extended to higher levels by a number of authors, with proofs using the Cohen kernel. Antoniadis in [1] and Fukuhara and Yang in [4] 
An inner product formula
We recall some properties of non-holomorphic Eisenstein series needed in the sequel. Set
and for a convenient normalization put
Then (2.1) converges to an analytic function of s ∈ C and z ∈ H for Re(s) > 1. It transforms as
for all γ ∈ Γ. The weight 0 Eisenstein series has the Fourier expansion
as shown in [9, Theorem 3.4] where W s is the Whittaker function and
the usual divisor function. With the weight lowering and raising operators
we have
where P k/2 r is a polynomial of degree k/2 that may be given explicitly [19] . Hence E * k (z, s) has a meromorphic continuation to all s ∈ C.
Recall from the introduction that B k is the basis for S k of Hecke eigenforms, normalized with first coefficient 1. Thus, for any f ∈ B k we have
We will need the next formula. Proposition 2.1. Let k 1 , k 2 be even and non-negative with k = k 1 + k 2 . Then for f ∈ B k and all s, w ∈ C
Unfolding E * k (z,ū) we find
Proof. With , 0 denoting the inner product (1.4) with k = 0,
We used (2.5), (2.6) and that L k y k/2 f = 0. Moving the lowering and raising operators inside the inner product is justified in [10, Prop. 9.3] , for example. The lemma is proved.
It follows easily that
for k = k 1 + k 2 and k 1 , k 2 0. Combining (2.8) and (2.9) shows
for k = k 1 + k 2 and k 1 , k 2 0. By comparing Euler products as in [8, p 232] , for example,
Hence (2.10) and (2.11) complete the proof of the proposition.
Remark. With (2.5), (2.6) in Lemma 2.2 we obtain
Proof of Theorem 1.2
Proof. We may write D k (z, s) in terms of the basis B k :
is an entire function of s. Also with (2.12) we obtain
Use Proposition 2.1 to express the product of L-functions in (2.14) as an inner product where u, v are given by (1.10) and
for all f ∈ B k so we must have
. This finishes the proof of Theorem 1.2.
A formula for the inner product
T l D k (·, s), D k (·, w)
Eisenstein series at integer values of s
For k, h ∈ Z and u ∈ Z 0 define h * := |h − 1/2| − 1/2 and
It may be checked, working case by case, that
Proof. Begin with the expansion (2.2). The Whittaker function may be expressed in terms of exponential functions at integer values s = h. This yields (3.3) for k = 0. Applying the raising and lowering operators and induction on k completes the proof. See [19] for more details.
We shall be interested in the case when there are no terms in (3.3) with m < 0. This happens exactly when h * − k/2 < 0. Therefore, for u, v ∈ Z, the product E * k1 (z, u)E * k2 (z, v) appearing on the right side of (1.9) will only have terms involving e 2πinx for n 0 if and only if
Throughout the paper we shall use the correspondence (u, v) ↔ (s, w) that we have already met in (1.10) with
Note the symmetries: Proof. Note that u, v ∈ Z exactly when s, w are integers of opposite parity. If u, v satisfy (3.4) then
and (3.5) follows. Conversely, suppose (3.5) holds. Then so does (3.6) and consequently
This is equivalent to (3.4).
Holomorphic projection
The holomorphic Eisenstein series is
see for example [26, p13] , converging for 4 k ∈ 2Z to a modular form in the space M k (Γ) of holomorphic, weight k functions with possible polynomial growth at cusps. It has the Fourier expansion
We recall a result of Sturm [23] , extended by Zagier [26, Appendix C].
Lemma 3.3. Suppose F : H → C is smooth, weight k, satisfies F (z) ≪ y −ǫ as y → ∞ and has the expansion
The significance of Lemma 3.3 and (3.8) are that they allow us to calculate the Fourier coefficients of π hol (F ), the projection of F into the space S k with respect to the Petersson inner product. Thus
Proof of Theorem 1.3
Since
as y → ∞ we have
satisfies the conditions of Lemma 3.3 except for the four cases when s or w equals 1 or k − 1. We may subtract a multiple of E k in these cases to remove the constant term. Recalling (1.8) and noting that E k , P l = 0,
With the expansion (3.3),
Thus F l (y) breaks up into three natural pieces Λ 1 (y) + Λ 2 (y) + Λ 3 (y) with
y −k/2 e k1 (n; y, u)e k2 (l − n; y, v),
Setting
we have by Theorem 1.2 that
With Propositions 3.4, 3.5 and 3.6 below we compute the right side of (3.9) and complete the proof of Theorem 1.3.
Remark. The nth
is (see for example [26, p. 249 
(3.10)
and we have [f, g] n ∈ M k1+k2+2n . In [24] Zagier proves the identity
where k = k 1 + k 2 + 2n and f ∈ B k . (The n = 0 case is due to Rankin.) Replace k 1 , k 2 , n in (3.11) by 2u, 2v, k − 1 − w respectively and compare the result with (2.7) to see that
In showing (3.12) we also utilized the functional equation 
Proof. Write
We have
(by (3.2) it is nonzero exactly for 0 r k 2 /2 − 1 − v * ), so that
Using the identity (which may be proved as in Lemma 4.4)
and
and the Proposition follows.
Calculating
Proof. It is easy to show that
Also λ(s, w) simplifies a good deal. For example, when w = k − 1 we have u = s/2 and v = (k − s)/2. Since k 1 is chosen (recall Lemma 3.2) so that u * = s/2 − 1 < k 1 /2 it follows that k 1 = s and k 2 = k − s. Therefore
The other terms in λ(s, w) behave similarly and
Finally, noting that for any n ∈ 2Z
we obtain the proposition.
Calculating Ψ 2 (s, w; l)
Recall the definition (1.11) of the polynomial Z s,w (x).
Proposition 3.6. For s, w of opposite parity and satisfying 1 s, w k − 1
Proof. For each n between 1 and l − 1 ∞ 0 e k1 (n; y, u)e k2 (l − n; y, v)e −2πly y k/2−2 dy
Thus we have
To complete the proof we need to demonstrate that Y s,w (x) = (−1) k/2 (k − 2)!Z s,w (x). We see from (3.9) and Propositions 3.4, 3.5 that Ψ 2 (s, w; l) must be independent of the choice of k 1 , k 2 satisfying (3.4). Choose k 1 so that k 1 /2 − 1 − u * = 0 to simplify (3.18). Thus a = 0 and, with (3.14), A k1 u (0) = (−1) k1/2 . Hence
Use the formula (3.14) and the binomial expansion of
The combinatorial identity (3.15), substituting t for k 2 /2 − 1 + v − b, evaluates the inner sum over b and
where we replaced k 1 /2 by u * + 1 and
The change of variables r = t + k − s − w in (3.19) implies (3.19) equals (3.20) for all s and w. This completes the proof of the proposition.
Applications of Theorem 1.3 4.1 The Kohnen Zagier formula
Specializing Theorem 1.3 to l = 1 and with s, w replaced by m+ 1 and n+ 1 we retrieve Kohnen and Zagier's formula. To state their result, recall thatm :
Theorem 4.1. [13] For integers m, n of opposite parity with 0 m, n k − 2
where, if m or n equals 0 or k − 2, we must add
to the right side of (4.1).
Lanphier in [15] uncovers combinatorial connections between the raising operators (2.4) of Maass and Shimura and the Rankin-Cohen bracket (3.10) . This leads to another proof of Theorem 4.1. For example, with (2.13) we may also express Theorem 1.3, specialized to l = 1, as 
with the rational number Ψ(s, w; l) given by the right side of (1.12). See [25] for a different treatment of the left side of (4.2).
Ramanujan-style identities
The right side of Theorem 1.3 must evaluate to 0 for k = 4, 6, 8, 10, 14 since, for these weights, cusp forms do not exist. The resulting identities may be verified and serve to check the statement of the theorem. For k = 12 we must have
when k = 4, an identity of Ramanujan [21, (2) ]. Another proof of (4.3) using holomorphic projection appears in [26, p 288] . For 6 k 14 we obtain equalities involving only σ 1 and τ :
Niebur's formula [17] 
is a linear combination of the above equalities with k = 6, 8, 10, 12. See also [18, (9. 5c)], for example.
The Periods Theorem
Let f ∈ B k and K f the field obtained by adjoining the coefficients a f (n) to Q. Then K f ⊂ R because T n is self adjoint. (From (4.5) below it follows that K f is totally real.) Let g j for 1 j d be a Miller basis for S k , see [14, Chapter X, Theorem 4.4] . The Fourier coefficients of g i are in Z and of the first d coefficients, only the jth is non-zero (it equals 1). Since T n maps the column vector
with entries in Z, we see that the eigenvalues of T n are roots of a degree d polynomial and hence the degree of any element of K f over Q is at most d. This is [26, Theorem 3] . Also
and it follows that K f is a finite extension of Q with [
We now prove Manin's Periods Theorem [16] , in the slightly more precise form of [13, p 202] . See also Shimura's general result [22, Theorem 1] .
for all s, w with 1 s, w k − 1 and s even, w odd.
Proof. Set
Then, recalling Proposition 2.1, we have
Hence, for s, w of opposite parity satisfying 1 s, w k − 1, Theorem 1.3 shows that H s,w (z) has rational Fourier coefficients. For any g ∈ S k with rational Fourier coefficients and f ∈ B k we have f, g = c f, f with c ∈ K f , see Lemma 4.3 below. Thus
for c f ∈ K f and the left side is nonzero because the Euler products converge for Re(s) > k/2 + 1/2. Set
. Then, for s even and 1 < s < k − 1,
and similarly for w odd, as required.
The following lemma is implicit in the proofs of [13] , [24] and a special case of [22, Lemma 4] . Since the proof is short and instructive we include it for completeness. Lemma 4.3. For any g ∈ S k with rational Fourier coefficients and f ∈ B k , a normalized Hecke form,
Let f ∈ B k and writing f in terms of the Miller basis, as in (4.4), we find
It follows that f σ ∈ B k also and thus σ permutes the set
Therefore c σ 1 = c 1 if σ fixes the elements of K f . Now K is finite extension of K f , and normal since any embedding of K in C permutes B k . Hence c σ 1 = c 1 for all σ ∈ Gal(K/K f ). The Galois correspondence then implies c 1 ∈ K f .
Functional equations
In this section we explore in detail the functional equations of both sides of (3.9). Define the symmetries α, β acting on pairs (s, w) ∈ C 2 as follows:
They generate the Dihedral group with 8 elements
Note that the effects of α, β on the pairs (u, v) related to (s, w) by (1.10) are
respectively. With α, β acting on functions of s, w via the left regular representation, we may describe the functional equations of
. With (2.12) and the functional equation (3.13) we obtain
Also we know that T l is self adjoint. Therefore
Now for integers s, w of opposite parity satisfying 1 s, w k − 1 we see quickly from Propositions 3.4 and 3.5 that the Ψ i have the same functional equations for i = 1, 3:
Hence (4.7) must be true for i = 2 also. We verify this elegant symmetry directly.
First, we note from the equality of (3.19), (3.20) that
It follows that βαβ Ψ 2 (s, w; l) = Ψ 2 (s, w; l).
Proposition 4.4. We have
Proof. With (1.11) we need to verify
We define a generating function p(x, y) as follows
With the identity y k−2 p(1 − x, 1/y) = (−1) w+1 p(x, y) we also find
Equating powers of y in (4.9), (4.10) shows (4.8) and finishes the proposition's proof.
As a consequence of Proposition 4.4 and (2.3),
Since β, βαβ generate D 8 we have verified (4.7) when i = 2.
Cohen's series representation
5.1
In this section let Γ ⊆ PSL 2 (R) be a Fuchsian group of the first kind, such as Γ 0 (N ), with fixed representatives for inequivalent cusps {a, b, c, . . . }. We restrict our attention to the case where Γ has at least one cusp; the compact case will be similar. The subgroup Γ a of all elements in Γ that fix a is isomorphic to Z. There exists a scaling matrix σ a ∈ SL 2 (R) so that σ a ∞ = a and
See [9] for further details. Define the series
for z ∈ H and τ ∈ H ∪ R. Special cases of this series have been considered by Petersson for τ ∈ H and s = k in [20, p 56] (also by Zagier [14] in his proof of the Eichler-Selberg trace formula), and by Cohen for τ = 0 and integral s between 2 and k − 2, see [13, p 204 ]. We will see in (5.25) below that (5.1) gives a series representation for D k (z, s).
Convergence
Proposition 5.1. The series Ω a (z, τ ; s, k) defined by (5.1) is absolutely convergent
(ii) for 1 < σ < k/2 when τ ∈ R,
In all cases, the convergence is uniform for σ in compact subsets.
for z ∈ H by (1.14). Consequently
To estimate the right side of (5.2) with an integral, we use the following result from [7, (5. 2)], for example. For h(z) holomorphic on H and 2 k ∈ R,
with B(z, ε) the hyperbolic ball centered at z of radius ε and c ε,k a constant depending only on ε and k. Therefore
We may choose a radius ε so that the balls B(σ a −1 γσ b z, ε) are disjoint for all γ ∈ Γ, but ε will depend on z. It is simpler to fix ε = 1/2, say, and note that (see [9, (2. We have thus shown that
where each point is counted with multiplicity ≪ y + 1/y. From (5.3) we then have
Let α + iβ = −τ . We consider three cases.
Case (i).
If τ ∈ H then so is −τ and β > 0. Recall the formula
for σ > 1. Letting w = u + iv on the right side of (5.7), we have
provided 1 < σ and k > 2. We have arrived at the bound
with an implied constant depending only on τ, s, k and Γ. Therefore, for τ ∈ H, (5.1) is absolutely convergent for 1 < σ. The convergence is uniform for σ in compact sets.
Case (ii).
If τ ∈ R then β = 0. A similar analysis to Case (i) above shows (5.9) also holds for 1 < σ < k/2 with an implied constant depending only on τ, s, k and Γ. Therefore, for τ ∈ R, (5.1) is absolutely convergent for 1 < σ < k/2. The convergence is uniform for σ in compact sets.
Case (iii).
If σ a τ is a cusp of Γ then we may write σ a τ = δc for some δ ∈ Γ and c one of our set of inequivalent cusps. We need the following lemma which essentially says that, for each cusp of Γ, points in a Γ-orbit of z must lie outside some disc in H that is tangent to R at that cusp.
Lemma 5.2.
For all γ ∈ Γ, z ∈ H and τ ∈ R with σ a τ a cusp of Γ, we have
where the implied constant depends on Γ and τ alone.
Proof. We have δ −1 γ ∈ Γ and by (5.6)
with an implied constant depending only on Γ. Also
Since τ ∈ R, (5.13) implies c = 0. Hence
(5.14)
It follows from (5.11), (5.12) and (5.14) that
and, since c depends only on Γ and the choice of cusps and τ , the proof of the lemma is complete.
′ < e(y + 1/y) for ε < 1. Thus, if we replace z in (5.10) by z ′ ∈ B(z, ε) we find
for an implied constant depending only on Γ and τ . Let B ′ be the elements w of B that also satisfy (5.15). For 1 < σ choose r satisfying 1 < r < σ. From (5.7) we obtain
Thus, for σ < k − r we conclude that
Therefore, for σ a τ a cusp, (5.1) is absolutely convergence for 1 < σ < k − 1. The convergence is uniform for σ in compact sets. Proof. It is clear that Ω a (z, τ ; s, k) is a holomorphic function of z, since the convergence in Proposition 5.1 is uniform. That it is weight k in z is easily verified. It only remains to check that it decays as z approaches each cusp b. To this end we consider
Verifying that (5.17) is invariant as z → z + 1, it must have the Fourier expansion
With (5.9) and (5.16) we find
for some A > 0. Thus, letting Y → ∞, we see that a ab (m) = 0 for m 0. This completes the proof that Ω a (z, τ ; s, k) is a cusp form.
Analytic Continuation
Continuation to a left half-plane
We review next some results that we will require on the symmetrized Hurwitz zeta function
We shall only be concerned with z ∈ H. Clearly (5.18) is absolutely convergent for Re(s) > 1. 
for all s ∈ C, z ∈ H and an implied constant depending only on s.
Rearranging the absolutely convergent (5.1), we have
for all s with 1 < σ < k/2. But from (5.20) we have
provided k/2 − σ > 1 and k/2 > 1. The Eisenstein series E a (z, s) are absolutely convergent for σ > 1, as in [9] . Thus we see that the right hand side of (5.21) converges to an analytic function of s for σ < k/2 − 1. If k 6 then σ < k/2 − 1 overlaps with 1 < σ and we have shown that Ω a (z, τ ; s, k) has an analytic continuation to a left half plane.
Continuation to all of
and for µ ∈ H ∪ R define
which is analytic for s in all of C for Im(µ) > 0 or σ a µ a cusp of Γ. Thus (5.23) gives the continuation of Ω a (z, τ ; s, k) to all s ∈ C, except in the case when τ ∈ R and σ a τ is not a cusp. We have proved Theorem 5.5. Let k 6. The series Ω a (z, τ ; s, k), originally defined by (5.1) for at least 1 < Re(s) < k/2, has a meromorphic continuation to all s ∈ C for τ ∈ H or τ ∈ R and σ a τ a cusp of Γ. In the case that τ ∈ R and σ a τ is not a cusp we only have the continuation for Re(s) < k/2. In all cases Ω a (z, τ ; s, k) is a cusp form in z.
Remark. If we set s = k in (5.1) and restrict to τ ∈ H we obtain a series first considered by Petersson [20] . 
Cohen's kernel at general arguments
We examine in more detail some special cases of Theorem 5.5, including the connection with D k (z, s). Let Γ = Γ 0 (N ), the Hecke congruence group of level N for the remainder of this section. It has cusps at ∞ and 0. These are Γ-equivalent when N = 1 and inequivalent otherwise. In either case set C k (z, s) := Ω ∞ (z, 0; s, k).
With Theorem 5.5 we see that it is a cusp form for all s ∈ C. For any cusp form f we have 
A functional equation
Let ω = 0 −1 N 0 . We have Γ 0 (N ) = ω −1 Γ 0 (N )ω. As in [8, p112] define the operator W : S k (Γ 0 (N )) → S k (Γ 0 (N )) by W f = f | k ω. We have W 2 f = f and W f, W g = f, g for all f , g in S k (Γ). Therefore W is self-adjoint and we may choose our orthonormal basis to be eigenfunctions of W : W f j = η j f j for all j with η j = ±1 necessarily. 
