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Abstract
In the sixth chapter of his notebooks Ramanujan introduced a method
of summing divergent series which assigns to the series the value of the
associated Euler-MacLaurin constant that arises by applying the Euler-
MacLaurin summation formula to the partial sums of the series. This
method is now called the Ramanujan summation process. In this paper
we calculate the Ramanujan sum of the exponential generating functionsP
n≥1 log n e
nz and
P
n≥1 H
(j)
n e
−nz where H
(j)
n =
Pn
m=1
1
mj
. We find a
surprising relation between the two sums when j = 1 from which follows
a formula that connects the derivatives of the Riemann zeta - function at
the negative integers to the Ramanujan summation of the divergent Euler
sums
P
n≥1 n
kHn, k ≥ 0, where Hn = H
(1)
n . Further, we express our
results on the Ramanujan summation in terms of the classical summation
process called the Borel sum.
Keywords Divergent series, Euler sums, generating function, Riemann zeta-
function, Borel sum, Laplace transform
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1 Introduction
Let
zexz
ez − 1 =
∞∑
n=0
Bn(x)
zn
n!
. (1)
Bn(x) is the n
th Bernoulli polynomial and Bn(0) = Bn is the n
th Bernoulli
number. At the beginning of the sixth chapter of his Notebooks [3], Ramanujan
writes the Euler - MacLaurin formula for the partial sums
a(1) + a(2) + ·+ a(x− 1) = C +
∫ x
1
a(t)dt+
∑
k≥1
Bk
k!
∂k−1(a(x)) (2)
of an infinite series
∞∑
n=1
a(n) and assigns the value of the constant ‘C’ the sum
of the series. For example, one has
R∑
n≥1
1
n
= γ (3)
by this process, where R denotes the Ramanujan summation and γ is the Euler
- Mascheroni constant This follows from the formula [2]
∑
n≤x
1
n
= log x+ γ +O
(
1
x
)
. (4)
It was pointed out by Hardy (Section 6, Chapter 13 of [13]) that this defi-
nition makes the Ramanujan sum of a series ambiguous as the sum depends
on a particular parameter that appears as a lower limit of an integral. In [6],
Candelpergher, Coppo and Delabaere formulated the Ramanujan summation
in a rigorous manner so that the uniqueness of the sum of the series is estab-
lished. They also proved several properties of the Ramanujan summation and
summed many well known divergent and convergent series. One of the results
they obtained using this summation process was that
R∑
n≥1
Hn =
3
2
γ +
1
2
− 1
2
log(2pi) , (5)
where Hn =
n∑
j=1
1
j
is the nth harmonic number and H0 = 0. Note that
ζ′(0) = −1
2
log 2pi . (6)
So the natural question to ask now is whether
R∑
n≥1
nkHn is related to ζ
′(−k) for
k ≥ 1.
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A heuristic argument suggesting an identity involving
∞∑
n=1
nkHn and ζ
′(−k)
is given in [8]. Also, recall the Euler sum identities [7]
∞∑
n=1
Hn
n2
= 2ζ(3) (7)
∞∑
n=1
Hn
n3
=
5
4
ζ(4) (8)
∞∑
n=1
Hn
n4
= 3ζ(5)− ζ(2)ζ(3) . (9)
Since the functional equation of the Riemann zeta - function relates ζ(2k+1)
to ζ′(−2k), this further convinces us of our conjecture. Such a relation exists,
indeed!
We state below the organization of the paper along with the main results
and a sketch of the proof of the main theorem (Theorem 1).
In Section 2 we define the Ramanujan summation, state its properties and
give a few examples that will be used in this paper. In Section 3 we obtain the
formula connecting ζ′(−k) to∑Rn≥1 nkHn. This section consists of the following
results. Let ψ(x) =
Γ′(x)
Γ(x)
denote the digamma function.
Lemma 1 For |z| < pi, we have
R∑
n≥1
enz logn =
ez
ez − 1
∫ 1
0
ψ(x+ 1)e−zxdx
+
∞∑
k=1
zkHk
k!
(
1−Bk+1
k + 1
)
+
∞∑
k=1
zk
k!
k+1∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)! . (10)
Lemma 2 For |z| < pi
R∑
n≥1
e−nzHn =
1
1− e−z log
(
z
1− e−z
)
+
1
1− e−z
∞∑
n=1
(−1)n
n
zn
n!
+γ(
1
1− e−z −
e−z
z
)− 1
ez − 1
∫ 1
0
ψ(x+ 1)e−zxdx . (11)
Note that the integral
∫ 1
0
ψ(x+ 1)e−zxdx appears on the right hand side of
both the equations (10) and (11) and can be eliminated. This is the key idea of
our main theorem which we state below.
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Theorem 1 For |z| < pi
R∑
n≥1
enz log n+ ez
R∑
n≥1
e−nzHn = γ
(
ez
1− e−z −
1
z
)
mod (Q[[z]]) . (12)
Equating the coefficients of zk, we have
Corollary 1 If k ≥ 0 then
ζ′(−k) =
R∑
n≥1
(1− n)kHn − γ
(
Bk+1(2)
k + 1
)
mod Q . (13)
When k ≥ 1, this means that
ζ′(−k) =
R∑
n≥1
(1 − n)kHn − γ
(
Bk+1
k + 1
+ 1
)
mod Q . (14)
Equivalently for any integer k ≥ 1 we have
R∑
n≥1
nkHn = γ(
1−Bk+1
k + 1
)− log(
√
2pi)+
k∑
m=1
k!
m!(k −m)! (−1)
mζ ′(−m) mod Q ,
(15)
and when k = 0
R∑
n≥1
Hn =
3
2
γ − log(
√
2pi) +
1
2
. (16)
The notations mod (Q[[z]]) and mod Q are used only for the simplicity of the
statements of the results and these terms can be explicitly calculated as can
be seen from the proof of the theorem. Further, we will express at the end of
this section
R∑
n≥1
nkHn in terms of the analytic continuation of the normal sum
∞∑
n=1
Hn
ns
near the negative integers.
Next, in Section 4, we will show that the Laplace transforms and the Borel
sums arise naturally when we consider the Ramanujan summation of exponen-
tial generating functions. Thus we interpret our results on the Ramanujan
summation in classical terms as follows.
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Theorem 2 For o < z < pi, we have
∞∑
k=0
zk
k!
ζ′(−k)− γ
z
+
Borel∑
n≥1
(−1)n+1n!
zn+1
ζ(n+ 1) =
1
ez − 1L
(
1
x+ 1
)
(z)−
∑
k≥0
zk
(k + 1)!
1
k + 1
−
∑
k≥0
zk
k!
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)! +
∑
k≥1
zk
k!
Hk
(
1−Bk+1
k + 1
)
, (17)
where L(f) denotes the Laplace transform of the function f .
Also we show that an asymptotic formula obtained by Ramanujan for
∑
n≥1
e−nz log(n)
is actually an equality. Section 5 consists of a generalization of Lemma 2. Here
we calculate
R∑
n≥1
H(j)n e
−nz where H(j)n =
n∑
m=1
1
mj
.
2 Ramanujan Summation
We refer to [6] for the proofs of the results in this section. We give the definition
of the Ramanujan summation in Section 2.1, state its properties in Section 2.2
and furnish a few examples in Section 2.3.
2.1 Definition
We will now define the Ramanujan summation of an infinite series. Let f ∈
C∞(R). We have, for N ≥ 1, the Euler-MacLaurin formula
f(0) =
∫ 1
0
f(t)dt+
N∑
n=1
∂n−1f(t)]10
Bn
n!
+ (−1)N+1
∫ 1
0
∂Nf(t)
BN (t)
N !
dt . (18)
By a translation on f we have for every integer k
f(k) =
∫ k+1
k
f(t)dt+
N∑
n=1
∂n−1f(t)]k+1k
Bn
n!
+ (−1)N+1
∫ k+1
k
∂Nf(t)
bN (t)
N !
dt ,
(19)
where bN (t) = BN (t− [t]). So, if the integral
∫ ∞
1
∂Nf(t)
bN (t)
N !
dt is convergent,
then we have
f(k) = R(k)−R(k + 1) , (20)
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where
R(x) = −
∫ x
1
f(t)dt−
N∑
k=1
Bk
k!
∂k−1f(x) + (−1)N+1
∫ ∞
x
∂Nf(t)
bN(t)
N !
dt . (21)
Then a summation for k = 1, · · · , n− 1 gives
n−1∑
k=1
f(k) = R(1)−R(n) . (22)
The constant
Cf = R(1) = −
N∑
k=1
Bk
k!
∂k−1f(1) + (−1)N+1
∫ ∞
1
∂Nf(t)
bN (t)
N !
dt (23)
is the Ramanujan constant of the series
∑
n≥1 f(n). In Chapter 6 of his Note-
books Ramanujan says: “The constant of a series has some mysterious connec-
tion with the given infinite series and it is like the centre of gravity of a body.
Mysterious because we may substitute it for the divergent series.”
If all the derivatives of f are sufficiently decreasing at infinity we can verify,
by integration by parts, that R(1) does not depend of N and that the function
R satisfies the condition
lim
x→∞
R(x) = −
∫ ∞
1
f(t)dt (24)
If we want to relax the hypothesis on the function f we can try to define the
constant Cf to be the value at 1 of a solution R of the difference equation
R(x)− R(x+ 1) = f(x) . (25)
To obtain a unique value R(1) we must find some conditions which gives us a
unique solution of this equation. We observe that for any integer k
∫ k+1
k
f(x)dx =
∫ k+1
k
R(x)dx−
∫ k+2
k+1
R(x)dx . (26)
If limx→∞R(x) exists we have by a summation for k ≥ 1
∫ ∞
1
f(x)dx =
∫ 2
1
R(x)dx − lim
x→∞
R(x) . (27)
Thus the condition limx→∞R(x) = −
∫∞
1 f(x)dx is equivalent to the condition∫ 2
1
R(x)dx = 0 . (28)
Unfortunately this condition does not give the uniqueness of the solution
of the difference equation as we can add to a solution any periodic function of
6
period 1. To avoid this we ask that the function R is analytic and of the order
of increase less than 2pi.
The following theorem provides us the existence of a unique solution for
R(x). See Section 3.1 of [6].
Theorem 3 Let x→ a(x) be an analytic function on P = {x|Re(x) > 0} such
that there exist α < 2pi and K > 0 with
|a(x)| ≤ Keα|x| (29)
for all x ∈ P. The equation
R(x)−R(x+ 1) = a(x) (30)
has only one solution Ra analytic on P = {x|Re(x) > 0} so that there exist
β < 2pi and L > 0 with
|Ra(x)| ≤ Leβ|x| (31)
and with ∫ 2
1
Ra(t)dt = 0 . (32)
Now we are ready to give the definition of the Ramanujan summation of a series.
Definition 1 Let x → a(x) be an analytic function on P = {x|Re(x) > 0}
such that there exist α < pi and K > 0 with
|a(x)| ≤ Keα|x| (33)
for all x ∈ P. We call the Ramanujan summation of the series
∑
n≥1
a(n) the
number
R∑
n≥1
a(n) = Ra(1) . (34)
We make the following remarks.
Remark 1. The condition α < pi is sufficient to obtain a = b if a(n) = b(n) for
all n ∈ N and thus
a(n) = b(n) for all n ∈ N⇒
R∑
n≥1
a(n) =
R∑
n≥1
b(n) . (35)
Remark 2. We have
Ra(1)−Ra(N) =
∑
n<N
a(n) . (36)
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If limN→∞Ra(N) exists, then the series
∞∑
n=1
a(n) is convergent and hence
R∑
n≥1
a(n) =
∞∑
n=1
a(n) + lim
N→∞
Ra(N) . (37)
Integrating the difference equation (30) from 1 to N and using (28) we get
∫ N+1
N
R(x)dx = −
∫ N
1
a(x)dx . (38)
So we obtain
R∑
n≥1
a(n) =
∞∑
n=1
a(n)−
∫ ∞
1
a(x)dx . (39)
2.2 Properties
We list below the properties of the Ramanujan summation.
Property 1 Linearity.
R∑
n≥1
λa(n) + µb(n) = λ
R∑
n≥1
a(n) + µ
R∑
n≥1
b(n) . (40)
Property 2 Translation.
R∑
n≥1
a(n+N) =
R∑
n≥1
a(n)− [a(1) + ...+ a(N)] +
∫ N+1
1
a(t)dt . (41)
Note that this property is different from the axiom (C) Hardy states in Section
1.3, Chapter I of [13].
Property 3 Derivation.
R∂ka = ∂
kRa + ∂
k−1a(1) , (42)
and
R∑
n≥1
∂ka(n) = ∂kRa(1) + ∂
k−1a(1) . (43)
Property 4 Taking f = Ra and k = 1 in (19) and using (42) we get
R∑
n≥1
a(n) = −
N∑
n=1
∂n−1a(1)
Bn
n!
+ (−1)N+1
∫ 2
1
R∂Na(t)
BN (t− 1)
N !
dt . (44)
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Property 5 If (z, x)→ a(z, x) is analytic on D × {x|Re(x) > 0} and
|a(z, x)| ≤ Ceα|x| (45)
for some α < pi and C > 0, then z →∑Rn≥1 a(z, n) is analytic on D and for all
z ∈ D
∂mz
R∑
n≥1
a(z, n) =
R∑
n≥1
∂mz a(z, n) . (46)
In particular if D is an open set containing 0 and we have
a(z, n) =
∑
k≥0
ak(n)z
k , (47)
then for z ∈ D
R∑
n≥1
a(z, n) =
∑
k≥0

 R∑
n≥1
ak(n)

 zk . (48)
2.3 Examples
Now we give a few examples of the Ramanujan summation which would be used
in the sequel.
Example 1. If a(x) = x−s (s ∈ C), we have
Ra(x) = ζ(x, s)− 1
s− 1 , if s 6= 1 , (49)
= −Γ
′
Γ
(x) = −ψ(x), if s = 1 , (50)
where
ζ(x, s) =
∞∑
n=0
1
(n+ x)s
. (51)
Thus
R∑
n≥1
1
ns
= ζ(s)− 1
s− 1 , if s 6= 1 , (52)
= γ, if s = 1 . (53)
In particular
R∑
n≥1
1 =
1
2
(54)
and
R∑
n≥1
nk =
1−Bk+1
k + 1
, if k = 1, 2, 3, · · · . (55)
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By derivation
R∑
n≥1
logn
ns
= −ζ′(s)− 1
(s− 1)2 , if s 6= 1 (56)
and in particular
R∑
n≥1
logn = −ζ′(0)− 1 = −1 + log(
√
2pi) . (57)
Example 2. For |z| < pi, let a(x) = exz. Then
Ra(x) =
exz
1− ez +
ez
z
(58)
and
R∑
n≥1
enz =
ez
1− ez +
ez
z
. (59)
We observe also that z →
R∑
n≥1
enz is analytic for |z| < pi, but the series
∑
n≥1
enz
is convergent for Re(z) < 0 and so we have an analytic continuation of
R∑
n≥1
enz
outside the disc |z| < pi if we define
R∑
n≥1
enz for Re(z) < 0 by
R∑
n≥1
enz =
∞∑
n=1
enz −
∫ ∞
1
exzdx =
ez
1− ez +
ez
z
. (60)
In the disc |z| < pi we have the relation
R∑
n≥1
e−nz = −e−z
R∑
n≥1
enz +
1− e−z
z
. (61)
3 Ramanujan Summation of the Exponential Gen-
erating Function
In this section we will prove our main results. In Section 3.1 we will calculate
R∑
n≥1
e−nz
n
. We will prove Lemma 1 in Section 3.2, Lemma 2 in Section 3.3 and
Theorem 1 and its corollary in Section 3.4.
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3.1 Calculation of
R∑
n≥1
e−nz
n
The Ramanujan sum
R∑
n≥1
1
n
e−nz is defined in the disk |z| < pi. For 0 < Re(z) < pi
the series
∞∑
n=1
1
n
e−nz is convergent. Thus using (39) we can write
R∑
n≥1
1
n
e−nz =
∞∑
n=1
1
n
e−nz −
∫ ∞
1
1
x
e−xzdx
= − log(1− e−z) + Ei(−z) , (62)
where the function Ei is defined by [11]
Ei(−z) =


− ∫∞
z
1
ue
−udu, if | arg(z)| < pi ,
Ei(−z+i0)+Ei(−z−i0)
2 , if z < 0 .
(63)
We have for 0 < Re(z) < pi
Ei(−z) = γ + log z +
∞∑
n=1
(−1)n
n
zn
n!
. (64)
Thus for 0 < Re(z) < pi
R∑
n≥1
1
n
e−nz = log
(
z
1− e−z
)
+ γ +
∞∑
n=1
(−1)n
n
zn
n!
. (65)
By analytic continuation this result remains true for |z| < pi. Thus we have
proved
Lemma 3 For |z| < pi we have
R∑
n≥1
1
n
e−nz = log
(
z
1− e−z
)
+ γ +
∞∑
n=1
(−1)n
n
zn
n!
. (66)
3.2 Proof of Lemma 1 - Calculation of
R∑
n≥1
enz log n
Let k be a non-negative integer and
ak(x) =
xk
k!
(log x−Hk) . (67)
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It is easy to prove that [14]
∂mak(x) =


xk−m
(k−m)! (log x−Hk−m), if 0 ≤ m ≤ k ,
1
x , if m = k + 1 .
(68)
Thus using the linearity property, Property 4 of the Ramanujan summation and
(50), we get
1
k!
R∑
n≥1
nk logn− Hk
k!
R∑
n≥1
nk = −
k+1∑
m=1
Bm
m!
∂m−1ak(1) + (−1)k
∫ 2
1
R1/x(t)
Bk+1(t− 1)
(k + 1)!
dt
=
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)! + (−1)
k+1
∫ 2
1
ψ(t)
Bk+1(t− 1)
(k + 1)!
dt .
(69)
The function
f : z →
R∑
n≥1
enz logn (70)
is analytic for |z| < pi and ∂kf(0) =∑Rn≥1 nk logn and thus
R∑
n≥1
enz logn =
∞∑
k=0
zk
k!
R∑
n≥1
nk log n . (71)
So we have
R∑
n≥1
enz logn =
∞∑
k=0
zkHk
k!
R∑
n≥1
nk +
∑
k≥0
zk
k!
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)!
+
∫ 2
1
ψ(t)
1
z
∑
k≥0
(−z)k+1Bk+1(t− 1)
(k + 1)!
dt
=
∞∑
k=1
zkHk
k!
(
1−Bk+1
k + 1
)
+
∑
k≥1
zk
k!
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)!
+
ez
ez − 1
∫ 1
0
ψ(t+ 1)e−ztdt , (72)
where we have used (1), (55) and
∫ 2
1
ψ(t)dt = 0 This proves Lemma 1.
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3.3 Proof of Lemma 2 - Calculation of
R∑
n≥1
e−nzHn
By the linearity and the translation property of the Ramanujan summation, we
can write for |z| < pi
R∑
n≥1
e−nzHn = e
z
R∑
n≥1
e−(n+1)zHn
= ez
R∑
n≥1
e−(n+1)zHn+1 − ez
R∑
n≥1
e−(n+1)z
1
n+ 1
= ez
R∑
n≥1
e−nzHn − 1 + ez
∫ 2
1
(ψ(x+ 1) + γ)e−zxdx
−ez
R∑
n≥1
e−(n+1)z
n+ 1
, (73)
where the last step follows from the fact that
ψ(n+ 1) + γ = Hn . (74)
Now using the functional equation
ψ(x+ 1) = ψ(x) +
1
x
, (75)
we get
R∑
n≥1
e−nzHn =
−1
1− ez +
ez
1− ez
∫ 2
1
ψ(x)e−zxdx+
ez
1− ez
∫ 2
1
e−zx
x
dx− γ e
−z
z
− e
z
1− ez
R∑
n≥1
e−(n+1)z
n+ 1
. (76)
Using the translation property of the Ramanujan summation we write
R∑
n≥1
e−(n+1)z
n+ 1
=
R∑
n≥1
e−nz
n
− e−z +
∫ 2
1
e−tz
t
dt . (77)
Thus
R∑
n≥1
e−nzHn =
ez
ez − 1
R∑
n≥1
1
n
e−nz − γ e
−z
z
− e
z
ez − 1
∫ 2
1
ψ(x)e−zxdx . (78)
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That is, for |z| < pi
R∑
n≥1
e−nzHn =
1
1− e−z
R∑
n≥1
1
n
e−nz − γ e
−z
z
− 1
ez − 1
∫ 1
0
ψ(x + 1)e−zxdx . (79)
Lemma 2 now follows from Lemma 3.
3.4 A Relation Between ζ ′(−k) and ∑R
n≥1
nk Hn
In this section we will prove Theorem 1 and Corollary 1. Note that the right
hand side of both (10) and (11) contain the term
∫ 1
0
ψ(x+ 1)e−xzdx. Except
for this term, all the other terms are known on the right hand side of both
the equations. Surprisingly this unknown term can be eliminated and we get
a simple relation between
R∑
n≥1
e−nzHn and
R∑
n≥1
enz logn. That is, we have for
|z| < pi,
R∑
n≥1
enz logn+ ez
R∑
n≥1
e−nzHn = γ
(
ez
1− e−z −
1
z
)
+
∞∑
k=1
zkHk
k!
(
1−Bk+1
k + 1
)
+
∞∑
k=1
zk
k!
k+1∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)!
+
ez
1− e−z log
(
z
1− e−z
)
+
ez
1− e−z
∞∑
n=1
(−1)n
n
zn
n!
. (80)
In other words, we have for |z| < pi
R∑
n≥1
enz logn+ ez
R∑
n≥1
e−nzHn = γ(
ez
1− e−z −
1
z
) mod(Q[[z]]) . (81)
This proves Theorem 1.
Corollary 1 follows immediately by equating the coefficients of zk. In par-
ticular, when k = 0, we have from (80) and (56)
R∑
n≥1
logn+
R∑
n≥1
Hn =
3
2
γ − 1
2
. (82)
Thus from (57) we have
R∑
n≥1
Hn =
3
2
γ − log(
√
2pi) +
1
2
(83)
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3.5 Interpretation of s→
R∑
n≥1
Hn
ns
The function s→
R∑
n≥1
n−sHn is an entire function and we have for Re(s) > 1
the relation
R∑
n≥1
n−sHn = h(s)−
∫ +∞
1
x−s(ψ(x + 1) + γ)dx , (84)
where h is the function defined for Re(s) > 1 by h(s) =
∞∑
n≥1
n−sHn. This follows
from (39) and (74).
But we know the Taylor expansion of x→ ψ(x+ 1)+ γ and by the interpo-
lation formula of Ramanujan [12], we obtain, if 1 < Re(s) < 2,
−
∫ ∞
0
x−s(ψ(x+ 1) + γ)dx =
pi
sin(pis)
ζ(s) . (85)
Thus, for 1 < Re(s) < 2
h(s) = − pi
sin(pis)
ζ(s)−
∫ 1
0
x−s(ψ(x + 1) + γ)dx+
R∑
n≥1
n−sHn . (86)
This shows that the function h can be analytically extended for Re(s) < 1, with
poles at the integers 0− 1,−3,−5, ..., 1− 2q, ... with the expansions
h(s) =


1/2
s − γ − ζ ′(0) +
∑R
n≥1Hn +O(s) ,
ζ(1−2q)
s−(1−2q) + ζ
′(1− 2q)− ∫ 1
0
x2q−1ψ(x)dx − γ2q
+
∑R
n≥1 n
2q−1Hn +O(s− (1− 2q)) .
For s = −2q, q = 1, 2, ..., we have ζ(−2q) = 0 and so the function h is analytic
at −2q and ∑Rn≥1 n2qHn is just related to h(−2q) by
h(−2q) = −ζ′(−2q)−
∫ 1
0
x2qψ(x+ 1)dx− γ
2q + 1
+
R∑
n≥1
n2qHn . (87)
The values of h(−2q) are known in terms of Bernoulli numbers [5].
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4 Ramanujan Summation of Exponential Gen-
erating Functions and the Borel Sums
In this section we will express our results on the Ramanujan summation in
classical terms. In Section 4.1 we will show that the Laplace transforms and
the Borel sums appear naturally when we consider the Ramanujan summation
of exponential generating functions. In Section 4.2 and Section 4.3 we will
interpret
∑R
n≥1
e−nz
n and
∑R
n≥1Hne
−nz as Borel sums. In Section 4.4 we prove
that an asymptotic relation stated by Ramanujan for the sum
∞∑
n=1
logn e−nz is
actually an equality. Finally we prove Theorem 2 in Section 4.5.
4.1 Ramanujan Summation, Laplace Transform and the
Borel Sum
Let x → f(x) be an analytic function on P = {x|Re(x) > 0} so that for all
ε > 0 there exist K > 0 with |f(x)| ≤ Keε|x| for all x ∈ P.
The Ramanujan summation of the series
∑
n≥1
f(n)e−nz gives with (48), for
|z| < pi
R∑
n≥1
f(n)e−nz =
∑
k≥0
(−1)kzk
k!
R∑
n≥1
nkf(n) . (88)
Thus
∑R
n≥1 f(n)e
−nz is an exponential generating function of the sums
∑R
n≥1 n
kf(n).
These generating functions are naturally related to Laplace transforms, because,
if 0 < z < pi, we have from (39)
R∑
n≥1
f(n)e−nz =
∞∑
n≥1
f(n)e−nz − e−z
∫ ∞
0
e−xzf(x+ 1)dx . (89)
Definition 2 Let x → f(x) be an analytic function on P = {x|Re(x) > 0} so
that for all ε > 0 there exist K > 0 with
|f(x)| ≤ Keε|x| (90)
for all x ∈ P. We define for z > 0 the Laplace transform of f by
L(f(x))(z) =
∫ ∞
0
e−xzf(x)dx . (91)
This transform is related to the Borel summation of divergent series of type∑
n≥0
cn
zn+1 .
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Definition 3 A series
∑
n≥0
cn
zn+1 is Borel summable for z > 0 if the series∑
n≥0 cn
xn
n! has a radius of convergence R > 0 and if the function
g(x) =
∞∑
n=0
cn
xn
n!
(92)
has an analytic continuation along R+ with
∫∞
0
e−xzg(x)dx convergent for z >
0. Then we define
Borel∑
n≥0
cn
zn+1
=
∫ ∞
0
e−xzg(x)dx . (93)
Lemma 4 Let x→ f(x) be an analytic function on P = {x|Re(x) > 0} so that
for all ε > 0 there exist K > 0 with
|f(x)| ≤ Keε|x| (94)
for all x ∈ P . Then
R∑
n≥1
f(n)e−nz =
∞∑
n≥1
f(n)e−nz − e−zL(f(x+ 1))(z) (95)
=
+∞∑
n≥1
f(n)e−nz − e−z
Borel∑
n≥0
∂nf(1)
zn+1
. (96)
Proof From (39), we have for 0 < z < pi,
R∑
n≥1
f(n)e−nz =
∞∑
n≥1
f(n)e−nz −
∫ ∞
1
e−xzf(x)dx
=
∞∑
n≥1
f(n)e−nz − e−zL(f(x+ 1))(z) . (97)
We have the Taylor expansion with the radius of convergence ≥ 1
f(x+ 1) =
∑
n≥0
∂nf(1)
xn
n!
. (98)
Then by definition
L(f(x+ 1))(z) =
Borel∑
n≥0
∂nf(1)
zn+1
. (99)
Thus, for 0 < z < pi,
R∑
n≥1
f(n)e−nz =
+∞∑
n≥1
f(n)e−nz − e−z
Borel∑
n≥0
∂nf(1)
zn+1
. (100)
This proves Lemma 4.
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4.2
R∑
n≥1
e−nz
n
as a Borel Sum
For 0 < z < pi we have from (39)
R∑
n≥1
1
n
e−nz =
∞∑
n≥1
1
n
e−nz − e−zL
(
1
x+ 1
)
(z)
= − log(1− e−z)− e−zL
(
1
x+ 1
)
(z) . (101)
Thus, from Lemma 4,
R∑
n≥1
1
n
e−nz = − log(1− e−z)− e−z
Borel∑
n≥0
(−1)nn!
zn+1
. (102)
Note that this Borel sum is related to the Ei function by the fact that
− e−zL
(
1
x+ 1
)
= Ei(−z) . (103)
4.3
R∑
n≥1
Hne
−nz as a Borel Sum
For 0 < z < pi we have (again from (39))
R∑
n≥1
Hne
−nz =
∞∑
n≥1
Hne
−nz −
∫ ∞
1
(ψ(x+ 1) + γ)e−xzdx
=
− log(1− e−z)
1− e−z −
γe−z
z
− e−z
∫ ∞
0
ψ(x+ 2)e−xzdx .(104)
The relation ψ(x+ 2) = ψ(x+ 1) + 1x+1 gives
R∑
n≥1
Hne
−nz =
− log(1 − e−z)
1− e−z −
γe−z
z
−e−zL(ψ(x+1))−e−zL
(
1
x+ 1
)
. (105)
Using the Taylor expansion
ψ(x+ 1) = −γ +
∑
n≥1
(−1)n+1ζ(n+ 1)xn , (106)
this gives
R∑
n≥1
Hne
−nz =
− log(1− e−z)
1− e−z −e
−z
Borel∑
n≥1
(−1)n+1n!
zn+1
ζ(n+1)−e−z
Borel∑
n≥0
(−1)nn!
zn+1
(107)
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4.4
∞∑
n≥1
logn e−nz and Generating Function of ζ ′(−k)
For 0 < z < pi, we can write
R∑
n≥1
logn e−nz =
∞∑
n≥1
logn e−nz − e−zL(log(x + 1))(z) . (108)
But L(log(x+ 1)) is simply related to the Ei function. We know from [11] that
e−zL(log(x+ 1))(z) = −1
z
Ei(−z)
=
−1
z
(γ + log z) +
∞∑
k=0
(−1)kzk
(k + 1)!
1
k + 1
. (109)
We know from (56) that
R∑
n≥1
e−nz logn = −
∞∑
k=0
(−1)kzk
k!
ζ′(−k)−
∞∑
k=0
(−1)kzk
(k + 1)!
1
k + 1
. (110)
Hence we get
∞∑
n≥1
e−nz logn =
−1
z
(γ + log z)−
∞∑
k=0
(−1)kzk
k!
ζ ′(−k) . (111)
Thus we see that Theorem 3.2 of Ramanujan in Chapter 15 of [4] is not just
an asymptotic expansion but an exact equality when z → 0+ for the case
m = p = 1.
4.5
∞∑
k=0
zk
k!
ζ ′(−k) in Terms of Borel Sums
In this section we will prove Theorem 2. We have seen in (72) that for |z| < pi the
sum
∑R
n≥1 e
nz logn can be written in terms of the integral
∫ 1
0
ψ(x + 1)e−zxdx.
For 0 < z < pi there is a simple relation between
∫ 1
0 ψ(x + 1)e
−zxdx and the
Laplace transform of x→ ψ(x+ 1). We have
L(ψ(x+1))(z) = ez
∫ ∞
1
e−yzψ(y)dy = ez
∫ ∞
1
e−yzψ(y+1)dy−ez
∫ ∞
1
e−yz
y
dy .
(112)
Thus
L(ψ(x+ 1) = e
z
ez − 1
∫ 1
0
e−yzψ(y + 1)dy +
1
ez − 1L
(
1
x+ 1
)
(z) . (113)
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For recent developments on the Laplace transform of the digamma function, see
for example, [1] and [10]. Now (72) becomes
R∑
n≥1
enz logn = L(ψ(x+ 1))(z)− 1
ez − 1L
(
1
x+ 1
)
(z)
+
∑
k≥1
zk
k!
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)! +
∑
k≥1
zk
k!
Hk
(
1−Bk+1
k + 1
)
.
(114)
This can be translated in terms of Borel sums as follows.
R∑
n≥1
enz logn = −γ
z
+
Borel∑
n≥1
(−1)n+1n!
zn+1
ζ(n+ 1)− 1
ez − 1
Borel∑
n≥0
(−1)nn!
zn+1
+
∑
k≥1
zk
k!
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)! +
∑
k≥1
zk
k!
Hk
(
1−Bk+1
k + 1
)
.
(115)
But we know from (56) that
R∑
n≥1
enz log(n) = −
+∞∑
k=0
zk
k!
ζ ′(−k)−
∞∑
k=0
zk
(k + 1)!
1
k + 1
. (116)
Thus we obtain
∞∑
k=0
zk
k!
ζ ′(−k)− γ
z
+
Borel∑
n≥1
(−1)n+1n!
zn+1
ζ(n+ 1) =
1
ez − 1L
(
1
x+ 1
)
(z)
−
+∞∑
k=0
zk
(k + 1)!
1
k + 1
−
∑
k≥0
zk
k!
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)!
+
∑
k≥1
zk
k!
Hk
(
1−Bk+1
k + 1
)
.(117)
This proves Theorem 2.
Remark 3. We can write a very simple relation between these generating
functions
20
R∑
n≥1
enz log(n) + ez
R∑
n≥1
Hne
−nz =
ez
1− e−z
R∑
n≥1
1
n
e−nz − γ
z
+
∑
k≥0
zk
k!
k∑
m=1
Bm
m!
Hk−m+1
(k −m+ 1)!
+
∑
k≥1
zk
k!
Hk(
1 −Bk+1
k + 1
) . (118)
This is another form of Theorem 1.
5 Calculation of
R∑
n≥1
H(j)n e
−nz
In this section we prove the following theorem. Let Lij(x) =
∑∞
n=1
xn
nj for
0 < x < 1 denote the polylogarithm function.
Theorem 4 For 0 < z < pi, we have
R∑
n≥1
e−nzH(j)n =
1
1− e−zLij(e
−z)− e
−z
z
ζ(j)
+e−z
j−1∑
m=1
zm−1
(j −m− 1)!
(j − 1)! ζ (j −m)
+
e−z
1− e−z
j−1∑
m=1
zm−1
(j −m− 1)!
(j − 1)! (e
−z + (−1)m−1)
+
(−1)jzj−1
(j − 1)! e
−zL(ψ(x+ 1))(z) + (−1)
jzj−1
(j − 1)! e
−zL( 1
x+ 1
)(z) .
(119)
Proof Using the functional equation (75) of ψ we have
∂j−1ψ(x + 1)− ∂j−1ψ(x) = ∂j−1 1
x
=
(−1)j−1(j − 1)!
xj
. (120)
That is,
(−1)j−1
(j − 1)! ∂
j−1ψ(x+ 1)− (−1)
j−1
(j − 1)! ∂
j−1ψ(x) =
1
xj
. (121)
Thus,
H(j)n =
(−1)j−1
(j − 1)! ∂
j−1ψ(n+ 1)− (−1)
j−1
(j − 1)! ∂
j−1ψ(1) . (122)
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But
∂j−1ψ(1) =
{
(−1)j(j − 1)!ζ(j), if j ≥ 2
−γ, if j = 1 . (123)
which gives
H(j)n =
(−1)j−1
(j − 1)! ∂
j−1ψ(n+ 1) + ζ(j) . (124)
Here we have used the notation that ζ(1) = γ.
For 0 < z < pi the series
∑
n≥1H
(j)
n e
−nz is convergent and hence we can
write
R∑
n≥1
H(j)n e
−nz =
∞∑
n≥1
H(j)n e
−nz −
∫ ∞
1
(
(−1)j−1
(j − 1)! ∂
j−1ψ(x+ 1) + ζ(j))e−xzdx
=
∞∑
n≥1
H(j)n e
−nz − e
−z
z
ζ(j)− (−1)
j−1
(j − 1)!
∫ ∞
1
∂j−1ψ(x+ 1)e−xzdx .
(125)
But we have
∫ 1
0
e−xz∂j−1ψ(x+ 1)dx =
ez − 1
ez
L(∂j−1ψ(x+1))− e−zL(∂j−1 1
x+ 1
) , (126)
and thus
∫ ∞
1
∂j−1ψ(x + 1)e−xzdx = L(∂j−1ψ(x + 1))−
∫ 1
0
∂j−1ψ(x+ 1)e−xzdx
= (1− e
z − 1
ez
)L(∂j−1ψ(x+ 1))− e−zL(∂j−1 1
x+ 1
)
= e−zL(∂j−1ψ(x+ 1))− e−zL(∂j−1 1
x+ 1
) . (127)
Therefore, (125) becomes
R∑
n≥1
H(j)n e
−nz =
∞∑
n≥1
H(j)n e
−nz − e
−z
z
ζ(j)− (−1)
j−1
(j − 1)! e
−zL(∂j−1ψ(x+ 1))
+
(−1)j−1
(j − 1)! e
−zL
(
∂j−1
1
x+ 1
)
. (128)
That is,
R∑
n≥1
H(j)n e
−nz =
1
1− e−zLij(e
−z)− e
−z
z
ζ(j)− (−1)
j−1
(j − 1)! e
−zL(∂j−1ψ(x+ 1))
+
(−1)j−1
(j − 1)! e
−zL
(
∂j−1
1
x+ 1
)
. (129)
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The Laplace transforms can be evaluated for j ≥ 2 by integrating by parts
repeatedly and thus we get
L(∂j−1f(x+ 1)) = −
j∑
n=2
zn−2∂j−nf(1) + zj−1L(f(x+ 1)) . (130)
Using this identity in (129) for the function f = ψ, we get (119). This proves
Theorem 4.
Remark 4. Relation Between Lij and the Bernoulli Numbers
We have [9]
log
(
1− e−z
z
)
=
∞∑
n=1
Bn
n
zn
n!
(131)
and thus
Li1(e
−z) = − log(1− e−z) = − log z −
∞∑
n=1
Bn
n
zn
n!
. (132)
Since ∂zLi2(e
−z) = −Li1(e−z) we have
Li2(e
−z) = C + z log z − z +
∞∑
n=11
Bn
n
1
n+ 1
zn+1
n!
, (133)
where C = Li2(1) = ζ(2) . Again
Li3(e
−z) = ζ(3)− ζ(2)z − 1
2
z2 log z +
3
4
z2 −
∞∑
n=11
Bn
n
1
n+ 1
1
n+ 2
zn+2
n!
(134)
and in general for j ≥ 1 we have
Lij(e
−z) = ζ(j)− ζ(j − 1)z + ...+ ζ(2)(−1)
j−1zj−2
(j − 2)!
+
(−1)j−1zj−1
(j − 1)! (log z −Hj−1)
+(−1)j−1
∞∑
n=1
Bn
n
1
n+ 1
1
n+ 2
...
1
n+ j − 1
zn+j−1
n!
. (135)
(Note that ∂k( z
k
k! (log z −Hk)) = log z.)
Thus we obtain
R∑
n≥1
H(j)n = lim
z→0
1
1− e−zLij(e
−z)− e
−z
z
ζ(j)
+
(−1)j−1
(j − 1)! ∂
j−2ψ(1)− (−1)
j−1
(j − 1)! ∂
j−2
(
1
x
)
(1)
= lim
z→0
(
1
1− e−z −
e−z
z
)
ζ(j)− z
1− e−z ζ(j − 1)
=
3
2
ζ(j)− ζ(j − 1)j − 2
j − 1 + 1 . (136)
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6 Conclusion
This paper has two ingredients, the first being the calculus of the Ramanujan
summation developed by Candelpergher, Coppo and Delabaere and the sec-
ond the use of generating functions for divergent series. Using these two tools,
we have obtained a formula connecting the derivatives of the Riemann zeta
- function at the negative integers to the Ramanujan sum of divergent Euler
sums. We have shown that the Ramanujan sum
∑R
n≥1 logn e
−nz gives natu-
rally the exponential generating function of ζ ′(−k) where k = 0, 1, 2, ..., and
surprisingly this sum is related to the Laplace transform L(ψ(x+ 1)). We have
also obtained an explicit expression for the strange function
+∞∑
k=0
zk
k!
ζ ′(−k) −
γ
z
+
Borel∑
n≥1
(−1)n+1n!
zn+1
ζ(n+ 1). Further we have proved that an asymptotic
formula for
∑∞
n=1 logn e
−nz obtained by Ramanujan is actually an equality.
Since the harmonic numbers Hn are naturally interpolated by the function
ψ(x + 1) + γ, the Ramanujan sum
R∑
n≥1
Hne
−nz is also related to the Laplace
transform L(ψ(x+ 1)) and thus this gives an explicit expression for the val-
ues
R∑
n≥1
nkHn which are related to the analytic continuation of the function
∑
n≥1
Hn
ns near s = −k.
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