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Abstract. The non-ergodic behavior of the deterministic Fixed Energy Sandpile (DFES), with Bak-Tang-
Wiesenfeld (BTW) rule, is explained by the complete characterization of a class of dynamical invariants (or
toppling invariants). The link between such constants of motion and the discrete Laplacians properties on
graphs is algebraically and numerically clarified. In particular, it is possible to build up an explicit algorithm
determining the complete set of independent toppling invariants. The partition of the configuration space
into dynamically invariant sets, and the further refinement of such a partition into basins of attraction for
orbits, are also studied. The total number of invariant sets equals the graphs complexity. In the case of two
dimensional lattices, it is possible to estimate a very regular exponential growth of this number vs. the size.
Looking at other features, the toppling invariants exhibit a highly irregular behavior. The usual constraint
on the energy positiveness introduces a transition in the frozen phase. In correspondence to this transition,
a dynamical crossover related to the halting times is observed. The analysis of the configuration space
shows that the DFES has a different structure with respect to dissipative BTW and stochastic sandpiles
models, supporting the conjecture that it lies in a distinct class of universality.
PACS. PACS-key describing text of that key – PACS-key describing text of that key
1 Introduction
Sandpile models have been introduced in statistical me-
chanics as prototypes for the Self-Organized Criticality
(SOC), a concept that has been widely used in order to
explain the appearance of power law correlations in non-
equilibrium steady states of self-organizing systems with
many degrees of freedom [1,2]. As conceived by Bak, Tang,
and Wiesenfeld (BTW) in their seminal work [3], dissipa-
tion and external input of grains should be necessary con-
ditions for the existence of a self-organized critical state.
On the other hand, the common numerical technique used
to study the critical behavior of these models is the finite-
size scaling, that requires the analysis of larger and larger
systems [4]. Increasing the system’s size implies that, at
the criticality, larger and larger avalanches are produced,
i.e. the system’s self-sustained activity persists in time.
Since new grains are added only when the dynamics even-
tually stops (at least in the original BTW model [3]), and
dissipation is localized at the boundaries, it has been con-
jectured that the correct infinite size behavior should be
well reproduced by models in which both the external drift
and the dissipation approach zero [5]. For these reasons,
a new class of conservative sandpile models have been in-
troduced, in which dissipation is prevented by periodic
boundary conditions and no external input of grains is
allowed. These models are called Fixed-Energy Sandpiles
(FES) [6], since the total number of grains, or energy, is
a constant of motion, fixed by the initial conditions. As
a consequence, the activity of the system only depends
on the total energy. For stochastic (i.e. Manna-like) up-
dating rules, a threshold energy exists, above which the
system does not relax to a stable state and a non-zero
activity is dynamically maintained. Using finite-size scal-
ing techniques, the critical behavior of the stochastic FES
has been shown to belong to a particular class of absorb-
ing state phase transitions (APT), different to the directed
percolation [7,8,9,10]. On the contrary, statistical mechan-
ics approaches miss to pinpoint the behavior of determin-
istic FESs, with BTW updating rule [3]. In fact, BTW de-
terministic FESs (DFES) present very strong non-ergodic
features due to the existence of periodic orbits in which
the system eventually enters in all the range of possible
values for the total energy [7,11]. In particular, in [11]
DFES has been studied on a square lattice with periodic
boundary conditions (discrete torus) and it has been es-
tablished that by varying the order parameter (the energy
density) the system undergoes a transition from the frozen
phase with an absorbing state to the active phase of even-
tually periodic dynamics. Moreover, in the active phase,
a “devil staircase” plateaus structure (strictly related to
the behavior of the average periods) has been observed.
The recently proposed exact solution for the dynamics of
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the one-dimensional DFES [12] corroborates the idea that
deterministic BTW model couldn’t be comprised into the
same universality classes of stochastic or dissipative mod-
els.
The present work deals with DFES defined on an un-
oriented connected graph. It is focused on the relevance
of dynamical invariants that are responsible for its non-
ergodic features and undermine a purely statistical ap-
proach. We note that a set Φ1, ..., Φm of distinct constants
of motion, ranging into v1, .., vm possible values respec-
tively, determines a partition of the configuration space
C into N = ∏m1 vk dynamically invariant classes of con-
figurations (or “atoms” [21] in the language of dynamical
systems). Such atoms are, in other terms, the counterim-
ages of possible values assigned to the invariants. A natu-
ral problem is then the determination of the maximal (i.e.
the most refined) partition induced by such invariants.
Dynamical invariants will be studied by recovering some
important results already shown to hold for the dissipa-
tive model [13]. In that case, with open boundaries and
random addition of sand grains, invariants cannot play
the same partitioning role. However, some of our prob-
lems are implicitly shadowed there, and most of the alge-
braic tools may be resumed and adapted to our model. In
particular Ref. [13] suggests that dynamical toppling in-
variants can be generated from the harmonic functions of
the discrete Laplacian operator. The Laplacian can be de-
fined on graphs by standard techniques of algebraic graph
theory [14]. By means of modular algebra, we introduce
a computational technique allowing for the evaluation of
the harmonic functions even for quite large sizes.
The group theoretical approach proposed by Dhar [13]
has never been attempted in the conservative model. In-
deed the Abelian Sandpile Group (ASG) is based on two
dynamical properties: the addition operation and the exis-
tence of a unique stable state for the subsequent relaxation
(see Refs. [15,16] for excellent reviews). In the conserva-
tive model, there is no addition of grains and the final
state, being a periodic orbit, is not univocally defined. A
crucial point of the paper is the definition of the Toppling
Group of “isoinvariant transformations”, that can be view
as the natural extension of ASG for conservative models.
Such an algebraic formulation, together with a relevant
result of graph theory [17], proves that the total number
N (G) of invariant atoms generated by modular harmonic
functions is related to a remarkable topological property
of the graph. Indeed N (G) equals the “graph complexity”.
This quantity, defined as the number of the spanning trees
of the graph, has been used in several contexts, such as
the study of electrical networks going back to the semi-
nal works by Kirchoff [18].. The graph complexity can be
evaluated by the product of the non-zero eigenvalues of the
Laplacian matrix. More in general, the relation between
physical properties and topology on graphs is a very in-
teresting issue [19]. In the dissipative models, for instance,
the use of conformal field theory has pointed out the rel-
evance of boundary conditions in the computation of the
critical exponents of correlation functions [20].
Afterwords, for the relevant case of a L×L torus, [11]
we shall compute the complete class of independent in-
variants for size L < 24 pointing out that the distribution
of the invariants vs. L has a highly complex and unpre-
dictable structure. In the meantime, the total number of
invariant atoms has a very regular behavior which can be
also analytically evaluated within the general framework
of graph theory. In particular, the number of atoms grows
exponentially with the size of the system. The large num-
ber of toppling invariants provides a qualitative descrip-
tion of the non ergodic behavior of the DFES. However
such an explanation is not complete, since the basins of
attraction (sets of configurations evolving into a periodic
orbit or an absorbing state) are contained in the atoms,
giving rise to a subpartition. By means of “isoinvariant
transformations” we estimate the number of basins per
atoms. Interestingly, such estimates provide a link with
the “plateaus scenario” presented in [11]. The centers of
the plateaus correspond indeed to peaks of the number of
basins per atom. At least for small sizes, the calculated
explicit form of the invariants allows for a direct explo-
ration of the internal structure of the partition. Impos-
ing the usual physical constraint of energy positivity at
each site, we get that at low energies most of the atoms
are empty; while at high energies all of them are filled
by more or less the same number of configurations. As a
consequence, a transition point E¯1 between these differ-
ent regimes can be evaluated. We show that there exists a
dynamical counterpart of such a transition, consisting in
a qualitative change at E¯1 of the only relevant dynamical
observables for a frozen system, i.e. the halting time and
its fluctuations.
The plan of the paper is the following. In Section 2,
we define the DFES model with BTW dynamics for a
general unoriented graph G. In Section 3 the class of in-
dependent dynamical invariants generated by the discrete
Laplacian is defined. Section 4 is devoted to the exten-
sion to DFES of the algebraic approach of [13] by means
of “isoinvariant transformation” and Toppling Group. In
Section 5, we compute the independent invariants for tori
of size L < 24. A numerical study of the refinement of
invariant atoms into basins is presented in Section 6. In
Section 7, a detailed study of the structure of atoms parti-
tions is provided for small size (L = 4). Finally in Section 8
the low energy transition induced by energy constraints is
discussed. Conclusions and outlook for the future work are
presented in Section 9. The proofs of the theorems, a brief
survey of modular algebra and the numerical algorithm
used to find independent invariants are provided in the
Appendices.
2 The model: definition and properties
Let us consider a generic connected unoriented graph G
with N vertices, labeled by integer i = 1, 2, . . . , N , con-
nected pairwise by a set of unoriented edges defining a
neighbouring relation i ∼ j. At each site i, we introduce
an integer variable z(i) ∈ Z, the number of sand grains in
the site, physically interpreted as a local amount of energy.
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A configuration Z is the observable Z : G → C, where the
configuration space C = ZN is the N -dimensional domain
of integers. Moreover, each site is endowed with a fixed
integer parameter, the critical energy zc(i), such that if
z(i) > zc(i), the site i becomes metacritical and di units
of energy are equally redistributed among its neighboring
sites, where the degree di of the vertex i is the number
of its neighbours. Such redistribution event is called top-
pling. The BTW dynamics consists of a parallel updating,
in discrete time, of all metacritical states; therefore the
evolution rule for Zt = {zt(i)} can be summarized as fol-
lows,
zt+1(i) = zt(i)−
∑
j
∇2ijθ[zt(j)− zc(j)] , (1)
where θ(x) = 1(0) if x > 0 (x ≤ 0) and the integer N ×N
matrix ∇2 is the Laplacian matrix [14]
∇2ij =
di if j = i−1 if i ∼ j0 otherwise , (2)
In the following, the evolution rule (1) will be indicated
with the operator UBTW , i.e. Zt+1 = UBTWZt. If the
total energy E =
∑
i z(i) is sufficiently high, topplings
propagate, creating avalanches of energy that cover the
whole system. It is a common convention to assume the
site variables bounded between 0 and a maximal value
imax = 2di − 1. The lower bound is simply due to the
fact that negative amounts of grains are unphysical, while
the upper one tends to avoid the useless treatment of en-
ergy ranges forcing all sites to be active. Here, we consider
the whole space ZN for a general approach, pointing out
where necessary the effects of such additional constraints.
The forward motion is completely deterministic, and the
system eventually falls into a closed orbit, i.e. a fixed point
or a limit cycle. Orbits {Z0, Z1, Z2, ...} in C are thus com-
pletely determined by the initial condition Z0.
An important remark concerns the symmetry invari-
ances of the dynamics. First the BTW toppling redistri-
bution rule is completely symmetric, thus, given two con-
figurations Z and Z ′, if there exists a transformation ξ
(belonging to the symmetry group of the graph) such that
ξZ = Z ′ and ξ−1Z ′ = Z, then ξ commutes with the dy-
namics (ξ ◦ UBTW = UBTW ◦ ξ). The second invariance
is due to an internal symmetry of the evolution rule with
respect to the transformation z(i)→ z′(i) = 2di−1−z(i)
∀i.
Recently, Bagnoli and coworkers [11] have investigated
numerically the activity patterns of the DFES model on
two-dimensional tori of different linear sizes L. Varying
the energy density E¯ = E/L2, the system undergoes a
transition from a frozen phase (absorbing state) to the
active phase characterized by eventually periodic dynam-
ics. Moreover the phase diagram (the density of active ,
i.e. metacritical, sites vs. E¯), displays a plateaus structure
organized as a devil-staircase [11]. In correspondence to
these plateaus, the average length of the periods is small
and approximately constant for increasing sizes L. A sim-
ilar step-like structure with very short periods is partially
recovered in the one-dimensional model, for which an ex-
act solution is presented in Ref.[12]. Some of the intrigu-
ing dynamical features of the two dimensional case will be
qualitatively explained in Section 6.
3 Toppling invariants and discrete harmonicity
The general concept of “toppling invariant” for a sandpile
model on any kind of topology is quite obvious. Let Zt
and Zt+1 denote consecutive configurations along the or-
bit started from Z0. A functional Φ(Z) may be defined a
toppling invariant if, for every t,
Φ(Zt+1) = Φ(Zt) . (3)
The simplest conserved scalar form on ZN is the to-
tal energy, that suggests to use linear integer functions
of the site energies. On a periodic one-dimensional lattice
the exact solution shows that constant of motions can be
defined by means of linear scalar functions Φ that are in-
variant modulo the lattice size N . Such a property is a
consequence of the simple linear periodic geometry; then,
on a general graph, we should rather consider functions
through a (modK)-linear form.
On a generic connected unoriented graph G (without
multi-links and self-links), we introduce a set F(G,K) of
functions f : G → ZK defined on the nodes of the graph G
and taking values in the ring ZK = {0, 1, . . . ,K−2,K−1}.
A KG-functional Φf (K,G, Z) generated by f ∈ F(G,K)
is the quantity
Φf (K,G, Z) =
(
N∑
i=1
f(i) z(i)
)
modK . (4)
The range of a KG-functional is between 0 and K − 1.
Furthermore, the restriction f(i) ∈ ZK is not relevant.
Indeed, a substitution in Equation (4)of f ∈ F(G,K) with
f ′ : G → Z and f(i) = f ′(i) mod K, gives rise exactly to
the same functional.
Hereafter, we shall use the notation
K
= for the equal-
ities between elements of ZK . In such expressions, any
integer has to be replaced with its K-modulo and all op-
erations are to be intended in this “modular” sense. The
space F(G,K), endowed with the mod K sum, is a finite
Abelian group, and therefore we will use the usual defi-
nitions of finite group theory, such as element periodicity
[22], generator set, and group morphism. Relevant infor-
mation on the K-(Abelian)modulo structure of F(G,K)
[23] are summarized in Appendix A.
Let us introduce the group morphism ∇˜2K : F(G,K)→F(G,K) which is the natural realization in F(G,K) of
the usual Laplacian operator defined by the matrix ∇2.
In particular, for functions f ∈ F(G,K), ∇˜2K , is defined
by
(∇˜2Kf)(i) : K=(∇2f)(i) . (5)
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A function h ∈ F(G,K) is said to be (discrete) K-
harmonic on G if
(∇2h)(i)K=0 ∀i ∈ G . (6)
Alternatively, h is K-harmonic on G if it belongs to the
kernel of ∇˜2K . Such Ker(∇˜2K) is a subgroup of F(G,K)
and it will be denoted by H(G,K).
Functionals generated by K-harmonic functions play
a relevant role in FES dynamics. In particular, the KG-
functional Φf (K,G, Zt) is a toppling invariant if and only
if its generating function f is K-harmonic in G. The proof
of this result is provided in Theorem 1 of Appendix B.
The energy, generated by the constant harmonic func-
tion c = 1, is the only K-harmonic function for any value
of K. Fixing the energy is equivalent to define the in-
variant “energy surface” where the motion takes place. In
analogy with the conserved quantities (motion invariants)
of classical mechanics, Theorem 1 implies that the configu-
ration space is divided into dynamically separated subsets,
characterized by the value of Φf (K,G, Z). In other terms,
these invariants establish a partition of the energy surface,
i.e. an exhaustive collection of disjoint subsets, that in the
dynamical systems theory are called atoms [21]. It is wor-
thy noting that not all the K-harmonic functions are inde-
pendent. For example, for f, g ∈ H(G,K), if f and g K=2f
then Φg(K,G, Z) K=2Φf (K,G, Z). Therefore, for each con-
figuration Z, the value of Φg(K,G, Z) is determined by
Φf (K,G, Z).
In general, the function h ∈ H(G,K) is defined to be
dependent on the functions hn ∈ H(G,Kn) if there exists
a set of numbers aj such that for any function Z, one has
Φh(K,G, Z)K= a0E(Z) +
N∑
j=1
ajΦhj (Kj ,G, Z) (7)
The energy of the system E(Z) has been considered apart,
so that the independent invariants can be defined neglect-
ing an arbitrary constant.
For instance, in a one-dimensional system the enu-
meration of all the independent functions is trivial; the
structure of the discrete Laplacian imposes N − 2 con-
straints onN variables. The two independent functions are
for instance those corresponding to the total energy and
the “linear momentum” modN along the periodic system
(h2(i) = i, ∀i). Increasing the dimensionality of the lattice
or changing the topology to a generic graph, the structure
of the configuration space becomes more and more com-
plicated and the number of dynamical invariants rapidly
grows with the system size.
In general, a complete set of independent dynamical
invariants can be computed by the Smith decomposition
of the Laplacian matrix ∇2 (see Ref. [13]) as
S = A∇2B = diag(0, g1, g2, . . . , gN−1) , (8)
where A and B are integer matrices with determinant ±1
(unimodolar matrices) The k−th column of B in (8) de-
fines an independent harmonic function mod gk. We have
two important corollaries of this result:
1 - the total number of independent invariants is finite;
2 - the number of atoms defined by such non constant
invariants is N (G) =∏N−1k=1 gk.
An explicit calculation via Smith decomposition is pos-
sible only for graphs of small sizes, because, for intrinsic
features of the algorithm, integer numbers greater than
the maximum allowed by the computer are early involved.
For example, on L × L tori, the transformation (8) may
be worked out only up to L = 5. An alternative approach,
described in details in Appendices C and D, allows to com-
pute the invariants for tori with L up to 24. Unfortunately,
this alternative method cannot assure the completeness of
the set of invariants. In our experiments, completeness is
guaranteed only forK < KG = 20000. This is once again a
computational bound. More in general, for a graph G and
a suitable integer KG the algorithm provides a set IG,KG
of independent functions hj ∈ H(G, pιjj ) of periodicity pιjj
(pj are primes, ιj are integers and p
ιj
j < KG ∀j). Further-
more, every function h ∈ H(G,K) (K = ∏jmaxj=1 θj with
θj ∈ N, θj < KG) depends on the set IG,KG .
4 Toppling Group and Isoinvariant
Transformations
On the configuration space it is possible to introduce a
class of transformations preserving the values assumed by
the constants of motion. In particular, an “isoinvariant
transformation” is a mapping η: Z ∈ C → Z ′ ∈ C such
that Φh(K,G, Z) = Φh(K,G, Z ′) for any integer K and
any K-harmonic function h.
Theorem 2, reported in Appendix B, states that a nec-
essary and sufficient condition for a transformation to be
isoinvariant is that it can be written in the form
Z ′ = η(Z) = Z +∇2U (9)
where U ∈ ZN is an integer vector.
We observe that the class {η}iso of transformations,
defined by (9), operating linearly on the configuration
space, constitutes an Abelian group. A set of generators
for this group are the elementary toppling operators ηi,
decreasing by di grains the site i, and augmenting all its
neighbors by 1 unit. Hence such group will be called the
Toppling Group. The BTW dynamics itself is an example
of isoinvariant transformation, depending however at each
step on the metacritical domain of the state. This makes
in general ηUBTWZ 6= UBTW ηZ. (Of course, in a reduced
configuration space C′, we should admit only those trans-
formations ensuring that Z ′ belongs to it).
Some global properties of the toppling group can be
studied by means of algebraic graph theory (see for in-
stance Refs. [14]). Particularly important is the concept
of preflow that has been introduced in [17].
Given a graph G, we call integer “preflow” an integer-
valued function defined on its edges after having assigned
them an orientation. The preflows constitutes a group with
the addition in Z.
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The isoinvariant transformations are a subgroup of the
preflows on G. In our context, we can apply a relevant re-
sult on integer preflows stated in Ref. [17]. More precisely,
in Appendix E we will prove that the number N (G) of
atoms generated by toppling invariants of the form (4)
equals the complexity of the graph G, i.e. the number of
its spanning trees [14]. For example, in a generic tree-
graph the number of spanning trees is 1, while on a chain
is the number of sites. Moreover, this number can be eval-
uated from the Laplacian matrix ∇2 as the product of all
non-zero eigenvalues λi , i.e.
N (G) = 1
N
N∏
i=2
λi . (10)
(It is a classical result of algebraic graph theory that the
quantity (10) is an integer).
A sort of partition into atoms and isoinvariant trans-
formations, however with different meaning and physical
interpretations, were already defined in Dhar’s algebraic
approach [13,15]. In the dissipative model, partitions do
not correspond to constants of motion (the system remains
within an atom during an avalanche, jumping to different
atoms by addition of new grains). Another relevant prop-
erty of dissipative model is that in each atom there is one
and only one recurrent configuration, this property does
not have a counterpart in FES, where recurrent config-
urations cannot be defined. Moreover, from an algebraic
point of view, we note that in the open case, in order to
take into account dissipation, the matrix playing the role
of the Laplacian ∇2 is not singular, permitting a set of
operations not allowed in our case (e.g. the definition of
atoms using the inverse of the matrix). Anyway, in [15] the
link with the graph complexity is also put into evidence
following a different path, the so called “burning test”,
instead of our preflows criterion.
5 Invariants on a torus
In this Section we focus on the case in which G is a two-
dimensional regular periodic lattice of size N = L2, i.e. a
torus; in this system, the non-ergodic properties of FES
dynamics was observed for the first time in [6,11]. The
toppling invariants partition will be studied by means of
the algorithm introduced in the appendices C and D. By
considering KG = 20000 (the bound KG is introduced in
Section 3), we are able to compute the invariants for sizes
L up to 24. The results for L ≤ 13 are reported in Table 1.
For such sizes the algorithm seems to be efficient to find a
complete set of invariants; indeed, the largest periodicity
appearing in Table 1 is much smaller than KG = 20000.
For L ≤ 5 this has been confirmed by a direct evaluation
of the whole set of independent invariants by means of a
Smith decomposition (as already pointed out, the Smith
decomposition cannot be easily applied to larger systems).
In Table 1 we call Qpι the number of functions of period-
icity pι in the class IG,KG of invariants.
Table (1) evidences that the number of invariant as
functions of L, pι and Qpι is very irregular and it seems
L Module pι
Qpι
3 2 3 32
4 2 2
4 2 23 25 3
2 4 1 4
5 2 5 52
8 2 6
6 2 23 3 32 5 7
2 9 2 2 4 4
7 2 7 72 13
12 10 2 8
8 2 23 25 27 3 7 17
2 4 8 1 4 8 4
9 2 3 32 33 34 17 37
16 10 2 2 2 8 8
10 2 23 3 5 52 11 29 41
2 17 8 2 6 8 4 4
11 2 11 112 89 109
20 18 2 8 8
12 2 23 24 25 3 32 33 5 7 11 13
2 4 16 1 6 6 6 12 4 12 8
13 2 5 13 132 233 313
24 8 18 6 8 8
Table 1. Number Qpι of independent harmonic functions of
periodicity pι for L between 2 and 13 and KL = 20000.
that no simple rule can be inferred to foresight results
corresponding to larger sizes. On the contrary, the total
number of atoms N (G) seems to have a quite regular be-
havior. Indeed, N (G) can be evaluated as
N (G) =
∏
pι<KG
pι·Qpι . (11)
We exploit the property that an invariant generated by
a K-periodic function can have K values, and we assume
that IG,KG is a complete set. The logarithmic plot of N (G)
vs. L reveals a clearly quadratic behavior (see Figure 5).
More precisely
N (G) ∼ exp(cL2) (12)
where c = 1.20± 0.05. In the figure all L ≤ 24 and some
of the larger sizes have been considered. For some values
of L we get a different behavior, however it is likely that
such anomalies could depend on invariants of periodicity
larger than KG = 20000, which are not captured by the
actual implementation of the algorithm. N (G) can also be
evaluated by means of formula (10) in this case the non-
zero eigenvalues of the Laplacian matrix are analytically
known, this gives
N (G) = 1
L2
L−1∏
ℓ=1
L−1∏
m=1
[
4− 2 cos
(
2πℓ
L
)
− 2 cos
(
2πm
L
)]
.
(13)
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Fig. 1. The natural logarithm of the total number of atoms
log(N (G)) as a function of the torus size L.
For large L, N (G) ∼ exp(cthL2), where the parameter cth
can be computed as [15]
cth ≃
∫ 2π
0
∫ 2π
0
dαdβ
4π2
log (4− 2 cosα− 2 cosβ) ≃ 1.17,
(14)
that confirms the results obtained by means of numerical
evaluations.
6 Atoms and basins
The exponential growth of the atoms for the DFES on the
torus provides a qualitative explanation of its non ergodic
features, since it implies a fragmentation of the config-
uration space into a very large number of dynamically
intransitive domains. However, such an invariants-based
partition does not resolve completely the non ergodicity.
Dynamical basins of attraction determine indeed a further
non trivial subpartition, whose properties will be investi-
gated in this section by means of isoinvariant transfor-
mations introduced in Sec.4. By iterating such transfor-
mations, one can generate indeed a sufficient number of
states for a reliable estimate of the basin weights within
every single atom, revealing its internal structure.
In particular, for a torus of size L = 40, at differ-
ent energy densities, we collected data for 200 atoms and,
in each atom, 1000 initial states (obtained by extracting
random integer vectors for the transformation (9)). Some
typical results for an energy density E¯ = 2.25 are dis-
played in Table (2). Each couple of rows corresponds to
a different atom. The first column reports the number of
different basins identified over 1000 initial configurations.
In the next columns basins are grouped according to the
period of the final orbit (in the first row there is the orbit
length, in the second the number of configurations evolv-
ing into an orbit of such length). The energy E¯ = 2.25
corresponds to a plateau where the average orbit length
is eight (see [11]). Nevertheless, due to finite size effects,
a wide range of orbit lengths is present. Different behav-
iors can be observed. In particular: 1) there are atoms
divided into very few (or even one) basins; 2) there exist
Number of Orbit period ℓ
basins Basins of period ℓ
118
8 8
8 16
749 405 344
85 170
81 2 79
8 16
817 782 35
74
1 1
8 16 24
852 364 1 487
50
4 4
8 16 32 24 96
822 183 46 524 16 53
116
418 418
Table 2. Some typical atoms partitioning in different basins
of attractions at the energy density E¯ = 2.25. The first column
reports the number of basins contained in the atom. The next
columns display how such number is distributed for basins cor-
responding to orbits of different period length. The data are
obtained numerically averaging over 200 atoms and 1000 initial
conditions for each atom.
2 2.5 3 3.5
0
100
200
300
400
500
600
700
800
900
1000
E
B
Fig. 2. The average number of different basins, emerging from
1000 states of the same atom, vs. E¯. In the average, 200 atoms
are considered for each energy. This behavior does not depend
on the number of starting configurations or the lattice size.
atoms divided into many (up to hundreds) basins. A rea-
sonable property (frequently observed indeed) is that the
former case corresponds to very long orbits, and the latter
to short ones. However, there are remarkable exceptions.
It is also noteworthy that, when an atom is divided into
many basins, only few periods are present, and all of them
are simple multiple of a minimal period. This is true for
all energies.
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In Figure 2, we plot, as a function of E¯, the average
number of distinct basins reached starting from 1000 con-
figurations belonging to the same atom (the average is
obtained considering 200 different atoms at the same en-
ergy). We checked that this behavior does not depend on
the number of starting configurations or the lattice size.
Indeed, by varying such parameters, we obtain an analo-
gous figure after a suitable rescaling of E and B. A com-
parison with data in Ref.[11] shows that the plateaus char-
acterized by short periods correspond to peaks in Figure 2.
Hence, in the middle of the plateaus the atoms are highly
fragmented into many basins, while in the transition re-
gions between different plateaus there are few basins per
atom. This suggests that the dynamics of the system plays
a non trivial role in the refinement of invariant atoms, con-
firming that there is a structural difference with respect
to the dissipative case: indeed, in the Dhar’s algebraic ap-
proach, the partition into atoms provides a complete de-
scription of the configuration space, since to each atom
corresponds a single absorbing (recurrent) state (see Sec-
tio 4). The possible existence of further simmetries in-
duced by the deterministic BTW rule suggests that the
DFES model belongs to a different class of universality.
Similar simmetry based arguments may be used to distin-
guish the DFES model from stochastic models.
7 Atoms filling for two-dimensional lattices
of small size
Up to now we assumed that the configuration space C is
extended to the whole ZN . However, for reasons recalled
in Section 2, in sandpile models the energy is generally
assumed to be non negative, and it is also bounded by a
maximum value. Hereafter, we assume that on a toroidal
lattice 0 ≤ zi ≤ 7 ∀i, calling this reduced configuration
space C′ ⊆ C.
A natural problem arising from such constraints is the
way atoms are filled by configurations. Indeed, while in C
there are infinite configurations compatible with the in-
variants, in C′ their number is finite, and it depends on
E¯. Since this number exponentially grows with the size
N = L × L, an exhaustive numerical analysis is bounded
to L = 4 (see Table 3 for a complete set of invariants in
the matricial representation).
Let ρ(m) be the number of atoms containing m al-
lowed configurations. The average occupation m¯ and its
standard deviation are then given by:
m¯ =
∑
mmρ(m)∑
m ρ(m)
∆m =
∑
m(m− m¯)2ρ(m)∑
m ρ(m)
(15)
The exhaustive calculation for L = 4 provides ρ(m) at
different energies. The results are plotted in Figures 3 and
4. At very low energies, most of the atoms are empty. In
this case they will be denoted as virtual atoms, since no
permitted configuration exists realizing the corresponding
values of the invariants. The upper panel of Figure 3 shows
that for small energies ρ(m) is maximum at m = 0, then
 0 1 0 01 0 1 00 1 0 0
0 0 0 0

 1 0 0 00 1 0 11 0 0 0
0 0 0 0
 for pκ = 2
 4 4 0 74 4 5 00 3 0 0
1 0 0 0

 1 0 3 04 4 4 43 0 1 0
0 0 0 0

 0 4 4 75 4 4 00 3 0 0
0 0 1 0

 4 0 7 44 5 0 43 0 0 0
0 0 0 1
 for pκ = 8
 25 24 29 48 9 24 255 12 1 0
0 1 0 1
 for pκ = 32
 1 2 1 02 2 2 11 2 1 0
0 1 0 0

 1 2 1 21 2 2 21 0 0 0
0 0 1 0

 2 2 2 12 1 2 20 2 0 0
0 0 0 1

 1 2 1 20 0 0 02 1 2 1
0 0 0 0
 for pκ = 3
Table 3. Complete set of independent generators for the non
constant harmonic functions for a two-dimensional FES of size
L = 4.
0 5 10 15 20 25 30 35 40 45 50
0
1
2
3
4
5
6
lo
g 1
0(ρ
(m
))
m
E=10
E=12
E=14
E=16
0 0.5 1 1.5 2 2.5 3
x 104
0
1
2
3
4
lo
g 1
0(ρ
(m
))
m
E=24 
E=28 E=36 
E=32 
Fig. 3. The logarithm ρ(m) versus m (ρ(m). The upper panel
is relevant to low energies E where ρ(0) is maximum and an ex-
ponential decrease is present. The lower panel refers to higher
energies where the occupation is peaked around the average
value m¯.
it exponentially decreases with m. On the other hand,
the lower panel evidences that for higher energies ρ(m)
vanishes at m = 0, so that all atoms are filled by allowed
configurations. In particular, ρ(m) is peaked around the
average occupation m¯. Finally, we note that m¯ rapidly
increases with the energy of the systems.
Let us now analyze the shapes of the peaks. In the up-
per panel of Figure 4, data calculated for E = 28 are fitted
using a Gaussian curve with parameters corresponding to
the actual average value m¯ and standard deviation ∆m.
ρ(m) has significant deviations from a Gaussian behavior,
with an asymmetric shape exhibiting a long tail for large
occupations. The lower panel displays the average occupa-
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Fig. 4. In the upper panel a detailed plot of ρ(m) for E = 28.
The comparison with the Gaussian distribution (same average
and standard deviation) shows an asymmetric behavior. In the
lower panel the standard deviation ∆m vs. the average occu-
pation number m¯. The comparison with the curve m¯1/2 shows
that atoms are not filled randomly.
tion m¯ versus the corresponding standard deviations ∆m
for different energies. A random occupation would imply
∆m =
√
m¯, while the figure points out a deviation from
such behavior. Precisely, the standard deviations are much
larger than
√
m¯, a signal of correlation in the occupation
number.
Since we imposed the constraint 0 ≤ zi ≤ 7, an anal-
ogous transition is present also for E¯ ∼ 7 because of the
symmetry mentioned in Section 2. It would be important
to establish the robustness of this scenario at higher L, but
direct numerical experiments are computationally very de-
manding. However, for some of the properties, we have
checked that our results are consistent also at larger sizes.
8 Low energy transition
Assuming that previous results hold independently of the
system’s size and topology, there should exist a transition
induced by the deformation of the space C′ with respect to
C = ZN , affecting only low-(high) energy hyper-surfaces.
To identify the energy of such a crossover, we need to
evaluate C(E¯,N), i.e. the number of configurations having
energy density E¯ on a system of size N . Let ni be the
number of sites having energy i (i = 0, 1, . . . , imax) and
xi = ni/N ; then the number of configurations C(E¯,N) is
C(E¯,N) =
∫
N !∏
iNxi!
dxi ∼
∫
e−N
∑
i
xi log(xi)dxi (16)
In a saddle-point approach, for large N , the values of xi
are evaluated by minimizing
∑
i xi log(xi), with the con-
straints
∑
i xi = 1 and
∑
i ixi = E¯. By means of La-
grangian multipliers, the minimum of
∑
i xi log(xi) can
be easily obtained in terms of E¯ and imax.
C(E¯, L) ∼ ebimax (E¯)N . (17)
Where bimax(E¯) is a function that can be analytically eval-
uated. By comparing (13) and (17), whenever bimax(E¯) <
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
10−1
100
101
E
τ
10 ∆(τ)
Fig. 5. The average halting time (solid line) and its fluctua-
tions (dashed line) vs. the energy density (fluctuation are mul-
tiplied by 10, in order to put plots in the same figure). The
vertical dotted lines denote the crossover density energy E¯1.
cth the number of configurations results to be exponen-
tially smaller than the number of atoms, and most of them
do not contain any configuration. On the other hand, for
bimax(E¯) > cth, all possible atoms are expected to be occu-
pied. Therefore, the crossover energy E¯1 can be obtained
as bimax(E¯) = cth, which gives E¯1 ≃ 0.72.
Now we want to check if such a crossover has also dy-
namical consequences. Since at E¯1 the system is frozen
(indeed periodic orbits are present only for E¯ > E¯0 ≃ 2.06
[11]), the only relevant dynamical quantities are the av-
erage halting (freezing) time τ and its fluctuations ∆τ .
Now, let τZ be the halting time for the orbit starting from
a configuration Z. We define
τ =
∑
Z(E) τZ(E)
NE
∆τ =
∑
Z(E) τ
2
Z(E)
NE
− τ2 (18)
where the sums run over the configurations Z at energy
E, NE being the number of such configurations. In the nu-
merical simulations we have averaged over 5000 different
initial conditions.
In Figure 5, τ and ∆τ are plotted versus the energy
density. Since, for such low energies, the halting time is
small, we can perform simulations for very large systems
(here, L = 800). The vertical dotted line marks the tran-
sition between the regions where the number of atoms is
smaller or larger than the number of configurations. In the
former region, τ is characterized by a series of slow-downs
forming small plateaus where τ results to be an integer
value. The minima of fluctuations occur in correspondence
of these plateaus, while their maxima are in the transitions
between different plateaus. Such behaviors of τ and ∆τ
can be directly explained if for an energy corresponding
to a plateau almost all of the configurations are character-
ized by the same halting time. For energies between two
different plateaus, only the two halting times characteriz-
ing the near plateaus are possible. If the dynamics freezes
with equal probability in n or in n+1 steps (all other halt-
ing times being not allowed), then ∆τ = 1/4, indeed the
height of the fluctuation peaks results to be about 0.25.
On the other hand, at energies larger than E¯1, the be-
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Fig. 6. The fluctuations of the halting time for different lattice
sizes. The vertical dotted lines signal E¯1. Below E¯1, fluctua-
tions are oscillating functions of the energy density. For E¯ > E¯1
fluctuations increase with the energy and seem to be indepen-
dent of the lattice size, corroborating the conjecture about the
existence of a transition at E¯1.
haviors of τ and ∆τ are much more regular. This should
follow from the large occupations of the atoms, permitting
many halting times at the same energy. In such case, the
system cannot be described by the simple picture used for
E¯ < E¯1.
In figure 6, we plot the fluctuations of the halting time
as a function of the energy density for different torus sizes.
In the low energy region, by increasing the size of the
system oscillations become more and more rapid and the
peaks move towards E¯ = 0. This is consistent with our
picture, since at a given low energy density, the probability
that the evolution freezes into n steps increases with the
size. Indeed, this probability depends on the number of
way a configuration can contain one or more blocks of sites
that freeze in a certain time. On the contrary, above the
critical energy E¯1, the fluctuations seem to be independent
of L, which is a rather surprising result.
9 Conclusions
In the present work we have investigated the structure of
the configuration space of DFES models on generic unori-
ented graphs. Our major result, the complete and algorith-
mically explicit calculation of the toppling invariants, ex-
tends to the conservative case the group theoretical frame-
work introduced by Dhar for dissipative sandpiles. The
Toppling Group seems to be a very general feature link-
ing sandpiles dynamics with graph’s algebraic properties.
Using this algebraic approach it is possible to identify the
exact way the configuration space is partitioned by the
dynamics into invariant subsets, and to determine their
main properties.
The validity of the analytical results is corroborated
by an independent numerical analysis carried out in the
case of two-dimensional lattices.
As by-products of our analysis, many properties of the
two-dimensional system are elucidated. In particular we
give a qualitative explanation for the abundance of or-
bits with very short periods. In addition, the further re-
finement of atoms into attraction’s basins reveals an un-
expected relation with the devil’s staircase structure of
Ref. [11]. The centres of the plateaus correspond to en-
ergies displaying peaks in the number of basins per atom.
We argue that the absence of a one-to-one correspondence
between periodic orbits and invariant subsets makes the
deterministic conservative model “structurally” different
from both dissipative ones and the stochastic conserva-
tive models, supporting the thesis of a distinct universality
class for the deterministic FES.
We also point out that any further constraint can have
relevant consequences on the organization of the configu-
ration space into invariant sets. For example, the usual
constraint on the energy positiveness introduces a transi-
tion in the frozen phase, saparating the region where most
of the atoms are empty from the region where atoms are
filled with a growing number of configurations. For small
size systems, this analysis can be performed by an ex-
haustive counting procedure. On the other hand, for large
systems, the transition energy may be analitically esti-
mated by asymptotic methods. This transition has also a
dynamical counterpart in the behavior of the halting time.
This work may as well be the basis for a more general
study on the the statistical properties (spectral features,
noise etc.) of stochastic counterparts as dynamical systems
presenting a mixture of randomness and regularity due to
the existence of a partition of the configuration space with
an external weak random perturbation (see [24] for other
examples).
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ship.
A Modular algebra
Since the definition of KG-functionals involves the mod-
ulo operation, we introduce some useful definitions and
notations of modular algebra (for details see e.g. [23]).
Definition 1 The functions of F(G,K) are naturally en-
dowed with a structure of K-(Abelian)module (i.e. a vec-
tor space where scalars belong to the ring ZK and not to
a field). In particular, the sum of f and g is denoted as
h
K
= f + g and the product of f and a ∈ ZK as hK= af . 0
is the neutral element of F(G,K).
Let M(K) be a generic K-module. An element m ∈
M(K) has periodicity P ∈ ZK , P < K, if PmK=0, in this
case P is a factor of K. We shall now proceed in extending
as far as possible the basic notion of linear algebra in the
modular sense.
Definition 2 A function F : M(K) → M(K) is a K-
module homomorphism if for any m,n ∈M(K) and a, b ∈
ZK F (am+ bn)
K
= aF (m) + bF (n). The kernel of F is the
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set Ker(F ) = {m ∈ M(K)|F (m)K=0}. Ker(F ) is a sub-
module of M(K). The discrete Laplacian ∇˜2K in Eq. 5 is
an example of K-module homomorphism ∇˜2K : F(L,K)→F(L,K).
Definition 3 Consider a set S = {sα} ⊆ M(K), with
α = 1, . . . , N . The elements {sα} are algebraically depen-
dent if there exists sβ ∈ S and a set of aα ∈ ZK such
that
sβ
K
=
∑
α6=β
aαsα (19)
Otherwise the elements of S are algebraically independent.
Let G ⊂ M(K) be a set of algebraically independent ele-
ments {gα}. The element of G are independent generators,
if for any m ∈ M(K) there exists a set aα ∈ ZK such that:
m
K
=
∑
α
aαgα (20)
A subset E ⊂M(K) of independent generators {eα} is a
basis if ∑
α
aαeα = 0 (21)
implies aα
K
=0 for all α. If M(K) has a basis than M(K)
is called a free K-module. We point out that any K-module
has a set of independent generators, while there exist mod-
ules where it is not possible to introduce a basis.
Free K-(Abelian)modules have very peculiar proper-
ties, and they are similar for many aspects to the usual
vector spaces. In particular any element m ∈ M(K) can
be written in a unique way as (aα ∈ ZK):
m
K
=
∑
n
aαeα (22)
As a consequence, in a freeK-module any homomorphisms
F can be represented by means of matrices. Let us expand
the generic element m ∈ M(K) in the basis {eα} as in
(22). The components b1, b2, . . . of F (m) in the basis {eα}
result to be:
bβ
K
=
∑
α
Fβ,αaα (23)
where the matrix Fβ,α as in the case of standard vector
spaces is defined by
F (eα)
K
=
∑
β
Fβ,αeβ (24)
F(G,K) is a free module and the homomorphism F :
F(L,K) → F(L,K) is naturally represented as a matrix
in the basis em(i) = δi,m. However, the existence of a basis
for a generic K-module is not guaranteed (the K-module
is not free). In particular, some submodules of F(G,K) are
not free. On a torus, let us call χ the submodule generated
by:
g1 =
(
1 0
0 0
)
g2 =
(
0 0
2 0
)
(25)
i.e. any element of c ∈ χ is a combination of the form
c
4
= a1g1 + a2g2. χ is Z4-module with g1 and g2 as inde-
pendent generators. However χ does not admit any basis.
Hence, a representation of the homomorphisms Fχ → χ
in matrix form is not possible. We note that the element
g2 has period P = 2 < K = 4.
B Theorems 1 and 2
In this section, we provide a simple proof of Theorems 1
and 2 for a generic undirected graph G with N vertices.
Let us define the sets
Rk ≡ {i : z(i) = k} , (26)
we call critical and metacritical regions Rc and Rm re-
spectively
Rc ≡ {i : z(i) = zc(i)} , and Rm ≡ {i : z(i) > zc(i)} .
(27)
The toppling matrix Tt is defined by
Tt = Zt+1 − Zt . (28)
Theorem 1 The KG-functional Φf (K,G, Zt) is a toppling
invariant if and only if its generating function f is K-
harmonic on G.
Proof First we show that K-harmonicity is a sufficient
condition. Let R¯m(t) be the metacritical set Rm at time
t indented with its non metacritical neighbors. Let R¯cm(t)
be the complementary set, i.e. R¯m(t) ∪ R¯cm(t) = G. At
time t, the sum defining Φf (Zt) in (4) may be split in two
sums running over R¯m(t) and R¯
c
m(t) respectively:
At
K
=
∑N
i=1 f(i) zt(i) i ∈ R¯m(t) (29)
Bt
K
=
∑N
i=1 f(i) zt(i) i ∈ R¯cm(t) (30)
Similarly we define:
At+1
K
=
∑N
i=1 f(i) zt+1(i) i ∈ R¯m(t) (31)
Bt+1
K
=
∑N
i=1 f(i) zt+1(i) i ∈ R¯cm(t) (32)
Since R¯cm(t) , is not touched by evolution, Bt+1 = Bt and
Φf (Zt+1)
K
=At+1 +Bt+1
K
=At+1 +Bt (33)
At+1 may be rewritten as
At+1
K
=
N∑
i=1
f(i) [zt(i) + Tt(i)], (34)
for i ∈ R¯m(t). Consider now the difference
∆t
K
=At+1 −At K=
N∑
i=1
f(i) Tt(i), i ∈ R¯m(t). (35)
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The Abelian property of the BTW-rule ensures that the
sum defining ∆t, can be rewritten as a sum over the
strictly metacritical set, by writing:
∆t
K
=
N∑
i=1
−dif(i) +∑
j∼i
f(j)

K
= −
N∑
i=1
∇2f(i)K=0 i ∈ Rm (36)
where we use the hypothesis of k-harmonicity of f . There-
fore
Φf (Zt+1)
K
=At +Bt +∆t
K
=At +Bt
K
=Φf (Zt) (37)
leading to the conclusion that K-harmonicity implies top-
pling invariance.
Now we prove that K-harmonicity is a necessary con-
dition. The hypothesis is that, for every Zt
Φf (Zt+1)
K
=Φf (Zt) (38)
and the claim is (∇2f)(m) K=0, for an arbitrary m. Let in
particular Z¯t(i) = diδi,m, then, Z¯t+1(i) =
∑
j∼m δi,j . This
means
Φf (Z¯t+1)− Φf (Z¯t)K=(∇2f)(m) K=0 , (39)
⊓⊔.
Theorem 2 A necessary and sufficient condition for a
transformation to be isoinvariant is that it can be written
in the form
Z ′ = η(Z) = Z +∇2U (40)
where U ∈ ZN is an integer vector.
Proof Two configuration related by formula (9) are clearly
isoinvariant since
Φh(K,G, Z ′) K=
N∑
i=1
h(i)
(
Z(i) + (∇2U)(i))
K
=
N∑
i=1
h(i)Z(i) +
N∑
i=1
(∇2h)(i)U(i)
K
= Φh(K,G, Z) (41)
where we used the symmetry properties of∇2 and the fact
that h is a K-harmonic function.
Let W = Z ′−Z be the difference between the configu-
rations Z and Z ′ belonging to the same atom, we have that
B†W = SL, where B and S are the unimodolar and the
diagonal matrices appearing in the Smith decomposition
(8), and L is an integer vector. The Smith decomposition
yields B†W = B†∇2A†L and thenW = ∇2A†L, therefore
W can be obtained applying the Laplacian matrix to the
integer vector A†L ⊓⊔.
C Independence in H(G, K)
The algebraic independence (19) between functions of the
K-module H(G,K) implies that they are also indepen-
dent according to definition (7). This is a simple conse-
quence of the fact that the toppling invariants are “lin-
ear functional” in the space F(G,K). Therefore the par-
tition of the energy surface generated by the whole set of
K-harmonic functions H(G,K) is the same as the parti-
tion generated by a subset of independent generators of
H(G,K). On the contrary of F(G,K), H(G,K) is not in
general a free module (21). In particular there may be
generators of periodicity P < K.
Let us now consider the harmonic functions correspond-
ing to different K’s. Since only the constant functions be-
long to H(G,K) for any K, the energy is a special invari-
ant to be considered apart, as in definition (7). To this
purpose we denote with H′(G,K) any set of generators of
H(G,K) such that c(i) = 1, ∀i belongs to H′(G,K). The
following theorem shows that the partition of the energy
surface generated by all the K-harmonic functions can be
evaluated by considering only K’s of the form K = pκ,
where p is a prime number and κ is an integer depending
on p, i.e. considering the invariant generated by the func-
tions of H′(G, pκ). Let us first introduce a lemma which is
a basic properties of integer number:
Lemma 1 Let K = pκ11 p
κ2
2 . . . p
κr
r the decomposition of
K into prime factors pn. Any element of b ∈ ZK can be
written in a unique way as:
b
K
=
r∑
n=1
qnbn (42)
where bn ∈ Z{pκnn } = {0, 1, . . . , pκnn − 1}; and the integers
qn are given by:
qn =
∏
ph 6=pn
pκhh (43)
Theorem 3 Let us consider the module H(G,K), and let
K = pκ11 p
κ2
2 . . . p
κr
r the decomposition of K into prime fac-
tors pn. For any h ∈ H(G,K) there is a set of functions
hn ∈ H(G, pκnn ) such that h depends on the hn’s according
to definition (7).
Proof ¿From Lemma 1, any elements h(i) of the function
(matrix in two dimensions) h ∈ H(G,K) can be decom-
posed in a unique way as:
h(i)
K
=
r∑
n=1
qnhn(i) (44)
where hn(i) ∈ Z{pκn} = {0, 1, . . . , pκjn − 1}. Equation (44)
defines the functions hn’s. Indeed we have
0K
K
= ∇˜2K(h)K=
r∑
n=1
qn∇˜2K(hn) (45)
Lemma 1 entails that the neutral element 0K of H(G,K)
can be obtained, by means of factorization (44), only as a
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combination of the neutral elements 0{pκnn } of H(G, pκnn ).
Therefore, Equation (45) means that, for all n, hn ∈
H(G, pκnn ). Finally for the KG-functionals we have
Φh(K,G, Z) K=
r∑
n=1
qn
(
N∑
i=1
hn(i) z(i)
)
K
=
r∑
n=1
qnΦhn(p
κn
n ,G, Z) (46)
in the last expression we used the equality q · a K= q ·
(a mod (K/q)) which holds when K/q is an integer, (here,
from (43), K/q = pκnn ). ⊓⊔.
We now introduce a theorem which allows to simplify
the study of H(G, pι) for different values of the integer ι.
The following Lemma can be directly proved resorting to
the properties of modular spaces.
Lemma 2 A periodic element h ∈ H(G, pκ) of periodicity
pι, i.e. pιh(i)
pκ
= 0, can be written as h(i) = pκ−ιh′(i) with
h′ ∈ H(G, pι).
Theorem 4 Let us consider an integer κ such that the
any function h ∈ H(G, pκ) can be written as h(i) = h′(i)+
c where c is a constant and h′ is a function of periodicity
smaller than pκ. Any function belonging to H(G, pǫ), for
any integer ǫ, is dependent on a function h ∈ H(G, pκ).
Proof A generic function belonging to H(G, pǫ) will be
denoted as h(ǫ). First we focus on the case ǫ < κ.
For any element h(ǫ) ∈ H(G, pǫ) we consider the ele-
ment h′ ∈ F(G, pκ), given by h′(i) = pκ−ǫh(i). Since
(∇2h′)(i) p
h
= ph−ǫ(∇2h)(i) p
h
= ph−ǫ(a pǫ)
ph
= 0 (a is an inte-
ger), we have h′ ∈ H(G, ph). Moreover, Φh(ǫ)(pǫ,G, Z) =
pǫ−κΦh′(p
κ,G, Z) and this concludes the first part of the
proof.
We pass now to the case ǫ ≥ κ. If all the functions
h(κ) ∈ H(G, pκ) are a combination of a constant and a
function of periodicity smaller than pκ, Lemma 2 implies
that
h(κ)(i) = ph(κ−1)(i) + c (47)
with h(k−1) ∈ H(G, pκ−1). First we show by induction
that in any module H(G, pǫ) with ǫ ≥ κ all the functions
h(ǫ) are a combination of a constant function and of a
periodic harmonic function of period smaller than pκ, i.e.
from Lemma 2
h(ǫ)(i) = pǫ−κ+1h(κ−1)(i) + b (48)
In the case ǫ = κ this property is verified by hy-
pothesis. We now suppose that the property holds for
h(ι−1) and show that this is true also for hι. We de-
fine h∗(i)
pι
= pι−κh(ι)(i). Since pκh∗
pι
=0, from Lemma 2 we
have that h∗ = pι−κh(κ) with h(κ) ∈ H(G, pκ). We have
pι−κh(ι)(i)
pι
= h∗(i)
pι
= pι−κh(κ)(i) and multiplying both
sides by pκ−1 we get pι−1h(ι)(i)
pι
= pι−1h(κ)(i). Now h(κ)
satisfies (47) and therefore
pι−1h(ι)(i)
pι
= pι−1(ph(κ−1)(i) + c)
pι
= pι−1c (49)
Equation (49) proves that h(ι)(i) − c is periodic of pe-
riod pι−1 and then from Lemma 2 h(ι)(i)− c = ph(ι−1)(i)
where h(ι−1)(i) ∈ H(G, pι−1). Since by induction we
supposed that Equation (48) holds when ǫ = ι − 1,
we get h(ι)(i) − c = p(pι−κh(k−1)(i) + b) i.e. h(ι)(i) =
pι−κ+1h(k−1)(i) + d where d is an integer constant. This
concludes the prove by induction. Finally, we consider
the toppling invariants Φhǫ(p
ǫ,G, Z), from (48) we have
Φh(p
ǫ,G, Z) p
ǫ
= pǫ−κ+1Φh(κ−1) (p
κ−1,G, Z) + dE(Z). ⊓⊔
We note that Theorem 4 does not prove that the inte-
ger κ exists. This can be proved, for instance by means of
Smith decomposition (Section 4).
D Algorithm
D.1 Matrix equations
Let us consider a free module M(K) and its basis eα.
Since any homomorphism F : M(K) → M(K) is repre-
sented by a matrix Fβ,α, the equations determining the
components kα of the elements of Ker(F ) are
M∑
α=1
Fβ,α kα
K
=0 (50)
where M is the number of elements of the basis. Let
us show that the system (50), can be faced by resorting
to techniques similar to those usually adopted in ordi-
nary vector spaces. First, the following operations do not
change the number of solutions of (50).
– Substitution. If the element Fβ,γ of the matrix defining
system (50) equals to 1, the corresponding element kγ
can be eliminated by the substitution
kγ
K
=−
∑
α6=γ
Fβ,α kα (51)
Equation (51) can be discarded reducing the system
from M to M − 1 equations and variables.
– Columns and rows exchange. It is possible to swap two
rows or two columns of the matrix Fβ,α. This corre-
sponds to a relabeling of equations and variables.
– Row sum and difference. The matrix elements Fβ,α in
the row β can be substituted with Fβ,α± aFγ,α where
γ is a row different from β and a is an element of ZK .
– Row multiplication. Let a ∈ ZK . If a is not a factor of
K, then all the matrix elements Fβ,α corresponding to
the row β can be multiplied by a.
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On a L×L torus, a basis for F(G,K) is em,n(i1, i2) =
δi1,mδi2,n. The homomorphism corresponding to the dis-
crete Laplacian ∇˜2K can be represented as a L2 × L2 ma-
trix. Before introducing the algorithm, we show that the
system determining Ker(∇˜2K) can be reduced by substi-
tution from L2 to 2L variables. The matrix form of the
harmonic function h ∈ H(G,K) is
h =

h(0, 0) h(1, 0) · · · h(L − 1, 0)
h(0, 1) h(1, 1) · · · h(L − 1, 1)
h(0, 2) h(1, 2) · · · h(L − 1, 2)
...
...
. . .
...
h(0, L− 1) h(1, L− 1) · · · h(L − 1, L− 1)
 (52)
Equation (6) yields h(j, 2)
K
=4h(j, 1)− h(j − 1, 1)− h(j +
1, 1)− h(j, 0). In the same way the elements of the fourth
row are determined by the elements of third and second
row, and so on. This way the system ∇˜2K(h) K=0 is reduced
to a system of 2L unknown variables only, i.e. the elements
of the two first rows of (52). This reduction procedure
can be implemented into a computer program allowing
to study the homomorphism kernels even for very large
systems.
D.2 Triangularization procedure
First of all, we recall that Zpκ is not a field, therefore
we have to pay attention to some algebraic details. Any
element a ∈ Zpκ can be decomposed as a = phq with
h < κ and q an integer such that q mod p 6= 0 (i.e. q
admits the reciprocal q−1 ∈ Zpκ ), we will call this product
p-factorization. Moreover, given two elements a and a′ of
Zpκ with p-factorizations a = p
hq and a′ = ph
′
q′, if b
pκ
= a+
a′ and c = phcqc, we have that b = p
hbqb with hb ≥
min(h, h′), and c = phcqc with hc = h
′+h′ (if (h+h′) ≥ κ
then c
pκ
= 0). Taking into account these properties of Zpκ ,
the matrix F in equation (50) can be put in a triangular
form a.s follows
– Consider the p-factorization of all the matrix elements
Fβ,α = p
hβ,αqβ,α and find the elements Fβ,α with the
smallest exponent hβ,α. Swap rows and columns so
that one of these elements is placed in the position
(1, 1) of the transformed matrix FA. Then FAβ,α =
ph
A
β,αqAβ,α with h
A
1,1 ≤ hAβ,α for all β and α.
– Multiply the first row of FAβ,α by (q
A
β,α)
−1. We get
FBβ,α = p
hBβ,αqBβ,α with q
B
1,1 = 1 and h
B
1,1 ≤ hBβ,α ∀β, α.
– Subtract to all the elements ph
B
β,αqBβ,α (β 6= 1) the el-
ements of the first row multiplied by p(hβ,1−h1,1)qβ,1;
i.e. transform FB into the matrix FCβ,α
pκ
= ph
B
β,αqBβ,α if
β = 1 and FCβ,α
pκ
= ph
B
β,αqBβ,α − ph
B
β,1−h
B
1,1+h
B
1,αqBβ,1q
B
1,α if
β 6= 1. We have
FC =
p
h1,1 FC1,2 · · ·FC1,M
0
...
0
F 1
 (53)
where F 1 is a matrix of size (M − 1) × (M − 1). As
a consequence of the properties of sums and products
of p-factorizations, F 1β,α = p
h1β,αq1β,α with h
1
β,α ≥ h1,1.
The same property holds for FC1,2, . . . , F
C
1,M .
– If all elements of F 1 equals zero the triangularization
is concluded. Otherwise, apply to F 1 the same proce-
dure applied to F . In this second case, we obtain a
transformed matrix whose upper left element is given
by ph2,2 with h2,2 ≥ h1,1.
The algorithm described above transform the general
matrix F , into a triangular matrix of the form:
FE =

T 0 E0,1 · · · E0,k
O1,0 T 1 · · · E1,κ
...
...
. . .
...
Oκ,0 Oκ,1 · · · T κ
 (54)
where T h (0 ≤ h ≤ κ) are upper-triangular square matri-
ces of size Qph ×Qph , i.e.
T h =

ph T h1,2 · · · T h1,Q
ph
0 ph · · · T h2,Q
ph
...
...
. . .
...
0 0 · · · ph
 (55)
therefore we have
∑κ
h=0Qph = M whereM×M is the size
of the original matrix F . For T h we have T hβ,α = p
mT
h
β,αqT
h
β,α
with mT
h
β,α ≥ h. All the elements of the Qph ×Qpj rectan-
gular matrices Oh,j equal zero. While, for the Qph ×Qpj
matrices Eh,j, Eh,jβ,α = p
mE
h,j
β,α qE
h,j
β,α , with m
Eh,j
β,α ≥ h. If
κ = 1, K is a prime, M(K) is a vector space and not a
module and we recover the usual Gauss elimination pro-
cedure, in particular, all the elements have the reciprocal
and we can discard the p-factorization. By substitution,
one can directly check that, for each h, 1 ≤ h ≤ κ, equa-
tion
∑
α F,β,αkα
pκ
= 0 has Qph independent solutions of pe-
riodicity ph, which generate the submodule Ker(F ).
The triangularization procedure for the discrete Lapla-
cian can be directly implemented in a computer program.
Main limitations consist in the computer capability in op-
erations with integers and modules. For example, since one
has to evaluate quantities such as (a·b) mod pκ, p2κ has to
be smaller than the maximum integer. Furthermore, the
mod pκ operation turns out to be very slow for large pκ,
limiting our calculations to values of pκ up to 20000. On
the other hand, the reduction from L2 variable to 2L vari-
ables, as described in the previous section, allows to study
systems of a quite large size. As an instance, for a small
value of pκ (i.e. p = 103, κ = 1), the kernel of ∇˜2pκ on a
torus of size L = 400 can be calculated in a few seconds
on a standard personal computer.
The algorithm has been implemented in the follow-
ing way. We considered all the primes p smaller than
KL = 20000 and we apply the algorithm to the opera-
tor ∇˜2K for K = p, p2 . . . up to the value pκ such that in
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the diagonalization procedure we get only one function of
periodicity pκ i.e. the constant. In general we find that pκ
is smaller thanKL at least for not too large sizes. Theorem
3 proves that it is useless considering larger pι. A simple
analysis of the diagonal elements of the triangular matrix
(54) allows to evaluate how many elements of periodicity
pι < pκ belongs to IG,KG . By Lemma 2 such functions can
then be written as elements of H(G, pι).
E Preflows and flows on graph
Definition 4 Given an oriented graph G, we call inte-
ger “preflow” P(i,j) an integer-valued function {(i, j)} →
ZNE , where NE is the number of edges. The preflows con-
stitutes a group P with the addition in Z.
We expose here some properties of the integer preflow
group P providing a interesting bridge between isoinvari-
ant transformations and the graph topology.
Definition 5 We denotes with {τ}en the class of isoen-
ergetic transformations τ : Z ∈ C → Z ′ ∈ C defined as
Z ′ = Z + τ where τ ∈ ZN is an integer vector such that∑
i τi = 0. Clearly {τ}en forms an Abelian group.
The isoinvariant transformations (9) {η}iso are a sub-
group of {τ}en. Moreover, we note that once it is fixed the
state Z, Definition 5 provides a one to one correspondence
between the states of an energy surface and the elements
of the group {τ}en. In the same way the configurations of
an atom are in a one to one correspondence with the isoin-
variant transformations {η}iso. Therefore, the number of
atoms N (G) can be evaluated as |{τ}en/{η}iso| where | · |
denotes the order of the quotient group.
Definition 6 We denote with Ξ the morphism associ-
ating to each integer preflow P(i,j) ∈ P the isoenergetic
transformation τ = Ξ(P(i,j)) : Z ∈ C → Z ′ ∈ C, Z ′i = Zi+∑
j P(i,j). We note that Range(Ξ) = {τ}en while we de-
note as F = Ker(Ξ) the subgroup of integer(conservative)
flows, i.e. P(i,j) ∈ F if
∑
j P(i,j) = 0.
Theorem 5 Ξ(P(i,j)) is isoinvariant if and only if P(i,j)
belongs to the subgroup I of the irrotational elements of
P, i.e. if for each loop of the graph i0, i1, . . . , in, i0 (ik and
ik+1 are adjacent sites) P(i0,i1)+P(i1,i2)+. . .+P(in,i0) = 0.
Proof IfΞ(P(i,j)) is isoinvariant we have
∑
j P(i,j) = (∇2U)i
for a certain integer vector U . This means that P(i,j) =
Ui−Uj yielding P(i,j) ∈ I. Let P(i,j) ∈ I, the integer vector
U can be defined as U1 = 0 and Ui = P(1,i1) + P(i1,i2) +
. . . + P(in,i) (0, i1, . . . , in, i is a path joining the vertices
0 and i), the result does not depend on the choice of the
path since P(i,j) is irrotational. We get
∑
j P(i,j) = (∇2U)i
therefore Ξ(P(i,j)) is isoinvariant. ⊓⊔
We define P# as the dual space of P i.e. the set of all
linear functions P → Z. P# is isomorphic to P , indeed
any linear functional can be written in a unique way as∑
(i,j) P
#
(i,j)P(i,j) with P
#
(i,j) ∈ P .
Lemma 3 The dual space F# is isomorphic to P/I.
Proof The result follows showing that when P(i,j) ∈ F
then
∑
(i,j) P
#
(i,j)P(i,j) = 0 if and only if P
#
(i,j) ∈ I. ⊓⊔
Theorem 6 The number of atoms generated by toppling
invariants equals the graph complexity.
Proof ¿From Definition 6 we get that {τ}en is isomorphic
to P/F . Since Theorem 5 shows that I is isomorphic to
{η}iso we get that N (G) = |{τ}en/{η}iso| = |(P/F)/I| =
|(P/I)/F|. Finally an important result proved in [17] shows
that the graph complexity equals |F#/F| and then from
lemma 3 |(P/I)/F| and this completes the proof. ⊓⊔
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