We prove Levinson's theorem for scattering on an (m + n)-vertex graph with n semi-infinite paths each attached to a different vertex, generalizing a previous result for the case n = 1. This theorem counts the number of bound states in terms of the winding of the determinant of the S-matrix. We also provide a proof that the bound states and incoming scattering states of the Hamiltonian together form a complete basis for the Hilbert space, generalizing another result for the case n = 1.
I. INTRODUCTION
Continuous-time quantum walks on graphs were introduced by Farhi and Gutmann as a framework for developing new quantum algorithms. 6 This idea was subsequently applied to give an example of exponential speedup by quantum walk 3 and an optimal quantum algorithm for evaluating game trees. 5 Recently, it was shown that even a highly restricted model of continuous-time quantum walk is universal for quantum computation. 2 A key feature of the quantum walks considered in Refs. 2, 5, and 6 is that the dynamics can be understood using scattering theory. For certain infinite graphs, one can construct an analog of standard quantum scattering theory, defining an S-matrix as well as eigenstates of the Hamiltonian corresponding to scattering of a wave packet at some momentum.
2,6
Reference 4 proved a version of Levinson's theorem for continuous-time quantum walks on graphs obtained by attaching a semi-infinite path to a single vertex of a finite graph. As in Levinson's original work, 10 the theorem proven in Ref. 4 gives a relation between the phase of the reflection coefficient and the number of bound states supported by the Hamiltonian. In this paper we prove a more general version of Levinson's theorem for graphs.
We begin by reviewing scattering theory and continuous-time quantum walks on graphs. At the end of this section we summarize our new results and their relationship to previous work.
Quantum walk and scattering theory
Quantum walk is a quantum mechanical analog of classical random walk. In this paper we consider continuoustime quantum walk, 6 in which time evolution of the quantum walker occurs via the Schrödinger equation with a time-independent Hamiltonian.
A simple example is the quantum walk on an infinite path. The Hilbert space is spanned by basis vectors {|x : x ∈ Z} and the Hamiltonian is Starting in a particular vertex state |y and evolving with the Hamiltonian H, the quantum state after time t is e −iHt |y .
To understand the dynamics, consider the analogy with the Schrödinger equation for a free particle in one dimension. There the Hamiltonian is
where the momentum operator p can be written in the position basis as −i d dx . The Hamiltonian (I.1) is simply the finite difference approximation to H free , up to an overall constant and a term proportional to the identity. As in the case of the free particle, the Hamiltonian is diagonalized in the basis of momentum eigenstates |k = These states satisfy
where δ is the Dirac delta function. Such a state |k is an eigenstate of the Hamiltonian with energy E = 2 cos(k). The interpretation of these states is analogous to the interpretation of the momentum states for the free particle in one dimension. We can imagine preparing a wave packet, that is to say, a superposition of momentum states with momenta close to some value k. For k ∈ (−π, 0) the wave packet moves to the left under the Hamiltonian evolution and for k ∈ (0, π) it moves to the right. Indeed, the group velocity of such a wave packet is
Note that, unlike the case of a free particle, the dispersion relation E(k) = 2 cos(k) has the property that its phase velocity −E/k does not always have the same sign as its group velocity. However, it is the group velocity that determines the overall motion of a wave packet that is narrowly peaked in momentum space. More interesting solutions to the one-dimensional Schrödinger equation arise when a potential term V (x) is added to the free Hamiltonian H free . In the familiar case where V (x) goes to zero sufficiently fast as x → ±∞, the eigenstates of the Hamiltonian
are of two types: bound states and scattering states. The bound states are normalizable states with amplitudes that asymptotically go to zero as x → ±∞, whereas the scattering states asymptotically approach momentum states in this limit. One can define a quantum walk on any graph G. The Hilbert space has basis vectors labeled by the vertices of G. If G is an undirected graph, we take the Hamiltonian H G to be the adjacency matrix of the graph. More generally, we can consider quantum walks on directed graphs where each edge i → j is weighted by a complex number w ij , subject to the constraint that w ji = w * ij for all i, j. Then define the Hamiltonian to be the Hermitian operator
To consider scattering on graphs, we construct a graph G by attaching semi-infinite paths to some of the vertices of a finite graph G. The associated Hamiltonian H G (defined through equation (I.2)) is equal to the adjacency matrix of the graph on the semi-infinite paths, and is equal to HĜ within the original graph G. The case of two semi-infinite paths, depicted in Figure 1 , is closely analogous to the case of scattering off a (finite-range) one-dimensional potential. As in the one-dimensional Schrödinger equation, eigenstates can be either scattering states or bound states. The scattering states are eigenstates of this Hamiltonian, but they can also be viewed as describing the dynamics of a wave packet that is prepared on one semi-infinite path and then allowed to evolve according to the Hamiltonian. Each scattering state has components that can be interpreted as an incident wave, a reflected wave, and a wave that is transmitted through the obstacle G.
In this paper we discuss quantum walks on graphs obtained by attaching n semi-infinite paths to a graph G, as depicted in Figure 2 . Now we can prepare an incoming wave packet on any of the n semi-infinite paths and allow it to scatter off of the obstacle G. Associated with each incoming momentum k ∈ (−π, 0) and each semi-infinite path j ∈ {1, 2, . . . , n}, there is a scattering eigenstate |sc j (k) . The states {|sc j (k) : j ∈ {1, 2, . . . , n}} can be compactly described by an n × n unitary matrix S called the S-matrix.
Graphs G that we consider in this paper consist of a finite, weighted graph G with m + n vertices attached to n semi-infinite paths. The m internal vertices of G are not pictured. We label the vertices on the semi-infinite paths (x, j) where x ∈ {1, 2, 3, . . .} and j ∈ {1, 2, . . . , n}.
Outline of the paper
In Section II we describe the bound and scattering eigenstates of the Hamiltonian, as well as the S-matrix, following Refs. 2 and 11. Theorem 1 of Section II (proved in the Appendix) shows that the incoming scattering states along with the bound states form a complete basis for the Hilbert space. As in previous work, 4,7 our proofs rely on analytic continuation of the S-matrix. We define this analytic continuation in Section III. In Section IV we prove Levinson's theorem for graphs of the form shown in Figure 2 . Our proof relies on a technical lemma that is proven in Section V.
Relation to previous work
Levinson's theorem relates the number of bound states of the Hamiltonian to the winding number of det(S(k)) as k is varied from −π to π (i.e., the number of times the phase of the determinant wraps around the interval [0, 2π) as k varies). In the case n = 1, our theorem is simpler and slightly stronger than the theorem proven in Ref. 4 , removing a minor technical requirement on the graphĜ. Our results can also be viewed as generalizing previous work which discusses discrete versions of Levinson's theorem on the half-line with a boundary condition at one end 1, 8 (rather than a general weighted finite graph G as in Ref. 4).
II. EIGENSTATES OF THE HAMILTONIAN
Consider the Hamiltonian describing a quantum walk on a graph G as shown in Figure 2 . Let G have m+n vertices, with n vertices attached to semi-infinite paths and m "internal" vertices. The Hamiltonian H G associated with the graph G is defined as in equation (I.2). For convenience, we denote by H the (m + n) × (m + n) matrix of H G in the basis of the m + n vertices of G. (In general, we use a hat to denote restriction to the finite graph). We can write
where the matrix A is n × n, B is m × n, and D is m × m. The full Hamiltonian H associated with the graph G is H G plus a term connecting adjacent vertices on the semi-infinite paths:
(|x, j x + 1, j| + |x + 1, j x, j|) .
Bound states
Bound states are the normalizable eigenstates of the Hamiltonian, and therefore have amplitudes on each semiinfinite path that go to zero as the distance along the line increases. Each bound state |φ has the form
on the semi-infinite paths (for j ∈ {1, . . . , n} and x ∈ {1, 2, 3, . . .}) for some α j ∈ C and z ∈ (−1, 1)\{0} (the boundary cases where z = ±1 will be discussed later). Any state of this form automatically satisfies
for x ≥ 2 and j ∈ {1, . . . , n}. A bound state must also satisfy the eigenvalue equation at the m + n vertices of the graph. Let α be a column vector with entries α j for j = 1, . . . , n and let β be a column vector of the m amplitudes of the state |φ that are inside the graph and not on the semi-infinite paths. Then the eigenvalue equation can be written as
We write this in a more compact form using the operator
Then the eigenvalue equation is
for some z ∈ (−1, 1), there is an associated normalized bound state |φ v defined through
. .} and j ∈ {1, 2, . . . , n} w|φ v = N v β w for internal vertices of the graph w ∈ {1, . . . , m}.
The normalizing constant N v is
Confined and unconfined bound states Some bound states may have zero amplitude on each of the n semi-infinite paths, corresponding to α = 0 in the previous discussion. These have been called confined bound states 4 or bound states of the second kind 11 . A confined bound state |ψ c has nonzero amplitude only on the m internal vertices of the graph that are not on the semi-infinite paths. Writing
for the restriction of |ψ c to the vertices of the graph, we see that this vector must satisfy the eigenvalue equation
for some λ c ∈ R. This implies D β c = λ c β c and B † β c = 0. Define the projector onto the semi-infinite paths
|x, q x, q| and its restriction to the graph
which projects onto the n vertices connected to the semi-infinite paths. A confined bound state |ψ c satisfies P n |ψ c = 0 and
The roots of the polynomial zλ c − z 2 − 1 are z c and z
where
If |λ c | > 2 then both roots are real, with one inside the unit circle and one outside. The vector space spanned by the confined bound states with energies |λ c | > 2 is therefore In general, the Hamiltonian can have confined bound states as well as bound states with nonzero amplitudes on the semi-infinite paths. We can always form an orthonormal basis of the bound states of the Hamiltonian consisting of confined bound states in C := C < ⊕ C = ⊕ C > and bound states in its orthogonal complement C ⊥ . We refer to bound states in C ⊥ as "unconfined bound states."
Half-bound states
Half-bound states 8 are unnormalizable states that are "almost" bound states. They are eigenstates of the Hamiltonian taking the form (II.1) on the semi-infinite lines with z ∈ {−1, 1} (where α = 0).
Scattering states and the S-matrix
For each k ∈ (−π, 0) we define a set of n incoming scattering states {|sc j (k) : j ∈ {1, . . . , n}} which have the form
on the semi-infinite lines, where z = e ik . Such a state has energy z + 1 z = 2 cos k. (Here z is on the unit circle; later we discuss the analytic continuation of the S-matrix to other values of z.) The label j indicates the semi-infinite line on which the state is incoming and x = 1, 2, 3, . . . indexes the distance along this line (with |1, j corresponding to the vertex where the jth line connects to the (m + n)-vertex graph).
We now write the eigenvalue equations that determine the amplitudes of |sc j (k) at internal vertices of the graph. For each j, write these m amplitudes as a column vector ψ j (z), and collect these column vectors into a matrix
The following matrix equation determines Ψ(z) as well as the scattering matrix S(z):
The lower part of this equation says
which determines each ψ j (z) in terms of the scattering matrix S(z). The upper part determines the scattering matrix. We find
which gives
Recall that (for now) we are restricting our attention to values of z on the unit circle. For such values, the S-matrix is unitary. To see this, note that
We can see from equation (II.8) that S(z −1 ) = S(z) −1 . This establishes unitarity of S(z) on the unit circle.
A complete basis of eigenstates
The bound states and incoming scattering states form a complete basis for the entire infinite-dimensional Hilbert space. Let {|ψ c : c = 1, . . . , n c } be an orthonormal basis of the confined bound state subspace C such that for each c, P n |ψ c = 0 and
Furthermore, let {|φ b : b = 1, . . . , n b } ⊂ C ⊥ be a basis for the unconfined bound state subspace. In Appendix VI we prove the following theorem, generalizing the n = 1 case: 7 Theorem 1. Let v and w be any two vertices of the graph G. Then
III. ANALYTIC CONTINUATION OF THE S-MATRIX
We would like to analytically continue the scattering matrix S(z) from the unit circle to the rest of the complex plane. To do this, we rewrite equation (II.8) so that each matrix element of S(e ik ) is manifestly a rational function of z = e ik . Recall the definition of γ(z) in equation (II.2). As can be verified by direct calculation, we have
.
From these expressions we obtain
Now consider this equation for z ∈ C (no longer restricting to the unit circle). Each matrix element of γ(z) is a polynomial in z. It is invertible everywhere in C except at a set of points determined by the roots of the polynomial det(γ(z)). We can write its inverse as
where adj(γ(z)) is the adjugate matrix of γ(z). The matrix elements of adj(γ(z)) are polynomials in z. 
IV. LEVINSON'S THEOREM
Levinson's theorem counts the number of bound states. Let us now make this more precise. Using expresions (II.5), (II.6), and (II.7), we define the number of confined bound states as
Furthermore, define the number of unconfined bound states as
dim span |ψ : |ψ ∈ C For our purposes, the half-bound states are only counted as half a bound state each. In other words, we consider the "number of bound states" to be
We now give another formula for the number of bound states. Define
Note that W (z) is a polynomial in z. Denote the multiset of roots of W by
where k is the degree of W (each root appears in the above list a number of times equal to its multiplicity). Let
The following lemma relates the number of bound states to α 1 , α 2 , and α 3 .
Lemma 3. With the definitions given above,
The proof of Lemma 3 is given in Section V. We recall some useful facts from complex analysis. Given a closed, positively-oriented curve κ in the complex plane and a complex function f (z) that is meromorphic in C and has no zeros or poles on κ, we define the winding number w κ (f ) of f around κ to be the number of times the image of κ wraps around the origin. In other words, it is the number of times the complex phase of f wraps around the interval [0, 2π). The argument principle is a formula relating w κ (f ) to the number of zeros and poles of f inside the contour. It says that
where Z κ (f ) is the number of zeros of f inside the contour κ and P κ (f ) is the number of poles of f inside κ (both counted with multiplicity). We also use the notation Z κ\{a} (f ) (respectively, P κ\{a} (f )) to indicate the number of zeros (respectively, poles) of f inside κ but excluding the point a.
We now prove Levinson's theorem:
Theorem. The winding number of the determinant of the S-matrix around the unit circle Γ is
This generalizes the main result of Ref. 4 , which establishes the n = 1 case. Note that the approach of Ref. 4 has a technical requirement on G, namely that A = 0 or B † B = 1 (in this case A is 1 × 1 and B is m × 1). Our theorem has no such technical requirement, regardless of the value of n.
Also note that the form of Levinson's theorem depends on the conventions outlined in Section II for the definition of the S-matrix. A different convention for the relative phases of the scattering states would modify the statement of the theorem.
Proof. Using equation (III.1), we find det(S(z)) = (−1)
n z 2m W (
(Note that |z i | > 0 for all i because γ(0) = −1, so W (0) = (−1) m+n = 0.) Although W may have roots on the unit circle, det(S(z)) does not have any zeros or poles on the unit circle. Indeed, |det(S)| = 1 on the unit circle since S is unitary there. We can also see this explicitly from equation (IV.1). Note that each root z j = ±1 is a root of both W (z) and W ( 1 z ) and the α 3 factors corresponding to these roots cancel in the ratio
appearing in the expression above. Similarly, for each root z j such that |z j | = 1 and z j / ∈ {−1, 1}, there is another root z * j = 1 zj . (For z ∈ R, γ(z) is Hermitian and W (z) ∈ R, so any roots of W with nonzero imaginary part must occur in complex conjugate pairs.) These 2α 2 roots also cancel in the expression for det(S(z)).
Similarly, if there are other roots z j with 0 < |z j | < 1 such that 1 zj is also a root of W (z) then the corresponding factors in the numerator and denominator of equation (IV.1) cancel each other. Let q be the number of such roots z j (so that the total number of canceling factors in the ratio (IV.2) is 2q). Then P Γ\{0} (det S) = α 1 − q Z Γ\{0} (det S) = (degree of numerator) − (# of zeros of numerator outside the unit circle)
where "numerator" and "denominator" refer to the ratio in equation (IV.2) after common factors have been canceled.
The determinant of S may also have a zero or a pole at z = 0. From equation (IV.1) we see that the lowest-order term in the Laurent expansion about z = 0 is 2m − k, corresponding to a zero if this quantity is positive or a pole if it is negative.
Finally, the argument principle shows that
where in the last line we have used Lemma 3.
V. PROOF OF LEMMA 3
The operator
has appeared in our discussions of the scattering and bound states of the Hamiltonian. In this section we first establish some technical properties of this operator that we use in the proof of Lemma 3. We use the following result of Kato (Theorem 6.1 and Section 6.2 of Ref.
9).
Theorem 4. Suppose T 0 , T 1 , T 2 are N × N Hermitian matrices and consider
as a function of the complex variable x. For each real x there exists an orthonormal set of eigenvectors {|w i (x) : i = 1, 2, . . . , N } of T (x) which can be chosen to be holomorphic functions of x on the real axis.
We now use this theorem to establish that the eigenvalues and eigenvectors of γ(x) are smooth functions of x for x ∈ R. In fact, we show that one can choose a smooth basis for the eigenvectors that includes the confined bound states as basis vectors. In the proof of Lemma 3 we use this fact to write det(S(x)) (for x ∈ R) as a product of two terms: one term that incorporates the contribution of the confined bound states and another term that comes from the unconfined bound states.
Lemma 5. Let {|ψ c } be an orthonormal basis of confined bound states as described in Theorem 1. For x ∈ R, γ(x) is Hermitian and there is an orthonormal basis {| v i (x) : i = 1, . . . , m + n − n c } and eigenvalues {e i (x) : i = 1, . . . , m + n − n c } that are holomorphic functions of x on the real axis, such that
Proof. Write
The second term can be written as
for Hermitian matrices M 0 , M 1 , M 2 that are independent of z. The result follows by applying Theorem 4.
We also use the following two lemmas in the proof of Lemma 3:
. If e i (x 0 ) = 0 for some x 0 ∈ R then
. Dividing through by x 0 gives
is a normalized eigenvector of γ(x) (this is sometimes called the Hellmann-Feynman theorem). Using
Lemma 7.
(a) If W (z) = 0 and 0 ≤ |z| < 1 then Im(z) = 0.
(b) If W (z) = 0, |z| = 1, and Im(z) = 0, then ψ| P n | ψ = 0 for any | ψ in the null space of γ(z).
Proof. First consider part (a). It is clearly true when z = 0, so suppose |z| > 0. The hypothesis W (z) = 0 implies that there exists a normalized state | ψ such that
Writing z = re iφ and taking the imaginary part of the above expression gives sin φ r ψ| P n | ψ + 1 r − r = 0.
Since ψ| P n | ψ ≥ 0, the bracketed expression is strictly positive when r ∈ (0, 1). Hence sin φ = 0, and therefore Im(z) = r sin φ = 0. For part (b), if |z| = 1 but Im(z) = 0 then the above equation (which holds for any | ψ in the null space of γ(z)) says that ψ| P n | ψ = 0.
We are now ready to give the proof of the main technical lemma.
Proof of Lemma 3. We can use Lemma 5 to write
are holomorphic functions of x for x ∈ R. The above expression explicitly separates out the contribution of the confined bound states to the determinant. We now show that is responsible for a zero of multiplicity one in the polynomial W (x) at x = x 0 , and no other zeros in the interval (−1, 1) . Now turn to the unconfined bound states. For each i = 1, . . . , m + n − n c , using Lemma 6 we have
for x 0 ∈ (−1, 1) since the right-hand side has the same sign as x 0 (and x 0 = 0 because γ(0) = −1). So each state | v i (x 0 ) such that e i (x 0 ) = 0 contributes a zero of multiplicity one at x 0 to the polynomial W (z). Therefore, for each x 0 ∈ (−1, 1) such that W (x 0 ) = 0, multiplicity of the zero at x 0 = dim span |ψ : |ψ ∈ C ⊥ > and γ(x 0 )| ψ = 0 + dim span |ψ : |ψ ∈ C > and γ(x 0 )| ψ = 0 .
Hence
where in the last line we have used the fact that confined bound states corresponding to different energies are linearly independent (since D is Hermitian). We now show that α 3 = n h + 2 dim C = . To understand the zeros of W (x) for x ∈ {−1, 1}, we again use equation (V.3). Each bound state in C = (i.e., each confined bound state with energy ±2) contributes a zero of order two located at x = ±1, since
On the other hand, there can also exist states | v i (±1) such that e i (±1) = 0. These are half-bound states and satisfy (by Lemma 6)
so each such half-bound state contributes a zero of order 1. Hence
Finally, we show that α 2 = dim C < . Now we are concerned with roots of W (z) on the unit circle but not on the real axis. We can no longer use the expression (V.3), so we now derive an alternate formula that can be used in this case. Let {|ψ c } be a basis of confined bound states as before. As in the proof of Lemma 5, write
From this expression we obtain
where M (z) is some (m + n − n c ) × (m + n − n c ) matrix. Let z 0 satisfy |z 0 | = 1 and z 0 / ∈ {−1, 1}. From part (b) of Lemma 7 we see that all the corresponding bound states are confined bound states (i.e., satisfy ψ|P n |ψ = 0). This means that det(M (z 0 )) = 0, so the number of zeros of W (z) at z 0 is the same as the number of zeros of the polynomial So the number of zeros of W (z) in {|z| = 1 and z / ∈ {−1, 1}} is twice the number of confined bound states in the subspace C < . In other words,
dim span |ψ : ψ|P n |ψ = 0 and γ(z)| ψ = 0 = 2 dim C < .
VI. OPEN QUESTIONS
Two directions for future work suggested previously 4 remain open. The first is to find an algorithmic use for Levinson's theorem in quantum computation. Another direction is to consider the inverse scattering problem, where the goal is to reconstruct as much information as possible about the obstacle G from scattered waves.
APPENDIX: COMPLETENESS OF SCATTERING AND BOUND STATES
In this appendix we prove Theorem 1, establishing that the scattering states |sc j (k) for j = 1, . . . , n along with the unconfined and confined bound states form a complete basis for the Hilbert space. In other words, for any two vertices v and w in the graph,
This is a generalization of the n = 1 case, 7 and our proof follows the same steps. The proof has three parts:
1. Since vertices (r, q) and (s, w) with r, s ≥ 2 (i.e., vertices outside the graph on the semi-infinite paths) have no overlap with confined bound states, i.e., r, q| 
2. Similarly, for |r, q with r ≥ 2 and |v with v a vertex in the (m + n)-vertex graph G, we show that r, q|
3. When |v and |w are both basis states corresponding to vertices in G, the confined bound states play a role. We show that
Here we consider vertices (r, q) and (s, w) outside the graph, so r, s ∈ {2, 3, 4, . . .}. For q = w, we have r, q| where we have used the fact that S(e ik ) is unitary. Now, using the fact that S(e ik ) = S(e −ik ) † (which can be seen from equation (II.9)), we get r, q|
Now consider the matrix element (for q = w) r, q| 
We now evaluate the second term on the right-hand side. Letting z = e ik , we write this as a contour integral over the unit circle Γ:
Since S(z) is unitary on the unit circle, each of its columns and each of its rows is normalized to 1. So S qw (z) does not have any poles when z is on the unit circle. Furthermore, by Lemma 2, S qw (z) is a meromorphic function of z and all of its poles inside the unit circle occur at values z 0 satisfying either z 0 = 0 or det(γ(z 0 )) = 0. By part (a) of Lemma 7 this means that all of its poles inside the unit circle lie on the real axis. Using the residue theorem,
where Res x0 [f (x)] denotes the residue of f (x) at x = x 0 . From (V.1), we have γ(
using (III.1), this implies
Since we are considering vertices outside the graph, r ≥ 2 and s ≥ 2. Thus the first term has no residues, so
Res x0
We can use Lemma 5 to write
The confined bound states |ψ c satisfy ψ c |1, j = 0 for all j ∈ {1, . . . , n}. There is a residue for each state
We use Lemma 6 to evaluate these residues, giving
Res x0 x r+s−1 1 − 1
As described in Section II, each vector | v i (x 0 ) such that e i (x 0 ) = 0 for some x 0 ∈ (−1, 1) corresponds to an unconfined bound state |φ b = |φ b(i,x0) and vice versa. This related unconfined bound state agrees up to normalization with | v i (x 0 ) within the graph, so
the amplitudes outside the graph are
for y ∈ {2, 3, 4, . . .} and j ∈ {1, 2, . . . , n}.
From equation (II.3), the normalizing constant is
where we have used the fact that v i (x 0 )| v i (x 0 ) = 1. Substituting in equation (A.7), we obtain Part (b) of Lemma 7 says that if γ(z) has determinant 0 at some z ∈ Γ \ {±1} then its null space is a subspace of C. Hence the (m + n − n c ) × (m + n − n c ) block of γ(z) restricted to C ⊥ has nonzero determinant and is therefore invertible on Γ \ {±1}. Thus the integrand above has no poles on Γ \ {±1}. At the points z = ±1, it may be that det γ(±1) = 0, but nevertheless
is nonzero for z ∈ {±1}. This follows from Lemma 6, which implies that an eigenvector in the null space of γ(±1) has a simple zero in its eigenvalue at z = ±1. So we have shown that the integrand in equation (A.10) has no poles on the unit circle.
The poles of the integrand inside the unit circle occur on the real axis, where we can use the expression (A.6) and Lemma 6 to evaluate their residues (as we did in part 1). This gives × e −2ik δ jq + e 2ik S qj (e ik ) e 2ik δ jl + e −2ik S lj (e ik )
