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In the first billion years after the Big Bang the first stars and galaxies are believed to have
formed. The appearance of these luminous sources marks the beginning of the epoch of reion-
isation. The cosmic reionisation of hydrogen has been the last major phase transition in the
evolution of the Universe, turning cool neutral gas into the hot, ionised plasma we observe to-
day. Detailed knowledge of the epoch of reionisation is required to better understand the current
state of the Universe. For example, reionisation will have a profound impact on the formation of
early galaxies and their evolution into the current galaxy population. However, little is known
about the details of cosmic reionisation and many questions are yet unanswered. In this thesis
we attempt to address some of these.
This chapter is structured as follows. We start with a short overview of the current cosmo-
logical paradigm in Sect. 1.1, that describes the origin of the luminous sources in the Universe.
In Sect. 1.2, we discuss the physics behind cosmic reionisation and the current state of this
research field and in Sect. 1.3 we describe the observational constraints on reionisation. In
Sect. 1.4, we discuss the numerical methods that are commonly employed to study cosmic
reionisation. Finally, Sect. 1.5 provides a summary of the topics presented in this thesis.
1.1 The formation of galaxies
To provide the necessary background for the reionisation studies presented in this thesis we
briefly discuss the successful model of structure formation that has emerged over the past two
decades. This model describes how structures in the Universe, like galaxies and galaxy clusters,
form and grow. The two main pillars of this theory are the Hot Big Bang model and the cold
dark matter paradigm of structure formation.
1.1.1 The Hot Big Bang model
The foundation of our current understanding of the evolution of the Universe on large scales is
the Hot Big Bang model. Proposed as early as the 1920s this model explains the expansion of
the Universe, the synthesis of light elements and the existence of an isotropic and thermal cos-
mic background radiation field (the Cosmic Microwave Background, CMB). The serendipitous
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detection of the latter in 1965 by Penzias and Wilson was the definite observational confirma-
tion of this model. The Hot Big Bang model assumes that the distribution of radiation and
matter in the observable Universe is both homogeneous and isotropic and that the dynamics
of the expanding Universe is governed by Einstein’s theory of general relativity. The unifor-
mity of the temperature of the CMB as measured by the COBE and WMAP satellites provides
the best evidence for the isotropy of the Universe, while an indication of the homogeneity is
given by galaxy counts in deep surveys. According to the Hot Big Bang theory the Universe
started out extremely dense and hot. As time evolves the Universe expands and cools. Recent
measurements indicate that the expansion of the Universe continues to this day and is in fact
accelerating.
The CMB is the deepest measurement of the Universe possible, probing the Universe at
an age of 380,000 years. Before this time the Universe was so hot that radiation and matter
were coupled through Thomson scattering. When the temperature had dropped to about 3000
K due to the adiabatic expansion, the free electrons combined with protons to form hydrogen
atoms, making the Universe for the first time transparent to radiation. We can observe the
black body radiation emitted during this so-called ’epoch of recombination’ as the CMB. The
radiation has retained its black-body character but has cooled down to a uniform temperature
of 2.725 K. Fluctuations in this temperature are of the order of 0.2 µK, showing that at large
scales the Universe is indeed isotropic. These tiny fluctuations are thought to originate from
quantum-scale fluctuations blown up during inflation, a phase of exponential expansion when
the Universe was between 10−43 and 10−30 seconds old (Guth 1981). At present the Universe
continues to expand with a rate that seems to increase with time due to a mysterious dark energy
(Riess et al. 1998; Perlmutter et al. 1999). The nature of this dark energy is currently unknown
(for a review see Frieman et al. (2008)). This accelerated expansion dilutes the average density
of matter, thus making space more and more empty.
In the present-day Universe, dark energy constitutes about 74% of the total energy content.
Apart from a negligible (< 0.1%) contribution of radiation the rest of the energy density is in
the form of matter. The majority of matter, about 83%, is in the form of some cold and dark,
weakly interactive non-baryonic substance, which is generally called dark matter. Dark matter
only interacts with baryonic matter through gravity, its existence can thus only be inferred
indirectly. For this reason the exact nature of dark matter is as of yet unknown.
The isotropy and homogeneity of the Universe on large scales is radically different from
what we observe on small scales, where our local Universe consists of inhomogeneities like
planets, stars, galaxies and clusters of galaxies. These structures are the result of gravitational
forces, which contract matter to higher densities, thus counteracting the effects of the expansion
of the Universe.
1.1.2 Structure formation
Under the influence of gravity the tiny density fluctuations that we observe in the CMB grew
to form structures like stars and galaxies. Dark matter is assumed to be pressureless and its
evolution is therefore fully determined by gravity. When the density contrasts are small, the
growth of fluctuations can be followed analytically using linear theory. By describing the matter
in the Universe as a collisionless fluid one can follow the evolution of fluctuations of different
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Figure 1.1: The evolution of the cosmic web as function of time. Figure courtesy of Ben
Oppenheimer.
wavelengths. This evolution depends on the regime in which the Universe is expanding when
the fluctuation enters the horizon.
As the density contrast of a fluctuation grows, the linear theory starts to become less accu-
rate and once the scale gets in the non-linear regime analytic descriptions no longer suffice. At
this point the density fluctuation will expand at a progressively slower rate as compared to the
background Universe and will finally undergo a collapse into a bound object. The details of the
collapse depend on the initial density profile and one generally needs numerical simulations to
follow this process. Navarro et al. (1997) have simulated the formation of dark matter haloes of
different masses and found a universal shape of the density in the halo. This shape is indepen-
dent of the halo mass, the initial density fluctuation spectrum and the cosmological parameters
and arises from an initial phase of violent relaxation and a later phase of accretion onto the halo.
Later work has found dark matter haloes deviating from this general profile, especially if the
evolution of gas is also taken into account (e.g. El-Zant et al. (2001); Duffy et al. (2010)). The
dark matter haloes are the sites of star and galaxy formation and are thus an essential ingredient
in simulations of cosmic reionisation. Under the influence of gravity the matter in the Universe
converges into a web-like structure, sometimes referred to as ’the cosmic web’. A simulation
of the evolution of the cosmic web as function of time is shown in Fig. 1.1.
The evolution of the baryonic matter differs from that of dark matter. Before cosmic recom-
bination, radiation drag on free electrons prevents the growth of density fluctuations in baryonic
matter. Only when the neutral matter decouples from the radiation are fluctuations able to grow
in the pre-existing dark matter haloes. However, thermal pressure prevents the gas from collaps-
ing in the dark matter halo. Once the gas has been virialised in the potential wells of the dark
matter haloes, additional cooling processes are necessary for further collapse and subsequent
star formation.
While numerical simulations are necessary to calculate the density profiles and spatial dis-
tribution of dark matter haloes, analytic techniques are a useful tool to approximate the number
density of haloes. Not only do analytic models help us gain physical understanding of the
processes involved, they can be used to explore the dependence of the number density on all
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cosmological parameters. A successful model of this kind was developed by Press & Schechter
(1974). Starting from a Gaussian random field of density perturbations this model follows the
perturbations in the linear regime and once a perturbation enters the non-linear regime assumes
a spherically symmetric collapse. This simple model is remarkably successful in reproducing
the results of numerical simulations. It was later refined to include elliptical collapse by Sheth
& Tormen (2002).
These models show that smaller density fluctuations collapse on average earlier than large
fluctuations. This is one of the main features of the current paradigm of galaxy formation,
the hierarchical build up of structure (see e.g. Baugh (2006) for a review). This theory is
for example evidenced by the fact that cluster-sized dark matter haloes are not observed until
z . 1while galaxy sized haloes have already assembled at z . 10.
1.2 The physics of cosmic reionisation
The structure formation process described in the previous section results in the emergence of the
first luminous sources. This marks the beginning of the epoch of reionisation, the topic of this
thesis. We will consider only the reionisation of hydrogen. Helium was (partly) ionised as well
during this epoch, but the full reionisation of helium is believed to have been completed at a
later epoch, when enough energetic photons were produced by quasars to doubly ionise helium.
A number of reviews have been written in recent years on the physical processes involved in
the formation of the first sources and subsequent reionisation (Barkana & Loeb 2001; Loeb &
Barkana 2001; Ciardi & Ferrara 2005).
While the paradigm of structure formation is very successful in predicting the abundance
and properties of dark matter haloes and the large scale structure in the Universe, an essential
ingredient is still missing to make the connection to the present day galaxy population. The
feedback from the emergent sources affects the initially neutral hydrogen in several important
ways. For example, metals expelled in supernova explosions severely change the cooling prop-
erties of the gas. In addition, UV photons emitted by the first sources change the ionisation
state of the gas and inject energy by the process of photo-heating. It is therefore essential to
take these processes into account to explain the properties of the galaxies that we observe today.
The first luminous objects in the Universe are thought to have formed in small dark matter
haloes with virial temperatures of ∼ 103 K, corresponding to a mass of ∼ 106 M (Abel et al.
2002; Bromm et al. 2002; Yoshida et al. 2006). These sources formed in gas that had not been
polluted by metals, the cooling properties of the gas were therefore significantly different from
later times. Thus, star formation progressed in a different way than in the local Universe. The
first stars (Pop III) are thought to be very massive (∼ 100 M) and hot, producing a copious
amount of UV radiation. The radiation from a single population of Pop III stars can suppress
subsequent star formation in the host haloes and surroundings (Yoshida et al. 2007; Whalen
et al. 2004; Alvarez et al. 2006). This makes the contribution of Pop III stars to cosmic reioni-
sation uncertain. However, metal enrichment by the first supernovae quickly change the cooling
properties of the gas, resulting in less massive and less luminous Pop II stars. For a recent review
of the formation of the first stars and galaxies see Bromm et al. (2009).
The main contribution to cosmic reionisation is thought to come from star-forming galaxies,
that are believed to have started forming in dark matter haloes of virial temperatures & 104 K.
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Whether galaxies are indeed the dominant sources of cosmic reionisation is still a matter of
debate. The main uncertainty is how many of the ionising photons that are produced in galaxies
can escape and thus contribute to reionisation. We will look into this in more detail in chapter
6. Another uncertainty is presented by the effect of the ionising radiation on the formation and
evolution of galaxies. Photo-heating by the UV photons of the gas in dark matter haloes that has
not yet collapsed to form stars will raise the Jeans mass in these haloes. This so-called Jeans
filtering (Shapiro et al. 1994; Gnedin & Hui 1998) prevents stars from forming in haloes with
masses lower than ∼ 109 M/h. Note however, that this characteristic mass below which haloes
are affected by the increase in temperature (Gnedin 2000b; Hoeft et al. 2006; Okamoto et al.
2008) is still under debate.
Due to aforementioned uncertainties it is possible that other sources dominated the process
of reionisation. However, extrapolation of the observed quasar luminosity function (Hopkins
et al. 2007) to higher redshift confirms the conclusion of Madau et al. (1999) that quasars alone
are not capable of reionising the Universe (Loeb 2009). It seems unlikely that more exotic
sources like decaying dark matter particles or evaporating black holes are the dominant sources
of reionisation, but they cannot be completely ruled out.
If indeed galaxies are the dominant sources, reionisation will progress in a highly inhomo-
geneous way. The dark matter haloes in which the galaxies form are spatially clustered. It is
therefore likely that the dense gas around the sources is ionised first. It is as of yet not clear
whether all high density gas is ionised before the low density voids, the inside-out reionisa-
tion scenario (e.g. Iliev et al. (2006b); McQuinn et al. (2007); Trac & Cen (2007); Zahn et al.
(2007)), or that the high density gas away from the sources is ionised last, the inside-out-middle
scenario (e.g. Gnedin (2000a); Ciardi et al. (2003); Finlator et al. (2009b); Petkova & Springel
(2010).
1.3 Observational constraints on cosmic reionisation
No direct observational evidence for cosmic reionisation has to date been found with current
observing facilities. Only recently have high-redshift surveys started to probe galaxies in the
reionisation epoch (e.g. Bouwens et al. (2008)). However, reionisation left its signatures on
the post-reionisation Universe, thus providing constraints on, for example, the duration of the
reionisation process. For a detailed review see Fan et al. (2006a).
An important constraint on reionisation is provided by high-redshift quasars. Neutral gas
in the intergalactic medium shows up in the spectra of these quasars as absorption features.
Quasars therefore provide a probe of the ionisation state of the Universe. Observations show
that beyond redshift 6 the fraction of light that is transmitted through the intergalactic medium
rapidly declines. Predicted by Gunn & Peterson (1965), Becker et al. (2001) found the first
evidence for complete absorption by neutral hydrogen in the spectrum of a z = 6.28 quasar.
Bigger samples showed a similar trend (Fan et al. 2002; White et al. 2003; Fan et al. 2006b). A
possible interpretation of these results is that reionisation ended not long before z = 6. However,
care must be taken in the interpretation of these results, as it takes only a small neutral fraction
to have nearly complete absorption of the radiation. Another drawback of this approach is that
the evolution of the neutral fraction at higher redshifts is not probed by the quasar spectra.
A second major constraint is provided by the observations of the CMB. The photons emitted
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during the recombination epoch Thomson scatter with the electrons that were freed during the
reionisation process. The result is a small suppression of CMB anisotropies and additional po-
larisation, which can be used to put constraints on the reionisation epoch. The WMAP satellite
has measured the effect of Thomson scattering due to reionisation. The latest results suggest
that, assuming instantaneous complete reionisation, the redshift of reionisation is z = 10.5±1.2
(Komatsu et al. 2010).
Much stronger constraints than presented above are expected from upcoming 21 cm ex-
periments that directly probe the distribution of neutral hydrogen as function of redshift (see
Furlanetto et al. (2006) for a review). The next generation of telescopes like LOFAR and MWA
is expected to statistically measure the 21 cm signal from reionisation, thus providing the first
direct observations of cosmic reionisation. However, to obtain more detailed maps of the neu-
tral hydrogen content of the Universe as function of redshift, higher resolution telescopes like
SKA are necessary.
1.4 Simulations of cosmic reionisation
The fact that up to now no direct observations of the epoch of reionisation are possible make
numerical simulations the most promising method to study cosmic reionisation. While semi-
analytic modelling provides a powerful tool to explore a wide parameter range, only a full
numerical treatment can combine the inhomogeneous cosmological density field with full 3D
radiative transfer simulations to model the reionisation process self-consistently. Recently, the
current state of the field was reviewed by Trac & Gnedin (2009).
1.4.1 Computational requirements
Simulations of cosmic reionisation require a large dynamic range in both length and mass scales.
For studying the properties of reionisation on large scales the size of the computational volume
should be at least 100 h−1 Mpc on a side. This large box size is necessary to provide an accurate
sample of the halo mass function at the relevant redshifts (Barkana & Loeb 2004). Thus, the
statistical fluctuations in the abundance of galaxies are small enough for this volume to be
representative of the Universe on average. In addition, to have a significant statistic on the
distribution of ionised bubbles during reionisation, the box size needs to larger than the mean
free path of ionising photons during reionisation, which is expected to be several tens of Mpc.
The requirement for such a large computational volume provides no problem in itself. How-
ever, for simulations of reionisation it is essential to capture all the ionising sources in the com-
putational volume as well. This means that if Pop III stars are included in the simulations a
minimum halo mass of ∼ 106 h−1 M needs to be resolved. Current state-of-the-art dark matter
simulations resolve haloes down to ∼ 108 h−1 M in 100 h−1 Mpc volumes (Iliev et al. 2008;
Shin et al. 2008; Trac et al. 2008), which is sufficient to resolve all the haloes capable of atomic
line cooling at the redshifts of interest. However, to include all the density field inhomogeneities
that affect the recombination rate even smaller mass scales than ∼ 106 h−1 M need to be re-
solved.
It is, at this time, impossible to perform simulations with above requirements with current
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hydrodynamics codes. In general, simulations are therefore performed with N-body codes that
simulate only dark matter, ignoring the gas physics. Reionisation simulations are subsequently
performed by radiative transfer calculations on a series of static snapshots that represent the
density given by the N-body simulation by assuming that the gas traces the dark matter. Sources
are assumed to have formed in the massive dark matter haloes, source luminosities are assumed
to be proportional to the halo mass. In this treatment the gas physics as well as the backreaction
of the ionising radiation on the gas is ignored. The consequences of these simplifications for
the results of the reionisation simulations are currently unclear.
1.4.2 Radiative transfer
Despite the difficulties in simulating the evolution of the cosmological density field, the biggest
challenge for numerical simulations of cosmic reionisation is presented by radiative transfer
calculations that solve for the evolution of the radiation field. The governing differential equa-
tion for the specific intensity is 7-dimensional: three spatial, two angular, one frequency and
one time dimension. A further complication is presented by the fact that the equation is non-
local, so radiation from a single source can influence every volume element in the simulation.
This makes the radiative transfer equation hard to solve numerically even for one source. The
large number of sources contained in cosmological volumes can significantly increase the com-
putation time if the computation time of the radiative transfer algorithm scales linearly with the
number of sources, as is the case for most traditional methods.
Several kinds of numerical methods to solve the radiative transfer equation have been devel-
oped, all of which have their specific advantages and shortcomings. Classic methods solve the
radiative transfer equation along discrete directions (’rays’) cast from every source (e.g. Mihalas
& Mihalas (1984)). The majority of these methods work on structured grids. One disadvantage
is their linear scaling of the computation time with the number of sources. The computation
time can be reduced by modelling the time evolution of the optical depth along the rays, which
allows the use of very long computational time steps compared to other methods (Mellema
et al. 2006). Another way to reduce the computation time is by adaptively splitting rays when
they get farther from the source (Abel & Wandelt 2002). This way, the number of rays can be
reduced without compromising the angular resolution farther away from the sources. The lin-
ear scaling with the number of sources can subsequently be reduced by grouping neighbouring
sources (Razoumov & Cardall 2005), limiting the splitting of rays (McQuinn et al. 2007) or
merging near-parallel rays (Trac & Cen 2007). Ray-tracing schemes have also been developed
to work on the particles of smoothed particle hydrodynamics (SPH) (Alvarez et al. 2006; Susa
2006; Pawlik & Schaye 2008).
In Monte Carlo methods, the radiative transfer equation is solved in a probabilistic way, by
sending discrete packets of radiation along randomly cast rays (e.g. Ciardi et al. (2001)). To
ensure that information on the radiation field reaches the entire simulation domain the number
of packets sent by each source should be comparable to the total number of resolution elements.
As reionisation simulations generally contain many sources, the number of photon packets that
needs to be sent becomes prohibitively large. In practise optimisations are introduced to keep
the total number of photons packets proportional to the number of resolution elements. In this
case tests are needed to ensure that a sufficient number of packets has been used to obtain a
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converged solution. Monte Carlo methods for cosmological reionisation simulations exist for
both regular meshes (Maselli et al. 2003, 2009) and SPH particles (Semelin et al. 2007; Altay
et al. 2008).
A different way of solving the radiative transfer equation is by considering the moments
of the radiation field (Gnedin & Abel 2001). This way the problem is reduced to a system of
differential equations for the photon density and flux, with a closure term called the Eddington
tensor. One advantage of these methods for reionisation simulations is that they do not scale
with the number of sources. Several implementations of this method exist that differ primarily
in the way the Eddington tensor is computed (Aubert & Teyssier 2008; Finlator et al. 2009a;
Petkova & Springel 2009).
Many of the radiative transfer codes used in cosmological reionisation simulations have
been tested in the Radiative Transfer Comparison Project (Iliev et al. 2006a). In general good
agreement was found between the methods in the test problems described in this paper. How-
ever, for the purpose of comparison the test problems were kept simple, it is thus not guaranteed
that the codes agree in complex reionisation simulations as well. In addition, many codes have
to rely on simplifying assumptions to keep the radiative transfer problem tractable. One exam-
ple is that almost all radiative transfer methods ignore the transport of diffuse recombination
photons, which may affect the outcome of the simulations significantly. So far, the complexity
of the radiative transfer problem has limited the use of radiative transfer methods in large scale
reionisation simulations in the required large box sizes. We expect this to change in the near
future, which will eventually lead to a better understanding of the epoch of reionisation and
galaxy formation.
1.5 This thesis
In this thesis we use radiative transfer simulations with the aim to gain a better insight in some
key issues regarding simulations of cosmic reionisation. In particular we focus on the sources
of reionisation and the effect of diffuse recombination radiation on the process of reionisation.
Chapter 2
We discuss the recent improvements of the radiative transfer method SimpleX (Ritzerveld &
Icke 2006), which solves the radiative transfer method on an unstructured Delaunay grid. The
grid points are placed in such a way that they sample the medium through which photons are
transported in an optimal way for fast radiative transfer calculations. In order to use the method
in large scale reionisation simulations it is essential that it works in parallel on distributed mem-
ory machines. We describe the implementation of the parallel SimpleX scheme and show that
the algorithm has excellent scaling properties. In addition, we describe two different ways to
minimise the numerical diffusion that could occur in the optically thin regime in the original
implementation. We show that by dynamically adapting the grid to the changes in the opacity
of the medium, the grid can retain its optimal properties for fast radiative transfer. By applying
a direction conserving transport scheme in the optically thin regions, correct transport is en-
sured in all opacity regimes. Finally, we briefly describe the implementation of multi-frequency
radiation transport in SimpleX.
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Chapter 3
The unstructured grid that is used for radiative transfer simulations with SimpleX can be con-
structed from both regular meshes and SPH particles. In this chapter we describe how an op-
timised grid can be created from the two main kinds of hydrodynamics input, mesh-based and
particle-based input, by sampling the density with a sampling function that can be tailored to
the problem at hand. In addition, we describe how the physical quantities can be transferred
between the SimpleX grid and the hydrodynamics grids.
Chapter 4
We describe the application of SimpleX to the problem of radiation hydrodynamics. The com-
putational efficiency of the method makes it very well-suited for direct coupling with hydro-
dynamics schemes to perform radiative transfer calculations in step with the hydrodynamics.
We present a way to dynamically update the Delaunay triangulation that reduces the need to
recalculate the triangulation every time the grid changes. This may speed up the calculation es-
pecially in radiation hydrodynamics, when the grid frequently changes. We show how SimpleX
can efficiently work together with different hydrodynamics schemes and describe the imple-
mentation of SimpleX in AMUSE, a project that provides a platform for multiple astrophysical
computer codes to work together.
Chapter 5
The improvements of SimpleX described in chapter 2 are tested for the tests of the Radiative
Transfer Comparison Project (Iliev et al. 2006a). The solutions obtained with SimpleX are
compared with analytic solutions (if available) and the results of other radiative transfer codes
that participated in this project. We show that the direction conserving transport scheme ensures
correct transport in the optically thin regime where the original implementation of SimpleX
lost its accuracy. By using multiple frequency bins the energetic photons in the hard tail of
the spectrum are correctly accounted for. The results obtained with SimpleX are in excellent
agreement with both the analytic solution and the results from other codes.
Chapter 6
We apply SimpleX to calculate the fraction of ionising photons that is able to escape from
dwarf galaxies at high redshift. According to the hierarchical structure formation paradigm the
first galaxies to appear in the Universe are small (dwarf) galaxies. We assess the contribution
of these galaxies to cosmic reionisation by calculating the number of ionising photons that
escape from these galaxies into the intergalactic medium. To this end we employ an SPH
method that includes realistic prescriptions for the physical processes that are important for the
evolution of dwarf galaxies, most notably the two-phased nature of the interstellar medium that
is essential to capture star formation correctly. These models are post-processed with radiative
transfer simulations using SimpleX. We find that the escape of ionising radiation is governed
by the appearance of low density channels through which radiation is able to escape from the
high density regions that are the sites of star formation. These channels are mainly created by
supernova explosions. We show that the gas distribution close to the sources is most important
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for the escape of radiation. Not only does this imply that it is essential to employ very high
resolution simulations when calculating escape fractions, it also means that the distribution of
sources in the galaxy is important. Simplifying assumptions to reduce the number of sources
in the simulation will therefore lead to inaccurate results. The escape fractions that we find in
high-redshift dwarf galaxies that have formed a rotationally supported disc is significantly lower
than what previous studies found for starburst dwarf galaxies at similar redshifts. However, we
show that dwarf galaxies may contribute significantly to reionisation in this later evolutionary
state as well.
Chapter 7
Almost all radiative transfer algorithms currently in use rely on the so-called on-the-spot ap-
proximation for recombination radiation to keep the total number of sources in the simulation
manageable. In this chapter we test the validity of this approximation in several test problems
related to cosmic reionisation. We show that the assumption that most of the recombination
radiation that is emitted in a computational cell is also absorbed in the same cell is incorrect.
This means that one has to solve the full radiative transfer equation for this radiation as well.
Test problems with one ionising source show that the evolution of the ionised region around
the source is marginally affected by the on-the-spot approximation. Only when shadowing ef-
fects are important does the on-the-spot approximation lead to significant errors. Finally, we
show that the on-the-spot approximation does not influence the evolution of the radiation field
in reionisation simulations on large scales. Even though increasing the resolution of the simula-
tions may reduce the accuracy of the on-the-spot approximation on small scales, we do not see
a significant large-scale effect in higher resolution simulations.
References
Abel, T., Bryan, G. L., & Norman, M. L. 2002, Science, 295, 93
Abel, T. & Wandelt, B. D. 2002, Monthly Notices RAS, 330, L53
Altay, G., Croft, R. A. C., & Pelupessy, F. I. 2008, Monthly Notices RAS, 386, 1931
Alvarez, M. A., Bromm, V., & Shapiro, P. R. 2006, The Astrophysical Journal, 639, 621
Aubert, D. & Teyssier, R. 2008, Monthly Notices RAS, 387, 295
Barkana, R. & Loeb, A. 2001, Physics Reports, 349, 125
Barkana, R. & Loeb, A. 2004, The Astrophysical Journal, 609, 474
Baugh, C. M. 2006, Rep. Prog. Phys., 69, 3101
Becker, R. H., Fan, X., White, R. L., et al. 2001, The Astronomical Journal, 122, 2850
Bouwens, R. J., Illingworth, G. D., Franx, M., & Ford, H. 2008, The Astrophysical Journal, 686, 230
Bromm, V., Coppi, P. S., & Larson, R. B. 2002, The Astrophysical Journal, 564, 23
Bromm, V., Yoshida, N., Hernquist, L. E., & McKee, C. F. 2009, Nature, 459, 49
Ciardi, B. & Ferrara, A. 2005, Space Science Reviews, 116, 625
Ciardi, B., Ferrara, A., Marri, S., & Raimondo, G. 2001, Monthly Notices RAS, 324, 381
References 11
Ciardi, B., Stoehr, F., & White, S. D. M. 2003, Monthly Notice of the Royal Astronomical Society, 343,
1101
Duffy, A. R., Schaye, J., Kay, S. T., et al. 2010, Monthly Notices RAS, 405, 2161
El-Zant, A., Shlosman, I., & Hoffman, Y. 2001, The Astrophysical Journal, 560, 636
Fan, X., Carilli, C. L., & Keating, B. 2006a, Annual Review of Astronomy & Astrophysics, 44, 415
Fan, X., Narayanan, V. K., Strauss, M. A., et al. 2002, The Astronomical Journal, 123, 1247
Fan, X., Strauss, M. A., Becker, R. H., et al. 2006b, The Astronomical Journal, 132, 117
Finlator, K., Ozel, F., & Dave, R. 2009a, Monthly Notices RAS, 393, 1090
Finlator, K., Ozel, F., Dave, R., & Oppenheimer, B. D. 2009b, Monthly Notices RAS, 400, 1049
Frieman, J. A., Turner, M. S., & Huterer, D. 2008, Annual Review of Astronomy & Astrophysics, 46,
385
Furlanetto, S. R., Oh, S. P., & Briggs, F. H. 2006, Physics Reports, 433, 181
Gnedin, N. Y. 2000a, The Astrophysical Journal, 535, 530
Gnedin, N. Y. 2000b, The Astrophysical Journal, 542, 535
Gnedin, N. Y. & Abel, T. 2001, New Astronomy, 6, 437
Gnedin, N. Y. & Hui, L. 1998, Monthly Notices RAS, 296, 44
Gunn, J. E. & Peterson, B. A. 1965, Astrophysical Journal, 142, 1633
Guth, A. H. 1981, Physical Review D (Particles and Fields), 23, 347
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SimpleX2: Radiative transfer on an
unstructured, dynamic grid
Jan-Pieter Paardekooper, Chael Kruip & Vincent Icke
Part of this chapter consists of work that has been published in
Astronomy & Astrophysics 515, A79, 2010
W
e present an improved version of the SimpleX method for radiative
transfer on an unstructured Delaunay grid. The grid samples the
medium through which photons are transported in an optimal way for fast
radiative transfer calculations. A scheme of dynamic grid updates is em-
ployed to ensure the grid stays optimal when the optical depth changes dur-
ing a simulation. We have applied a direction conserving transport scheme
that correctly transports photons in the optically thin regime, a regime where
the original SimpleX algorithm lost its accuracy. For the application to large
data sets, the method is parallellised for distributed memory machines using
MPI.
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2.1 Introduction
In many astrophysical applications radiative processes play an important, and occasionally dom-
inant, role. The interaction between radiation and matter leads to possibly strong feedback
effects on the medium caused by heating and cooling, radiation pressure and the change of
the ionisation and excitation state of the medium. It is therefore of crucial importance to in-
clude these effects in the simulations of hydrodynamic flows. However, radiative transfer is
a very complex process due to the high dimensionality of the problem. The specific intensity
I(Ω, x, t, ν) depends on seven variables, and is impossible to solve for in an analytic way in
general. With the exception of certain limiting cases where an analytical solution exists, one
therefore has to rely on numerical methods to obtain the desired solution.
Several kinds of methods exist for this purpose, all of which have their specific advantages
and shortcomings. A relatively straightforward way of solving the radiative transfer equation
is the long characteristics method (e.g. Mihalas & Mihalas (1984) ), where rays connect each
source cell with all other cells and the transfer equation is solved along every ray. Although this
method is relatively precise, it is computationally demanding, requiring N2 interactions for N
cells. A solution to this unfortunate scaling is implemented in the short characteristics method
(e.g. Kunasz & Auer (1988) ), where only neighbouring cells are connected by rays. Not only
does this make the method computationally less expensive than the long characteristics method,
it is also easier to parallellise. A drawback of this method is that it is known to cause numer-
ical diffusion in the solution. In recent years, hybrid schemes combining the benefits of both
approaches have been developed (Rijkhorst et al. 2006; Trac & Cen 2007). Instead of direct in-
tegration along the characteristics, Monte Carlo methods use a stochastic approach by sending
photon packets along the rays. The properties of the photon packets and their interaction with
the medium are determined by sampling the distribution functions of the relevant processes.
Moment methods solve the moments of the radiative transfer equation, which allows for a com-
putational speed-up in certain opacity regimes. In these methods there is a trade-off between
computation time and numerical diffusion in the solution, depending on what method is used to
obtain the closure relation.
What almost all of these methods have in common is that they use a predefined grid on
which the radiative transfer calculation is done. Most often this grid is given by a hydrody-
namics simulation, which is either a regular, adaptive mesh refinement (AMR) or smoothed
particle hydrodynamics (SPH) grid. These grids are not optimised for radiative transfer but for
hydrodynamics calculations, possibly resulting in unphysical behaviour of the numerical solu-
tion. Moreover, the computation time of almost all methods scales linearly with the number of
sources, which severely limits the range of applications. Exceptions are moment methods that
generally do not scale with the number of sources, but sacrifice precision by introducing numer-
ical diffusion (e.g. Gnedin & Abel (2001); Cen (2002)) and the method by Pawlik & Schaye
(2008), where a source merging procedure is used to avoid linear scaling with the number of
sources. For many applications, the linear scaling of the computation time with the number of
sources becomes prohibitive, for example when simulating scattering processes, where effec-
tively every cell might become a source. In the case of simulations of the epoch of reionisation,
which is the topic of the second half of this paper, it is necessary to include many sources. It
is therefore essential to use a method for which the computation time is independent of the
number of sources.
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The approach to solve the radiative transfer equation taken in this thesis is radically different
from the methods described earlier. Instead of using a predefined grid, the SimpleX method
calculates the grid for the radiative transfer problem from the properties of the physical medium
through which photons will be transported. This leads to a computationally fast method that
does not scale with the number of sources, making it an ideal tool for simulations of the epoch
of reionisation. A previous version of the method has been described in Ritzerveld & Icke
(2006), where the general idea of transport on random lattices is laid down, with a small section
on the application to cosmological reionisation. The first comprehensive set of tests of the
method were performed for the Radiative Transfer Comparison Project (Iliev et al. 2006). In
this project, the focus lay on comparing the performance of all participating codes in the test
problems, making an in-depth analysis of the SimpleX results impossible.
The aim of this chapter is to describe the improvements of the SimpleX method since these
previous two papers. Recently, we have performed a detailed study of the error properties
of the method (Kruip et al. 2010) (KPCI10), which has led to some essential improvements
to the method. The two main problems in ballistic transport that were addressed in KPCI10,
decollimation and deflection, are minimised both by using an alternative transport scheme in the
opacity regime where these problems occur and by adapting the grid to changes in the opacity
during a simulation. In addition, the algorithm has been parallellised for distributed memory.
In this chapter, we describe the working of the improved SimpleX method focussing on the new
features.
The format of this chapter is as follows. In Sect. 2.2, we give an overview of the SimpleX
method and a description of the new features of the method. We then describe the parallelli-
sation strategy in Sect. 2.3 and present the computational scaling properties of the algorithm.
Finally, in Sect. 2.4 we describe the application of the method to ionising radiation with a focus
on cosmological radiative transfer.
2.2 The SimpleX method
In this section, we describe the basics of the SimpleX method and specifically the new features
that were added to improve the performance in the lower opacity regimes. For the sake of
clarity we repeat some essential information that was presented earlier in Ritzerveld & Icke
(2006) and Ritzerveld (2007), which is necessary to appreciate the new features of the method.
We start with a description of how the unstructured grid is created and how to optimise it for
radiative transfer calculations with SimpleX. We then proceed by describing the different ways
of transporting photons on this grid, governed by the physical properties of the problem at hand.
2.2.1 Grid calculation
At the basis of the SimpleX method lies the unstructured grid on which the photons are trans-
ported. The grid adapts to the physical properties of the medium through which the photons
travel in such a way that more grid points are placed in regions with a higher opacity. The result
is a higher resolution in places where it’s needed most, there where the optical depth is highest.
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Figure 2.1: Two-dimensional example of a point distribution based on a homogeneous Poisson
process (left) and based on a non-homogeneous Poisson process (right).
Point process
The placement of the grid points is a stochastic process based on the Poisson process, which
can be defined as follows. Suppose N(A) is the number of points in a non-empty subset A of the
volume S ⊂ Rd, with d the dimension. Then the probability to that A contains x points is
Φ = P(N(A) = x) =
np|A|e−np |A|x
x!
, x = 0, 1, 2, . . . (2.1)
The only parameter in this process is the point intensity np, which is a global constant. Every
region in the volume has the same probability that points are placed there, which in our case
corresponds to a constant opacity. An example of a homogeneous Poisson process is shown on
the left hand side of Fig. 2.1.
To account for different opacity regimes inside the computational volume, we use the non-
homogeneous Poisson process, defined as
P(N(A) = x) =
np(A)|A|e−np(A)|A|x
x!






The point intensity function np(x) follows the opacity of the medium on global scale, while on
local scale the point distribution retains the properties of the homogeneous Poisson distribution.
An example of a point distribution based on the non-homogeneous Poisson process is shown
on the right hand side of Fig. 2.1. An alternative, possibly more physically intuitive, recipe for
constructing the non-homogeneous Poisson process can be written as
np(x) = Φ ∗ f(n(x)), (2.4)
that is, by defining the grid point distribution as a convolution of a homogeneous Poisson pro-
cess and a function of the possibly inhomogeneous medium density distribution n(x). It is this
recipe for the non-homogeneous Poisson process that we use to construct the SimpleX grid.
Grid points are placed by randomly sampling the correlation function f (n(x)). We will discuss
the exact shape of the correlation function in Sect. 2.2.1.
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Figure 2.2: Two-dimensional example of a random point distribution, the Voronoi tessella-
tion around the points, the corresponding Delaunay triangulation connecting the points and the
combination of both.
The Delaunay triangulation
The grid points thus created form the nuclei of a Voronoi tessellation. Given a set of nuclei xi,
the Voronoi tessellation (Dirichlet 1850; Voronoi 1908) is defined as V = {Ci}, in which
Ci =
{
y ∈ Rd : ‖xi − y‖ ≤ ‖x j − y‖ ∀ x j , xi
}
. (2.5)
In other words, this means that every point inside a Voronoi cell is closer to the nucleus of that
cell than to any other nucleus. By joining all nuclei that have a common facet (an edge in 2D, a
wall in 3D), we create the Delaunay triangulation (Delaunay 1934). Thus, every nucleus is con-
nected to its closest neighbours. A 2D example of a Voronoi tessellation and the corresponding
Delaunay triangulation is shown in Fig. 2.2.
The Delaunay triangulation consists of simplices that fill the entire domain. A simplex is
the generalisation of a triangle in Rd, so a triangle in R2 and a tetrahedron in R3. In a valid
Delaunay triangulation, all simplices obey the empty circumsphere criterion. The circumsphere
of a simplex is the unique sphere that passes through each of the vertices that make up the
simplex. In a valid Delaunay triangulation, no vertex exists inside this circumsphere.
For Voronoi tesselations and Delaunay triangulations that are constructed from a point pro-
cess based on a homogenous Poisson process, so-called Poisson Delaunay triangulations, it is
possible to derive some general properties relevant for our radiative transfer method. These re-
sults were mainly derived by Miles (1970, 1974) and Møller (1989). Two important properties
for our purposes are the average number of neighbours of a vertex and the average distance be-
tween two connected vertices. The expectation value for the number of neighbours of a typical
vertex in R2 and R3 is





+ 2 ≈ 15.54. (2.7)



















Note that these values are only exact for Delaunay triangulations constructed from a homoge-
neous Poisson process, while in SimpleX we use the non-homogeneous Poisson process to place
the grid points. Except for regions in the domain with strong gradients in the point density, on
local scale the point distribution resembles a homogeneous point distribution quite well. There-
fore the properties of the Poisson Delaunay triangulation give a good qualitative idea of the
properties of the grid on which we perform our radiative transfer calculations.
SimpleX is set up in such a way that once the point distribution is created according to
Eq. (2.4), the Delaunay triangulation is calculated by an external software package. It is there-
fore possible to use any package that suits the application at hand. For all simulations presented
in this paper, the Delaunay triangulation is calculated using the QHull package1. This is a soft-
ware package written in C that is able to calculate the Delaunay triangulation, the surfaces and
the volumes of the simplices in up to 8 dimensions. QHull is based on the Quickhull algorithm
(Barber et al. 1995), using the convex hull property of the Delaunay triangulation. QHull has
the advantages that it computes the Delaunay triangulation in optimal time O (N log N), it is
very stable against floating point round off errors in case points lie very close to each other and
it is easy to implement as modular plugin routine. One of the drawbacks of QHull is that it
triangulates the entire point set in one call, so it’s impossible to add or delete points after the
triangulation has been computed. This results in extra computational overhead in the grid dy-
namics scheme presented in Sect. 2.2.1. However, for the post-processing simulations presented
in this thesis the computation time of the triangulation is small compared to the computation
time of the radiative transfer (see also Fig. 2.5), so in the present case the extra computational
overhead is acceptable.
The correlation function
In the previous discussion we have not specified the exact shape of the correlation function
f (n(x)) with which we sample the density distribution of the medium. In order for the grid
to adapt to the properties of the medium, the correlation function should be a monotonically
increasing function in n(x). Thus, the distance between two connected vertices will be smaller
in regions with high density. From basic transfer theory, we know that the local mean free path





where σ is the total cross section, σ =
∑
i σ j, consisting of different interaction cross sections
σ j. If we compare this to the expectation value of the Delaunay edge length in Eq. (2.8) and
Eq. (2.9) it follows that if we choose the correlation function f (n(x)) to sample the d-th power
of the local medium density, e.g. f (x) ∝ xd, the local mean free path scales linearly with the
expectation value of the Delaunay edge length via a constant c:
〈LD〉(x) = cλ(x). (2.11)
1www.qhull.org
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Equation (2.11) is a global relation with a global constant c, given by
c = ξ(d,D,N)σ. (2.12)
Here, D is the size of the computational domain and N the number of vertices.
This sampling recipe works very well in physical media where the density fluctuations are
small. However, if the density fluctuations are significant, sampling the density to the d-th
power will favour the high density regions, resulting in a possibly severe undersampling of
the low density regions. This undersampling can have serious consequences for the radiative
transfer calculation, for instance by causing preferential directions that lead radiation around
low density regions. See Sect. 3.2.2 for an example of this effect. Moreover, KPCI10 showed
that large gradients in the grid point distribution lead to systematic errors when transporting
photons on this grid.
We therefore need a sampling recipe that retains the advantages of the adaptive grid by
keeping the dynamic range as large as possible, while maximising the minimum resolution of
the grid. This is achieved by defining a reference density n0(x) above which the density is no
longer sampled to the d-th power but a different power α. Both n0(x) and α depend on the
properties of the medium that needs to be sampled. The two sampling recipes are smoothly









This sampling recipe favours low density regions by sampling those with a higher (d-th) power.
By choosing the sampling parameter Qn and the reference density n0(x) we can create a grid
where the dynamic range is maximal without causing numerical artefacts due to undersampling
of the low density regions or large gradients in the point distribution. One has to be careful that
by sampling different opacity regimes in a different way, the interaction coefficient of Eq. (2.12)
is no longer a global constant, but we can take care of this by the way the interaction at each
grid point is accounted for. This will be discussed in Sect. 2.2.2. We will take a closer look
at how the grid is created from various (hydrodynamics) density grids and how the sampling
parameters n0(x) and α affect the properties of the resulting point distribution in chapter 3.
A dynamic grid
In the previous section we described how the SimpleX grid is created according to the prop-
erties of the medium. In this discussion, it was assumed that the medium is static and does
not change during the radiative transfer calculation. However, in reality the properties of the
medium change continuously under influence of, for example, gravity and radiation. For this
reason, the SimpleX grid should be updated every time step in case of full radiation hydrody-
namics simulations. In this paper we do not consider the application of SimpleX to radiation
hydrodynamics but instead focus on post-processing static density fields. We will discuss the
application of SimpleX to radiation hydrodynamics simulations in future work.
Even though the gas density is assumed to be static, the properties of the medium might
still change during a radiative transfer calculation. For example, photo-ionisation lowers the
optical depth for ionising radiation. Changes in the optical depth lead to a deviation from the
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recipe for grid point distribution of Eq. (2.13). In other words, the grid is no longer an optimal
representation of the physical properties relevant for the radiative transfer calculation. KPCI10
showed that this might have serious consequences for the transport of photons through regions
where the optical depth between grid points is much lower than unity. In Sect. 2.2.2 we describe
a new transport scheme that minimises errors in the optically thin regime. This section describes
a different solution for transport through regions where the optical depth has severely changed,
the removal of grid points.
One of the advantages of the adaptive grid that SimpleX uses is that resolution is put where
it is needed most, in the regions with highest optical depth. If during a radiative transfer calcula-
tion the optical depth changes, we are effectively wasting computational resources in the regions
with high resolution where the opacity has decreased. The high resolution is no longer neces-
sary, since no interesting radiative transfer effects that need to be resolved at high resolution
are taking place. The superfluous grid points only add to the computation time. We there-
fore remove unnecessary grid points from the regions where the optical depth has significantly
decreased.
Another reason for the removal of superfluous grid points is that the transport of photons
between grid points with an optical depth lower than unity is prone to numerical errors. KPCI10
showed that photons that travel through these regions are subject to decollimation and deflec-
tion. These effects are caused by the grid that is no longer an optimal representation of the
properties of the medium. A straightforward solution for these problems is updating the grid
in such way that the physical properties of the medium remain correctly accounted for. By
ensuring that the optical depth between grid points is always close to unity, the grid remains
optimally suited for the radiative transfer calculation.
In some cases the removal of grid points according to this scheme leads to regions devoid
of grid points. An example is the photo-ionisation of a cloud of neutral hydrogen gas, which
causes the optical depth for ionising photons to drop so dramatically that almost no grid points
should be placed if the optical depth between grid points has to be of order unity. This extreme
example leads to different errors in the solution than the ones previously described. For exam-
ple, recombination rates will be incorrect as the density in the cloud is no longer resolved by any
grid point. We circumvent this by imposing a minimum resolution below which no grid points
are removed. This ensures that in every part of the simulation relevant structures are resolved
and our requirements for accuracy are met. The effect of grid point removal and the optimal
value for the minimum resolution in realistic applications will be further explored in Chapter 5.
The consequence of preventing undersampling errors is that there will remain grid points in
the simulation domain between which the optical depth is lower than unity. Numerical errors in
the transport of photons between these grid points are prevented by using the transport scheme
described in Sect. 2.2.2. As we will show in that section, this transport scheme is more expensive
both in computation time as in memory usage compared to the other transport schemes. For
optimal computation time and memory usage it is therefore important to keep the number of
superfluous grid points in regions with low opacity to a minimum.
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2.2.2 Radiation Transport
We have shown how the unstructured grid is created on which the radiative transfer calculation
will be performed. In this section we will show how we can employ the unique properties of
this grid to efficiently and accurately solve the radiative transfer equation.
During a radiative transfer calculation photons are transported from grid point to grid point
along the edges of the Delaunay triangulation. At every grid point an interaction takes place,
with the interaction coefficient given by Eq. (2.12). According to the solution of the 1-dimensional
radiative transfer equation the number of photons that interacts at this grid point is
Nact = Nin(1 − e−c), (2.14)
where Nin is the number of incoming photons. The number of photons that is not interacting at
the grid point is
Nout = Nine−c, (2.15)
these photons should continue along their original path.
In this photon transport scheme there is no difference between a grid point that is a source
and a grid point that is not. A source is simply defined as a grid point that sends photons to
all its neighbours, which has no influence on the number of computations involved. Thus, the
SimpleX method does not scale with the number of sources.
After interaction at a grid point there are three ways of photon transport, depending on the
opacity regime and the physical process at hand.
Scattering processes
In the case of an isotropic scattering process, or the absorption and re-emission of photons at a
grid point, the outgoing photons have no memory of their original direction. In SimpleX these
photons are isotropically redistributed to all neighbouring vertices, as depicted on the left hand
side of Fig. 2.3. This type of transport does not increase the number of computations involved,
SimpleX is therefore ideally suited to simulate scattering processes.
For the application to ionising radiation it is straightforward to include the diffuse radiation
from recombining atoms in the simulation. Hydrogen ions that capture an electron directly to
the n = 1 state emit photons capable of ionising other atoms. Most radiative transfer methods
do not include this radiation but instead adopt the on-the-spot approximation (e.g. Osterbrock
& Ferland (2006)), assuming these photons to be absorbed close to the emitting atom (see also
Sect. 2.4.2). Even though the validity of this approach is not well established (Ritzerveld 2005)
we will use the on-the-spot approximation for all the tests presented in this paper, in order to
make a clean comparison between our results and the analytic solution or the results of other
codes that all use the on-the-spot approximation.
Ballistic transport
The Nout photons in Eq. 2.15 that are not interacting at a grid point should continue travelling
in their original direction. However, on the unstructured grid there is no outgoing Delaunay
edge in the same direction as the incoming edge. This is solved by splitting the photon packets
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Figure 2.3: Two-dimensional examples of the three modes of transport with which photons
are transported from one grid point to another. Open arrows indicate incoming photons, solid
arrows outgoing photons. Transport in case of a scattering process is shown on the left hand
side. Incoming radiation loses all memory of the initial direction and is sent to all neighbours
of the vertex. Ballistic transport is shown in the centre plot. The photons are redistributed to
the 2 most straightforward neighbours of the vertex, with respect to the Delaunay edge of the
incoming photons. On the right hand side direction conserving transport is shown. The photons
are redistributed to the 2 most straightforward neighbours with respect to the Delaunay edge
that is associated with the direction bin the incoming photons are in. The outgoing photons stay
in the same direction bin and have thus a memory of their original direction.
into p equal parts and dividing these packets among the p most straightforward neighbours with
respect to their incoming direction. The total number of photons is conserved in this process.
Tests indicate that if we choose p equal to the dimension of the problem d, the solid angle that
is represented by one Delaunay edge of the emitting vertex is best preserved. In other words, a
source that sends out photons in all directions will fill the entire ’sky’ with radiation. However,
on the unstructured grid it might be the case that one of the most straightforward neighbours
lies outside a cone of 90 degrees. To prevent photons form travelling backwards, we exclude
those neighbours. In Fig. 2.3 the centre plot shows an example of ballistic transport.
The advantage of this transport scheme is that the most straightforward directions have to
be calculated only once, at the start of the simulation. As long as the grid doesn’t change these
directions do not have to be recalculated. One important disadvantage of this transport scheme
is that there is no memory of the original direction of the photons. At every interaction the
outgoing direction was computed from the incoming direction in that step, so deflections from
the original direction can add up, causing numerical diffusion to dominate after approximately
5 interactions (KPCI10). As long as the mean free path of photons is smaller than 5 Delaunay
edges, this numerical diffusion has no influence on the results, since photons will be interacting
with the medium before the diffusion becomes dominant. This means that during the grid
calculation we have to be careful that the interaction coefficient c in Eq. (2.12) is close to one
or larger. However, this may lead to too severe constraints on the number of grid points that can
be placed in optically thin regions. Therefore, a different type of transport can be employed in
optically thin media.
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Figure 2.4: Example of the photon
path deviating from a straight line
due to the unstructured grid. Pho-
tons that are travelling in the direc-
tion of the Delaunay edge coming
in from the left, should be travel-
ling in a straight line along the dot-
ted grey line. However, as this is
impossible on the unstructured grid,
photons travel along the Delaunay
edges closest to their original direc-
tion, depicted by the open arrows.
The total path depicted by the open
arrows is longer than the length of
the dotted line, which is corrected
for by a global factor.
Direction conserving transport
If the interaction coefficient c in Eq. (2.12) is smaller than one, it is no longer sufficient to
determine the direction of the photons from the direction in the previous step, but a memory of
the initial direction of the photon is needed. If every photon would remember its initial direction
and at every interaction point the next interaction point would have to be calculated from this
direction, the computation time in optically thin regions would grow unacceptably. Instead,
the original direction is preserved by confining photons to solid angles corresponding to global
directions in space. Unless interacting with the grid, photons stay in the same solid angle as
they travel along the grid. Even though the direction of the photons is now decoupled from the
grid, the photons still travel along the edges of the triangulation in the same manner as during
ballistic transport. Direction conserving transport is shown on the right hand side of Fig. 2.3.
Since photons still travel along the edges of the triangulation, the photon path deviates from
an exact straight line in which the photons should be travelling, see Fig. 2.4. Even though
the direction of the photons is preserved, their paths are longer than physically possible. In
other words, photons travel slower than the light speed on the unstructured grid. We solve
this problem by applying a global correction factor to the distance between grid points, thus
ensuring photons travel with the correct speed.
Introducing these global directions on the unstructured grid gives rise to preferential di-
rections, one of the problems the unstructured grid was meant to solve. By rotating the solid
angles over random angles in between photon transport, the preferential directions disappear.
The drawback of this procedure is that it makes direction conserving transport computationally
more expensive than ballistic transport. For the latter, the most straightforward directions are
calculated from the grid and thus have to be calculated only once, at the start of the simulation.
For direction conserving transport it is necessary to recalculate the most straightforward direc-
tions every time the direction bins rotate. Another drawback of direction conserving transport is
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that the photons now have to be stored in n direction bins instead of on average 16 neighbours.
Typically, n = 42 gives converged results, but this depends on the number of optically thin grid
points the photons traversed. Thus, the memory requirements for direction conserving transport
are higher.
Combined transport
The three modes of transport described above are in general applied simultaneously during a
simulation. Depending on the physical process at hand, photons are transported to all neigh-
bours (diffuse transport), or to the d most straightforward neighbours (ballistic or direction
conserving transport). In regions where the optical depth is higher than or close to one, ballistic
transport is used, while in the optically thin regions direction conserving transport is applied.
Of the three modes of transport, direction conserving transport is computationally the most
expensive (see Sect. 2.3.3 for a comparison between the computation time of ballistic and direc-
tion conserving transport). By applying this scheme only in the regions where it is necessary,
the computation time is drastically reduced. As mentioned earlier, numerical diffusion starts to
dominate in ballistic transport after approximately 5 steps. A first guess would therefore be to
switch from ballistic to direction conserving transport when the optical depth after 5 interactions
is less than one. That way, we are sure that the majority of photons does not take more than 5
steps in ballistic transport. The influence of the optical depth at which is switched in a realistic
simulation is studied in more detail in Chapter 5. Another way to reduce the computation time
is by applying the grid dynamics scheme from Sect. 2.2.1. Removing superfluous grid points in
the low opacity regime limits the number of vertices at which direction conserving transport is
performed.
In combined transport we need to convert from one transport scheme to another. This is
straightforward because every Delaunay edge of an optically thin vertex is associated with a
solid angle in a global direction. When this vertex sends photons to an optically thick vertex the
photons are transported along the Delaunay edges, so the optically thick vertex stores the pho-
tons according to the Delaunay edge associated with the solid angle. In the opposite case, when
an optically thick vertex sends photons to an optically thin vertex, the photons are converted to
the solid angles associated with the Delaunay edge along which the photons were sent.
2.3 Parallellisation strategy
Even though the radiative transfer scheme presented in the previous sections is computationally
efficient, in order to do large simulations involving a very high number of grid points it is
necessary that the algorithm can run in parallel on distributed memory machines. This will
not only reduce the computation time involved, it also reduces the amount of memory needed
at each processor to store the physical properties of the grid points. The transport algorithm
described in Sect. 2.2.2 has the advantage that it is local: the only information needed to do a
radiative transfer calculation is stored at the neighbours of the vertex. This makes the method
relatively easy to parallellise. By choosing a smart domain decomposition we can minimise the
number of communications involved.
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2.3.1 Domain decomposition
The computation time of a SimpleX calculation is independent of the number of sources, it is
therefore sufficient to have a domain decomposition that assigns every processor an approx-
imately equal number of grid points. Dividing space into equal volumes and assigning each
volume to a processor is not sufficient because the number of points in each volume may dif-
fer dramatically due to the adaptive grid. We therefore use a domain decomposition based on
the space-filling Hilbert curve, which is also employed in other methods without a regular grid
(Shirokov & Bertschinger 2005; Springel 2005, 2010). The Hilbert curve is a fractal that com-
pletely fills a cubic rectangular volume. A Hilbert curve is uniquely defined by its order m and
its dimensionality d, filling every cell of a d-dimensional cube of length 2m. The following
properties of the Hilbert curve are beneficial when using it for domain decomposition:
• Locality: points that are close along the 1D Hilbert curve are in general also close in 3D
space.
• Compactness: a set of cells defined by a continuous section of the Hilbert curve has a
small surface to volume ratio.
• Self-similarity: the Hilbert curve can be extended to arbitrarily large size.
The first two properties minimise the number of communications between processors, while
the third property ensures that we can use an arbitrarily large number of cells to determine the
domain decomposition.
The first step in the domain decomposition is dividing the domain into 2md equal, regular
cells, where d is again the dimension and m the order of the Hilbert curve. We then step
through the cells along the Hilbert curve, counting the number of grid points inside each cell
until the number of grid points equals the total number of grid points divided by the number of
processors. In this way, every processor approximately holds an equal number of grid points,
thus dividing the work load evenly, while the necessary communications between processors
are minimal due to the locality and compactness property of the Hilbert curve.
2.3.2 Parallel radiative transfer
The QHull algorithm that is applied to calculate the triangulation works only in serial. In the
case of parallel execution of SimpleX, every processor calculates the triangulation of the ver-
tices that belong to that processor and vertices in a border around it belonging to neighbouring
processes. This border is used to connect the triangulation between different processes. We
ensure that the border is large enough by using the empty circumsphere principle. For all sim-
plices that contain at least one vertex inside the domain of the current process, we ensure that
the circumsphere of the simplex lies entirely within the boundary around the domain. Thus,
we are certain that no vertex exists on another process that lies inside the circumsphere of this
simplex and the triangulation is valid. After the triangulation algorithm has been applied, every
process keeps only the vertices assigned to the process and a local copy of vertices assigned to
other processes that are neighbour to a vertex on this process. These local copies are strictly
used to send photons from one process to another, no physical interaction is taking place.








Figure 2.5: Simulation time as
a function of the number of grid
points. Shown are the computa-
tion time of the triangulation (solid
curve), ballistic radiation transport
(dotted), combined radiation trans-
port (long dashed), direction con-
serving transport (short dashed),
total simulation time with ballis-
tic transport (dot-short dashed), to-
tal simulation time with combined
transport (short dash-long dashed)
and total simulation time with direc-
tion conserving transport (dot-long
dashed).
The transport scheme described in Sect. 2.2.2 is local, because photons are only transported
from one grid point to another. We can therefore do a full radiative transfer time step without any
communication between processes. During a time step, photons might be sent to a neighbour
of a vertex that does not exist on the current process. After each time step, these photons are
then communicated to the appropriate processes and the cycle starts anew. The local copies of
vertices are only used for the transport of photons, all the physical interactions are taking place
on the process that the vertex is assigned to. Hence, we are certain that physical interactions
take place exactly once for every vertex during a radiative transfer time step.
2.3.3 Scaling tests
To check how well the described parallellisation strategy works, we have conducted several
scaling tests. The test consists of a simulation of a single source in a homogeneous medium,
similar to the set-up of the first test in Chapter 5 with the difference that the simulation is
stopped at 10 Myr. No grid points were removed during these tests. All the simulations were
conducted using AMD Opteron 246 64Bit CPUs of 2.6 Ghz with 4 GB of memory per node.
Unfortunately, we had only 8 nodes available for these tests, but it will give a general idea of
the scaling. Note that even though we have used only one source for these scaling tests, the
inclusion of more sources would not have influenced the timings presented here.
As a first test we used only one node with an increasing number of grid points, shown in Fig.
2.5. This figure shows that an increase of the number of grid points N increases the computation
time linearly for most components of the simulation. Exceptions are the triangulation algorithm,
which scales O (N log N) and the combined transport scheme. The computation time of the
combined scheme will always be between the computation time of ballistic transport and that








Figure 2.6: Simulation time as a
function of the number of proces-
sors for a constant number of grid
points. The number of grid points
is 1283 = 2097152. Shown are the
computation time of the triangula-
tion (dashed curve), ballistic radia-
tion transport (dotted), combined ra-
diation transport (long dashed), di-
rection conserving transport (short
dashed), total simulation time with
ballistic transport (dot-short dahed),
total simulation time with combined
transport (short dash-long dashed)
and total simulation time with direc-
tion conserving transport (dot-long
dashed).
of direction conserving transport. It depends highly on the number of optically thin grid points.
For the low resolution simulations, the number of optically thin grid points is relatively high and
therefore the computation time is comparable to the computation time of direction conserving
transport. Increasing the number of grid points decreases the relative number of optically thin
grid points and therefore the computation time of combined transport comes closer to that of
ballistic transport in the case of more grid points. Note that this is a feature of the set-up
that we chose for the scaling test. If a larger region of the computational volume would be
ionised, the computation time would be longer. On the other hand, if the ionised region were
smaller, the computation would be shorter. Fig. 2.5 also shows that the computation time of
the entire simulation is dominated by the radiation transport and not by the construction of the
triangulation, since the computation time of the triangulation is one order of magnitude shorter
than that of the radiation transport.
Fig. 2.6 shows the strong scaling properties of the SimpleX algorithm. We simulate the same
physical problem as the previous test, but this time the number of grid points is held constant
at 1283 = 2097152. By increasing the number of processors we can analyse the extra work that
needs to be done when more processors are employed. In the ideal case no extra work would
have to be done at all, this would result in a horizontal line in the figure. The only component
of the simulation that does not follow the linear scaling very well is the triangulation, which
can be easily understood by the way the triangulation is constructed on multiple processors.
Every processor has to calculate the triangulation of the grid points assigned to the processor
and an additional number of grid points in a boundary around this domain. Increasing the
number of processors thus means effectively increasing the number of grid points that needs to
be triangulated and therefore the scaling is not as favourable as one might hope. However, the
computation time of the triangulation remains an order of magnitude smaller than the radiative








Figure 2.7: Simulation time as a
function of the number of proces-
sors for a constant number of grid
points per processor. The num-
ber of grid points at each proces-
sor is 643 = 262144. Shown are
the computation time of the triangu-
lation (solid curve), ballistic radia-
tion transport (dotted), combined ra-
diation transport (long dashed), di-
rection conserving transport (short
dashed), total simulation time with
ballistic transport (dot-short dahed),
total simulation time with combined
transport (short dash-long dashed)
and total simulation time with direc-
tion conserving transport (dot-long
dashed).
transfer components that do scale almost linearly, so this presents no serious issue.
Finally, Fig. 2.7 shows the weak scaling of the algorithm. With the same problem set-up
as before, we now increase the number of processors while keeping the number of grid points
per processor constant. Ideally, the amount of work per processor would stay the same and
the computation time would remain constant. Within a few percent the computation time for
the radiation transport components remains constant, it only increases marginally due to an in-
crease in the amount of communication necessary. As with the strong scaling, the triangulation
algorithm needs to triangulate more boundary points as the number of processors increases and
therefore the computation time increases with number of processors. However, the number of
boundary points is small compared to the total number of grid points that needs to be triangu-
lated, therefore the curve of the computation time flattens with an increase of the number of
processors.
2.4 Radiative transfer of ionising radiation
Having laid down the basics of the transport mechanism of SimpleX, in this section we will
describe the application to ionising radiation. Generally, the input for the radiative transfer cal-
culation will be given by a hydrodynamics simulation that can be in the form of a regular, AMR
or SPH grid, from which the SimpleX grid is calculated according to the recipe described in
Sect. 2.2.1. Photons are then transported on this grid as described in Sect. 2.2.2. Our aim is
to apply SimpleX to cosmological applications, we therefore start this section with the cosmo-
logical radiative transfer equation. However, the method can be used for all applications that
require the transport of ionising photons.
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2.4.1 Cosmological radiative transfer equation


















= jν − ανIν, (2.16)
where Iν = I(n̂, x, t, ν) is the specific intensity with frequency ν along the unit propagation
direction vector n̂ at position x and time t, jν(x, n̂) is the emission coefficient, and αν(x, n̂)
is the extinction coefficient. The latter includes the scattering coefficient αscatν (x, n̂) and the
pure absorption coefficient αabsν (x, n̂). Furthermore, H(t) ≡ ȧ/a is the time-dependent Hubble
parameter, and ā = 1+zem1+z is the ratio of cosmic scale factors between photon emission and
present time t. If the mean free path of photons is much smaller than the horizon, the classical





+ n̂ · ∇Iν = jν(x, n̂) − αν(x, n̂)Iν. (2.17)
This approximation holds fairly well during the beginning of reionisation. However, care must
be taken when ionised bubbles start to overlap and the photon mean free path increases dramat-
ically. In this case the expansion of the Universe does have to be taken into account.
One more simplification can be made if jν and αν change on time scales larger than the light
crossing time in the simulation volume. In this case the time-dependence can be dropped:
Ω · ∇Iν = jν(x, n̂) − αν(x, n̂)Iν. (2.18)
It is this equation that SimpleX solves. In most astrophysical fluid flows this approximation
holds fairly well as long as time scales over which the radiative transfer equation is solved are
sufficiently short. However, one must take care that this equation implicitly assumes an infinite
speed of light, which might result in unphysical behaviour. For example, as was pointed out by
Abel et al. (1999) close to ionising sources an ionisation front might travel faster than the speed
of light. In the tests presented in this paper, we have checked the validity of this approximation.
2.4.2 Ionisation processes
Photons with frequencies above the Lyman limit ν0 can be absorbed by neutral hydrogen atoms.








where Jν is the mean intensity and σH(ν) is the ionisation cross section for H by photons with






∀ ν ≥ ν0, (2.20)
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with reference value A0 = σH(ν0) = 6.3 · 10−18 cm2. The total ionisation rate is the photoioni-
sation rate ΓH plus the collisional ionisation rate ΓC, given by
ΓC = neCH(T ), (2.21)
where ne is the electron density and CH(T ) the collisional ionisation coefficient. The inverse
process is the recombination of electrons with the ions. The number of recombinations per
hydrogen atom per unit time is:
RH = neαH(T ), (2.22)
where αH(T ) is the recombination coefficient of hydrogen atoms. The evolution of the number
density of ionised atoms at a certain point in space can then be written as
dnH II
dt
= nH IΓ − nH IIRH, (2.23)
where nH II, nH I and nH are respectively the number density of ionised hydrogen atoms, neutral
hydrogen atoms and the total number of atoms and Γ = ΓH + ΓC is the total ionisation rate.
Relevant time scales for these processes are the photoionisation time scale tion ≡ 1/Γ and the
recombination time scale trec ≡ 1/R.
When a hydrogen ion captures an electron directly to the ground level, radiation is emitted
with a frequency above the Lyman limit. In almost all radiative transfer codes, it is assumed
that this radiation is absorbed close to the emitting atom, the so-called on-the-spot approxima-
tion. One can therefore ignore recombinations to the ground level, as they are cancelled out
by the emitted radiation, and use the corresponding recombination coefficient αB(T ). However,
Ritzerveld (2005) showed that, depending on the density distribution, if the source produces
radiation just above the Lyman limit, this approximation is not valid. Most radiative transfer
codes are incapable of including this diffuse recombination radiation since effectively every grid
cell that is ionised becomes a source. In the SimpleX algorithm it is straightforward to include
the diffuse recombination radiation self-consistently. However, the analytic solutions and the
results from other codes with which we will be comparing the SimpleX results in Chapter 5 all
rely on the on-the-spot approximation. Therefore, we will use the on-the-spot approximation
for all tests presented there. We will study the validity of this assumption in Chapter 7.
2.4.3 Assigning sources
On the SimpleX grid, a source is defined as a grid point that sends photons to all of its neigh-
bours. If we assume the source to emit monochromatic radiation we can use a single frequency
bin to transport the photons in. In some applications in Chapters 5 and 7 we will use this ap-
proximation. However, for more realistic modelling we need to take the spectrum of the sources
into account. In SimpleX this can be done in two ways, using a single frequency bin or using
multiple frequency bins. In all cases is the number of photons that a source sends out at every
step is determined by the source luminosity and the radiative transfer time step ∆trt.
Single frequency bin
If a single frequency bin is used the luminosity of the source is obtained by integrating the source
spectrum S ν divided by the energy of each photon over frequencies higher than the Lyman limit








By integrating the source spectrum over frequency, we neglect the influence of the spectrum
on the interaction of the photons with the medium. We compensate for this by using a mean








This mean opacity gives a reasonable approximation to the total number of absorptions in the
gas, which is the focus of reionisation simulations. How well this mean opacity approximates
the number of absorptions in a cell depends on how well the spectrum of the radiation that
travels through that cell is represented by the source spectrum. In order to fully account for the
spectrum of the source more frequency bins are necessary.
The drawback of the mean opacity of Eq. (2.25) is that the influence of the source spectrum
on the energy of the photons is not well approximated. This may result in incorrect heating
rates when one frequency bin is used, leading to inaccuracies in the temperature estimation. It
is therefore crucial to use multiple frequency bins in calculations of the heating of the gas.
Multiple frequency bins
To get a better representation of the source spectrum the radiation should be send in separate
frequency bins. The width of these bins is a matter of choice and depends on the problem
that needs to be solved. Choices include bins of equal width, logarithmically spaced bins,
bins in which the ionisation rate is approximately constant and bins in which the energy of
the radiation field is divided equally among bins. Tests indicate that the latter choice gives the
fastest convergence in problems with a black body source for different numbers of frequency
bins. In all the multi-frequency simulations described in this thesis we therefore use the energy-
weighted frequency bins. A more detailed description of the multi-frequency implementation of
SimpleX will be provided in a forthcoming paper (Kruip et al., in preparation). Fig. 2.8 shows
the width of the frequency bins for different numbers of bins. Similar to the case of a single
frequency bin we use a mean opacity representation to get the correct number of absorptions
inside every frequency bin. In this case the integral in Eq. (2.25) is over the frequency range of
the bin.
In Sect. 2.2.1 we described that the grid points are placed in such a way that the distance
between grid points scales with the optical depth. In case of multiple frequency bins the op-
tical depth between grid points is different in every bin. Formally one would therefore need
a separate grid for every frequency bin, which would dramatically increase the memory and
computational costs of the method. In practise it turns out that separate grids are needed only
for frequency bins in which the optical depth differs by orders of magnitude, for example if
very hard photons are present. Furthermore, the direction conserving transport makes sure that
photons are transported correctly even when the grid is not optimally adapted to this frequency
range. The implementation of the multi-grid SimpleX will be described in future work (Kruip
et al., in preparation).
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Figure 2.8: The width of energy-
weighted frequency bins for differ-
ent numbers of frequency bins. The
sources are assumed to be black
body sources of 105 K, this spec-
trum is depicted by the solid line.
The dotted line shows the hydro-
gen cross section as function of fre-
quency. Top panel shows 2 fre-
quency bins, middle panel 5 bins
and the bottom panel 10 bins.
2.4.4 Interaction
Photons that were sent out by a source travel in one radiative transfer time step from grid point
to grid point, where an interaction with the medium takes place. The photons travel a distance
∆L between grid points, and thus encounter an optical depth
∆τ(ν) = nH Iσ̄(ν)∆L = (1 − x)nHσ̄(ν)∆L, (2.26)
in which x is the ionised fraction inside the Voronoi cell through which the photon travels.
Except for the ionised fraction, all these quantities have been calculated during the creation
of the grid. Eq. (2.26) is equivalent to the interaction coefficient in Eq. (2.12). Thus, if the
incoming number of ionising photons is Nin, the number of ionising photons that is absorbed at
this grid point is
Nabs = Nin(1 − e−∆τ(ν)), (2.27)
and the number of ionising photons that is propagating onwards is
Nout = Nine−∆τ(ν). (2.28)
In case of multi-frequency transport, this is done for every frequency bin separately. The pho-
tons that are absorbed ionise the medium, thereby changing the local ionised fraction. As the
medium gets ionised, the optical depth at this grid point changes, which means we should ei-
ther use the direction preserving scheme at this grid point, or remove grid points to preserve
the relation between optical depth and Delaunay line length, as described in Sect. 2.2.2 and
Sect. 2.2.1.
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2.4.5 Solving the photoionisation rate equation
Having established the number of photons that is available for ionising the cell, it is straight-
forward to convert this to a photoionisation rate and solve Eq. (2.23). However, care must be
taken since by doing this we implicitly assume that the neutral density stays constant during a
radiative transfer time step. This is only true for ∆trt  tion and ∆trt  trec. We therefore adopt
the scheme described in Pawlik & Schaye (2008) and subcycle the rate equation on time steps
∆tchem ≤ ∆trt assuming that the total ionising flux is constant during a radiative transfer time
step. This ensures photon conservation even if the radiative transfer time steps are large. The
rate equation at time tchem ∈ (trt, trt + ∆trt) is then








H II αH(T )∆tchem, (2.29)








where ΓH and τ are the photoionisation rate and optical depth at the beginning of the subcycling
and τ(tchem) = τ n(tchem)H I /nH I. By defining the photionisation rate in this way, the ionising flux in
the cell is constant during the radiative transfer time step. This subcycling scheme becomes
computationally expensive when ∆tchem  ∆trt, but photoionisation equilibrium is generally
reached after a few subcycles. It is then no longer necessary to explicitly integrate the rate
equation, but instead use the values of the preceding subcycle step. This way of subcycling
ensures photon conservation even for large radiative transfer time steps. For clarity we have
omitted the frequency dependence in eqs. (2.29) and (2.30), the procedure can be trivially
extended to multiple frequencies by treating every bin separately.
2.4.6 Time stepping
As we discussed in Sect. 2.4.1 we are primarily interested in solving the time-independent
radiative transfer equation, which means that the speed of light is assumed to be infinite. In all
the tests presented in this paper, photons are moved only one Delaunay edge during a radiative
transfer time step, thus interacting only at one grid point in that time step. We therefore have
to be careful that the radiative transfer time step ∆trt is sufficiently small to satisfy the time-
independent transfer equation. In the limit that ∆trt goes to zero, the time it takes for photons to
leave the simulation box goes to zero as well, satisfying the condition of infinite speed of light.
For all tests presented in this paper, we have checked that the radiative time step is sufficiently
small to be in agreement with this limit.
The subcycling scheme that is used to calculate the evolution of the neutral fraction at a
grid point during a radiative transfer time step allows for much larger time steps than needed
to satisfy the time-independent transfer equation. This is very useful in simulations where the
photons are allowed to travel more than one Delaunay edge per time step, for example in case
one needs to solve the time-dependent transfer equation. However, this was not done for the
work presented in this thesis.
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2.4.7 Solving for the temperature state of the gas
During a radiative transfer simulation the internal energy of the gas changes by heating and
cooling processes. Especially when the radiative transfer is directly coupled to the gas dynamics
it is crucial to determine the exact temperature state of the gas, to properly account for the energy
budget. The change in internal energy per unit mass of a gas parcel is (in case the volume in







(H + C), (2.31)
whereH is the normalised radiative heating function and C is the normalised radiative cooling
function. These functions are defined such that n2HH gives the rate of energy gain per unit
volume and n2HC gives the rate of energy loss per unit volume. For an ideal gas the internal






where kB is Boltzmann’s constant, mH is the mass of the hydrogen atom and µ ≡ m/mH is the
mean molecular weight, with m the average mass of a gas particle. For a pure hydrogen gas µ
depends only on the ionised fraction and can be written as µ = 1/(1 + x). In the following we
will discuss the various physical processes that contribute to the normalised heating and cooling
functions. We will discuss the exact rates that we have used in chapter 5.
Heating processes
The normalised heating functionH is determined by the sum over the heating rates of individual
processes that contribute to the heating. In this work we only consider photo-ionisation heating,
which for a pure hydrogen gas is:










dν = ΓH〈EH〉. (2.34)














In case of multiple frequency bins the excess energy is calculated in every bin separately.
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Cooling processes
The normalised cooling function C is determined by the sum over the cooling rates of individual
processes that contribute to the cooling. Here we consider recombination cooling, collisional
ionisation cooling, collisional excitation cooling and cooling from free-free emission:
C = crec,H + cci,H + cce,H + cff . (2.36)
The processes of recombination and collisional ionisation have been described earlier in this
section. In these processes energy is released. The energy released per unit volume per unit
time due to hydrogen recombination is
crec,H = ζrec,H(T )nenH II, (2.37)
where ζrec,H(T ) is the recombination cooling coefficient. Energy released in collisional ionisa-
tions is
cci,H = ζci,H(T )nenH I, (2.38)
where ζci,H(T ) is the collisional ionisation cooling coefficient.
Additional sources of cooling we consider are collisional excitation cooling and cooling
from free-free emission. Hydrogen atoms can be excited by collisions with electrons. In sub-
sequent de-excitation this energy can be radiated away, thereby providing a means of cooling.
This process is referred to as collisional excitation cooling. The energy released is
cce,H = ζce,H(T )nenH I, (2.39)
where ζce,H(T ) is the collisional excitation cooling coefficient. Free-free emission provides an-
other way of cooling. In case of non-relativistic electrons the energy released is given by
cff = ζff,HnenH II, (2.40)
where ζff,H is the free-free emission cooling coefficient.
Implementation
During a radiative transfer calculation the internal energy in Eq. (2.31) is solved in step with
the photo-ionisation rate equation, also in an explicit manner. Care must be taken that the time
step at which the internal energy is updated is smaller than the characteristic heating time. In
general this presents no problem since this time scale is much larger than the ionisation time
scale at which the rate equation is solved. In the rare event that the heating time scale is smaller
than the ionisation time scale we solve Eq. (2.31) on time steps sufficiently small to ensure a
stable solution. A potential speed-up would be to use a dedicated integration scheme instead of
the explicit scheme in these cases. However, we find that this rarely occurs and that therefore
the speed-up will only be marginal.
In case the photon-conservation scheme described in Sect. 2.4.5 is applied the photoion-
isation rate equation is subcycled on time steps smaller than the ionisation time scale until
photoionisation equilibrium is reached, after which the solution is advanced immediately to the
end of the time step. However, when heating and cooling are included the temperature might
38 And there was light
still change during the rest of the time step. We assume that once photoionisation equilibrium
has been reached in the cell, the cell remains in equilibrium when the temperature changes. We
can then proceed by solely advancing Eq. (2.31) at the appropriate time scale, which is in most
cases much larger than the ionisation time scale at which was subcycled earlier. After each such
subcycle step we adjust the species fractions to the equilibrium values at the new temperature.
Again we could speed up the procedure by using a dedicated integration scheme to solve for
the internal energy in photoionisation equilibrium. However, the heating time scale is generally
larger than the remaining time step, so we only need to integrate over a few steps.
2.5 Summary
In this chapter we have presented a new version of the SimpleX method. We have described
two different ways in which numerical diffusion that was present in the original method can
be overcome, by dynamically changing the grid and by using a different transport mode in
the optically thin regime. Dynamically updating the grid during the simulation ensures that
the scaling of the distance between grid points and the optical depth in the grid cells remains
intact. This way photons will not travel farther than a few grid points and cannot deviate far
from their original direction. Drawback of this approach is that the resolution in the low optical
depth regimes will be insufficient to capture the relevant physical processes. We have therefore
introduced a new way of transporting photons that ensures that photons keep their original
direction even when they traverse many grid points. This direction conserving transport has the
drawback that it is computationally more expensive than the original ballistic transport scheme.
Optimal performance is reached with a combination of grid updates and direction conserving
transport in the optically thin regime.
Another new feature of the method is the parallellisation for distributed memory machines.
The local nature of the transport in SimpleX makes it relatively easy to parallellise, contrary to
ray-tracing methods. When a simulation is performed on multiple processors the domain is split
in such a way that approximately the same number of grid points is present on each processor,
which ensures optimal scaling properties. The triangulation is performed on each processor
separately and domains are glued together with help of ghost vertices. Tests show excellent
weak and strong scaling properties of the algorithm.
Finally, we have added a subcycling routine that ensures photon conservation even for large
radiative transfer time steps and included a module that solves for the heating and the cooling
of the gas. The latter is essential in case of full radiation hydrodynamics simulations.
Extensive tests of the new features of the method in test problems tailored towards cosmo-
logical reionisation will be presented in Chapter 5. We will first in Chapter 3 have a closer look
on how to create the SimpleX grid from grids used in hydrodynamics codes, focussing on both
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CHAPTER 3
Creating the SimpleX grid
Jan-Pieter Paardekooper, Chael Kruip & Vincent Icke
Part of this chapter consists of work that has been published in
Astronomy & Astrophysics 515, A79, 2010
T
he creation of the unstructured SimpleX grid from hydrodynamics input
is described. We describe the density sampling function that ensures that
the medium is sampled in an optimal way for radiative transfer simulations
with SimpleX. We show how this sampling function is used to convert both
mesh-based and particle-based input into the desired point distribution and
briefly discuss the reduction of Poisson noise in the grid creation procedure.
Subsequently we describe ways to transfer the physical quantities between
the hydrodynamics grids and the SimpleX grid, which will be a crucial step
in radiation hydrodynamics simulations.
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3.1 Introduction
Almost all radiative transfer methods that are currently in use are restricted to either mesh-based
or particle-based input. A big advantage of the unstructured SimpleX grid is that it is not limited
to the input grid and thus can be used in combination with different kinds of hydrodynamics
input. However, for the method to perform as well on mesh-based as on particle-based input
grids it is essential that the translation between the grids minimises numerical artefacts and in-
terpolation errors. This is especially important in case of radiation hydrodynamics simulations,
where the communication between the grids happens every relevant time step.1
We have shown in the previous chapter that the calculation of the unstructured grid is a
very important aspect of a SimpleX simulation, because the physical properties of the medium
through which the radiation travels are incorporated in the grid. In this chapter we discuss how
the grid is created for different kinds of input. The distribution of the grid points is governed
by the sampling function, which was briefly discussed in Sect. 2.2.1. In this chapter we will
extend this discussion with a study of the properties of the grid as a function of the sampling
parameters. This sampling function can be used for both mesh-based and particle-based input.
Of equal importance as the placement of the grid is the assignment of the physical values
of the input hydrodynamics grid to the unstructured SimpleX grid. A vast literature on this
subject exists because this procedure is employed in various subjects in astrophysics. Perhaps
the best known subject is N-body calculations of gravity: in Particle-Mesh (PM) methods and
Particle-Particle Particle-Mesh (P3M) methods the discrete particles are mapped onto a regular
mesh on which the gravitational forces are calculated. Other subjects where this kind of inter-
polation is used are for example hydrodynamics, where parts of large scale smoothed particle
hydrodynamics (SPH) simulations are sometimes resimulated with AMR based algorithms, and
post-processing simulations of SPH density fields with regular-mesh radiative transfer methods.
In this chapter we will study the optimal way of interpolating between the SimpleX grid
and the hydrodynamics grids. This interpolation needs to be both fast and accurate, avoiding
numerical artefacts due to the difference of the grids. Also, hydrodynamical features such as
sharp density peaks need to be preserved as accurately as possible since these can affect the
radiative transfer calculations. Conversely, quantities as ionised fraction and temperature need
to given back to the hydrodynamics grid with equal high accuracy, since these can govern the
occurrence of shocks in the hydrodynamical flow. We will look at several procedures that are
known in the literature to translate mesh-based and particle-based quantities to the unstructured
SimpleX grid and study which of these suits our purposes best.
This chapter is structured as follows. Sect. 3.2 describes the sampling function that is used
to sample the density and shows examples of how this is done in practice. In Sect. 3.3 it is
explained how this sampling function is used to create a point distribution on which the radiative
transfer simulation can be performed. Finally, Sect. 3.4 describes how the physical quantities
are interpolated from the hydrodynamics grids to the SimpleX grid.
1Depending on the implementation and the problem at hand the relevant time step can be the hydrodynamics
time step, the radiative transfer time step or the chemical time step.
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3.2 Sampling the density distribution
In the previous chapter we have described the way in which SimpleX uses the Delaunay trian-
gulation to transport photons from grid point to grid point. For correct radiative transfer results
it is required that the local grid point density is correlated with the local gas density. However,
it is important that the point density in the lowest density regimes is still sufficiently high to
avoid numerical artefacts in the transport of photons. This is accomplished by using a sampling
function that has a different dependence on the density in different density regimes.
3.2.1 The sampling function










The choice for the sampling parameters n0(x) and α defines the properties of the point distri-
bution on which we perform the radiative transfer simulations. Following (Kruip et al. 2010)











Using Eq. (3.1) we can find the relationship between Qn and Qy:
Qn = Qy
y−α + y−d
y (αy−α−1 + d y−d−1)
, (3.4)
where we have defined y = n(x)/n0(x). A choice for Qn sets the maximum gradient in the
point distribution and thus the dynamic range in the simulation. The higher Qn, the smaller the
gradients in the point distribution. An example of a density field and point distribution with
different values for Qn is shown in Fig. 3.1. The density field in this example falls off very
steeply, which maximises the effects of different sampling parameters. The top row shows that
the sampling with the d-th power needed in Eq. (2.11) results in a severe undersampling of the
low density outer regions of the simulation domain. Increasing the number of grid points would
eventually cure this, but the bias towards high density peak would result in an enormous number
of grid points close to the peak.
If the number of grid points that can be used in the simulation is limited, the bias towards
high densities can be reduced by using the sampling routine defined by Eq. (3.1). The different
rows in Fig. 3.1 show that increasing Qn indeed results in a smoother point distribution, with
more points placed in the low density regions. A high Qn therefore makes it less likely that errors
due to undersampling in low density regions occur. However, increasing Qn also decreases the
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Figure 3.1: Example of the influence of the sampling parameters Qn, α and n0(x) on the sam-
pling of a 2D density field. In all figures the number of grid points is 20000, sampling param-
eters are plotted such that Qn increases from top to bottom and α decreases from left to right.
The values for α are taken relative to the limiting value for which n0(x) = 0. From left to right
α values are 0.99αlim, 0.75αlim and 0.1αlim. First row: Density field with a single density peak
and a r−2 profile with Qy = 1.44 and the sampling according to the square of the density. Sec-
ond row: sampling with Qn = 1.44 and αlim = 1.0. Third row: sampling with Qn = 5.0 and
αlim = 0.29. Fourth row: sampling with Qn = 12.0 and αlim = 0.12.
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dynamic range in the simulation, resulting in a possible undersampling of high density peaks
for high Qn values. For optimal sampling one should therefore choose the lowest Qn value for
which numerical errors due to undersampling in low density regions are within a predefined
tolerance set by the requirements of the simulation. For a more elaborate discussion of the Qn
parameter, corresponding numerical artefacts and their solutions we refer the reader to KPCI10.
Since Qy is a fixed property of the medium density, a certain value of Qn only exists for
specific combinations of n0(x) and α. For every value of Qn there is a maximum α at which
n0(x) goes to zero. The influence of different α values on the point distribution for fixed Qn is
shown the different columns in Fig. 3.1. A lower value of α implies a higher value for n0(x).
The result is that the high density peak is less pronounced, due to the lower value of α while at
the same time less grid points are present in the lowest density regions, due to the higher value
of n0(x). The reason for this is that in this example there is a gradient in the medium density
everywhere, so a higher n0(x) results in an emphasis on the regions where the density is close to
this reference value. Thus, the lowest density regions receive less points. This shows that it is
crucial to choose an α value that ensures that no strong density gradients exists at n(x) < n0(x).
3.2.2 Sampling a cosmological density field
Our primary aim is to use SimpleX in simulations of cosmic reionisation. Cosmological density
distributions typically have a large dynamic range, with high density filaments and low density
voids. We therefore have to be careful to avoid a sampling bias towards high density regions
which could lead to incorrect transport in the voids. In this section we give an example of the
sampling of a realistic cosmological density field from Iliev et al. (2006), which will be used in
chapter 5 for testing the radiation transport algorithm. The density values are given on a regular
mesh of resolution 1283.
As discussed in the previous section, it is essential to have the highest dynamic range pos-
sible while keeping the density gradients to a minimum. Referring to Eq. (40) in KPCI10, we
set the sampling parameter Qn to 5. We choose the parameter α in Eq. (3.1) close to its maxi-
mal value of 0.3 in order to have the highest resolution possible for this Qn in the low density
regions. This results in n0 = 3.69 · 10−5 cm−3. The point density in the lowest density regions is
equivalent to a resolution of approximately 773 for 1283 grid points.
A slice through the z = zbox/2 coordinate of the grid with the above parameters is shown
on the right hand side in Fig. 3.2. If we compare the hybrid sampling scheme to the cubic
sampling scheme, we can clearly see that the new scheme produces a grid that has the desired
higher resolution in the dense filaments, but still has enough grid points in the low density
regions to ensure that photons can travel into these regions. It is this grid that we will use for
performing the radiative transfer simulations in Sect. 5.6.
3.2.3 The result of undersampling
To stress the importance of sampling the medium correctly, we show in Fig. 3.3 differences in
results using the original sampling recipe of SimpleX that was used for the Radiative Transfer
Comparison Project (Iliev et al. 2006), and the hybrid sampling. In the tests that SimpleX
originally performed for the comparison project a uniform sampling function with power 1/2
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Figure 3.2: Left: Slice through the cosmological density field of Iliev et al. (2006) at coordinate
z = zbox/2. Centre: Cubic sampling using 1283 grid points, as required by Eq. (2.11), show-
ing that for realistic density fluctuations the low and intermediate density regions are severely
undersampled. Right: Sampling scheme described in Sect. 3.2.1, with parameters α = 0.3 and
ρ0 = 3.69 · 10−5. The point density in the lowest density regions corresponds approximately to
a resolution of 773.
Figure 3.3: Comparison between the result with a uniform sampling power as was performed
for the Radiative Transfer Comparison Project (left) and the hybrid sampling function of
Eq. (3.1) (right). The number of grid points is in both cases 1283, the mode of transport is
ballistic only. For comparison reasons both grids have been interpolated to a regular grid of
1283 cells. Note that the interpolation to the structured grid introduces some artefacts close to
the boundary. Shown is a slice through the z = zbox/2 coordinate of the computational domain
at t = 0.2 Myr, as the influence of the incorrect sampling is most pronounced there.
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Figure 3.4: Example of the effect
of large grid cells on radiation trans-
port. Radiation travelling from left
to right along the edges of the tri-
angulation will not easily ionise the
big cell because radiation is sent to
the d most straightforward neigh-
bours. In this case approximately
half of the photons travelling from
right to left that should be used to
ionise the big cell, will instead be
travelling around this cell.
was used instead of cubic sampling, as the bias towards the high density regions with cubic
sampling is too severe to perform a radiative transfer simulation on the resulting grid. Although
this alleviates the problem, it does not completely prevent undersampling in the low density
regions, as can be seen in this figure. For comparison purposes the mode of transport in both
cases is ballistic and the number of grid points is 1283. The result of the incorrect sampling is
clearly visible as dense neutral clumps in the ionised regions. This is not due to the fact that
photons have preferential directions into the dense filaments, otherwise we would also see this
effect in the hybrid sampling case. Rather, it is caused by the fact that there are too few grid
points in the low density regions, resulting in very large cells. Since photons travel along the
Delaunay edges, radiation does not travel into the low density regions, resulting in the observed
large neutral clumps in the voids.
An example of this effect is shown in Fig. 3.4. Consider photons travelling from left to right
along the edges of the triangulation. The reason why the large cell is hard to ionise is not that
there are not enough Delaunay edges pointing towards the cell. Clearly, the number of edges
pointing towards the big cell is above average. However, as photons are sent to the d most
straightforward neighbours and have no memory of their original direction, approximately half
of the photons will be travelling around the big cell instead of ionising it. Thus, large cells
are harder to ionise, resulting in the neutral clumps in the low density regions visible on the
left-hand side of Fig. 3.3. This problem would be partly cured by the use of weights of the d
most straightforward neighbours, giving the edges pointing into the big cell a higher number of
photons. Another option would be to restrict the opening angle in which the d most straightfor-
ward neighbours are allowed to be, thus discarding most of the edges that point around the big
cell in case of photons travelling from the right. Applying the direction conserving transport
scheme will not solve this problem entirely, since the photons are still split up and travelling
along the edges of the triangulation as with ballistic transport, so the problem is essentially the
same. However, a slightly larger fraction of photons will be travelling into the big cell with
direction conserving transport compared to ballistic transport, as photons that are send in a di-
rection around the large cell remember their original direction and thus have a higher probability
to travel into the direction of the big cell again.
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The hybrid sampling scheme solves the problem of undersampling entirely by sampling the
low density regions with a higher power. This avoids large gradients in the point distribution
that give rise to inaccuracies in the transport of photons. The relation between the sampling
parameters α and n0 and the point density gradient as measured by Qn gives complete freedom
to construct the grid that is best suited for the problem at hand.
3.3 Creating the point distribution
In the previous section we have shown the sampling function of the neutral density of the
medium that gives an optimal SimpleX grid. The densities are generally given by hydrody-
namics codes. The two most-often used classes of hydrodynamics algorithms are based on
regular grids (the Eulerian finite volume methods) or particles (the Lagrangian smoothed parti-
cle hydrodynamics (SPH)). In this section we focus on how to create the point distribution from
input data from these two types of grid.
3.3.1 Regular input grid
On a regular grid densities are defined on a cell by cell basis and we have to translate the
densities in the cells into a point distribution in which the point density follows the sampling
function described in the previous section. To this end we employ a Monte Carlo sampling
technique.
Monte Carlo sampling
Translating the regular mesh into a point distribution is done cell by cell. A vertex is placed in
a cell when the density of the cell meets the criteria placed by the sampling function discussed
in the previous section. To avoid sharp transitions between cells that just meet the selection
criteria and cells that don’t, a stochastic process determines the placement of a single vertex in
cells that are not sampled, based on the density of the unsampled cell. To ensure that the vertex
positions locally have a Poissonian character the vertices are placed at random positions inside
the cell.
The described procedure naturally introduces Poisson noise in the radiative transfer grid,
which may result in numerical artefacts in the solution. Gravitational simulations of structure
formation suffer from the same problem, although in these simulations the effects are of a com-
pletely different nature. In order to suppress the collapse of density fluctuations resulting from
Poisson noise, a homogeneous density field is sometimes represented by a glass-like particle
distribution in these simulations. This distribution can be created by starting from a homoge-
nous Poisson distribution and subsequently moving the vertices from the total centre of mass,
for example using an N-body code with the sign of gravity reversed. This will lead to a much
smoother point distribution with minimal Poisson noise on which the cosmological initial con-
ditions can be imposed. One drawback is however that this procedure only works for a density
distribution in which the density fluctuations are smaller than the inter-particle distance. In an
attempt to use glass-like initial conditions to create a correlated point distribution for arbitrary
density distributions Altay et al. (2008) started from a glass-like distribution with a point density
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equal to the peak density of the regular grid. Subsequently points were removed stochastically
according to the density in the grid cell at the position of the points. This leads to a smoother
vertex distribution than the Poisson process in the high density regions, but in the low density re-
gions the noise is comparable. For this reason we choose a different noise reduction technique
that has effect in all density regimes, using Lloyd’s method on the tesselation. This method
has previously been applied as a way to reduce the numerical diffusion of the ballistic transport
scheme described in KPCI10 (Van Bethlehem, private communication). However, KPCI10 have
shown that the diffusion is primarily caused by gradients in the point density that are inherent to
the recipe with which the grid is constructed. One therefore needs a different transport method
to overcome this issue, which we introduced as direction conserving transport in Sect. 2.2.2.
Here we describe a different application of Lloyd’s method, the reduction of sampling noise.
Lloyd’s method
Lloyd’s method (Lloyd 1982) provides a way to generate a so-called centroidal Voronoi tesse-
lation from an arbitrary initial set of points. A centroidal Voronoi tesselation is a Voronoi tesse-
lation in which the positions of the vertices coincide with the centres of mass of their Voronoi
cells. The cells of a centroidal Voronoi tesselation are typically ’rounder’ than those of an arbi-
trary Voronoi tesselation, with a characteristic hexagonal shape in 2D. In Lloyd’s method every
vertex in the tesselation is moved towards the centre of mass of its own cell and the Voronoi tes-
selation is recreated. This process is repeated until some convergence criterion is met. Lloyd’s
method is a special case of the more general gradient methods and converges linearly with the
number of points. Faster convergence can be reached by using a different, problem-dependent
step-size in the iteration procedure (Du et al. 1999). Fig. 3.5 shows examples of Lloyd’s method
on a homogeneous and an r−1 point distribution. Although it takes many iterations until con-
vergence (and thus the centroidal Voronoi tesselation) is reached, the sampling noise in these
examples is already visibly reduced after only 5 iterations.
Lloyd’s method is relatively easy to implement once the Delaunay triangulation has been
computed. In 2 dimensions the centre of mass of a Voronoi cell V can be found by constructing
triangles T from the Voronoi edges and the generating vertex. The areas and centres of mass of
these triangles are straightforward to compute. The centroid of the cell is found by adding up
the centroids of the component triangles, each weighted by its area, and dividing by the sum of
the areas of the triangles:
centroid(V) =
∑
T∈V centroid(T ) · area(T ) · n(T )∑
T∈V area(T ) · n(T )
. (3.5)
In case of a non-homogeneous density distribution we include the density of the triangle n(T )
as a weighting term by averaging the density at all 3 points of the triangle. This ensures that the
noise reduction strategy does not affect the point density as imposed by the sampling function,
which makes this noise reduction method suited for arbitrary density fields. In 3 dimensions
the procedure is similar albeit slightly more complicated. Every Voronoi wall is divided into
triangles and from every such triangle a tetrahedron T is created by including the generating
vertex. The volume and centroid of the tetrahedron are again straightforward to compute. The
centroid of the Voronoi cell V is then found by taking the volume-weighted sum of the centroids
50 And there was light
Figure 3.5: Examples of Lloyd’s method in 2 dimensions. Top row shows a homogeneous point
distribution with 100 points, bottom row an r−1 point distribution of 500 points. Shown are the
initial Monte Carlo sampling (left), the point distribution after 5 iterations (centre) and the point
distribution after 50 iterations (right).
of the constituent tetrahedrons:
centroid(V) =
∑
T∈V centroid(T ) · volume(T ) · n(T )∑
T∈V volume(T ) · n(T )
. (3.6)
Similar to the 2-dimensional case the density of every tetrahedron n(T ) is included in the weight-
ing.
Noise reduction with Lloyd’s method
Our main purpose for Lloyd’s method is not the construction of a centroidal Voronoi tessela-
tion, but the reduction of the Poisson noise. Fig. 3.5 shows that already after 5 Lloyd iterations
the mesh has changed into a more regular point distribution with low Poisson noise. For the
purpose of noise reduction it is therefore not necessary to do iterate until the centroidal Voronoi
tesselation is acquired and the relatively slow convergence of Lloyd’s method presents no lim-
itation. In fact, performing radiative transfer simulations on the centroidal Voronoi tesselation
may lead to results that suffer from preferential directions in the grid. Consider the extreme ex-
ample of a regular grid, which itself is a centroidal Voronoi tesselation (although the Delaunay
triangulation is degenerate in this case). Our method for photon transport on such a mesh will
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lead to inaccurate results due to the imprint of global directions in the grid. For that reason we
typically use 5 iterations in our noise reduction strategy.
The effect of the noise reduction on a radiative transfer simulation is shown in Fig. 3.6. The
simulation set-up is similar to the first test problem of chapter 5, consisting of a homogeneous
medium with a single monochromatic source in the centre. For more details of the physical
parameters of this test we refer the reader to Sect. 5.3. To emphasise the effect of the Poisson
noise we have used a very low resolution of 323 vertices. The top row of Fig. 3.6 shows the
effect of Lloyd’s method on the Delaunay triangulation in 3 dimensions. Similar to the 2-
dimensional example of Fig. 3.5 the noise is already severely reduced after 5 iterations and
after 50 iterations the triangulation has turned into a pattern of regular shaped tetrahedrons. The
Voronoi tesselation in the latter case is very close to centroidal.
The centre row of the figure shows the ionised fraction of a cut through the simulation do-
main when ionisation equilibrium has been reached. Without the noise reduction the H ii region
is round, but shows irregularities due to the Poisson noise. This is reflected in the spherically
averaged ionised fractions as function of radius shown in the bottom row. Although the average
ionised fraction is very close to the analytical solution, the standard deviation is large, especially
close to the ionisation front. The central plot shows that 5 Lloyd iterations reduce the effect of
the noise, resulting in a much rounder H ii region. The error in the spherically averaged ionised
fractions is reduced by more than a factor two. After 50 iterations the mesh has become so
regular that preferential directions start to show up as a star-shaped patter in the ionised frac-
tion. This also results in a slightly aspherical H ii region, although the error in the spherically
averaged ionised fraction is comparable to the simulation with 5 Lloyd iterations. This example
shows that Lloyd’s method provides an excellent means to reduce the effect of Poisson noise on
the radiative transfer simulation, but that one has to be careful that the grid respects the Monte
Carlo nature of the method and does not introduce preferential directions.
3.3.2 Particle-based input
The unstructured SimpleX grid makes the method naturally suited for use with particle-based
input from for example SPH or N-body simulations. However, because the particle distribution
of SPH and N-body input is optimised for hydrodynamics and gravity simulations and not for
radiative transfer, one has to be careful that no inaccuracies are introduced by using the particle
distribution for the radiative transfer calculation. Inaccuracies will especially show up in regions
with large particle density gradients (KPCI10) and in regions with very low particle densities
(Sect. 3.2.3). This is not likely to happen in SPH and N-body simulations as these methods
sample the density linearly (assuming equal mass for the particles). In most cases this will
result in smooth particle density gradients and enough particles in the low density regions to
ensure correct photons transport.
However, in some situations it can be necessary to modify the input particle grid for the ra-
diative transfer calculation. For example, it turned out that for the radiative transfer simulations
of ionising radiation in dwarf galaxies presented in chapter 6 the outer regions of the galaxies
did not contain enough SPH particles to ensure correct photons transport. This resulted in a
bias towards regions with a higher point density and thus inaccurate results. This issue was
solved by adding particles to the low density regions for the radiative transfer simulation. In a
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Figure 3.6: The effect of noise reduction with Lloyd’s method on a radiative transfer simulation
of a homogeneous gas density with a single monochromatic source in the centre. To emphasise
the effect of the noise reduction a low resolution of 323 vertices has been used. From left to
right the results without Lloyd iterations, with 5 Lloyd iterations and with 50 Lloyd iterations
is shown. Top row: Cut through the z = 0.5zbox coordinate showing the Delaunay triangulation.
Centre row: Cut through the z = 0.5zbox coordinate showing the equilibrium ionised fraction.
Bottom row: Spherically averaged ionised fractions as function of radius.
Creating the SimpleX grid 53
similar fashion strong gradients in the particle distribution can be avoided by adding or remov-
ing particles. Analogous to how the structured grid is analysed to obtain an optimal sampling
function, particle-based input can be checked for strong gradients and undersampling that can
subsequently be cured, thus creating an optimised grid for the radiative transfer.
N-body simulations that include only gravitational forces are less demanding computation-
wise than hydrodynamics and radiative transfer. It is therefore possible to use a much higher res-
olution in these simulations than is attainable by radiative transfer methods. An often-employed
strategy in simulations of cosmic reionisation is to start from a very high resolution N-body sim-
ulation and construct a lower-resolution density field assuming a constant dark matter-gas ratio
for the radiative transfer simulation. For SimpleX this can be done in several ways. One option
is to choose particles randomly until the desired radiative transfer resolution has been reached.
We have followed this procedure for the reionisation simulation described in chapter 7. The
density is again sampled linearly and the resulting grid might suffer from the drawbacks de-
scribed previously. It is of course possible to locate the places in the grid where the radiative
transfer solution might become inaccurate and cure the problem by adding particles, but this
makes the procedure somewhat involved. Alternatively it is possible to employ the sampling
function of Eq. (3.1) to this end. Instead of using the function to determine whether grid points
should be placed inside a cell we now use it to determine the probability that a particle is se-
lected for the radiative transfer grid. This way we can ensure that enough particles are selected
from the low density regions and we can choose the dynamic range of the radiative transfer grid
according to our needs.
The particle distribution in N-body and SPH simulations is generally smooth and Poisson
noise will not be significant when all the particles are included in the radiative transfer sim-
ulation. However, in case additional grid points need to be placed or a subset of the particle
distribution is taken (either with a sampling function or random) Poisson noise will again show
up. We can use the noise reduction strategy with Lloyd’s method on this grid as well. Care must
be taken that after the iterations the density of the original grid is imposed on the vertices, as the
movement of the vertices might lead to unphysical changes in the density otherwise. Several
ways to do this are described in the next section.
3.4 Assigning density values
After the point distribution for the radiative transfer simulation has been created, densities need
to be assigned to the vertices. In case the input grid is given by a N-body or SPH simulation and
all particles are used one can simply use the masses of the particles to compute the gas density.
In all other cases we need to interpolate between the hydrodynamics and radiative transfer grid.
The problem is to recover the continuous density field from a discrete set of sampling points,
which can be given on a regular mesh or as particles. We will describe several methods designed
for this purpose.
54 And there was light
3.4.1 Mesh-based interpolation
A vast literature exists on the subject of interpolation between particles and a regular mesh and
the techniques are frequently used in astrophysics. For example, in simulations of gravity on
large scales an often-used stratety is to calculate long-range forces on a regular mesh and the
short-range forces from particles, which requires interpolating the masses of the particles to the
regular mesh. There are several choices for the interpolation scheme, the best choice depends





ρ(xi)W(x − xi), (3.7)
where ρ(x) is the density in cell x, ρ(xi) is the density at the position of the particle, W(x− xi) is
a weighting function and the sum is over the total number of particles N. For our purposes we
follow the opposite direction: we interpolate the densities in the cells to the vertices. However,
the principle is the same.
Zeroth-order interpolation
Nearest grid point interpolation is a zeroth-order interpolation scheme for which the weighting
function is given by
W(x − xi) =
{
1 if |x − xi| < H/2 or x − xi = H/2
0 otherwise, (3.8)
where H is the length of the cell. This scheme will give a vertex the density of the cell it is
in. Care must be taken that the densities in cells that do not contain a vertex are not taken into
account. We therefore do an additional loop over all cells that do not contain a vertex and assign
the densities in these cells to the closest vertex. This ensures that the total mass in the grid is
conserved. The nearest grid point interpolation retains the high resolution information of the
structured grid, but the drawback is that the regions with low vertex density are sensitive to
noise. In the construction of the SimpleX grid from the density field in Sect. 3.2.2 we have used
this interpolation scheme. This was also used for the tests that will be presented in Sect. 5.6.
Higher-order interpolation
The noise in the regions with low vertex density caused by the zeroth-order scheme can be
suppressed by using a higher order scheme. An often used example is the cloud-in-cell interpo-
lation, which is first order. The weighting function is given by
W(xi − x) =
{
1 − |xi−x|H if |xi − x| ≤ H
0 otherwise.
(3.9)
In the cloud-in-cell interpolation the density is calculated from the 2d (with d the dimension)
grid cells surrounding the vertex, with linear weighting. Although such a first-order scheme
reduces the noise in the interpolation in regions with a small number of vertices, the densities in
the regions with high vertex density are smeared out. This way the adaptive SimpleX grid loses
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its advantage of high resolution because the density is smoothed over multiple grid cells. The
effect is even more severe in second-order schemes like triangular-shaped clouds interpolation.
3.4.2 Particle-based interpolation
The mesh-based interpolation schemes can only be used when the hydrodynamical quantities
are defined on a regular mesh. When the input is given by N-body or SPH simulations we have
to rely on other techniques. An obvious choice is to use the SPH kernel for the density estimates
of vertices that are not in the original SPH grid. For the simulations of ionising radiation in
dwarf galaxies presented in chapter 6 we have used the SPH kernel to determine the density of
additionally placed vertices in the outer regions of the galaxies where not enough SPH particles
were present.
In SPH, the density is represented by a finite set of particles. The continuous density field
is constructed from the particles using a kernel function W(r, h), where r is the position and h is




m jW(|ri − r j|, hi), (3.10)
with m j the mass of particle j. Several kernel functions have been proposed in the literature,
the majority being spherically symmetric. In case of our dwarf galaxy simulations the kernel of





















h ≤ r ≤ 2h
0 otherwise.
(3.11)
Drawback of this and other spherically symmetric kernels is that they tend to smoothen out
anisotropic features in the density. Furthermore, the smoothing inherently results in physical
density discontinuities that are not well resolved. These features may have influence on the
radiative transfer calculation. However, the main issue with the SPH kernel is that the total mass
of all particles added up does not correspond to the total mass of the reconstructed continuous
density field. Thus, the total mass of the continuous density field is not conserved, which makes
SPH-like interpolation less well-suited for our purposes.
3.4.3 Tesselation-based interpolation
In recent years the application of Voronoi and Delaunay tesselations to the reconstruction of
density fields has gained considerable attention (Schaap & van de van de Weygaert 2000; Pelu-
pessy et al. 2003; Heß & Springel 2010). Because the radiative transfer algorithm of SimpleX
makes use of the Delaunay triangulation, we can use the same triangulation to do the density
interpolation between the hydrodynamics and the SimpleX grid. The advantage of this proce-
dure, apart from the superior results compared to for example SPH-like interpolation, is that we
can use the same interpolation scheme for both mesh-based and particle-based input.
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Based on the Voronoi and Delaunay tesselation two interpolation schemes can be defined. A
zeroth-order interpolation scheme arises from the use of the Voronoi cell belonging to a vertex
for the density estimate. By assuming that the density inside the Voronoi cell is constant, the
density is defined in the entire simulation volume. The association of a vertex with an SPH
particle or regular-mesh cell and the subsequent interpolation of the density is then straightfor-
ward. We have used this strategy to define densities from the N-body simulation that was used
for the reionisation simulations in chapter 7. This method has also been shown to cure some of
the problems of the classic SPH kernel in hydrodynamics simulations (Heß & Springel 2010).
A first-order scheme can be defined by using the contiguous Voronoi cell surrounding a vertex
and assuming that the density varies linearly inside this cell (the so-called Delaunay tesselation
field estimator, Schaap & van de van de Weygaert (2000)). This avoids the unphysical den-
sity discontinuities that occur at the borders of Voronoi cells. For an elaborate discussion of
the virtues of tesselation based density reconstruction techniques we refer the reader to Schaap
(2006).
In the post-processing simulations presented in this thesis the interpolation between the
input grid and the SimpleX grid does not play a large role, as it is done only once. However, in
radiation hydrodynamics simulations it will be much more important as it is done repeatedly and
inaccuracies in the communication between the hydrodynamics and the radiative transfer grid
may lead to systematic errors in the simulation. We therefore plan to study the interpolation
between the hydrodynamics and radiative transfer grid in more detail in future work on this
topic.
3.5 Summary
In this chapter we have described how the SimpleX grid is created from various hydrodynamics
input. The advantage of the unstructured grid is that the method is not restricted to mesh-based
or particle-based hydrodynamics but can be used in combination with both. By using a sampling
function for which the parameters depend on the problem at hand, an optimal point distribution
for a SimpleX simulation can be created. The noise that naturally arises from the Monte Carlo
nature of the grid creation can be suppressed effectively by using Lloyd’s method. A significant
noise reduction is achieved with only a few iterations. In the noise reduction process care must
be taken that the grid respects the Monte Carlo nature of the method and does not introduce
preferential directions.
We have discussed several techniques for communicating the relevant physical quantities
between the hydrodynamics grids and the SimpleX grid. Perhaps the most promising techniques
for our purpose are based on the Voronoi and Delaunay tesselation. As the SimpleX grid is the
basis of the interpolation instead of the hydrodynamics grid, the same interpolation technique
can be used on the different hydrodynamics input. Although in the post-processing simulations
presented in this thesis the interpolation of the density has relatively little influence on the
results, in future radiation hydrodynamics the communication between the grids will be a crucial
part of the simulation.
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CHAPTER 4
Towards radiation hydrodynamics with
SimpleX
T
he computational efficiency of the SimpleX method makes it very well-
suited for coupling with a hydrodynamics scheme to perform full ra-
diation hydrodynamics simulations. In this chapter we describe the steps
towards radiation hydrodynamics simulations with SimpleX radiative trans-
fer. We present a way to dynamically update the Delaunay triangulation that
allows for efficient simulations even when the grid frequently changes, as is
the case when the gas flow is solved for with hydrodynamics. In addition, we
discuss how SimpleX can be coupled to various hydrodynamics algorithms.
We finally describe the inclusion of SimpleX in the AMUSE project, which
provides a platform for multiple astrophysical computer codes to work to-
gether.
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4.1 Introduction
The computational complexity of radiative transfer simulations has so far limited the applica-
tion of most radiative transfer algorithms to the post-processing of hydrodynamics simulations.
These simulations neglect the dynamical influence of radiation on the gas. However, radiation
will affect the gas evolution in a crucial way, as it may result in heating, cooling, radiation
pressure and a change of ionisation state of the gas. If radiation sources are present in a hy-
drodynamics simulation it is therefore crucial to take the effect of radiation on the gas into
account.
The SimpleX method that was introduced in chapter 2 is computationally efficient, which
makes it possible to directly include the effect of radiation in hydrodynamics simulations in
order to perform full radiation hydrodynamics simulations. As was described in chapter 3
SimpleX can work with both mesh-based and particle-based hydrodynamics input. It is therefore
possible to do Eulerian and Lagrangian radiation hydrodynamics simulations with SimpleX. In
this chapter we discuss the application of SimpleX to radiation hydrodynamics.
This chapter is structured as follows. We start in Sect. 4.2 with investigating the possibility
of updating the triangulation when the grid slightly changes every time step, as is expected in
simulations of hydrodynamical flow. We continue with a discussion of how SimpleX can be
coupled to both mesh-based and particle-based hydrodynamics algorithms in Sect. 4.3. Finally,
in Sect. 4.4 we describe the inclusion of SimpleX in the AMUSE project, that allows vari-
ous simulation codes to work together through a common interface, which paves the way for
radiation hydrodynamics simulations with AMUSE.
4.2 Updating the Delaunay triangulation
The recipe with which the SimpleX grid is created, as described in the previous chapter, re-
quires that the grid is recreated every time the properties of the physical medium change. In
radiation hydrodynamics this means that at least every hydrodynamical time step the vertices
have to be moved and the triangulation needs to be recreated. Although the triangulation rou-
tine is no computational bottleneck in the post-processing simulations presented in this thesis
(cf. Fig. 2.5), this might change when the grid changes frequently. In this section we discuss a
possible speed-up of the triangulation routine: a dynamic and kinetic triangulation routine.
4.2.1 QHull
In the current implementation of SimpleX we use the QHull package1 for computing the De-
launay triangulation, which is based on the quickhull algorithm (Barber et al. 1995). QHull
has very favourable properties for our purposes. First of all, it is among the fastest algorithms
known, which makes the computation time of the triangulation much less than the radiative
transport routine. In addition, it is very stable against floating-point round-off errors and it is
easy to add to the code as a modular plugin. However, some properties of the algorithm make
1www.qhull.org
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it less suitable for the application to radiation hydrodynamics. We have already discussed some
of these in chapter 2.
The main disadvantage of the QHull package for large scale radiation hydrodynamics sim-
ulations is that it is serial and thus works only on one processor. We have shown that it is possi-
ble to use QHull in parallel computations, but the parallellisation strategy outlined in Sect. 2.3
only works on domain decompositions with box-shaped domains. This is no limitation for
post-processing simulations, as the domain decomposition can be freely chosen. However, in
radiation hydrodynamics it is desirable that the domain decomposition of the radiative transfer
follows that of the hydrodynamics, which is with the current implementation not always pos-
sible. Another disadvantage for the parallel application is that QHull needs the entire point set
when the triangulation algorithm starts. We therefore have to guess beforehand how large the
boundaries around the domain on one processor need to be to ensure that the triangulations on
separate processes are correctly connected. If the boundary is too small, complete retriangula-
tion is necessary, if the boundary is too large, computational resources are wasted.
When the properties of the medium through which the photons are travelling changes, the
point distribution needs to change as well. Using QHull, adding vertices to regions with an
insufficient point density inevitably leads to complete retriangulation, even though the trian-
gulation changes only locally when one vertex is added. The same is true for vertex deletion.
Small movements of the vertices often do not change the neighbour relations in the triangulation
significantly, although this highly depends on the distance the vertices move and the direction
with respect to the other vertices. For example, hydrodynamic flow in a single hydrodynam-
ics time step may not change the triangulation significantly when the speed of the gas is low.
Because the changes in the triangulation in these situations are small and mainly local, it may
be computationally more efficient to ’repair’ the triangulation in the places where it’s needed,
thus avoiding complete retriangulation. Unfortunately this is not possible with the quickhull
algorithm.
The final disadvantage of QHull for the application to radiation hydrodynamics is its im-
plementation as separate module in the code. In order to increase the computational speed of
the algorithm this module defines its own data structures. The drawback of this approach is
that it causes additional memory overhead, since data has to be stored twice. In post-processing
simulations this presents no problem since memory intensive structures needed for the radia-
tive transfer calculation, most notably the intensity bins, can be allocated after the triangulation
algorithm has been finished and the memory used for triangulating has been freed. However,
if the grid is recreated during a simulation these arrays need to be preserved and thus the total
memory requirements are higher. The memory overhead may be reduced by a triangulation
algorithm that does not require additional data structures, but with a computation time com-
parable to QHull. Although the memory is the limiting factor in most SimpleX calculations
we would like to stress that the memory requirements of a SimpleX simulation are comparable
to or smaller than for example an SPH simulation of similar resolution even when the grid is
frequently updated.
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4.2.2 A parallel dynamic and kinetic Delaunay triangulation algorithm
As an alternative to QHull we have tested the fully parallel, dynamic and kinetic Delaunay tri-
angulation algorithm from Beyer et al. (2005). This algorithm supports vertex insertion, vertex
deletion and vertex movement on distributed memory machines. If the triangulation changes
frequently and the changes are small this results in a significant speed-up of the computation
time.
For the computation of the initial triangulation the incremental construction technique (McLain
1976; Tanemura et al. 1983; van de Weygaert 1994) is applied. In short, incremental construc-
tion starts from an initial simplex that fulfils the Delaunay criterion, which means that no other
vertex lies within the circumsphere of the simplex. Every face of this initial simplex is then
expanded to a Delaunay simplex by searching through all vertices until the simplex fulfils the
Delaunay criterion. Like the QHull algorithm, this technique suffers from the drawback that
the entire point set needs to be known beforehand. For this reason we limit the incremental
construction to a small number of vertices, mainly to ensure correct domain decomposition (for
more details on the way the domain is decomposed2 we refer the reader to Beyer et al. (2005)).
The remaining vertices are then added by the incremental insertion method (Bowyer 1981; Wat-
son 1981). This method starts from a valid triangulation and, after an additional vertex has been
added, repairs the mesh by local changes in the triangulation, so-called flips. For random point
insertion this method scales with the number of points as (N log N), similar to QHull.
After the initial triangulation has been computed, vertices can be added, deleted and moved
without the need for retriangulation. We have already described the process of vertex insertion
as this is also used in the computation of the initial triangulation. Vertex deletion is performed
in a similar way as the incremental construction: the simplices having the vertex as endpoints
are removed and the remaining faces are expanded until a valid triangulation has again been
reached. To maintain the triangulation of moving vertices the Lawson flip algorithm is applied
(Lawson 1972; Joe 1991). In this algorithm every simplex is checked for Delaunayhood and if
necessary is repaired by using flips. In 3 dimensions it is possible that vertex movement results
in a non-flippable configuration, in which Delaunayhood cannot be restored by local flips. This
is more likely to happen when the distances over which the vertices are moved are large. In
this situation complete retriangulation is necessary. For a more elaborate description of this
triangulation algorithm and its properties we refer the reader to Beyer et al. (2005).
The advantages of this method for the purpose of radiation hydrodynamics with SimpleX is
that it’s fully parallel and can work on arbitrary domain decompositions. It can also deal with
the various changes in the triangulation that are expected to occur during radiation hydrody-
namics simulations. A disadvantage is that for the parallel dynamic and kinetic routines more
information of the triangulation needs to be calculated than in the quickhull algorithm. This
results in a computation time that is longer than QHull.
2The algorithm can create a domain decomposition itself, but it also works on predefined domain decomposi-
tions, for example given by the hydrodynamics input.
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Figure 4.1: Computation time of
the initial triangulation as function
of the number of vertices. Shown
are the results for QHull (dashed
line) and the dynamic algorithm
(dotted line).
4.2.3 Performance
We have tested the performance of the triangulation algorithms in situations where vertices are
added to the triangulation, deleted from the triangulation or moved. In QHull these situations
inevitably lead to retriangulation, while the dynamic algorithm locally repairs the triangula-
tion. The initial triangulation in all simulations contains 323 vertices. Although this is small
compared to the resolution of most radiative transfer simulations presented in this thesis, this
number of vertices is sufficient to show the general trends. All simulations were conducted
on a single processor, which is a disadvantage for the dynamic algorithm which is specifically
designed for simulations on multiple processors, resulting in some superfluous computational
overhead.
The computation time of the initial triangulation as function of the number of vertices is
shown if Fig. 4.1. Both algorithms show an O (N log N) scaling with the number of vertices.
However, the computation of the initial triangulation is a factor of ∼ 15 faster with QHull
than with the dynamic routine. The reason for this large difference is that QHull is optimised
for calculating the triangulation once, while the dynamic routine has to compute additional
information of the triangulation for the dynamic and kinetic routines. For the latter code the
computation time of the initial triangulation is in principle not of great significance, because it
is only done once during the simulation. All the changes in the triangulation at later times can
be done by updating the triangulation. However, during vertex movement it sometimes happens
that no valid triangulation can be obtained with the kinetic routine and complete retriangulation
is necessary. If this happens often it is essential that computing the triangulation from scratch
is done as efficient as possible. The incremental insertion technique that is used for the largest
part of computing the triangulation may be optimised by sorting the vertices on position. We
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Figure 4.2: Cumulative simula-
tion time for the insertion of ver-
tices as function of the number of
times vertices are added. Shown are
the results for QHull (dashed-dotted
lines) and the dynamic algorithm
(dashed lines) when each iteration
10%, 5% and 1% of the initial num-
ber of vertices is inserted. The ini-
tial triangulation contains 323 ver-
tices. Note that the computation
time of the initial triangulation is not
taken into account in this figure.
plan to look into this in more detail in future work.
Fig. 4.2 shows the computation time as function of number of iterations for simulations is
which vertices are added to the triangulation. This is for example necessary when the resolution
in low density regions is insufficient to guarantee correct radiative transfer results and additional
vertices need to be added. Every iteration we add 10%, 5% and 1% of the initial number of
vertices to the triangulation. With QHull the initial triangulation is computed about 15 times
faster than the dynamic algorithm, due to the extra information that the latter needs to compute
for the dynamic and kinetic routines. However, every time vertices are added, QHull needs
to recompute the triangulation, while the dynamic code can add the vertices to the existing
triangulation. This makes the dynamic code much more efficient when many iterations are
done. The slope of the curves indicate that the dynamic routine will always be more efficient
than QHull when many iterations are done, independent of the number of vertices that is added.
This is a clear indication that a dynamic triangulation algorithm can speed up the computation
time when the grid frequently changes in radiation hydrodynamics simulations.
As we have described in Sect. 2.2.1 the radiative transfer algorithm performs most efficient
if superfluous vertices in highly ionised regions are removed. In our current implementation
we use QHull to update the triangulation. Because it is necessary to retriangulate all vertices,
we limit the number of times vertices are removed to ensure that the computation time is not
dominated by the triangulation routine. Fig. 4.3 shows the potential speed-up that is reached
with the dynamic triangulation algorithm. This figure shows that when a small number of
vertices (∼1%) is removed, the dynamic triangulation is significantly more efficient than QHull.
However, when more vertices are removed the dynamic routine becomes less efficient because
many simplices need to be updated. During one radiative transfer time step the number of
vertices at which the ionisation state changes significantly, and thus may need to be removed, is
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Figure 4.3: Cumulative simula-
tion time for the removal of ver-
tices as function of the number of
times vertices are added. Shown
are the results for QHull (dashed-
dotted lines) and the dynamic algo-
rithm (dashed lines) when each iter-
ation 10%, 5% and 1% of the num-
ber of vertices is removed. The ini-
tial triangulation contains 323 ver-
tices. Note that the computation
time of the initial triangulation is not
taken into account in this figure.
very small. We can therefore conclude that the dynamic triangulation algorithm will speed up
the computation significantly when vertices need to be removed from the grid.
Perhaps the most important changes in the SimpleX grid in radiation hydrodynamics simu-
lations result from gas flow, because the vertices will move with the gas. In general the move-
ments during one time step will be small, so the triangulation is not expected to change severely.
Unfortunately such changes to the triangulation are hard to repair and when the vertices move
over large distances it is most often more efficient to recompute the triangulation from scratch.
It therefore highly depends on the application at hand whether a kinetic triangulation scheme
will increase the performance. Fig. 4.4 shows the total simulation time when every iteration
100%, 50%, 25%, 10% and 5% of the vertices is moved. For simplicity the vertices move in a
random direction over a distance 10% smaller than the average inter-vertex distance. We have
checked that the direction of the vertex movement plays no significant role in the computation
time of the kinetic triangulation algorithm. The distance that the vertices travel is also unim-
portant as long as it remains smaller than the average distance between vertices, otherwise the
computation time will increases. For more details on the kinetic routine we refer the reader to
Beyer et al. (2005).
Fig. 4.4 shows that the computational overhead of the kinetic algorithm is significant even
for small vertex movements when more than 10% of the vertices is moved. The reason is
that every simplex from which a vertex has been moved needs to be checked for violation of the
Delaunay criterion. Even when all vertices move the same distance in the same direction and the
triangulation does not change, this causes significant computational overhead. The computation
time of the kinetic routines is significantly smaller than the initial triangulation with this code
(< 50% for 100% movement), but the computation time of the kinetic routine is longer than
the computation time of complete retriangulation with QHull. Note that for QHull it doesn’t
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Figure 4.4: Cumulative simulation
time for the movement of vertices
as function of the number of times
vertices are added. Solid line rep-
resents the results obtained with
QHull. Other lines represent the
results from the dynamic algorithm
when each iteration 100% (long-
dashed line), 50% (short-dashed-
dotted line), 25% (dotted line), 10%
(short-dashed line) and 5% (long-
dashed-dotted line) of the number of
vertices is moved. The triangulation
contains 323 vertices. Note that the
computation time of the initial trian-
gulation is not taken into account in
this figure.
matter how many vertices move each iteration, the computation time does not change. QHull is
therefore represented with a single line in this plot. Only when . 10% of the vertices is moved
during an iteration does the kinetic routine become computationally more efficient than QHull.
We can conclude from these tests that a dynamic triangulation algorithm can significantly
increase the performance of SimpleX in radiation hydrodynamics if vertices need to be added
or removed frequently. If the vertices in the simulation domain have to be moved every time
hydrodynamics time step retriangulation is in most cases more efficient, although this highly
depends on the application at hand. If we can reduce the computation time of the initial triangu-
lation in the dynamic algorithm, for example by ordering the vertices in such a way that every
vertex is inserted close to the last updated simplex, this algorithm is probably the way forward.
An additional advantage is that this triangulation algorithm works on arbitrary domain decom-
positions. That means that we can always use the domain decomposition of the hydrodynamics
grid for the radiative transfer calculation. This makes the communication with hydrodynamics
grids much more efficient.
4.3 Radiation hydrodynamics with SimpleX
In the previous chapter we have shown that SimpleX can work with both mesh-based and
particle-based hydrodynamics input. This makes it possible to do both Eulerian and Lagrangian
radiation hydrodynamics with SimpleX. In this section we give some examples of hydrodynam-
ics codes with which SimpleX may be coupled in the near future.
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4.3.1 SimpleX and Eulerian hydrodynamics
The traditional methods for solving the equations of (ideal) hydrodynamics are the Eulerian
methods, which are based on a regular mesh. These methods are capable of resolving shocks
with high accuracy and have low numerical diffusion. Although it seems at first glance that the
regular mesh of these types of methods is not optimal for communication with the unstructured
SimpleX grid, radiation hydrodynamics simulations with a Eulerian code combined with Sim-
pleX is remarkably straightforward. Here we briefly describe how the coupling of SimpleX with
the hydrodynamics code FLASH can be accomplished.
FLASH (Dubey et al. 2009; Fryxell et al. 2000) is a parallel code capable of handling gen-
eral compressible flow problems. The code is set up highly modular which makes it easy to
add physics such as radiative transfer. During a simulation FLASH divides the computational
domain into so-called ’blocks’ of fixed size. The cells in these blocks can be refined with the
adaptive mesh refinement (AMR) technique, so the number of cells in a block can change, but
the size of the block remains the same. Blocks are distributed over processors by means of a
space-filling curve. The subdivision of the simulation domain into blocks makes it straightfor-
ward to couple SimpleX radiative transfer to the hydrodynamics, because the radiative transfer
simulations can be done similarly on a block-by-block basis. The four guard cells that FLASH
uses to communicate between different processes will in most cases be sufficient to construct
correct triangulations for SimpleX between processors. This of course depends on the point
density at the borders, so it may happen that extra communications are necessary.
An additional advantage of the FLASH code is that it contains a particle module with which
passive tracer particles can be added to the hydrodynamical flow. These particles do not interact
with the gas but only follow it as passive tracer. For SimpleX simulations these particles can
be used as vertices to perform the radiative transfer calculation on. Tests will have to point
out if the SimpleX grid remains optimised when the vertices are moved with the gas flow as
passive tracers. For the interpolation of the physical quantities between the grids one can choose
between the mesh-based interpolation schemes provided by FLASH or the triangulation-based
interpolation provided by SimpleX.
4.3.2 SimpleX and smoothed particle hydrodynamics
Lagrangian smoothed particle hydrodynamics (SPH) is the method of choice for simulations of
large scale structure and galaxy formation. Current cosmological Eulerian (AMR) codes need
fine base meshes to accurately treat the gravitational instabilities that lead to structure formation,
which makes it computationally much more expensive to obtain the same level of accuracy that
SPH simulations reach. The Lagrangian nature of SPH on the other hand makes it naturally
suited for simulations of structure formation.
The particles of the SPH simulation form a natural basis of the SimpleX grid. As described
in the previous chapter one should be careful that the particle distribution does not introduce
numerical inaccuracies in the radiative transfer simulation, but the distribution can be checked
and if necessary enhanced by, for example, adding vertices. In a first approach SimpleX can be
coupled to an SPH code by feeding all the particle information from SPH to SimpleX, perform
radiative transfer and return the updated information to the particles. Although this coupling
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is relatively straightforward, it causes unnecessary overhead in both memory and computation
time.
For more demanding computations it is required to embed SimpleX in the SPH code. This
way SimpleX will work directly on the particles which limits the computational and memory
overhead and makes very efficient radiation hydrodynamics simulations possible. A drawback
of the current parallel implementation of SimpleX is that the triangulation algorithm only works
on box-like domains, which is not necessarily the domain decomposition used by SPH. This
can be solved by adding boundary vertices around the domain to ensure the triangulation is
performed in a box, but this introduces unnecessary computational overhead. A more elegant
solution is to use a triangulation algorithm that works on arbitrary domain decompositions,
which we will pursue in future work. An additional advantage of embedding SimpleX in SPH
is that the triangulation can be used to cure some of the problems that traditional SPH methods
suffer from (Heß & Springel 2010).
4.3.3 Hydrodynamics on the Voronoi grid
So far we have described how SimpleX radiative transfer can be added to pre-existing hydro-
dynamics schemes. A very interesting alternative approach is to add hydrodynamics to the
SimpleX method. Several examples of hydrodynamics codes on Voronoi-Delaunay grids exist
in the literature (Whitehurst 1995; Xu 1997; Pelupessy et al. 2003; Springel 2010). Perform-
ing the hydrodynamics calculations on the same grid as the radiative transfer is an elegant way
of doing radiation hydrodynamics with SimpleX. Furthermore, the properties of the Voronoi
tessellation are highly beneficial for hydrodynamics simulations, although it is computation-
ally more expensive than traditional hydrodynamics codes. However, the feasibility of this
approach depends on whether the same vertex distribution can be used for both the radiative
transfer simulation and the hydrodynamics simulation. We will study the viability of adding a
hydrodynamics solver to SimpleX in future work.
4.4 SimpleX in AMUSE
In the previous section we have described how SimpleX can be coupled to different classes
of hydrodynamics codes. In the described procedure SimpleX is combined with a single hy-
drodynamics scheme and specifically tailored to work with that code. Although this ensures
the implementation is as computationally efficient as possible, it is not very flexible. If for a
specific application a different hydrodynamics algorithm is better suited, the coupling between
the radiative transfer and the hydrodynamics needs to be repeated for the new hydrodynamics
algorithm.
The Astrophysical Multipurpose Software Environment (AMUSE) aims to solve this issue
by incorporating different numerical codes into a single framework. The codes exchange infor-
mation through a common interface, it is therefore not necessary to write a specific, complex
coupling scheme for every new physics that is needed in a simulation. Instead, the common in-
terface ensures a smooth coupling of the different codes and at the same time provides the user
a choice for the algorithms that are best suited for the application at hand. In addition, codes de-
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signed for dedicated hardware like GRAPE or GPU can work together with codes designed for
CPU. Currently, codes for stellar dynamics, stellar evolution and hydrodynamics simulations
are included. In the near future, SimpleX will add radiative transfer to the project.
AMUSE provides a quick way of performing radiation hydrodynamics simulations with the
current version of SimpleX if we add a communication routine with the common AMUSE inter-
face. Not only can SimpleX be combined with hydrodynamics but also with for example a stellar
evolution code that tracks the evolution of the sources in the simulation. This provides the in-
teresting possibility of performing radiation hydrodynamics simulations with source evolution.
For example, we could increase the realism in the simulations presented in 6 by simulating
the evolution of a dwarf galaxy in which ionising radiation from the stars suppresses star for-
mation, while the ionising luminosity of the sources is governed by detailed stellar evolution
models. All this can be accomplished with the current version of the SimpleX code, the only
thing needed is a communication routine with the common interface. Of course, the versatility
of this approach comes at a price, as the computational costs will be much higher than with one
code specifically designed for this purpose.
4.5 Summary
In this chapter we have discussed the application of SimpleX to radiation hydrodynamics. The
computational efficiency of the method makes it very well-suited for this kind of simulations,
making it possible to include the important effects of radiation on the gas in hydrodynamics
simulations. We have shown that a dynamic and kinetic triangulation algorithm may increase
the efficiency of SimpleX when the grid changes every time step, as is the case when the gas is no
longer assumed to be static. The unstructured SimpleX grid allows the method to be combined
with both mesh-based and particle-based hydrodynamics algorithms. This paves the way for
full radiation hydrodynamics simulations in which the intricate interplay between radiation and
gas is resolved, which is a crucial step towards a detailed understanding of cosmic reionisation
and galaxy formation.
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Jan-Pieter Paardekooper, Chael Kruip & Vincent Icke
Part of this chapter consists of work that has been published in
Astronomy & Astrophysics 515, A79, 2010
T
he application of the SimpleX method to cosmological radiative trans-
fer is described. Several tests are performed, which are all part of the
Cosmological Radiative Transfer Comparison Project. The results of Sim-
pleX are compared to the analytical solution, if available, and the results of
other, more conventional radiative transfer codes. The SimpleX results show
excellent correspondence to both the analytical solution and the results of
other radiative transfer codes.
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5.1 Introduction
In order to test the accuracy of the new SimpleX2 algorithm, we have performed several tests
that were part of the Radiative Transfer Comparison Project (Iliev et al. 2006). The original
implementation of SimpleX participated in this project but did not perform all the tests. We will
compare the differences between the two versions in the tests that the previous incarnation of
SimpleX did perform. In addition, we perform two extra tests. One test will show the perfor-
mance of the heating and cooling module and multi-frequency transport that was added to the
method, another test will show the shadowing properties of the new algorithm.
The increasing realism of the tests presented here allows us to highlight the different im-
provements of the method. The first test shows the importance of the direction conserving
transport scheme to accurately account for the ionisations in the regions with low opacity and
quantifies the optical depth at which it is necessary to switch from ballistic to direction conserv-
ing transport. The second test shows the necessity of including multiple frequencies to correctly
account for the heating by energetic photons. The third test enables us to quantify the number of
direction bins necessary to account for shadowing behind a dense cloud in direction conserving
transport. Finally, the fourth test will show the performance of SimpleX in a realistic simulation
of cosmological reionisation.
5.2 Basic physics
Before we show the performance of SimpleX2 in the various test problems we briefly discuss the
basic physical parameters that are used. There is a variety of rates available in the literature that
can lead to differences in the results of the test problems (Iliev et al. 2006). We only summarise
the rates we use here, a more elaborate discussion will be presented in a forthcoming paper
(Kruip et al. in preparation).








)−4.0185 1 + √ EE0
−2.963 cm−2, (5.1)
where σ0 = 5.475 · 10−12 and E0 = 0.4298 eV are fit parameters. We use the collisional
ionisation coefficient from Theuns et al. (1998):







For the case B recombination coefficient we use the fit by Hui & Gnedin (1997):
αB,H(T ) = 2.753 · 10−14
λ1.5(
1.0 + (λ/2.74)0.407
)2.242 cm3 s−1, (5.3)
where λ = 2 · 157807/T . The case B recombination cooling rate we take from Hui & Gnedin
(1997) as well:
ζrec,H(T ) = 3.425 · 10−30T
λ1.97(
1.0 + (λ/2.25)0.376
)3.72 erg cm3 s−1, (5.4)
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where λ is as defined previously. We use the collisional ionisation cooling coefficient from
Theuns et al. (1998):






erg cm3 s−1 (5.5)
and the collisional excitation cooling coefficient from Cen (1992):






erg cm3 s−1. (5.6)
Finally, we use the free-free emission cooling coefficient from Theuns et al. (1998):
ζff,H = 1.42 · 10−27gf(T )T 1/2 erg cm3 s−1, (5.7)
where
gf(T ) = 1.1 + 0.34e−((5.5−log10(T ))
2)/3 (5.8)
is the gaunt factor, a corrective term to include quantum effects.
In all the simulations presented in this chapter we adopt the on-the-spot approximation,
we therefore only use the case B recombination coefficient. This guarantees a fair comparison
between the results obtained with SimpleX2 and the results obtained by other radiative transfer
codes. We will check the validity of this approximation in Chapter 7.
5.3 Test 1: Isothermal H ii region expansion
One of the few problems in radiative transfer that has a known analytical solution is the H ii
region expansion in a homogeneous medium. A steady monochromatic source emits Ṅγ photons
per second of frequency hν = 13.6 eV into an initially neutral medium with constant gas density
nH. In equilibrium, the number of photons emitted by the source is balanced by the number of
photons absorbed due to recombinations in a spherical volume. The radius at which equilibrium







Assuming an infinitely thin ionisation front and a fully ionised inner region, the ionisation front













shown as the black solid lines in Fig. 5.1.
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We can improve on this by dropping the assumption of a fully ionised inner region of the
Strömgren sphere and calculating the neutral and ionised fraction as a function of radius by




dνṄγ(ν)e−τνσH(ν) = x2(r)n2HαB(T ). (5.12)
By using the commonly employed definition of the position of the ionisation front as the radius
at which x = 0.5, solving this equation by direct integration gives us a second way of obtaining
the Strömgren radius. This yields a slightly different ionisation front position than obtained in
Eq. (5.10). We show the solution obtained from directly integrating Eq. (5.12) as the black
dashed line in Fig. 5.1.
The analytical solutions thus obtained make this test ideally suited to test the different trans-
port types of SimpleX described in Sect. 2.2.2. We therefore performed this test problem with
ballistic, direction conserving and combined transport to investigate the behaviour of the spe-
cific schemes. The parameters for this test are as follows. The computational box has length
L = 13.2 kpc, the gas number density is nH = 10−3 cm−3, the temperature of the gas is T = 104 K.
A source is placed in the centre of the box, emitting Ṅγ = 5 ·1048 ionising photons s−1. For these
parameters, trec = 3.86 · 1015 s = 122.4 Myr and rS = 5.4 kpc. The total simulation time is
500 Myr ≈ 4trec. Note that this test differs slightly from Test 1 in Iliev et al. (2006), where the
computational volume is smaller and the source is located in the corner of the computational
box. Except where noted, a resolution of 643 grid points and a time step of 0.05 Myr is used
for this test. The grid on which we will perform this test is constructed by using the recipe
described in Chapter 3, by using a homogeneous Poisson process to place the grid points. This
introduces more shot noise compared to using a glass-like distribution, in which the point pro-
cess is modified to make the points avoid one another. However, this is the same procedure we
will apply for inhomogeneous density distributions using Eq. (3.1), so in order to get a good
understanding of the limitations of the method, we choose to use the Poisson process over a
glass-like distribution for this test.
5.3.1 Ballistic transport
The single mode of transport in the original SimpleX algorithm was ballistic transport, described
in Sect. 2.2.2. This mode of transport was designed for regions where τ ≥ 1 between grid
points. However, as the medium gets ionised during the simulation, the optical depth between
grid points becomes so small that it is no longer correct to transport photons in this way. As
described in Kruip et al. (2010), a photon transported ballistically loses all memory of its initial
direction after approximately 5 steps on the grid. Therefore, using ballistic transport in the
highly ionised inner region of the Strömgren sphere introduces numerical diffusion.
The numerical diffusion does not influence the position of the ionisation front severely. As is
shown in Fig. 5.1, the dotted line representing ballistic transport follows the numerical solution
(the long dashed line) very closely, the error at the end of the simulation time is approximately
1 percent. The inner structure of the ionised region will be wrong, however, as we expect
the numerical diffusion to dominate in the inner region of the Strömgren sphere, were a large
number of steps in an optically thin region needs to be taken, instead of close to the ionisation
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Figure 5.1: Test 1, the position,
relative error and velocity of the
ionisation front. The solid curves
represent the analytic solutions of
Eq. (5.10) and Eq. (5.11), while
the long dashed curve represents
the results of directly integrating
Eq. (5.12). The other curves show
the results of SimpleX simulations
with ballistic transport only, where
the dotted curves represent a sim-
ulation with a static grid and the
long dashed-dotted, short dashed-
dotted and short dashed curves rep-
resent simulations with a dynamic
grid with minimum resolutions of
48, 32 and 16, respectively.
Figure 5.2: Test 1, spherically averaged neutral and ionised fractions as function of the radial
distance from the source after 30 Myr (left) and 500 Myr (right). The solid curve represents
the result of directly integrating Eq. (5.12). The other curves show the results of SimpleX
simulations with ballistic transport only, where the dotted curve represents a simulation with a
static grid and the long dashed-dotted, short dashed-dotted and short dashed curves represent
simulations with a dynamic grid with minimum resolutions of 48, 32 and 16, respectively.
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front. In Fig. 5.2, the spherically averaged neutral and ionised fractions are plotted as a function
of distance from the source. The numerical diffusion in the inner region results in a too low
neutral fraction. The reason for this is that the source photons quickly become diffuse and
therefore, instead of travelling straight to the ionisation front, stay longer in the inner parts, thus
cancelling more recombinations and causing a lower neutral fraction than expected from the
analytical solution.
One possible solution to this problem is removing grid points that have too low optical
depths (see Sect. 2.2.1). In Fig. 5.1 and Fig. 5.2 the results are shown for simulations where
grid points are removed until a certain minimum resolution is reached. Fig. 5.2 shows that
the effect of numerical diffusion on the inner structure of the ionised region is lessened by
the removal of grid points. The neutral fraction comes closer to the analytic solution as the
minimum resolution decreases and the equilibrium position of the ionisation front becomes
slightly more accurate. However, the slightly more accurate equilibrium results come at a cost.
In Fig. 5.1 we see that the lower resolution of 16 and 32 in the inner region causes the ionisation
front position to deviate more than 5 percent from the analytic solution at early times, even
though the equilibrium solution is accurate. Also, the spherically averaged equilibrium neutral
fraction shows some severe artefacts due to the low resolution, most pronounced close to the
source. Therefore, we conclude that only removing grid points with low optical depth is not
a viable remedy against numerical diffusion, since the low resolution needed in the ionised
regions causes severe noise in the equilibrium solution.
5.3.2 Direction conserving transport
The numerical diffusion in ballistic transport is caused by the loss of direction of the photons
after a number of interactions at grid points. In Sect. 2.2.2, we described how we can cure this
problem by defining solid angles in which the photons travel. The number of solid angles is
a measure for the accuracy of the direction conservation. In Fig. 5.3, the results of direction
conserving transport with 16, 21 42 and 64 direction bins are shown. The use of direction
conserving transport with 16 direction bins does not increase the memory usage compared to
ballistic transport, since on average vertices have ∼ 16 neighbours in case of a homogeneous
point distribution. At the price of roughly a doubling of the computation time the numerical
diffusion in the inner parts of the H ii region is dramatically decreased. Close to the source the
SimpleX solution with 16 direction bins follows the analytic solution very accurately, farther
away from the source the neutral fraction is still too low. In this case the number of bins is
too small to prevent photons from deviating from their original path. However, even with this
relative small number of direction bins the SimpleX solution follows the analytical solution
more closely than in case of ballistic transport.
Increasing the number of direction bins increases the accuracy of the solution. From this
plot we can see that the neutral fraction in the inner part of the Strömgren sphere follows the
analytical solution accurately if we use 42 direction bins or more. We can therefore conclude
that the direction conserving transport scheme is an excellent solution for transporting photons
in the optically thin regime. Since the difference between 42 direction bins and 64 or more
is negligible, we are justified in using 42 direction bins when direction conserving transport is
used in both Test 1 and Test 2. In the tests thereafter we will show the influence of the number
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Figure 5.3: Same layout as Fig. 5.2.
Shown in are the results of SimpleX
simulations with direction conserv-
ing transport, where the number of
directions in which the photons are
stored is 16, 21, 42 and 64. The nu-
merical diffusion of which ballistic
transport suffers is absent if 42 di-
rections or more are used to store the
photons.
of direction bins on the shadowing properties of the algorithm.
The accurate transport of photons in the optically thin regime comes at a price. The direction
conserving transport is computationally more expensive than ballistic transport, due to the fact
that the direction bins need to be associated with every outgoing Delaunay line along which the
photons are transported. To prevent preferential directions on the grid, the direction bins need
to be rotated randomly after every time step, which causes additional computational overhead.
Even though the transport of photons itself is almost as fast as with ballistic transport, the
calculation of the grid properties takes more time. This extra computational cost can be reduced
by combining both transport modes.
5.3.3 Combined transport
The introduction of direction bins prevents numerical diffusion in the optically thin regime but
adds some computational overhead. Because the numerical diffusion is only present in the
optically thin regime, we can speed up the calculation by combining ballistic and direction
conserving transport in such a way that at high and moderate optical depth the faster ballistic
transport is used, while vertices in the low optical regime employ the direction conserving
mode of transport. This results in a computation time that is significantly faster than direction
conserving transport in typical cosmological applications.
The optical depth at which is switched from one mode of transport to the other is an im-
portant parameter. If it is too low, ballistic transport is done in regions with too low an optical
depth, causing numerical diffusion. If it is too high, direction conserving transport is done in
optically thick regimes, causing unnecessary computational overhead. In Fig. 5.4, the influence
of the optical depth at which is switched is shown. If the conversion from ballistic to direction
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Figure 5.4: Same as Fig. 5.2. The
graphs represent the results of com-
bined transport with different optical
depts at which is switched from bal-
listic to direction conserving. If the
switch is set too low, at τ = 0.01 and
τ = 0.1, the numerical diffusion is
not completely absent from the sim-
ulation. If we choose τ ≥ 0.5, the
results are the same as with com-
pletely direction conserving trans-
port.
conserving transport happens at τ = 0.01 and τ = 0.1, we can see in this plot that there is still
numerical diffusion in the inner region of the Strömgren sphere. However, if the switch is made
at τ ≥ 0.5, the difference between fully direction conserving and combined transport disappears.
To be on the safe side, we use in the remaining tests a switch at τ = 1.0. This way, we are sure
that the numerical diffusion is completely absent in the simulations.
In order to get a good understanding of the behaviour of the new SimpleX algorithm, we
used the same time step of 0.05 Myr and the same resolution of 643 grid points in all previous
simulations. Using the combined transport scheme with the fiducial value of τ = 1.0 for the
switch between combined and direction conserving transport, we can proceed to find how large
the influence of both the time step and the resolution is. In Fig. 5.5 the position of the ionisation
front as a function of time is plotted for different simulation time steps ∆t. Since photons can
travel only from one grid point to another during a time step, large time steps show unphysical
behaviour, especially when the equilibrium solution has not been reached yet. From Fig. 5.5
we see that at a time step of ∆t = 1 Myr the ionisation front is behind the analytical solution at
early times, but it gives the correct equilibrium solution. Time steps smaller than that retrieve
the analytical solution to within 1%. A time step of 10 Myr gives an ionisation front position
that is behind even at equilibrium, because for these large time steps photons are travelling
slower than the speed of light. Another reason is that in order to prevent preferential directions
on the grid, the direction bins need to be randomly rotated every time step. If the time step
is too large, there are not enough rotations to avoid these preferential directions, resulting in
an incorrect equilibrium solution. This issue could be solved by letting photons travel more
than one Delaunay edge in a time step. However, in that case the only difference between the
simulations would be the time at which the physics is be evaluated, which is not what we were
interested in for this comparison.
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Figure 5.5: Same as Fig. 5.1.
The graphs represent the
different time steps of
∆t = 0.01, 0.1, 1 and 10 Myr.
Using a time step of 0.05 Myr, Fig. 5.6 shows the effect of the resolution on the neutral
and ionised fraction as function of radius and compares this to the results of other codes in
the Radiative Transfer Comparison Project, shown as the shaded area. For all simulations, the
ionisation front is at the same position. For low resolution, the neutral fraction in the inner part
of the Strömgren sphere is noisy, but still lies within the range of solutions reported by other
codes. Higher resolution simulations are less noisy and converge to the same solution.
5.4 Test 2: H ii region expansion, the temperature state
The second test we perform is essentially the same problem as the previous test, but now we
assume that the ionising source has a 105 K black body spectrum and we allow the gas temper-
ature to vary due to heating and cooling processes. The gas of number density nH = 10−3 cm−3
is initially fully neutral with a temperature of 100 K. Unfortunately there exists no analytical
solution to this test problem, but for reference we can compare to the analytical solution of the
previous test. All tests in this section were performed on a grid consisting of 643 vertices, with
a time step of 0.05 Myr. We have used energy-weighted frequency bin spacing throughout.
5.4.1 Ballistic transport
The previous test showed that the use of ballistic transport in the optically thin inner part of
the H ii region causes numerical diffusion. This results in a neutral fraction that is too low,
because the photons stay longer in the ionised region, thus cancelling more recombinations. If
we include the effect of photo-heating we would expect that the temperature in the inner parts
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Figure 5.6: Same as Fig. 5.2. The graphs represent simulations with a different resolution
of 163, 323, 643 and 1283. The shaded area represents the range of neutral and ionised fractions
found by the codes in the Radiative Transfer Comparison Project (Iliev et al. 2006). All SimpleX
simulations lie within the shaded area, showing that even at very low resolution SimpleX gives
acceptable results.
of the H ii region is also overestimated, because the diffused photons can deposit more energy.
Fig. 5.7 shows the position and velocity of the ionisation front as function of time, where
the position of the front is again defined to be at an ionised fraction of 0.5. For reference
purposes we also show the analytic solution of Eqs. (5.10) and (5.11) and the solution of direct
numerical integration of Eq. (5.12), although these solutions assume a monochromatic source
and a constant temperature of the ionised gas. The position of the ionisation front is not very
sensitive to the number of frequency bins used. The simulations with five and ten frequency bins
are indistinguishable, indicating that the solution to this test problem has already converged with
five frequency bins. There are small differences with the simulations that use less frequency
bins. At early times the ionisation front in the simulation with one frequency bin is located
farther from the source than the other simulations. However, at the end of the simulation time
the ionisation fronts in the simulations with one and two frequency bins have not travelled as
far as in the converged simulations. This is due to spectral hardening, with higher frequency
photons penetrating farther into the neutral gas. These photons are not represented very well
when only one or two frequency bins are used. The position of the ionisation front between the
simulations never differs more than 5% and the positions at the end of the simulation time are
within 1% of each other. When the heating of the gas is taken into account the ionisation front
is located farther from the source than the analytical solutions predict. This is caused by the
temperature of the ionised gas being higher than 10000 K, resulting in less recombinations due
to the inverse temperature dependence of the recombination coefficient. Similar findings were
reported in Iliev et al. (2006).
In Fig. 5.8 the spherically averaged neutral and ionised fractions as function of radius at
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Figure 5.7: Test 2, the posi-
tion, relative error and velocity of
the ionisation front. The curves
show the results of SimpleX simu-
lations with ballistic transport only,
where the dotted, short dashed, short
dashed-dotted and long dashed-
dotted curves represent simulations
with 1, 2, 5 and 10 frequency bins,
respectively. For comparison we
show the analytic solutions of Eq.
(5.10) and Eq. (5.11) (solid lines)
and the results of directly integrat-
ing Eq. (5.12) (long dashed lines).
Note however that these curves as-
sume a monochromatic source and a
constant temperature of the ionised
gas.
30 and 500 Myr are shown. If we compare our results to the results of the other codes in
the Radiative Transfer Comparison Project shown as grey shading, it is immediately apparent
that the SimpleX simulations suffer from the same problem as in the previous test. The neutral
fraction in the inner region is lower due to numerical diffusion. Interestingly, close to the source
the neutral fraction is higher than the other codes find. In Test 1, where the temperature of the
ionised gas was kept constant, this behaviour did not show up. We therefore expect that the
higher neutral fraction close to the source is a result of the temperature calculation. This is
confirmed by Fig. 5.9, that shows the spherically averaged temperature of the gas as function
of radius at 30 and 500 Myr. Compared to the other codes in the Comparison Project the
temperature of the gas we find is on the low side close to the source, which is especially apparent
at the end of the simulation. The relatively low temperature close to the source might cause the
high neutral fraction seen at the same radius in Fig. 5.8, due to the high recombination rate.
Farther from the source the temperature is overestimated compared to the other codes, due to
the numerical diffusion. The photons stay longer than physically possible in the H ii region and
can therefore deposit more energy in the gas.
5.4.2 Combined transport
In Sect. 5.3 we showed that the test results drastically improve using direction conserving trans-
port in the ionised regions. We therefore performed the same test with the combined transport
scheme, using 42 direction bins at optically thin vertices. Fig. 5.10 shows the position, relative
error and velocity as function of time. The results with combined transport are qualitatively the
same as with ballistic transport. Again the simulations converge with the use of five frequency
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Figure 5.8: Test 2, spherically averaged neutral and ionised fractions as function of the radial
distance from the source after 30 Myr (left) and 500 Myr (right). The curves show the results of
SimpleX simulations with ballistic transport only, where the dotted, short dashed, short dashed-
dotted and long dashed-dotted curves represent simulations with 1, 2, 5 and 10 frequency bins,
respectively. Since no analytical solution exists for this problem we compare our results to
the results obtained by the codes in the the Radiative Transfer Comparison Project (Iliev et al.
2006), which are represented by the shaded area.
bins or more. At the end of the simulation the position of the ionisation front in the multiple
frequency runs is closer to the source than in case of ballistic transport only. This is due to the
absence of numerical diffusion, which leads to a lower temperature in the ionised gas and thus
a higher recombination rate. However, the position of the ionisation fronts in the ballistic and
combined transport simulations are within 2% of each other, so the differences are marginal.
As with the first test problem, the radial profile of the ionised fraction shows the difference
between ballistic and combined transport more clearly. This is shown in Fig. 5.11. The ionisa-
tion structure in the inner parts follows the solutions found by the other codes in the Comparison
Project much more closely. All our solutions fall within the range of values found by the other
codes. Note that the use of only one frequency bin leads to a clear deviation from the results
obtained with more frequency bins. This means that one frequency bin is not sufficient to rep-
resent the source spectrum, despite the mean opacity approach. However, the deviation is never
larger than ∼ 5%.
Fig. 5.12 shows the radial temperature profiles. The gas temperature close to the source is
higher than in the simulations with ballistic transport only, while farther from the source the
temperatures are lower. In the entire simulation domain all simulations show a temperature
within the range reported by the other codes in the comparison codes, with the exception of the
simulation with one frequency bin. This is due to our choice for the mean opacity, which we
have taken such that the total number of ionisations in the gas is well approximated. Drawback
of this approach is that the energy of the hard photons is not very well represented by one
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Figure 5.9: Test 2, spherically averaged gas temperature as function of the radial distance from
the source after 30 Myr (left) and 500 Myr (right). The curves show the results of SimpleX
simulations with ballistic transport only, where the dotted, short dashed, short dashed-dotted and
long dashed-dotted curves represent simulations with 1, 2, 5 and 10 frequency bins, respectively.
The results obtained by the codes in the the Radiative Transfer Comparison Project (Iliev et al.
2006) are represented by the shaded area.
Figure 5.10: Same as Fig. 5.7. The
curves show the results of SimpleX
simulations with combined trans-
port using 42 direction bins at the
optically thin vertices. The dotted,
short dashed, short dashed-dotted
and long dashed-dotted curves rep-
resent simulations with 1, 2, 5 and
10 frequency bins, respectively.
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Figure 5.11: Same as Fig. 5.8. The curves show the results of SimpleX simulations with com-
bined transport, where the dotted, short dashed, short dashed-dotted and long dashed-dotted
curves represent simulations with 1, 2, 5 and 10 frequency bins, respectively.
Figure 5.12: Same as Fig. 5.9. The curves show the results of SimpleX simulations with com-
bined transport, where the dotted, short dashed, short dashed-dotted and long dashed-dotted
curves represent simulations with 1, 2, 5 and 10 frequency bins, respectively.
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frequency bin, leading to an underestimation of the temperature far from the source. We can
conclude that the multi-frequency approach in SimpleX solves the temperature state of the gas
very accurately.
5.5 Test 3: Shadowing behind a dense cloud
The third test in the Radiative Transfer Comparison Project examines ionisation front trapping in
a dense clump and the formation of a shadow. Unfortunately, this test involves a plane-parallel
wave-front, which is something that is difficult to impose in SimpleX. The reason for this is
that a plane-parallel wave as described in this test represents a preferential direction, which is
exactly what we try to avoid in our method. It is possible to alter the method to produce a
plane-parallel wave. However, it would then be unclear how much this alteration affects the
shadowing properties in other applications where this alteration is not used.
We therefore chose to do a different shadowing test in which a dense clump is irradiated by
a point source. The test set-up is similar to Test 2 described in the previous section, except that
the size of the simulation domain is now 8.2 kpc. We put a dense, uniform, spherical slab with
radius 0.56 kpc at a distance of 0.8 kpc in the x-direction from the source. The density contrast
between the homogenous environment and the clump is nclump/nout = 200. The ionisation front
will be trapped inside the dense clump and a shadow should form behind the clump.
We have performed this test with ballistic and combined transport to assess the shadowing
properties of the transport methods available in SimpleX. The time step used in all simulations
is 0.05 Myr, we have checked that a smaller time step does not affect the results presented here.
5.5.1 Ballistic transport
In the ballistic transport mode photons have no memory of their original direction, only of
the direction in the preceding time step. In the previous two tests we have shown that in a
homogeneous medium this leads to a too low neutral fraction inside the H ii region, although
the ionisation front was at the correct position. We expect that the loss of direction of the
photons will have a much stronger effect on the shadowing properties of the algorithm, which
is what this test is about.
Fig. 5.13 shows the position of the ionisation front and the temperature at different time
steps during the simulation. The first snapshot shows the ionisation front getting trapped inside
the dense clump and a shadow being formed behind the cloud. However, at later times the gas
behind the dense cloud is ionised by photons that have lost their original direction and penetrate
into the shadow. The expected shadow is therefore completely absent. Due to the presence
of the dense clump the H ii region is not perfectly spherical. The ionisation front on the side
from the source where the cloud is located has not travelled as far as on the other side. Apart
from that, the dense cloud has no effect. Changing the number of frequency bins in which the
radiation is transported does not affect these results. The bottom row of Fig. 5.13 shows that
there is no drop in temperature of the gas behind the dense cloud, because the shadowed region
is heated by the scattered photons.
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Figure 5.13: Test 3, slice through the z = zbox/2 coordinate of the simulation domain, simulated
with five frequency bins using ballistic transport only. Top row: Grey contours show the position
of the ionisation front at 10, 30, 100, 200 and 500 Myr. The dense cloud is denoted in black.
Bottom row: Temperature at the same time intervals.
5.5.2 Combined transport
When the direction conserving transport mode is applied in optically thin regions, photons do
have a memory of their original direction. This will improve the shadowing properties of the
algorithm. Figs. 5.14 and 5.15 show the results of simulations with 16, 42, 64 and 84 direction
bins and 5 frequency bins. The grey contours in this figure show the position of the ionisation
front for simulations where the d most straight forward neighbours are calculated with respect
to the Delaunay edge with which the direction bin that contains the photons that are being sent is
associated. That means that there is no difference between the most straight forward neighbours
for ballistic transport and for direction conserving transport. For post-processing simulations
this has the advantage that the most straight neighbours need to be calculated only once during
grid creation, which speeds up the simulation. When the grid frequently changes as is the case
with radiation hydrodynamics simulations this advantage disappears.
The number of direction bins in which the photons are stored determines how well shadows
are cast behind the cloud. Fig. 5.14 shows that 16 direction bins are not sufficient to obtain
a shadow, the behaviour is the same as with ballistic transport only. With 42 direction bins a
small shadow is formed, but at the end of the simulation it has disappeared. Fig. 5.15 shows
that with 64 and 84 direction bins a shadow is formed, where the shadow is sharper in the latter
case. However, for all simulations photons penetrate the shadow with at least five cells and the
shadow is not symmetric, with more photons penetrating the shadow in the z > 0.5 half of the
simulation domain than in the z < 0.5 half. This is a feature of the input grid, which is the
same for all simulation, and the reason it shows up is the way in which the most straightforward
directions are calculated in these simulations.
Calculating the most straightforward neighbours from the Delaunay grid has the advantage
that it’s computationally cheap in post-processing simulations, because the grid is static. The
disadvantage is that there will be a loss of accuracy when direction conserving transport is ap-
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Figure 5.14: Test 3, slice through the z = zbox/2 coordinate of the simulation domain for Test
3, simulated with five frequency bins using combined transport. Top rows show a simulation
with 16 direction bins, bottom rows a simulation with 42 direction bins are shown. Top rows:
Grey contours show the position of the ionisation front at 10, 30, 100, 200 and 500 Myr for
simulations where the straightest directions are calculated from the grid. Black contours show
the position of the ionisation front at the same time steps but for straightest directions calculated
with respect to the relevant direction bin. The dense cloud is denoted in black. Bottom rows:
Temperature at the same time intervals for the simulations corresponding to the grey contours.
plied. As there are in general more direction bins than the number of Delaunay edges meeting at
a vertex, a direction bin will be offset from the Delaunay edge with which the bin is associated.
These inaccuracies can result in photons travelling along edges that point into the shadowed
region even though the direction bin does not. Fig. 5.15 shows that this may result in less sharp
and possibly asymmetric shadows. As this effect is caused solely by the grid and not by the
way photons are transported, it cannot be cured by using more direction bins. Instead we need
to change the way in which the most straightforward neighbours are computed.
The black contours in Figs. 5.14 and 5.15 show the position of the ionisation front for simu-
lations where the d most straight forward neighbours are calculated with respect to the direction
bin in which the photons are stored. For post-processing simulations this is computationally
more expensive, for example with 42 direction bins the simulation time is ∼ 1.5 times longer.
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Figure 5.15: Same as Fig. 5.14. Top rows show a simulation with 64 direction bins, bottom
rows a simulation with 84 direction bins.
However, when the grid frequently changes as is the case in radiation hydrodynamics the dif-
ference in computation time will be negligible. The increased accuracy in the calculation of the
straightest neighbours results in a sharper shadow that is not affected by the offset between di-
rection bins and Delaunay edges. Furthermore, the shadows are no longer affected by the influ-
ence of grid irregularities on the directions in which the photons travel, resulting in a symmetric
shadow. For 16 direction bins the effect is not visible, this number of directions is apparently
not sufficient to represent the directions of the photons. However, in the simulation using 42
direction bins the shadow is still present at the end of the simulation, albeit small. In this case
the random rotations of the direction bins at every radiative transfer time step that are necessary
to avoid preferential direction on the grid results in a small amount of numerical diffusion. This
causes photons to penetrate the shadow with four to five cells. Using more direction bins will
reduce this problem. The simulations with 64 and 84 direction bins show a symmetric shadow
that does not suffer from the inaccuracies introduced by calculating directions from the grid.
Photons penetrate the shadow with at most two cells, due to the fact that photons are send to the
d most straightforward neighbours and due to inaccuracies introduced by the random rotation
of the direction bins in every time step. By restricting the angle in which to look for the most
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straightforward neighbours (which is 90◦ in these simulations, see Sect. 2.2.2), the sharpness of
the shadow will gradually increase. However, this leads to an ionised region that is no longer
spherical in the regions that are not shadowed, because the source no longer ’fills’ the entire sky
with radiation.
The temperature state of the gas behind the cloud shows similar behaviour as the position of
the ionisation front. The temperature plots in Figs. 5.14 and 5.15 show that in the simulations
where a shadow is formed the temperature remains low, as the gas is not heated by photons.
When a shadow is absent the temperature of the gas behind the cloud rises. The cloud itself
is self-shielding against the radiation so the gas temperature of the cloud stays constant for all
simulations. These results do not change significantly when the number of frequency bins is
changed.
This shadowing test has shown that the direction conserving transport scheme at optically
thin vertices provides the means to cast shadows behind dense clumps. As a result of the choice
to send photons along the edges of the Delaunay triangulation, SimpleX will never be able to
reproduce the infinitely sharp shadows that ray tracing methods produce. The random rotation
of the direction bins at every radiative transfer time step that is necessary to avoid preferential
directions on the grid causes a small amount of numerical diffusion that shows up when photons
traverse many optically thin vertices. We have shown that by increasing the number of direction
bins reduces this problem. Another possibility is the removal of redundant optically thin vertices
in highly ionised regions, as described in Sect. 2.2.1, to minimise the number of optically thin
vertices that need to be traversed.
5.6 Test 4: Multiple sources in a cosmological density field
The final test we conducted is closest to our intended application, that of a cosmological density
field. It is for this kind of problem that the SimpleX method has been primarily designed,
since the test consists of multiple sources in a density field with a large dynamic range. The
initial conditions are given by a time slice at z = 9 from a cosmological N-body and gas-
dynamic simulation using the cosmological PM+TVD code (Ryu et al. 1993). The box size
is 0.5h−1Mpc, the gas temperature is initially set to 100 K. The sources are located in the 16
most massive haloes in the box, emitting fγ = 250 ionising photons per atom over ts = 3 Myr





where M is the total halo mass, Ω0 = 0.27, Ωb = 0.043 and h = 0.7. The total simulation time
is 0.4 Myr.
In order to perform this test, we first have to translate from the grid-based representation of
the density field to the SimpleX grid, which has been discussed in detail in Chapter 3. For all
the simulations presented in this section we have used a sampling parameter Qn of 5 and we
choose the parameter α in Eq. (3.1) close to its maximal value of 0.3 in order to have the highest
resolution possible for this Qn in the low density regions. This results in n0 = 3.69 · 10−5 cm−3.
The point density in the lowest density regions is equivalent to a resolution of approximately
773 for 1283 grid points.
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5.6.1 Constant temperature
We have first performed this test without solving for the temperature of the ionised gas, instead
setting it to 10000 K as we did in Test 1. This allows for a clean comparison between the results
obtained with the previous SimpleX version in the Comparison Project and the current version.
In Chapter 3 we have shown that the new sampling function ensures that photons travel into the
low density voids. In this section we will show the effect of dynamically updating the grid and
the new transport scheme.
Ballistic transport
In the previous test we have shown that the ballistic transport scheme is not capable of pro-
ducing sharp shadows behind clouds. However, in cosmological applications the resolution is
generally insufficient to resolve such small objects. Instead, dense filaments are present that
trap radiation. From the results in the previous section we expect that using the ballistic trans-
port scheme radiation from the voids will diffuse into the filaments, ionising them early. To
assess the magnitude of this effect and to check whether dynamic grid updates can alleviate the
problem we have performed three simulations. We performed one simulation where no vertices
were removed, one simulation where highly ionised vertices were removed until a minimum
local resolution of 1283 was reached and one simulation where the minimum resolution of the
vertex removal was 773. Thus, the second simulation removes redundant optically thin vertices
until the resolution of the input hydrodynamics grid has been reached, removing the additional
resolution of the adaptive grid when it’s no longer necessary, while the third simulation removes
redundant optically thin vertices until the minimum resolution of the initial adaptive SimpleX
grid itself has been reached.
The results of these simulations are shown in Fig. 5.16. Shown is the position of the ionisa-
tion front at different times during the simulations. For reference we have also added a fiducial
run with combined transport, which will be discussed in more detail in the next section. When
we compare the simulation with ballistic transport only on a static grid with the fiducial run, it
is clear that the position of the ionisation front lags behind, especially at later times during the
simulation. The reason for this is that photons are scattered in the ionised regions, where many
grid points are present in dense filaments but the optical depth is low. The photons are therefore
more diffuse and it takes longer for them to reach the ionisation front.
This problem can be alleviated by dynamically updating the grid. The simulation with
dynamic grid updates with a minimum local resolution of 1283 shows that the resolution in the
ionised regions is still too high to avoid the numerical scatter, resulting in an ionisation front
that is almost indistinguishable from the ionisation front in the static grid run. In the simulation
where grid points are removed until a local minimum resolution of 773 is reached the number
of vertices that photons need to traverse before reaching the ionisation front is low enough to
reduce the numerical scatter. The position of the ionisation front is closer to the fiducial run
than the other two simulations. However, the low resolution in the ionised regions also removes
sharp features like shadows from the solution. The reason for this is that we are not only
removing the extra grid points that were put in the high density filaments due to the adaptive
nature of the SimpleX grid, we are also removing grid points that are necessary to represent the
physical structures in the original hydrodynamics grid. By removing too many grid points from
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Figure 5.16: Test 4, slice through the z = zbox/2 coordinate of the cosmological density field.
Contours show the position of the ionisation front with ballistic transport only. White contours
depict a run with no grid updates, dark grey contours a run with dynamic grid updates with a
minimum resolution of 1283 and light grey contours a run with grid updates and a minimum
resolution of 773. For reference the contours of a fiducial run with combined transport are added
in black.
the high density filaments, these structures are smeared out over a few large cells in the SimpleX
grid. Hence, recombinations occurring in the filaments are spread out over too large a volume,
resulting in a lack of shadowing in the dense filaments.












where the sum is over all Voronoi cells, mi denotes the mass contained in the cell and Vi denotes
the volume of the cell. These quantities are plotted in Fig. 5.17. The mass weighted ionised
fraction in the runs with a static grid and a dynamic grid with minimum resolution of 1283 is
lower than those obtained by the other codes in the Comparison Project that performed this test.
This shows that at given times less mass is ionised in these runs, which is again evidence for an
ionisation front that has not evolved as far as other codes find. The simulation with a dynamic
grid with minimum resolution of 773 gives a mass weighted ionised fraction that is within the
range found by other codes. This shows that the dynamic updates indeed alleviate the problem
of numerical scatter in this test.
However, the volume averaged ionised fractions show that the total ionised volume is smaller
in all simulations than what is found by other codes. The reason for this can be found in the
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Figure 5.17: Test 4, time evolution of the mass weighted (left) and volume weighted (right)
ionised fractions for simulations with ballistic transport only. Shown are results from a simu-
lation with a static grid (dotted lines), with a dynamic grid with a local minimum resolution of
1283 (dashed lines) and with a dynamic grid with a local minimum resolution of 773 (dashed-
dotted lines). The shaded area represents the results obtained by other codes in the Comparison
Project.
previous test, which showed that when ballistic transport is applied in regions with low optical
depth no shadows are formed behind dense obstacles. In the current test this results in photons
diffusing into dense filaments, which are therefore ionised easier than voids. The filaments have
densities above average, with more mass in smaller volumes. Therefore, even though the mass
averaged ionised fraction is in agreement with other codes, the volume averaged ionised frac-
tion will be too low as with ballistic transport the low density voids that occupy a large volume
are harder to ionise than dense filaments. This effect is reduced by the dynamic grid updates,
but we need to apply the direction conserving transport scheme to really solve this issue.
Combined transport
The previous test showed that the combined transport scheme is able to produce sharp shadows
behind dense obstacles. We therefore expect that the results of simulations using this transport
mode will be in better agreement with the other codes in the Comparison Project. Fig. 5.18
shows the results of simulations where at the optically thin vertices the photons are stored in
16, 42 and 84 direction bins. Shown are the results using a static grid, using a dynamic grid
with a local minimum resolution of 1283 and using a static grid where the most straightforward
neighbours are calculated from the direction bins (denoted sfb). We use a minimum resolution
of 1283 for the dynamic grid to only remove the additional grid points of the adaptive grid,
so all physical information from the structured input grid is retained. To check whether the
simulations with 84 direction bins are converged we have performed one simulation with 64
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Figure 5.18: Same as Fig. 5.16. Contours show the position of the ionisation front with com-
bined transport at 0.05, 0.2 and 0.4 Myr. From top to bottom the number of direction bins
to store the photons in is 16, 42 and 84. Black contours depict runs with a static grid, grey
contours runs with dynamic grid updates with a minimum resolution of 1283 and white con-
tours runs with a static grid where the most straightforward neighbours are calculated from the
direction bins.
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direction bins. The results of this simulation are comparable to the results obtained with 84
direction bins, showing that 64 direction bins are sufficient for convergence in this test.
The differences between the static grid runs, the dynamic grid runs and the sfb runs are
biggest when 16 direction bins are used. The reason for this is that 16 bins are not enough to
sample photon directions accurately, therefore the same errors are made during photon transport
as with ballistic transport only, albeit smaller. The use of dynamic grid updates results in a larger
ionised volume as numerical scatter is reduced, while the sfb simulation shows better shadowing
properties. However, for better performance it is essential that more direction bins are used. The
simulations using 42 and 84 direction bins show negligible differences between a static grid, a
dynamic grid and the use of sfb. That means that for simulations of a cosmological density
field the use of more direction bins has a larger effect than the grid properties. Due to the better
shadowing properties the ionisation front in the filaments slows down, as the filaments are no
longer ionised by scattered photons.
These conclusions are supported by Figs. 5.19 and 5.20, which show the mass and volume
weighted ionised fractions. For the runs with 16 direction bins the simulations with grid
updates and sfb show that the mass and volume averaged ionised fractions are closer to what
other codes find. However, the effect is smaller (∼ 3 %) than the total difference with the
results from other codes (∼ 8 %). The use of more direction bins leads to smaller effect of
the dynamic grid and sfb, the differences are less than 1 %, while the results are in much
better agreement with the results from the other methods. We can therefore conclude that in
cosmological simulations the SimpleX results are in excellent agreement with the results from
other codes if enough (> 42) direction bins are used.
Although the dynamic grid updates do not influence the solution significantly in the simu-
lations with 42 and 84 direction bins, they shorten the computation time considerably. A large
fraction of the computation time is spent at optically thin vertices in the dense filaments, where
due to the adaptive nature of the grid many vertices are present. Removing only this additional
resolution when the region is ionised ensures no physical information is thrown away while the
computation time is reduced by approximately 25 %.
In Iliev et al. (2006) the low volume and mass averaged fractions that the previous version
of SimpleX found in this test were addressed to the fact that the code assumes a constant temper-
ature for the ionised gas of 10000 K, which is lower than what the other codes that do solve for
the temperature find. This leads to an overestimation of the number of recombinations that are
occurring in the ionised gas, resulting in low averaged ionised fractions. Here we have shown
that the low averaged fractions were due to numerical diffusion of the ballistic transport scheme
and that with the direction conserving transport scheme we find mass and volume averaged
fractions that are consistent with what other codes in the Comparison Project find. We now turn
our attention to the influence that the assumption of a constant temperature of the ionised gas
has on these results.
5.6.2 The temperature state
We have shown that using 84 direction bins in the direction conserving transport scheme the
SimpleX results are in excellent agreement with the results of the other codes in the Comparison
Project. To test the heating and cooling routines and multi-frequency transport scheme we
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Figure 5.19: Test 4, time evolution of the mass weighted ionised fractions for simulations with
combined transport. From left to right and top to bottom the number of direction bins used at
ionised vertices is 16, 42 and 84. Shown are results from a simulation with a static grid (dotted
lines), with a dynamic grid with a local minimum resolution of 1283 (dashed lines) and with
a static grid where the most straightforward neighbours are calculated from the direction bins
(dashed-dotted lines). The shaded area represents the results obtained by other codes in the
Comparison Project.
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Figure 5.20: Test 4, time evolution of the volume weighted ionised fractions for simulations
with combined transport. From left to right and top to bottom the number of direction bins
used at ionised vertices is 16, 42 and 84. Shown are results from a simulation with a static grid
(dotted lines), with a dynamic grid with a local minimum resolution of 1283 (dashed lines) and
with a static grid where the most straightforward neighbours are calculated from the direction
bins (dashed-dotted lines). The shaded area represents the results obtained by other codes in the
Comparison Project.
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Figure 5.21: Same as Fig. 5.16. All simulations were performed with combined transport and
84 direction bins on a static grid. Black contours depict runs with a single frequency bin, grey
contours runs with two frequency bins and white contours runs with 10 frequency bins.
have performed simulations using the same number of direction bins but including heating and
cooling processes, with different numbers of frequencies. Fig. 5.21 shows the position of the
ionisation front for different times during the simulation. The number of frequency bins has no
significant influence on the ionisation front. The simulation with one frequency bin shows a
slight offset compared to the other simulations at early times, but at later times all runs agree
within 1% on the position of the ionisation front. This is also reflected in the mass and volume
averaged fractions as function of time, shown in Fig. 5.22. With the exception of the simulation
with one frequency bin, the mass and volume averaged ionised fractions agree within 1 %.
Using only one frequency bin results in a mass averaged ionised fraction that is ∼ 1% off from
the other simulations. These results show that the mean opacity approximation of Eq. (2.25)
works reasonably well in returning the correct number of absorptions even when the spectrum
of the source is represented by one frequency bin.
If we compare these results to Fig. 5.19 the simulation which assumes a constant tempera-
ture for the ionised gas finds averaged fractions that are almost similar to the simulation with
one frequency bin where the heating and cooling of the gas are taken into account. The largest
difference in mass and volume weighted ionised fractions is ∼ 0.3%, at the end of the sim-
ulation. This may indicate that in post-processing simulations the assumption of a constant
temperature of the ionised gas has almost no effect on the results. Even when the hard tail of the
spectrum is correctly accounted for with multiple frequency bins the weighted ionised fractions
differ at most 1 % with the constant temperature simulation. The reason for this is not that the
approximation that the ionised gas is heated to 10000 K is very accurate. The simulations that
include heating and cooling find a temperature of the ionised gas that is higher than 10000 K,
up to almost a factor of ten. One would therefore expect a higher recombination rate in the
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Figure 5.22: Same as Fig. 5.17. All simulations were performed with combined transport using
84 direction bins on a static grid. Shown are results from simulations with 1 (dotted lines), 2
(short dashed lines), 5 (dashed-dotted lines) and 10 (long dashed lines) frequency bins. The
shaded area represents the results obtained by other codes in the Comparison Project.
simulations with constant temperature. Fig. 5.23 shows that indeed the neutral fractions in the
H ii region is higher due to the higher recombination rate. However, the temperature difference
is not large enough to affect the position of the ionisation front and weighted averaged fractions
by more than 1 % in this test, therefore the constant temperature is a very good approximation.
This might have to do with the strength of the sources and the clumping of the gas. As the
computational volume is ionised very quickly, the total simulation time is only 0.4 Myr, the role
of recombinations is limited and therefore the influence of the temperature of the ionised gas
is small. When there are less photons available for ionisations it becomes more important to
account for the recombinations, hence to solve for the temperature accurately.
When the radiation has direct influence on the gas as is the case in radiation hydrodynamics
simulations the approximation of a constant temperature of the ionised gas is expected to have
a much bigger influence on the results. Hard photons can heat the gas in front of the ionisation
front which in turn affects the hydrodynamics. In radiation hydrodynamics simulations it is
therefore crucial to account for the temperature state of the gas. Fig. 5.24 shows the temperature
of the gas at different times during the simulation. Unlike the position of the ionisation front,
the temperature state of the gas depends highly on the number of frequency bins used. The run
with one frequency bin underestimates the temperature of the ionised gas because the energy
budget of the photons is not very well accounted for with our choice for the mean opacity,
see Sect. 2.4.3. In addition, the temperature of the neutral gas in front of the ionisation front
is also underestimated because hard photons are absent in one frequency bin. The energetic
photons in the hard tail of the spectrum account for a large fraction of the energy budget and
are therefore important for the temperature state of the gas. At these frequencies the hydrogen
cross section is lowest so these photons are able to travel well ahead of the ionisation front
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Figure 5.23: Test 4, slice through the z = zbox/2 coordinate of the cosmological density field
showing the neutral fraction at 0.4 Myr. Shown are a simulation where a constant temperature
of the ionised gas is assumed (left) and a simulation where the heating and cooling of the gas is
taken into account (right). Both simulations were performed using combined transport with 84
direction bins on a static grid.
before getting absorbed, thereby heating the gas. We can conclude that multiple frequency
bins are essential when one is interested in both the ionisation and temperature state of the gas.
Fig. 5.24 shows that using two frequency bins the temperature inside the Hii region is already
significantly higher and that the temperature state of the gas converges when using 5 frequency
bins or more.
5.6.3 Comparison to other codes
In order to compare these new SimpleX results to the results of the other codes in the Com-
parison Project we have interpolated the unstructured SimpleX grid to a regular grid with 1283
resolution, similar to the input grid. The interpolation procedure introduces some artefacts
which are especially apparent near the boundaries of the computational domain, but it allows
for an easier comparison. The results of the SimpleX simulations are compared to those of
C2Ray (Mellema et al. 2006), crash (Maselli et al. 2003) and ftte (Razoumov & Cardall 2005).
Note that the new version of the crash code, described in Maselli et al. (2009), shows results
that are in better agreement with the C2Ray and ftte results.
Fig. 5.25 shows the histogram of the neutral fraction at different times during the simula-
tions. This figure confirms that the neutral fraction of the gas is not significantly affected by
the number of frequency bins used. The simulation with one frequency bin shows more highly
ionised cells at early times, which is again due to the lack of spectral hardening. The total num-
ber of absorptions in this simulation is distributed differently, with more ionisations close to the
sources and less ionisations farther away. At later times the figure shows a sharper transition
between fully neutral and highly ionised cells in the run with one frequency bin, again due to
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Figure 5.24: Test 4, slice through the z = zbox/2 coordinate of the cosmological density field
showing the temperature state of the gas at 0.05, 0.2 and 0.4 Myr. All simulations were per-
formed with combined transport and 84 direction bins on a static grid. From top to bottom the
number of frequency bins used is 1, 2, 5 and 10.
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Figure 5.25: Test 4, histograms of the neutral fraction at 0.05, 0.2 and 0.4 Myr for simulations
with 1 (dotted lines), 2 (short dashed lines), 5 (dashed-dotted lines) and 10 (long dashed lines)
frequency bins. All simulations were performed using combined transport with 84 direction
bins on a static grid. The results are interpolated to a 1283 structured grid. The shaded area
represents the results obtained by other codes in the Comparison Project.
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Figure 5.26: Test 4, histograms of the temperature at 0.05, 0.2 and 0.4 Myr for simulations
with 1 (dotted lines), 2 (short dashed lines), 5 (dashed-dotted lines) and 10 (long dashed lines)
frequency bins. All simulations were performed using combined transport with 84 direction
bins on a static grid. The results are interpolated to a 1283 structured grid. The shaded area
represents the results obtained by other codes in the Comparison Project.
the lack of spectral hardening. The differences between runs with more than one frequency bins
agree within 1 % of each other and are in agreement to what is found by the other codes in the
Comparison Project.
We have already shown that the number of frequency bins used affects the temperature
state of the gas more severely. This is confirmed by the histograms of the temperature of the
gas during the simulations, shown in Fig. 5.26. The simulation with one frequency bin fails
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to reproduce the highest temperatures of the gas due to the lack of spectral hardening and
overestimates the number of cells with low temperature. Using two frequency bins the peak
temperature is higher but not as high as in the runs with five and ten frequency bins for which
the peak temperature has converged. The latter two simulations show no significant difference
to the peak temperature found by FTTE and C2Ray. At low temperatures the effect of spectral
hardening is most profound. To account for the heating of the neutral gas by high energy
photons it is essential to treat spectral hardening correctly. This explains the absence of low
temperature cells in our simulation.
Finally, Figs. 5.27 and 5.28 compare the neutral fraction and temperature of a slice through
the z = zbox/2 coordinate of the computational volume at times t = 0.05, t = 0.2 and t = 0.4
Myr. With the direction conserving transport in the ionised regions, SimpleX is capable of re-
producing the shadows behind neutral clumps and filaments that the other codes show as well.
These shadows were absent in the simulation with ballistic transport only. Also visible in these
figures is the effect of Poisson noise on the stochastic grid, causing a less smooth ionisation
front. During grid creation we have not applied the noise reduction methods discussed in chap-
ter 3 that will reduce these effects. The temperature plot shows that multiple frequency bins
are essential for capturing the high energy tail of the source spectrum, resulting in higher gas
temperatures farther from the sources. This is best visible at early times. Both C2Ray and FTTE
use one frequency bin and have to rely approximations to capture spectral hardening. Therefore
the temperature state that these codes find is comparable to the SimpleX run with one frequency
bin, shown in the top row of Fig. 5.24. The use of more frequency bins results in a more accu-
rate calculation of the temperature far from the sources. On the whole, the morphology of the
ionised region and the temperature stat of the gas that SimpleX finds shows excellent agreement
with the results of the other codes.
5.7 Summary
In this chapter we have shown the performance of the new version of the SimpleX method
in various test problems for cosmological radiative transfer. The direction conserving trans-
port mode ensures that photons keep their directions when they are travelling through regions
with a low optical depth. This removes the numerical diffusion that occurs when photons are
transported ballistically everywhere. Furthermore, with direction conserving transport SimpleX
results show sharp shadows behind dense regions, with photons penetrating the shadow approx-
imately one or two cells. Even though direction conserving transport is computationally more
expensive than ballistic transport, by applying it only to the regions where it is necessary, the
extra computational overhead is limited.
We have shown that the assumption of a constant temperature of 10000 K in the ionised gas
does not have a strong influence on the ionised fractions in the solution of the test problems. It
is therefore a good approximation in post-processing simulations, although this may not be the
case in simulations where the role of recombinations is more important. In addition, in radiation
hydrodynamics simulations the temperature of the gas plays a crucial role, one therefore has
to take into account the relevant heating and cooling processes. SimpleX finds a temperature
state of the gas that is in excellent correspondence with what is found by other codes in the
test problems. The temperature state is highly dependent on how well the high energy tail of
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Figure 5.27: Test 4, slice through the z = zbox/2 coordinate of the cosmological density field
showing the neutral fraction of the gas at 0.05, 0.2 and 0.4 Myr. From top to bottom simu-
lations performed with SimpleX, C2Ray, crash and ftte are shown. The SimpleX simulation
was performed with combined transport using 84 direction bins and 10 frequency bins on a
static grid and has been interpolated to a structured grid with 1283 grid cells. As a result of the
interpolation artefacts are visible, especially near the boundary of the simulation volume.
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Figure 5.28: Test 4, slice through the z = zbox/2 coordinate of the cosmological density field
showing the temperature of the gas at 0.05, 0.2 and 0.4 Myr. From top to bottom simulations
performed with SimpleX, C2Ray, crash and ftte are shown. The SimpleX simulation was per-
formed with combined transport using 84 direction bins and 10 frequency bins on a static grid
and has been interpolated to a structured grid with 1283 grid cells. As a result of the interpola-
tion artefacts are visible, especially near the boundary of the simulation volume.
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the source spectrum is captured. We have shown that in all test problems the SimpleX results
converge when using more than 5 frequency bins.
We would like to stress that these improvements in the accuracy of the method have been
achieved without sacrificing its main benefits. The algorithm remains computationally very ef-
ficient, with a computation time independent of the number of sources. Due to the adaptive
nature of the grid, the dynamic range of the resolution is very high. Combined with the paral-
lellisation for distributed memory machines, simulations can be done with a very high numbers
of grid points, making SimpleX an ideal tool for doing large scale reionisation simulations.
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CHAPTER 6
The escape of ionising radiation from
high-redshift dwarf galaxies
Jan-Pieter Paardekooper, Inti Pelupessy, Gabriel Altay & Chael Kruip
To be submitted
T
he UV escape fraction from high-redshift galaxies plays a key role in
models of cosmic reionisation. Because it is as of yet not possible to de-
duce the escape fractions during the epoch of reionisation from observations,
we have to rely on numerical simulations. In this chapter we aim to better
constrain the escape fraction from high-redshift dwarf galaxies, as these are
the most likely sources responsible for reionising the Universe. We employ
a N-body/SPH method that includes realistic prescriptions for the physical
processes that are important for the evolution of dwarf galaxies. These mod-
els are post-processed with radiative transfer to determine the escape fraction
of ionising radiation. We perform a parameter study to assess the influence
of the spin parameter, gas fraction and formation redshift of the galaxy and
study the importance of numerical parameters as resolution, source distri-
bution and local gas clearing. We find that the UV escape fraction from
high-redshift dwarf galaxies that have formed a rotationally supported disc
lie between 10−5 and 0.1. The mass and angular momentum of the galaxy
are the most important parameters that determine the escape fraction. We
compare our results to previous work and discuss the uncertainties of our
models. Despite the low escape fraction in our models we find that high-
redshift dwarf galaxies can contribute significantly to cosmic reionisation.
The low escape fraction is balanced by the high stellar content in the galax-
ies, resulting in an efficiency parameter for stars that is only marginally lower
than the values found by semi-analytic models of reionisation. We therefore
conclude that dwarf galaxies play an important role in cosmic reionisation
also after the initial starburst phase, when the gas has settled into a disc.
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6.1 Introduction
Evidence from WMAP data (Spergel et al. 2007; Page et al. 2007; Komatsu et al. 2010) and ob-
servations of the Lyman alpha forest from high-redshift quasars (Becker et al. (2001); Fan et al.
(2001, 2006b), for a review see Fan et al. (2006a)) shows that the Universe was likely reionised
between redshift 11 and 6. It is uncertain which sources were responsible for reionisation, the
most likely candidates being quasars and stellar sources. The declining quasar population at red-
shifts above 6 suggests that stars in galaxies are responsible for reionising the Universe (Madau
et al. 1999; Fan et al. 2002; Yan & Windhorst 2004; Srbinovsky & Wyithe 2007). However,
the nature of the stellar sources and the mass range of the galaxies that host these stars remains
uncertain.
According to the standard cold dark matter paradigm most ionising photons produced dur-
ing the epoch of reionisation originate from galaxies with masses between 108 − 1010M (e.g.
Barkana & Loeb (2001)). This picture is confirmed by semi-analytic models of reionisation that
show that if the Universe was reionised by stellar sources, a significant population of low mass
galaxies must exist that drives reionisation (Choudhury et al. 2008). Recent observations of the
luminosity function at z ∼ 7 also point towards a large population of low mass galaxies in order
to produce enough photons to reionise the Universe (e.g. Oesch et al. (2009); Richard et al.
(2008); Bouwens et al. (2010)). However, no direct evidence of the contribution of galaxies
to reionisation exists. How much galaxies contribute to reionisation depends on the amount of
ionising photons that are produced in high-redshift galaxies and the fraction of these photons
that is able to escape from the galaxy. The number of UV photons that are produced in a galaxy
is determined by the star formation rate and initial mass function, both of which are uncertain at
high redshift. The largest uncertainty in the contribution of galaxies to reionisation is presented
by the escape fraction fesc of ionising photons from the galaxies, which determines how many
of the photons that were produced in a galaxy are emitted into the inter-galactic medium (IGM)
instead of being absorbed inside the galaxy itself. Therefore, the escape fraction of UV photons
produced in a galaxy that is able to escape and thereby contribute to reionisation is a crucial
parameter in studies of cosmic reionisation.
The photo-ionisation rate at redshifts 5-6 inferred from the Ly-α opacity of the IGM indi-
cates that observed population of galaxies and quasars is capable of maintaining the IGM in its
ionised state if the escape fraction is higher than 20% (Bolton & Haehnelt 2007). Although the
method to determine the photo-ionisation rate only works for an IGM that is already ionised,
i.e. for redshifts lower than 6, extrapolation to higher redshifts suggests that the reionisation
epoch was extended and occurred in a photon-starved manner, with 1.5 - 3 photons per hy-
drogen atom over the lifetime of the Universe, unless the ionising emissivity is substantially
higher during reionisation than it is now. Recent observations of galaxies at redshifts within the
epoch of reionisation show that the observed population of galaxies can only drive reionisation
if the escape fraction is higher than 20% (Labbé et al. 2010), or even as high as 60% (Bouwens
et al. 2010). These results depend heavily on the parameterisation of the faint-end slope, that
is, the abundance of low luminosity sources that cannot be observed but are likely the main
sources of reionisation. However, the main uncertainty is whether escape fractions of 20-60 %
in high-redshift galaxies are realistic. For this reason a lot of effort has gone into observationally
determining how many UV photons are able to escape from galaxies at high redshift.
Determining the escape fraction observationally is a difficult task even in the local Universe.
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For the Milky Way, the escape fraction has been estimated by modelling observed emission
measures and kinematics of the Magellanic Stream assuming photoionisation due to hot, young
stars in the galactic disc, resulting in escape fractions ∼ 6% perpendicular to the galactic disc
and ∼ 1 − 2% when averaged over solid angle (Bland-Hawthorn & Maloney 1999; Bland-
Hawthorn & Putman 2001). Determining the escape fraction from galaxies other than the Milky
Way is complicated by the fact that the intrinsic number of ionising photons that is produced in
the galaxy is unknown. An often used method is to measure the flux at a specific wavelength
(usually 900 Å) and then use models to determine the total number of Lyman continuum photons
from that flux (Leitherer et al. 1995). This requires knowledge of the star formation history and
IMF in the galaxy. At low redshift one can use the Hα flux to constrain the total number of
Lyman continuum photons produced in the galaxy. At high redshift this becomes increasingly
difficult as the Balmer lines shift to the near-IR. Therefore, often the flux at 1500 Å is used
instead. However, the 1500 Å line is subject to significant dust attenuation, so it is difficult
to determine the intrinsic Lyman continuum luminosity. For that reason, Steidel et al. (2001)





Here, f1500 is the observed flux at 1500 Å and f900 the observed flux at 900 Å. The line-of-
sight opacity of the IGM to Lyman continuum photons τIGM,900 can be estimated empirically or
through simulations, while the ratio between intrinsic luminosity above and below the Lyman
break L1500/L900 needs to be estimated from stellar population synthesis models. The relation
between the absolute escape fraction and relative escape fraction is then
fesc = 10−0.4A(1500) fesc,rel, (6.2)
where A(1500) = 10.33E(B − V) is the dust extinction at 1500 Å. Since in this work we are
primarily interested in the absolute escape fraction, when necessary we convert values for the
relative escape fraction in the quoted literature to absolute escape fractions using the median
value E(B − V) = 0.15 (Shapley et al. 2006; Siana et al. 2007).
Attempts to observe the Lyman continuum flux of galaxies in the local Universe yielded null
results, thus placing only upper limits on the escape fraction. The escape fraction from five local
starburst galaxies that were selected for a high predicted escape fraction were found to be less
than 3 - 10% (Hurwitz et al. 1997; Deharveng et al. 2001). For the local extreme starburst dwarf
galaxy Haro 11, that was selected to be representative for dwarf starbursts at high redshift,
Bergvall et al. (2006) found the escape to be less than 10%, but reanalysis by Grimes et al.
(2007) showed that for the same galaxy fesc < 2%. Heckman et al. (2001) estimated the local
H i column density in 5 local starbursts from C ii and O i absorption lines and found escape
fractions less than 6% in these galaxies. No Lyman continuum flux has been detected in galaxies
at redshift around 1 as well. Using imaging techniques Malkan et al. (2003) could place upper
limits on the escape fractions of 6% for 11 bright blue galaxies at z ∼ 1. Siana et al. (2007)
added 21 galaxies at similar redshift to this sample, for which no escaping Lyman continuum
photons were found. Stacking the images results in an upper limit to the escape fraction of
∼ 2%. Deep far-UV images of 15 galaxies at z ∼ 1 obtained by Siana et al. (2010) yielded null
detections, constraining the escape fraction to be less than 1% if the majority of galaxies have
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non-zero escape fractions. Alternatively, if no radiation escapes from the majority of galaxies,
no more than 8% of the galaxies can have escape fractions higher than 12%.
In contrast to the searches at low redshift, at higher redshift Lyman continuum emission has
been detected. Steidel et al. (2001) found Lyman continuum emission in a stack of 29 galaxies at
redshift z ∼ 3.4, resulting in escape fractions of ∼ 10%. However, Giallongo et al. (2002) found
no significant Lyman continuum emission from the two brightest galaxies in the same sample,
placing an upper limit of ∼ 4% on the escape fraction. For a sample of 27 spectroscopically
identified galaxies at redshifts between 1.9 and 3.5 Fernandez-Soto et al. (2003) found a similar
upper limit. Shapley et al. (2006) were the first to detect Lyman continuum emission from
individual galaxies in a sample of 14 z ∼ 3 star-forming galaxies. In two out of the 14 galaxies
the majority of produced Lyman continuum photons escape from the galaxy, while the sample
average shows an escape fraction of ∼ 4%. Iwata et al. (2009) find escape fractions ranging from
4% to 20% for galaxies in a protocluster at z ∼ 3, an environment that may not be representative
for galaxies at that epoch. An entirely different way of measuring escape fractions that does not
suffer from the systematic uncertainties of the methods described earlier is using the afterglow
of gamma ray bursts. In a large sample of gamma ray bursts at high redshift Chen et al. (2007)
and Fynbo et al. (2009) measured escape fractions of less than 7% . However, the sample of
gamma ray burst hosts might be biased due to lack of S/N in optically thin sight lines, resulting
in a bias towards a low value of the escape fraction.
The lack of detections of Lyman continuum radiation at low redshifts and the positive detec-
tions at higher redshift might be an indication that escape fractions are higher at high redshift.
However, the samples are very small so it could very well be that the low-redshift counterparts
of the high redshift galaxies have not been targeted yet. The high redshift surveys are most
likely biased towards the bright end of the luminosity function and the observed objects may
be untypical extreme objects. A generic conclusion on the escape fractions at high redshift can
therefore not be drawn from these data sets. Larger samples are needed to resolve this issue.
Observations might also give a clue on how the photons escape from the galaxy. The result that
2 out of 14 galaxies at z ∼ 3 have very high escape fractions could indicate that the escape of
ionising radiation is highly inhomogeneous and is only detected when the photons are emitted
in our line of sight. Observations of the star formation surface density in galaxies that show
high escape fractions could provide information on the environment of the part of the galaxy
from which radiation is escaping. This would provide insights into the physical processes at
work when ionising radiation escapes.
Early attempts of theoretical estimates of the escape fraction relied on simplifying assump-
tions for the gas distribution in a galaxy. Dove et al. (2000) studied the formation of super-
bubbles in a uniform medium and found that around 7% of the ionising radiation produced by
OB associations could escape from a galaxy like the Milky Way. For higher redshifts, Wood
& Loeb (2000) found that almost no ionising radiation escapes from disc galaxies at redshift
10. Ricotti & Shull (2000) showed that for spheroidal galaxies the maximum escape fraction is
10%, dropping steeply with increasing mass and redshift. However, Ciardi et al. (2002) showed
that escape fractions are highly dependent on the density distribution in the galaxy and Clarke
& Oey (2002) argued that porosity of the interstellar medium (ISM) caused by supernovae has
a profound impact on the escape fraction by providing channels through which radiation can
escape. This was investigated by Fujita et al. (2003) who showed that shells blown by super-
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novae in starburst dwarf galaxies create chimneys through which radiation escapes, resulting
in escape fractions up to 20%. All these models have in common that the gas distribution in
the galaxy is postulated and does not evolve under the influence of the physical processes in
the galaxy. Although this provides valuable insights in the dependence of the escape fractions
on the properties of the gas distribution, a realistic estimate for absolute values of the escape
fractions requires that the interplay between stars and the gas in the galaxy is taken into account.
In recent years simulations of large scale structure formation and galaxy formation have
been conducted, providing realistic initial conditions for simulations of galaxies to determine
the UV escape fraction. Razoumov & Sommer-Larsen (2006, 2007, 2010) calculated escape
fractions from galaxies that were extracted from galaxy formation simulations, using a ray-
tracing radiative transfer method on the SPH particles. They found a strong redshift dependence
of the escape fraction, ranging from 1-2% at z ∼ 2 and 8 - 10% at z ∼ 3 up to around 80%
at z ∼ 10. Using AMR radiation hydrodynamics simulations of primordial starburst dwarf
galaxies formed at redshift 8, Wise & Cen (2009) found escape fractions around unity. On
the other hand, Gnedin et al. (2008) found significantly lower escape fractions of 1-3% for
galaxies at redshift z = 3 − 9, with almost no redshift dependence with a moment radiative
transfer method coupled to AMR hydrodynamics. Contrary to above results, they found that
the escape fraction declines steeply for low mass galaxies. Yajima et al. (2009) post-processed
an SPH simulation of an isolated, supernova-dominated galaxy at z = 3.7− 7 with a ray-tracing
radiative transfer algorithm to find escape fractions of 20 - 60% that were highly sensitive to
dust extinction. Using a larger sample of galaxies Yajima et al. (2010) found a high dependence
of the escape fraction on galaxy mass, ranging from up to 70% for low mass galaxies to around
7% for high mass galaxies. Contrary to the other studies, no variation of the escape fraction
with redshift is observed between z = 6 and z = 3. An entirely different approach was taken by
Wyithe et al. (2010), who used the star formation rate that was derived from gamma ray burst
afterglows to break the degeneracy between star formation rate and escape fraction in their
semi-analytic models of reionisation. They showed that for plausible reionisation scenario’s
the escape fraction must be around 5% at z > 6, significantly lower than what is found in the
numerical simulations.
These numerical simulations have shown that the escape fraction is highly dependent on the
physical processes that shape the galaxy. The intricate interplay between star formation and
feedback and the gas inside the galaxy ultimately determines how many photons can escape
from the galaxy. However, realistic modelling of galaxies is computationally challenging and
requires accurate treatment of many physical processes in combination with a high resolution
to resolve all relevant scales. In this work we apply a numerical method that includes a realistic
treatment of the physics inside galaxies and has been shown to reproduce properties like the
morphology, star formation rate and the spatial pattern of star formation in local dwarf irregular
galaxies very well (Pelupessy et al. 2004). Our primary interest lies in escaping radiation from
high-redshift dwarf galaxies, as these galaxies are thought to be the main sources that drive
cosmic reionisation. By using initial conditions that are representative for high redshifts we
can use this code to realistically model the evolution of high-redshift dwarf galaxies and study
the amount of ionising radiation that is able to escape from these galaxies. To get an unbiased
picture of how the physics in the galaxy itself influences the escape fraction we only study
galaxies in isolation in this work. This has the additional advantage that we can use the same
114 And there was light
resolution for different galaxy masses, contrary to galaxies extracted from large scale structure
formation simulations, in which low mass galaxies generally have a lower resolution. A draw-
back of this approach is that we neglect the effects from infalling gas from outside the halo and
merger events, which are expected to drastically increase the star formation rate and hence the
production of ionising photons. These issues will be addressed in future work. We will show
that due to computational limitations it is only possible to give a lower limit on the value of the
escape fraction, we can however show trends in the escape fraction by varying several relevant
physical parameters, such as the halo mass, spin parameter, gas fraction and redshift.
This chapter is organised as follows. In Sect. 6.2 we describe the numerical methods we
use to simulate the high-redshift dwarf galaxies and the ionising radiation. In Sect. 6.3 we
present the results of the simulations, followed by the implications for reionisation models and
a comparison to previous work in Sects. 6.5 and 6.6. We end with conclusions in Sect. 6.7.
6.2 Method
The method we use for modelling the dwarf galaxies is described in detail in Pelupessy et al.
(2004); Pelupessy (2005). In short, we use an SPH code that follows the evolution of star par-
ticles and gas particles in a static dark matter potential. The two-phase nature of the ISM is
reproduced in our models as a natural result of the physics included. Star formation follows a
Jeans criterion. These models are post-processed with the SimpleX radiative transfer method
(Paardekooper et al. 2010) to calculate the fraction of ionising radiation that escapes the galax-
ies.
6.2.1 Initial conditions
In this work we study the escape fraction from single, isolated dwarf galaxies that have formed
a rotationally supported disc. We thereby neglect external gas inflow and feedback effects from
nearby galaxies. Although this is clearly an approximation it gives us a the opportunity to
focus on the physics inside the galaxy itself and asses the influence of physical parameters of
the galaxy on the escape fraction. It is currently unclear whether high-redshift dwarf galaxies
are indeed able to form discs. On the one hand, conservation of angular momentum will lead
to disc formation, while on the other hand feedback effects from supernova explosions may
prevent the gas from settling into a disc. The main uncertainty in this issue is the strength of
supernova feedback at high redshift, which is currently under debate (e.g. Agertz et al. (2010)).
In this work we assume that the gas and stars do form a disc. Note however that, depending
on the physical parameters of the model, feedback effects can result in highly irregular galaxy
morphologies. We plan to study the escape fraction during the initial assembly phase of these
galaxies in future work.
Each galaxy starts out as a disc of gas and stars that resides in a dark matter halo, constructed
using the analytic disc galaxy models of Mo et al. (1998). The initial conditions are generated
in a similar fashion as described in Springel et al. (2005). The dark matter halo follows a profile
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where Mhalo is the total mass of the dark matter halo and a is the scale length. This dark matter
profile can be related to the widely used NFW profile (Navarro et al. 1997) by expressing a in
terms of the scale length rs of the NFW profile:
a = rs
√
2 (ln(1 + c) − c/(1 + c)). (6.4)
Here, c is the concentration factor, defined as c = r200/rs with r200 the radius at which the mean
enclosed dark matter density is 200 times the critical density. By defining a this way the dark
matter profile agrees with the NFW profile in the inner parts of the halo, while in the outer
parts it declines more quickly, so that the total mass converges. This allows us to create isolated
haloes without the need to truncate the dark matter halo abruptly in the outer regions.
The total mass of the disc of the galaxy is taken to be a fraction of the total mass of the
galaxy, Md = fbMtot. We take fb = 0.041 in all galaxy models. The disc consists of stars and
gas, so Md = Mgas + M?, where Mgas = fgasMd. The fraction of disc mass that is in gas fgas is
a free parameter in the models. The surface density of the stars is modelled by a exponential










If we assume that the disc is centrifugally supported and that the angular momentum of the
material that forms the disc is conserved there is a direct relation between hs and the spin





where J is the angular momentum and E is the total energy of the halo. The spin parameter is a
free parameter of our galaxy models, which then sets the scale length of the galactic disc.
The three-dimensional stellar density follows the profile of an isothermal sheet with radially




exp (−R/hs) sech2(z/hz). (6.8)
It is not possible to define the gas disc in the same manner, because in that case the vertical
profile is governed by a combination of self-gravity and pressure of the gas. In our models we









where γ is the local polytropic index of the equation of state and Φ is the total gravitational
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Table 6.1: Galaxy model parameters
Galaxy M(M) λ zcoll fgas
1 108 0.05 11 0.5
2 108 0.025 11 0.5
3 108 0.1 11 0.5
4 108 0.05 11 0.2
5 108 0.05 11 0.8
6 108 0.05 9 0.5
7 108 0.05 7 0.5
8 109 0.05 8 0.5
9 109 0.025 8 0.5
10 109 0.1 8 0.5
11 109 0.05 8 0.2
12 109 0.05 8 0.8
13 109 0.05 9 0.5
14 109 0.05 7 0.5
with Σgas(R, z) given by Eq. (6.5). For more details on how the potential and the resulting gas
distribution are calculated self-consistently we refer the reader to Springel et al. (2005).
We have run different galaxy models, varying the spin parameter λ, the total mass of the
galaxy, the fraction of disc mass that is in gas and the formation redshift. The latter determines
the extend of the dark matter halo and thus the surface density for a given mass. The metallicity
is kept constant in all models at a value of 0.2 solar. The galaxy models and their parameters
are listed in Table 6.1. All models were evolved for 550 Myr, which means the simulations
end around redshift 6, when cosmic reionisation is thought to be finished. It is highly unlikely
that over the course of this time our assumption that the galaxies are in isolation remains valid.
However, in this work we are mainly interested in the mean escape fraction, and this simulation
time guarantees enough statistics for reliable time averaging.
6.2.2 The two-phase nature of the ISM
Star formation in galaxies is governed by the complex interplay between the interstellar medium
and stars. The ISM provides the material from which stars form, while stars influence the
ISM with their UV-radiation, stellar winds and supernova explosions. It is therefore crucial for
realistic models of galaxies to include a model for the ISM that reflects the observed properties
of the ISM, in order to treat the star formation inside the galaxy correctly.
The diffuse gas in the ISM is observed to be in three dominant phases: a cold phase (T ∼ 100
K), a warm phase (T ∼ 104 K) and a hot phase (T ∼ 106 K) (McKee & Ostriker 1977). Gas in
the cold phase is neutral, while gas in the hot phase is ionised. The warm phase consists of both
neutral and ionised gas. Star formation is mainly determined by gas in the warm and the cold
phase, so for a realistic treatment of star formation it is important to model these two phases
correctly.
The model we employ for the ISM is qualitatively similar to the model described in Wolfire
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et al. (1995), although our treatment is more simplified. The two-phase nature of the ISM is
maintained by a combination of metal cooling, cosmic ray ionisation and photo-electric UV
heating. It is important to note that in our simulations the two-phase ISM is not postulated but
a natural result of the physics included in the model.
6.2.3 Star formation and feedback
Star formation and feedback are of crucial importance for the evolution of the galaxy. In our
models star formation is based on a Jeans criterion, where a region is considered unstable to
star formation when the local Jeans mass is smaller than the mass of a typical molecular cloud,
Mref . The rate of star formation is set to scale with the local free fall time. A gas particle that
is forming stars converts a fraction εsf of its mass into stars, which sets a minimum to the star
formation efficiency. However, the actual star formation efficiency is determined by feedback
effects from the stars and cooling properties of the gas. This relatively simple recipe for star
formation reproduces the Schmidt law power dependence of the SFR on gas density in good
agreement with observations, without actually imposing it.
We assume that stars form according to a universal initial mass function (IMF). In this
work we take a Salpeter IMF with a lower mass cutoff of 0.1 M. This appears to be a good
choice for star formation in the local Universe, however, at high redshift star formation might
be described more accurately by a top-heavy IMF. In that case we would be underestimating
both the number of ionising photons that are produced by the stars in our simulations and the
number of supernova explosions. However, a top-heavy IMF is expected to occur only in very
low metallicity gas and in this work we assume that the gas in the galaxies has already been
enriched with metals to such extend that the star formation process is similar to that in the local
Universe, leading to an IMF that is comparable to the IMF at low redshift. In addition, previous
work by (Wise & Cen 2009) showed that the difference in escape fraction between galaxies with
a top-heavy and a Salpeter IMF is at most 75% when the strength of the supernova feedback is
kept constant, which is much smaller than the difference that changing other physical parameters
made. We plan to study the effect of a different IMF in future work.
In our models we incorporate two types of stellar feedback. The far-UV radiation from the
stars heats the gas, which is taken into account in the code as part of our model of the ISM. The
far-UV luminosity of the stellar particles are calculated using an updated version of the Bruzual
& Charlot (1993) population synthesis models. Furthermore, stars inject energy into the gas
by stellar winds, supernovae and the expansion of H ii regions. These three effects constitute
the mechanical luminosity of the stellar particles. The mechanical energy is dominated by the
energy output by supernovae, which shape the ISM surrounding the star formation sites. In our
models we assume that stars heavier than 8 M explode as type II supernovae with energies
of 1051 ergs. Combined with the IMF this sets the energy injection by supernovae. Note that
our choices for a Salpeter IMF and resulting supernova feedback may have an impact on the
resulting escape fractions. We will discuss the possible implications in a later section.
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6.2.4 Radiative transfer
We determine the amount of radiation that is able to escape from the galaxies by post-processing
the galaxy models with radiative transfer calculations. We thereby neglect the direct influence
of the radiation on gas. We do not expect this to have a very large influence on the results, as the
energy budget of the expanding H ii regions is already part of the stellar feedback model (see
Sect. 6.2.3). Furthermore, Gnedin et al. (2008) found that the direct coupling of radiation and
gas does not change the escape fraction significantly.
The radiative transfer calculations are performed using the SimpleX2 algorithm (Paarde-
kooper et al. 2010). SimpleX utilises an unstructured grid to transport photons on. The grid is
constructed such that the properties of the medium through which the photons travel are taken
into account, resulting in a computationally efficient method of which the computation time
does not scale with the number of sources in the simulation. The latter property is important
given the large number of sources present in the galaxies.
The total simulation time of the radiative transfer simulations is 10 Myr. The escape fraction
converges to an equilibrium value well within that time, usually within 2 to 3 Myr and never
beyond 5 Myr. Because the gas is initially fully neutral this provides an upper limit to the time
it takes before convergence is reached. As this upper limit is well within the time scale at which
source evolution takes place (typically 30 Myr), this is another indication that post-processing
the simulations with the radiative transfer calculations does not affect our results significantly.
6.2.5 Dust
In the local Universe, dust is mainly produced by AGB stars (Gehrz 1989; Dwek 1998; Woitke
2006; Höfner & Andersen 2007; Mattsson et al. 2008). At higher redshift, the time it takes
for stars to reach the AGB becomes comparable to the lifetime of the Universe, making them
an unlikely source of dust at very high redshift. However, observations of high-redshift sub-
mm galaxies, high-redshift quasars and GRB afterglows show that dust is present also in the
early Universe (MichaÅowski et al. 2010; Maiolino et al. 2004; Perley et al. 2009). This dust
may have been produced in supernova explosions (Todini & Ferrara 2001; Morgan & Edmunds
2003; Nozawa et al. 2003; Hirashita et al. 2005; Dwek et al. 2007), but recent work shows that
the contribution by AGB stars can’t be neglected even at very high redshift (Valiante et al. 2009;
Kotak et al. 2009).
The presence of dust in the early Universe makes it important to take absorption by dust into
account in our calculations of escape fractions. To this end we use the prescription proposed by
Gnedin et al. (2008) to model dust absorption. This model is based on the observed extinction
curves of the Small and Large Magellanic Clouds. Using these measurements we can express
the cross section of dust as an effective cross section per hydrogen atom and thus avoid any
assumption about the size distribution and shape of the dust grains. The assumption that goes
into this prescription is that the dust at high redshift has similar properties as the dust in the SMC
and LMC, which is not obvious since at high redshift the sources of dust might be different.
The optical depth due to dust is
τd = rNdσd, (6.11)
where r is the path length through the gas, Nd is the dust column density and σd is the dust




Figure 6.1: Cross section of hy-
drogen (solid), SMC dust (dotted)
and LMC dust (dashed) as function
of frequency normalised to the fre-
quency of the Lyman limit.
cross section. For the latter we use the fits from Gnedin et al. (2008) who updated the analytic
fits provided by Pei (1992). These cross sections are shown in Fig. 6.1. The difference in cross
section between SMC and LMC dust is mainly due to the higher metallicity of the latter. Both
dust cross sections are well below the photoionisation cross section for hydrogen in almost the
entire frequency range above the Lyman limit.
Since we expressed the dust cross section as an effective cross section per hydrogen atom,
we should use the hydrogen number density instead of the dust number density in Eq.(6.11).
However, in order to account for a metallicity different from that in the SMC and LMC we scale
the hydrogen number density with the metallicity. Furthermore, to account for the destruction
of dust we consider two cases. The first case is that dust is not destroyed at all, so dust scales





The second case is where dust is completely sublimated in the ionised regions, so dust scales
with the neutral hydrogen number density:




Here, χ is the ionised fraction, Z is the metallicity and Z0 the reference metallicity of the SMC
and LMC relative to solar metallicity. We use Z0,SMC = 0.25 and Z0,LMC = 0.5 (Welty et al.
1997, 1999). In this work we will primarily use the SMC dust model, as due to the lower
metallicity and the relative young stellar population the SMC probably gives a better model for
high-redshift dust extinction than the LMC. However, tests show that for our calculations the
difference in escape fractions between the two dust models is less than 1%.
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6.2.6 Calculation of the escape fraction
We calculate the escape fraction by comparing the number of ionised photons that are produced
by the stars in a time step to the number of photons that travels beyond r200:
fesc(t) =
Nphot(r > r200, t)
Nemitted(t)
. (6.14)
This is the absolute escape fraction of ionising photons at a certain time t. Note that there is a
small delay in time between the moment that photons are emitted and the moment they escape.
This delay is equal to the light travel time from a source to r200, which is, depending on the
mass of the galaxy, between 11 and 89 kyr in our simulations. This is much shorter than the
dynamical time scale of star formation, so this poses no problem.
6.3 Results
In this section we present the results of post-processing the galaxy simulations with radiative
transfer of ionising radiation. We will first focus on general trends in the escape of radiation
from galaxies, after which we will discuss the influence of various physical parameters on the
star formation rate and the escape fraction.
6.3.1 Galaxy morphologies
The density distributions of the 108M and 109M galaxies after 550 Myr are shown in Figs. 6.2
and 6.3. Even though initially all models consisted of stars confined inside a disc of gas, phys-
ical processes within the galaxies have quickly transformed this into highly irregular density
distributions. The morphologies of the 108M and 109M galaxies follow similar trends as the
physical parameters change. The higher mass galaxies show more substructure and higher peak
densities, but the overall morphology is comparable to the lower mass galaxy for the same set
of parameters.
Figs. 6.2 and 6.3 show that different choices for the parameters of our galaxy models give
rise to different morphologies. The angular momentum and thus the spin parameter has the
most pronounced effect. A high value for the spin parameter results in a gas distribution that is
confined in a disc, where density peaks occur out to large radii. A lower spin parameter results
in a highly irregular density distribution where supernova explosions can easily expel gas from
the dark matter halo and high densities are found only in the centre of the galaxy. The effect
of the initial gas fraction and formation redshift on the morphologies of the galaxies is smaller.
A high initial gas fraction leads to dense clumps that are more extended and reach out to larger
radii, while a low initial gas fraction has the opposite effect. Apart from the compactness of the
halo, there is no significant change in morphology as result of changing the formation redshift
of the galaxy.
The high density knots in the galaxies are the main sites of star formation. Column densities
in these regions are so high that ionising photons are trapped inside. There are two ways in
which the ionising radiation produced by the stars may escape from these high density regions.
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Figure 6.2: Slices through the x-axis (left), y-axis (centre) and z-axis (right) of the gas density
distribution of the 108M galaxies. From top to bottom galaxies 1 to 7 are shown. The physical
parameters of these galaxies are listed in Table 6.1.
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Figure 6.2: Continued.
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Figure 6.3: Slices through the x-axis (left), y-axis (centre) and z-axis (right) of the gas density
distribution of the 109M galaxies. From top to bottom galaxies 8 to 14 are shown. The physical
parameters of these galaxies are listed in Table 6.1.
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Figure 6.3: Continued.
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Stars can migrate from their formation sites towards a lower density environment, so that the
ionising photons are no longer trapped and can escape more easily. However, in the time that
this migration takes place the massive sources that produce most ionising radiation have ceased
to exist. Source migration alone can therefore not provide an efficient mechanism for the bulk
of ionising radiation to escape. An alternative way in which the column density in the vicinity
of the stars can be lowered is by supernovae. Supernova explosions can blow holes in the gas,
thus creating channels through which the radiation can travel. In this case radiation can escape
only in directions where supernovae created a gap in the gas density distribution, making the
escape of ionising radiation highly inhomogeneous.
These two ways in which ionising radiation can escape from the high density environment in
which star formation takes place indicate that the timing of the star formation is very important.
As the scales at which individual stars form cannot be resolved in current simulations, stellar
particles represent a population of stars. The time at which the bulk of UV radiation is produced
and the energy released by supernovae are both governed by subgrid physics. If young stars are
still abundant when supernova explosions have created gaps in the high density gas distribution
many UV photons will escape, but if at that time the young stars are no longer present there
will not be many photons escaping. This means that the subgrid physics of star formation and
feedback can play an important role in the determination of the escape fraction of ionising
radiation.
If supernova explosions are indeed the catalyst of radiation escaping from the galaxies, we
expect a correlation between the star formation rate in individual galaxies and the fraction of
radiation escaping. This correlation is not due to the increasing number of ionising photons
that are produced when star formation rates are higher, because without channels to escape
from all photons will be trapped. However, a higher star formation rate also implies more
supernova explosions, which in turn results in a higher chance that channels through which
radiation can escape will be created. We therefore expect high escape fractions in galaxies
with high star formation rates. This correlation between star formation and escape fraction
was reported earlier by Wise & Cen (2009), although this effect was particularly strong in
their simulations due to their very high supernova feedback strength. In order to study the
interplay between star formation rate and escape fractions in more detail, we will first discuss
the influence of the physical parameters of the galaxy on the star formation rate before turning
our attention to the escape fractions.
6.3.2 Star formation rates
The star formation rate as function of time of our model galaxies is shown in the top panels of
Figs. 6.4 and 6.5. The star formation rates averaged over the lifetimes of the galaxies range
between 10−5 and 10−3M yr−1 for the 108M galaxies and between 10−4 and 10−2M yr−1 for
the 109M galaxies. The higher star formation rates in the higher mass galaxies is due to the
fact that in these galaxies there is more gas available to form stars from. Most galaxies show
a quiet evolution with a star formation rate never deviating more than 2 to 3% from the mean.
Exceptions are the galaxies with low spin parameter or high gas fraction, which show evidence
of periodic bursts of star formation. In these cases the star formation rate deviates almost one
order of magnitude from the mean star formation rate during the simulation time.
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Figure 6.4: The star formation rate and escape fraction as function of time for the 108M
galaxies. The physical parameters of these galaxies are listed in Table 6.1.
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Figure 6.4: Continued.
The star formation rates we find are consistent with what was found previously for local
dwarf galaxies, both in observations (e.g. van Zee (2001); Dohm-Palmer et al. (1998, 2002))
and simulations (e.g. Andersen & Burkert (2000); Mayer et al. (2001); Pasetto et al. (2003)).
However, in most of our models star formation rates are considerably lower than found in pre-
vious work by Wise & Cen (2009) and Razoumov & Sommer-Larsen (2010) on high-redshift
dwarf galaxies. This is not surprising since these studies consider dwarf galaxies in which
strong feedback prevents the gas from settling into a disc. Our models with low spin parameter
that have a highly irregular morphology show the same burst-like behaviour of star formation,
with the peak star formation rate comparable to what was found by Wise & Cen (2009) and
Razoumov & Sommer-Larsen (2010).
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Figure 6.5: The star formation rate and escape fraction as function of time for the 109M
galaxies. The physical parameters of these galaxies are listed in Table 6.1.
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Figure 6.5: Continued.
Fig. 6.6 shows the dependence of the mean star formation rate over the lifetime of the galaxy
on the initial conditions of the galaxy. The left hand side of this figure shows the dependence
of the star formation rate on the spin parameter of the galaxy. All galaxies in this plot have an
initial gas fraction of 0.5, while the formation redshift is z = 11 for the 108M galaxies and
z = 8 for the 109M galaxies. The spin parameter ranges from 0.025 to 0.1. The resulting
star formation rates vary over an order of magnitude, from ∼ 2 · 10−5 to ∼ 2 · 10−4 M yr−1 for
the 108M galaxies and from ∼ 10−4 to ∼ 2 · 10−3 M yr−1 for the 109M galaxies, with star
formation rate decreasing with increasing spin parameter. The trend is present both in the high
and the low mass galaxies.
The centre plot in Fig. 6.6 shows the dependence of the mean star formation rate on the
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Figure 6.6: top left: Star formation rate as function of spin parameter λ. All galaxies have
an initial gas fraction fgas = 0.5 and the formation redshift is z = 11 for the 108M galaxies
and z = 8 for the 109M galaxies. top right: Star formation rate as function of the initial gas
fraction. All galaxies have a spin parameter of 0.05 and the formation redshift is z = 11 for the
108M galaxies and z = 8 for the 109M galaxies. bottom left: Star formation rate as function
of formation redshift. All galaxies have a spin parameter of 0.05 and an initial gas fraction of
0.5.
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initial gas fraction in the galaxy. All galaxies in the figure have a spin parameter of λ = 0.05
and the same formation redshifts as the left hand plot. Again a clear trend is visible, with a
higher star formation rate for higher initial gas fractions. As with the spin parameter, the star
formation rate varies over an order of magnitude, ranging from ∼ 2 · 10−5 to ∼ 2 · 10−4 M yr−1
for the 108M galaxies and from ∼ 10−4 to ∼ 2 · 10−3 M yr−1 for the 109M galaxies. The star
formation rate increases with increasing gas fraction. This can be explained by the fact that a
higher initial gas fraction means that there is more gas available for star formation at later stage
in the lifetime of the galaxy, resulting in a higher mean star formation rate.
Finally, the right hand side of Fig. 6.6 shows the dependence of the mean star formation
rate on the formation redshift of the galaxy. All galaxies in this figure have a spin parameter
of λ = 0.05 and an initial gas fraction of 0.5. In our models the formation redshift determines
the compactness of the dark matter halo. The higher central densities of the dark matter halo at
higher redshift makes it easier to form stars. However, the influence of the formation redshift is
small compared to the spin parameter and initial gas fraction. In contrast to these two parame-
ters, the mean star formation rate varies no more than 40% over the entire redshift range, from
∼ 3 · 10−5 to ∼ 9 · 10−5 M yr−1 for the 108M galaxies and from ∼ 8 · 10−4 to ∼ 10−3 M yr−1
for the 109M galaxies.
6.3.3 Escape fractions
Given the strong correlation between the star formation rate and the escape of ionising radiation
that previous studies found, we would expect that the escape fraction follows the same trend as
the star formation rate. In the individual galaxies in Figs. 6.4 and 6.5 the escape fraction indeed
follows the trends in star formation rate as function of time. The effect is most pronounced in
the galaxies with low spin parameter, in which the star formation happens in bursts. Because
the gas in these galaxies is only weakly bound to the disc as a result of the low spin parameter,
the effect of supernova explosions is more severe than in the other galaxies. The figures show
that if the spin parameter is low, a peak in the star formation rate results in a peak in the escape
fraction. This is not due to the increase in number of ionising photons, but to the increase in the
number of supernova explosions that create channels through which the radiation can escape.
The other galaxies also show some evidence of this effect, albeit less pronounced.
The escape fraction shows a highly irregular behaviour in all galaxies, with escape fractions
changing over 3 and sometimes even 10 orders of magnitude during the simulation time. In
galaxies with a highly variable star formation rate this is caused by the correlation between star
formation rate and escape fraction. However, galaxies in which the star formation rate does
not change significantly over time show highly variable escape fractions as well. Even though
the number of supernova explosions in these galaxies is relatively constant over time, not all
these explosions result in escaping radiation. A peak in the escape fraction only occurs when a
supernova creates a bubble large enough to provide a channel for the ionising radiation to travel
through, resulting in variations in the escape fraction of 3 orders of magnitude even when the
star formation rate is relatively constant over the simulation time. However, these variations
are smaller than the variations in escape fraction that occur when the star formation happens in
bursts, in which case escape fraction can change up to 6 to 10 orders of magnitude and follows
the trend of the star formation rate with time.
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The large variability of the escape fraction over time in individual galaxies makes it hard to
find global trends with changing physical parameters of the galaxies, as the deviation from the
time averaged escape fraction is quite large. Despite the uncertainty in the mean escape fraction
of individual galaxies it is possible to observe some general trends as the physical parameters
change. In the galaxies the escape fraction generally follows the trends of the star formation rate
with time, but the mean escape fractions over the lifetimes of the galaxies do not always follow
the same trend with the physical parameters as the mean star formation rate. Fig. 6.7 shows
the escape fraction as function of spin parameter, initial gas fraction and formation redshift for
the same galaxies as plotted in Fig. 6.6. The left hand side of this figure shows that the escape
fraction does generally follow the same trend as the star formation rate, supporting the notion
that escape fraction and star formation rate are coupled. The general trend is a declining escape
fraction with increasing spin parameter, with the escape fraction varying over almost 3 orders
of magnitude, ranging from ∼ 10−5 to ∼ 10−2 for the 108M galaxies and from ∼ 5 · 10−5 to
∼ 5 · 10−2 for the 109M galaxies. Exception is the 108M galaxy with λ = 0.1 that shows an
increase in escape fraction. However, the mean value of the escape fraction of this particular
galaxy is dominated by only a few peaks in the escape fraction, so in this case the mean is not
representative of the majority of the time the galaxy is emitting photons. Overall, the escape
fractions show a similar trend with λ as the mean star formation rate. A higher spin parameter
keeps the galaxy disc-like with the stars trapped in the middle of the disc. In order to escape the
radiation has to travel through the disc where the column density is highest, resulting in a low
value for the escape fraction.
In contrast to the spin parameter, the escape fraction shows a different dependence on the
initial gas fraction compared to the star formation rate. Where the star formation rate increases
with gas fraction, the escape fraction declines with higher gas fraction, shown in the centre plot
of Fig. 6.7. The mean escape fraction ranges from ∼ 10−7 to ∼ 10−4 for the 108M galaxies and
from ∼ 3 ·10−4 to ∼ 5 ·10−3 for the 109M galaxies, with lower escape fraction for galaxies with
a high initial gas fraction. As the gas fraction of the galaxy increases, the radiation has to travel
through higher neutral gas column densities to escape. This effect is stronger than the higher
star formation rate that in principle could lead to a higher escape fraction.
The escape fraction as function of the formation redshift of the galaxy is shown on the right
hand side of Fig. 6.7. A higher formation redshift results in a dark matter halo that is more
compact, which makes it easier to form stars. This higher star formation rate allows for more
escape of radiation, resulting in a higher escape fraction at higher redshift. Escape fractions
vary between ∼ 5 · 10−7 to ∼ 10−4 for the 108M galaxies and from ∼ 5 · 10−4 to ∼ 10−2 for
the 109M galaxies. The general trend is an increasing escape fraction at higher redshift. The
108M galaxy with formation redshift 9 deviates from this trend. As we can see in Fig. 6.4 the
relatively high escape fraction in this galaxy is caused by a few peaks in the escape fraction the
end of the simulation time. In the majority of the time that the galaxy is emitting photons the
escape fraction is much lower.
Fig. 6.8 shows the escape fractions of all simulated galaxies as function of mean star forma-
tion rate. This figure shows no evidence of a relation between the mean star formation rate and
the escape fraction. A high star formation rate results in more feedback on the gas and thus a
higher chance of channels being created for radiation to escape, resulting in a high escape frac-
tion. On the other hand, a high star formation rate can also be the result of high gas content in
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Figure 6.7: top left: Escape fraction as function of spin parameter λ. All galaxies have an
initial gas fraction fgas = 0.5 and the formation redshift is z = 11 for the 108M galaxies and
z = 8 for the 109M galaxies. top right: Escape fraction as function of the initial gas fraction.
All galaxies have a spin parameter of 0.05 and the formation redshift is z = 11 for the 108M
galaxies and z = 8 for the 109M galaxies. bottom left: Escape fraction as function of formation
redshift. All galaxies have a spin parameter of 0.05 and an initial gas fraction of 0.5.
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Figure 6.8: The escape fraction as
function of mean star formation rate
in the galaxy.
the galaxy, resulting in a higher gas column density that makes it harder for radiation to escape.
Therefore, no one to one relationship between the star formation rate and escape fraction exists
in our models.
In order to measure the effect of dust on the escape fraction in high-redshift galaxies, we
simulated the same set of galaxy models adding dust to the radiative transfer calculation. We
used the Small Magellanic Cloud dust model, as the metallicity of the SMC is comparable to
the metallicity of our models. To maximise the effect of dust absorption we assumed no dust
sublimation at all. We can therefore place an upper limit on the effect of dust on the escape
fraction from these galaxies. Fig. 6.9 shows the ratio of escape fraction with and without dust
included. In all galaxy models the change in escape fraction is below 1% when dust is included.
There are several reasons why the influence of dust is so small. First of all, the cross section
of the dust is orders of magnitude smaller than the hydrogen cross section at frequencies above
the Lyman limit. Therefore only a very small fraction of the radiation is absorbed by dust.
Second, we assume the dust number density to follow the gas density. Since radiation preferen-
tially escapes through channels with low gas density there is also not much dust present, which
further reduces the effect of dust. Finally, all the model galaxies have a low metallicity of 0.2
solar, which further reduces dust abundance. These results are similar to the results of Gnedin
et al. (2008) and Razoumov & Sommer-Larsen (2010), who also find a negligible influence of
dust on the escape fraction. Yajima et al. (2009) find a much larger effect of dust, which is due
to the very high metallicity in the galaxy they simulate.
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Figure 6.9: The ratio of escape
fraction with and without dust in-
cluded in the radiative transfer cal-
culation. The dust model is that of
the Small Magellanic Cloud, which
has a metallicity comparable to that
of the model galaxies. To place an
upper limit on the effect of dust we
assumed no sublimation at all.
6.3.4 Observational consequences
The escape fractions we find from all our model galaxies vary with at least 3 orders of magni-
tude over the lifetime of the galaxies. The escape of radiation is highly inhomogeneous, with
radiation escaping only from low density channels created by supernova explosions. Observa-
tional studies therefore need very large samples to get a representative picture of the escape of
ionising radiation. If escaping UV radiation from a galaxy is detected this means that a channel
through which radiation can escape is present in our line-of-sight. Almost all radiation that is
emitted by the visible stars is escaping through this channel. The escape fraction that is inferred
from such observations will therefore naturally be very high. However, this is merely an orien-
tation effect, it does not mean that the escape fraction of all stars in the galaxy in all directions is
high. Our models show that in directions in which no low density channels have been formed it
is impossible for radiation to escape. Furthermore, the radiation from stars that are obscured by
high density gas can not be observed and is therefore not taken into account in the determination
of the escape fraction. For this reason a high observed escape fraction does not mean that most
UV radiation produced in the galaxy is escaping. We expect that high resolution observations of
galaxies with high UV escape fractions will show escape from regions in the galaxy with high
star formation surface density.
6.4 Numerical constraints
Simulating galaxies and measuring escape fractions is a computationally complicated task.
Even when realistic sub-grid models are used for the relevant physical processes in the galaxy
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itself, to compute the escape fractions millions of sources need to be included in the radiative
transfer calculation. Furthermore, the porosity of the ISM in the galaxy needs to be resolved
on such small scales that all channels through which radiation can escape are accounted for. In
this section we investigate whether it is sufficient to include only massive sources that produce
most of the ionising photons in the radiative transfer calculation or that the contribution of less
massive sources cannot be neglected. We also check whether our models have sufficient resolu-
tion to resolve the small scales that are necessary for a realistic estimate of the escape fraction
and we study the effect that the timing of the star formation has on the escape fraction.
6.4.1 Escape of radiation from massive sources only
In simulations of escape fractions the computationally most demanding task is often the radia-
tive transfer calculation. Galaxies consist of millions of stars whose radiation contributes to the
total ionising photon budget of the galaxy. Including all these sources is all but impossible if the
computation time of the radiative transfer method scales linearly with the number of sources.
The SimpleX algorithm that was used in this work does not suffer from this drawback, so all
stars in the galaxy were included in the radiative transfer calculation. However, it may not be
necessary to include all sources, as the bulk of ionising radiation in the galaxies is produced by
the most massive stars that are relatively rare.
We have checked whether this assumption is correct by calculating the escape fractions of
our galaxy models when only 2-3% of the total number of sources is included. These sources
contribute more than 99% to the total ionising radiation. This procedure reduces the total num-
ber of sources from on average ∼ 25000 to ∼ 600 in the 108M galaxies and from on average
∼ 240000 to ∼ 6000 in the 109M galaxies, making the problem better suited for most radiative
transfer methods.
Fig. 6.10 shows the ratio of escape fraction with only massive sources included and escape
fraction with all sources included. In galaxy 3 the escape fraction is lower when all sources are
included. Due to the high angular momentum of this galaxy almost all sources are confined in
the high density disc, so the additional ionising flux that the low mass sources contribute cannot
escape the galaxy at all, resulting in a lower escape fraction. This galaxy is the only one in
which this happens.
The general trend is a higher escape fraction when the low mass sources are included in
the simulation. Despite the fact that these less massive sources contribute less than 1% of
the ionising photons, for most galaxies escape fractions with all sources included are 10-20%
higher. This could be an indication that radiation from the low mass sources escapes more easily
from the galaxy. Low mass sources live longer than high mass sources and have therefore more
time to migrate from their formation site to lower density regions from which the radiation can
escape more easily. Gnedin et al. (2008) found that in the galaxies they simulated ionising
radiation primarily escapes from sources located on the outside of the disc, which supports this
scenario. However, we find that even though this migration does take place it does in general
not lead to more escaping ionising radiation from the low mass sources themselves. As the
sources grow older they produce less ionising photons and in most cases the ionising flux is not
high enough for the H ii region to break out even when the gas column density that surrounds
the sources is lower than in the central parts of the galaxy.
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Figure 6.10: The ratio of escape
fraction with only massive sources
included and escape fraction with all
sources included.
The contribution of the low mass sources to the escape fraction lies in their spatial distri-
bution. Consider the case where only one source resides in the centre of a dense star forming
region. The source will have to ionise most of the surrounding gas before radiation can break
out. Now suppose that the same luminosity is divided over three sources that are located in the
same dense star forming region. Radiation will escape more easily in this case because the area
of the three individual H ii regions added up is larger than the total area of the H ii region around
the single source. Therefore, the chance that radiation encounters a channel through which it
can escape is higher.
In our models, the small ionised regions around the low-mass sources provide channels
through which the radiation of the massive sources can travel. The larger area of all H ii regions
combined makes it easier for the ionising photons to escape. An example of this effect is shown
in Fig. 6.11, which shows the central part of a snapshot of a 108M galaxy with λ = 0.025,
fgas = 0.5 and z = 11 sliced through the z-axis. At the beginning of the radiative transfer
simulation the low mass sources create very small H ii regions throughout the disc. The ionising
luminosity is not big enough for the H ii region to break out of the galaxy, but the sources are
located outside the star forming region in which the massive sources reside. These tiny ionised
bubbles therefore provide channels for the radiation from the more luminous sources to travel
through, making it easier for all radiation to escape. This suggests that not only the luminosity
of the sources is important for the escape fraction, but also their spatial distribution. Therefore,
procedures as source merging and source exclusion may have a large impact on the escape
fraction even though the total ionising luminosity of the sources does not change significantly.
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Figure 6.11: Cuts through the z = 0.5 zbox coordinate of a snapshot of galaxy 4 with λ = 0.025,
fgas = 0.5 and formation redshift 11 on different times during the radiative transfer calculation.
Shown is the density distribution in the central part of the galaxy. Contours show the regions
where the ionised fraction is 0.5, where black contours depict the simulation with all sources
included and the white contours the simulation with only massive sources included.
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Figure 6.12: The mean escape frac-
tion and star formation rate over the
lifetime of the galaxy as function of
mass resolution for galaxy 1.
6.4.2 Resolution study
The idea that radiation primarily escapes through low density channels in the gas implies that it’s
important to resolve the gas up to a scale where the porosity of the ISM is correctly accounted
for. We have performed a resolution study to assess whether our simulations have enough
resolution to do this by resimulating galaxy number 1 at higher mass resolution. The result of
this study is shown in Fig. 6.12. Originally the galaxy was simulated with a mass resolution
of 2500 M. The top figure shows that the star formation rate in the galaxy does not change
when the mass resolution is increased. However, the escape fraction is more than two orders
of magnitude higher when the mass resolution is twenty times higher. This is due to the fact
that in the high resolution simulations the gas density in the neighbourhood of the sources
is better represented. In the highest resolution runs the escape fraction converges to a value
of fesc ≈ 0.005. In these two runs the average density of the gas surrounding the sources
converges as well. We can therefore conclude that the gas density distribution on small scales
plays a crucial role in determining the escape fraction. This shows that for accurate estimates
the resolution of both the hydrodynamics and the radiative transfer calculation needs to be high
enough to resolve the small scale clumping of the neutral gas.
This resolution study indicates that our models lack the resolution to give an absolute value
of the escape fraction from our simulated galaxies. The trends with physical parameters that we
found will remain valid, but the escape fractions should be taken only as a lower limit. Note
that the value of the escape fraction to which the simulations converge is still below 1%, which
is much lower than previous work on similar galaxies finds.
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6.4.3 Local gas clearing
The resolution study in the previous section indicates that the escape fraction depends on the
small scale gas density distribution in the vicinity of the sources. This means that the timing
of the interplay between star formation and feedback is essential. In our simulations the details
of these processes are dealt with in subgrid models, as the resolution is insufficient to resolve
the formation of individual stars. Instead the star particles represent a population of stars with
masses following the prescribed IMF. We assume that all stars in the population form at the
same time and that the massive stars explode as a supernova at the end of their lifetime. This
means that the bulk of ionising radiation is emitted at the time that supernova feedback has not
been able to create channels in the high density surroundings yet.
In reality the stars are not likely to form all at the same time, so massive stars will still
be forming when stellar feedback has already cleared a fraction of the local gas. Radiation
from these sources has therefore a higher chance of escaping, an effect that we have ignored
in our simulations. In order to test whether this would affect our results we have performed
simulations in which the supernova feedback stays the same but the luminosity of the stars is
calculated with a delay after the formation of the star particle. This mimics the behaviour that
all stars form with a delay after the onset of stellar feedback, which is of course not realistic.
However, it does provide us with on upper limit of the effect of timing in the subgrid physics on
the escape fraction and shows whether the escape fraction is constrained primarily by the local
gas.
Fig. 6.13 shows the effect that a delay in ionising luminosity has on the escape fraction from
a 108M galaxy with λ = 0.05, fgas = 0.5 and z = 11. The galaxy was resimulated at mass
resolution of 250 M to account for the small scale structure of the gas surrounding the sources.
Our resolution study shows that the escape fraction has converged at this resolution. We have
performed 4 simulations, in which we varied the ionising luminosity of the star particle. In one
simulation the UV luminosity was calculated from the formation time of the particle, similar
to the simulations presented earlier. In the other simulations the UV luminosity was calculated
with a delay of 0.5, 1 and 5 Myr. Stellar particles younger than this delay were excluded from
the simulation. When a delay is applied the peak in ionising luminosity lies at a point where
stellar feedback has already had some influence on the gas surrounding the star formation site.
The total luminosity of all sources combined is not affected by this procedure if the delay is 1
Myr or less, with total luminosity varying less than 1%. A delay of 5 Myr results in a ∼ 10%
increase in total luminosity.
The right-hand side of Fig. 6.13 shows that the interplay between the stellar feedback and
the peak in UV luminosity has a large influence on the escape fraction. If the peak in ionising
luminosity is delayed with 0.5 Myr, the escape fraction is 50% higher, while a delay of 1 Myr
results in an escape fraction that is twice as big as in case no delay was imposed. To maximise
the effect we have also performed a simulation in which the peak in ionising luminosity lies 5
Myr after the formation of the star particle. This is highly unrealistic as this is much longer than
the formation time of the massive stars that are responsible for most of the UV luminosity. It
does however give insight into how important the timing is. After 5 Myr the stellar feedback
has removed so much gas from the star formation sites that the mean escape fraction is more
than 10 times higher. This indicates that the main constraint for the escape of radiation are the
local gas complexes that give rise to star formation.





Figure 6.13: left: The star formation rate and escape fraction as function of time for a reference
galaxy of 108M with λ = 0.05, fgas = 0.5 and z = 11 resimulated at mass resolution of 250
M. Shown are the escape fraction with no delay in ionising luminosity (solid line), with a
delay of 0.5 Myr (dotted line), with a delay of 1 Myr (dashed line) and with a delay of 5 Myr
(dashed-dotted line). right: Ratio of the escape fraction without delay in ionising luminosity
and with delay as function of the delay time.
The left-hand side of Fig. 6.13 shows the escape fraction as function of time for the different
simulations. In case of a 5 Myr delay, the supernova feedback has decreased the density around
the star formation site so much that the escape fraction is 10 times higher than in the simulation
with no delay at all times. The simulations with a 0.5 and 1 Myr delay give better insight in the
physical processes that are at work. Over the lifetime of the galaxy the escape fraction follows
the trend set by the star formation, with the escape fraction varying over 5 orders of magnitude.
At the times that the escape fraction is low, around 200 and 400 Myr in this simulation, the
delay has little effect. These dips coincide with low star formation rates and therefore less
stellar feedback. In this case all the sources are deeply embedded in high density regions and it
takes time to expel the gas from these regions due to the low star formation rate. The 0.5 and 1
Myr delays therefore do not change the escape fraction significantly, although the escape rises
earlier from the dip around 200 Myr in case the delays are applied. A stronger influence can
be observed when the star formation rate is high and the influence of stellar feedback is more
pronounced. In this case a 0.5 (1) Myr delay results in an escape fraction that is 60% (150%)
higher.
This study shows that the escape of ionising radiation depends crucially on the intricate
interplay between star formation and stellar feedback, which clears the gas from the sites of
star formation at roughly 50 km/s. Given the strong dependence of the escape fraction on the
delay in peak ionising luminosity, this means that it is gas on local ( kpc) scale that blocks
the majority of radiation. For numerical studies of escape fractions it is therefore essential to
model this accurately.
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Figure 6.14: left: The efficiency of stars in the galaxy to contribute to cosmic reionisation, the
parameter used in most semi-analytic models, for our model galaxies. The physical parameters
of these galaxies are listed in Table 6.1. right: The total number of photons per second that
escapes from the galaxy. For comparison purposes the luminosities of the 109M galaxies have
been scaled down.
6.5 Implications for reionisation models
Extrapolation of the luminosity function inferred from observations of galaxies during the epoch
of reionisation suggest that low mass galaxies must have high escape fractions (∼ 20 − 60%)
to account for the photons needed for reionising the Universe (Labbé et al. 2010; Bouwens
et al. 2010). It may seem at first that our results indicate that dwarf galaxies do not contribute
significantly to reionisation in their quiescent phase, as the escape fractions we find in this work
are considerably lower. However, the uncertainties in the measurements of the faint-end-slope
during the epoch of reionisation are very large, making conclusive statements in this direction
premature.
We can obtain a more reliable estimate of the contribution of high-redshift dwarf galaxies
to cosmic reionisation by comparing our models to the outcome of semi-analytic models of
reionisation. In semi-analytic models the relevant parameter for the contribution of haloes to
cosmic reionisation is the efficiency of stars ε = ε∗ fesc, where ε∗ is the fraction of baryonic mass
in the galaxy converted into stars (Choudhury et al. 2008; Srbinovsky & Wyithe 2008). This
parameter determines how efficient the stars in a galaxy are in reionising the Universe. On the
left-hand side of Fig. 6.14 we show the mean ε over the computation time for all our model
galaxies. We have used the initial gas fraction fgas in the galaxy to compute ε∗, thus we are
slightly underestimating ε at later times, because stars continue forming. We find that ε ranges
from ∼ 5 · 10−8 to ∼ 0.01, with a mean of ε = 0.0014. This is only marginally lower than
what was used by Choudhury et al. (2008) (ε = 0.008 − 0.009 in the scenarios including dwarf
galaxies) and Srbinovsky & Wyithe (2008) (ε = 0.005 in their fiducial model). Our higher
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mass galaxies contribute more to cosmic reionisation, with a mean efficiency parameter of ε =
0.0023, while the lower mass galaxies have ε = 0.00042. This is consistent with the findings of
Wise & Cen (2009), although they find slightly higher values for 109M galaxies, probably due
to their higher resolution. Even though the escape fractions we find are significantly lower than
those found by Wise & Cen (2009), the stellar efficiency parameters are comparable. This is a
result of the different phases in the lifetime of the galaxy that are targeted. Wise & Cen (2009)
studied primarily dwarf galaxies during the time of their assembly, in which phase the star
formation rate and escape fraction are both high. However, because a large fraction of the gas
in the galaxy has not been converted into stars yet, the stellar efficiency parameter is lowered.
The phase we are looking at has lower escape fractions, but a larger fraction of the gas has been
converted into stars, which raises the stellar efficiency parameter. We therefore find efficiency
parameters that are consistent with those found by Wise & Cen (2009). The galaxies that are
most efficient contributors to reionisation are those with low spin parameter, with ε = 0.0025
and ε = 0.0092 for the 108M and 109M galaxy respectively.
Numerical simulations of cosmic reionisation have to rely on simplified models for the
sources of reionisation, as these simulations do not resolve the physical processes that determine
star formation in the dark matter haloes. In general it is assumed that a fixed amount of the gas
in dark matter haloes is converted into stars (e.g. Iliev et al. (2006); Trac & Cen (2007)), which
is scaled such that reionisation ends at a reasonable redshift. McQuinn et al. (2007) study the
effect of different source recipes that in some cases depend on the halo mass. Different authors
use different criteria for haloes that will contribute to reionisation. Trac et al. (2008) assume
that only starbursting haloes contribute to reionisation, while Iliev et al. (2007) exclude low
mass sources when gas no longer accretes onto the halo. It’s interesting to compare the number
of photons that escape from our galaxy models with the source luminosities assigned to dark
matter haloes in reionisation simulations. However, no general agreement on the number of
photons that escapes from dark matter haloes exists in the literature. Iliev et al. (2006) use Ṅγ '
6·1052M/108M, while McQuinn et al. (2007) use Ṅγ = 2·1049M/108M in their fiducial model.
On the right-hand side of Fig. 6.14 the number of photons that escapes per second from the
haloes is shown. To make the comparison to the recipes from the numerical simulations easier
we have scaled down the luminosities of the 109M galaxies. This figure confirms that dwarf
galaxies with a low spin parameter can contribute significantly to reionisation, as the number
of photons that escapes from these haloes is comparable to the source recipe used by McQuinn
et al. (2007). The galaxies in which the gas is confined to the disc contribute significantly less
photons. Note that we study only isolated galaxies in this work, which shows that even after gas
accretion onto the halo has ceased, these galaxies can contribute significantly to reionisation.
This may have implications for the self-regulated reionisation scenario as proposed by Iliev
et al. (2007).
Our findings suggest that high-redshift dwarf galaxies could be important for cosmic reion-
isation also after the initial starburst has died down. The most efficient contributors to reionisa-
tion are the galaxies with low spin parameter, while the galaxies with low gas fraction and high
formation redshift show high efficiencies as well. We can therefore conclude from our models
that high-redshift dwarf galaxies that are efficient in converting gas into stars, so galaxies in a
compact dark matter halo or with low spin parameter, or galaxies that have a low gas fraction
but are still forming stars are potentially important contributors to cosmic reionisation.
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6.6 Discussion
The escape fractions we find for high-redshift dwarf galaxies in this work differ considerably
from those found in most previous work. Wise & Cen (2009) found escape fractions ranging
between 0.25 and 0.8 in AMR radiation hydrodynamics simulations of dwarf galaxies at red-
shift 8, using a ray-tracing algorithm to follow the radiation from the most massive sources.
Razoumov & Sommer-Larsen (2010) resimulated galaxies extracted from a SPH simulation of
galaxy formation and found similar values for the escape fractions from low mass galaxies at
high redshift, also with ray-tracing radiative transfer. For dwarf galaxies at z ≤ 6 that were
extracted from a galaxy formation simulation Yajima et al. (2010) found escape fractions up
to 70%. These values for the escape fraction are considerably higher than what we find in our
models. On the other hand, using a moment radiative transfer method directly coupled to AMR
hydrodynamics Gnedin et al. (2008) found in their simulations that it’s impossible for radiation
to escape from the dense inner parts of galaxies, resulting in almost no escape from low mass
galaxies. In this section we discuss possible causes of the differences between our results and
previous work.
6.6.1 Resolution
As we have shown in the previous section the resolution in our models is only sufficient to give
a lower limit on the escape fraction. In principle this could explain the difference between our
models and those of Wise & Cen (2009). However, the resolution in our models is higher than
in the works by Razoumov & Sommer-Larsen (2010) and Yajima et al. (2010), while they report
larger values for fesc as well. Furthermore, the value for the escape fraction in our converged
model is still significantly lower than what was found by Wise & Cen (2009). It therefore seems
unlikely that the differences are solely caused by resolution effects.
The distribution of the ionising sources may play a role as well. We have shown in the
previous section that low luminosity sources should not be neglected because their distribution
in the galaxy is different from the more luminous, massive sources. This result is somewhat
similar to the result of Gnedin et al. (2008), who showed that the escape fraction from the disc
galaxies in their simulation is dominated by stars in the outer edges of the galaxy. We find that
the low mass stars additionally provide channels for the radiation of the massive stars to escape.
However, the works by Wise & Cen (2009), Razoumov & Sommer-Larsen (2010) and Yajima
et al. (2010) all find higher escape fractions than we do without including low mass sources. Is
is therefore unlikely that the source distribution is responsible for this difference.
6.6.2 The interplay of radiation and gas
In this work we have post-processed the simulated galaxies with radiative transfer calculations,
hence there is no direct coupling between the radiation and the gas in our models. Wise & Cen
(2009) showed that especially in low mass galaxies D-type ionisation fronts arising from radia-
tive feedback are very effective in ejecting mass from a galaxy. However, the stellar feedback
processes including UV-heating of the gas are incorporated in our model of the ISM and are
therefore taken into account. Furthermore, Razoumov & Sommer-Larsen (2010) found values
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for fesc comparable to those found by Wise & Cen (2009) without a direct coupling between
radiation and gas.
In all our post-processing runs the escape fraction converges within 5 Myr and usually even
faster, around 2 to 3 Myr. This is well within the time that source evolution takes place, which
is another indication that post-processing the hydrodynamics simulations does not affect the
escape fraction calculations severely. We therefore think it is unlikely that the big difference
in escape fractions is due to radiation hydrodynamics effects. We plan to investigate this issue
further in future work.
6.6.3 Physical processes
The physical processes that are at work inside a galaxy play a crucial role for the escape fraction.
For example, the star formation rate depends heavily on stellar feedback effects like UV heating,
stellar winds and supernova explosions. The porosity of the ISM, that determines whether there
are channels for the radiation to escape through, is highly dependent on supernova and stellar
wind feedback. For the determination of the escape fraction it is therefore crucial to model the
physics inside the galaxy in a realistic manner.
In contrast to previous work, the galaxy models in this study include the relevant physics
to resolve the two-phase nature of the ISM in a self-consistent way. As star formation depends
on the local properties of the ISM this is crucial for obtaining realistic star formation rates.
It has been shown that our ISM model reproduces observed features of the gas distribution
and star formation rates in local dwarf galaxies very well. We are therefore confident that the
star formation rates presented in this work are realistic given the feedback parameters used.
However, the choice for the IMF and the strength of the supernova feedback are important for
the evolution of both the ISM and the galaxy as a hole.
In all the models presented here we assume star formation to occur according to a Salpeter
IMF. This is consistent with previous work, with the exception of the work by Wise & Cen
(2009), who experiment with both a top-heavy and a Salpeter IMF. A top-heavy IMF results in
the release of more ionising photons and an increase of the escape fraction by 10-75%. How-
ever, using a Salpeter IMF Wise & Cen (2009) find escape fractions that are still considerably
higher than what we find in this work. As the works by Razoumov & Sommer-Larsen (2010)
and Yajima et al. (2010) also find high escape fractions using a Salpeter IMF, we conclude that
the IMF is not the cause of these differences.
In concordance with previous work we find that supernova feedback plays a key role in the
escape of radiation by creating channels in the gas through which radiation can easily travel.
We therefore expect that the escape fraction crucially depends on the strength of the supernova
feedback. In this work we assume stars above 8 M to explode as type II supernova with an
energy yield ≈ 1051 ergs. This is notably different from Wise & Cen (2009) who keep the
supernova feedback strength similar to that of a top-heavy IMF in all their runs. The different
supernova feedback recipes may well be responsible for the large differences in escape fractions
between our work and that of previous work. Given the importance of supernova feedback for
the escape fraction, we plan to investigate the impact of different supernova recipes in future
work.
In Sect. 6.4.3 we have shown that the timing of the star formation and the local gas clearing
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plays an important role in the escape of radiation. If the peak of ionising luminosity occurs
when stellar feedback has already influenced the surrounding gas escape fractions are 50 to
100% higher. This again shows that for numerical determinations of the escape fraction it
is crucial to have realistic prescriptions the physical processes that shape the ISM around the
sources.
6.6.4 Galaxy morphologies
All the models we have studied are galaxies in isolation. In reality these galaxies form inside
the filamentary structure of the cosmic web. Infalling gas from the filaments may lower the
escape fraction by additional absorption, but may also have a positive effect by increasing the
star formation rate. Wise & Cen (2009) studied the difference between idealised haloes and
cosmological haloes and the differences in escape fractions they found are too small to account
for the differences in escape fractions between their and our work.
We have chosen to study the escape fraction from isolated galaxies because we focus on
the physical processes that shape the galaxy and are of crucial importance for the amount of
ionising radiation that is able to escape. The isolated initial conditions provide us with the
means to impose the physical parameters of our choice on the galaxy, which enables us to gain
insight in how the physical parameters of the galaxy influence the escape fraction. We focus
on how the physical processes inside the galaxy shape the gas density and create the conditions
for radiation to escape, assuming that outside influences have a less important effect. Given the
strong dependence of the escape fraction on the shape of the ISM that we find this may not be
a bad approximation.
Another important difference between this work and previous work on high-redshift dwarf
galaxies is that we study galaxies that have formed a rotationally supported disc, while Wise
& Cen (2009), Razoumov & Sommer-Larsen (2010) and Yajima et al. (2010) all studied the
escape fraction from dwarf galaxies at the time of their assembly. When the galaxies assemble
they go through an initial starburst phase, in which the infalling gas is converted into stars at
very high rate. During this short initial phase one expects the star formation rate to be high and
feedback effects to dominate, thus preventing the galaxy from forming a rotationally supported
gas disc. Escape fractions are expected to be high in this evolutionary stage, which is indeed
what these studies find. However, it is important to note that gas clearing effects are important
in this stage as well, and it is unclear whether all previous studies have incorporated the physics
to study this in necessary detail.
In our models with low spin parameter, star formation rates are high and feedback effects
shape the galaxies into highly irregular density distributions. The properties of these galaxies
should therefore be comparable to the starburst phase studied in previous work. Indeed, the
star formation in these models shows a more burst-like behaviour, and the both the peak star
formation rates and the escape fractions are close to the high values found in starbursting dwarf
galaxies.
After this starburst phase the galaxies form a rotationally supported disc. It is this phase
that we capture in our simulations. In most of our model galaxies the evolution is much more
quiet, which is reflected in the lower values of the escape fraction. Similar behaviour for disc
galaxies, albeit with higher mass, was reported by Gnedin et al. (2008). However, when the
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trend of decreasing escape fraction with galaxy mass from that work is extrapolated to the mass
of the dwarf galaxies studied here, we find escape fractions that are higher. This is due to the
fact that in the galaxies studied by Gnedin et al. (2008) almost no radiation escapes from within
the galaxies, the escape fraction is dominated by stars in the outskirts. We find that due to our
realistic treatment of the evolution of the ISM the gas inside the galaxies is shaped in such way
that some of the radiation originating from inside the galaxy will be able to escape.
6.7 Conclusions
We have studied the escape of ionising radiation from high-redshift dwarf galaxies with masses
between 108 and 109M. By studying the galaxies in isolation we were able to determine the
dependence of the escape fraction on the spin parameter, initial gas fraction and formation red-
shift. Contrary to previous work we have targeted the evolutionary stage in which the galaxies
have formed a rotationally supported disc. We focussed on realistic treatment of the physical
processes that shape the ISM to get accurate estimates of star formation in the galaxies and the
column densities that ionising photons have to traverse in order to escape. Our results can be
summarised as follows.
1. We find mean escape fractions from high-redshift dwarf galaxies that lie between 10−7
and 0.01 for 108M galaxies and between 10−5 and 0.1 for 109M galaxies.
2. Radiation preferentially escapes through holes blown by supernovae, therefore the escape
is highly inhomogeneous.
3. The escape fraction shows large variations over the lifetime of the galaxy, changing over
3 to 10 orders of magnitude.
4. The escape of radiation is determined from the subtle interplay between opposing trends
of lower escape fractions and higher star formation rates for higher gas fractions. We find
no direct correlation between the mean star formation rate and the mean escape fraction.
5. The angular momentum of the galaxy is important for the morphology of the galaxy. A
low spin parameter results in a high escape fraction due to the high porosity of the ISM.
6. Dust is not important for the UV escape fraction.
7. The local gas complexes that give rise to star formation are the main constraint for the
escape of radiation.
8. For accurate determination of the escape fraction it is important to resolve the gas up to
small scales to represent the porosity of the ISM correctly. Detailed modelling of the
processes that shape the ISM and determine the star formation and feedback are essential
for realistic numerical studies of the escape fraction.
9. The distribution of the ionising sources in the galaxy plays an important role, excluding
low luminosity sources and/or source merging will lead to incorrect calculations of the
escape fraction.
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10. Although the absolute values of the escape fractions we find are low, our findings support
the idea that high-redshift dwarf galaxies are important contributors to cosmic reioni-
sation. We find that the efficiency parameter of the stars in our galaxy models is only
slightly below the values needed in semi-analytic models of reionisation to reionise the
Universe by redshift 6.
The resolution in our models, although higher than most previous work, is not sufficient to
correctly resemble to porosity of the ISM. The values of the escape fraction that we find should
therefore be taken as a lower limit only. However, our resolution study shows that the converged
value for the escape fraction is still below 1%, thus our conclusion that radiation does not easily
escapes from the disc of a galaxy remains unchanged.
External processes like gas accretion and merger events may have a profound impact on
the number of ionising photons that are produced and escaping from a galaxy, for example by
triggering a starburst. Thus, our assumption that the dwarf galaxies are isolated could lead to
an underestimation of the escape fraction. We plan to study this in more detail in future work.
In our models radiation primarily escapes through holes blown by supernovae in star form-
ing regions. It may be possible to test this observationally by looking at the star formation
surface density in the regions of the galaxy from where radiation escapes (Siana et al. 2010).
The large variations of the escape fraction with time and angle suggest that observational stud-
ies need large samples to determine escape fractions. The inhomogeneous nature of the escape
of radiation indicates that observations will find either very high escape fractions in galaxies for
which radiation escapes in the line-of-sight or very low escape fractions for galaxies that have
no channel for escaping radiation in the line-of-sight.
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CHAPTER 7
Recombination photons in the Epoch of
Reionisation
Jan-Pieter Paardekooper, Chael Kruip, Inti Pelupessy & Milan Raicevic
To be submitted
I
n radiative transfer simulations of cosmic reionisation the computational
costs can be significantly reduced by adopting the on-the-spot approxima-
tion. In this approximation it is assumed that recombination photons that are
emitted by atoms recombining directly to the ground state in a computational
cell are absorbed in the same cell. We test the validity of this approximation
using a full radiative transfer treatment of diffuse recombination radiation.
Our results show that in spherically symmetric test problems the on-the-spot
approximation gives accurate results for the position and speed of the ioni-
sation front, although the neutral fraction inside the H ii region can be off as
much as a factor of two. In the case where the source radiation is blocked
by a dense obstacle the resulting shadow is affected significantly by diffuse
recombination radiation emanating from the surrounding gas, with a solid
angle subtended by shadowed region that can be smaller up to a factor of
∼ 2.5. Finally, we show that on large scales the reionisation process is not
affected significantly by the effects of the on-the-spot approximation.
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7.1 Introduction
The UV radiation from the first stars and galaxies started the transformation of the initially neu-
tral gas in the Universe into the ionised state we see it in today, which marks the beginning of the
epoch of reionisation. In recent years large efforts have gone into the modelling of this process
to gain insight in, for example, the topology of reioniation (e.g., Iliev et al. (2007); McQuinn
et al. (2007); Finlator et al. (2009)) and the thermal history of the inter-galactic medium (e.g.,
Trac et al. (2008)), for a review see Trac & Gnedin (2009). Almost all radiative transfer meth-
ods that are currently applied for radiative transfer simulations of cosmic reionisation rely on
the on-the-spot (OTS) approximation to treat the diffuse recombination radiation that is emitted
by atoms that recombine directly to the ground state. Including these recombination photons in
the radiative transfer calculation results in every ionised cell becoming a source, which makes
radiative transfer methods for which the computation time scales with the number of sources
prohibitively slow.
The OTS approximation could have a significant impact on the outcome of cosmic reioni-
sation simulations. As the energy of the recombination radiation differs considerably from the
source radiation the diffuse photons have a direct influence on the temperature state of the gas.
Futhermore, the speed of the ionisation fronts could be reduced as the contribution of source
photons that are directed away from the sources is lessened in favour of diffuse photons that have
no angle dependence. Finally, shadows behind dense obstacles will be filled in by the diffuse
radiation, resulting in ionised gas in regions that are shadowed from direct source radiation.
The validity of the OTS approximation in case of a single source in a pure hydrogen gas
has been studied in detail by Ritzerveld (2005) and Williams & Henney (2009). Both studies
showed that in case of a monochromatic source the diffuse recombination radiation plays a sig-
nificant role in the inner parts of the H ii region. However, the influence of the source spectrum
remains unclear as aforementioned studies could only treat this in an approximate way. These
studies also didn’t address the effects of the recombination radiation on shadows behind dense
obstacles. More recently, Hasegawa & Umemura (2010) performed full 3D radiation hydrody-
namics simulations of the transfer of diffuse recombination radiation in standard test problems
of cosmological reionisation. They showed that diffuse recombination radiation heats up the
region shadowed by a dense clump, which implies that recombination radiation can play a sig-
nificant role in cosmic reionisation. However, this study did not address the impact of the OTS
approximation on realistic simulations of cosmic reionisation.
In this chapter we attempt to delve deeper into the role that the OTS approximation plays
in simulations of cosmic reionisation. Using the multi-frequency version of SimpleX described
in Chapter 2 and tested in Chapter 5 we will show the effect of recombination radiation on the
ionisation and temperature state of the gas in various standard test problems as well as a realistic
cosmological density field. This chapter is structured as follows. After a brief introduction of
the physics relevant for the photo-ionisation of hydrogen in Sect. 7.2 we study the accuracy
of the OTS approximation in a single computational cell in Sect. 7.3. Sect. 7.4 describes how
diffuse recombination is implemented in the SimpleX method and the effect of including this
radiation in various test problems is described in Sects. 7.5-7.8. Finally, Sect. 7.9 shows the
effect of the OTS approximation in a realistic simulation of cosmic reionisation.
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7.2 The photoionisation of a pure hydrogen gas
We can model an Hii region around a single source by considering the balance between pho-
toionisations and recombinations. If we assume the gas to be static and consisting of pure
hydrogen, in equilibrium photoionisations by photons with frequency ν above the Lyman limit
ν0 are balanced by recombinations. Thus, the ionisation equilibrium at each point in the H ii






σ(ν)dν = npneαA(T ); (7.1)
where nH I is the neutral hydrogen density, Jν is the mean intensity, σ(ν) is the ionisation cross
section for hydrogen by photons with energy hν > hν0, ne is the electron density, np is the
proton density and αA(T ) is the hydrogen recombination coefficient for recombinations to all
levels. The radiation field can be divided into a stellar part, which is the radiation emitted
by the source, and a diffuse part, which is the emission of the ionised gas. For kT  hν0
the only source of ionising radiation contributing to the diffuse field are recombinations from
the continuum directly to the ground state, for which the recombination coefficient is labelled
α1(T ). The emission of this radiation is strongly peaked around the lyman limit.
Unlike the stellar radiation field, which is directed outwards, the diffuse radiation is emitted
isotropically. To solve Eq. (7.1) one therefore has to include a full treatment of radiative transfer.
This procedure can be avoided by assuming that all photons produced by recombinations to the
ground state are absorbed very close to the point where they were generated (on the spot).
In that case, all recombinations to the ground state are compensated by the photons that they
produce and the case A recombination coefficient can be replaced by the case B recombination
coefficient:
αB(T ) = αA(T ) − α1(T ). (7.2)




Ṅγ(ν)e−τνσ(ν)dν = npneαB(T ), (7.3)
where r denotes the distance from the source, Ṅγ(ν) is the number of photons emitted by the





Solving Eq. (7.3) at every radius gives the detailed ionisation structure of the H ii region. In-
side the Strömgren radius rS there is nearly complete ionisation, while outside this radius the
ionisation drops quickly to zero.
If we assume that the ionisation is complete within rS and zero outside, the Strömgren radius
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Figure 7.1: The contribution of the source photons (long-dashed) and recombination photons
(short dashed) to the total number of photons (solid line) as a function of radius in equilibrium
for a homogeneous medium as given by equations (7.6) and (7.7). The dotted line shows the
ratio between recombination and source photons. The left figure shows a homogeneous density
distribution, the right figure an r−1 density distribution.
A full numerical integration of Eq. (7.3) shows that the gas inside the H ii region is not fully
ionised and that the ionisation front is not infinitely sharp but has an extended shape. In a ho-
mogeneous medium the position of the ionisation front in equilibrium is located approximately
5 % farther from the source than Eq. (7.5) predicts.
Ritzerveld (2005) estimated the contribution of the diffuse continuum to the total intensity
by splitting the radiation field into a stellar and a diffuse part. By solving a coupled system of
differential equations he showed that for a homogeneous density distribution the total radiation
field can be written as




1 − ( rrS
)d (7.6)





1 − ( rrS
)dαA/αB . (7.7)
The graphs of Is and Id are shown in Fig. 7.1. Similar expressions can be found for a density
profile of the form nH = n0(r/r0)−1, which is shown in the same figure. In the derivation of these
equations a symmetry condition was invoked under the assumption that the diffuse radiation
sent into the opposite direction of the front is balanced by the diffuse radiation sent on the other
side of the source. This leads to an underestimation of the diffuse radiation field in the inner
parts of the H ii region and an overestimation in the outer regions, because in reality the diffuse
photons that are sent in opposite direction of the front contribute to the diffuse field in the inner
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l
b rθ Figure 7.2: Geometry of computational cell with ra-
dius r, as used in the derivation of Eq. (7.11).
parts. We therefore expect a stronger diffuse radiation field in the inner regions and a somewhat
weaker field close to the front than these equations predict.
7.3 The OTS approximation in numerical methods
In numerical methods of radiative transfer the OTS approximation is generally applied to en-
sure that all photons produced by recombinations to the ground state are absorbed in the same
cell. This prevents ionised cells of becoming sources of radiation, which would make radiative
transfer methods for which the computation time scales with the number of sources prohibitively
slow. However, as a cell gets ionised its optical depth decreases and recombination photons will
have a higher chance to escape from the cell. If we assume the density and ionised fraction in a
computational cell to be constant, the fraction of recombination radiation that escapes depends
only on the optical depth in the cell. For a spherical cell, which resembles for example an SPH
particle, the escape fraction can be calculated analytically. Consider a sphere with homoge-






The emerging intensity along a ray Iobsl through a medium with source function S ≡ η/χ is
given by
Iobs(l) = S (1 − e−τ), (7.9)
where τ = χl is the optical depth along the ray, χ is the opacity and l the path length through the
sphere. We can find the emerging intensity by adding contributions of all lines of length l per-
pendicular to the impact parameter b (see Fig. 7.2). Each intensity Iobs(l) contributes 2πbIobs(l)
to the total emerging intensity. This can be seen as the cylinder traced by rotating l over 2π
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Figure 7.3: The fraction of ionis-
ing recombination radiation that is
able to escape from a computational
cell for different optical depths. The
solid line represents the analytical
solution of Eq. 7.11, while the sym-







(1 − e−2χr sin θ) cos θ sin θdθ,





(e−2rχ(1 + 2rχ) − (1 − 2r2χ2)). (7.10)




(e−2τ(1 + 2τ) − (1 − 2τ2)), (7.11)
where τ = χr is the optical depth in the cell. This function is plotted as the solid line in Fig. 7.3.
In order to test whether the escape of recombination radiation from a computational cell
depends on the geometry of the cell we have performed two simulations, one using a cubic
geometry as is used in grid-based methods and one using a spherical geometry that represents
particle-based methods. We assume the ionisation state of the cell to be static throughout the
simulation, to mimic the situation in a single time step of a numerical simulation, in which the
ionisation state of the cell is maintained by ionisation due to source photons and recombination
photons. Recombination radiation is emitted from every location in the cell in all directions.
As the photons travel through the cell they can be absorbed by the neutral hydrogen that is still
present, but the photons do not change the ionisation state of the gas in the cell. The results
of these simulations are shown in Fig. 7.3. The excellent agreement between the simulation
with spherical geometry and the analytical solution gives confidence in the correctness of the
radiative transfer method to be able to compute the transport of photons in a wide range of
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optical depths. The simulation of a cubic cell shows that the geometry of the cell does not have
a significant influence, escape fractions differ no more than 4% between the simulations. This
difference is largely due to the choice for the optical depth through the cubic cell, which is
direction dependent.
This study shows that the majority of recombination radiation escapes from a cell if the
optical depth is lower than ' 2. Recombination radiation will play a role only in cells where a
significant amount of recombinations takes place, that is, in cells that are highly ionised and thus
have an optical depth much lower than 2. We must therefore conclude that the majority of ion-
ising recombination radiation is not absorbed in the computational cell where it was produced
and that the OTS approximation in numerical methods might lead to inaccurate results.
7.4 Recombination radiation in the SimpleX method
In the previous section we have shown that the OTS approximation that is generally applied
in numerical methods could lead to erroneous results because the assumption that all recombi-
nation photons are absorbed in the cell where they were produced is not true in optically thin
cells. In the remainder of this work we will study the effect of the OTS approximation in sim-
ulations of cosmic reionisation. To this end we use the SimpleX method (Paardekooper et al.
2010), which has the advantage that the computation time does not scale with the number of
sources, so the diffuse recombination radiation can be included self-consistently. If recombina-
tion radiation is included in a simulation the recombination rate is calculated using the case A
recombination coefficient. From Eq. (7.11) we calculate the fraction of diffuse recombination
radiation that is absorbed inside the Voronoi cell of the vertex and contribute to the local ionisa-
tions. We thereby assume that the escape fraction from the Voronoi cell is comparable to that of
a spherical cell. In general Voronoi cells are approximated very well by a sphere and as we have
shown in Fig. 7.3 the geometry of the cell does not affect the escape fraction significantly. We
therefore do not expect that our results are affected significantly by our choice to use Eq. (7.11)
even though Voronoi cells are not exactly spherical. The radiation that does escape from the
cell is redistributed isotropically over all neighbouring vertices.
The energy of the recombination photons is strongly peaked around the Lyman limit, with
a frequency dependence ∝ e−hν/kT , where T is the temperature of the ionised gas (Canto et al.
1998). As this is generally different from the source spectrum, we transport the recombination
radiation in a separate frequency bin centered on the Lyman limit. In the other frequency bins
the cross section is weighted with the source spectrum (cf. Eq. (2.25)). Similar to the source
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where E2 and E1 are the second and first order exponential integrals. This approximation is
valid for hν0  kT , which is indeed the case in the problems we study in this work.
7.5 H ii region around a Lyman limit source
We start our investigation of the influence of the OTS approximation with the simplest case
possible, a uniform hydrogen gas density of constant temperature, with a single source in the
centre that emits monochromatic radiation at the Lyman limit. Although this is a far from
realistic case, it is one of the few problems for which an analytic solution is known to exist,
although this solution also depends on the OTS approximation. It is also the case that the
work by Ritzerveld (2005) and Williams & Henney (2009) focussed on. Because the source
emits photons with frequencies at the Lyman limit there is no energy difference between source
photons and diffuse continuum photons. The analytical solution to this problem was given in






where rS is the Strömgren radius, previously defined in Eq. (7.5). Note that this solution assumes
an infinitely this ionisation front and a fully ionised inner H ii region. In reality the inner parts
are not completely ionised and the ionisation front is extended, leading to a front that is located
about 5% farther from the source (see also chapter 5).
7.5.1 The contribution of diffuse photons to total radiation field
We have performed 3D radiative transfer simulations of this problem in which we followed both
source and recombination radiation. This gives the opportunity to not only address the accuracy
of the analytic solution but also to extend this analysis to earlier times in which the ionisation
front was still evolving. The set-up of this test is similar to Test 1 in chapter 5, with the difference
that we included the full transfer of recombination radiation. In Fig. 7.4 the source and diffuse
continuum intensity integrated over the surface at specific radii are plotted as function of radius
for different times during the simulation. At the end of the simulation a stable situation has been
reached, where all ionisations are balanced by recombinations. When we compare this plot to
Fig. 7.1 it is apparent that the analytical solution of Eqs. (7.6) and (7.7) indeed underestimates
the contribution of recombination photons close to the source, while farther away, close to
the ionisation front, the number of recombination photons is overestimated. The contribution
of recombination photons we find is comparable to Williams & Henney (2009). However, in
that work the ionisation front was assumed to be infinitely sharp and located at the Strömgren
radius. With our full radiative transfer treatment we recover the extended shape of the ionisation
front, showing that the assumption of an infinitely sharp front results in an overestimation of
the contribution of the diffuse field close to the front. We find that within the H ii region source
photons always dominate over recombination photons, with the ratio between diffuse and source
photons rising to almost unity close to the ionisation front.
Our radiative transfer treatment has the advantage that we can extend this analysis to times
before equilibrium was reached. Fig. 7.4 shows that during the fast initial expansion of the
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Figure 7.4: The contribution of the source photons (long-dashed) and recombination photons
(short dashed) to the total number of photons (solid line) as a function of radius for a homo-
geneous medium. The dotted line shows the ratio between recombination and source photons.
Starting top-left the simulation time is 10, 30, 100 and 500 Myr. Note that due to a small num-
ber of grid points at small radii the calculation of the contribution of source photons becomes
inherently noisy, we therefore omit the source contribution at radii that cannot be trusted.
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Figure 7.5: Top: The position of
the ionisation front as function of
time for a simulation with recom-
bination radiation included (dotted
line) and with the OTS approxima-
tion (dashed line). Centre: The ratio
of the ionisation front position and
the position with the OTS approx-
imation applied. Bottom: The ve-
locity of the ionisation front for both
simulations.
ionisation front the contribution of recombination photons to the total radiation field is neg-
ligible. Only when the ionisation front reaches radii close to the equilibrium radius does the
diffuse radiation start to play a role. This indicates that the recombination photons do not play
an important role in the evolution of the H ii region and that the OTS approximation will yield
accurate results. At all times the contribution of the recombination radiation is largest close to
the ionisation front.
7.5.2 The OTS approximation and the evolution of the H ii region
We can further investigate the accuracy of the OTS approximation for the evolution of the H ii
region by comparing the position of the ionisation front at different times during the simulation
with a simulation where the OTS approximation was applied. Fig. 7.5 shows the position and
velocity of the ionisation front as function of time during the simulation. This figure supports
the notion that the OTS approximation does not influence the evolution of the H ii region sig-
nificantly. The position of the ionisation front never differs more than 0.5% between the two
simulations throughout the simulation time and the ionisation front travels at the same velocity
with and without the OTS approximation.
The OTS approximation does, however, affect the inner region of the H ii region. Fig. 7.6
shows the neutral and ionised fraction as function of radius at 30 and 500 Myr. Due to the
highly ionised state of the gas close to the source the recombination rate is highest at small
radii, which means that the production of recombination photons is high. The low optical depth
causes these photons to easily escape towards larger radii, which means that the recombinations
to the ground state are not compensated for by ionisation by diffuse photons, as the OTS ap-
proximation assumes. This results in a higher neutral fraction inside the H ii region. The effect
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Figure 7.6: The neutral and ionised fraction as function of radius at 30 (left) and 500 (right)
Myr of simulation time for simulations with full transfer of recombination radiation (dotted
lines) and with the OTS approximation applied (dashed lines).
is most pronounced at 30 Myr, where the neutral fraction is slightly higher inside the entire
H ii region. However, the difference in neutral fraction is small (∼10%), so the position of the
ionisation front is not affected significantly. At 500 Myr, when equilibrium has been reached,
the neutral fraction close to the source is still higher for the simulation where recombination
radiation was included. Closer to the front the difference in neutral fraction gets smaller. The
recombination photons that are not absorbed on the spot are available to advance the ionisation
front. The ionisation front is therefore located slightly farther from the source when recombina-
tion radiation is included. However, the difference in neutral fraction is small, so the difference
in ionisation front position is less than 1%. It’s interesting to note that the difference in neutral
fraction and ionisation front position is at all times smaller than the differences between the
different radiative transfer codes that performed this test in the Radiative Transfer Comparison
Project (Iliev et al. 2006) (see also chapter 5).
7.6 The effect of the density profile
The analytic estimates of Ritzerveld (2005) show that the density profile of the gas has a sig-
nificant impact on the contribution of recombination radiation to the total intensity. The high
density close to the source gives rise to a higher recombination rate and hence more recombina-
tion photons. The OTS approximation may therefore have a stronger influence on the evolution
of the H ii region than in case of a homogeneous medium. We have tested this by performing
a 3D simulation of a single Lyman limit source in the centre of a density profile of the form
n(r) = n0 · r0/r, following both source and recombination photons. We have chosen the param-
eters of this test similar to Test 2 described in Mellema et al. (2006), so n0 = 0.015 cm−3
and r0 = 5 kpc. The size of the simulation domain is 4.5 kpc and the source luminosity
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Figure 7.7: Same as Fig. 7.4, but for a r−1 density profile. Starting top-left the simulation time
is 0.3, 0.9, 3 and 10 Myr.
Nγ = 1051 s−1. The resulting Strömgren radius is 1.86 kpc. We have followed the evolution
of the ionisation front for 10 Myr.
7.6.1 The contribution of diffuse photons to total radiation field
In Fig. 7.7 we show the source and diffuse continuum intensity integrated over the surface at
specific radii as function of radius for different times during the simulation. The high density of
the gas close to the source causes the recombination radiation to start contributing significantly
to the total intensity already at early times when the ionisation front is at less than 50% of its
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Figure 7.8: Same as Fig. 7.5, but for
a r−1 density profile.
final size and travelling fast. This is in contrast to the homogeneous density distribution, where
the contribution of recombination radiation at early times was negligible. Similar to the homo-
geneous case the contribution of the diffuse radiation decreases close the ionisation front, with
the diffuse radiation never dominating the source radiation. However, where the recombination
photon contribution showed a peak close to the ionisation front in a homogeneous medium, the
contribution is more uniform in an r−1 density profile and extends over a larger range in radii. If
we compare the contribution of recombination photons at the end of the simulation to the ana-
lytic estimate plotted in Fig. 7.1 it is clear that the outward approximation used in the analytical
solution works better in an r−1 than in a homogeneous density profile. Although the maximum
contribution of the diffuse radiation is slightly underestimated, the shape of the analytic curve
is comparable to the simulation results. Close to the ionisation front the analytic solution over-
estimates the relative contribution of the recombination radiation due to the approximation that
the ionisation front is infinitely sharp. The simulation shows that the extended nature of the
ionisation front decreases the contribution of the diffuse radiation close to the front.
7.6.2 The OTS approximation and the evolution of the H ii region
Similar to the homogeneous density case, the position of the ionisation front in the r−1 density
profile is not affected by the OTS approximation. Fig. 7.8 shows the position and the speed of
the ionisation front as function of time. The difference between the position of the ionisation
front in a simulation with and without the OTS approximation is less than 1 % at all times
during the simulation. The speed of the front is comparable as well, showing that the OTS
approximation gives the correct ionisation front position also when the density profile gives rise
to a higher production of recombination photons.
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Figure 7.9: Same as Fig. 7.6 but for a r−1 density profile at 0.9 Myr (left) and 10 Myr (right).
Although the position of the ionisation front is not affected by the recombination radiation,
the inner structure of the H ii region is. Fig. 7.9 shows the neutral and ionised fraction as func-
tion of radius early during the simulation, at 0.9 Myr, and at the end of the simulation at 10
Myr. Close to the source the neutral fraction is higher than the OTS approximation finds. This
is caused by recombination photons escaping from these radii instead of contributing to the
ionisations, similar to what we found in the homogeneous density medium. Farther away from
the source the neutral fraction is higher when the OTS approximation is applied, which is espe-
cially apparent at equilibrium. A comparison to Fig. 7.7 shows that at the radii where the OTS
approximation overestimates the neutral fraction the contribution of recombination radiation to
the total intensity is largest. The recombination photons originating from smaller radii are con-
tributing to the total ionising flux. This contribution is large due to the high gas density at small
radii, large enough to cause a lower neutral fraction than with the OTS approximation, where
only recombination photons originating within the cell contribute to the ionisations. The largest
difference in neutral fraction between the two simulations is a factor ' 2, which is reached close
to the ionisation front.
We can conclude that in a r−1 density profile the higher recombination rate close to the
source causes a large contribution of recombination photons to the total radiation field. Despite
this, the OTS approximation does not affect the position of the ionisation front with more than
1 %. The inner structure of the H ii region shows a steeper profile of the neutral fraction when
the OTS approximation is applied, leading to an underestimation of the neutral fraction close to
the source and an overestimation near the ionisation front. The difference is maximal a factor
of ' 2.
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7.7 The effect of the source spectrum
In the previous sections we have assumed that the source emits monochromatic radiation at
the Lyman limit. This puts the source photons and the recombination photons at the same
level energy-wise. Although the recombination radiation is indeed close to monochromatic, the
source radiation generally is not. In reality a source will emit photons at wavelengths above
the Lyman limit as well. These photons experience a smaller hydrogen cross section and will
therefore travel more easily to the ionisation front in comparison to the recombination photons.
Therefore one expects that the OTS approximation is more accurate in this case.
7.7.1 The contribution of diffuse photons to total radiation field
To assess the effect that the source spectrum has on the conclusions from the previous sec-
tions we have performed simulations of a single black body source of 105 K in a homogeneous
medium, with recombination radiation included. We have used 5 frequency bins for the source
photons and a separate bin for recombination radiation. The temperature of the gas was solved
for self-consistently in these simulations. In Sect. 5.4 we have demonstrated that the solution
has converged for this number of frequency bins. Fig. 7.10 shows the source and diffuse con-
tinuum intensity integrated over the surface at specific radii as function of radius for different
times during the simulation. The harder source spectrum reduces the contribution of the diffuse
recombination photons to the total number of photons significantly. In equilibrium the peak
contribution of recombination radiation to the total intensity is half of what it was for a Lyman
limit source. The diffuse photons experience a larger hydrogen cross section than the harder
source spectrum and are therefore more easily absorbed by recombined hydrogen atoms. The
OTS approximation is therefore more accurate in case of a black body source, as we expected.
Note that the harder source spectrum leads to an extended ionisation front, which further re-
duces the effect of recombination close to the front.
7.7.2 The OTS approximation and the evolution of the H ii region
The effect of the OTS approximation on the position of the ionisation front is comparable to the
case with the Lyman limit source, as Fig. 7.11 shows. The ionisation front is located slightly
farther from the source when recombination photons are included, but the difference with the
OTS approximation is never more than 2%. The reason for this is the higher neutral neutral
fraction in the inner region compared to when the OTS approximation is used, see Fig. 7.12.
Similar to the case with a Lyman limit source, the OTS approximation overestimates the number
of ionisations by recombination photons in optically thin cells close to the source, resulting in
a neutral fraction that is ∼ 30% lower. This difference is large enough to have a small impact
on the position of the ionisation front, as the photons that are not absorbed in their own cell are
available to advance the front. At the end of the simulation the difference in ionisation front
position is negligible, because the neutral fraction rises more steeply as function of radius when
the OTS approximation is applied.
The diffuse recombination photons carry less energy than the source photons and therefore
deposit less energy when they ionise an atom, which could affect the temperature state of the
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Figure 7.10: Same as Fig. 7.4 but for a black body source of 105 K.
gas. Fig. 7.13 shows the temperature of the gas as function of radius at 30 and 500 Myr of
simulation time. This figure shows that the temperature of the gas is only affected behind the
ionisation front, where the gas is mainly neutral. This gas is heated by energetic photons for
which the hydrogen cross section is small. In case the OTS approximation is applied, ionisa-
tions by recombination photons inside the H ii region are overestimated. More source photons
therefore reach the ionisation front, leading to warmer gas outside the front. The largest differ-
ence in temperature between the simulations is reached far from the source and is a factor 2. We
can conclude that the inclusion of recombination radiation does not affect the evolution of the
H ii region significantly, the difference with the OTS approximation is similar to the case with a
Lyman limit source.
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Figure 7.11: Same as Fig. 7.5 but
for a black body source of 105 K.
Figure 7.12: Same as Fig. 7.6 but for a black body source of 105 K.
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Figure 7.13: The temperature of the gas as function of radius at 30 (left) and 500 (right) Myr
of simulation time for simulations with the OTS approximation applied (dashed lines) and with
full transfer of recombination radiation (dotted lines).
7.8 Shadowing effects
Up to this point we have focussed on spherically symmetric problems in order to make a com-
parison with analytic estimates and previous work. In this section we let go of this assumption
to study the effect of the diffuse recombination radiation on the shadow behind a dense cloud.
The dense cloud blocks the radiation from the source so when the OTS approximation is applied
a sharp shadow is cast behind the cloud. However, photons emanating from the recombining gas
that surrounds the shadowed region can penetrate the shadow, making it more diffuse. To test
how effective diffuse recombination photons are in penetrating the shadow we have performed
a test similar to the previous test but with a dense, uniform, spherical slab with radius 0.56 kpc
at a distance of 0.8 kpc in the x-direction from the source. The density contrast between the ho-
mogenous environment and the clump is nclump/nout = 200. The ionisation front will be trapped
inside the dense clump causing a shadow to be formed behind it.
Fig. 7.14 shows the results of this test. The top two rows of the figure shows the ionised frac-
tion of the gas at different times during the simulation, with and without the OTS approximation
applied. As expected the OTS approximation produces a sharp shadow behind the dense cloud
with no photons penetrating the shadowed region. The inclusion of recombination radiation
leads to a much more diffuse shadow, because gas in the shadowed region is ionised by photons
emitted by the surrounding recombining gas. At the end of the simulation the angle that the
shadowed region subtends is reduced by a factor ∼ 2.5. The effect is largest close to the dense
cloud, which is where the contribution of recombination photons to the total intensity is high-
est, as Fig. 7.10 shows. Farther away from the source less diffuse photons are produced, hence
the shadow is almost as wide as when the OTS approximation is applied. At earlier times the
influence of the diffuse photons is less pronounced, although the OTS approximation produces
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Figure 7.14: Slices through the z-axis of the simulation domain of the shadow test showing the
ionised fraction (top two rows) and the temperature (bottom two rows) of the gas at 10, 30, 100,
200 and 500 Myr. Top row shows a simulation that includes recombination radiation, bottom
row a simulation where the OTS approximation is applied.
too sharp shadows throughout the simulation.
The temperature of the gas in the shadowed region is less affected by the recombination
photons. The bottom rows in Fig. 7.14 show that the recombination photons do not heat the gas
significantly in the regions where the gas is ionised by the recombination radiation. This is due
to the small excess energy (∼ kTgas) of these photons. The temperature in the shadowed region
differs at most a factor ∼ 2 between the simulations, which means that the temperature stays
below 104 K, which is lower than the gas temperature in regions heated by source photons.
We can conclude from this test that diffuse recombination radiation can play a significant
role in clumpy media by ionising gas in regions that are shadowed from source photons. Using
the OTS approximation these regions are completely neutral, while our simulations show that
diffuse photons significantly reduce the size of the shadow. Applying the OTS approximation
in clumpy media will thus yield incorrect results.
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7.9 The OTS approximation in reionisation simulations
In the previous sections we have studied the effect of the OTS approximation in various test
problems with a single source. These tests gave us the opportunity to study the OTS approxi-
mation in combination with the density profile, the source spectrum and shadowing properties
in detail. However, it is not clear whether these conclusions apply directly to large scale simula-
tions of cosmic reionisation as well. We aim to test this by performing a reionisation simulation
on a cosmological density field.
7.9.1 Density field
The density field is extracted from a cosmological N-body run that was performed using the
lean version of the Gadget-2 code (Springel 2005). The N-body simulation consists of 10243
particles in a 20h−1 Mpc box with cosmological parameters [Ω0,ΩΛ,Ωb, σ8, ns, h] equal to
[0.25, 0.75, 0.045, 0.9, 1, 0.73]. From this simulation we have extracted a single snapshot at
z = 5 on which we will perform the radiative transfer calculation. Using a single redshift slice
is of course a severe simplification as the evolution of the density field is completely ignored.
At high redshift the densities are in general higher, which leads to more recombinations and
thus more diffuse photons. On the other hand, at redshift 5 the density contrasts are highest so
the effect of the OTS approximation should be most pronounced. The effect of this simplifi-
cation will be studied in future work. We assume that the gas in the snapshot scales linearly
with the dark matter, which is in general a safe assumption on large (linear) scales, on which
the gravitational dynamics dominate over the thermodynamics of the gas. However, care must
be taken that this assumption does not hold at high densities, i.e., in massive haloes where the
sources reside. In general these structures take up only part of the volume of one computational
cell used for the radiative transfer simulation. For this reason we do not include the gas from
these massive haloes in the simulation but scale down the source luminosity to account for the
gas in the halo.
As the radiative transfer simulation is computationally more costly than the N-body sim-
ulation we have to scale down the resolution of the grid for the radiative transfer calculation.
This was done by randomly selecting particles from the N-body simulation until the desired
number of vertices for the radiative transfer simulation was acquired. This procedure could be
optimised by taking into account the gradients in the density field (cf. chapter 3), but we found
that this simple procedure results in a radiative transfer grid that is sufficient for our present
purpose. The mass of the particles that were not selected was added to the mass of the closest
particle that was used as a vertex in the radiative transfer simulation. This way we ensure that
the total mass is conserved independent of the resolution of the radiative transfer grid.
By using only a subset of the particles from the N-body simulation we throw away valuable
information of the density distribution on scales smaller than the resolution of the radiative
transfer grid. Although this does not affect the number of ionisation occurring in a cell, which
scale linearly with the density in the cell, it does affect the number of recombinations. This can





Recombination photons in the Epoch of Reionisation 173
With the clumping factor the recombination rate in a cell is (cf. Eq. (2.22))
RH = CneαH(T ), (7.15)
which returns the correct number of recombinations when the mean density of the cell is used.
The clumping factor of a cell is based on the density estimates of all particles in the N-body
simulation. A more elaborate discussion of the N-body simulation and the creation of the radia-
tive transfer grid can be found in Raicevic (2010) and Raicevic, Theuns, Lacey & Paardekooper
(in preparation).
Sources reside in the massive dark matter haloes. The luminosity of the sources of reionisa-
tion were computed using the GALFORM semi-analytic galaxy formation and evolution model
(Cole et al. 2000). For more details see Raicevic et al. (2010). The snapshot we use for our
calculations contains ∼ 1.4 · 105 sources.
7.9.2 The OTS approximation and reionisation on large scales
In order to study the effect of the OTS approximation on reionisation on large scales we have
performed two radiative transfer calculations of 643 vertices that we evolved for 8 Myr, when
more than half of the computational volume was ionised. One simulation was performed using
the OTS approximation, one without. Fig. 7.15 shows the ionised fraction and temperature of
the gas at different times during the simulations. The OTS approximation does not affect the
progress of reionisation in this simulation. The outer contours show that the position and the
speed of the ionisation front do not vary between the simulations, which is similar to what we
found in previous tests. The OTS approximation yields an ionised fraction that is too high close
to the sources, consistent with the previous tests, but this does not affect the position of the
ionisation front.
Only in some occasions does the OTS approximation give inaccurate results. For example,
the OTS approximation overestimates the speed of the ionisation front in underdense regions,
which could cause two separate H ii regions to start overlapping too early. An example of this
effect is visible at 6 Myr. However, even in this case the difference between the two simula-
tions is small and the soon after the overlap the OTS approximation gives the correct ionisation
front position. The mass and volume averaged fractions, which were defined in Eqs. (5.14) and
(5.15), are shown as function of simulation time in Fig. 7.16. The difference in the averaged
fractions between the two simulations is less than 0.1% at all times, which is another indication
that the OTS approximation is valid in this simulation. The small differences visible in Fig. 7.15
are averaged out, leading to no significant difference in the averaged fractions with the OTS ap-
proximation. The mass averaged ionised fraction is slightly higher in the simulation without the
OTS approximation, which is contrary to our findings in the previous sections. We will show in
the next sections that this is due to resolution effects. The temperature of the gas is comparable
in both simulations as well. The OTS approximation finds slightly higher temperatures in the
highly ionised regions due to the overestimation of the number of ionisations. Other than that
the gas temperatures are comparable between the two simulations.
We find no evidence of filaments in which the source radiation is trapped being ionised from
the sides by recombination photons emanating from the ionised gas surrounding the filaments.
Although our shadow test in the previous section suggests that this is possible, the densities in
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Figure 7.15: Slices through the x-axis of the simulation domain of the cosmological box at
2,4,6 and 8 Myr. The top row shows ionised fractions of 5 · 10−6 (inner contours) and 0.5
(outer contours) for a simulation with (black contours) and without (white contours) the OTS
approximation. Bottom row shows contours of the temperature of the gas at 104 (outer contours)
and 4.75 · 104 (inner contours) K.
Figure 7.16: Left: Mass (thin lines) and volume (thick lines) averaged ionised fractions as
function of simulation time for the 643 simulations with and without the OTS approximation.
Right: Ratio between the averaged fractions with and without the OTS approximation.
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Figure 7.17: Left: Mass (thin lines) and volume (thick lines) averaged ionised fractions as
function of simulation time for the 1283 simulations with and without the OTS approximation.
Right: Ratio between the averaged fractions with and without the OTS approximation.
the filaments are so high that the effect will probably be small and if it would be happening the
resolution of our simulations is insufficient to resolve it.
7.9.3 The OTS approximation and reionisation on smaller scales
The effects of the OTS approximation are expected to be bigger on small scales, where for ex-
ample shadowing plays a larger role. To assess the small scale effect of the OTS approximation
we have resimulated the radiative transfer with a resolution of 1283 vertices. Although this
resolution is insufficient to account for all the small scales in the simulation, the comparison
between this simulation and the previous 643 simulations may provide a hint on the validity
of the OTS approximation in simulations at higher resolution. As the differences between the
two simulations are expected to occur primarily close to the sources, which means early in the
simulation, we have run the high resolution simulations for 2 Myr.
The 1283 simulations show small differences in the speed of the ionisation fronts between
the simulations with and without the OTS approximation, similar to what we found in the 643
simulations. However, as Fig. 7.17 shows, the mass and volume averaged ionised fractions in
both high resolution simulations are comparable. If the OTS approximation affects the evo-
lution of the ionisation front this would show up as a trend in the mass and volume averaged
ionised fractions. Instead, over the entire simulation time the difference between the simula-
tions are much smaller than 0.1%, which means that the OTS approximation can be safely used
in simulations of these large scales.
In this section we have shown that reionisation on large scales is not affected by the use
of the OTS approximation, a result found in both the 643 and the 1283 simulations. The ioni-
sation front and the gas temperature are comparable in simulations with and without the OTS
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approximation. Our simulations at higher resolution show no significant effect of the OTS
approximation even on small scales. We plan to further investigate this in future work by em-
ploying higher resolution simulations. We will also assess whether our conclusions change if
we include the evolution of the density field with redshift in our simulation. In this work we
have not studied the effect that the source strength has on our conclusions. However, if the
galaxies responsible for reionisation emitted only a few photons per neutral atom (the so-called
photon-starved regime) reionisation would progress slower than our simulations suggest and
recombination photons might play a bigger role. We leave the effect of the source strengths for
future work.
7.10 Conclusions
In this chapter we have studied the influence that the OTS approximation has on simulations of
cosmic reionisation. Our results can be summarised as follows.
1. The OTS approximation does not significantly affect the position of the ionisation front
in spherical symmetric density distributions.
2. In a homogeneous medium the neutral fraction inside the spherically symmetric H ii re-
gion is at most 10% lower when the OTS approximation is applied.
3. In a steeper density profile the neutral fraction can differ up to a factor 2 with and without
the OTS approximation.
4. Taking into account the spectrum of the source leads to a smaller contribution of the
recombination radiation to the total radiation field, but the conclusions on the ionisation
front position and inner structure of the H ii region remain unchanged.
5. The temperature state of the gas is not affected significantly by the OTS approximation.
6. Recombination photons penetrate the shadowed regions behind a dense obstacle, resulting
in a smaller shadow. The small energy excess of the recombination photons leads to
marginal heating of the gas in the shadowed region.
7. The OTS approximation does not affect the reionisation process on large scales in cosmo-
logical simulations, although locally inaccurate results might occur.
Our findings indicate that on galactic scales the unphysical sharp shadows behind dense obsta-
cles that are caused by the OTS approximation could have a profound impact on, for example,
star formation in the early Universe. At high redshift H2 is the main coolant of the gas, so star
formation highly depends on the destruction and formation of these molecules. As H2 is eas-
ily destroyed by ionising photons, it is essential to correctly account for shielding of ionising
radiation. Recombination photons can penetrate gas that is otherwise shielded and destroy the
H2 molecules. Therefore the OTS approximation may be a too simplifying assumption in, for
example, simulations of star formation in the first galaxies (Ricotti et al. 2002; Johnson et al.
2007; Wise & Abel 2008). We plan to further address this issue in future work.
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In large scale reionisation simulations we find that the OTS approximation yields accurate
results, but care must be taken that in high resolution simulations this situation may change.
This could for example lead to small haloes being ionised at a different time, which would affect
the total photon budget in the simulation because star formation depends on the ionisation state
of the gas. Future experiments will point out whether the OTS approximation will have to be
abandoned in higher resolution simulations or that it will remain a valuable tool to constrain the
number of sources in simulations of cosmic reionisation.
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Het eerste licht
H
et ontstaan van het heelal heeft de mensheid al sinds de vroegste beschavingen bezig
gehouden. Toch heeft het tot de vorige eeuw geduurd voor een coherent model ontwikkeld
was voor het ontstaan en de evolutie van het heelal, de zogenaamde oerknaltheorie. Deze the-
orie staat aan de basis van het model dat de vorming van de structuren in het heelal, zoals
planeten, sterren en melkwegstelsels beschrijft. Een belangrijk ingrediënt dat nog onbreekt in
de theorie van de vorming van sterrenstelsels is de invloed van de straling van de eerstgevormde
sterrenstelsels op het gas in het heelal en hoe dat de vorming van latere sterrenstelsels beı̈nvloed
heeft.
De vorming van structuur in het heelal
De oerknaltheorie beschrijft het ontstaan van het heelal vanuit een beginpunt, ongeveer 13,7
miljard jaar geleden, waarin tijd, ruimte en energie hun oorsprong vinden. Tijdens de hieropvol-
gende uitdijing van het heelal ontstonden sterrenstelsels, sterren en planeten, waar de aarde er
één van is. Het fundament onder de oerknaltheorie wordt gevormd door de algemene rela-
tiviteitstheorie die Albert Einstein heeft ontwikkeld aan het begin van de vorige eeuw. Uit zijn
theorie volgt dat het heelal niet statisch is, maar kan uitdijen of inkrimpen. Het heeft lang gedu-
urd voordat een uitdijend heelal een brede wetenschappelijk steun kreeg, maar door de vele
waarnemingen die de theorie ondersteunen vormt de oerknaltheorie nu het kader waarbinnen
sterrenkundigen werken.
De eerste waarnemingen die de oerknaltheorie ondersteunen werden gedaan door Edwin
Hubble in 1929. Hij ontdekte dat sterrenstelsels van ons af bewegen met een snelheid die
groter wordt naarmate ze verder van ons af staan. Hieruit volgt dat het heelal niet statisch is
maar uitdijt. Recente waarnemingen hebben de uitdijingssnelheid van het heelal nauwkeurig
bepaald. Een ander belangrijk bewijsstuk van de oerknaltheorie wordt gevormd door de kos-
mische achtergrondstraling. Deze werd voor het eerst waargenomen in 1965 door Penzias en
Wilson, die voor deze ontdekking later de Nobelprijs ontvingen. De achtergrondstraling is
ontstaan toen het heelal ongeveer 380 000 jaar oud was. Het extreem hete plasma van vrije
protonen en elektronen waaruit het heelal tot dan toe bestond was op dat moment ver genoeg
afgekoeld dat waterstofatomen gevormd konden worden. Hierbij combineerden de vrije pro-
tonen en elektronen tot atomen, wat ervoor zorgde dat de hoeveelheid vrije elektronen, dus
elektronen die niet in een atoom zitten, drastisch afnam. Vrije elektronen zorgen ervoor dat
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Figuur 1: De vorming van het kosmische web sinds de oerknal, ongeveer 13,7 miljard jaar
geleden. Met dank aan Ben Oppenheimer.
straling afgebogen wordt. Voordat de waterstofatomen zich konden vormen was het dus on-
mogelijk voor straling om vrij door het heelal te reizen. Dit werd pas mogelijk toen de vrije
elektronen werden gebruikt voor de vorming van atomen. De straling uit dit tijdperk kunnen we
vandaag de dag waarnemen als de kosmische achtergrondstraling.
Een uitdijend heelal zorgt ervoor dat de dichtheid van de materie in het heelal steeds kleiner
wordt. Immers, de hoeveelheid materie in het heelal blijft dezelfde, maar het heelal zelf wordt
groter. Het gas in het heelal zal op deze manier steeds ijler worden en steeds verder afkoelen,
zonder dat sterren gevormd worden. Hoe kan het dan dat er toch sterrenstelsels en planeten
als de aarde zijn? Om die vraag te beantwoorden moeten we eerst bekijken uit welke materie
het heelal precies bestaat. Het grootste gedeelte van alle materie in het heelal, ongeveer 83 %,
bestaat uit materie waarvan we de aard niet kennen. In tegenstellling tot de ’gewone’ materie,
die we kunnen waarnemen doordat het licht uitstraalt, kunnen we deze materie niet zien. Het
wordt daarom ook wel donkere materie genoemd. De enige manier waarop het bestaan van
donkere materie afgeleid kan worden is door de werking van de zwaartekracht. De preciese
aard ervan is voorlopig nog een raadsel. Deze donkere materie vormt een belangrijk onderdeel
van de gravitationele instabiliteitstheorie, die beschrijft hoe sterrenstelsels zijn ontstaan.
De gravitationele instabiliteitstheorie is gebaseerd op heel precieze waarnemingen van de
kosmische achtergrondstraling, die laten zien dat er in het heel vroege heelal minieme dichthei-
dsfluctuaties in de materie waren. Dat betekent dat er op bepaalde plekken in het heelal iets meer
materie was dan op andere plekken. Omdat de zwaartekrachtswerking van gebieden met meer
materie groter is, wordt materie uit minder dichte gebieden hiernaartoe getrokken. Hierdoor
wordt de dichtheid van de gebieden met meer materie alleen maar groter en de zwaartekrachtswerk-
ing dus steeds sterker. Door dit proces ontstaat er langzaam een soort spinnenweb structuur van
materie in het heelal, die het kosmische web genoemd wordt. Figuur 1 toont hier een voorbeeld
van.
In tegenstelling tot ’gewone’ materie zoals gas, heeft donkere materie alleen maar interactie
door middel van zwaartekracht. Hierdoor zal het proces van gravitationele samentrekking door-
gaan tot een gravitationeel gebonden object gevormd is. Deze objecten worden halo’s genoemd.
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De halo’s vormen de plek waar sterren en sterrenstelsels ontstaan. Omdat de dichtheidsfluctu-
aties waaruit het kosmische web ontstaat op kleine schaal een grotere zwaartekrachtswerking
hebben dan op grote schaal, zullen de eerste gravitationeel gebonden objecten klein zijn. Dit
proces wordt ook wel hiërarchische structuurvorming genoemd. Omdat eerst kleine en daarna
grote structuren ontstaan, zijn de grote structuren in het heelal opgebouwd uit kleinere struc-
turen. Zo zijn sterren de eerste objecten die in het heelal gevormd zijn. Later zijn grotere
objecten als sterrenstelsels ontstaan, die uit individuele sterren bestaan.
Voor de vorming van objecten van ’gewone’ materie zijn naast de zwaartekracht ook andere
processen belangrijk, zoals de temperatuur en druk van het gas. Dit maakt het veel moeilijker
te beschrijven dan donkere materie. Uiteindelijk zal het gas in de halo’s van donkere materie
onder invloed van de zwaartekracht steeds verder samentrekken tot uiteindelijk de ineenstorting
leidt tot de vorming van sterren en dus de eerste lichtbronnen in het heelal.
Het tijdperk van reı̈onisatie
De eerste lichtbronnen in het heelal die aldus ontstonden hebben een grote invloed gehad op de
vorming van latere structuren, zoals sterren en sterrenstelsels. De details van dit proces zijn nog
grotendeels onbekend. De straling van de eerste bronnen zorgde ervoor dat het afgekoelde, neu-
trale gas verhit en weer geı̈oniseerd werd. Dat betekent dat de elektronen en protonen opnieuw
gescheiden werden, een proces dat reı̈onisatie genoemd wordt. Deze fase in de leeftijd van het
heelal wordt daarom het ’tijdperk van reı̈onisatie’ genoemd. Gedurende dit tijdperk kreeg het
heelal zijn huidige aanblik van hooggeı̈oniseerd gas met hier en daar dichte wolken neutraal gas
waarin sterren gevormd worden.
Het tijdperk van reı̈onisatie is met veel vragen omgeven. Zo weten we bijvoorbeeld niet
welke lichtbronnen verantwoordelijk waren voor dit proces en weten we ook niet precies wan-
neer het plaatsvond. Het enige wat we echt zeker weten is dát reı̈onisatie heeft plaatsgevonden,
en dat het ongeveer 12,8 miljard jaar geleden geëindigd is. Omdat reı̈onisatie zo lang geleden
plaatsgevonden heeft, is het erg moeilijk om waar te nemen met telescopen. Waarnemingen van
heldere sterrenstelsels die extreem ver weg staan laten zien dat er rond 12,8 miljard jaar gele-
den een overgang van neutraal naar geı̈oniseerd gas plaatsvond. Dit wijst erop dat reı̈onisatie
rond die tijd geëindigd is. De vrije elektronen die opnieuw ontstaan door reı̈onisatie hebben
invloed op de kosmische achtergrondstraling. Waarnemingen van de achtergrondstraling laten
zien dat reı̈onisatie ongeveer 13,3 miljard jaar geleden gebeurde. Waarschijnlijk is reı̈onisatie
dus niet plotseling gebeurd maar verspreid over langere tijd, waarbij eerst het gas rond licht-
bronnen geı̈oniseerd werd. Helaas kunnen we dit op dit moment nog niet direct uit waarnemin-
gen afleiden, maar wellicht in de nabije toekomst wel. Er worden momenteel pogingen gedaan
om met nieuw-gebouwde radiotelescopen de verdeling van neutraal en geı̈oniseerd gas tijdens
reı̈onisatie waar te nemen. Een voorbeeld hiervan is LOFAR, die grotendeels in Nederland staat.
Omdat het zo moeilijk is het tijdperk van reı̈onisatie direct waar te nemen met telescopen,
komt de meeste van onze kennis hierover van computersimulaties. Het simuleren van reı̈onisatie
is echter een lastig karwei, zelfs met de snelste supercomputers. De reden hiervoor is niet alleen
dat er veel ingewikkelde fysische processen gesimuleerd moeten worden, maar ook de enorme
schaal waarop het plaatsvindt. Het is noodzakelijk om voor de simulaties een zeer groot volume
te gebruiken, zo groot dat het representatief is voor het hele heelal. Alleen op deze manier weet
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je zeker dat de melkwegstelsels in de simulatie de diversiteit aan stelsels in het echte heelal
benaderen. Dit is noodzakelijk omdat al deze sterrenstelsels bijdragen aan het reı̈onisatieproces.
Aan de andere kant is het ook belangrijk om sterrenstelsels met een lage massa in de simulatie
mee te nemen, omdat er daar heel veel van zijn en al deze kleine stelsels bij elkaar dus veel
straling bijdragen. Dat betekent dat in de simulatie naast hele grote ook relatief kleine structuren
moeten voorkomen. Hierdoor worden er met deze simulaties hoge eisen gesteld aan zowel de
supercomputer waarop de simulaties uitgevoerd worden als de computercode die alle fysische
processen beschrijft. Pas zeer recent zijn simulaties in de buurt gekomen van deze eisen.
Er zijn drie belangrijke ingrediënten voor een succesvolle reı̈onisatiesimulatie. De eerste is
donkere materie, die ongeveer 83% van alle aanwezige materie vormt. Omdat donkere materie
alleen maar interactie heeft door middel van zwaartekracht is dit relatief eenvoudig te simuleren.
Desondanks is het pas recentelijk gelukt om in een groot genoeg volume de vorming van kleine
halo’s correct te representeren. Het tweede ingrediënt is gas. Zonder gas vormen zich geen
sterren en zal er dus ook geen straling zijn om reı̈onisatie te doen plaatsvinden. Gas is echter
een stuk moeilijker te simuleren dan donkere materie omdat er meer fysische processen een
rol spelen dan bij donkere materie. Het is bijvoorbeeld belangrijk de invloed van druk en de
temperatuur van het gas te berekenen. Hierdoor is het tot nu toe onmogelijk geweest de evo-
lutie van gas mee te nemen in reı̈onisatiesimulaties op grote schaal. In plaats daarvan wordt
vaak aangenomen dat het gas de evolutie van de donkere materie volgt. Op grote schaal is
dit waarschijnlijk een goede aanname, omdat de rol van de zwaartekracht op het gas op deze
schalen het grootst is en andere fysische processen minder belangrijk zijn. Op kleinere schaal
gaat deze aanname niet op, met name in de gebieden waar sterren en sterrenstelsels gevormd
worden. In plaats van de evolutie van het gas exact te berekenen gebruikt men hier de ken-
nis over de vorming van sterrenstelsels om een uitspraak te kunnen doen over de stelsels die
ontstaan in de gravitationeel gebonden halo’s van donkere materie. Deze sterrenstelsels vormen
de bronnen die het heelal geı̈oniseerd hebben.
Het derde belangrijke ingrediënt van reı̈onisatiesimulaties is stralingstransport. Stralingstrans-
port beschrijft hoe licht door het gas reist en wat voor invloed het daarbij uitoefent op het gas.
Straling zorgt er niet alleen voor dat het gas geı̈oniseerd wordt, maar bijvoorbeeld ook dat gas
verhit wordt. Van al deze ingrediënten is stralingstransport het lastigste om te simuleren. Stral-
ing reist namelijk met de lichtsnelheid en kan dus heel makkelijk het totale simulatievolume
doorkruisen. Dat betekent dat op elk punt in het gesimuleerde heelal de invloed van straling van
elk sterrenstelsel meegenomen moet worden. Gezien de vele sterrenstelsels is dit een moeili-
jke taak voor simulatiecodes. Tot nog toe heeft de complexiteit van stralingstransport ervoor
gezorgd dat er maar weinig simulaties gedaan zijn van reı̈onisatie in een volume dat represen-
tatief is voor het heelal. Dit zal waarschijnlijk in de nabije toekomst veranderen.
Dit Proefschrift
In dit proefschrift beschrijven we een nieuw soort simulatiecode voor stralingstransport die
speciaal ontwikkeld is voor reı̈onisatiesimulaties. Vervolgens passen we de methode toe om
meer te leren over de bronnen van reı̈onisatie en de invloed die recombinerende atomen gehad
hebben op het reı̈onisatieproces.
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Hoofdstuk 1
We beginnen in Hoofdstuk 1 met een algemene introductie, waarbij we wat dieper op de stof
ingaan dan in deze Nederlandse samenvatting.
Hoofdstuk 2
In dit hoofdstuk beschrijven we de simulatiecode voor stralingstransport die we gebruiken in de
rest van het proefschrift. Deze methode, SimpleX geheten, gebruikt een speciaal rekenrooster
om de reis van lichtdeeltjes door gas te beschrijven. In plaats van een rechthoekig rooster
dat vaak gebruikt wordt in traditionele stralingstransportmethodes, worden bij SimpleX punten
geplaatst al naar gelang de hoeveelheid gas die aanwezig is. Dat betekent dat meer punten
komen te staan op plekken waar de gasdichtheid hoger is, wat ervoor zorgt dat de relevante
fysische processen beter opgelost kunnen worden. De punten worden verbonden door middel
van een tesselatieprocedure, de zogenaamde Delaunay tesselatie. Dit houdt in dat in een 3-
dimensionale simulatie elk punt verbonden wordt met de (ongeveer) 16 dichtsbijzijnde punten.
Straling reist over deze tesselatie van roosterpunt naar roosterpunt, waarbij op elk punt de in-
vloed van de straling op het gas berekend wordt. Het heeft verschillende voordelen om straling
over de tesselatie te laten reizen. De belangrijkste is dat de rekentijd niet langer afhankelijk
is van het aantal lichtbronnen dat aanwezig is in de simulatie, een nadeel waar vrijwel alle
traditionele methodes last van hebben. Omdat er in reı̈onisatiesimulaties enorm veel bronnen
aanwezig zijn, geeft dit SimpleX een heel groot rekenvoordeel.
De nadruk van dit hoofdstuk ligt op de recente aanpassingen aan de code. Het is nu bi-
jvoorbeeld mogelijk om de simulatie op meerdere computers tegelijk te doen, zodat de reken-
tijd bekort wordt. Dit is essentieel om simulaties te kunnen doen op grote supercomputers.
Ook beschrijven we een nieuwe manier om lichtdeeltjes over het rooster te transporteren in
gebieden waar er weinig interactie is tussen de straling en het gas, bijvoorbeeld als het gas
hooggeı̈oniseerd is. Deze nieuwe transportmodule zorgt ervoor dat de straling in de correcte
richting blijft reizen. Het nadeel van deze methode is dat de rekentijd hierdoor langer wordt,
vandaar dat dit type transport alleen maar wordt toegepast als dat ook daadwerkelijk nodig is.
Als laatste beschrijven we hoe de invloed van straling op de temperatuur van het gas berekend
wordt.
Hoofdstuk 3
Een zeer belangrijk onderdeel van een SimpleX simulatie is het genereren van de roosterpunten
waartussen de straling reist. De plaatsing van de punten is afhankelijk van de locale eigenschap-
pen van het gas. Deze eigenschappen worden meestal geëxtraheerd uit een gasdynamicasim-
ulatie. Er zijn verschillende methoden die de evolutie van gas beschrijven en elk een ander
rekenrooster gebruiken. Het is dus belangrijk dat de roosterpunten voor SimpleX gemaakt kun-
nen worden uit allerlei gasdynamicasimulaties. Dit hoofdstuk beschrijft hoe op een efficiënte
wijze een rekenrooster gemaakt kan worden waarop stralingstransport met SimpleX gedaan kan
worden.
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Hoofdstuk 4
Straling heeft een directe invloed op gasdynamica, bijvoorbeeld doordat straling gas kan verhit-
ten. Het is daarom belangrijk om stralingstransport en gasdynamica simulaties gekoppeld uit te
voeren, zodat de invloed van straling op gas direct meegenomen wordt. De enorme rekentijd die
dit soort simulaties vragen heeft ervoor gezorgd dat dit soort stralings-gasdynamica simulaties
nog geen wijdverbreide toepassing gevonden hebben. Omdat SimpleX heel efficiënt de invloed
van straling op gas kan berekenen, is het mogelijk om de invloed van straling op het gas direct
mee te nemen. Dit hoofdstuk behandelt de stappen die daartoe gezet moeten worden.
Hoofdstuk 5
In dit hoofdstuk beginnen we met het toepassen van SimpleX op fysische problemen. Voor we
dit kunnen doen moeten we echter zeker weten dat de methode goed werkt. Hiertoe hebben we
een aantal tests uitgevoerd en de uitkomsten van SimpleX vergeleken met analytische oplossin-
gen (indien mogelijk) en de uitkomsten van andere simulatiecodes. Deze tests laten zien dat
SimpleX uitstekende resultaten geeft in situaties die relevant zijn voor de toepassing op het
tijdperk van reı̈onisatie.
Hoofdstuk 6
Er is nog veel onduidelijk over de bronnen die verantwoordelijk zijn voor het ioniseren van het
gas in het heelal. De theorie van hiërarchische structuurvorming voorspelt dat kleine structuren
het eerst gevormd worden. Het zou dus goed kunnen dat kleine sterrenstelsels, zogenoemde
dwergstelsels, verantwoordelijk zijn voor het begin van reı̈onisatie. Hiervoor is het nodig dat
niet alle straling die de sterren in een dwergstelsel uitzenden in het stelsel zelf geabsorbeerd
wordt. Alleen straling die daadwerkelijk uit het stelsel ontsnapt draagt bij aan reı̈onisatie. In dit
hoofdstuk gebruiken we SimpleX om uit te rekenen hoeveel straling er ontsnapt uit dwergstelsels
ten tijde van reı̈onisatie. Daarvoor gebruiken we realistische modellen van dwergstelsels waarin
alle relevante fysica voor stervorming wordt meegenomen.
Sterren vormen zich over het algemeen uit gas dat een heel hoge dichtheid heeft. De
dichtheid van het gas in deze gebieden is zo groot dat er normaal gesproken geen straling uit
kan ontsnappen. Uit onze modellen blijkt dat straling deze gebieden alleen kan ontsnappen als
een supernova explosie een gat heeft gemaakt in het dichte gas. Een supernova explosie ontstaat
wanneer een massieve ster aan het einde van zijn leven al zijn brandstof heeft opgebrand en met
een grote ontploffing tot zijn einde komt. Zo’n explosie kan ervoor zorgen dat het dichte gas in
de omgeving van de ster weg wordt geblazen, waardoor de straling van de overgebleven sterren
in die buurt door het ontstane kanaal kan reizen. De hoeveelheid straling die uit dwergstelsels
ontsnapt is dus primair afhankelijk van supernova explosies en dus van de hoeveelheid massieve
sterren die gevormd wordt. Onze modellen laten zien dat er uit bepaalde stelsels genoeg straling
ontsnapt om significant bij te dragen aan reı̈onisatie.
Hoofdstuk 7
In het laatste hoofdstuk bekijken we het effect van recombinerende atomen op het proces van
reı̈onisatie. De atomen die kapot gemaakt worden door straling kunnen recombineren om op-
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nieuw atomen te vormen. Dat gebeurt bijvoorbeeld wanneer een vrij proton en een vrij elektron
bij elkaar komen om een waterstofatoom te vormen. Hierbij komt energie vrij in de vorm van
straling, zogenoemde recombinatiestraling. In sommige gevallen komt er zoveel energie vrij dat
de recombinatiestraling een ander waterstofatoom kan ioniseren. Dit maakt het nog moeilijker
om een simulatie te doen van reı̈onisatie, want niet alleen moet rekening gehouden worden met
alle sterrenstelsels als lichtbronnen, maar nu kan zelfs elk atoom een bron van straling worden.
Voor traditionele stralingstransportmethoden is dit onmogelijk te berekenen. Vandaar dat men
vaak aanneemt dat de recombinatiestraling vlak bij de plek waar het wordt uitgezonden ook
weer wordt geabsorbeerd. Op die manier kan men door slim boekhouden per cel in het reken-
rooster bijhouden welk deel van het gas geı̈oniseerd wordt door straling van een sterrenstelsel
en welk deel door recombinatiestraling.
Deze benadering werkt echter alleen binnen een cel op het rekenrooster. In dit hoofdstuk
laten we zien dat er een grote kans is dat recombinatiestraling uit een cel ontsnapt, waaruit
volgt dat deze benadering tot onnauwkeurige resultaten kan leiden. Met SimpleX kunnen we
het transport van recombinatiestraling direct meenemen zonder aannames. Op deze manier
laten we zien dat recombinatiestraling grote invloed kan hebben op de evolutie van het gas
op kleine schaal. Gas dat zich achter een dichte wolk bevindt kan bijvoorbeeld alleen maar
geı̈oniseerd worden door recombinatiestraling, een effect dat genegeerd wordt in traditionele
methodes. Echter, voor reı̈onisatie is voornamelijk de grote schaal belangrijk, en we laten zien
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8 jaar Paardekoopers in kamer 451 van het Oortgebouw. Ik wil deze dan ook gebruiken om
iedereen te bedanken die belangrijk is geweest bij het voltooien van dit werk.
Allereerst wil ik de leden van de theoriegroep bedanken. Vanaf het begin van mijn afs-
tudeeronderzoek heb ik me er op mijn plek gevoeld. Peter, your enthusiasm for theoretical
work was contagious. Jelle, ik hoop dat dit het moois is dat je verwachtte. Chael, bedankt
voor alle eindeloze discussies en de vele correcties, zonder jou was dit proefschrift niet half zo
dik. Nicola, I will continue to follow your work with interest. Inti, officieel niet meer in de
theoriegroep, het was desondanks prettig samenwerken. Silvia, I am looking forward to your
results. Nathan, het is me toch gelukt eerder van de Sterrewacht weg te komen dan jij. Ook
mijn kamergenoten hebben een belangrijke bijdrage geleverd. Anne-Marie en Maarten, het was
leuk een kamer met jullie te delen, en vele koppen thee te drinken. Maryam, you’ve been a
wonderful office mate. Marcel, Demerese, Eveline, Selma: bedankt dat ik de laatste loodjes
met jullie kon delen. Ook vanuit Groningen kwam de nodige steun: Rien en Jakob, bedankt
voor de vele SimpleX discussies.
De faciliteiten op de Sterrewacht maakten het tot een ideale plaats om onderzoek te doen.
Veel dank ben ik verschuldigd aan de computergroep, Erik, Aart, Tycho en David, die altijd
voor een stabiel draaiend computer systeem zorgden en aan degenen die zorgden voor een
stabiel draaiende Sterrewacht: Kirsten, Jeanne, Liesbeth en Anita, dank ook voor alle hulp
bij het regelen van de student colloquia. Ik ben het Leids Kerkhoven Bosscha Fonds en the
European Science Foundation erkentelijk voor hun financiële ondersteuning.
During the last four years I have visited many conferences, but only a few without Dan and
Milan. Your company always made the trips more fun. I would like to thank the people at FIAS
Frankfurt and ICC Durham for making me feel at home during my working visits.
Mijn ouders ben ik dankbaar voor hun onvoorwaardelijke steun, het is niet altijd makkelijk
om twee sterrenkundige zoons te hebben. Sijme-Jan, bedankt dat ik altijd op mijn grote broer
terug kon vallen. Ook mijn schoonfamilie, bij wie aaltied stie was om in de Tweanse röste bie
te kommen, wil ik bij dezen bedoanken.
Ilona, bedankt dat je er al die jaren voor me was en er altijd begrip voor had als het werk
even belangrijker leek te zijn. Zonder jou had dit proefschrift er heel anders uitgezien.

