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Abstract 
We construct a non-trivial set @ of extended-real valued functions on R”, containing 
all affine functions, such that an extended-real valued function f’ on R” is convex if and 
only if it is G-convex in the sense of Dolecki and Kurcyusz, i.e., the (pointwise) supremum 
of some subset of @. Also, we prove a new sandwich theorem. Finally, we characterize 
the set of all extended-real valued functions on R” which are simultaneously convex and 
concave and we show that it contains properly the above set @. Hence, a function f’ on 
R” is convex if and only if it is the (pointwise) supremum of a set of simultaneously 
convex and concave functions. 0 1998 Elsevier Science Inc. All rights reserved. 
Kqwvrdv; Convex functions; Generalized convexity; Sandwich theorem 
1. Introduction 
We recall that, given a set X and a set @ &RX (i.e., a set @ of functions 
cp: X + W = [-co, +cm]), a function f: X + R’ is said to be @-conces (see 
[14] for the case when CD C @, where R! = (-x, +‘m), and e.g. [5] for the gen- 
eral case @ C RX), if there exists a subset @’ of @ such that .f’ = SUP,,~~ cp point- 
wise on X, that is, 
.f(x) = W$ V(X) (x E X): (1.1) 
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note that, in particular, the function f = -CC is Q-convex (take @’ = 0, the 
empty set). Let us also recall that if X is a (real) linear space, a function 
f: X + n is said to be convex, if 
f(A+(l -A)v)<J*(x)-t(l -A)f(.Y) (X,.YEX, O<A<l), (1.2) 
where + is the “upper addition” on E, i.e. (see e.g. [6]) the extension of the usu- 
al addition + by the convention 
+ cxJ+(--00) = -&(+co) = +cQ. (1.3) 
It is natural to ask whether @-convexity is a generalization of the concept of 
convexity of functions, i.e., whether on each linear space X there exists a non- 
trivial set of functions @ C RX such that a function f : X + iw is convex if and 
only if it is @-convex, in the sense of Eq. (1.1). By a theorem of Hormander [7], 
when X is a locally convex space, a function f : X + ?% is either 3 +CC or 
c -cc or convex, lower semi-continuous and proper (i.e., f $ +m and 
f(x) > -cc for all x E X) if and only if it is (x* + lR)-convex (where X* is 
the conjugate space of X), i.e., if and only if it is the supremum (pointwise) 
of a set @’ c_X* + R of continuous affine functions on X; hence, if X = KY’ 
and f : 52" ---t R is proper, lower semi-continuous and convex, then the answer 
to the above problem is affirmative, since one can take @ = (R”)* + R. 
In Section 2 of the present paper we shall show that for X = R” the answer is 
affirmative also in the general case (of all functions f: R” ---f i%), namely, there 
exists a non-trivial set of functions @ c Rwn, containing the set of all affine 
functions on R”, such that a function f : R" + R is convex if and only if it is 
@-convex. Furthermore, in Section 3 we shall prove that, for any x0 E W” 
and 10 E R, among the convex functions f : R"_;B i@' satisfying f (x0) = /lo, the 
minimal ones (for the natural partial order on R ) are precisely the functions 
belonging to the set @ constructed in Section 2, and in Section 4 we shall prove 
a sandwich theorem involving @. Next, in Section 5 we shall show that this set 
@ has a subset QO, containing all sublinear (i.e., convex and positively homo- 
geneous) functions q: IP’ + E with q(O) = 0, such that a function 
f : R” + iTB is sublinear and satisfies f (0) = 0 if and only if it is @,-convex. Fi- 
nally, in Section 6 we shall characterize the set 8 of all functions cp: R” ---) iw 
which are simultaneously convex and concave or, equivalently, whose strict ep- 
igraphs are hemi-spaces (i.e., convex sets with convex complements) in IJP’, 
and we shall show that @ c di. Hence, it will follow that a function 
f : R” + R is convex if and only if it is &convex, i.e., if and only if it is a supre- 
mum of a set of simultaneously convex and concave functions (where a func- 
tion cp: R” --+ R is said to be concave, if -qn is convex). 
We conclude this introduction by recalling some notions, notations and re- 
sults, which will be used in the sequel. 
Unless otherwise stated, whenever we write R”, we shall understand that 
IZ 3 1; however, we shall also work with Iwo = (0). The elements of R” will 
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be considered column vectors, and the superscript T will mean transpose. We 
recall that x = (<,, ~ t,?)’ E R” is said to be “lexicographically less than” 
y= (P/,.....r7 )T E [w” k=min(i E i; .,, n,,cti; ,I~mbols. x <LY) if x fv and if for 
I 
we have & < PIN. We write X< L y if x <[. J’ 
or x = J;. The expressions y >lL x and J J , L x respectively, will be also used. > 
For k E (0. 1:. , n}, we shall denote by W( [w”, 1w”) the set of all linear map- 
pings II : R” + R”. For k E { 1, . . n}, we shall identify each u E Y(rW”, [w” ) 
with its k x n matrix with respect to the unit vector bases of [w” and iw”. that 
is. we shall write 
11 = (a,,) = (a,. . .Clk)T% 
where Q: = (a,, , . : a,,,) (i = 1,. . . k) are the rows of (aij). 
Let us recall the following “lexicographical separation theorem” ([S], p. 258: 
see also [9], Section 2.4 and [lo], Theorem 2.1): If G is a convex subset of R” 
and x0 +Z G, then there exists an isomorphism II E Y(EY. rW”) such that 
r+) <I. +CI) (x E G) (1.4) 
(moreover, there even exists [8] a linear isometry u satisfying Eq. (1.4) but we 
shall not need this property). 
A set H in Iw” is called a hemi-space if both H and its complement [w” \ H are 
convex. We shall use the representation of hemi-spaces in analytical form, 
given in [1 I], Theorem 2.1, equivalence (1) +=+ (17), according to which, 
for a set H 2 EY, the following statements are equivalent: 
1”. H is a hemi-space. 
2’. There exist k E (0, 1, n}. u E 9(W. Rk) with ranku = k and .Y E [w’ 
such that either 
H = {x E R” 1 u(x) <L z} (1.5) 
or 
H = {x E R” 1 u(x) < L z}. (1.6) 
By [ 111, Definition 2.1, a hemi-space H is said to be of type cL, respectively, of 
qppe 6 L, if it can be written in the form (1.5), respectively, (1.6), with k, u and z 
as above. Here k and the type of H are uniquely determined by H (by [ll]. 
Theorem 2.1) and the pair (u, z) is unique up to a lexicographical order preserving 
linear isomorphism of iWk onto itself (by [l 11, Remark 2.2e), and hence the set 
A4 = {x E Iw” 1 u(x) = z} (1.7) 
(which is always non-empty, by ranku = k) is uniquely determined by H. 
Following [ll], Definition 3.1, we shall call the set M of Eq. (1.7) the linear 
mun~fold associated to H. Let us also mention that (by [ll], Theorem 2.1) u 
and z are uniquely determined by H if we impose the condition uu* = I, the id- 
entity operator on [Wk (where u*: Rk ---f R” is the adjoint operator of u). 
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For any function f : 58” + E, we shall denote the epigraph, strict epigraph, 
hypograph and strict hypograph off respectively, by Epi f, Epist f, Hypo f 
and Hypost f, that is, 
Epi f = {(x,i) E R" x R 1 f(x) <A}, 
Epist f = {(x,i) E R" x R If(x) < I.}, (1.8) 
Hypof = {(x,3,) E R" x R If(x) 3 A}, 
Hypost f = {(x,1) E R" x R If(x) > A} (1.9) 
and we shall denote by domf the (effective) domain off, that is, 
domf = {x E R” 1 f(x) < +co}. (1.10) 
We shall use on Ran the natural partial order <, defined pointwise, that is, for 
any fi,f2: R" + iw, 
fi <.fi * f,(x) G<(x) (x E R"). 
2. @-convexity of convex functions 
Definition 2.1. For any k E (0, 1, . . , n}, u E Y(R”, Rk) (where R” 
ranku = k,z E l@,x* E (R”)* and d E R, define cp: R” --f R by 
40(x) = %,Z.r*.d(x) = 
{ 
-CC if 24(x) CL z, 
x*(x) + d if u(x) = z! 
+CC if U(X) CL z, 
and let 
@ = {~D,,,,.~*,d}u,2,x*.d. 
Remark 2.1. (a) Each cp E @ is convex. 
= (0)) with 
(1.11) 
(2.1) 
(2.2) 
(b) @ contains all affine functions x* + d E (KY)* + R. Indeed, if k = 0 (hence 
lR~={0},24=0 ,z = 0), then {x E R” 1 u(x) = z} = R”. 
(c) We have @ + R = @. 
(d) One can also express cp of Eq. (2.1) with the aid of the hemi-space 
H = {x E IF!” )u(x) cL z} (of type cL), as 
4x) = 4+LX*.d(x) = 
1 
-CC ifxEH, 
x*(x) + d if x E M(H), (2.3) 
=+cc ifx$HUM(H), 
where M(H) = {x E R” I U(X) = z} (# 0, by ranku = k) is the linear manifold 
associated to H. 
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(e) The parameter d is uniquely determined by p of Eq. (2. l), when u, z and 
x* are kept fixed (i.e., the equality (P_~,~, = ~p,,;,*,~~ implies dl = dl). Further- 
more, for each (P_*,~ E @ there exists a unique pair (x;;. do) with 
x; E Keru = {x E [w” / U(X) = 0) (where we identify (W)* with Iw” in the usual 
way, via the scalar product < ., . >) and do E R, such that 
(Pu,z,r‘.d = (Pu,,,x;,dc, E @. (2.4) 
Indeed, taking x; = PrkerUx* (where Prxer ,, denotes the orthogonal projection 
of (IX”)* = [w” onto Ker u), we have (x” - X:,X) = 0 for all x E Keru, whence 
(x’ - x:,x,) = (x* - ,$,x2) =constant, say= c, for all x1,x2 EM(H) = 
{x E [w” 1 u(x) = z}, and hence, for do = c + d, 
(x*,x) + d = {x&x) + d,, (x E M(H)). 
Thus, by Eq. (2. I), (P,,,zs*.d = ‘pu,z,rl;+ which proves our assertion on the exis- 
tence of (x;),dg) E Keru x iw satisfying Eq. (2.4). Assume now that 
(x;. d,), (x;, d2) E Keru x Iw are such that 
(Pu.z.r;.<i, = %.z.r;.dz E @. (2.5) 
Then for any X E [w” with u(Z) = z (such an E exists, by ranku = k) we have, by 
Eqs. (2.1) and (2.5), 
xt (X) + dl = %,.zx;.d, (X) = %.,..x;,, 6) = x;(X) + 4. (2.6) 
Now let y = Keru. Then U(X + y) = z, whence, by Eqs. (2.1) and (2.3, we have 
x; (2) + X;(Y) + 4 = (Pu.zx;.d, @ + y:) = CPU.; ,;,c,$ + I’) = x;(z) + X;(Y) + 4 
which, by Eq. (2.6) and since y E Keru was arbitrary, yields 
x;(v) =$(Y) (y E Keru). (2.7) 
On the other hand, since x;,x; E Ker u, we have x;(y) = 0 = x;(y) for all 
y E (Keru)L, and thus, by [w” = Keru @ (Keru)’ and Eq. (2.7), we obtain 
x; = x;, whence also dl = d2 (e.g., by 2.6). 
(f) For any 9 = P~,~,.,~ of Eq. (2.1) we have 
{X E iw” 1 u(x) <L z} = @‘(-x3). (2.8 1 
u-‘(z) = {x E iw” j u(x) = z} = q’(R), (2.9) 
{x E IR” 1 u(x) >L z} = q-’ (+m). (2.10) 
Consequently, by Remark 2.1 (e) and [l 11, Theorem 2.1, for each cp E @ there 
exist unique u,z,x* and d, with uu* = I and x* E Keru, such that cp = (P~,~,.~.,~~. 
The main result of this section is stated as follows. 
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Theorem 2.1. Let @ be the set (2.2). For a function f : R” ---f n, the following 
statements are equivalent. 
1. f is convex. 
2. f is @-convex. 
3. For each x0 E UP and A.0 E R with A.0 < f (xg), there exists q E @ such that 
cp Gf, 40(x0) = 20. (2.11) 
Proof. The implication 2 + 1 is obvious, since @ consists of convex functions. 
1 + 3. Assume 1 and let x0 E R”, A0 E R, A0 6 f (x0), so (x0, no) $ Epistf. 
Case 1: cf(xo) < +CQ. Then, since Epistf is convex, by the lexicographical 
separation theorem (see Section 1) there exists a non-singular 
(n + 1) x (n + 1) matrix 
4 h 
(A,b) = . . . . . . . . . . . . . . . . . . . . . )  
4+1 b II+1 
(2.12) 
where A = (ai,...,a,+i) 
T is an (n+l)xn matrix and 
b = (b,, . . ,b,+l)T E ET+‘, such that 
Ax + ;Ib cL Ax0 + Aob ((x, A) E Epistf). (2.13) 
On the other hand, for any /? > f (x0)( 3 /lo) we have (x0, A) E Epistf, whence, 
by Eq. (2.13), (A - &)b <L 0, and hence b <L 0. Let 
k=min{iIbj#O}-1, (2.14) 
T 
u(x) = (uI,...,ak) x 
if x E R”, k 3 1, 
0 if x E KY, k = 0, 
(2.15) 
z = 4x0), (2.16) 
1 
‘* = -bk+lak+l T E p)*, (2.17) 
d = i. -x*(x0). (2.18) 
Then, since A is non-singular, by Eqs. (2.15) and (2.14) we have rank u = k. We 
shall show that CJJ = (P,,_*,~ satisfies Eq. (2.11). Let x E R” and ,J E R be such 
that /2 > f(x). 
If U(X) CL U(XO), then by Eqs. (2.1) and (2.16), we have q(x) = -CC <f(x). 
If U(X) = u(xo), then, by Eqs. (2.12)-(2.14), we have 
az+,x + &+I < a:+,% + &bk+i. (2.19) 
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Multiplying both sides of Eq. (2.19) with -l/bh-, > 0 and using Eq 
obtain 
lb_? -I81 169 
(2.17). we 
(2.20) 
whence, since /, > f( x was arbitrary, x*(x) ~ J’(.Y) <xi (x0) ~ &. Hence. by ) 
Eq. (2.18), U(X) = U(XO), Eqs. (2.1) and (2.16). it follows that 
j’(x) 3 X”(X) -x*(x0) + %,, = x*(x) + d = (r),,,;,., J-Y). 
Finally, if u X) >L u(xO), then u # 0, whence, by Eq. (3.15), we have li 3 I 
L and (cI,. , uk) (x -x0) >L 0. Therefore, by Eq. (2.14). for each j_ E R we have 
Ax + j.h >L Axe + &h, and hence, by Eq. (2.13).(.x. i) @ Epist,f’, i.e.. i. <j’(x). 
Consequently, .f(x) = +ZG = ~3,,,,,_~. ,d(~). 
Thus, we have proved that, in all cases, (p(x) <,f’(x). Also. by Eqs. (2.1), 
(2.16) and (2.18) we have cp(.~) = s* (x0) + d = io. which proves that (p satisfies 
Eq. (2.11). 
Cuse 2: ,f‘(x,,) = +oo, so x0 @ domJ’. Then, since domJ‘ is convex, by the lex- 
icographical separation theorem there exists u E Y(R’. RB”) with rankzr = II 
such that 
U(X) cL u(x(~) (x E domf). (2.21 ) 
Let 
k = I?, z = U(xo)Y x‘ = 0, d == A[]. (2.22) 
We shall show that cp = (P~,,~-_~,,~ satisfies Eq. (2.11). Let x E R”. If j’(s) < +x. 
i.e., x E domf, then, by Eqs. (2.21) and (2.22), we have U(X) <I. z~(.u) = 1. 
whence, by Eqs. (2.1) and (2.22), q(x) = -X <f(x). 
If _f‘(.x) = +‘x, then, clearly, cp(x) <.f(x). Thus, 41 <.f‘. 
Finally, by Eqs. (2.1) and (2.22) we have cp(xo) = 0(x0) + 1.0 = i+ so (p sat- 
isfies Eq. (2.11). 
3 =S 2. If 3 holds, then, denoting cp of 3 by cp ,.,, ,(,, we have. by Eq. (2.1 I h 
.f’(x) = T$ cp,,,.;.,, (xl (x E X) (2.23) 
‘,I ~ ill{,l 
and hence ,f’ is @-convex. 0 
Corollary 2.1. For every convex ,function f: ET’ + R and ever?’ xg E FY u.ith 
,f (x0) E R there exists q E @ such that 
cPG.f’% dxo) = .f (x0). (7.24) 
Proof. This follows from Theorem 2.1, implication 1 + 3 (with J. = ,f’(xo)). 0 
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Remark 2.2. (a) For every proper convex function f : R” -+ E, every 
x0 E ri(dom f) (where ri stands for “relative interior”) and every 
q = v~,_*,~ E @ satisfying Eq. (2.24), we have 
d = f (x0) -x*(x0), (2.25) 
cp(x)=x*(x)+d=f(xo)+x*(x-x0) (x~domf). (2.26) 
Indeed, let x0 E ri(domf) and cp = (P~,_~,~ E @ satisfy Eq. (2.24). Then, by 
x0 E domf and since f is proper, we have f (x0) E R, whence, by Eq. (2.24), 
cp(xo) E R and hence, by Eq. (2.1), we obtain u(xo) = z and 
x*(,-co) + d = cp(xO) = f (x0), which proves Eq. (2.25). Now let x E domf. Then, 
by x0 E ri(domf), for any ;1 E R with /;1( sufficiently small we have 
(1 - 2)x0 + 3~ E domf, whence ~((1 - A)xo +/Ix) < f((1 - 1)x0 + LX) < $00. 
Hence, by Eqs. (2.16) and (2. l), 
(1 - i)z + L(X) = (1 - /l)U(Xo) + Au(x) = U(( 1 - 2)x0 + Ax) < rz, 
and thus A(x) < &(z), for 1111 sufficiently small. Taking here, alternatively, 
i > 0 and A < 0, it follows that U(X) = z, and hence, by Eqs. (2.1) and (2.29, 
we obtain Eq. (2.26). 
(b) In the situation of (a) above, from f (x0) = cp(xo) E R, Eqs. (2.24) and 
(2.26) it follows that 
f(x)2cp(x)=f(xo)+x*(x-x0) (x~domf), 
whence 
x* E af (x0). (2.27) 
Hence, by Corollary 2.1, we obtain again the well-known result (see e.g. [12], 
Theorem 23.4), according to which for every proper convex function 
f : R” + iw and every x0 E ri(domf) we have 
af (x0) # 0. (2.28) 
3. Minimal convex functions having a prescribed finite value at a given point 
While the existence of minimal (with respect to the partial order Eq. (1.1 I)) 
convex functions f: R” --+ R having a prescribed value /z. E R at a given point 
x0 E R” is an immediate consequence of Zorn’s lemma, the construction of Sec- 
tion 1 permits us to give the general form of these functions. Indeed, we have 
the following result. 
Theorem 3.1. Let x0 E R” and 10 E R. For a convex function f: R” + E 
satbfying f (x0) = 10, the following statements are equivalent: 
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1. ,f is minimal among the convex jimctions ,f satisf~~~ing ,f(x(,) = i.o. 
2. ,f‘ E @. 
Proof. 1 =X 2. If 1 holds, then, by Theorem 2.1, implication I =+ 3, there exists 
q E @ such that cp <f, cp(xo) = 20, whence, by the minimality of ,f’. we obtain 
,f‘ = cp E @. 
2 =+ 1. Assume that cp = (P,,,~,~~~,~~ _ F @ satisfies cp(xo) = i. and let ,f: ;W” --i p 
be a convex function such that 
.r’(X,,) = io. .f < cp. (3.1) 
Then, by Theorem 2.1, implication 1 3 3, there exists (7, = CJJ~.~,,,,,; E @ such 
that 
(i, <.i, (P(Q) = 20. (3.2) 
By Eqs. (3.2) and (3.1), we have 5, <f< 47. We shall prove that (p = cp. whence 
,f = cp, which will prove the minimality of cp. In the sequel we shall freely use 
formula (2.1) for cp and @ = ~li,f,i-~,d, without any special mention. 
If x E W” is such that Q(.v) = -x, then. by (i?< cp. we have 
@(X) < (P(X) = - x, whence 4(x) = (p(x) = -x. 
Let x E W” be such that Q(X) = fx. Then, by (Eq. (2.1) and) C&C,,) = & ??R 
we have U(X) >L z = U(Q), whence u(2xo -x) = 2tl(.uo) - U(X) = 2: - U(X) cl r 
and thus (by Eq. (2.1)) ~(2.~~ -x) = -CC. Therefore, as shown above. 
Cp(2~ -.x) = -cc, and hence Il(2xxo -x) < L 2. From this inequality and the fact 
that li(xo) = I (which holds by @(x0) = itI E R) it follows that C(X) >L 2. whence 
(P(X) = +x = cp(x). 
Finally. if x E R” is such that q(x) E R. then, by (7, < cp, we have 
F(X) E R u {-cm}. Assume that $(x) = - X. Then, by (in? = i. E R, we have 
C(X) <I_ z = In, whence 17(2~ - _\-) = 211(no) - C(X) = 22 - ii(~) >r. f. There- 
fore, @(2x0 -x) = +CYJ, and hence, by Cp< y. we obtain 47(2x,, -.x) = fx., 
which is impossible, since u(2xo - X) = 2u(.w0) - U(X) = 22 - z = -_. Thus, 
4(x) E R, which proves that cp-‘(R) C (I?-’ (R). On the other hand. if .I t W” 
is such that G(x) E R, then, by @C y, we have q(x) E R U {+oc}. Then. by a 
similar argument, the assumption (p(x) = +K leads to a contradiction, which 
proves that ij -’ (R) C C+-‘(R), and hence 
II ‘(z) = C&R) = cp-‘(E-8) = P(f). (3.3) 
Thus, it remains to prove that cp and ii, coincide on the set (3.3). Let 
x t cp ‘(R) = Cp-‘(R). Then, by (p < 43, we have 
i’(x) + d = cp(x) < q(x) = n*(s) + d. (3.4) 
On the other hand, since the set (3.3) is a linear manifold in W”, containing xl) 
(by C&X,)) = /io E R), we have 2x0 -x ??Cp-‘(R), and hence, by (p < q, we obtain 
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X*(2.x,, - x) + d = Cp(2x,, -.x) < qQ.xO -x) = x*(2x0 -x) + d. (3.5) 
But, from Eq. (3.5) (writing 2 = 2d - d,d = 2d - d) and 
I* + d = Cp(xO) = & = cp(x,,) = x*(x,,) + d, (3.6) 
it follows that 
Y(x)+Ci>x*(x)+d, 
which, together with Eq. (3.4), yields 
F(x) =.!?*(x) +ci =X*(X) +d = q(x). 0 
Remark 3.1. For the particular case of finite-valued functions, from Theorem 
3.1 it follows that a convex function f : R” + [w satisfyingf(x0) = A0 is minimal 
among the convex functions f: R” -+ R with j(xg) = 20 if and only if f is 
affine; naturally, this can be seen also more directly. 
4. A sandwich theorem 
In this section we shall use the set @ for the extension of another property of 
finite-valued functions to functions with values in @, namely, of the following 
well-known sandwich theorem: If f: R” ---f R is a convex function and 
g: R” + R is a concave function (i.e., such that -g is convex), satisfying 
f 3 g, then there exists an affine function q: IX” + R such that f 2 q 3 g. 
More precisely, we shall prove the following theorem. 
Theorem 4.1. Let f: R” + R be a convex function and g: R” 
function, satisfying 
f 3g, 
i 
fpl(R) ng-l(R) # 0. 
Then there exists a function $ E @ such that 
f >$>g. 
R a concave 
(4.1) 
(4.2) 
(4.3) 
Proof. Let 
k = ${f (x)+ -g(x)}. 
Then, by Eqs. (4.1) and (4.2), we have 
O<k<+co. 
(4.4) 
(4.5) 
J.-E. Martimc-Lega-_, I. Singer I Linear Algebra and its Applications 278 (1998) I63 IX1 171 
Define a function h : If%” --f off by 
(4.6) 
The function h is convex (since its first term is the inf-convolution of the convex 
functions ,f’ and -g, where g(x) =: g(-x) f or all x E R”). Furthermore, by 
Eqs. (4.6) and (4.4) we have 
h(0) = 0. (4.7) 
Hence, by Theorem 2.1, implication 1 =+ 3, there exists C,Q = (P~~,__,,,~ E @ (with 
U: z, xX and d as in Eq. (2.1)) such that 
y < h, C/?(O) = h(0) = 0. (4.8) 
Then, by Eq. (2.1) and q(O) = 0, we have 
z = U(0) = 0. d = 0. (4.9) 
We shall show that for suitable Z E R” and d E R, the function $ = 4()1,,z_r,,C, t @ 
(with the same u and x*) satisfies Eq. (4.3). Indeed, by Eq. (4.21, take any 
XC) E R” such that ,f(xo) E R,g(x~) E R, and let 
2 = U(Xo). (4.10) 
Observe now that if x,x’ E R” are such that u(x) = X = u(x’), then, by 
Eq. (4.6). rp <h, U(X’ - x) = 0, Eq. (2.1), d = 0 and k 3 0, we have 
,f(x’)+ - g(x) 3 h(x’ - x) + k 3 cp(x’ - x) + k = x*(x’ ~ x) + k 
3 x* (x’ - x), 
whence 
,f’(x’) - x*(x’) 3 g(x) - x*(x), 
and thus 
(4.11) 
where both sides belong to R (by Eq. (4.10) and f(xo) E R,g(xo) E R). Let 
C? E R be any intermediate number between the two sides of Eq. (4.11). 
Let x E R”. If U(X) <L Z = u(xO). then, by Eq. (4.61, cp <h, U(XC, - x) >L 0 and 
Eq. (2.1). we have 
J‘(xo)+ - g(x) 3 h(xo -x) + k 3 ~(xo -x) + k = fx, 
whence, by f(xo) E R, $ = CJJ,,~,.~*,~ and Eq. (2.1), g(x) = -CC = $(x) <,f’(x). On 
the other hand, if U(X) >L 5 = u(xo), then by Eq. (4.6), cp 6 h. u(x -xc,) >l_ 0 
and Eq. (2.1), we have 
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f(x)+ - g(xo) 3 h(x - xo) + k 3 cp(x - xo) + k = -too, 
whence, by g(xo) E R $ = ‘~,.~~*,d and Eq. (2. l), f(x)_ = +cc = $(x) 3 g(x). Fi- 
nally, if U(X) = 2, then, by the above choice of d and by $ = ‘pu,l,,*,i and 
Eq. (2.1), we have 
f(x) -x*(x) 3 d = l//(x) -x’(x) 3 h(x) -x*(x), 
whence f(x) 3 I/J(X) 3 h(x), which proves that $ = ~,,~,_,d E @ satisfies 
Eq. (4.3). 0 
Remark 4.1. In order to show the flavor of the above sandwich situation for 
functions with values in E, let us give the following simple example: Let n = 1 
and define f: R’ -+ R and g: R’ -+ R respectively, by 
{ 
-ec if x < 0, 
g(x) = v/5 if x > 0. 
(4.12) 
(4.13) 
Then f and g satisfy the assumptions of Theorem 4.1, and we have Eq. (4.3) 
for I/I E @ defined by 
i 
-m if x < 0, 
$(x) = O if x=0, (4.14) 
foe if x > 0. 
One can derive from Theorem 4.1 the following sandwich theorem, which is 
probably known (for example, it follows also by combining [12], Theorem 31.1 
with [13], Theorem 2.1). 
Corollary 4.1. Zf f : W --f R and -g: R” --f R are proper convex functions 
satisfying Eq. (4.1) and 
ri(domf) n ri(dom (-g)) # 0, (4.15) 
then there exists an &fine function x* + d E (UT’)* + R such that 
f 3x*+d3g. (4.16) 
Proof. Let x0 E ri(domf) n ri(dom(-g)). Then --oc < g(xo) <f(xo) < too, so 
x0 E f-l (R) n g-‘(R), and hence, by Theorem 4.1, there exists a function 
$ = qD,,z,x.,d E @ satisfying Eq. (4.3). Consequently, 
- CQ < g(x0) 6 ti(Ql) <f (x0) < +oo, 
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so $(x0) E R. Now let x E domf U dom (-g). If x E domf, then, by 
x0 E ri(domf) and the argument of Remark 2.2 (a) we have U(X) = z. On the 
other hand, if x E dom (-g), then, by x0 E ri(dom (-g)) and the convexity of 
-g, we obtain again that U(X) = z. Therefore, by $ = QY,,~_,.,~, Eqs. (2.1) and 
(4.3), we have f(x) 3 $(x) = x*(x) + d 3 g(x) for all x E domJ’ u dom(-g). 
whence also Eq. (4.16). 0 
5. Qo-convexity of sublinear functions vanishing at the origin 
By a theorem of Hormander [7], when X is a locally convex space, a function 
,f : X + @ is either = --oc) or sublinear. lower semi-continuous and proper if 
and only if it is X*-convex, i.e., if and only if it is the supremum of a set 
@’ C X* of continuous linear functions; note also that for every lower semi- 
continuous proper sublinear function f : X + iQ on a locally convex space X 
we have (see e.g. [14], p. 205) 
.f (0) = 0. (5.1) 
In the present section we shall give a corresponding characterization of sublin- 
ear functions ,f: R” --+ iw satisfying Eq. (5.1), with the aid of a suitable subset 
CD0 of @. 
To this end, let us first prove the following lemma on “lexicographical sep- 
aration” of convex cones from outside points, by linear operators. 
Lemma 5.1. Let C be a conuex cone with Gertex 0 E C in R” and let xg $ C. Then 
there exist k with 1 < k < n and u E U( R”, I@), with rank u = k, such that 
u(x) < LO <L U(X”) (x E q. (5.‘) 
Keru = Cn (-C). (5.3) 
Proof. Let 0 be the preorder corresponding to the cone C, i.e., the reflexive and 
transitive binary relation on [w” defined by 
xcrx’ u x -x’ E c (x,x’ E W); (5.4) 
clearly, CJ is compatible with the linear space structure of iw” (see [15]) and its 
non-negative cone is 
c, = {x E [w” 1 xaO} = c. (5.5) 
Hence, by [15], formula (2.8), there exists a total preorder p on [w”, compatible 
with the linear space structure of [w”, whose non-negative cone 
C, = {x E [w” / xp0) satisfies 
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ccc,, XO~C,, (5.6) 
c,nc,=cn(-c). (5.7) 
Then, by [15], Theorem 1.1, there exist k E (0, 1, . . , n} and u E P(R”, IWk) 
with ranku = k, such that 
xpx’ * U(X) < @(X’) (x,x’ E R”). (5.8) 
Hence, by Eqs. (5.8) and (5.6) we have Eq. (5.2) (whence k > 1) and, from 
Eqs. (5.8) and (5.7), we obtain Eq. (5.3). 0 
Lemma 5.1 may be of interest for various applications. For example, let us 
mention here the following consequence. 
Corollary 5.1. Any convex cone C in R” with vertex 0 E C is an intersection of 
hemi-spaces of type < L, satisfying 
M(H) = c n (-C). (5.9) 
Proof. By Lemma 5.1, C is the intersection of all hemi-spaces 
{x E R” I u(x) <LO}> where O<k<n,uE P’(R”,E@),ranku=k,Ker U= 
cll-C). 0 
Let us prove now the result mentioned at the beginning of this section. To 
this end, we define a subset Q0 of the set @ (of Eq. (2.2)), as follows. 
Definition 5.1. Let 
@o = {(~u.z.x=.d E @ I = = O>d = 01 = -hu,or~Ju,x- (5.10) 
Remark 5.1. (a) Each 40 E @O is sublinear and satisfies Eq. (5.1) (by U(O) = 0 
and Eq. (2.1)). 
(b) @o contains all linear functions x* E (R”)*; indeed, this follows from 
Eq. (5.10) and Remark 2.1 (b). 
(c) We have @o + R c @ (strictly, i.e., Q0 + I&! # @). 
Theorem 5.1. For a function f : KY’ + if@, the following statements are equivalent: 
1. f is sublinear and vanishes at the origin. 
2. f $ -cc and f is &-convex. 
3. For each x0 E R” there exists cp E Q0 satisfJ>ing Eq. (2.24). 
Proof. The implication 2 + 1 is obvious, since @O consists of sublinear 
functions satisfying Eq. (5.1). 
1 + 3. Assume 1 and let x0 E R”. 
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Case 1: f(q) E R. Then, by Theorem 2.1 and its proof, there exists ‘P~.~(~~~,),.~*,~ 
E @ satisfying Eq. (2.24). Since (P~,~(~~~,,,*,~(O) <f(O) = 0 < fx, we have, by 
Eq. (2.1), 0 = U(O) < Lo. On the other hand, by 
(Pu,u(x”).x’.d(~O) Cf(ho) = 2f(xo) < +m and Eq. (2.1), we obtain 
2+0) = ~(2x0) < No), w h ence u(xo) < r0, which. together with the above. 
yields 
U(X0) = 0 (5.11) 
and hence, by Eq. (5.10), ‘pU,U(xO),X~,o E @DO. We shall show that ‘pU,U(X,)J;~,o satisfies 
Eq. (2.24). Indeed, by u(0) = 0, Eqs. (2.1) (5.11) and (2.24) for cp = (P~,.~~(,,,)..~..~~ 
and Eq. (5.1), we obtain 
d =X”(o) + A = (Pu,O,x.,d co) = %r.u(x,,).x=.d(") <f(O) = ‘, (5.12) 
whence, by Eq. (2.1) 
(Pu.o.r*.d G (Pu.o.*-.O’ (5.13) 
Now, let x E R”. If U(X) = 0, then U(U) = mu(x) = 0 (X E R), whence, by 
Eqs. (2.1) and (2.24) and the positive homogeneity of ,f, we get 
U*(X) + d =x*(m) + d = (P,,~,~.,~(w) <f(ca) = ctf(x) (‘2 > 0). 
Thus, 
whence, taking r + -too, we obtain (using U(X) = 0 and Eq. (2.1)), 
4nu.o..r*.o(X) = X*(x) G.f(x). (5.14) 
Also, if U(X) cL 0, then, by Eq. (2.1) (pU,o,X.,o(x) = -oc <f(x). If U(X) >L 0, 
then, by Eqs. (2.1) and (2.24) $-cc = (Pu,O,x-,d(X) <J’(x), whence, by 
Eq. (5.13) (~u.ox*.o (x) = f(x). This proves that (P~,~,~.,,~ < f. Finally, by 
Eq. (2.24) for Cp = %.u(xo)_~*,d~ Eqs. (5.13) and (5.14) for x =x0, we get 
f(xO) = %,O,x*.d(XO) 6 (Pu.Ox*.O (x0) <t-(X0)> 
whence ~D,,,o,X.,o(xo) = f(xo). Thus, ~U,o,X~,o E GO satisfies Eq. (2.24). 
Case 2: f(xo) = -co. Then, by Eq. (5.1) and case 1 above applied to xo re- 
placed by 0, there exists (P~,~,_~.,~ E @O such that (P~,~_~*,~ < j’ and 
‘pU,o,_Y~,o(0) = f(0) = 0. In particular, qu,o,x~.o(x~) <f(xo) = --a, whence 
(P~.~..~~.~(x~) = f(xo), SO (P~.~.~~.~ E Q. satisfies Eq. (2.24). 
Case 3: f(xo) = +m, i.e., x0 @ dom f = {x E X /f(x) < +a}. Then, by 
Lemma 5.1 above, applied to C = domf (which is a convex cone since f is sub- 
linear and f(0) = 0), there exist k E { 1,. . , n} and u E Y( KY’. R”) such that 
U(X) < LO cl u(xo) (x E domf). (5.15) 
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Keru C domf. (5.16) 
We shall show that there exists x* E ([w”)* such that (pU,O,Xl,O E Q0 satisfies 
Eq. (2.24). 
Ifx E Keru, then, by Eq. (5.16), we havef(x) < +CQ. If we hadf(x) = -co, 
then, since f is convex, we would obtain 0 = f(0) < i (f(x)if(-x)) 
= ;(--03/j-(-x0)), h w ence f(-x) = +oo, contradicting Eq. (5.16) (since x be- 
longs to the linear subspace Keru). Thus, f(x) E [w for all x E Keru. Hence, 
since any finite sublinear function is a supremum of linear functions, there ex- 
ists x* E (LV)* such that 
x*(x) <f(x) (x E Rn,x E Keru). (5.17) 
But, by Eq. (2.1), we have ~,.~~*,~(x) = x*(x) (x E Ker u), whence, by 
Eq. (5.171, (~u,o~*,o (x) <f(x) (x E Keru). On the other hand, if U(X) cL 0, then, 
by Eq. (2.11, (~u,o,x*,o (x) = -co<f(x). Al so, if U(X) >L 0, then, by Eq. (5.15), 
we have x @ domf, whence, by Eq. (2.1), cp 
(Pu,or*,o G f. Hence, by u(xo) >L 0 
an;i.o+o(*) = +cc = f(x). Thus, 
Eq. (2.1), we obtain 
cP,,or*.o(xo) = +a = f(x0). 
Finally, the implication 3 =S 2 is obvious. 0 
Remark 5.2. By Remark 2.2 (a) with z = 0, d = 0, for every proper convex 
function f: R" --) i%, every x0 E ri(domf) and every function cp = (pU,ox*,o E @O 
satisfying Eq. (2.24), we have 
q(x) = x*(x) = f(xo) + x*(x - x0) (x E domf). (5.18) 
Hence, by Theorem 5.1, we obtain the classical result that for eoery proper sub- 
linear function f vanishing at the origin and every x0 E ri(domf) there exists 
x* E (KY’)’ such that 
x* <f,x*(XO) = f(x0). (5.19) 
It is well known and easy to see that for every such f and x0, Eq. (5.19) is 
equivalent to Eq. (2.27). 
6. An enlargement of the set Qi: functions which are simultaneously convex and 
concave 
It is well known (and immediate) that a function cp : R” -+ R = (-m, +oo) is 
simultaneously convex and concave if and only if it is affine. In this section we 
shall show that a function cp : KY + if? is simultaneously convex and concave if 
and only if it belongs to a certain set & containing strictly the set @ (of 
Eq. (2.2)). Hence, it will follow that a function f: R" + R is convex if and only 
if it is &convex, i.e., the supremum of a set of simultaneously convex and con- 
cave functions. 
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Definition 6.1. For any k E (0, 1, . . . , n}:u E Lk’(W, Rk) (where R” = (0)) with 
rank u = k, and z E Rk, define ~p~,~,- : R” + i% and cp,,_+ : R” + E by 
‘P,,.,. (x) = -I -cc if u(x) < Lz, +x if U(X) >L -7, 
CP,,.; +(,x) = 
{ 
--oc if U(X) CL z. 
+X if U(X) 3 L3 
(6.1) 
(6.2) 
and let 
;r, = @ ” {%,.;.J,,, ” {%z.+]U.;: 
where @ is the set (2.2). 
(6.3) 
Remark 6.1. (i, contains strictly the set @; indeed, ‘pU,_,_ $Z @ and (Pi,_.+ $Z @ for 
all u E -U( R”, Rk) with rank u = k and all z E [Wk. 
Theorem 6.1. For a function cp : 58” + R, the following statements are equiaalent: 
I. cp is simultaneously convex and concave. 
2. Epicp is u hemi-space. 
3. Epistcp is a hemi-space. 
4. cp E 8. 
Proof. 1 +=s 2. By well-known results of convex analysis (see e.g. [14], Ch. IV, 
Proposition 1.1.6) we have 1 if and only if both Epi p and Epist (-cp) are 
convex subsets of R” x IR. Hence, using the observation (see e.g. [6], p. 140) 
that Epist (-cp) and Hypost cp = (R” x R) \ Epi q are obtained from each other 
by the reflexion (x, Y) + (x, -Y) in R” x IR, which preserves convexity, it follows 
that we have 1 if and only if both Epi cp and (R” x R.) \ Epi cp are convex. 
The proof of the equivalence 1 ++ 3 is similar. 
1+4.Lety:R”+iWbeasinl.Define 
H, = @‘(-CC)> M = &(W), H2 = cp ‘(+x). (6.4) 
Then, by Ii HI and Hz are convex. Indeed, if xl ,x7 E HI and 0 < jb < 1, then 
since q is convex, we have 
q(I,Y, + (1 - 1)x2) < 1&,)+( 1 - 2)(p(xz) = --co. 
whence AX, + (1 - A)xz E HI, so H, is convex; similarly, since -cp is convex, Hz 
is convex. Furthermore, by 1, either M = @I or A4 is a linear manifold and cp is 
affine on M. Indeed, if xl ,x2 E M and 0 < 1. < 1. then, since -cp and cp are con- 
vex, we have 
A&,) + (1 - 3.)&z) < cp(iX, + (1 - i)xz) <Ac+,) + (1 - i)(P(x,). 
whence the assertions follow. 
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If A4 = 0, then, by Eq. (6.4), HI and HZ are complements of each other in R”, 
whence they are hemi-spaces. Therefore, either cp = cp,,, _ or cp = (p,,=,+ for suit- 
able u E Y(R”, Rk) with ranku = k, and z E I@, depending on whether HI is of 
type < r or cL, respectively (see Section l), and hence cp E &. 
Let us consider now the case when A4 is a linear manifold. In this case, H, is 
a convex set not intersecting M. Let A be a convex set containing Hl strictly, 
and take any yl E A \ Hl. Then, since y1 6 HI, we have either yl E A4 or 
yl E Hz. In the first case, yI E A nA4 # 0. In the second case, cp(y,) = +w. 
Take any yo E M, so cp(,vo) E R, and let y2 = 2yo - yl, whence 
yo = (yi +y2)/2. Then, since -cp is convex, we have 
- 00 < -d.Yo) ~~(FcpHYd+FcpKJ4) = ;(--CO+-(P)(M)), 
whence (-(p)(,v2) = + co, i.e., y2 E HI c A. Therefore, since A is convex, we ob- 
tain yo = (yi +y2)/2 E A, and thus y. E A n A4 # 0. This proves that HI is a 
maximal (with respect to inclusion) convex set not intersecting M. Hence, by 
[ll], Theorem 3.2, HI is a hemi-space of type <L with associated linear mani- 
fold M. Since cp is affine on M, we conclude that cp E @ c 8. 
4 + 2. Let rp E &. If cp = (P~,=~*,~ E @, then, by Eq. (2.1), we have 
Epicp = {(x, A) E R” x R / (u(x)~,x*(x) - A)‘< L(zT, -d)T}. (6.5) 
If cp = cp,,,,-, then, by Eq. (6.1), 
Epicp = {x E R” 1 u(x) < Lz} x R. 
Finally, if cp = vu,+,+, then, by Eq. (6.2), 
(6.6) 
Epicp = {x E R” 1 u(x) cL z} x R. (6.7) 
Thus, in all cases, both Epi cp and (W x R) \ Epi cp are convex. 0 
From Theorems 2.1 and 6.1 we obtain 
Corollary 6.1. Let 3 be the set (6.3). For a function f : R” + iw, the following 
statements are equivalent. 
1. f is convex. 
2. f is &convex. 
3. f is the supremum of a set of simultaneously convex and concave functions. 
Proof. 1 + 2. If 1 holds, then, by Theorem 2.1, f is @-convex, where @ is the set 
(2.2). Hence, since @ c &, f is &-convex. 
The implication 2 + 1 is obvious, since each cp E & is convex. 
Finally, the equivalence 2 w 3 follows from Theorem 6.1. ??
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Note added in proof 
For some related results, see also J.M. Borwein, Lexicographic multipliers, 
J. Math. Anal. Appl. 78 (1980) 309-327. 
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