Boundary integral formula for harmonic functions on Riemann surfaces by Polyakov, Peter L.
BOUNDARY INTEGRAL FORMULA FOR HARMONIC FUNCTIONS ON RIEMANN
SURFACES.
PETER L. POLYAKOV
ABSTRACT. We construct a boundary integral formula for harmonic functions on open, smoothly-bordered
subdomains of Riemann surfaces embeddable into CP2. The formula may be considered as an analogue of the
Green’s formula for domains in C.
1. INTRODUCTION.
Let V˜ be a Riemann surface
V˜ =
{
z ∈ CP2 : P (z) = 0} (1.1)
defined by the polynomial P of degree d, and let
V =
{
z ∈ V˜ : %(z) < 0
}
= V˜ \
m⋃
r=1
Vr, (1.2)
be a subdomain of V˜ , where % is a smooth function on V˜ , and {Vr}mr=1, (m ≤ d) is a collection of disjoint
neighborhoods in V˜ of the points at infinity{
z(0), . . . , z(d−1)
}
= V˜ ∩ {z ∈ CP2 : z0 = 0} .
By allowing inequality m < d we allow the possibility of some neighborhoods Vr to contain several points
of the set V˜ ∩ {z0 = 0}.
The goal of the present article is the construction of a boundary integral formula defining the values of a
harmonic function u on V through the values of u and of the form ∂u on the boundary bV . In a sense the
resulting formula may be considered as an analogue of the Green’s formula for a harmonic function u and a
solution of ∆yG(x, y) = δx in a domain V ⊂ C
u(x) =
∫
bV
(
u(y)
∂G(x, y)
∂ν
−G(x, y)∂u
∂ν
(y)
)
ds(y). (1.3)
To construct the sought formula we use the formula from our earlier article [P] for boundary representation
of holomorphic functions on open Riemann surfaces as in (1.2). The statement of Theorem 1 from [P], where
the holomorphic formula is proved, is included below in section 3. The formula in [P] is constructed as the
residue of the formula on a tubular domain in the unit sphere S5(1) =
{
z ∈ C3 : |z| = 1}
U  =
{
z ∈ S5(1) : |P (z)| < , %(z) < 0} . (1.4)
Therefore, its application requires two additional steps: extension of a holomorpic function from V to a
domain in CP2, and further extension to some U  ⊂ S5(1). The first extension is constructed in Lemma 3.1
below, and the second is achieved, as in [HP1], by the identification of a function on a domain in CP2 with
its lift to a domain in S5(1) satisfying appropriate homogeneity conditions.
The motivation for the present work, though indirectly, came from the author’s joint work with Gennadi
Henkin, who in the last years of his life became interested in an “explicit” solution of the inverse problem
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of conductivity on Riemann surfaces, in which the conductivity function has to be reconstructed from the
Dirichlet-to-Neumann map on its boundary (see [C], [Ge], [HN], and references therein).
Before formulating the main result of the article we introduce some additional objects and notations. As
in [HP2] and [P] we consider the Weil-type barrier [W] defined by polynomials
{
Qi(ζ, z)
}2
i=0
satisfying:{
P (ζ)− P (z) = ∑2i=0Qi(ζ, z) · (ζi − zi) ,
Qi(λζ, λz) = λd−1 ·Qi(ζ, z) for λ ∈ C.
(1.5)
Another barrier, which was constructed in [P], is local with respect to z and global with respect to ζ. It has
the form
F (w, ζ) =
2∑
i=0
Ri(w)(ζi − wi), (1.6)
where we assume that for any point z ∈ V there exists a neighborhood Vz 3 z of z and a holomorphic
vector-function R(w) = (R0(w), R1(w), R2(w)) 6= 0 on Vz such that for w ∈ Vz the set
S(w) = {ζ ∈ V : F (w, ζ) = 0} consists of finitely many points
{
w(0) = w,w(1), . . . , w(d−1)
}
,
at which the line {ζ : F (w, ζ) = 0} transversally intersects V.
(1.7)
To construct a vector function R(w) satisfying (1.7) we use the Bertini’s Theorem (see [Ha]) and choose
vector R(z) so that it satisfies condition (1.7) at the point z. Then we will have this condition satisfied for
w ∈ Vz in small enough Vz .
Using barriers (1.5) and (1.6) we can formulate the main theorem of this article.
Theorem 1. Let V ⊂ {CP2 \ {z0 = 0}} be as in (1.2), and let u be a harmonic function on V .
Then there exist an  > 0 and a holomorphic function g on U , constructed in (3.1) and Lemma 3.1, such
that for an arbitrary z ∈ V , neighborhood Vz of z in V satisfying conditions:
(i) condition (1.7) holds,
(ii) function
w1
w0
takes distinct values at the points
{
w,w(1), . . . , w(d−1)
}
of S(w) for w ∈ Vz, (1.8)
and arbitrary w ∈ Vz the following equalities hold for the values of u at the points of S(w):
u(w(k)) =
1
d+ 1
· Re
{
w
(k)
0 · detAk[g](w,w(1), . . . , w(d−1))
detA(w)
}
+
m∑
r=1
ar log
∣∣∣∣∣w(k)1w(k)0 −
z
(r)
1
z
(r)
0
∣∣∣∣∣
2
, (1.9)
where
{
z(r)
}m
r=1
are selected fixed points in V˜ \ V , such that
∣∣∣∣∣w(k)1w(k)0 −
z
(r)
1
z
(r)
0
∣∣∣∣∣ 6= 0 for w ∈ V , coefficients
{ar}mr=1 are uniquely defined in (2.3) by the values of the form ∂u on the boundary bV , A(w) is the Vander-
monde d× d matrix
A(w) =

1 1 · · · 1
w1
w0
w
(1)
1
w
(1)
0
· · · w
(d−1)
1
w
(d−1)
0
...
...
...(
w1
w0
)d−1 (w(1)1
w
(1)
0
)d−1
· · ·
(
w
(d−1)
1
w
(d−1)
0
)d−1

, (1.10)
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Ak[g](w,w
(1), . . . , w(d−1)) is the matrix A(w) with the k-th column replaced by the column G0(w,w
(1), . . . , w(d−1))
...
Gd−1(w,w(1), . . . , w(d−1))

with
Gk(w,w
(1), . . . , w(d−1)) =
2
(2pii)3
(
d−1∑
j=0
lim
→0
∫
Γ
g(ζ) ·
(
ζ1
ζ0
)k
× det
[
Q(ζ, w(j))
P (ζ)
R(w(j))
F (w(j), ζ)
ζ¯
B(ζ, w(j))
]
dζ0 ∧ dζ1 ∧ dζ2
)
, (1.11)
B(ζ, z) =
2∑
j=0
ζ¯j · (ζj − zj) ,
and
Γ =
{
z ∈ S5(1) : |P (z)| = , %(z) = 0} . (1.12)
2. MODIFICATION OF THE ORIGINAL FUNCTION.
To prove the boundary representation formula (1.9) for a harmonic function u on V we will use the real
part of the Cauchy-type formula for holomorphic functions, which was constructed in [P]. However, not
every harmonic function on V is a real part of a holomorphic function (see for example [Fr]). Therefore, we
have to modify u in such a way that the new harmonic function will be a real part of a holomorphic function
on V . In the lemma below we give a necessary and sufficient condition for a harmonic function on V to be
a real part of a holomorphic function.
Lemma 2.1. Let u be a real-valued harmonic function on V . Then a holomorphic function f on V admits
the representation f = u+ iv with real-valued v, iff it satisfies
df = 2∂u. (2.1)
Proof. We consider the differential form ∂u, which in a local coordinate system of holomorphic coordinate
ζ = ξ + iη has the form
∂u =
1
2
(uξ − iuη)(dξ + idη).
Since u is harmonic, i.e. ∂¯∂u = 0, ∂u is a holomorphic form on V . If there exists a holomorphic function
f = u+ iv, then we have
df = (∂ + ∂¯)f = (∂u+ ∂¯u) + i(∂v + ∂¯v)
=
1
2
(uξ − iuη)(dξ + idη) + 1
2
(uξ + iuη)(dξ − idη) + i
2
(vξ − ivη)(dξ + idη) + i
2
(vξ + ivη)(dξ − idη)
=
1
2
(uξ + vη + ivξ − iuη)(dξ + idη) + 1
2
(uξ − vη + iuη + ivξ)(dξ − idη)
= (uξ − iuη)(dξ + idη) = 2∂u,
where we used the Cauchy-Riemann equations
uξ = vη,
uη = −vξ.
On the other hand, if a function f satisfies (2.1), then df is a holomorphic differential form, i.e. f is
holomorphic and u, up to a constant, is its real part. 
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In the proposition below for V ⊂ V˜ as in (1.2) we modify the given harmonic function u on V so that the
resulting function has zero integrals over the generators of H1(V,Z).
Proposition 2.2. Let V˜ be a Riemann surface of genus p as in (1.1), and let V ⊂ V˜ be a smoothly bordered
open subset of V˜ as in (1.2) with curves σr := bVr. Let u be a harmonic function on V , and let {γj}2pj=1 be
a set of closed simple paths representing the generators of the group H1(V˜ ,Z).
Then there exists a harmonic function h on V , such that for the differential form
∂(u− h) = 1
2
(
(u− h)ξ − i(u− h)η
)
(dξ + idη)
the following equalities hold ∫
σr
∂(u− h) = 0 for r = 1, . . . ,m,∫
γj
∂(u− h) = 0 for j = 1, . . . , 2p.
(2.2)
Proof. We divide the proof of Proposition 2.2 into two propositions below.
Proposition 2.3. Under conditions of Proposition 2.2 there exists a harmonic function h on V , such that
the differential form ∂(u− h) satisfies the first set of equalities in (2.2)∫
σr
∂(u− h) = 0 for r = 1, . . . ,m.
Proof. Let
ar =
1
2pii
∫
σr
∂u for r = 1, . . . ,m, (2.3)
and let
{
z(r) ∈ Vr \ σr
}
be a fixed set of points in V˜ as in the formulation of Theorem 1. We define the
harmonic function
h(ζ) =
m∑
r=1
ar log
∣∣∣∣∣ζ1ζ0 − z
(r)
1
z
(r)
0
∣∣∣∣∣
2
on V, (2.4)
so that
∂h(ζ) = ∂
m∑
r=1
ar log
∣∣∣∣∣ζ1ζ0 − z
(r)
1
z
(r)
0
∣∣∣∣∣
2
=
m∑
r=1
ar
∣∣∣∣∣ζ1ζ0 − z
(r)
1
z
(r)
0
∣∣∣∣∣
−2(
ζ1
ζ0
− z
(r)
1
z
(r)
0
)
d
(
ζ1
ζ0
− z
(r)
1
z
(r)
0
)
=
m∑
r=1
ar
(
ζ1
ζ0
− z
(r)
1
z
(r)
0
)−1
d
(
ζ1
ζ0
− z
(r)
1
z
(r)
0
)
, (2.5)
which implies the first set of equalities in (2.2).

We prove the second set of equalities in (2.2) for the function h constructed in (2.4) in the following
proposition.
Proposition 2.4. Let u be a harmonic function on V , and let h be a function defined in (2.4), then function
u− h satisfies the second set of equalities in (2.2).
Proof. We consider a basis {ωj}pj=1 of holomorphic forms in H1(V˜ ,O) (see [S]), and the corresponding
(2p× 2p) period matrix
P =
[
α1 · · · α2p
α1 · · · α2p
]
,
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where
αi =

∫
γi
ω1
...∫
γi
ωp
 , αi =

∫
γi
ω1
...∫
γi
ωp
 for i = 1, . . . , 2p.
Normalizing the forms {ωj}pj=1 we transform matrix P into
P =
[
I A+ iB
I A− iB
]
=

1 · · · 0 αp+1,1 · · · α2p,1
...
. . .
...
...
. . .
...
0 · · · 1 αp+1,p · · · α2p,p
1 · · · 0 α¯p+1,1 · · · α¯2p,1
...
. . .
...
...
. . .
...
0 · · · 1 α¯p+1,p · · · α¯2p,p

(2.6)
with symmetric matrix A+ iB, and positive definite B ([S]).
For the 2p-vector ci =
∫
γi
∂(u− h) we consider the system of linear equations[
c1 · · · c2p
]
=
[
ζ1 · · · ζ2p
] [ I A+ iB
I A− iB
]
(2.7)
with solution
[
λ1 λ2
] ∈ C2p, where λ1, λ2 ∈ Cp are defined by the formula[
λ1 λ2
]
=
[
c1 · · · c2p
] [ (iAB−1 + I)/2 (−iAB−1 + I)/2
−iB−1/2 iB−1/2
]
. (2.8)
We denote for λ ∈ Cp
〈λ, ω〉 =
p∑
j=1
λ(j)ωj ,
and for
[
λ1 λ2
]
defined in (2.8) obtain from (2.2) the following equalities∫
γi
(
∂(u− h)− 〈λ1, ω〉 − 〈λ2, ω〉
)
= 0 for i = 1, . . . , 2p,∫
σr
(
∂(u− h)− 〈λ1, ω〉 − 〈λ2, ω〉
)
= 0 for r = 1, . . . ,m.
(2.9)
Equalities (2.9) imply the existence of a harmonic function g on V such that
∂(u− h)− 〈λ1, ω〉 − 〈λ2, ω〉 = dg,
or equivalently, {
∂ (u− h− g) = 〈λ1, ω〉,
∂¯g = −〈λ2, ω〉.
(2.10)
We notice that the second set of equalities in (2.9) is satisfied automatically since h satisfies Lemma 2.3
and the forms 〈λ1, ω〉 and 〈λ2, ω〉 are closed in V˜ and therefore in each Vr. Also function g is harmonic
since
∂∂¯g = −〈λ2, ∂ω〉 = 0,
because the forms {ωj}pj=1 are holomorphic, and the forms {ωj}pj=1 are antiholomorphic.
To simplify system (2.10) we rewrite the first equality in (2.9) for
[
λ1 λ2
]
as
ck = λ
(k)
1 + λ
(k)
2 for k = 1, . . . , p,
ck = 〈λ1, [A+ iB]k〉+ 〈λ2, [A− iB]k〉 for k = p+ 1, . . . , 2p
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and obtain equalities∫
γk
∂(u− h) = ck = λ(k)1 + λ(k)2 = λ(k)1
∫
γk
ωk + λ
(k)
2
∫
γk
ωk for k = 1, . . . , p,∫
γk
∂(u− h) = ck =
p∑
j=1
λ
(j)
1 αjk +
p∑
j=1
λ
(j)
2 αjk
=
p∑
j=1
λ
(j)
1
∫
γk
ωj +
p∑
j=1
λ
(j)
2
∫
γk
ωj for k = p+ 1, . . . , 2p,
where we denoted
αjk = ajk + ibjk =
∫
γk
ωj , an element of αk =

∫
γk
ω1
...∫
γk
ωp
 .
Since function (u− h) is real-valued, we have equality
∂(u− h) = 1
2
[
d(u− h) + idc(u− h)
]
,
where d(u− h) and dc(u− h) are real valued forms. Then using equalities∫
γi
d(u− h) = 0 for i = 1, . . . , 2p,
we obtain that numbers c1, · · · , c2p are imaginary, and therefore
λ1 = τ + iθ1,
λ2 = −τ + iθ2,
with τ, θ ∈ Rp. Using equalities
Re [(τ + iθ1)(A+ iB) + (−τ + iθ2)(A− iB)] = −θ1B + τA− τA+ θ2B = 0,
and the nondegeneracy of B, we obtain that θ1 = θ2, and therefore λ2 = −λ1.
Denoting λ = λ1, we rewrite system (2.10) as{
∂ (u− h− g) = 〈λ, ω〉,
∂¯g = 〈λ¯, ω〉. (2.11)
In the following two lemmas we compute the constants λ in the right-hand sides of equalities (2.11)
separately in cases p = 1 and p > 1.
Lemma 2.5. Let V˜ be a torus, i.e. p = 1, and let u, h, and g be as in Proposition 2.4. Then the constant λ
in the right-hand sides of equalities (2.11) is zero.
Proof. Since V˜ is a torus, we can take ω = dζ, where ζ = ξ + iη is the coordinate in C - the universal
covering of V˜ - and rewrite the second equality in (2.11) as
(gξ + igη) dζ¯ = 2λ¯dζ¯. (2.12)
Assuming that the fundamental domain of V˜ is the parallelogram
F = {(u, v) ∈ R2 = C, 0 < u < L, 0 < v < M} ,
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where u = a11ξ + a12η, v = a21ξ + a22η with some real-valued nondegenerate matrix
[
a11 a12
a21 a22
]
, we
obtain that the partial derivatives with respect to ξ, η satisfy equalities
gξ = a11gu + a21gv,
gη = a12gu + a22gv.
Then equality (2.12) can be rewritten as
[(a11gu + a21gv) + i (a12gu + a22gv)] = [(a11 + ia12)gu + (a21 + ia22)gv] = 2λ¯. (2.13)
Considering the Fourier series of gu with respect to variable u in the region
Ru() = F ∩ {|v| < } ,
where  is a sufficiently small number, we obtain the series
gu(u, v) =
∑
k 6=0
αk(v)e
2piik(u/L), (2.14)
where the coefficients αk(v) (k 6= 0) are computed by the formula
αk(v) =
1
L
∫ L
0
gu(t, v)e
−2piik(t/L)dt.
We notice that the zeroth order term in the series (2.14) is absent, because function g takes the same value
at the end points of each interval [0, L]× v, since these points are identified on the Riemann surface V˜ .
Similarly, in the regionRv() = F ∩ {|u| < } we obtain the series
gv(u, v) =
∑
k 6=0
βk(u)e
2piik(v/M), (2.15)
where the coefficients βk(u) (k 6= 0) are computed by the formula
βk(u) =
1
M
∫ M
0
gv(u, t)e
−2piik(t/M)dt.
Substituting the series (2.14) and (2.15) in equality (2.13) in the region
Ruv (L/N,M/N) = F ∩ {0 < u < L/N, 0 < v < M/N} ,
where N ∈ Z is large enough, we obtain equality
(a11 + ia12)
∑
k 6=0
αk(v)e
2piik(u/L)
+ (a21 + ia22)
∑
k 6=0
βk(u)e
2piik(v/M)
 = 2λ¯. (2.16)
Then, considering the Fourier series of coefficients αk and βk with respect to v and u respectively
αk(v) =
∑
j∈Z
αkje
2piij(Nv/M), βk(u) =
∑
j∈Z
βkje
2piij(Nu/L),
and comparing the double Fourier series in the right and left-hand sides of (2.16), we obtain the following
equality inRu,v(L/N,M/N)
(a11 + ia12)
 ∑
k 6=0, j∈Z
αkje
2pii[jNv/M+ku/L]
+ (a21 + ia22)
 ∑
k 6=0, j∈Z
βkje
2pii[kv/M+jNu/L]
 = 2λ¯,
which cannot be satisfied unless λ = 0. 
In the lemma below we prove the statement similar to Lemma 2.5 for the case p > 1 with the Riemann
surface V˜ having the unit disk D as the universal covering.
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Lemma 2.6. Let V˜ be a Riemann surface of genus p > 1, and let u, h, and g be as in Proposition 2.4. Then
the constants
{
λ(j)
}p
j=1
in the right-hand sides of equalities (2.11) are zeros.
Proof. As a fundamental domain F ⊂ D corresponding to the compact Riemann surface V˜ we choose a
polygon with vertices {Ps}4ps=1 and hyperbolic geodesic sides ˜[Ps, Ps+1] (see for example [S, Sp, J]). We
also consider the “Euclidean” polygon P ⊂ D such that P ⊃ F , which is constructed on the same vertices
{Ps}4ps=1 with the sides [Ps, Ps+1], and denote
P \ F =
4p⋃
s=1
Ls,
where lunules Ls are 4p mutually disjoint regions adjacent to the sides of the polygon P .
Throughout the proof of the Lemma we assume the functions considered below to be defined on a suffi-
ciently large neighborhood of F in D, containing P , via the automorphy condition
f(Tz) = f(z),
where T is an element of the Fuchsian group corresponding to the Riemann surface V˜ .
Using the standard identification scheme of the sides of F (see [S]) we divide the set of sides of F into p
blocks of the form
{
σjτjσ
−1
j τ
−1
j
}p
j=1
, and assume that the holomorphic differential forms {ωj}pj=1 from
the basis in H1(V˜ ,O) (see Proposition 2.4) are chosen so that
∫
τk
ωj = δkj ,∫
σk
ωj = αp+k,j ,
(2.17)
where δkj is the Kronecker’s delta, and αp+k,j is the element of matrix P in (2.6). Using the introduced
notations we can rewrite the second equality in (2.11) as
(gξ + igη) dζ¯ = 2
p∑
j=1
λ¯jω¯j , (2.18)
where ζ = ξ + iη is a holomorphic coordinate in the unit disk D.
In what follows we fix five consecutive vertices Ps(s = 1, . . . , 5) of F and the corresponding sides
σ1 = ˜[P1, P2], τ1 = ˜[P2, P3], σ−11 = ˜[P3, P4], τ
−1
1 =
˜[P4, P5], and consider the coordinate system with
the origin at the vertex P3 and axes u and v being the sides of P - [P3, P2] and [P3, P4] respectively. Since
the coordinates (u, v) satisfy linear relations u = a11ξ + a12η + u0, v = a21ξ + a22η + v0 with some
real-valued nondegenerate matrix
A =
[
a11 a12
a21 a22
]
, (2.19)
the partial derivatives with respect to ξ, η satisfy equalities
gξ = a11gu + a21gv,
gη = a12gu + a22gv,
and, therefore equality (2.18) can be rewritten as
[(a11gu + a21gv) + i (a12gu + a22gv)] dζ¯ = [(a11 + ia12)gu + (a21 + ia22)gv] dζ¯ = 2
p∑
j=1
λ¯jω¯j . (2.20)
Our goal is to prove by comparing the Fourier coefficients of the right and left-hand sides in equality
(2.20) that it cannot hold unless
{
λ(j) = 0
}p
j=1
. We consider the parallelogram on the vertices P2, P3, P4
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with vertex P2 having coordinates (u, v) = (L, 0), and vertex P4 having coordinates (u, v) = (0,M).
Considering the Fourier series of gu with respect to variable u in the region
Rτ1() = P ∩ {(u, v) : 0 < v < , 0 ≤ u ≤ L} ,
where  is a sufficiently small number, we obtain the series
gu(u, v) =
∑
k∈Z
αk(v)e
2piik(u/L). (2.21)
The coefficients αk(v) of the series above are computed by the formula
αk(v) =
1
L
∫ L
0
gu(t, v)e
−2piik(t/L)dt,
and the zeroth order term satisfies condition
|α0(v)| < C · v as v → 0 with some constant C > 0, (2.22)
because function g(u, 0) takes the same value at the end points of the interval [P3, P2], since this points are
identified on the Riemann surface V˜ .
Similarly, we construct the series
gv(u, v) =
∑
k∈Z
βk(u)e
2piik(v/M) (2.23)
in the region
Rσ−11 (δ) = P ∩ {(u, v) : 0 < u < δ, 0 ≤ v ≤M} ,
where M is the length of [P3, P4], and the zeroth order term satisfies condition
|β0(u)| < C · u as u→ 0. (2.24)
We represent ω¯j = fj(ζ)dζ¯, rewrite the form in the right-hand side of (2.20) as
2
p∑
j=1
λ¯jω¯j = 2
 p∑
j=1
λ¯jfj(ζ)
 dζ¯,
and consider the Fourier series of the functions {fj(ζ)}pj=1 in the regionRτ1(). For j > 1 we use equality
dζ¯ = d(ξ − iη) = (b11du+ b12dv)− i(b21du+ b22dv) = (b11 − ib21)du+ (b12 − ib22)dv
with matrix B =
[
b11 b12
b21 b22
]
being the inverse of matrix A from (2.19) to obtain equality∫ L
0
fj(u, 0)du =
1
b11 − ib21
∫ L
0
fj(ζ)dζ¯ =
1
b11 − ib21
∫
τ1
fj(ζ)dζ¯ = 0, (2.25)
where in the last equality we used the closedness of the form ωj and the first equality from (2.17).
Then for the function F (ζ) =
∑p
j=2 λ¯jfj(ζ) in the regionRτ1() we obtain representation
F (ζ) =
∑
k∈Z
µk(v)e
2piik(u/L) (2.26)
with
µk(v) =
1
L
∫ L
0
F (u, v)e−2piik(u/L)du.
We notice that from equality (2.25) follows the estimate
|µ0(v)| < C · v as v → 0. (2.27)
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For the function f1, similarly to (2.25) we obtain equality∫ L
0
f1(u, 0)du =
1
b11 − ib21
∫ L
0
f1(ζ)dζ¯ =
1
b11 − ib21
∫
τ1
f1(ζ)dζ¯ =
1
b11 − ib21 ,
and, therefore, for the Fourier series
f1(ζ) =
∑
k∈Z
νk(v)e
2piik(u/L) (2.28)
with
νk(v) =
1
L
∫ L
0
f1(u, v)e
−2piik(u/L)du
we have the estimate ∣∣∣∣ν0(v)− 1L(b11 − ib21)
∣∣∣∣ < C · v as v → 0. (2.29)
Substituting series (2.21), (2.23), (2.26), and (2.28) into equality (2.20) we obtain in
Rτ1σ1(, δ) = Rτ1() ∩Rσ−11 (δ)
the following equality
(a11 + ia12)
(∑
k∈Z
αk(v)e
2piik(u/L)
)
+ (a21 + ia22)
(∑
k∈Z
βk(u)e
2piik(v/M)
)
=
∑
k∈Z
µk(v)e
2piik(u/L) + λ¯1
∑
k∈Z
νk(v)e
2piik(u/L). (2.30)
If we choose  =
M
N
, δ =
L
N
with sufficiently large N ∈ Z, and consider Fourier series of the functions
αk(v), βk(u), µk(v), and νk(v)
in respectively v, u, v, and v, then, from (2.30) we obtain inRτ1σ1(M/N,L/N) the following equality
(a11 + ia12)
∑
j,k∈Z
αjke
2pii[jNv/M+ku/L]
+ (a21 + ia22)
∑
j,k∈Z
βjke
2pii[jNu/L+kv/M ]

=
∑
j,k∈Z
µjke
2pii[jNv/M+ku/L] + λ¯1
∑
j,k∈Z
νjke
2pii[jNv/M+ku/L]. (2.31)
Comparing the coefficients of the right and left-hand sides of (2.31) for k = 0, and using estimates (2.22),
(2.24), (2.27), and (2.29) we obtain that unless λ1 = 0, equality (2.31) cannot hold in Rτ1σ1(M/N,L/N),
since
|ν00 (N)| =
∣∣∣∣∣NM
∫ M/N
0
dv
1
L
∫ L
0
f1(t, v)dt
∣∣∣∣∣ ∼
(
1
L(b11 − ib21) +O
(
1
N
))
,
|µ00 (N)| =
∣∣∣∣∣NM
∫ M/N
0
dv
1
L
∫ L
0
F (t, v)dt
∣∣∣∣∣ ∼ 1L · O
(
1
N
)
,
|α00 (N)| =
∣∣∣∣∣NM
∫ M/N
0
dv
1
L
∫ L
0
gu(t, v)dt
∣∣∣∣∣ ∼ 1L · O
(
1
N
)
,
|β00 (N)| =
∣∣∣∣∣NL
∫ L/N
0
du
1
M
∫ M
0
gv(u, t)dt
∣∣∣∣∣ ∼ 1M · O
(
1
N
)
.
Since the block σ1τ1σ−11 τ
−1
1 and the corresponding form ω1 were chosen arbitrarily, we obtain equality
λj = 0 for j = 1, . . . , p. This completes the proof of Lemma 2.6. 
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To finish the proof of Proposition 2.4 we use the results of Lemmas 2.5 and 2.6 in equality (2.7), and obtain
that the second set of equalities in (2.2) is satisfied for function h constructed in (2.4). 
This completes the proof of Proposition 2.2. 
3. PROOF OF THEOREM 1.
From equalities (2.2) we obtain that for any closed curve γ in V we have∫
γ
∂(u− h) = 0,
and therefore by fixing a point z∗ ∈ V and defining for z ∈ V
f(z) = 2
∫ z
z∗
∂(u− h) (3.1)
we obtain a holomorphic function f on V such that
f = (u− h) + iv,
df = 2 ∂(u− h). (3.2)
In our construction of the boundary representation formula for harmonic functions on V we will use the
formula from our earlier paper [P] for boundary representation of holomorphic functions on open Riemann
surfaces as in (1.2). However, the needed formula is proven in [P] under additional assumptions that the
holomorphic function is defined not only on V , but on some neighborhood U  ⊂ S5(1) as in (1.4), and has
negative homogeneity there. In the lemma below we eliminate those additional assumptions.
Lemma 3.1. Let V ⊂ V˜ ⊂ U  ⊂ S5(1) be as in (1.2) and (1.4), and such that V ⊂ {CP2 \ {z0 = 0}},
and let f be a holomorphic function on V .
Then there exist an  > 0 and a holomorphic function g of homogeneity (−1) on U  such that
z0 · g
∣∣∣
V
= f. (3.3)
Proof. On the first step we construct an extension of f to the function f˜ on an -neighborhood of V in
C2 = CP2 \ {z0 = 0}. To construct this extension we consider the holomorphic normal bundle N of V in
CP2. Using its triviality (see [Fo]), we obtain the existence of a nonzero section n(z) = (n1(z), n2(z)) ∈
Tz(C2) = C2, where we identify the normal subspaceN (z) with the factor-space Tz(C2)/Tz(V ) of tangent
space of C2 = CP2 \ {z0 = 0} by the tangent subspace of V .
Then for the unit disk D = {t ∈ C : |t| < 1} we define the holomorphic map
φ : V × D→ C2
by the formula φ(z, t) = z+t·n(z). By the inverse function theorem φ is biholomorphic in the neighborhood
V × D() for some  > 0. Therefore, function
f˜(ζ1, ζ2) = f(ψ(φ
−1(ζ))),
where ψ(ζ, t) = ζ, is a holomorphic function on a small enough neighborhood of V in CP2 satisfying
f˜
∣∣
V
= f . Then defining
g(z0, z1, z2) = z
−1
0 f˜(z1/z0, z2/z0) (3.4)
we obtain g satisfying (3.3). 
12 PETER L. POLYAKOV
Let now holomorphic function f be as in (3.1). We consider the holomorphic function g(z) on U  ⊂ S5(1)
of negative homogeneity constructed in (3.4), and the following integral representation of this function on
V
g(w(k)) =
1
d+ 1
· detAk[g](w,w
(1), . . . , w(d−1))
detA(w)
, (3.5)
obtained in [P] under conditions (1.8) with A(w), Ak[g] defined in (1.10) and (1.11). For reader’s conve-
nience we provide below a copy of this theorem.
Theorem from [P] . Let V ⊂ {CP2 \ {z0 = 0}} and U  be as in (1.2) and (1.4) respectively, and let g be
a holomorphic function of negative homogeneity in U . Let z ∈ V be a fixed point, and let Vz 3 z be a
neighborhood of z in V , such that conditions (1.8) are satisfied.
Then for w ∈ Vz equality (3.5) holds for the values of g at the points of S(w), where S(w) is defined in
(1.7), and A(w), Ak[g] are defined in (1.10), (1.11), and (1.12).

Proof of Theorem 1. Using integral representation (3.5) from Theorem above for function g = z−10 · f
from (3.4) we obtain the following representation for function u at the points of S(w):
u(w(k)) =
1
d+ 1
· Re
{
w
(k)
0 · detAk[g](w,w(1), . . . , w(d−1))
detA(w)
}
+
m∑
r=1
ar log
∣∣∣∣∣w(k)1w(k)0 −
z
(r)
1
z
(r)
0
∣∣∣∣∣
2
, (3.6)
where coefficients {ar}mr=1 are defined in (2.3).

In conclusion we describe an application of Theorem 1.
Proposition 3.2. Let all conditions of Theorem 1 be satisfied, and let u be a harmonic function on V , such
that the values of u are known in some connected neighborhood U ⊃ bV . Then there exists a holomorphic
function f in U such that equalities (1.9) hold for the values of u at the points of S(w).
Proof. It suffices to notice that since the values of function u are known in a neighborhood U ⊃ bV , the
values of ∂u can be found in the same neighborhood. Then coefficients ar and function h in formula (2.4)
can be evaluated in V , and the sought function f is defined in U by formula (3.1). 
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