Abstract-Coevolutionary algorithms have received increased attention in the past few years within the domain of evolutionary computation. In this paper, we combine the search power of coevolutionary computation with the expressive power of fuzzy systems, introducing a novel algorithm, Fuzzy CoCo: Fuzzy Cooperative Coevolution . We demonstrate the efficacy of Fuzzy CoCo by applying it to a hard, real-world problem-breast cancer diagnosis-obtaining the best results to date while expending less computational effort than formerly. Analyzing our results, we derive guidelines for setting the algorithm's parameters given a (hard) problem to solve. We hope Fuzzy CoCo proves to be a powerful tool in the fuzzy modeler's toolkit.
I. INTRODUCTION
A fundamental problem in fuzzy modeling is the simultaneous design of the rules describing qualitatively a behavior and the membership functions linking this description with an observable, real-world behavior. Rules and membership functions, two essential components of fuzzy inference systems, are very different in nature. Rules are symbolic, linguistically interpretable entities, while membership functions map real values into membership values. Rules and membership functions are, however, strongly interdependent and together comprise the major part of a fuzzy inference system. For many applications, one of the major advantages of fuzzy systems is that they favor interpretability, yet finding good fuzzy systems is often an arduous task. Over the past few years evolutionary algorithms, due to their powerful search capabilities, have been employed in some stages of the fuzzy-modeling process.
This paper studies the application of an advanced evolutionary technique-cooperative coevolution-to fuzzy modeling, and is organized as follows: the remaining of this introductory section discusses the use of evolutionary computation to construct fuzzy models. Section II presents the cooperative coevolutionary paradigm. Section III describes the proposed Fuzzy CoCo methodology. Section IV then describes a sample application of Fuzzy CoCo to a hard problem: breast cancer diagnosis. The results obtained are presented in Section V. In Section VI we discuss implementation issues concerning Fuzzy CoCo and the work we envisage to extend the methodology. Finally, Section VII presents concluding remarks. 
A. Fuzzy Modeling
The basic structure of a fuzzy inference system includes four main components [30] : 1) A fuzzifier, which translates crisp (real-valued) inputs into fuzzy values; 2) an inference engine that applies a fuzzy reasoning mechanism to obtain a fuzzy output; 3) a defuzzifier, which translates this latter output into a crisp value; and, 4) a knowledge base, which contains both an ensemble of fuzzy rules, known as the rule base, and an ensemble of membership functions known as the database.
Fuzzy modeling is the task of identifying the parameters of a fuzzy inference system so that a desired behavior is attained [45] . With the direct approach a fuzzy model is constructed using knowledge from a human expert. This task becomes difficult when the available knowledge is incomplete or when the problem space is very large, thus motivating the use of automatic approaches to fuzzy modeling. One of the major problems in fuzzy modeling is the curse of dimensionality, meaning that the computation requirements grow exponentially with the number of variables.
The parameters of a fuzzy inference system can be classified into four categories [30, Table I ]: logical, structural, connective, and operational. In fuzzy modeling, logical parameters are usually predefined by the designer based on experience and on problem characteristics. Structural, connective, and operational parameters may be either predefined, or obtained by synthesis or search methodologies.
Fuzzy modeling can be considered as an optimization process where part or all of the parameters of a fuzzy system constitute the search space. Generally, the search space, and thus the computational effort, grows exponentially with the number of parameters. Therefore, one can either invest more resources in the chosen search methodology, or infuse more a priori, expert knowledge into the system (thereby effectively reducing the search space).
B. Evolutionary Computation
The domain of evolutionary computation involves the study of the foundations and the applications of computational techniques based on the principles of natural evolution. Evolution in nature is responsible for the "design" of all living beings on earth and for the strategies they use to interact with each other. Evolutionary algorithms employ this powerful design philosophy to find solutions to hard problems.
Generally speaking, evolutionary techniques can be viewed either as search methods, or as optimization techniques. As written by Michalewicz [22] The first works on the use of evolution-inspired approaches to problem solving date back to the late 1950s [3] , [4] , [7] , [10] , [11] . Independent and almost simultaneous research conducted by Rechenberg and Schwefel on evolution strategies [35] , [36] , [38] , [39] , by Holland on genetic algorithms [14] , [15] , and by Fogel on evolutionary programming [8] , [9] launched the study and the application of evolutionary techniques.
Evolutionary computation makes use of a metaphor of natural evolution. According to this metaphor, a problem plays the role of an environment wherein lives a population of individuals, each representing a possible solution to the problem. The degree of adaptation of each individual (i.e., candidate solution) to its environment is expressed by an adequacy measure known as the fitness function. The phenotype of each individual, i.e., the candidate solution itself, is generally encoded in some manner into its genome (genotype). Like evolution in nature, evolutionary algorithms potentially produce progressively better solutions to the problem. This is possible thanks to the constant introduction of new "genetic" material into the population, by applying so-called genetic operators which are the computational analogs of natural evolutionary mechanisms.
There are several types of evolutionary algorithms, among which the best known are genetic algorithms, genetic programming, evolution strategies, and evolutionary programming; though different in the specifics they are all based on the same general principles. The archetypal evolutionary algorithm proceeds as follows. An initial population of individuals, , is generated at random or heuristically. Every evolutionary step , known as a generation, the individuals in the current population, , are decoded and evaluated according to some predefined quality criterion, referred to as the fitness or fitness function. Then, a subset of individuals, -known as the mating pool-is selected to reproduce, with selection of individuals done probabilistically according to their fitness. Thus, high-fitness ("good") individuals stand a better chance of "reproducing," while low-fitness ones are more likely to disappear.
Selection alone cannot introduce any new individuals into the population, i.e., it cannot find new points in the search space. These points are generated by altering the selected population via the application of crossover (combining two or more genomes to form novel offspring) and mutation (randomly flipping bits in the genome), so as to produce a new population, . Crossover tends to enable the evolutionary process to move toward "promising" regions of the search space. Mutation is introduced to prevent premature convergence to local optima, by randomly sampling new points in the search space. Finally, the new individuals are introduced into the next-generation population, ; usually simply becomes . The termination condition may be specified as some fixed, maximal number of generations or as the attainment of an acceptable fitness level. Fig. 1 presents the structure of a generic evolutionary algorithm in pseudo code format.
As they combine elements of directed and stochastic search, evolutionary techniques exhibit a number of advantages over other search methods. First, they usually need a smaller amount of knowledge and fewer assumptions about the characteristics of the search space. Second, they can more easily avoid getting stuck in local optima. Finally, evolutionary algorithms strike a good balance between exploitation of the best solutions and exploration of the search space. The strength of evolutionary algorithms relies on their population-based search and on the use of the genetic mechanisms described above. The existence of a population of candidate solutions entails an inherently parallel search with the selection mechanism directing the search to the most promising regions. The crossover operator encourages the exchange of information between these search-space regions, while the mutation operator enables the exploration of new directions.
The application of an evolutionary algorithm involves a number of important considerations. The first decision to take when applying such an algorithm is how to encode candidate solutions within the genome. The representation must allow for the encoding of all possible solutions while being sufficiently simple to be searched in a reasonable amount of time. Next, an appropriate fitness function must be defined for evaluating the individuals. The (usually scalar) fitness must reflect the criteria to be optimized and their relative importance. Representation and fitness are thus clearly problem-dependent in contrast to selection, crossover, and mutation, which seem prima facie more problem-independent. Practice has shown, however, that while standard genetic operators can be used, one often needs to tailor these to the problem at hand as well.
C. Applying Evolution to Fuzzy Modeling
Evolutionary algorithms are used to search large and often complex search spaces. They have proven worthwhile on numerous diverse problems, able to find near-optimal solutions given an adequate performance (fitness) measure. Works investigating the application of evolutionary techniques in the domain of fuzzy modeling first appeared about a decade ago [17] , [26] . These focused mainly on the tuning of fuzzy inference systems involved in control tasks (e.g., cart-pole balancing, liquid level system, and spacecraft rendezvous operation). Evolutionary fuzzy modeling has since been applied to an evergrowing number of domains, branching into areas as diverse as chemistry, medicine, telecommunications, biology, and geophysics. For a detailed bibliography on evolutionary fuzzy modeling up to 1996, the reader is referred to [1] , [5] .
Depending on several criteria-including the available a priori knowledge about the system, the size of the parameter set, and the availability and completeness of input/output data, artificial evolution can be applied in different stages of [30] the fuzzy-parameters search. Three of the four categories of fuzzy parameters in Table I can be used to define targets for evolutionary fuzzy modeling: structural parameters, connective parameters, and operational parameters [30] . Other methods use variable-length genomes to allow evolution to discover the optimal size of the rule base. Both behavior and structure learning can be viewed as rule-base learning processes with different levels of complexity. They can thus be assimilated within other methods from machine learning, taking advantage of experience gained in this latter domain. In the evolutionary algorithm community there are two major approaches for evolving such rule systems: the Michigan approach and the Pittsburgh approach [22] . A more recent method has been proposed specifically for fuzzy modeling: the iterative rule learning approach [13] . These three approaches are outlined below. 4) The Michigan Approach: Each individual represents a single rule. The fuzzy inference system is represented by the entire population. Since several rules participate in the inference process, the rules are in constant competition for the best action to be proposed and cooperate to form an efficient fuzzy system. The cooperative-competitive nature of this approach renders difficult the decision of which rules are ultimately responsible for good system behavior. It necessitates an effective credit-assignment policy to ascribe fitness values to individual rules. 5) The Pittsburgh Approach: The evolutionary algorithm maintains a population of candidate fuzzy systems, each individual representing an entire fuzzy system. Selection and genetic operators are used to produce new generations of fuzzy systems. Since evaluation is applied to the entire system, the credit assignment problem is eschewed. This approach allows to include additional optimization criteria in the fitness function, thus affording the implementation of multiobjective optimization. The main shortcoming of this approach is its computational cost, since a population of full-fledged fuzzy systems has to be evaluated each generation. 6) The Iterative Rule Learning Approach: As in the Michigan approach, each individual encodes a single rule. An evolutionary algorithm is used to find a single rule, thus providing a partial solution. The evolutionary algorithm is then used iteratively for the discovery of new rules, until an appropriate rule base is built. To prevent the process from finding redundant rules (i.e., rules with similar antecedents), a penalization scheme is applied each time a new rule is added. This approach combines the speed of the Michigan approach with the simplicity of fitness evaluation of the Pittsburgh approach. However, as with other incremental rule-base construction methods, it can lead to a nonoptimal partitioning of the antecedent space.
II. COOPERATIVE COEVOLUTION
Coevolution refers to the simultaneous evolution of two or more species with coupled fitness. Such coupled evolution favors the discovery of complex solutions whenever complex solutions are required [25] . Simplistically speaking, one can say that coevolving species can either compete (e.g., to obtain exclusivity on a limited resource) or cooperate (e.g., to gain access to some hard-to-attain resource). In a competitive coevolutionary algorithm the fitness of an individual is based on direct competition with individuals of other species, which in turn evolve separately in their own populations. Increased fitness of one of the species implies a diminution in the fitness of the other species. This evolutionary pressure tends to produce new strategies in the populations involved so as to maintain their chances of survival. This "arms race" ideally increases the capabilities of each species until they reach an optimum. For further details on competitive coevolution, the reader is referred to [37] .
Cooperative (also called symbiotic) coevolutionary algorithms involve a number of independently evolving species which together form complex structures, well suited to solve a problem. The fitness of an individual depends on its ability to collaborate with individuals from other species. In this way, the evolutionary pressure stemming from the difficulty of the problem favors the development of cooperative strategies and individuals.
Single-population evolutionary algorithms often perform poorly-manifesting stagnation, convergence to local optima, and computational costliness-when confronted with problems presenting one or more of the following features: 1) the sought-after solution is complex, 2) the problem or its solution is clearly decomposable, 3) the genome encodes different types of values, 4) strong interdependencies among the components of the solution, and 5) components-ordering drastically affects fitness. Cooperative coevolution addresses effectively these issues, consequently widening the range of applications of evolutionary computation.
Paredis [25] applied cooperative coevolution to problems which involved finding simultaneously the values of a solution and their adequate order. In his approach, a population of solutions coevolves alongside a population of permutations performed on the genotypes of the solutions. Moriarty [24] used a cooperative coevolutionary approach to evolve neural networks. Each individual in one species corresponds to a single hidden neuron of a neural network and its connections with the input and output layers. This population coevolves alongside a second one whose individuals encode sets of hidden neurons (i.e., individuals from the first population) forming a neural network. Potter and DeJong [33] , [34] developed a model in which a number of populations explore different decompositions of the problem. Below we detail this framework as it forms the basis of our own approach.
In Potter's system, each species represents a subcomponent of a potential solution. Complete solutions are obtained by assembling representative members of each of the species (populations). The fitness of each individual depends on the quality of (some of) the complete solutions it participated in, thus measuring how well it cooperates to solve the problem. The evolution of each species is controlled by a separate, independent evolutionary algorithm. Fig. 2 shows the general architecture of Potter's cooperative coevolutionary framework and the way each evolutionary algorithm computes the fitness of its individuals by combining them with selected representatives from the other species. The representatives can be selected via a greedy strategy as the fittest individuals from the last generation.
Results presented by Potter and DeJong [34] show that their approach addresses adequately issues like problem decomposition and interdependencies between subcomponents. The cooperative coevolutionary approach performs as good as-and sometimes better than-single-population evolutionary algorithms. Finally, cooperative coevolution usually requires less computation than single-population evolution as the populations involved are smaller, and convergence-in terms of number of generations-is faster.
III. FUZZY COCO
Fuzzy CoCo is a Cooperative Coevolutionary approach to fuzzy modeling where two coevolving species are defined: database (membership functions) and rule base. This approach is based primarily on the framework defined by Potter and DeJong ( [33] and [34] , Sec. II).
A fuzzy modeling process need usually deal with the simultaneous search for operational and connective parameters (Table I) . These parameters provide an almost complete definition of the linguistic knowledge describing the behavior of a fuzzy system and the values mapping this symbolic description into a real-valued world (a complete definition also requires structural parameters, such as relevant variables and number of rules). Thus, fuzzy modeling can be thought of as two separate but intertwined search processes: 1) the search for the membership functions (i.e., operational parameters) that define the fuzzy variables and 2) the search for the rules (i.e., connective parameters) used to perform the inference.
A. Description of Fuzzy CoCo
Fuzzy modeling presents several features discussed in Section II which justify the application of cooperative coevolution.
1) The required solutions can be very complex, since fuzzy systems with a few dozen variables may call for hundreds of parameters to be defined. 2) The proposed solution-a fuzzy inference system-can be decomposed into two distinct components: rules and membership functions. Individuals of the second species define a set of rules of the form: if ( is ) and and ( is ), then (output is ), where the term indicates which one of the linguistic labels of fuzzy variable is used by the rule. For example, a valid rule could contain the expression: if and (Temperature is Warm) and then , which includes the membership function Warm whose defining parameters are contained in the first species. The two evolutionary algorithms used to control the evolution of the two populations are instances of a simple genetic algorithm [44] . Fig. 3 presents the Fuzzy CoCo algorithm in pseudocode format. The genetic algorithms apply fitness-proportionate selection to choose the mating pool (essentially, probabilistic selection according to fitness) and apply an elitist membership functions and rules. The elitism strategy extracts E individuals to be reinserted into the population after evolutionary operators have been applied (i.e., selection, crossover, and mutation). Selection results in a reduced population P (g) (usually, the size of P (g) is kP k = kP k 0 kE k). The line "Evaluate population P (g)" is elaborated in Fig. 4 .
strategy with an elitism rate to allow some of the best individuals to survive into the next generation. Standard crossover and mutation operators are applied [22] . Crossover between two genomes is performed with probability by selecting at random (with uniform probability) a single crossover point and exchanging the subsequent parts to form two new offspring; if no crossover takes place (with probability ) the two offspring are exact copies of their parents. Mutation involves flipping bits in the genome with probability per bit. We introduced elitism to avoid the divergent behavior of Fuzzy CoCo, observed in our preliminary trial runs. Nonelitist versions of Fuzzy CoCo often tend to lose the genetic information of good individuals found during evolution, consequently producing populations with mediocre individuals scattered throughout the search space. This is probably due to the relatively small size of the populations which renders difficult the preservation of good solutions while exploring the search space. The introduction of simple elitism produces an undesirable effect on Fuzzy CoCo's performance: populations converge prematurely even with reduced values of the elitism rate . To offset this effect without losing the advantages of elitism, it is necessary to increase the mutation probability by an order of magnitude (Table III) so as to improve the exploration capabilities of the algorithm. As the dispersion effect is less important when Fuzzy CoCo is allowed to manage relatively large populations, the values of both and should be reduced in such case. The condition under which the algorithm terminates is usually satisfied either when a given threshold fitness is attained, or when the maximum number of generations is reached. A more detailed view of the fitness evaluation process is depicted in Fig. 4 . An individual undergoing fitness evaluation establishes cooperation with one or more representatives of the other species, i.e., it is combined with individuals from the other species to construct fuzzy systems. The fitness value assigned to the individual depends on the performance of the fuzzy systems it participated in (specifically, either the average or the maximal value).
Representatives, or cooperators, are selected both fitness-proportionally and randomly from the last generation in which they were already assigned a fitness value (see Fig. 3 ). In Fuzzy CoCo, cooperators are selected probabilistically according to their fitness, favoring the fittest individuals, thus boosting the exploitation of known good solutions. The other cooperators are selected randomly from the population to represent the diversity of the species, maintaining in this way exploration of the search space.
B. A Stepwise Guide to Applying Fuzzy CoCo
Applying Fuzzy CoCo requires the definition of parameters of its two main components: 1) the fuzzy system and 2) the cooperative coevolutionary algorithm. 1) Fuzzy-system parameters are defined through the following four-level procedure: a) Define the logical parameters. As noted in Section I, logical parameters are predefined by the designer based on experience and on problem characteristics. b) Choose the structural parameters.
• A set of relevant variables should be defined. Usually, this set includes all the available variables as Fuzzy CoCo can automatically reduce their number.
• Fuzzy CoCo requires predefining the number of membership functions. This issue is discussed in Section VI.
• The number of rules is fixed (by the designer) for a given Fuzzy CoCo run. A discussion about this number is presented in Section VI. c) Encode the connective parameters into the rules genome. The rules may be either complete (i.e., containing at least one antecedent for each variable) or incomplete [20] . The antecedents in rules may be connected merely by the "and" operator, or may contain also "or" and "not" operators. Fuzzy CoCo thus offers the designer the freedom of choosing any type of rule, given that there exists a proper way to encode it. d) Encode the operational parameters into the membership-function genome. The membership functions can be of arbitrary form. The usual criteria for choosing the membership functions in fuzzy modeling are also applicable in the context of Fuzzy CoCo. The only condition imposed by Fuzzy CoCo is that all possible lables implied by the rules species should be defined.
Note that Fuzzy CoCo is a methodology for improving the performance and speed of the fuzzy modeling process. It cannot correct on its own wrong decisions made during the definition of the fuzzy-system parameters. Thus, the designer need posses knowledge of the problem or a good evaluation heuristics. 2) Once both genomes, rules and membership-functions are encoded, the coevolutionary parameters presented below must be set according to a number of criteria; the two most important being computational costliness and exploration-exploitation tradeoff. A discussion concerning the qualitative relations among the ranges of the coevolutionary parameters is presented in Section VI. a) Maximum number of generations . Due to the speed gain offered by Fuzzy CoCo, the value , related directly to computational costliness, can be up to five times smaller than single-population algorithms. b) Population size . Fuzzy CoCo requires smaller populations than the simple genetic algorithm-based approach. Typically, 50 to 80 percent smaller. This markedly reduces the computational cost. c) Number of "fit" cooperators
. Typical values range from 1 to 3 fitness-proportionally selected cooperators.
affects directly both the exploitation and the computational cost of the algorithm.
d) Number of random cooperators
. Typical values range from 0 to 4 randomly selected cooperators. affects directly both the exploration and the computational cost of the algorithm. e) Crossover probability . There is no special consideration concerning the value of in Fuzzy CoCo. Standard valuesto 1-are used [23] . f) Mutation probability . As discussed in Section III-A, due to an exploration-exploitation tradeoff with the elitism rate, values in Fuzzy CoCo are usually an order of magnitude higher than in simple genetic algorithms. While the value of proposed by Potter and DeJong ( ) [34] can be applied with relatively large populations, it has to be increased up to 10 times when Fuzzy CoCo is applied with small populations. g) Elitism Rate . Typical values for are between 0.1 and 0.6, where larger values are required in systems with few rules and small populations. encourages exploitation of solutions found.
IV. APPLYING FUZZY COCO TO BREAST CANCER DIAGNOSIS
The Wisconsin breast cancer diagnosis (WBCD) problem involves classifying a presented case as to whether it is benign or malignant. It admits a relatively high number of variables and consequently a large search space. The WBCD database [21] consists of nine visually assessed characteristics obtained from fine needle aspirates 1 The diagnostics in the WBCD database were furnished by specialists in the field. The database itself consists of 683 cases, with each entry representing the classification for a certain ensemble of measured values:
There are several studies based on this database. Among them, researchers having interpretability of the diagnostic as a prior objective, have applied the method of extracting Boolean rules from neural networks [40] , [42] , [43] . Our own work on the evolution of fuzzy rules for the WBCD problem has shown that it is possible to obtain diagnostic systems exhibiting high performance, coupled with interpretability and a confidence measure [28] - [30] . In our previous work we used a simple genetic algorithm rather than Fuzzy CoCo. The solution scheme we propose for the WBCD problem is depicted in Fig. 5 . It consists of a fuzzy system and a threshold unit. The fuzzy system computes a continuous appraisal value of the malignancy of a case, based on the input values. The threshold unit then outputs a benign or malignant diagnostic according to the fuzzy system's output.
Our previous knowledge about the WBCD problem represents valuable information to be used for our choice of fuzzy parameters. When defining our setup we took into consideration the following three results concerning the composition of potential high-performance systems: 1) small number of rules; 2) small number of variables; and 3) monotonicity of the input variables [30] . Some fuzzy models forgo interpretability in the interest of improved performance. Where medical diagnosis is concerned [31] , interpretability-also called linguistic integrity-is the major advantage of fuzzy systems. This motivated us to take into account the following five semantic criteria, defining constraints on the fuzzy parameters [30] : 1) distinguishability; 2) justifiable number of elements; 3) coverage; 4) normalization; and 5) orthogonality.
Referring to Table I , and taking into account the above criteria, we delineate below the fuzzy-system setup: 1) Logical parameters: singleton-type fuzzy systems; min-max fuzzy operators; orthogonal, trapezoidal input membership functions; weighted-average defuzzification. 2) Structural parameters: two input membership functions (Low and High); two output singletons (benign and malignant); a user-configurable number of rules. The relevant variables are one of Fuzzy CoCo's objectives. 3) Connective parameters: the antecedents and the consequent of the rules are searched by Fuzzy CoCo. The algorithm also searches for the consequent of the default rule which plays the role of an else condition. All rules have unitary weight. 4) Operational parameters: the input membership function values are to be found by Fuzzy CoCo. For the output singletons we used the values 2 and 4, which are the values used in the WBCD database for designing benign and malignant, respectively (note that these two values are represented in the genome by a single bit as presented below). Fuzzy CoCo is thus used to search for four parameters: 1) input membership function values, 2) relevant input variables, 3) antecedents, and 4) consequents of rules. These search goals are more ambitious than those defined in our previous work [28] - [30] , as the consequence of rules are added to the search space. The genomes of the two species are constructed as follows:
Species 1: Membership functions. There are nine variables ( -), each with two parameters, and , defining the start point and the length of the membership-function edges, respectively (Fig. 6 ). Species 2: Rules. The th rule has the form: if ( is ) and and ( is ), then (output is ), can take on the values: 1 (Low), 2 (High), or 0 or 3 (Other).
bit can take on the values: 0 (Benign) or 1 (Malignant). Relevant variables are searched for implicitly by letting the algorithm choose nonexistent membership functions (0 or 3) as valid antecedents. In such a case, the respective variable is considered irrelevant. Table II delineates the parameters encoding for both species' genomes, which together describe an entire fuzzy system. Note that in our previous work both membership functions and rules were encoded in the same genome, i.e., there was only one species.
To evolve the fuzzy inference system, we applied a Fuzzy CoCo algorithm with the same evolutionary parameters for both species. Values and ranges of values used for these parameters were defined according to preliminary tests performed on benchmark problems (mostly function-optimization problems found in Potter [33] ). Table III delineates these values (Section VI presents a brief discussion concerning the criteria to define the best combinations of parameter values). The algorithm terminates when the maximum number of generations, , is reached (we set , i.e., dependent on the number of rules used in the run), or when the increase in fitness of the best individual over five successive generations falls below a certain threshold ( in our experiments). -the maximum number of variables in the longest rule. The fitness function is given by , where . , the percentage of correctly diagnosed cases, is the most important measure of performance.
measures the linguistic integrity (interpretability), penalizing systems with a large number of variables in their rules. The value was calculated to allow to occasion a fitness difference only among systems exhibiting similar classification performance. The fitness value assigned to an individual is the maximum of the fitness values obtained by the fuzzy systems it participated in (where . We stated earlier that cooperative coevolution reduces the computational cost of the search process. In order to measure this cost we calculate the maximum number of fuzzy-system evaluations performed by a single run of Fuzzy CoCo. Each generation, the individuals of each population are evaluated times (where . The total number of fuzzy-system evaluations per run is thus . This value ranged from evaluations for a one-rule system search, up to evaluations for a seven-rule system (using typical parameter values: , , and ). The number of fuzzy-system evaluations required by our single-population approach was, on the average, for a one-rule system and for a seven-rule system [30] . This shows that Fuzzy CoCo produces markedly better results using similar computational resources.
V. RESULTS
A total of 495 evolutionary runs were performed, all of which found systems whose classification performance exceeds 96.7%. In particular, considering the best individual per run (i.e., the evolved system with the highest classification success rate), 241 runs led to a fuzzy system whose performance exceeds 98.0%, and of these, 81 runs found systems whose performance exceeds 98.5%. 2 Table IV compares our best systems with the top systems obtained in our previous work [30] and with the systems obtained by Setiono's NeuroRule approach [41] (note that the re-2 Note: In our earlier work, involving a standard genetic algorithm applied to the WBCD problem [30] , we used cross-validation methods (basically, we performed three sets of experiments, with different repartitions of the 683-case WBCD database into training cases and test cases. We observed that small fuzzy systems (i.e., with a small number of rules) are relatively little prone to overfitting (at least for this problem). Thus, we decided to eschew a cross-validation study herein, opting to use the entire WBCD database in all experiments. sults presented by these two works were the best reported to date for genetic-fuzzy and neuro-Boolean rule systems, respectively, and that they were compared with other previous approaches such as [40] , [42] , [43] ). The evolved fuzzy systems described in this paper can be seen to surpass those obtained by other approaches in terms of performance, while still containing simple, interpretable rules. As shown in Table IV , we obtained higher-performance systems for all rule-base sizes but one, i.e., from two-rule systems all the way up to seven-rule systems, while all our one-rule systems perform as good as the best system reported by Setiono.
We next describe two of our top-performance systems, which serve to exemplify the solutions found by Fuzzy CoCo. The first system, delineated in Fig. 7 , presents the highest classification performance evolved to date. It consists of seven rules (note that the else condition is not counted as an active rule) with the longest rule including 5 variables. This system obtains an overall classification rate (i.e., over the entire database) of 98.98%.
In addition to the above seven-rule system, evolution found systems with between two and six rules exhibiting excellent classification performance, i.e., higher than 98.5% (Table IV) . Among these systems, we consider as the most interesting the system with the smallest number of conditions (i.e., the total number of variables in the rules). Fig. 8 presents one such two-rule system, containing a total of eight conditions, and which obtains an overall classification rate of 98.54%; its longest rule has five variables.
The improvement attained by Fuzzy CoCo, while seemingly slight (1-2%) is in fact quite significant. A 1% improvement implies seven additional cases which are classified correctly. At the performance rates in question (above 97%) every additional case is hard-won. Indeed, try as we did with the simple genetic algorithm [30] -tuning parameters and tweaking the setup-we arrived at a performance impasse. Fuzzy CoCo, however, readily churned out better-performance systems that were able to classify a significant number of additional cases; moreover, these systems were evolved in less time.
VI. DISCUSSION AND FUTURE WORK

A. Fuzzy CoCo and Its Application
We propose Fuzzy CoCo as a methodology for modeling fuzzy systems and have conceived it to allow a high degree of freedom in the type of fuzzy systems it can design. Fuzzy CoCo can be used to model Mamdani-type, Takagi-Sugeno-Kang-type, and singleton-type fuzzy models [12] . The rules can contain an arbitrary number of antecedents (i.e., zero, one, or many) for the same variable. The designer is free to choose the type of membership functions used for each variable and the way they are parameterized. The membership functions can be defined either as shared by all fuzzy rules, or per-rule; the former (used by us in Section IV) improves interpretability. If membership functions are defined independently for each rule (thus partitioning the input space in a scattered way [16] ), better numeric precision might be attained at the cost of interpretability-a tradeoff at the user's disposal. Fuzzy CoCo is thus highly general and generic.
To better exploit the features of Fuzzy CoCo, the following considerations should be taken into account before applying it to a given problem. 1) Rule-base compactness. The existence of a rules species in Fuzzy CoCo favors the design of systems containing a small subset of all the possible rules. The size of this subset (i.e., the number of rules) is predefined by the user. 2) Known number of membership functions. In order to encode the genomes of the rules and membership functions species, it is necessary to predefine the number of membership functions for each variable. This number can be set to a relatively high value and Fuzzy CoCo will seek automatically an efficient subset of the membership functions. 3) Availability of training data. Since Fuzzy CoCo is a heuristic search method, it needs a sufficient amount of training data in order to measure fitness.
B. Parameter Selection
Fuzzy CoCo requires the designer to define a number of interdependent parameters (i.e., number of rules, population size, number of cooperators, elitism rate, and mutation and crossover probabilities). Although Section III-B presented some criteria to define these parameters, we further discuss this issue below.
1) For a given problem, searching for a compact fuzzy rule base is harder than searching for a slightly bigger system, even if the genome is larger for this latter search. The reason for this apparent contradiction is that a less compact fuzzy system (i.e., with more rules) can cover a larger part of the problem space. However, if evolution seeks too many rules, the fitness landscape becomes too "flat" (intuitively, an abundance of low-performance hills, rather than a few high-performance mountains), thus rendering the search more difficult. For each problem there exists a range of ideal rule-base sizes (for the WBCD problem, it seems to be between four and seven rules). 2) As noted in Section III-B, the number of selected fit and random cooperators ( and ), are parameters related, respectively, with exploitation and exploration capabilities of Fuzzy CoCo. However, in contrast to elitism and mutation, these two parameters do not affect directly the genetic pool of the next generation (only affecting it indirectly by permitting Fuzzy CoCo to evaluate more accurately individual fitness).
3) As the number of fuzzy-system evaluations per generation depends on the size of the (two) populations and on the number of cooperators , these two parameters have to be set according to the available computing resources. 4) Based on the simulations carried out on the WBCD problem, we have derived some qualitative relationships between various parameters of Fuzzy CoCo. These are given in Table V .
C. Present and Future of Fuzzy CoCo
Our promising results have incited us to engage in further investigation of this approach. We are currently pursuing two avenues of research: 1) application of Fuzzy CoCo to more complex diagnosis problems and 2) improving and expanding upon the methodology presented herein. Our goal is to provide an approach for automatically producing high-performance, interpretable fuzzy systems for real-world problems. We have recently applied Fuzzy CoCo to the problem of iris classification [6] , [21] , obtaining excellent results [27] , [].
As regards the application of Fuzzy CoCo, and given that it is a fuzzy modeling technique, possible applications of this approach should be found in domains where the main characteristics of fuzzy systems-linguistic interpretability, processing of imprecise and uncertain information, nonlinear and complex variable mapping-are desired. Moreover, Fuzzy CoCo is particularly well suited for problems where a reduced set of (small) rules is preferred. Thus, some of the possible applications are medical diagnostic and prognostic systems, data mining and knowledge discovery in databases, financial data managing, pattern recognition, and time-series analysis and forecasting.
Concerning the expansion of the methodology, we have two short-term goals:
1) Study the tuning of the genetic-algorithm parameters according to each species characteristics (e.g., encoding schemes, elitism rates, or mutation probabilities). 2) Explore the application of different evolutionary algorithms for each species (e.g., evolution strategies for the evolution of membership functions). In the long term we plan to test some novel ideas that could improve Fuzzy CoCo: 1) Coevolution of species, one species for each of the rules in addition to the membership-function species.
2) Coexistence of several Fuzzy CoCo instances (each one set to evolve systems with a different number of rules), permitting migration of individuals among them so as to increase the exploration and the diversity of the search process. 3) Apply the strategy of rising and death of species proposed by Potter and DeJong [34] in order to evolve systems with variable numbers of rules and membership functions.
VII. CONCLUDING REMARKS
We presented Fuzzy CoCo, a novel, cooperative coevolutionary approach to fuzzy modeling. We applied Fuzzy CoCo to the WBCD problem, comparing it with other approaches applied to the same problem. Our coevolved systems attained higher classification performance and required less computation to obtain the diagnostic systems. We then discussed the merits of the approach and its application. We hope Fuzzy CoCo proves to be a powerful tool in the fuzzy modeler's toolkit.
