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ABSTRACT
THREE ESSAYS ON ESTIMATION OF APPLIED ECONOMIC
MODELS IN FISHERIES
MAY 2014
CHRISTOPHER BURNS
B.S., THE COLLEGE OF NEW JERSEY
M.S, THE UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Daniel Lass
Fishery managers face many challenges when setting effective policies. This
includes working with fisherman to set the total allowable catch (TAC), prevent-
ing overfishing, and monitoring the status of a fishing industry based on imper-
fect data. This dissertation focuses on the last two issues. In particular we focus
on how measurement error and estimation issues can impact fishery policy using
two common economic models. The two models we examine are the stochastic
frontier model and the Schaefer production model. Both of these models use pro-
duction data on inputs and outputs to estimate a production function. Chapter
2 looks at the impact of measurement error in one of the inputs of the stochastic
frontier model, which is widely used in estimating technical efficiency for an in-
dustry. Chapter 3 looks at the impact of measurement of the Schaefer production
model, which estimates the biomass using production data only. Chapter 4 revisits
vi
the stochastic frontier model and examines how Bayesian methods can be used to
measure production efficiency.
Using panel data from the Mid-Atlantic surfclam fishery from 2001-2009, Chap-
ters 2 and 3 examine measurement error correction methods that empirical re-
searchers and policy makers can use when instrumental variables are not avail-
able. We chose this fishery because both logbook data from vessels, and scientific
estimates of the biomass are available. We use these data for all three chapters of
this study. The Mid-Atlantic surfclam fishery is significant to fishery policy be-
cause it was the first U.S. fishery to be regulated by Individual Tradable Quotas
(ITQs). These reasons make it an ideal fishery for estimating the two production
models and evaluating policy implications.
In Chapters 2 and 3 we make use of estimates of the measurement error vari-
ance, and apply a simulation based correction method known as simulation ex-
trapolation (SIMEX). SIMEX is a simulation based method for reducing bias in
parameter estimates caused by measurement error. After estimating both models
under a naive analysis, SIMEX is used to obtain less biased estimates of techni-
cal efficiency, production and biological parameters. In the last chapter we revisit
the stochastic frontier model, estimating both a maximum likelihood and Bayesian
model. We also seek to understand how the industrial organization of the Mid-
Atlantic surfclam fishery is changing, and what this means for the future of the
industry and the health of the fishery.
We conclude the dissertation by discussing the results from each chapter, and
their implications for fishery policy. The results from Chapter 2 show that not tak-
ing measurement error into account would lead fishery managers to miss impor-
tant relationships between management decisions and vessel technical efficiency.
In Chapter 3 we show that the bias from the Schaefer production model can lead to
poor estimates of the resource biomass. Given poor information about the biomass
vii
regulators may set the total catch too high, the consequences of which would
be resource depletion and economic losses to firms. In Chapter 4 we also show
how empirical researchers can take advantage of Bayesian methods for measuring
production efficiency. Our analysis concludes that both maximum likelihood and
Bayesian models of production efficiency reveal changes in the fleet structure are
having significant impact on technical efficiency. We also see that the marginal
productivities of time fishing and vessel length are decreasing over time, due to
spatial changes in the biomass and declining landings per-unit-effort.
viii
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CHAPTER 1
INTRODUCTION
For the first time in human history there is evidence that the world’s total fish
harvest is declining because of overfishing (Hilborn et al. 2003). Much of this de-
cline is occurring in regulated fisheries, where current management practices have
failed to address the economic behavior of fishermen and stop overfishing. Tradi-
tional approaches to managing fisheries focused on the fish, and less on the eco-
nomic incentives fisherman face. Economists have long argued that the best way
to prevent overfishing is to create management practices which take into account a
fisherman’s incentives (Moloney and Pearse 1979, Wilen 1985). More recently, the
introduction of management measures designed to internalize the economic costs
of overfishing, such as Individual Tradable Quotas (ITQs) (Walden et al. 2012) and
landing taxes (Weitzman 2002), have been more successful at aligning fisherman’s
incentives with goals of maximizing economic efficiency and preserving biological
sustainability. To determine whether the goals of preventing overfishing and max-
imizing economic efficiency are being achieved, fishery managers estimate models
using observational data, usually obtained from vessel logbooks. These data can
be used to measure economic and biological parameters of fisheries, but are often
measured with error (Grafton 2006, Griliches and Hausman 1986).
The theoretical consequences of measurement error are well known in the Statis-
tics and Econometrics literature (Carroll et al. 2012, Hausman 2001), though much
of the applied economic literature does not address these issues. The first two
chapters of this dissertation will focus on the impact of measurement error in the
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Stochastic Frontier Model and the Schaefer Production Model. The last chapter
will examine Bayesian methods for estimating production efficiency and compare
them to frequentist methods, such as maximum likelihood. Before exploring the
theory behind these two models, we first motivate the challenges that fishery man-
agers face, namely aligning the short-run incentives of fishermen with long-run
preservation of the resource.
The biggest challenge surrounding effective fishery management is that fish-
eries are a common property resource. A common property resource is one where
harvests are rivalrous, and it is difficult to exclude others from the fishery. A rival-
rous fishery can be defined to mean that a fish caught today cannot be caught be
someone else tomorrow. Thus, there is an incentive for fishermen to catch as many
fish as possible today, because there is no guarantee that the fish will be there to-
morrow. The common property aspect of fisheries means that the sea is not owned
by any individual or entity, and therefore entry into a fishery is not restricted, mak-
ing effective management very difficult. This situation often results in too many
fishermen chasing too few fish.
There are examples of small scale fisheries where cooperation between fisher-
man can prevent overfishing, such as the Maine lobster fishery (Acheson 1988), but
often times the size of fisheries makes cooperation very difficult. In such as fish-
ery, a fisherman whom decides not harvest until later potentially benefits all other
fisherman, but not himself. The typical result in an unregulated common property
fishery is that fishermen will continue to enter the fishery until all economic profits
are gone. The likelihood that the fishery stock will become significantly depleted
in this scenario is very high. The degree to which the fishery becomes depleted de-
pends on a number of factors, including biological parameters such as the intrinsic
growth rate, and the mortality rate. Other factors, including the environment and
ecosystem conditions, will ultimately determine the fate of the fishery.
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For the last half-century, dozens of countries have implemented a wide variety
of regulatory measures to control overfishing by regulating effort. The underlying
assumption is that if these regulations are enforced vigorously, then further fish-
ing effort will be contained and the fishery will be economically sustainable. In
order to regulate effort, management practices have traditionally focused on com-
mand and control measures, such as restricting the number of vessels (known as
limited access fisheries), limiting the types of gear used for harvesting (input con-
trols), limiting days at sea, and shortening the fishing season. These measures have
largely failed to control overfishing because they do not take into account the eco-
nomic incentives of fishermen. This failure to account for economic incentives is
revealed in the continued decline of many fisheries due to ”effort creep”(Grafton
2006). Effort creep refers to the continued increase in fishing effort as fisherman
substitute from regulated to unregulated inputs. Fishermen can always find ways
to increase effort when regulations do not directly account for economic behavior.
An example is when limits are placed on the type of harvesting gear that can be
used. Fisherman will then substitute advanced sonar or increase the horsepower
of their engines to compensate for this input restriction. The overarching theme is
that regulating inputs or controlling fisheries without incorporating the economic
incentives fishermen face is a losing proposition for fishery managers.
In an unrestricted fishery, sometimes called an ”open access resource”, each in-
dividual fisherman will make harvest decisions based on his own private marginal
costs and benefits. While this behavior is individually optimal, it will likely lead
to a socially undesirable result, such as the economic and biological collapse of
the fishery. The economic reason for this is because each fisherman, while acting
rationally, will not internalize the costs of each additional harvest on others. In
order to prevent these disastrous results, fishery managers must design policies
which ”internalize” the social costs of fishing for each fishermen, and thus change
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the economic incentives that they face. To accomplish this, fishery policy must ac-
count for the ”user cost” or ”resource rent” that accrues to a fisherman. User costs
are the additional costs imposed on others from additional harvesting by fisher-
men. By accounting for the natural provision of the fishery, i.e. the social cost of
using it, fishery managers can attempt to achieve a target catch in a way that pre-
vents fisherman from overusing it. Landing taxes and Individual Tradable Quotas
(ITQs) are two regulatory mechanisms that attempt to internalize the user cost by
forcing fishermen to account for the value of the resource in their decision making.
Landing taxes capture the user cost by assessing a fee for each fish caught. They
are price instruments designed to reduce the incentives to over-fish (Weitzman
2002). One advantage to landing taxes is that they are relatively easy to enforce.
However, one downside to this management technique is that the regulatory needs
information about firm marginal costs and the status of the resource in order to
set an optimal tax rate. This is a high standard to meet for most fisheries, where
managers commonly operate with incomplete information.
Individual Tradable Quotas are a quantity instrument which have a lower in-
formational burden than landing taxes. The goal of ITQs is to create ”well defined
property rights” for the fishery (Moloney and Pearse 1979), which usually take
the form of a quota. These quota can then be bought or sold by fishermen who
participate in a market. Given that the regulator knows the stock of the fishery, a
total allowable catch (TAC) can be set for a given year, allowing fishery managers
to set the quota. With this information a fishery manager can allocate ”shares”
or quota to active fisherman. Allocation of the TAC to fisherman can be done in
several ways. Typically quota are initially allocated based on some predetermined
formula, such as history of catch, or number of years each fisherman has been ac-
tive in a fishery. Fishermen can then buy or sell their quota in a market. After the
first year of the ITQ program, fishermen are allocated a share of this TAC based on
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their current quota holdings. Economic theory states that ITQ management should
prevent overharvesting while allowing fishermen to make economic decisions that
benefit them, by allowing them to minimize their costs. The economic benefits of
ITQs have their root in welfare economics and the idea that a perfectly competitive
market will lead to a Pareto efficient outcome (Moloney and Pearse 1979).
An advantage of ITQs is that input controls are not needed. This allows firms to
choose their inputs freely and operate more efficiently. Additional benefits include
a reduction in effort (i.e. fewer boats), a reduced incentive to ”race-to-fish” com-
mon in open access fisheries, and an improvement in product quality. Because the
”race-to-fish” is no longer incentivized, longer fishing seasons and higher prices
for fish are usually observed. Both of these benefits have been observed in the
British Columbia Halibut fishery. Before ITQs were implemented the fishing sea-
son lasted about two days. This was a result of too many boats operating in the
fishery and caused a large portion of the Halibut catch to be frozen before it was
sold. After ITQs were implemented, ex-vessel prices for Halibut increased and the
fishing season grew to more than 200 days, resulting in a market for fresh Halibut
(Casey et al. 1995). Around the world, ITQ management has become widely used
to protect fisheries from overfishing and maximize welfare to society. This is par-
ticularly the case in countries that rely heavily on fishing for their economies, such
as New Zealand and Iceland (Grafton 2006). In 1991, the first U.S. fishery to be
regulated by ITQs was the Mid-Atlantic surfclam fishery.
The Mid-Atlantic surfclam fishery spans the U.S. eastern Atlantic coast from
the southern Gulf of St. Lawrence to Cape Hatteras, shown in Figure 1.1. Atlantic
surfclams are slow-growing bivalve mollusk that live in the water at depths of
20-80m. The U.S. stock is almost entirely in the Economic Exclusive Zone (EEZ),
located between 3-200miles offshore. The overall status of the biomass is currently
in a period of decline after reaching record levels in the 1990s. About half of the
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current stock is located on the George Bank, which has not been fished since 1989
due to paralytic shellfish poisoning (PSP) toxins found in the surfclam meat. The
highest concentration of fishable biomass is off the northern New Jersey coast, and
as a result fishing effort has increased substantially over the last decade (Northeast
Fisheries Science Center 2010). The southern end of the fishery, particularly in the
Delmarva region, has seen a higher mortality rate in the past decade, leading to a
decline in biomass (McCay et al. 2011, Weinberg 2005).
Figure 1.1: Mid-Atlantic Surfclam Fishery
Mid-Atlantic Fishery Management Council (2010)
From 1979-1989 surfclams in the U.S. EEZ were regulated under a command
and control system that limited the amount of time a vessel could fish in a cal-
endar quarter (Walden et al. 2012). In 1990 the fishery transitioned from limited
entry to ITQs under the direction of the Mid-Atlantic Fishery Management Coun-
cil. Current management measures include an annual quota for the Exclusive Eco-
nomic Zone (EEZ) waters and mandatory logbooks that describe each fishing trip.
The Mid-Atlantic surfclam industry has consolidated considerably since the intro-
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duction of ITQs, going from approximately 120 vessels in 1990 to fewer than 50
vessels in 2005. As detailed in Brandt (2007), many of the vessels that exited just
after the regulatory change were very inefficient. Economic theory would predict
that the remaining fleet, which is considerably more horizontally and vertically in-
tegrated than before, would have significantly higher average levels of production
efficiency. Weninger (1998) predicted that the overall surfclam and ocean quahog
fleet would eventually settle at between 21-25 vessels, after calculating the optimal
level of harvesting capacity. While the active fleet is still much larger than this,
continued consolidation is occurring. In 2005 a market crisis, caused by a decline
in demand for U.S. surfclams, led to a substantial portion of the surfclam fleet
leaving the fishery. The remaining fleet is fewer than 40 vessels, many of which
are vertically integrated with processors.
Another factor that is driving consolidation of the industry is declining land-
ings per-unit-effort (LPUE). During the last decade, LPUE for the fishery has been
declining at a rate of 10% per year (Mid-Atlantic Fishery Management Council
2010). The result is increasing costs for fuel and vessel maintenance for owners. Be-
cause real prices for surfclams have been nearly constant over the last few decades
(Mid-Atlantic Fishery Management Council 2010), firms that cannot operate more
efficiently are becoming less profitable. In 2008 the second largest processor, lo-
cated in Mappsville, VA, ceased operations completely. The vertically integrated
fleet owned by the Mappsville processor was then sold to another surfclam pro-
cessor with operations in Maryland and New Jersey. In general, many of the active
surfclam vessels are owned by processors located in Maryland, New Jersey and
Rhode Island. The overall industry trends appear to favor further consolidation
and continued northward movement of the active fishing due to climate change
(Weinberg 2005). An additional factor driving the consolidation is that ITQs can
act as a barrier to entry for new firms. Without owning quota, there is no way for a
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new firm to legally harvest in the fishery. Last, it is speculated that market power
in the ITQ market may be a problem, as one processor is known to control a sub-
stantial portion of the quota. In fact, there is evidence that ”market” for ITQs does
not behave like a spot market because very little buying and selling is happening.
This development should concern fishery managers as the benefits of ITQs rest on
this market being perfectly competitive. Given the institutional background of the
fishery, there are many important considerations for future management decisions.
Effectively managing a commercial fishery requires managers to make use eco-
nomic models to help inform policy decisions. Often times fishery managers work
with data that contain measurement error (Griliches and Hausman 1986). Some
examples of data that are often measured with error include, time-at-sea, harvest,
vessel characteristics and the resource abundance, also known as the biomass or
stock. The biomass is an estimated quantity for all fisheries. In the Mid-Atlantic
surfclam fishery, the biomass is estimated using data from a stratified random sam-
ple (see Figure 1.1 for strata regions) of the fishery with a biological model (North-
east Fisheries Science Center 2010). This biological model, known as the KLAMZ
model, gives estimates of the biomass and of the model variability. We make use
of this additional data in Chapter 2.
The problem of using data measured with error with a Stochastic Frontier Model
is explored in Chapter 2 of this dissertation. In that chapter we introduce a rela-
tively new method for reducing bias caused by measurement error, simulation ex-
trapolation (SIMEX) (Cook and Stefanski 1994). Using data from the Mid-Atlantic
surfclam fishery, and building off previous work done by Brandt (2007), we esti-
mate a stochastic frontier model without measurement error correction, and then
apply SIMEX. We discuss the results of the naive and SIMEX estimates, noting
the the SIMEX estimates are more consistent with economic theory. When looking
at factors that affect technical efficiency, we also see that SIMEX estimates reflect
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the regional differences in resource abundance, as well as the age structure of the
surfclam fleet. To measure technical efficiency in the industry we make use of
Stochastic Frontier Analysis (SFA).
The two most commonly used methods for estimating production efficiency
are stochastic frontier analysis (SFA) and data envelope analysis (DEA). Data en-
velope analysis (DEA) is widely used in assessing productive efficiency in fisheries
(Felthoven 2002, Kirkley et al. 2004, Tingley et al. 2005). DEA estimates a produc-
tion frontier but uses linear programming methodology to do so, giving a deter-
ministic production frontier, instead of a stochastic one. Kirkley et al. (1995) point
out that given the inherent stochastic nature of fisheries production data, including
weather and other environmental shocks, stochastic frontier models are more ap-
propriate. First proposed independently by Aigner et al. (1977) and Meeusen and
Broeck (1977), the stochastic frontier model combines a deterministic production
function with a stochastic component that captures deviations above and below
the production frontier. This model can be used to measure technical efficiency of
a firm. A firm is defined as technically efficient when it is using the minimal level
of inputs to achieve a certain output.
The standard stochastic frontier model is modeled as a neutral shift in the pro-
duction function, using the observed data to measure technical efficiency. The
neutral-shift stochastic frontier model is an econometric model that has a two-part
disturbance; the first term captures firm-level inefficiency, while the second term is
random noise. The advantage of stochastic frontier analysis is that it combines the
idea of a production frontier with a stochastic component, which allows for ran-
dom shocks. For a panel of firms producing a single output, the stochastic frontier
model can be expressed as
yit = f(xit; β)− ui + vit (1.1)
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where yit is the natural log of output for the ith firm in the tth time period, xit is a
vector of the natural log of inputs for the ith firm in the tth time period, and β is a
vector of technology parameters (Kumbhakar 2000). The fixed part of the produc-
tion frontier can take many forms, with the Cobb-Douglas and Tran-logarithmic
forms being the most popular. A Cobb-Douglas production model assumes con-
stant input substitution elasticities, while the translog model is a more flexible
functional form based on a second-order Taylor series. The two-part error term
in the model captures both random shocks and firm-level inefficiency. The vit term
captures random shocks and is assumed to be identically and independent dis-
tributed with mean zero and constant variance. The second error component, ui, is
assumed to be a non-negative term which captures time invariant firm-level tech-
nical inefficiency. The model allows a firm i to operate on or beneath its production
frontier, according to whether ui = 0 or ui ≥ 0. Figure 1.2 provides a picture of the
standard stochastic frontier model.
Figure 1.2: Measuring Technical Efficiency
There are several important considerations when estimating a stochastic pro-
duction frontier, particularly with regard to the distributional assumption on the
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technical inefficiency term. Common distributional assumptions include the half-
normal (Aigner et al. 1977), truncated normal (Battese and Coelli 1995), exponen-
tial (Meeusen and Broeck 1977), and gamma distribution (Greene 1990). The liter-
ature does not suggest a clear preference for a distribution, but instead is left to the
empirical researcher. A fixed and random effects method can be used to estimate
the one-sided inefficiency term. Which method is used depends on whether corre-
lation exists between the regressors and the compound disturbance Schmidt and
Sickles (1984). Assuming no correlation between the disturbance and regressors,
a random effects model can be specified. However, if there is significant correla-
tion, a fixed effects model is appropriate. Typically a Hausman test is performed
to conclude which of the two models is appropriate. The objective of these models
is not only to produce estimates of industry level efficiency, but also firm specific
estimates (Kumbhakar 2000).
Much of the early work in stochastic frontier analysis focused on cross-sectional
data, where a group of firms were observed in a single time period. Unfortu-
nately, cross-sectional data do not allow for consistent estimation of technical ef-
ficiency, a result of not having repeated observations on firms (Kumbhakar 2000).
Panel data provides a richer set of observations, because producers are observed
many times, leading to better estimates of technical efficiency and better consis-
tency properties for estimators in the model. It also has significant advantages over
cross-sectional data when estimating technical efficiency for individual producers.
Schmidt and Sickles (1984), Battese and Coelli (1995), Kumbhakar (2000) examine
stochastic frontier models in a panel data setting, looking at both parametric and
non-parametric approaches to modeling the inefficiency term.
Research in technical efficiency of renewable resource-based industries was
very limited until the mid 1990s. Kirkley et al. (1995) use a stochastic frontier model
with a translog parametric form to estimate technical efficiency in the Mid-Atlantic
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sea scallop industry. They conclude that the stochastic frontier approach is better
suited for technical efficiency analysis in fisheries, than either the parametric or
nonparametric programming approach, due to the inherent stochastic shocks in
the industry, such as weather and captain’s ability. Kirkley et al. (1998) look at the
effects of managerial skill on technical efficiency in the same fishery. They find that
education and experience may be substitutes for ”good captains” and attempt to
model this in a stochastic production frontier. They use technical efficiency expres-
sions, first proposed by Jondrow et al. (1982) and later generalized by Battese and
Coelli (1992, 1995) to estimate skipper skill. In the fisheries literature, established
factors that determine the ability of a vessel to produce near the production fron-
tier include, skipper skill (Kirkley et al. 1998), and vessel age (Pascoe and Coglan
2002).
With data on input and output prices, the stochastic frontier model can be used
to estimate allocative and cost efficiency. Unfortunately, reliable data on input and
output prices are not available for the Mid-Atlantic surfclam industry (Walden
et al. 2012), so we make use of production data only in this study. It is the case that
good data on input and output prices is hard to come by in the majority of fisheries
worldwide. Using these same production data, we estimate a generalized Schaefer
production model in Chapter 3.
The Schaefer production model is commonly used to estimate biological pa-
rameters for a fishery using catch and effort data (Zhang and Smith 2011, Punt
1992, Uhler 1980). Chapter two explores the issue of measurement error in the
Schaefer production model, caused by the estimating the model using proxy vari-
ables. Because these biased estimated parameters are then used to estimate the
biomass, fishery managers will have poor data to work when determining total
catch. Measurement error in the Schaefer production model has been explored
previously (Uhler 1980, Zhang and Smith 2011). Uhler (1980) shows that under
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certain circumstances the biomass estimates can be biased upwards of 40%. This
is important because a fishery manager using the naive estimates from this model
could make poor policy decisions that could lead to overfishing and loss of eco-
nomic efficiency. In Uhler’s example, the manager would set the total allowable
catch (TAC) too high, and possibly cause the fishery to collapse in the future. Not
only would this be a biological disaster, but also an economic disaster as all profits
would be lost. While this scenario may appear extreme, there are many examples
of regulated fisheries that have experienced this result (Hilborn et al. 2003).
There are several reasons why investigating the effects of measurement error
in the Schaefer production model is important. First, National Standard One the
Magnuson Stevens Conservation Act of 2007 (U.S. Department of Commerce 2007)
states that any new fishery management policies must prevent overfishing, while
achieving the optimum yield. National Standard Two states that new fishery man-
agement measures should use the latest scientific methods. Second, the use of
production data in estimation of biological parameters is common in fishery man-
agement (Zhang and Smith 2011). Because fishery managers do not always possess
scientific estimates of the fishery biomass, they must infer it using production data
and the Schaefer production model.
Two quantities of interest for fishery managers are maximum sustainable yield
(MSY) and maximum economic yield (MEY). MEY is attained where the differ-
ence between the total revenue curve and total cost curve is the largest, shown
in Figure 1.3. The bioeconomic equilibirum (BE) shown in the figure, represents
the typical common pool resource problem where fishermen increase effort until
profits are zero.
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Figure 1.3: Effort-Yield Curve
Cochrane (2002)
MSY refers to the point where the maximum harvest is obtained in a given year,
and the fishery biomass will remain constant. This occurs because the growth rate
of the fishery is equal to the harvest. While the MSY may seem like an optimal
target for a fishery manager, it does not take into account the costs of fishing, nor
the stochastic dynamics which can quickly send a fishery towards collapse. Both
the MSY and MEY are concepts which make sense in a fishery which is in steady
state, but this is often not the case. The steady state assumption is not realistic
in many fisheries due to the natural shocks that can occur from environmental
factors. It is important to note that fishery managers and resource economists are
typically concerned with managing a resource in such as way as to maximize the
net present value of benefits to society. This is a dynamic concept and requires
significantly more information about the discount rate and the value of resource in
the future. This can result in a different optimal harvest than either MSY or MEY
would suggest.
In order to estimate the MEY or MSY, a fishery manager needs information
about the biological parameters of a fishery. The Schaefer production model is a
two-stage model which is widely used to estimate these parameters. In the first
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stage a production function is specified. In the second stage a growth model for
the biomass is specified. Let Ht be total harvest, Et total effort, and Xt be the
unobserved biomass or stock, and q a parameter which measures the ”catchability”
of the stock. All variables are indexed by time t. The classic Schaefer production
model is
Ht = qEtXt (1.2)
and
Xt+1 = Xt + rXt(1− Xt
K
)−Ht (1.3)
where the intrinsic growth rate r and carrying capacity K are biological param-
eters. If biomass, harvest and effort data are all available, this model can be esti-
mated under regularity conditions (Zhang and Smith 2011). However, the biomass
of the fishery is almost never observed, and is therefore a latent variable to the
fishery manager. To estimate the above model when biomass is unknown a proxy
is used, such as catch-per-unit-effort (CPUE). Let yt denote CPUE. Then CPUE is
yt =
Ht
Et
. From equation 1.2, CPUE is proportional to the unobserved biomass, such
that Xt =
yt
q
. This last equation allows fishery managers to estimate the biomass.
The main issue with using the CPUE proxy is the measurement error brought
into the estimation of the production model. This leads to biased and inconsistent
estimates of biological parameters in the second stage growth model, and thus
biased estimates of the biomass. In their recent paper, Zhang and Smith (2011)
propose a two-step method that makes use of the panel data to correct for the bias.
Chapter 3 extends that paper by proposing an additional step by using simula-
tion extrapolation (SIMEX) (Cook and Stefanski 1994) to reduce the bias caused by
measurement error.
Chapter 4 specifies a time-varying stochastic frontier model and uses both Bayesian
and maximum likelihood estimation (MLE) methods to examine changes in pro-
duction efficiency of the Mid-Atlantic surfclam fleet between 2001 and 2009. In
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particular, we examine the impact of a market crisis in 2005, which resulted in
much of surfclam fleet exiting the fishery. Our results show that marginal produc-
tivities of effort and capital are declining occurring over time, resulting in higher
harvesting costs for firms. We also see a significant decrease in mean technical effi-
ciency after the 2005 market crisis, which brings more questions about whether in-
creased consolidation will return greater efficiency gains. This chapter concludes
by reflecting on changes in production efficiency observed in the data, and how
continued consolidation of the surfclam fleet is being affected by climate change,
and the industrial organization of the industry
Previous studies of Stochastic Frontier Analysis using Bayesian methods in-
clude (Osiewalski and Steel 1998, Ehlers 2011, Griffin and Steel 2007, Fernandez
et al. 1997, Tsionas 2005, Van den Broeck et al. 1994). (Van den Broeck et al. 1994)
first introduced Bayesian methods for Stochastic Frontier models, showing the ad-
vantages of exact, small-sample inference for efficiencies, as well as how to incor-
porate prior information into the model. We use the Bayesian methodology in this
Chapter because the data effectively represent the population, capturing all vessel
trips in the federally regulated areas of the Mid-Atlantic surfclam fishery. Because
the data are population data and not sample data, a repeated sampling design,
which used in the frequentist statistical framework, does not make sense. We dis-
cuss more advantages of Bayesian estimation methods for social science research
in the motivation of Chapter 4.
We follow Ehlers (2011) , who illustrated estimation of stochastic frontier mod-
els using JAGS (Just Another Gibbs Sampler) (Plummer et al. 2003) in R (R Core
Team 2013). Griffin and Steel (2007) outlined the estimation of a Stochastic Fron-
tier Model using another popular Bayesian software platform for social sciences,
WinBUGS. One particular advantage of using Bayesian methods is that poste-
rior inferences for technical efficiency are easy to produce using readily available
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software, and often have smaller variances than frequentist methods. Following
(Ehlers 2011), we specify the conditional posterior distributions for the parame-
ters in the model. Important considerations for Bayesian Frontier models include
assumptions for prior distributions and model functional form. We place normal
priors on all the parameters in the model, and a half-normal prior on the technical
inefficiency term. We also specify a Cobb-Douglas production model, similar to
Chapter 2.
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CHAPTER 2
MEASUREMENT ERROR IN A STOCHASTIC FRONTIER
MODEL
2.1 Introduction
Technical efficiency is defined as the ability of a firm to produce the maximum
output given a level of inputs (Kumbhakar 2000). In natural resource-based indus-
tries such as fishing, the measurement of technical efficiency is important to pol-
icy decisions regarding fishery management and preventing overfishing. Fishery
managers use technical efficiency data to determine whether current management
practices allow firms to operate efficiently, meaning close to the production fron-
tier. Managers can also use this data to compare alternative policies. For example,
in fisheries where excess capacity is an issue, managers would expect technically
inefficient firms to leave the industry if proper incentives are put in place. This
could happen when a fishery transitions from limited entry or some other com-
mand and control management, to a market-based approach such as Individual
Tradable Quotas (ITQs).
To know whether fishery policies are working as expected, managers can use
a stochastic frontier model to estimate technical efficiency for the industry. These
models are widely used in fisheries to understand which factors significantly im-
pact the ability of firms to operate efficiently. Panel data that contain unknown
amounts of measurement error are commonly used in this type of modeling (Griliches
and Hausman 1986). Logbook, survey, landings and biomass data all potentially
have measurement error, meaning that naive estimation using one or more of these
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data could result in biased and inconsistent parameter estimates. This article ap-
plies a Monte Carlo method for reducing bias caused by measurement error called
Simulation Extrapolation (SIMEX) (Cook and Stefanski 1994). We make use of two
unique datasets, one containing logbook data from the Mid-Atlantic surfclam in-
dustry from 2001-2009, and the other scientific biomass estimates for the fishery
(Mid-Atlantic Fishery Management Council 2010). We make use of the biomass
data to get estimates of the measurement error variance, and use this with the
SIMEX estimator.
The two most popular methods for estimating technical efficiency are data
envelope analysis (DEA) and the stochastic frontier model (Aigner et al. 1977,
Meeusen and Broeck 1977). The stochastic frontier model is a production function
that has a two-part error term. The first term captures firm-level inefficiency and
the second term captures random noise. Recent advances in econometric model-
ing have looked at stochastic frontier models with time-varying technical efficiency
(Kumbhakar 1990) , random coefficients (Tsionas 2002) and Bayesian approaches
(Kim and Schmidt 2000). Data envelope analysis (DEA) is another popular tech-
nique for assessing productive efficiency in fisheries (Felthoven 2002, Kirkley et al.
2004, Tingley et al. 2005). DEA also estimates a production frontier but uses linear
programming methodology to do so, giving a deterministic production frontier,
instead of a stochastic one.
Research in technical efficiency of renewable resource-based industries was
very limited until the mid 1990s. Kirkley et al. (1995) use a stochastic frontier
model with a translog parametric form to estimate technical efficiency in the Mid-
Atlantic sea scallop industry. They conclude that the stochastic frontier approach
is better suited for technical efficiency analysis in fisheries, as opposed to other
methods such as the parametric or nonparametric programming approach. The
advantage of the stochastic frontier model is the two part error term captures in-
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herent stochastic shocks in the industry, such as weather, and separates these ef-
fects from the inefficiency term. Past research has established important factors
that make vessels more technically efficient, such as captain’s skill (Kirkley et al.
1998, Squires and Kirkley 1999), and vessel age (Pascoe and Coglan 2002).
Another use of measuring technical efficiency is in determining whether changes
in management lead to overall efficiency gains (Grafton et al. 2000). Previous work
in estimation of technical efficiency in the Mid-Atlantic surfclam fishery by Brandt
(2007) found gains from a change in management from limited access to Individ-
ual Transferable Quotas (ITQs) in 1990. Recently, Walden et al. (2012) found that
the Mid-Atlantic surfclam industry has not seen long term productivity gains from
the switch to ITQs, possibly due to spatial changes in the biomass. Since the in-
troduction of ITQs the fishery has seen considerable consolidation, with many of
the smaller, independent vessels exiting the fishery. An important question this
article will attempt to answer is what factors are important in explaining the be-
havior currently observed, and how technical efficiency plays a role. All else equal,
theory would predict that vessels that are more technically efficient will be more
profitable and less likely to exit (Grafton 2006).
The data for this study are logbook data from the Mid-Atlantic surfclam fish-
ery. The data describes input and output relationships for seventy separate vessels
that harvested surfclams during the years 2001-2009. In addition to the logbook
data, variables on vessel characteristics such as age, hull material, and port loca-
tion of the vessels are obtained. The factors such as vessel age and the hull material
should be important in explaining technical efficiency. A measure of the resource
availability, biomass, is also obtained from the Northeast Fisheries Science Center
(NEFSC) (Northeast Fisheries Science Center 2010). We note that the biomass is
only an estimated quantity, obtained from a method that uses data from a strat-
ified random sample of the fishery with a scientific growth model. As we show
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later in the article, the estimated biomass contains significant amounts of noise, a
potential measurement error problem. Because measurement error can lead to loss
of statistical power and can mask important relationships in the data, important
boat characteristics that determine technical efficiency may not appear significant.
Measurement error, also called error-in-variables, in regression models is a vex-
ing problem for empirical researchers. When measurement error is present in the
covariate(s) of a regression model there are three effects a researcher should be
worried about; 1) biased parameter estimates; 2) loss of power for detecting in-
teresting relationships among variables; and 3) the measurement error masking
features of the data, making graphical analysis difficult (Carroll et al. 2012). With-
out instrumental variables or some knowledge of the measurement error variance,
empirical researchers are left with no other alternative than to proceed cautiously
with naive estimation of the model, knowing there is some level of bias in the pa-
rameter estimates. Survey data, logbooks, landing files and estimates of resource
abundance all potentially contain measurement error in fisheries data (Grafton
2006). More generally, when using observational data measured with error in a lin-
ear model, the correlation between variables with measurement error will result in
parameter estimates that will be biased not only for the variable measured with er-
ror, but all variables correlated with it in the model (Hausman 2001, Greene 2003).
This article will show how another measurement error correction technique called
Simulation Extrapolation (SIMEX) to obtain bias-reduced parameter and technical
efficiency estimates.
We proceed with estimation of technical efficiency using a stochastic frontier
approach. Both the naive and SIMEX estimates are obtained for the same speci-
fied model, and technical efficiency estimates are derived using a random effects
model (Kumbhakar 2000). After some exploratory data analysis, the functional
form for the stochastic frontier model is specified. We follow Brandt (2007) and
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specify a Cobb-Douglas production technology, which says that the natural log of
output is linear in the natural log of inputs. The measurement error problem arises
in the estimation of the model because the covariate log(biomass) is assumed mea-
sured with additive error. To reduce the bias induced by the measurement error
additional data is brought into the model. The Northeast Fisheries Science Center
(NEFSC) biomass survey contains both an estimate of the biomass and the sam-
pling variability. We use this estimate of sampling variability as the measurement
error variance, and this additional information is used to reduce the measurement
error bias using simulation extrapolation (SIMEX). SIMEX has been shown to pro-
vide approximately consistent parameter estimates under a variety of measure-
ment error models. The SIMEX method is also used to obtain estimates of the
standard errors using the sandwich estimator (Carroll et al. 2012).
After obtaining both the naive and SIMEX estimates of the fixed parameters
and technical efficiency measures, the two sets of estimates are compared. We find
bias in the all parameters in the model. More importantly, significant factors that
explain technical efficiency are found using the SIMEX estimates, whereas they are
not found to be significant in the naive model. In particular, we find evidence that
vessel age, hull material and region are important factors in explaining technical
efficiency. Technical efficiency is found to be lower in the southern regions of the
fishery. One possible explanation for this difference is because vessels are older in
the southern regions because firms are not investing in new capital. This is likely
due to climate change and negative impacts on the resource abundance (McCay
et al. 2011, Weinberg 2005).The regional differences in technical efficiency are also
likely related to the industrial organization of the fishery, with vessels owned by
processors operating closer to the production frontier than independently owned
vessels.
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The remainder of the paper proceeds as follows: In Section 2.2, the Mid-Atlantic
surfclam fishery is described in more detail. In Section 2.3, the logbook and biomass
data are described, and the measurement error problem is motivated. In Sec-
tion 2.4, the theoretical framework for the stochastic frontier model, measurement
error model, and SIMEX are presented. In Section 2.6, we present results from
the naive and measurement error corrected models. Section 2.7 describes a Monte
Carlo study to determine the large sample properties of the SIMEX estimator. Sec-
tion 2.8 summarizes the findings of the paper and presents topics for future re-
search.
2.2 Mid-Atlantic Surfclam Fishery
The Mid-Atlantic surfclam fishery spans the U.S. eastern Atlantic coast from the
southern Gulf of St. Lawrence to Cape Hatteras, shown in Figure 2.1. Atlantic sur-
fclams are a bivalve mollusk distributed along the coast of North America. Overall
the biomass is currently in a period of decline after reaching record levels in the
1990s. The southern end of the fishery, particularly in the Delmarva region, has
seen a higher mortality rate in the past decade, leading declining biomass due to
climate change (McCay et al. 2011, Weinberg 2005). The highest concentration of
biomass is off the northern New Jersey coast, which has resulted in most of the
fishing effort being concentrated in this region. Overall, landings per-unit-effort
(LPUE) has declined substantially for the fishery as a whole, largely due to con-
centrated fishing effort (Northeast Fisheries Science Center 2010).
In 1990 the fishery transitioned from limited entry to ITQs under the direc-
tion of the Mid-Atlantic Fishery Management Council. The current management
measures include an annual quota for Exclusive Economic Zone (EEZ) waters and
mandatory logbook entries for each vessel trip. The Mid-Atlantic surfclam indus-
try has consolidated considerably since the introduction of ITQs, going from ap-
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Figure 2.1: Mid-Atlantic Surfclam Fishery
Northeast Fisheries Science Center (2010)
proximately 120 vessels in 1990 to fewer than 50 vessels in 2005. As detailed in
Brandt (2007), many of the vessels that exited just after the regulatory change were
very inefficient. The remaining fleet consists of a small number of horizontally
and vertically integrated firms, with a few independent vessel owners. Nominal
revenues for the fleet in 2011 were approximately $29 million (Northeast Fisheries
Science Center 2010).
2.3 Data
The data for the empirical analysis come from the National Marine Fishery Ser-
vice logbook reporting system, which documents every harvesting trip taken by
every vessel in the Mid-Atlantic surfclam fishery in the U.S. EEZ (3-200miles off-
shore). The logbook data are a panel data set containing approximately 24,000
vessel-trip observations, for years 2001-2009. The trip-level data set includes vari-
ables such as bushels harvested, time fishing, time-at-sea, and vessel characteris-
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tics such as vessel length, gross-tons and horsepower. There are a total of eighty-
eight different vessels observed over the nine year period.
To simplify the correlation structure within each vessel and because biomass is
observed annually, data are aggregated by vessel-year. The new data set has one
observation for each vessel in a year. One trade off of using aggregated data is
that trip-level variability is not observed. Using the aggregated data also means
making certain assumptions about the measurement error model structure, which
is discussed in section 2.4. Before aggregating the data, the same linear model was
estimated using both sets of data. The estimation results did not change substan-
tially, further suggesting that the aggregated data are more appropriate. The re-
sulting data are reduced to 70 vessels and 285 vessel-year observations. Summary
statistics for the data can be found in Table 2.1.
Obs Mean Std.Dev Min Max
Harvest (bushels) 285 93749 82007.6 864 442496
Time Fishing (hours) 285 1209.2 951.9 58 3959.4
Fuel (gallons) 285 65896 65979.3 876 388204
Length (feet) 70 85.7 18.4 28 162
Biomass (1000 metric tons) 9 1037 171.9 750 1294
Table 2.1: Summary statistics 2001-2009
In order to estimate the stochastic frontier for the fishery, we need a measure of
the resource abundance, similar to a measure of land quality in agriculture. This
is a non-traditional input, but important to the model since resource abundance
or biomass will affect harvest. We use estimates of biomass from the National
Oceanic and Atmospheric Association’s (NOAA) Northeast Fisheries Science Cen-
ter (NEFSC)-Resource Evaluation and Assessment Division. These estimates are
obtained by a biological model called the KLAMZ model.
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2.3.1 KLAMZ model
The KLAMZ model is the primary model used to determine the status of the
biomass for the Mid-Atlantic surfclam fishery and used in fishery management
decisions for setting the quota (Northeast Fisheries Science Center 2010). The
KLAMZ assessment model is based on the Deriso-Schnute delay-difference equa-
tion. This model accounts for growth rates and mortality rates by clams from dif-
ferent age groups. These growth patterns are also allowed to vary over time. To
calibrate the model, survey tows are conducted. A stratified random sample of the
fishery is conducted using a survey dredge, which harvests the surfclams from the
ocean floor. For each survey strata, denoted by the numbered areas in figure 2.1,
estimates of the mean (kg/tow) of surfclams can be calculated. These estimates are
used to inform trends in the growth of certain age groups of clams.
Based on the variability of the survey tows, known as survey dredge efficiency,
an estimate of the coefficient of variation (CV) for the sampling process can be
obtained. More specifically, the CV was estimated by bootstrapping the median
of all survey dredge efficiency estimates. The CV is the inverse of the single-to-
noise ratio, also known as the unitized risk. According to the Northeast Fisheries
Science Center (2010) the CV for the sampling data is about 0.14. Because the
survey data is assumed to be log-normally distributed we estimate the standard
deviation for the data on the natural log scale s using the formula
CV = (es
2 − 1)1/2 (2.1)
We use this estimate of the sampling variability later in the study to construct the
measurement error variance for the biomass, described in section 2.4. A boxplot of
the bootstrapped biomass estimates from the KLAMZ model for years 1980-2008
are shown in figure 2.2. Inspection of the data shows that sampling variability for
the biomass changes by year, which is later incorporated into the measurement
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error model. Because the biomass is measured using stratified random sampling,
we assume that the sampling variability is independent from year to year.
Figure 2.2: Boxplots with bootstrap biomass estimates for KLAMZ model
Northeast Fisheries Science Center (2010)
2.4 Methodology
Following previous work in this fishery by Brandt (2007), we specify a Cobb-
Douglas model for production. This assumes log(output) is linear in the sum of the
log(inputs). This functional form allows the coefficients to be interpreted as input
elasticities, meaning each βk represents the percentage change in output due to a
1% increase in input k. Although it is a convenient functional form, it does impose
constant elasticity of substitution on inputs, something a more flexible form, such
as translog model, does not. With these limitations in mind we proceed with es-
timation of the model. We first specify a random effects model, or linear mixed
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model for production following Kumbhakar (2000). The random effects model is
then transformed into a stochastic frontier model.
Using the Cobb-Douglas model of production, the following variables are in-
cluded in the model. Let i = 1, . . . , 70 denote vessel and t = t1, . . . , tni denote the
ni years in which vessel i is observed.
yit = loge(total bushels harvested by vessel i in year t),
xit1 = loge(total hours fished by vessel i in year t),
xit2 = loge(total gallons consumed by vessel i in year t),
xit3 = loge(length of vessel i in year t)
wt4 = loge(biomass in year t).
Note that the observed log(biomass) is identified as wt4, to denote that it is mea-
sured with error. Later we specify a measurement error model in which the ob-
served log(biomass) is a function of true log(biomass), xt4, plus error. The inclusion
on biomass in the model is based in economic theory of production, which says
that a measure of resource abundance, such as land in agriculture, is important
to the model. Time fishing is included as a proxy for fishing effort and fuel is in-
cluded as another input in production. The length of the vessel is a standard proxy
as a measure of capital in the fisheries literature.
2.4.1 Linear Mixed Model of Production
The standard stochastic frontier model is a linear model with a two-part dis-
turbance term. The first part is a one sided error term for measuring technical
inefficiency, while the second is a two-sided white noise term. The production pa-
rameters are fixed in this specification, while the two-part error term is random,
meaning we can write the stochastic frontier model as a linear mixed model. Let
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bi be the vessel-level random effect, and let eit be within vessel errors. The vessel-
level effect is specified as a random effect, following assumptions of the stochastic
frontier model Kumbhakar (2000). A linear mixed model for production can be
written as
yit|bi, eit = β0 + β1xit1 + β2xit2 + β3xit3 + β4wt4 + bi + eit (2.2)
with bi
ind.∼ N(0, σ2b ) and eit i.i.d.∼ N(0, σ2e), i = 1, . . . , 70, t = t1, . . . , tni . The normality
assumption is not crucial in this specification. This is a time-invariant specification
for the random effect bi, which will then be transformed into the one-sided ineffi-
ciency term. We assume a time-invariant inefficiency term because vessel captains
stay with their boats over long periods of time, and the characteristics of the vessels
themselves do not change significantly over time. Technical efficiency is defined as
the ratio of a firm’s realized output to its potential output. In the model above, the
random effect bi should capture vessel specific characteristics that are not part of
the production process, such as captain’s ability or experience, age of the vessel or
crew motivation. In theory, these unobserved random effects will determine how
close the vessel operates to its potential output. Before specifying the stochastic
frontier we build the model for each vessel, and then the entire fleet.
Next, notation for a version of the model for vessel i is defined. Let
yi = (yit1 , . . . , yitni )
T ,Xi =

1 xit11 xit12 xit13 wt14
...
...
...
...
...
1 xitni1 xitni2 xitni3 wtni4
 , (2.3)
βT = (β0, . . . , β4), ei
T = (eit1 , . . . , eitni ), and 1ni = a vector of length ni of all 1s.
(2.4)
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Using that notation, a vessel level model is
yi|bi, ei = Xiβ + 1nibi + ei (2.5)
with bi
ind.∼ N(0, σ2b ) and ei i.i.d.∼ MVN(0, σ2eIni).
Finally, with
y =

y1
...
y70
 ,X =

X1
...
X70
 ,Z =

1n1 0n1 . . . . . . 0n1
0n2
. . . . . . ...
... . . . . . . . . .
...
... . . . . . . 0n69
0n70 . . . . . . 0n70 1n70

,b =

b1
...
b70
 ,
(2.6)
and e =

e1
...
e70
 , (2.7)
Finally, we specify a linear mixed model for the entire fleet. Using matrix notation,
a linear mixed model for the fleet is
y|b, e = Xβ + Zb + e (2.8)
with bi
ind.∼ N(070, σ2b I70) and e i.i.d.∼ MVN(0285, σ2eI285).
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2.4.2 Stochastic Production Frontier
In the productivity literature (Kumbhakar 2000) there are several methods for
transforming the random effects in order to calculate technical efficiency. We fol-
low the standard transformation for a random effects model. Before calculating
technical efficiency the bi’s, which are the empirical Best Linear Unbiased Predic-
tors (eBLUPs), they need to be normalized. Let bˆi∗ = maxj[bˆj]−bˆi be the normalized
random effect term.
This normalization makes the (eBLUPs) a non-negative random variable. In
order to calculate vessel-level technical efficiency a distributional assumption must
be placed on the bi∗’s. There are no a priori reasons to choose one distribution over
another for the technical inefficiency term. The productivity literature typically
uses the half-normal, truncated normal and exponential. Following Kirkley et al.
(1995) the technical inefficiency term bi∗ is assumed to be distributed as a half-
normal, |N(0, σ2b )|. The stochastic production frontier model is then specified as
yit|bi∗ , eit = β0 + β1xit1 + β2xit2 + β3xit3 + β4wt4 − bi∗ + eit (2.9)
with bi∗
ind.∼ |N(0, σ2b )| and eit i.i.d.∼ N(0, σ2e), i = 1, . . . , 70, t = t1, . . . , tni . 1
2.4.3 Calculating Technical Efficiency
Following Jondrow et al. (1982), technical inefficiency for each observation is
calculated as the expected value of bˆi∗ , conditional on i = ei−bi∗ , where ei =
tni∑
t=t1
eit.
Technical inefficiency for vessel i can be calculated as
1Estimation of the model is performed using the linear mixed effects models package ”nlme”
(Pinheiro et al. 2013) in the R statistical software (R Core Team 2013). The estimates for σ2b and σ
2
e are
found using Restricted Maximum Likelihood or REML. The fixed effects, β′s, are computed using
maximum likelihood under the assumption of normality. REML is a form of maximum likelihood
estimation that uses a transformed version of the data so that nuisance parameters have no effect
on the estimates. It has been shown to provide less biased estimates of the variance-covariance
parameters than maximum likelihood McCulloch and Searle (2000).
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TIi =
σbσe
σ
[
φ(iλ)
σ
1− Φ(iλ
σ
)
− (iλ
σ
)] (2.10)
where φ(.) is the standard normal density, Φ(.) is the cumulative normal distribu-
tion, σ = (σ2b + σ
2
e)
1/2 and λ =
σb
σe
. The vessel-specific technical efficiency estimate
is given as TEi = exp(−TIi). After calculating technical efficiency for each vessel
we conduct post-estimation to determine which factors determine a vessel’s ability
to operate on its production frontier. We also plot the distribution of technical effi-
ciency under both the naive and SIMEX estimates, to see if significant differences
can be seen.
2.4.4 Measurement Error Model
The stochastic frontier model specified above reflects an ideal world where the
data obtained contains no measurement error. In reality, the biomass is an esti-
mated quantity, with significant noise for a given year. The presence of this mea-
surement error has consequences under the classical regression model. The classic
regression model assumption of strict exogeneity is crucial for unbiased parame-
ter estimates, i.e. E[e|x] = 0. This means that on average the disturbance term
should be equal to zero for a given level of the covariates. Assuming biomass is
measured with error, and this error is correlated with the error in the regression,
the strict exogeneity condition will not hold. The result is that our classic regres-
sion model assumptions for unbiased parameters no longer apply (Greene 2003).
Additionally, since the biomass is correlated with other variables in the model, all
parameter estimates will be biased under naive estimation.
Using the fact that the biomass is estimated through a stratified random sam-
pling method, we assume it to be independent from year to year. Because the
biomass is only available annually, we further assume that vessels face a con-
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stant biomass in each year. The additive measurement error model for observed
log(biomass) is specified as
wt4 = xt4 + vt (2.11)
where xt4 is the true biomass in year t and vt is the error. The distribution for
measurement error is specified as vt
ind.∼ N(0, σ2vt). The measurement error model
above requires E[vt|xt4] = 0 but does not require vt ⊥ xt4, a much stronger as-
sumption. This means that the variance in the stock index can vary over time,
but the errors are not serially correlated, meaning the measurement error variance
is heteroscedastic, in congruence with the sampling data. This also means that
the observed biomass is unbiased for the true biomass, E[wt4|xt4] = xt4. Finally,
because the true σ2vt is not observed, we estimate it σˆ2vt, which is taken from the
biomass sampling data.
2.4.5 Measurement Error in a Linear Mixed Model
Using the additive measurement model specified in the previous section it is
possible to motivate the measurement error problem in the estimation of the naive
stochastic frontier model. Recall that the original linear mixed model for the fleet
is
y|b, e = Xβ + Zb + e (2.12)
with V ar(e) = R, and V ar(b) = G. Let βˆ be the restricted maximum likelihood or
REML estimator for β. The estimating equations for βˆ and bˆ are
 X′R−1X X′R−1Z
ZR−1X Z′R−1Z + G−1

 βˆ
bˆ
 =
 (X′R−1y
Z′R−1y
 (2.13)
Let W be the X matrix as defined above, but with observed log(biomass) replacing
the true variable. Inserting the W matrix into the estimating equations in place of
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X will result in biased an inconsistent parameter estimates. Furthermore, all vari-
ables correlated with observed log(biomass) will also be biased and inconsistent.
Even in large samples the naive estimator of this model with additive measure-
ment error in log(biomass) has the result plimn→+∞ βˆ 6= β.
Another concern with measurement error in the linear mixed model is that es-
timated standard errors, and estimates of technical efficiency will be biased. It can
be shown in the case of a linear mixed model, the inconsistency in the parameter
estimates will also lead to inconsistent estimated random effects, bˆ, or eBLUPS.
The consequences for the stochastic frontier model will be that technical efficiency
measures are biased. The direction of bias for parameter estimates is hard to know,
and will depend on the correlation structure of the covariates and parameter esti-
mates. A comprehensive explanation of measurement error in linear mixed models
can be found in Carroll et al. (2012) or Buonaccorsi (2010).
Using methods from Wang et al. (1998), it can be shown under the assumption
of a normally distributed measurement error, a linear mixed model with additive
error in one predictor can be written as another linear mixed model, a generalized
linear mixed measurement error model or GLMMeM. Bringing in outside infor-
mation can lead to identification of the parameters in this GLMMeM. SIMEX has
been shown to give approximately consistent parameter estimates when estimat-
ing a linear mixed model with additive measurement error in a covariate. Another
problem with measurement error is identification of the parameters in the model.
We make use of outside information by estimating the measurement error vari-
ance. In the next section we show how the measurement error variance estimate is
used with SIMEX to reduce bias in the parameter estimates.
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2.4.6 SIMEX
SIMEX is a two-step simulation-based method of estimating and reducing bias
due to measurement error. First, simulated data are obtained by adding additional
measurement error to the data in a resampling-like process, establishing a trend
of measurement error-induced bias versus the variance of the added measurement
error. After that, the extrapolation step follows the fitted trend line back to a point
where the measurement error variance is zero. The key underlying SIMEX is the
fact that the effect of measurement error on an estimator can be determined ex-
perimentally through simulation (Carroll et al. 2012). It can be shown that under
a number of different measurement error specifications that SIMEX provides ap-
proximately consistent parameter estimates. SIMEX is very general in the sense
that the bias due to measurement error in almost any estimator of almost any pa-
rameter can be estimated and corrected, at least approximately. SIMEX is described
below for the case of additive measurement error in the predictor in four steps, as
explained in Buonaccorsi (2010).
Assume an additive error in the predictor wt4 = xt4 + vt and V ar(vt) = σ2vt. Begin
by defining θj(λ) as the expected (or limiting) value of the naive estimator of θj if
V ar(vt) = (1 + λ)σ
2
vt. Then true value of the jth coefficient is θj = θj(−1).
1. For each λm, generate: wt4b(λm) = wt4 + λ
1/2
m Ubt for b = 1,...B, where B is
a large number and the Ubt are independent with mean 0 and variance σˆ2vt.
Since wt4|xt4 already has variance σ2vt, the generated wt4b would have exactly
the variance (1 +λm)σˆ2vt assuming σˆ2vt = σ2vt. In practice we usually only have
an estimate of σ2vt.
2. Find θ(λm, b), which is the naive estimator for θj based on (y,X). Then define:
θ¯(λm)=
∑
b θˆ(λm, b)/B . So, θ¯j(λm) is the average of the B estimated θˆj’s at a
particular λm .
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3. For each j, fit a model gj(λ) for θ¯j (λm), the jth component of θ¯j (λm), as a
function of λm.
4. Get the SIMEX estimate of θj using: θˆj(j, SIMEX) = gj(−1). Because the
variance of wt4b is exactly (1+λm)σˆ2vt, at the point where λ = −1 the measure-
ment error variance collapse to zero. This gives an approximately consistent
estimate of the true parameter θj .
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Figure 2.3: An example of the SIMEX Extrapolation Step
The last step of the SIMEX method is the extrapolation step. There are sev-
eral functional forms which can be chosen, including the linear, quadratic and
rational extrapolant functions. Figure 2.3 shows an example of both the linear
and quadratic extrapolation functional forms. From the figure above, it should be
noted that the choice of the extrapolation function can affect the SIMEX estimates.
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In order to justify the functional form of our SIMEX extrapolation step, we per-
form a Monte Carlo study to test which extrapolation function has the least bias
and smallest mean square error (MSE) later in the article. Based on this Monte
Carlo simulation, we choose a quadratic extrapolation function for this model. We
also apply the SIMEX algorithm to obtain the estimates of technical efficiency, es-
timated residuals, and standard errors. To obtain the standard errors, a method
known as the SIMEX sandwich estimator is used. We describe this method in the
next section.
2.5 SIMEX Sandwich Estimator
Inference for the SIMEX estimators can be performed either via the bootstrap
or the theory of M-estimators (Carroll et al. 2012). The bootstrap method can be
very computationally intensive, so we chose to apply the M-estimator method.
M-estimators are broadly defined as any estimator which minimizes sums of func-
tions of the data. Classic examples of an M-estimator are Ordinary Least Squares
estimators (OLS), Maximum Likelihood Estimators. The sandwich variance esti-
mator is also a member of this family of M-estimators. In the OLS framework,
the best linear unbiased estimator of β is βˆ = (X ′X)−1(X ′Y ). The corresponding
estimator for the variance is V ar(βˆ) = (X ′X)−1X ′(V ar(Y ))X(X ′X)−1 , which re-
sembles a sandwich of the variance of Y around two inverse matrices of X (White
1980).
The sandwich estimator method exploits the fact that ΘˆSIMEX is asymptoti-
cally equivalent to an M-estimator and thus makes use of the sandwich formula to
construct the variance-covariance matrix. We explain how SIMEX can be applied
to obtain the approximate variance-covariance matrix, as outlined in Carroll et al.
(2012).
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Applying the results of Cook and Stefanski (1994) it can be shown that the the
SIMEX estimator is approximately consistent, given a large-sample and the appro-
priate extrapolant function. It can further be shown that
V ar(ΘˆSIMEX) ≈ V ar(ΘˆTrue) + V ar(ΘˆSIMEX − ΘˆTrue) (2.14)
This equation decomposes the variance of ΘˆSIMEX into two components. The first
component contains the sampling variability, V ar(ΘˆTrue) = τ 2. The second com-
ponent contains the measurement error variability, V ar(ΘˆSIMEX − ΘˆTrue).
Let τˆ 2b (λ) be the sandwich estimator for the SIMEX estimator Θˆb(λ), and τˆ
2(λ)
be the average for b = 1, . . . , B. Then τˆ 2(λ) can be plotted as a function of λ, with
an extrapolant model fit to λ = −1, the true variance τ 2 is obtained asympotically.
To estimate the second component of the variance,V ar(ΘˆSIMEX − ΘˆTrue), we need
the difference between each SIMEX estimate and its average for b = 1, . . . , B, at
each λ.
∆b(λ) = Θˆb(λ)− Θˆ(λ), b = 1, . . . , B. (2.15)
In addition, we need sample variance-covariance matrix for [Θˆb(λ)]Bb=1.
s2∆(λ) = (B − 1)−1
B∑
b=1
∆b(λ)∆
t
b(λ) (2.16)
The significance of these two quantities comes from the fact that
V ar(ΘˆSIMEX − ΘˆTrue) = − lim
λ→−1
V ar(Θˆb(λ)− Θˆ(λ)) (2.17)
SinceE[Θˆb(λ)−Θˆ(λ)|data] = 0, it follows that unconditionallyE[s2∆(λ) = V ar(ΘˆSIMEX(λ)−
ΘˆTrue(λ)]. So the component we really want to estimate is
V ar(ΘˆSIMEX − ΘˆTrue) = − lim
λ→−1
E[s2∆(λ)] (2.18)
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Given this result, the estimator of V ar(ΘˆSIMEX) is computed as the difference
τˆ 2SIMEX−s2∆. For this model we wrote the SIMEX sandwich estimator routine in R,
and the components τˆ 2SIMEX(λ) − s2∆(λ) are modeled and extrapolated to λ = −1.
There were no issues with the covariance matrix not being positive definite, though
Carroll et al. (2012) mentions this can be an issue.
2.6 Results
This section presents results from both the naive and SIMEX estimation of the
production parameters, standard errors and technical efficiency. Model estimates
are compared and contrasted, and the significance of results are discussed later in
this section. Table 2.2 shows SIMEX estimates based on the quadratic extrapolation
from 1000 simulations at each λm.
Model 1 Model 2
Variable Naive SIMEX1 Naive SIMEX1
Intercept -6.634*** -20.434*** -9.248*** -22.537***
(0.956) (1.910) (0.923) (1.173)
timefish 0.498*** 1.029*** 1.044*** 1.124***
(0.086) (0.095) (0.022) (0.020)
fuel 0.551*** 0.106
(0.085) (0.089)
length -0.599*** 0.047 0.180 0.138
(0.171) (0.167) (0.127) (0.119)
biomass 1.598*** 3.344*** 1.793*** 3.659***
(0.095) (0.158) (0.098) (0.139)
σˆ2b 0.070 0.036 0.067 0.018
σˆ2e 0.054 0.020 0.064 0.087
note:1 SIMEX sandwich standard errors reported
*p < 0.1, **p<0.05, ***p<0.01
Table 2.2: Model Estimates
Comparing the naive and SIMEX parameter estimates for Model 1 we see dis-
tinct differences in the coefficients of biomass, timefish and length. The coefficients
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for all three are biased downwards in the naive model. The coefficient on timefish
approximately doubles in the SIMEX estimates, suggesting it has a larger impact
on harvest than in the naive model. The direction of the biases differ for the inter-
cept and gallons, which are biased upwards. A comparison of the standard errors
shows that there is a tradeoff in bias versus variance. The standard errors are typ-
ically larger in the SIMEX model. However, an important point to consider is that
researchers typically only get one sample, so bias in the point estimates may be
more of a concern than the variability.
We also estimate a simpler Cobb-Douglas production model, without including
the gallons variable. The naive and SIMEX estimates for Model 2 show similar
magnitudes and standard errors, except for biomass. Again the naive estimate has
a much smaller coefficient than the SIMEX estimate. Another interesting difference
in the two models is the variability in the estimates of technical inefficiency, σ2b .
This estimated variance is consistently smaller in the SIMEX estimates, suggesting
that the measurement error is inflating the variance of inefficiency term.
Another important finding related to economic theory is the coefficient on length
changes signs between the models. It appears negative and significant in the naive
model, and changes to positive and not significant in the SIMEX model. Because
vessels are owned and operated for many years, there is not a lot of variation in
length, possibly explaining the lack of significance in the model. The variable is
still included in the model because length of the vessel is a typical measure of cap-
ital in the fisheries literature. The positive coefficient on length is what would be
expected from economic theory. A simpler model with timefishing, length and
biomass as covariates was also specified, giving almost identical parameter esti-
mates and standard errors.
Another quantity of interest is the returns-to-scale of the industry. This is mea-
sured as a linear combination of the coefficients on timefishing, gallons and length.
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Under the naive model a 95% confidence interval for β1 + β2 + β3 is [0.115, 0.785].
Under the SIMEX corrected model it is [0.843, 1.521]. The SIMEX estimates sug-
gests the industry is operating under constant returns-to-scale, while the naive
estimates suggest it is operating under decreasing returns-to-scale. A profit max-
imizing firm should be operating in the decreasing returns-to-scale portion of the
production function, but given the nature of industry, it is more likely that firms
operate in a cost minimization framework. In the context of the ITQ market, ves-
sels must minimize costs subject to their quota and the contracted deliveries to the
surfclam processors. In this scenario it is very possible that the industry could be
operating under constant or even increasing returns-to-scale.
2.6.1 Technical Efficiency
Figure 2.4 shows a density plot of the technical efficiency estimates for Model
1. Median technical efficiency is 64% under the naive estimation and 61% under
SIMEX. A paired Wilcoxin Signed-Rank Test confirms that these two distributions
are significantly different at the 1% level of significance. The test for a difference
in medians reveals that the naive estimate is significantly greater than the SIMEX
estimates. This result suggests the naive model tends to overstate the mean tech-
nical efficiency of the surfclam industry. Fishery managers using the naive model
to assess the impact of ITQs on overall technical efficiency would be using biased
estimates, and possibly conclude the industry is operating more efficiently that in
reality. The distribution of the SIMEX estimates also has considerably less spread
than the naive estimates.
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Figure 2.4: Technical Efficiency Density Plot
Next, we look examine factors that may effect vessel-level technical efficiency
using data on vessel characteristics such as age of the vessel, hull material and
home port state. The results in Figure 2.5, Figure 2.6, and Figure 2.7 show median
technical efficiency by vessel age, hull material, and home port state. There are dis-
tinct differences in the between the naive model and SIMEX model, demonstrating
how measurement error can mask important relationships in the data.
42
ll
ll
l
<
10
yr
s
10
−2
0y
rs
20
−3
0y
rs
30
−4
0y
rs
>
40
yr
s
0.0
0.2
0.4
0.6
SIMEX
Te
ch
ni
ca
l E
ffi
cie
nc
y
l
l
l
l
<
10
yr
s
10
−2
0y
rs
20
−3
0y
rs
30
−4
0y
rs
>
40
yr
s
0.0
0.2
0.4
0.6
Naive
Figure 2.5: Median Technical Efficiency by Vessel Age
The results for the SIMEX model in Figure 2.5 are consistent with economic the-
ory in that older vessels are less technically efficient. A Tukey pairwise comparison
of means reveals that vessels less than ten years old are significantly more techni-
cally efficient than vessels older than ten years. This result suggests that firms with
larger amounts of capital would have an advantage in the fishery. These firms
would be able to increase technical efficiency because they can purchase newer
vessels, made of more advanced materials. This conclusion is supported by the
Figure 2.6 seen below. A Tukey pairwise comparison of means shows that ves-
sels with fiberglass and steel hulls are significantly more technically efficient than
vessels with wooden hulls.
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Figure 2.6: Median Technical Efficiency by Hull Material
An additional factor in explaining variation in technical efficiency is the home
port of the vessel. Figure 2.7 shows technical efficiency for vessels operating out
of ports in New Jersey, Maryland and Rhode Island, and the remaining vessels
operating in the northern and southern parts of the fishery. For boxplots of the
estimated technical efficiency by vessels in each home port state, see Appendix A.
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Figure 2.7: Median Technical Efficiency by Principal Port State
Comparing the two sets of estimates we can see distinct differences in how
technical efficiency varies by region. Vessels operating near the largest surfclam
processors are found in New Jersey, Maryland and Rhode Island. The boxplots
above clearly show that many vessels in these states are operating closer to the
production frontier. Because processors likely have access to larger amounts of
capital they will be able to hire the best captains and crews. Additionally, these
results suggest vessels that are vertically integrated with processors are more prof-
itable, and less likely to exit the fishery.
The SIMEX results also show that vessels in ports located in the southern re-
gion of the fishery, such as North Carolina and Virginia, have significantly lower
technical efficiency than vessels in the northern part, such as Massachusetts and
New Hampshire. One possible explanation for this finding is that climate change
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is having adverse effects on the resource abundance in the southern part of the fish-
ery (McCay et al. 2011, Weinberg 2005). The data confirms that firms the southern
part of the fishery are not investing in newer vessels. The results is lower technical
efficiency and lower profitability for these firms.
2.7 Monte Carlo Study of SIMEX
In this section we examine the large sample properties of the SIMEX estimator
and show that it leads to bias reduction. The purpose of this Monte Carlo study is
to show that SIMEX will result in bias reduction for a stochastic frontier model with
additive measurement error in a single covariate. First, a data set is generated from
known parameters according to equation 2.2, and measurement error is generated
using equation 2.11. The simulated data includes nine time periods and 50 vessels,
for a total of 450 vessel-year observations. We replicate the data using the same
correlation matrix found in the original data set. For each replication of the Monte
Carlo experiment, the vessel-level data is generated using equations 2.2 and 2.11,
and a naive model is estimated. This process is repeated 5,000 times for this Monte
Carlo study.
In each replication the stochastic frontier model is first estimated naively. The
SIMEX algorithm is then applied to the simulated data, using the known mea-
surement error variance to add additional amounts of measurement error to data.
Finally, both a linear and quadratic extrapolation function were used to create
the SIMEX parameter estimates for each replication. We report measures of bias
and root-mean-square-error (RMSE) for the naive estimation and both extrapolant
function forms. Bias is calculated as E(βˆ − β) and root-mean-square-error (RMSE)√
E(βˆ − β)2. These two statistics are displayed in tables 2.3 and 2.4 below.
The gains in bias reduction can be seen clearly in table 2.3. The results show
that the quadratic extrapolant function does better in bias and MSE when com-
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Naive Linear Quadratic
βˆ0 0 0 0
βˆ1 -0.091 -0.070 -0.033
βˆ2 0.066 0.050 0.024
βˆ3 -0.149 -0.114 -0.050
βˆ4 -1.950 -1.500 -0.710
Table 2.3: Bias measures for Monte Carlo Study
Naive Linear Quadratic
βˆ0 0.095 0.122 0.170
βˆ1 0.105 0.063 0.084
βˆ2 0.084 0.077 0.077
βˆ3 0.184 0.161 0.158
βˆ4 1.996 1.609 1.242
Table 2.4: RMSE measures for Monte Carlo Study
pared with either the naive model or the linear extrapolant. The variance tradeoff
can also be seen in table 2.4 where the SIMEX estimator with a quadratic extrapo-
lation shows smaller RMSE than the naive or linear extrapolation function in β4,β3,
and β2, but slightly larger RMSE in β1 and β0. The simulation study confirms that
if the measurement error model is truly additive, then the SIMEX algorithm with
a quadratic extrapolant will give less biased results. The resulting sampling distri-
butions for each parameter in the simulation study can be found in Appendix A.
2.8 Discussion
This paper examines the consequences of measurement error in a stochastic
production frontier model using a panel of logbook and biomass survey data from
the Mid-Atlantic surfclam fishery. A stochastic frontier model is estimated using
a Cobb-Douglas functional form specified by economic theory. Measurement er-
ror is assumed to be an additive component for the variable biomass, leading to a
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problem of inconsistent parameter estimates for the stochastic frontier model. The
results show that naive estimation of the model leads to inconsistent estimates of
the parameters and technical efficiency. The measurement error problem is ad-
dressed using a Monte Carlo method called SIMEX. SIMEX is a bias-reducing es-
timation method that establishes a relationship between the measurement error
variance and the estimated parameters in the mixed model. The SIMEX sandwich
estimation method is used to get corrected standard errors.
The results show that the estimated parameters are significantly biased, giving
fishery managers poor information about the returns-to-scale for the fishery. The
results also show that not accounting for the measurement error in the data leads
to overstating technical efficiency for the fishery. The SIMEX estimates also show
that there are significant relationships between technical efficiency and vessel char-
acteristics. In particular, older vessels are less technically efficient, and vessels with
hulls made of wood are less technically efficient when compared to vessels with
fiberglass and steel hulls. An important finding is that vessels whose home ports
are located in the southern end of the fishery have lower technical efficiency on
average. The effect of declining biomass in the southern end of the fishery with
the combination of older, less technically efficient vessels suggests firms are not
replacing these vessels because fishing is not profitable. Additionally, returns-to-
scale estimates are consistent with consolidation in the ITQ market. We show that
not accounting for the measurement error in the data would mask these important
relationships, leading a researcher to incorrect conclusions about factors affecting
technical efficiency.
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CHAPTER 3
MEASUREMENT ERROR IN THE SCHAEFER PRODUCTION
MODEL
3.1 Introduction
Since the reauthorization of the Magnuson-Stevens Fishery Conservation Act in
2007 (M.S. Act), fishery managers have been given a high standard to meet for de-
termining future management plans. National Standard One of the M.S. Act states
that management plans must prevent overfishing while achieving the optimum
yield for the fishery. National Standard Two stipulates that new management mea-
sures should be based on the best scientific information available. Additionally,
National Standard Eight states that fishery managers should take into account the
effect that new regulations have on fishing communities and minimize the adverse
economic impacts on these communities (U.S. Department of Commerce 2007). In
order to achieve the objectives outlined in the M.S. Act, fishery managers must
know what constitutes overfishing. This requires information on the biological pa-
rameters of fishery, which can be estimated using catch and effort data, obtained
from vessel logbooks.
The motivation for this paper comes from the fact that fish stocks are not di-
rectly observed, and it is costly to collect biological data. Because biological infor-
mation may not be available, fishery managers make use of catch and effort data
to make inference about the status of the biomass. The Schaefer production model,
a widely used model developed by Schaefer (1954), is a bioeconomic model that
links an economic model of production to a biological growth model for a fishery
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using catch and effort data. Fishery managers make use of the data obtained from
vessels active in the fishery to estimate the biological parameters. The data con-
tained in logbook records include such variables as, time-at-sea, crew size, gear
type, latitude and longitude of fishing, and vessel characteristics. Using these esti-
mated parameters and the logbook data it is possible to estimate the biomass itself.
This paper will examine how to mitigate the effects of measurement error, which
is brought in through the classical estimation of the Schaefer production model.
The Schaefer production model is a two-stage model. In the first stage produc-
tion function, harvest is modeled as a function of effort and the biomass. Typically
a Cobb-Douglas functional form is assumed, though more recent work has looked
at more flexible functional forms (Zhang and Smith 2011). This first stage model
cannot be estimated with the available data, since biomass is not observed by the
econometrician. Because biomass is not directly observed, a proxy variable is typi-
cally used in its place. The most common common proxy variable is catch-per-unit
effort (CPUE), which is the ratio of harvest over the time fishing. This proxy vari-
able is then substituted into the second stage of the model. This second stage is a
growth model for the biomass, usually assumed to be logistic. The growth model
relates the biomass in year t+1 to the biomass in year t, biomass squared in year
t, and total catch in year t. Using this growth model, parameters for the intrinsic
growth rate (r), carrying capacity (K), catchability coefficient (q) can be estimated.
After obtaining these parameters a fishery manager can solve for the unobserved
biomass by rearranging the first stage production function. The biomass informa-
tion can be used to make management decisions about the fishery. The problem
with this method is that using the CPUE proxy in the second stage growth model,
without correcting for measurement error, will lead to inconsistent estimates of
biological parameters in the second stage of the model.
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Cochrane (2002) notes that production models, like the Schaefer production
model, are used only for single-species stock assessment. Multi-species fisheries
are inherently more complex and require additional information. The main advan-
tage of single-species models is they only require information on annual catch and
an index of stock abundance, such as CPUE. However, there are several drawbacks
to using these models. Because they ignore information about environmental fac-
tors, age structure, and populations of other important species, such as predators
and prey, these simplifying assumptions mean the dynamics of the biomass de-
pend only on the abundance and the harvest. The tradeoff in simplicity means
complex relationships between the biomass and environmental/biological factors
are not present in the model. Cochrane (2002) further notes that another limitation
of production models is that they require good data contrast in effort and biomass.
Better contrast in these two variables will give more precise estimates.
According to Punt (1992), when estimating the biomass from catch and effort
data, the method used to fit the model has been shown to be much more important
than the actual parametric form. Important questions about the methods used
to obtain the biological parameters revolve around the classical regression model
assumptions, and the error terms. First, in the first stage equation of the Schaefer
production model an observation error is appended when using OLS estimation.
Second, the second-stage growth model will also contain error in the estimation,
called the process error. Third, the use of a proxy variable such as catch-per-unit
effort (CPUE), which is often a misleading measure of the resource abundance,
can lead to correlation between the errors and the proxy variable. These three
issues represent the greatest challenge in estimating biological parameters with
the Schaefer production model.
Polacheck et al. (1993) note that there are three widely used models for fitting a
dynamic biomass to observed data; the effort-averaging estimation method (Gul-
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land 1961, Fox 1975), process-error estimators (Walters and Hilborn 1976, Schnute
1977) and observation-error estimators (Pella and Tomlinson 1969, Butterworth
and Andrew 1984). Observation error estimators refer to appending error in the
first stage production model, while process-error estimators refer to appending er-
ror to the second stage growth model. The effort-averaging estimation method
refers to averaging effort from the vessel data. Each of these methods has poten-
tial drawbacks. Polacheck et al. (1993) examine each of these estimators, conclud-
ing that the effort-averaging estimator is biased and process-error estimators have
high variability. They further conclude that the observation error method should
provide the most precise parameter estimates, but that any method should be as-
sessed with a Monte Carlo study before implementation. Zhang and Smith (2011)
use a generalized Schaefer Production Model, which attempts to correct simulta-
neously for process and observation error. This paper will further improve upon
their model by using a Monte Carlo method for reducing bias in the parameter
estimates.
As Zhang and Smith (2011) point out, there are three empirical problems with
estimating this model: 1) the biological dynamics have natural variation or process
error; 2) the production function has stochastic shocks, which makes the inferred
stock noisy; and 3) the fishing production function, usually Cobb-Douglas, has an
extremely restrictive form. Without taking these three factors into account simul-
taneously, the resulting estimation of the classic Schaefer production model will
lead to biased and inconsistent parameter estimates. This means that estimates of
the growth parameters and the biomass estimates are not reliable. Particularly in
the second stage of the estimation process, which is non-linear in the parameters,
there is great potential for biased results (Uhler 1980).
Measurement error in a covariate of linear model can lead to biased and in-
consistent parameter estimates (Carroll et al. 2012). This is particularly important
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in the Schaefer production model because the measurement error enters into the
second stage equation in a non-linear form. Thus, it is possible that small amounts
of measurement error in a single covariate could lead to very large biases in the
parameters.
This paper contributes to the existing literature on the Schaefer production
model by applying a relatively new method for reducing the bias induced by mea-
surement error. This method, known as simulation extrapolation (SIMEX), was
first developed by Cook and Stefanski (1994). In keeping with the goal of the M.S.
Act, we make use of the ”best scientific information available” to improve upon
a generalized version of the classic two-stage Schaefer production model recently
proposed by Zhang and Smith (2011). This more generalized model is a signifi-
cant improvement over the classic model, using panel data methods by creating
a time-varying stock index to reduce bias in the parameter estimates. One draw-
back of these methods is they rely on large panel datasets for consistency. This
means that the parameters of the model will converge to their true values as the
number of cross-sections (e.g. firms) and time periods increase towards infinity
(Hsiao 2003). We argue that this method can further be improved using SIMEX
(Cook and Stefanski 1994), particularly when a manager has more limited dataset.
It could be argued that realistically managers may only have data on a few time
periods, and small number of cross sections of catch and effort data. Our data,
which comes from the Mid-Atlantic surfclam fishery for 2001-2009, contains about
thirty to forty vessels (cross sections) in each time period, and these vessels are
observed over nine time periods.
Using logbook data from the Mid-Atlantic surfclam fishery, we estimate the
generalized Schaefer Production model. In order to apply the measurement error
correction method known as SIMEX, we also need to estimate the measurement
error variance. Using the theoretical two-stage panel data method explained in
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Zhang and Smith (2011), an estimate of the measurement error variance can be
obtained.
In order to assess the bias of the SIMEX generalized Schaefer production model,
we use the biomass estimates for the Mid-Atlantic surfclam fishery from the North-
east Fisheries Science Center. Although these are estimates have are known to con-
tian measurement error, we use these as the truth when evaluating the models pre-
sented in this study. We then compare the various biomass estimates by looking at
measures of bias. This has important policy implications since many fishery man-
agers often base the total allowable catch (TAC) on estimates on limited datasets.
If fishery managers make poor decisions about setting the TAC based on biased es-
timates of the biomass, it is certainly likely that goals set in the reauthorized M.S.
Act will not be met (U.S. Department of Commerce 2007).
The rest of the paper will proceed as follows: Section 3.2 explains the method-
ology of the Schaefer and generalized Schaefer Production Model, Section 3.3 ex-
plains a measurement error model and describes the SIMEX estimator, Section 3.4
details the functional form of the generalized Schaefer Model, Section 3.5 describes
the Mid-Atlantic surfclam logbook data, Section 3.6 reports results from the naive,
generalized Schaefer Production model and SIMEX model, and Section 3.7 sum-
marizes the findings of this paper and discusses future work.
3.2 Methodology
We start by describing the classic Schaefer production model. The first stage is
estimation of a production function, followed by the second stage estimation of a
logistic growth model for the biomass.
3.2.1 Classic Schaefer Model
The classic Schaefer production model is
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Ht = qEtXt (3.1)
where Xt is the biomass in time t, Ht is harvest in time t, and Et is fishing effort in
time t. The state equation or growth model is
Xt+1 = Xt + rXt(1− Xt
K
)−Ht (3.2)
where the intrinsic growth rate r, carrying capacity K, and catchability coefficient
q are the biological parameters to be estimated. If biomass, harvest and effort infor-
mation are all observed, this model can be estimated under regularity conditions
(Zhang and Smith 2011). However, the fishery biomass is typically not observed,
and is therefore a latent variable to the econometrician.
To estimate the above model when biomass is unknown a proxy is used, such
as catch-per-unit-effort (CPUE). Let yt denote CPUE, defined as yt =
Ht
Et
. From
equation 3.1, CPUE is proportional to the unobserved biomass, such that Xt =
yt
q
.
The standard approach to the Schaefer production model substitutes this proxy
into equation 3.1 and appends an additive error term. The resulting estimating
equation is
yt+1 = (1 + r)yt − r
qK
y2t − qHt + t (3.3)
Under certain exogeneity conditions, E(t|yt) = 0, this equation can be estimated
by least squares. With a distributional assumption placed on the error term, such
as t
i.i.d.∼ N(0, σ2), then maximum likelihood estimation can be used. This model is
referred to as the CPUE estimator.
There are several drawbacks to this particular estimator. First, the production
function assumes a very restrictive form, with constant returns to scale imposed.
Second, the production function is usually assumed to have an error term that
captures variability in the harvest from random events, such as weather. Thus
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when yt is substituted in equation 3.3, the right-hand side of the equation has yt
and y2t , both of which are measured with error.
Another restrictive assumption is the functional form of the growth model in
equation 3.3. This assumes a logistic growth model for the fishery. Many other
functional forms for the growth model could be fitted to the data, and we note that
this is not explored in this study.
3.2.2 CPUE-like estimator
A more flexible model, known as the CPUE-like estimator (Zhang and Smith
2011), allows for a more flexible production function. The new harvest function is
Ht = qE
α
t X
γ
t (3.4)
where α represents the input elasticity of effort, and γ represents the elasticity of
the stock. This more flexible form allows the production function to have decreas-
ing, constant, or increasing returns-to-scale, depending on whether α is greater
than, equal, or less than one. Rearranging equation 3.4, the unobserved stock is
now estimated by Xt = ( HtqEαt )
1/γ . Using this as a proxy for the stock, the second
stage state equation becomes
(
Ht+1
qEαt+1
)1/γ = (1 + r)(
Ht
qEαt
)1/γ − r
K
(
Ht
qEαt
)2/γ −Ht + t (3.5)
While this more flexible model deals with the restrictive homogeneity assumptions
of the original Schaefer production model, it does not address the issue of measure-
ment error in the second stage of the equation. Uhler (1980) points out that if the
stock is measured with significant noise due to the error in the production func-
tion, then the more flexible CPUE proxy for stock will lead to biased estimators.
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3.2.3 Generalized Schaefer Production Model
To deal with the measurement error issue Zhang and Smith (2011) propose a
two-stage panel data estimator that incorporates more information from the log-
book data, which they call the generalized Schaefer production model. A more
generalized production function is specified, accounting for the fishing vessels
(i), gear deployed (g), visited areas (j) and periods over time (t). The generalized
Schaefer production function is
Hijgt = qijgtE
αg
ijgtX
γ
t exp(ijgt) (3.6)
The stock is assumed to be homogeneous across space for the sake of simplifi-
cation of the model. This model allows for the catchability coefficient qijgt to vary
by vessel, gear, area and time. This means qijgt = exp(φg + aj + ψijgt), where φg is a
gear-specific constant and aj is an area specific constant, and ψijgt is a random error
term to capture unobserved heterogeneity. This more flexible production function
also allows the catch-effort elasticity αg to vary by gear type. The error term, ijgt,
captures unobserved shocks in harvesting, such as weather.
Taking the natural log of both sides of equation 3.6 the production model be-
comes a linear model. Letting lowercase letters represent the natural log of the
uppercase variables, i.e. for the biomass, xt = log(Xt), the new generalized produc-
tion model is
hijgt = φg + aj + αgeijgt + γxt + ηijgt (3.7)
where ηijgt = ψijgt + ijgt. Zhang and Smith (2011) show that if the period is short
enough, the unobserved stock xt can be assumed to be constant in each time period
t, and treated as a fixed-effect. To avoid perfect multicollinearity (i.e. dummy vari-
able trap), let q = exp(φ1 + a1). The advantage to using this fixed-effects method
is that the stock or biomass can be canceled out through demeaning among fish-
ing trips in the same period. This model will be estimated in the first stage of
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the generalized Schaefer model. Later in this study we specify a slightly different
production function, based on the Mid-Atlantic surfclam data that is available.
From equation 3.7 above, the stock index is defined as
ct = γxt + lnq (3.8)
The stock index is essentially a time-varying fixed-effect. It is a linear function
of the stock, with slope γ and intercept lnq. As the underlying stock changes, so
too will the stock index. Rewriting equation 3.7 so that zijgt denotes the vector of
variables except the stock index (i.e. gear, area, and vessel constants, plus effort),
and β a vector of parameters, the new production function can be written
hijgt = z
′
ijgtβ + ct + ηijgt (3.9)
This form highlights the panel data methodology of this model. The advantage
of this model is that under regularity conditions, it can be estimated consistently
via a within-period estimator. Using the asymptotic properties of panel data this
estimator can be shown to be consistent. Let n be the number of cross-sections and
T be the number of periods, then if n or T →∞, than this model can be consistently
estimated (Hsiao 2003).
All parameters in equation 3.9 are identified, except for the stock (biomass)
index, ct. This can be estimated as a time-varying fixed effect
cˆt = h¯t − z¯′tβˆ (3.10)
where h¯t =
∑
i,j,g hijgt and z¯t =
∑
i,j,g zijgt. From this equation it is apparent that cˆt
is unbiased if the production function is specified correctly, but is only consistent
as nt → ∞. If the data has a large number of cross sections (i.e. a large number
58
of vessels in each time period), then this requirement will be satisfied. If not, then
cˆt will contain significant amounts of noise, which can lead to bias in the second-
stage estimation.
Combining equations 3.8 and 3.10, the stock can be expressed as a function of
cˆt if parameters γ and q are known. Let Yˆt = exp(cˆt) = exp(h¯t− z¯′tβˆ). Then the stock
can be estimated as
Xˆt =
[
exp(h¯t − z¯′tβˆ)
q
]1/γ
=
(
Yˆt
q
)1/γ
(3.11)
In order to estimate the stock, we require parameter estimates for γ and q. The
second-stage estimation uses a logistic growth model to estimate these parameters.
Substituting Xˆt forXt into the logistic growth model, the second stage equation
is written as
(
Yˆt+1
q
)1/γ
= (1 + r)
(
Yˆt
q
)1/γ
− r
K
(
Yˆt
q
)2/γ
−Ht + t (3.12)
This equation is nonlinear in the parameters and can be estimated through max-
imum likelihood or nonlinear least squares. Because of high multicollinearity in
the variables, to be identify the model, Zhang and Smith (2011) propose restricting
the catch-stock elasticity γ to one. This dramatically simplifies that estimation pro-
cedure by making the model linear in the parameters. Allowing the catch-stock
elasticity to equal one assumes that a 1% increase in the stock causes a 1% increase
in the harvest, all else equal. If this assumption does not hold, then the estimated
biological parameters and biomass will be biased. The alternative is to estimate
the model using non-linear least squares or some another numerical method. We
proceed estimation of the model with the assumption of γ = 1.
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Let s = r
qK
and ∆Yˆt+1 = Yˆt+1 − Yˆt, then equation 3.12 can be written
∆Yˆt+1 = rYˆt − sYˆ 2t − qHt + ∗t (3.13)
where ∗t = qt. This form for the growth model allows us to estimate the bio-
logical parameters of interest, r,s and q. Assuming the classical regression model
assumptions hold, this model can be estimated using feasible generalized least
squares (FGLS) or maximum likelihood (MLE). The generalized Schaefer produc-
tion model uses this form to estimate the growth model. However, there are still
unresolved issues with estimation of equation 3.13. We turn our attention to un-
resolved issues with measurement error in the stock index, and adapt the general-
ized Schaefer production model using SIMEX.
The measurement error in equation 3.13 comes from the estimation of Yˆt+1 ,
Yˆt , and Yˆt
2
, which are a function of the estimated stock index, cˆt. The remaining
error in the estimated stock index will be correlated with the disturbance in the
model, which violates an important assumption of the classical regression model.
The consequences are that the estimated biological parameters in the second-stage
growth model will be biased an inconsistent. We propose another way to correct
for this measurement error, using a Monte Carlo method known as Simulation
Extrapolation (SIMEX).
3.3 Measurement Error Model
In this section we specify a measurement error model for the estimated stock
index, cˆt. With variance for cˆt known, or at least approximately known, it will then
be possible to reduce the bias by implementing SIMEX. The error is assumed to be
additive, with the estimated stock index equal to the true index plus random error.
The measurement error for the stock index is specified as
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cˆt − ct = ut = z¯t′β − z¯t′ βˆ + η¯t (3.14)
where ut|z¯t ∼ N(0, σ2ut). The measurement error model requires E[ut|z¯t] = 0 but
does not require the error to be independent of the variables conditioned on. The
assumption ut ⊥ z¯t, is a much stronger assumption than required here.
From the measurement error model above, we can write the measurement error
variance as
σˆ2ut = z¯t
′
[
ˆCov(βˆ)
nt
]
z¯t +
σˆ2η
nt
(3.15)
where ˆCov(β) is the variance-covariance matrix for the estimated parameters in
the first stage production function. Equation 3.15 defines the measurement error
variance for the stock index. The variance is allowed to vary over time. We note
that because of the off-diagonal elements in the variance-covariance matrix, the
measurement error is not independent between years. We also allow the measure-
ment error variance to be heteroscedastic over the nine years of our observed data.
Given this estimated of the measurement error variance, we can apply SIMEX as
a method to reduce bias in the parameter estimates. Before addressing the SIMEX
algorithm, we first describe the measurement error problem in the second stage
growth model in more detail.
3.3.1 Linear Models with Nonadditive Measurement Error
In this section we discuss the implications of nonadditive error in the estima-
tion of the generalized Schaefer Production Model. We start by examining how
the second stage growth model is estimated. This model estimates the biological
parameters using the three covariates; Yˆt = exp(cˆt), Yˆt
2
= exp(cˆt)
2, and Ht, where
cˆt is the stock index in time period t and Ht is the harvest or catch in time period t.
cˆt has approximately known additive measurement error. While the measurement
error for cˆt is additive, the model is estimated by using Yˆt, Yˆt
2
and Ht. Since the
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first two covariates are nonlinear function of the mismeasured cˆt, the second stage
growth model parameter estimates will not be unbiased.
We motivate the measurement error problem by describing the properties of a
naive estimator for the model. Let x˜t be a (1 x 3) vector containing the true variables
[ct ct Ht]. Then let w˜t be a (1 x 3) vector containing the estimated or mismeasured
variables [cˆt cˆt Ht], such that
w˜t = x˜t + u˜t (3.16)
Defining the vector u˜t as a (1 x 3) vector, u˜t=[ut ut 0] , then E[u˜t|x˜] = 0. However,
because x˜t enter into the model through a nonlinear function, call it g(x˜t), this
means E[g(w˜t)] 6= g(x˜t).
To show how this will impact estimation of the model, we specify the design
matrix by stacking the vector of w˜t for all nine time periods, t = 1, . . . , 9
W˜ =

Yˆ1 Yˆ1
2
H1
...
...
...
Yˆ9 Yˆ9
2
H9
 (3.17)
In the traditional setup of the generalized Schaefer production model, the sec-
ond stage growth model is specified as linear in the parameters. It is also assumed
to follow the classical regression model assumptions. Thus, the biological param-
eters can be estimated using ordinary least squares (OLS). Let y be the response
vector of the difference Yˆt+1 − Yˆt for t = 1, . . . , 9, such that
y =

y1
...
y9
 (3.18)
The naive growth model can be written
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y = W˜β +  (3.19)
Then the OLS estimator for the naive growth model parameters is
βˆ = (W˜
′
W˜)−1(W˜
′
y) (3.20)
The classical regression model assumptions define this estimator to be unbiased
and consistent when W˜ is not measured with error. Using our naive estimator
above, the asymptotic properties can be evaluated by making a few more assump-
tions. Following, Greene (2003) let
plim(
W˜
′
W˜
n
) = Q∗ + Σu (3.21)
where Q∗ = plim X˜
′
X˜
n
, and Σu is the Variance-Covariance matrix of u˜, i.e. the
measurement error variance-covariance matrix. The probability limit of βˆ is then
[Q∗ + Σu]−1Q∗β 6= β (3.22)
Thus, the estimator is not consistent for the true parameters. The result of the non-
additive measurement error in the linear model is that the estimates of biomass,
which are a function of the biased parameter estimates, will be biased and incon-
sistent. In a situation where measurement error is present, identification of the
parameters in the model is often an associated issue. One option is to bring in
outside information to help identify the model (Greene 2003). We accomplish this
by estimating the measurement error variance, and then using this information to
identify the parameters. In the next section we show how the estimated measure-
ment error variance to reduce bias in the naive estimates using SIMEX.
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3.3.2 SIMEX Parameter Estimates
Since we can estimate the variance for cˆt it is possible to apply SIMEX and at-
tempt to reduce bias in the parameter estimates. SIMEX is a two-step simulation-
based method of estimating and reducing bias due to measurement error. First,
simulated data are obtained by adding additional measurement error to the data
in a resampling-like process, establishing a trend of measurement error-induced
bias versus the variance of the added measurement error. After that, the extrapola-
tion step follows the fitted trend line back to a point where the measurement error
variance is zero. The key underlying SIMEX is the fact that the effect of measure-
ment error on an estimator can be determined experimentally through simulation
(Carroll et al. 2012). It can be shown that under a number of different measurement
error specifications that SIMEX provides approximately consistent parameter esti-
mates. SIMEX is very general in the sense that the bias due to measurement error
in almost any estimator of almost any parameter can be estimated and corrected,
at least approximately. SIMEX is described below for the case of additive measure-
ment error in the predictor in four steps, as explained in Buonaccorsi (2010).
Using notation from Section 3.3.1, assume an additive error in one predictor w˜t =
x˜t + u˜t. This has a measurement error variance V ar(u˜t) = σ2ut. Begin by defining
θj(λ) as the expected (or limiting) value of the naive estimator of θj if V ar(u˜t) =
(1 + λ)σ2ut. Then true value of the jth coefficient is θj = θj(−1).
1. For each λm, where m = 1, . . . ,M and λ represents the additional measure-
ment error, generate: w˜tb(λm) = w˜t + λ
1/2
m Ubt for b = 1, . . . , B, where B is
a large number and the Ubt are independent generated errors with mean 0
and variance σˆ2ut. Because the parameter estimates in the generalized Schae-
fer production model are small in magnitude, precision is very important.
When multiple covariates are measured with error the number of simulated
data sets, B, will generally need to be larger to achieve acceptable levels of
64
Monte Carlo precision Carroll et al. (2012). This is because the Monte Carlo
averaging in the simulation step is analogous to numerical integration.
Since w˜t|x˜t already has variance σ2ut, the generated w˜tb would have exactly the
variance (1 + λm)σˆ2ut assuming σˆ2ut = σ2ut. In practice we usually only have an
estimate of σ2ut.
2. Find θ(λm, b), which is the naive parameter estimate for θj based on the sim-
ulated data. Then define: θ¯(λm)=
∑
b θˆ(λm, b)/B . This is the average of the B
estimated θˆj’s at a particular λm .
3. For each jth coefficient, fit a model gj(λ) for θ¯j (λm). Effectively, we regress
the vector of θ¯j on the vector λm. This allows us to establish a trend between
greater amounts of measurement error variance and the naive estimator.
4. Get the SIMEX estimate of θj using: θˆj(j, SIMEX) = gj(−1). Because the
variance of w˜tb is exactly (1 + λm)σˆ2ut, at the point where λ = −1 the measure-
ment error variance collapse to zero. This gives an approximately consistent
estimate of the true parameter θj .
The last step of the SIMEX method is the extrapolation step. There are sev-
eral functional forms which can be chosen, including the linear, quadratic and
rational extrapolant functions. Figure 3.1 shows an example of both the linear
and quadratic extrapolation functional forms. We choose a quadratic extrapola-
tion function for this model, reporting results for both the naive estimates and
quadratic extrapolation function. It should be noted that the choice of the extrap-
olation function will affect the SIMEX estimates.
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Figure 3.1: An example of the SIMEX extrapolation step
3.3.3 Standard Errors of SIMEX Estimates
Standard errors for the SIMEX parameter estimates are obtained using the two-
stage bootstrap. The two-stage bootstrap is different from a one-stage bootstrap
because it generates both a response from a regression model, and the mismea-
sured covariates, similar to a parametric bootstrap procedure. One advantage of
the two-stage bootstrap is that it gives an estimate of bias. We report both stan-
dard errors, and measures of bias obtained from the two-stage bootstrap later in
the results section.
Below we describe the steps for the two-stage bootstrap from (Buonaccorsi
2010). This procedure is used to obtain the standard errors for the estimated pa-
rameters in the second stage growth model. Two of the covariates in the model,
Yˆt and Yˆt
2
, are measured with error. In the two-stage bootstrap we generate these
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variables in b repeated simulations and denote them, wbt1 and wbt2 respectively.
The third covariate is the harvest, denoted xbt3, is assumed not measured with er-
ror. For the bth bootstrap sample, generate [ybt, wbt1, wbt2, xbt3], where
ybt = β1wbt1 + β2wbt2 + β3xbt3 + ebt (3.23)
and the two mismeasured covariates are
wbt1 = exp(cˆt1 + ubt) (3.24)
and
wbt2 = (wbt1)
2 (3.25)
where ubt|wbt1, wbt2, xbt3 ind.∼ N (0, σ2ut) and ebt
i.i.d.∼ N (0, σ2 ).
The standard errors reported for the SIMEX estimates are from 5000 simulations
using this two-step data generating process. Estimates of bias are calculated as
Bias(boot) =
∑B
b=1 βˆb
B
− βˆ (3.26)
The next section describes how we apply the generalized Schaefer Production
Model to the panel data from the Mid-Atlantic surfclam fishery.
3.4 First Stage Production Function for Mid-Atlantic Surfclam
The first-stage is concerned with the estimation of the Cobb-Douglas produc-
tion function. For the first-stage, we estimate a production function with a random
intercept for each vessel. A time-varying stock index is created by assigning a bi-
nary variable xt = 1 if observation comes from time period t, and 0 otherwise.
A stock index (δt) is then estimated as a time-varying fixed effect in the produc-
tion function. Because a random intercept is specified for each vessel, the model
contains fixed and random effects. The variables for the model are defined as
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• hit = loge(total bushels harvested by vessel i in year t),
• zit1 = loge(total hours fished by vessel i in year t),
• zit2 = loge(length of vessel i in year t),
• xt = a dummy variable, equal to 1 for observations in year t, and 0 otherwise
Let i = 1, . . . , 70 denote vessel and t = 1, . . . , tni denote the ni years in which vessel
i is observed. The production function is specified as
hit|bi, eit = β1zit1 + β2zit2 +
9∑
t=1
δtxt + bi + eit (3.27)
with bi
ind.∼ N(0, σ2b ) and eit i.i.d.∼ N(0, σ2e), i = 1, . . . , 70, t = 1, . . . , tni . This model can
be estimated using Restricted Maximum Likelihood Estimation (REML) in R1. The
estimated δˆt in the model are the stock index for time t. Once the δˆt are estimated,
we can calculate Yˆt = exp(δˆt), and it will then be possible estimate the growth
model as shown in equation 3.13.
We note a couple of differences between the production function form for the
Mid-Atlantic surfclam fishery logbook data and the functional form used in (Zhang
and Smith 2011). Because the harvesting technology for surfclams is the same
across all vessels in the fishery, we do not have gear-specific binary variables in
the model. Additionally, because a majority of the harvesting takes place off the
northern coast of New Jersey, area-specific binary variables are not appropriate.
We also use data aggregated to vessel-year, instead of trip-level data, to reduce the
computational burden.
1Estimation of the model is performed using the linear mixed effects models package ”nlme”
(Pinheiro et al. 2013) in the R statistical software (R Core Team 2013). The estimates for σ2b and σ
2
e are
found using Restricted Maximum Likelihood or REML. The fixed effects, β′s, are computed using
maximum likelihood under the assumption of normality. REML is a form of maximum likelihood
estimation that uses a transformed version of the data so that nuisance parameters have no effect
on the estimates. It has been shown to provide less biased estimates of the variance-covariance
parameters than maximum likelihood McCulloch and Searle (2000).
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3.5 Data
The data for the empirical analysis come from the National Marine Fishery Ser-
vice logbook reporting system, which documents every harvesting trip taken by
every vessel in the Mid-Atlantic surfclam fishery in the U.S. EEZ (3-200miles off-
shore). The logbook data are a panel data set containing approximately 24,000
vessel-trip observations, for years 2001-2009. The trip-level data set includes vari-
ables such as bushels harvested, time fishing, time-at-sea, and vessel characteris-
tics such as vessel length, gross-tons and horsepower. There are a total of eighty-
eight different vessels observed over the nine year period.
To simplify the correlation structure within each vessel and because biomass is
observed annually, data are aggregated by vessel-year. The new data set has one
observation for each vessel in a year. One trade off of using aggregated data is that
trip-level variability is not observed. The resulting data are reduced to 70 vessels
and 285 vessel-year observations. Summary statistics for the data are presented in
Table 3.1.
Obs Mean Std.Dev Min Max
Harvest (bushels) 285 93749 82007.6 864 442496
Time Fishing (hours) 285 1209.2 951.9 58 3959.4
Fuel (gallons) 285 65896 65979.3 876 388204
Length (feet) 70 85.7 18.4 28 162
Biomass (1000 metric tons) 9 1037 171.9 750 1294
Table 3.1: Summary statistics 2001-2009
A closer inspection of the data reveals that CPUE, seen in Figure 3.2, has been
declining in the fishery over the nine year period. This downward trend reflects
declining resource abundance due to repeated harvesting from a small area of the
fishery, located off the northern New Jersey coast. As a result of this fishing behav-
ior, harvesters are spending more and more time-at-sea.
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Figure 3.2: CPUE for Mid-Atlantic Surfclam Fishery (2001-2009)
The resulting scenario in which effort is increasing while stock abundance de-
creases can potentially affect the ability of the generalized Schaefer model to es-
timate the biomass with any precision. Hilborn (1979) notes that this ”one-way
trip” of increasing effort and decreasing index of abundance can sometimes lead
to uninformative results. Unfortunately, there are many regulated fisheries which
share this fate. We proceed with estimation in with the knowledge that the biases
in the estimates may be specific to the Mid-Atlantic surfclam fishery.
3.6 Results
In this section we present and discuss the results from three different models;
the classic Schaefer Model, the generalized Schaefer production model, and the
adapted Schaefer production model with SIMEX. We compare and contrast the
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various estimates of the biomass from each model, using the scientific estimates
from the Northeast Fisheries Science Center (NEFSC) as estimates of the truth. To
estimates the biomass, we convert surfclam bushels to pounds of surfclams using
the standard conversion, 1 bushel = 17 pounds (Northeast Fisheries Science Center
2010). Residual plots for each of the estimated models can be found in Appendix B.
3.6.1 Classic Schaefer Production Model
In table 3.2 we present estimation results for the second-stage growth model
from classic Schaefer Production Model. This model uses CPUE as a proxy for the
stock. In the table below r represents intrinsic growth rate, K is carrying capacity
and q is the catchability coefficient.
Variable Estimate
r 0.532
(0.379)
r/qK -5.4E-04
(0.002)
q 2.72E-06
(5.1E-06)
σˆ2e 7.416
*p < 0.1, **p <0.05, ***p<0.01
Table 3.2: Classic Schaefer Model Estimates for Growth Equation
Using the CPUE estimator, we can estimate the biomass as Xˆt = yˆtqˆ . Biomass es-
timates from classic Schaefer Production Model are shown below in Table 3.3. The
NEFSC estimates are treated as the truth in the table below. All biomass estimates
are reported in thousands of metric tons. Variance and standard error estimates
for the biomass are obtained using a bootstrap method. Confidence intervals are
reported as 95% approximate Wald intervals.
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Year NEFSC est. Sch est. 95% lower 95% upper % Bias
2001 1294 520 312 728 -60%
2002 1207 476 290 662 -61%
2003 1128 438 265 611 -61%
2004 1104 402 239 565 -64%
2005 1079 375 209 541 -65%
2006 1013 350 207 493 -65%
2007 912 294 177 411 -68%
2008 827 257 152 362 -69%
2009 750 235 140 330 -69%
Table 3.3: Classic Schaefer Biomass Estimates (1000MT)
Using the NEFSC estimates as the true value, the average bias for the clas-
sic Schaefer Model is -65%. Clearly the model does a poor job of estimating the
biomass for the fishery, with significant downward bias in each year. Although
a fishery manager might not see this as a problem, given that estimates of MSY
would be conservative, we cannot be sure this would be the case in another fish-
ery. As Uhler (1980) points out, the biases in the model are too complex to estimate
beforehand, and so a different fishery could certainly have significant bias in the
opposite direction. It is certainly possible this result is limited to the Mid-Atlantic
surfclam fishery. At the very least, these estimates of the biomass are not very
informative because they are biased downward by a substantial amount.
3.6.2 Generalized Schaefer Production Model
Next we apply Zhang and Smith (2011)’s two-stage panel data estimator to the
logbook data from the Mid-Atlantic surfclam fishery. Table 3.4 presents results
from first stage estimation of generalized Schaefer production model.
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Variable Estimate
log(timefish) 1.051
(0.022)***
log(length) 0.149
(0.132)
Year 2001 3.770***
(0.593)
Year 2002 3.602***
(0.593)
Year 2003 3.480***
(0.595)
Year 2004 3.388***
(0.597)
Year 2005 3.283***
(0.580)
Year 2006 3.155***
(0.599)
Year 2007 2.965***
(0.597)
Year 2008 2.883***
(0.597)
Year 2009 2.801***
(0.596)
σˆ2b 0.070
σˆ2e 0.061
*p < 0.05, **p <0.01, ***p<0.001
Table 3.4: Generalized Schaefer Model Estimates
Using the results from table 3.4, we can estimate the second stage growth model,
specified in equation 3.13. Table 3.5 presents results from second stage estimation
of the growth model for the generalized Schaefer Production Model. Just as in the
classic Schaefer Production Model, the parameter estimates are not significant due
to a high degree of collinearity among the right-hand side variables.
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Variable Estimate
r -.181
(0.318)
r/qK 1.38E-04
(0.005)
q 5.69E-07
(1.46E-06)
σˆ2e 0.940
*p < 0.1, **p <0.05, ***p<0.01
Table 3.5: Generalized Schaefer Model Estimates for Growth Equation
Given the results in the table 3.5 the parameter estimate for q is used to esti-
mate the biomass for the fishery Xˆt, where Xˆt = yˆtqˆ . Table 3.6 below shows es-
timates of biomass using the Generalized Schaefer Model. All estimates are re-
ported in thousands of metric tons (1000 MT). Variance estimates for the biomass
were obtained using the bootstrap method. The average bias for the Generalized
Schaefer Model is - 41%. While this is much smaller than the classic Schaefer Pro-
duction Model, it does consistently underestimate the biomass in each year except
2001. The 95% confidence intervals for the generalized Schaefer model contain the
NEFSC biomass estimate for 2001 only. If we are to believe that the NEFSC biomass
estimates represent an unbiased picture of the fishery stock, then this would seem
to be a significant problem for fishery managers. A fishery manager using this
method with this particular data would likely set the total allowable catch too low
or simply not be able to use this model for estimation of the biomass.
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Year NEFSC Gen. Schaefer 95% Lower 95% Upper % Bias
2001 1294 996 671 1321 -23 %
2002 1207 842 564 1120 -30 %
2003 1128 745 504 986 -34 %
2004 1104 681 461 901 -38 %
2005 1079 612 419 804 -43 %
2006 1013 539 366 712 -47 %
2007 912 446 300 592 -51 %
2008 827 411 278 544 -50 %
2009 750 368 242 494 -50 %
Table 3.6: Generalized Schaefer Model Biomass Estimates (1000MT)
The results from table 3.6 show that the confidence intervals from the general-
ized Schaefer Model do not contain the true biomass in any year. Next we perform
a two-stage bootstrap for the standard errors, are able to determine the amount
and direction of bias for all three parameter estimates in the growth equation. Re-
sults are presented in table 3.7. The bias in the parameter q is important, because
it is used to estimate the biomass. Because the parameter estimate is smaller than
the true value, the resulting biomass is too large.
Variable Bias % Bias
r 0.008 4.874
r/qK 4.650E-05 2.633
q 4.824E-07 -17.140
Table 3.7: Bias Estimates for Biological Parameters
3.6.3 Generalized Schaefer Production Model with SIMEX
Table 3.8 below shows estimates from the second stage growth model using the
SIMEX with a linear extrapolation functional form. All SIMEX estimates are 10,000
simulations at each λ, resulting in a total of 40,001 simulated datasets. Standard
errors reported are from using a two-stage bootstrap method. Again, it can be seen
that none of the parameter estimates are statistically significant, due to high multi-
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collinearity and small sample size. The important difference is the point estimates
are different than the generalized Schaefer Production Model. The difference in the
estimate of q is particularly important because it is used to estimate the biomass.
These estimates can be seen in table 3.9.
Variable Estimate
r -0.103
(0.620)
r/qK 1.36E-03
(0.130)
q 2.67E-07
(5.354E-06)
σˆ2e 0.778
*p < 0.1, **p <0.05, ***p<0.01
Table 3.8: Generalized Schaefer Model with SIMEX, Estimates for Growth Model
The biomass estimates, calculated in thousands of metric tons (1000MT), are
shown in table 3.9. Variance and standard error estimates of the biomass were
obtained using the two-stage bootstrap method.
Year NEFSC est. SIMEX est. 95% Lower 95% Upper % Bias
2001 1294 1399 937 1861 8 %
2002 1207 1183 781 1585 -2%
2003 1128 1047 656 1438 -7%
2004 1104 956 603 1309 -13%
2005 1079 860 549 1171 -20%
2006 1013 757 481 1033 -25%
2007 912 626 400 852 -31%
2008 827 577 378 776 -30%
2009 750 531 336 726 -29%
Table 3.9: SIMEX Biomass Estimates (1000MT)
The average bias for the SIMEX estimates of biomass, using the NEFSC biomass
estimates as truth, is -17%. This is less than half the amount of bias in the general-
ized Schaefer model estimates. Additionally, the 95% confidence interval in each
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year cover the NEFSC biomass estimate. These intervals are wider than the gener-
alized Schaefer model, because they account for measurement error.
3.7 Discussion
This paper explores the impact of measurement error in the Schaefer Produc-
tion Model and describes a Monte Carlo method for reducing bias in the param-
eters. The Schaefer production model is a two-stage model that estimates the
biomass of a fishery using only information on catch and effort, usually obtained
through vessel logbook data. We build on previous work by Zhang and Smith
(2011) to reduce bias in the parameter estimates of a more generalized version of
the Schaefer Production Model by using a Monte Carlo method called simulation
extrapolation (SIMEX).
Using data from the Mid-Atlantic surfclam fishery from 2001-2009, along with
scientific estimates of the biomass from NEFSC, we show that in small samples
the remaining measurement error in the generalized Schaefer model can still con-
tribute to significant bias in the estimates of biomass, up to -41%. A fishery man-
ager using this method would not have much reason to be confident in setting a
total allowable catch with such bias. Obtaining unbiased estimates of the biomass
is crucial to effective fishery management. A total allowable catch that is set too
high could put a fishery on a trajectory towards collapse, while a total allowable
catch that is set too low can lead to economic loss of rents. We show that fishery
managers can obtain more truthful estimates of the biomass after correcting for
the measurement error with SIMEX. The results show that the bias in the biologi-
cal parameters, and biomass estimates, is dramatically less than either the classic
Schaefer model or the generalized Schaefer model.
The generalized Schaefer production model attempts to simultaneously deal
with three problems inherent in the Schaefer production model, including; 1) the
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error in the production function, 2) the error in the second stage growth model,
and 3) restrictive functional form in the production function. The idea behind the
generalized Schaefer production model is that a stock index can be created using a
fixed effects estimator for the production function. Zhang and Smith (2011) show
that this stock index will be asymptotically consistent, reducing bias in the parame-
ters of the second-stage growth model. To reduce bias using the SIMEX algorithm,
we first estimate the measurement error variance in the first stage production func-
tion. This gives an estimate of the measurement error in the stock index, which
serves as a proxy for the biomass in the second stage growth model. With the mea-
surement error variance estimated, we apply simulation extrapolation (SIMEX) to
the second stage growth model. The average remaining bias in the SIMEX esti-
mates is -17%. This is less than half the average bias in the generalized Schaefer
production model, at -41%. Additionally, all nine 95% confidence intervals from
the SIMEX estimates cover the NEFSC estimate. Only one confidence interval from
the generalized Schaefer production model covers the NEFSC estimate, while none
of the intervals cover the truth using the classic Schaefer production model.
While these findings would suggest this additional measurement error correc-
tion method improves on previous models, it should be noted that these findings
only apply to the Mid-Atlantic surfclam fishery. Because the surfclam is a slow-
growing mollusk, the dynamics of the growth model may be very different from a
pelagic fishery. We would need to apply this method in several different kinds of
fisheries, including pelagic and other fisheries with significantly more variation in
the biomass, before making any definitive conclusions about the model. We think
this model is a good first step towards giving fishery managers a more reliable es-
timate of the biomass when they only have catch and effort data obtained through
vessel logbooks.
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CHAPTER 4
MEASURING CHANGES IN PRODUCTION EFFICIENCY: A
BAYESIAN APPROACH
4.1 Introduction
Using panel data from the Mid-Atlantic surfclam industry from 2001-2009, this
paper examines changes in production efficiency caused by changes in the indus-
trial organization of the fleet. The motivation for this analysis is due to two im-
portant factors, 1) a market crisis that occurred in the fishing fleet in 2005 and 2)
evidence of persistent declines in landings per-unit-effort (LPUE). We specify a
stochastic frontier model with a time-varying inefficiency term and examine the
changes in marginal productivity of inputs, as well as overall technical efficiency.
We also show how a Bayesian stochastic frontier model will yield results consistent
with traditional maximum likelihood estimation techniques (Battese and Coelli
1995).
In 1990, the Mid-Atlantic surflclam fishery became the first U.S. fishery to be
regulated using Individual Tradable Quotas (ITQs). The implementation of ITQs
resulted in initial increases in efficiency for the surfclam industry, during the pe-
riod 1990-1995 (Brandt 2007, Walden et al. 2012), due to the exit of many inefficient
vessels. Many vessel owners stopped harvesting after the implementation of ITQs
but continued to own quota in the fishery. A more recent long-term analysis shows
that productivity has since declined in the period 2000-2012, largely due to spatial
changes in the biomass (Walden et al. 2012). The exit of many inefficient vessels
and consolidation of ITQ by large upstream surfclam processors has resulted in a
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more consolidated industry. Much of the remaining fleet is either vertically inte-
grated with processors or horizontally integrated fleets. Important questions about
whether this consolidation is likely to continue and the impact it will have on fish-
ing communities is beyond the scope of this study. However, we think that we can
shed light on the economic impact of recent changes in the industry and fishery
itself.
In 2005 a ”market crisis” occurred in the fishery, causing much of the exist-
ing surfclam fleet to leave the fishery (Mid-Atlantic Fishery Management Council
2010).This crisis was caused by upstream surfclam buyers switching to imported
clams from Vietnam and Canada. During this time period an influx of smaller ves-
sels is observed. After 2005, some vessels did return to the fishery, but the number
of active vessels dropped substantially, from about forty vessels to approximately
thirty-five. We find significant changes in technical efficiency and marginal pro-
ductivity can be observed during this time period. In addition, the data reveal
a significant decline in landings per-unit-effort (LPUE), caused by decreasing re-
source abundance (Weinberg 2005). This will likely result in more vessels exiting
the fishery and lead to further consolidation of the industry. Our analysis of the
data shows that mean technical efficiency for the fishery has been relatively flat,
or possibly slightly increasing during the nine year period. Because ITQs create a
barrier to entry for new firms, further gains in technical and allocative efficiency
may not be realized. We consider these implications when discussing the results
of this study.
Stochastic frontier models have been used in analysis of productivity and firm
efficiency since first proposed by Meeusen and Broeck (1977) and Aigner et al.
(1977). Meeusen and Broeck (1977) used an exponential inefficiency term, while
Aigner et al. (1977) use a half-normal distribution to model the inefficiency of firms.
Stochastic frontier analysis has been widely used to analyze productive, allocative
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and cost efficiency in the fisheries literature (Squires and Kirkley 1999, Pascoe and
Coglan 2002, Brandt 2007). Data envelope analysis (DEA) is another popular tech-
nique used ti assess productive efficiency in fisheries (Felthoven 2002, Kirkley et al.
2004, Tingley et al. 2005). DEA also estimates a production frontier but uses lin-
ear programming methods to estimate a deterministic production frontier, rather
than a stochastic frontier. Kirkley et al. (1995) points out that given the inherent
stochastic nature of fisheries production data, including weather and other envi-
ronmental shocks, stochastic frontier models are more appropriate. We proceed
using this stochastic frontier methodology in both a Bayesian and maximum like-
lihood estimation framework.
More recently, frontier analysis has moved to using Bayesian methods for esti-
mating technical and allocative efficiency. Previous studies of include Osiewalski
and Steel (1998), Ehlers (2011), Griffin and Steel (2007), Fernandez et al. (1997),
Tsionas (2005) and Van den Broeck et al. (1994). Van den Broeck et al. (1994)
introduced Bayesian methods for stochastic frontier models and showed the ad-
vantages of exact, small-sample inference for efficiencies, as well as methods to
incorporate prior information into the model. Ehlers (2011) showed how to esti-
mate stochastic frontier models using JAGS (Plummer et al. 2003), which stands for
Just Another Gibbs Sampler, using the statistical software R (R Core Team 2013).
Griffin and Steel (2007) outlined estimation of a stochastic frontier model using
another popular Bayesian software platform for social sciences, WinBUGS (Lunn
et al. 2000). One particular advantage of using Bayesian methods is that poste-
rior inferences for technical efficiency are easy to produce using readily available
software, and often have smaller variances than frequentist methods.
To specify the functional form of the stochastic frontier we use a model similar
to Brandt (2007). Our model differs in that we do not have data on vertical and hor-
izontal integration of firms in the industry, and we use a time-varying half-normal
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inefficiency distribution. Estimation of the Bayesian model is accomplished using
the R package, R2jags (Su and Yajima 2013), a package which calls JAGS from the
R console. We compare these Bayesian estimates to a maximum likelihood model
frontier model, which is estimated using the Frontier package (Coelli and Hen-
ningsen 2013) in R.We compare the two models to see if the estimates of marginal
productivity and technical efficiency differ. For the Bayesian model we specify
uninformative priors, so that the model estimates reflect the underlying data.
The rest of the paper will proceed as follows; Section 4.2 discuss the recent
changes in the surfclam industry and describes the data in more detail. Section 4.3
builds the Bayesian framework for the stochastic frontier model, and describes
the workings of the Gibbs Sampler. Section 4.4 presents the estimates from the
two model, and Section 4.5 discusses the implications of the findings and areas of
future research.
4.2 Motivation and Data
The motivation for this paper comes from recent evidence of declining produc-
tivity in the fishery (Walden et al. 2012) and evidence of a structural change in the
surfclam fleet in 2005 (Mid-Atlantic Fishery Management Council 2010). In 2005,
a ”market crisis” caused a large number of vessels to leave the surfclam fishery.
According to the Mid-Atlantic Fishery Management Council (2010), a combination
of factors led to this substantial change in the fleet structure. Industry members
report that major users of clam meats reduced their purchases and stopped adver-
tising surfclam products, such as clam chowder. Additionally, an excess supply
of clams, caused by increased imports from from Canada and Vietnam, led to a
drop in the ex-vessel price for clam meat. A second factor in the market crisis was
the reduced operations of the second largest surfclam processing plant, located in
Mappsville, Virginia. In addition, vessels that were vertically integrated with this
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processor were sold to another firm, resulting in increased consolidation of the in-
dustry. As shown in table 4.1, prior to the restructuring of the surfclam fleet in
2005, about 35-40 vessels operated in a given year. Some of these vessels harvest
surfclam only (SC), while others harvest both surfclam and ocean quahog (SC and
OC). After 2005, the number of total vessels harvesting surfclam only (SC) drops
initially, but then recovers. Additionally, the number of vessels harvesting both
surfclams and ocean quoahog drops substantially as well.
Vessel Type 2001 2002 2003 2004 2005 2006 2007 2008 2009
SC and OQ 14 16 11 14 12 9 9 8 8
SC only 21 23 23 21 24 20 24 24 28
Total 35 39 34 35 36 29 33 32 36
Table 4.1: Number of Vessels by Year
(Mid-Atlantic Fishery Management Council 2010)
In 2005, the data shows that 14 previously unobserved vessels entered the fish-
ery. These vessels were smaller, with a mean length of around sixty feet, well below
the nine year average of eighty-five feet. These vessels then exited the fishery in
the following year. The impact of these smaller vessels on the length distribution
of the fleet in 2005 can be seen in figure 4.1.
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Figure 4.1: Distribution of Vessel Length by Year
In addition to the market crisis in 2005, there are several other factors which
are driving the industry towards consolidation. Landings per-unit-effort (LPUE)
is a widely used measure of effort in fisheries. There are substantial data indicat-
ing that LPUE has been declining at a rate of 10% per year during the 2001-2009
time period (Mid-Atlantic Fishery Management Council 2010). The result is ves-
sels have had to spend more time-at-sea in order to catch their quota. Additionally,
harvesting costs have increased over time as firms have to pay for additional fuel.
The nature of the contracts between vessels and surfclam processors means that
vessel captains only get to choose where they harvest, and how long they operate
at sea. All other aspects of the harvesting trips are stipulated in the contractual
agreements between the processor and vessel owner.
84
Table 4.2 shows how average time fishing has been increasing over the nine
year time period, in addition to average length of the vessels. The one exception is
2005, when many smaller vessels entered the fishery during the market crisis.
Year Length (ft) Time Fishing (hrs) Harvest (bu)
2001 82.2 751.6 86297.2
2002 83.5 820.1 86309.9
2003 85.3 1005.9 97393.2
2004 90.1 1134.7 100783.5
2005 76.9 1116.7 93627.7
2006 92.5 1408.9 109071.9
2007 87.8 1604.8 104217.8
2008 87.5 1712.3 97284.1
2009 85.9 1430.8 74294
Table 4.2: Average Vessel Length, Time Fishing, and Harvest
The data used for estimation come from the National Marine Fishery Service
logbook reporting system, which documents every harvesting trip taken by every
vessel in the Mid-Atlantic surfclam fishery in the U.S. EEZ (3-200miles offshore).
The logbook data are a panel data set containing approximately 24,000 vessel-trip
observations, for years 2001-2009. The trip-level data set includes variables such
as bushels harvested, time fishing, time-at-sea, and vessel characteristics such as
vessel length, gross-tons and horsepower. The trip-level data has a total of eighty-
eight different vessels observed over the nine year period. In order to estimate
the stochastic frontier, additional survey data collected by the National Oceanic
and Atmospheric Administration’s (NOAA) Northeast Fisheries Science Center
(NEFSC)-Resource Evaluation and Assessment Division are used as an estimate of
biomass.
Before estimating the model we dropped observations on non-harvesting ves-
sels, such as trips by research vessels. The resulting data had a total of seventy
vessels observed over the nine year time period. We then aggregated the data over
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trips in a year, resulting in 285 vessel-year observations. This was done to make
estimation of the model easier. Before aggregating, we estimated the same frontier
model using both the trip-level and aggregate data, to check for possible aggre-
gation bias. Because the model results were not significantly different, we report
summary statistics from the aggregate dataset, shown in table 4.3. The estimates
of biomass come from the Northeast Fisheries Science Center Northeast Fisheries
Science Center (2010), which uses a biological model to estimate the biomass. The
data shows significant variability in total harvest and time fishing over the nine
year period, but variability in vessel length is not as large. Because biomass is only
estimated annually, we have only nine observations.
Obs Mean Std.Dev Min Max
Harvest (bushels) 285 93749 82007.6 864 442496
Time Fishing (hours) 285 1209.2 951.9 58 3959.4
Fuel (gallons) 285 65896 65979.3 876 388204
Length (feet) 70 85.7 18.4 28 162
Biomass (1000 metric tons) 9 1037 171.9 750 1294
Table 4.3: Summary statistics 2001-2009
4.2.1 Bayesian Methods
There are numerous reasons why Bayesian methods are becoming more widely
used in the social sciences. In the social sciences, programs such as WinBUGS
and R can allow researchers with training in Bayesian methods to run sophisti-
cated models without needing to know how to program a Gibbs sampler or other
Markov Chain Monte Carlo (MCMC) routine. MCMC routines are a ubiquitous
tool for estimating integrals over complicated probability distributions. Because
Bayesian models rely on integration of probability distributions over a large num-
ber of dimensions, solutions to these integrals are very difficult to derive without
using MCMC simulation methods. The computational burden of these methods
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was a limiting factor until the past few decades, but with advances in computing
power Bayesian methods are now becoming widespread in the social sciences.
Another advantage of Bayesian methods is model flexibility. Using programs
such as R allow researchers to specify hierarchical or nonlinear functional forms,
which the MCMC methods can easily accommodate with little additional compu-
tational burden. For example, the stochastic frontier model can be specified with
many different distributional assumptions on the inefficiency term. Another ad-
vantage to using Bayesian methods particular to the stochastic frontier model, is
that credible intervals for the posterior estimates of technical efficiency can be ob-
tained quite easily.
Western and Jackman (1994) provide a compelling argument for using Bayesian
methods with observational data. Observational data, which are commonly used
in economics, political science and other social science disciplines, are fraught with
many problems, including measurement error and colinearity in the variables.
This paper highlights two major issues surrounding the use of traditional frequen-
tist methods for estimating linear regression models in social sciences. The first
issue is that data often are not generated by a random process and often consti-
tute all available observations from a population. This means that using frequen-
tist inference, which relies on long-run behavior of a repeatable data mechanism,
may not be appropriate. Given that our data contain all observations in the feder-
ally regulated surfclam fishery, this scenario applies to our data as well. Second,
many times observational data used in the social sciences has colinearity among
variables. Western and Jackman (1994) point out that unless the colinearity is ex-
tremely high, the only problem for the applied researcher occurs when the param-
eter estimates do not have the expected sign. In this situation, the problem is that
the variables do not carry much additional information independently, and thus
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the parameter estimates may be imprecise. In economics, this can lead to parame-
ter estimates with signs that are not consistent with economic theory.
Bayesian methods allow researchers to place prior distributions on parameters,
thus giving them the expected signs using theory or previous studies as a guide.
This allows for more ”sensible” results. In the frequentist paradigm, this is usually
accomplished by imposing restrictions on the parameters. A common restriction
could be excluding highly co-linear variables from the model, effectively setting
the parameters equal to zero. Western and Jackman (1994) show that with the
proper model setup, it is unnecessary to exclude these variables from the model,
and that Bayesian methods can often result in smaller intervals for the estimated
parameters.
In the next section we specify a Bayesian Model for measuring production effi-
ciency, and derive the conditional distributions, which are functions of the priors,
and the joint likelihood of the model and data. We also describe how the Gibbs
sampler is used to estimate the posterior distributions for the parameters of inter-
est using these conditional distributions.
4.3 Methodology
4.3.1 Modeling Production Efficiency
Production frontiers are used to model the maximum level of output a firm can
obtain using a certain technology and given level of inputs. The stochastic pro-
duction frontier model allows for a random error (e) that affects firm output, such
as weather, and a one-sided error term (b) that captures observed heterogeneity
due to factors that affect technical inefficiency. The fisheries literature has identi-
fied many factors that affect firm technical inefficiency, including vessel age (Pas-
coe and Coglan 2002) and skipper ability (Kirkley et al. 1998, Squires and Kirkley
1999). Kirkley et al. (1998) note that additional factors such as skipper and crew
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motivation are probably just as important to explaining firm technical inefficiency,
but are difficult to measure. We allow the inefficiency term to vary by time in
this model specification following (Kumbhakar 1990, Battese and Coelli 1995), al-
lowing for an error components frontier. The motivation for a time varying inef-
ficiency term, as opposed to a time-invariant term, comes from the logbook data
and the institutional background of the Mid-Atlantic surfclam fishery. Because of
significant changes in the surfclam fleet composition between 2001-2009, we think
a time-varying inefficiency term is appropriate.
For panel data with N observed vessels and T time periods, the model can be
expressed as
yit = f(xit; β)− bit + eit, i = 1, . . . , N and t = 1, . . . , T (4.1)
where yit is the natural logarithm of output, xit is a vector of natural logarithms of
inputs, including an intercept, β is a vector of coefficients, and eit is independently
and identically distributed with mean zero and variance σ2e . Additionally, eit is
assumed to be independent of bit.
The functional form for the production frontier is assumed to be Cobb-Douglas,
following (Brandt 2007). We specify the stochastic frontier model for vessel i in
year t. Let i = 1, . . . , 70 denote the vessel, and t = t1, . . . , tni denote the ni years
in which vessel i is observed. The stochastic frontier model for vessel i in year t is
then
yit|bi, eit = β0 + β1xit1 + β2xit2 + β3xt3 − bit + eit (4.2)
where eit is assumed to be identically and independently distributed N(0, σ2), bit
is a non-negative half-normal random variable capturing vessel inefficiency, yit is
natural log of bushels, xit1 is natural log of time fishing, xit2 is natural log of vessel
length, and xit3 is the natural log of biomass.
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The bit term measures the technical inefficiency of the ith vessel in time period
t. Following Lee and Schmidt (1993) we define the time-varying inefficiency as
bit = γ(t)bi (4.3)
To model the effect of time on technical inefficiency, γ(t), we follow Battese and
Coelli (1992), who propose the model
γ(t) = exp[η(t− T )] (4.4)
where positive η indicates increasing vessel efficiency over time. Technical effi-
ciency of the ith vessel in period t is estimated by TEit = exp(−bit).
To see the differences between frequentist and Bayesian methods, we first esti-
mate this model with a time-varying efficiency term using maximum likelihood es-
timation (MLE) following (Battese and Coelli 1992). Next we estimate the Bayesian
stochastic frontier model using the R2jags package in R. For the Bayesian analy-
sis we report posterior means and 95% credible intervals from the parameters. A
credible interval is the Bayesian equivalent to the confidence interval used in fre-
quentist statistics. However, credible intervals can be interpreted as probabilities,
unlike frequentist intervals, which rely on repeated sampling. For example, a 95%
credible interval says that the probability the true parameter lies within the inter-
val is 95%. Appendix C contains a summary of these posterior credible intervals
and means.
In the next section we discuss the Bayesian model for production efficiency.
Before we can estimate the Bayesian model we need to specify a full likelihood
function for the data. In the next section we build the likelihood for the stochastic
production frontier and then show how the complete conditional posterior distri-
90
butions can be found. Last, we discuss the MCMC method used for estimating
these posterior distributions, known as Gibbs sampling.
4.3.2 Bayesian Model for Production Efficiency
In the Bayesian model, the goal is to obtain posterior distributions for the pa-
rameters of interest. To do this we must first specify conditional distributions for
the parameters of interest, conditioned on the other parameters in the model and
the data. Following (Ehlers 2011), let β contain the parameters in the production
function, θ is the set of hyperparameters in the prior distribution of bit, and X is the
matrix with log inputs. The vector of hyperparameters for bit contain the variance
of the inefficiency term, σ2b , and the half-normal prior assumption. Combining the
likelihood and the joint prior distribution, the joint posterior distribution is
p(β, σ2,b, θ|y) ∝ p(y|X, β,b, σ2)
70∏
i=1
tni∏
t=1
p(bit|θ)p(β)p(σ2)p(θ) (4.5)
where p(y|X, β,b, σ2) is the joint likelihood of the data, using the model defined in
equation 4.2. The joint posterior described above is proportional to the likelihood
times the joint prior.
Complete conditional distributions are required for JAGS to simulate posterior
distributions for each parameter. The complete conditional distributions for β, bit,
σ2 and θ are respectively given by
p(β|y, θ, σ2,b) ∝ p(y|X, β,b, σ2)p(β) (4.6)
p(bit|y, β, θ, σ2) ∝ p(yit|xit, β, σ2)p(bit|θ) (4.7)
p(σ2|y, β, θ,b) ∝ p(y|X, β,b, σ2)p(σ2) (4.8)
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p(θ|y, β, σ2,b) ∝
70∏
i=1
tni∏
t=1
p(bit|θ)p(θ) (4.9)
Next we discuss the choice of prior distributions for the parameters in the stochas-
tic frontier model.
4.3.3 Priors
We chose relatively uninformative priors for the model, seen in table 4.4, so
that the estimated posterior moments reflect the underlying data. We tested the
model with several different prior distributions for the production parameters and
inefficiency terms. These did not affect the model estimates significantly.
Parameter Distribution Family Location and Scale
β Normal µ = 1, precision = 1E − 05
b Truncated Normal µ = 0, σ2b
σ2b Gamma α = 3, β = 1
σ2e Gamma α = 3, β = 1
η Normal µ = 0, precision = 4
Table 4.4: Priors for Bayesian Model
In the next section, we describe how the conditional distributions shown above
are used by the Gibbs sampler to find the posterior distributions for the parameters
of interest. Later we estimate expected values and standard deviations for these
posteriors in order to make inferences about the model.
4.3.4 Gibbs Sampler
The Gibbs sampler is a MCMC algorithm that simulates posterior distributions
for the parameters of interest. According to Gill (2002), the main idea of the Gibbs
sampler is to get a marginal distribution for each parameter by iteratively condi-
tioning on iterim values of the other parameters in a continuing cycle. The cycle
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continues until the samples generated empirical approximate the desired marginal
distributions.
The Gibbs sampler is first defined by the conditional distributions for each pa-
rameter in the model, as shown in section 4.3.2. These are conditional distributions
in that they depend on the other parameters in the model, including the priors, and
the data. The model specification clearly affects these conditional distributions,
and thus the resulting MCMC inferences. A ”transition kernel” for the Markov
Chain is created by iteratively cycling through these distributions, drawing values
that are conditioned on the latest draws of the dependencies, i.e. the Markovian
property. It has been shown that when the MCMC algorithm is allowed to run long
enough it will settle on the limiting distributions that characterize the marginal
posteriors of the parameters in the model.
The MCMC sampling done in this paper using the software JAGS1. The JAGS
software is run in the R platform using the package, R2Jags. The R2jags package
also allows for diagnostics to be performed on the output analysis, to check the
mixing properties of the MCMC chains. In the next section we present results from
estimation of the Bayesian and maximum likelihood stochastic frontier models.
4.4 Results
In this section we display estimates of the stochastic frontier model from equa-
tion 4.2 using both the maximum likelihood (ML Model) and Bayesian estimator
(Bayes Model). We first estimate using the entire dataset, years 2001-2009. We then
break the data up into three separate time periods, to examine the impact of the
2005 market crisis. We look at time periods before the crisis, 2001-2004, and time
periods during/after the crisis, 2005-2009 and 2006-2009. We then compare pa-
1 JAGS was originally developed as a clone to the BUGS package (Bayesian Inference Using
Gibbs Sampling) (Spiegelhalter et al. 1996) for graphical modeling.
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rameter estimates for the production frontier, and estimates of technical efficiency
across the time periods. Lastly, we look at how technical efficiency is affected by
factors such as vessel age, hull material and region.
4.4.1 Model Estimates for 2001-2009
For the Bayesian Model, we place normal distributions on all priors for the
fixed effects parameters, and a half-normal prior on the inefficiency distribution.
In each set of estimates, the parameter λ captures the ratio of variability due to
inefficiency to total variability in the model, and is defined as λ = σ
2
b
σ2e+σ
2
b
. The first
model shown below in table 4.5 is the maximum likelihood model, using methods
described in (Battese and Coelli 1992).
Estimate Std. Error 95% Conf. Interval
Intercept -7.60*** 1.35 (-10.25,-4.95)
log(timefish) 1.05*** 0.02 (1.01,1.09)
log(length) 0.21* 0.09 (0.03,0.39)
log(biomass) 1.59*** 0.12 (1.35,1.83)
λ 0.81*** 0.06 (0.69,0.93)
η -0.04 0.03 (-0.10,0.02)
Mean T.E. 0.72
σ2b 1.45
σ2e 0.34*** 0.10
LogLik -62.88
Note: *p <.05 , **p <.01 , ***p <.001
Table 4.5: Maximum Likelihood Model
The estimated coefficients for log(timefish), log(length) and log(biomass) are
all positive, as economic theory would suggest. Because the model is in natural
log form, the coefficients can be interpreted as elasticities. A λ = 0.81 suggests that
much of the variability in the two-part error term is due to technical inefficiency,
reinforcing the choice of a stochastic frontier model. The mean technical efficiency
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over the nine year time period is 0.72, however because the 95% confidence interval
for η covers 0, this suggests no change in mean technical efficiency over time.
Next, we estimate the same model in a Bayesian framework. Table 4.6 shows
estimates from the Bayesian Model with time varying technical efficiency. We
chose to run the MCMC algorithm using four MCMC chains with different start-
ing values. This has the advantage of increasing the mixing of the MCMC chains
and speeding convergence. We report results from 50,000 simulations due to the
MCMC chains showing good mixing. The table reports posterior means and 95%
credible intervals for parameters in the model.
Variable Mean 95% Credible Int.
Intercept -7.45 (-10.01, -4.73)
log(timefish) 1.05 (1.00,1.09)
log(length) 0.21 (-0.01,0.43)
log(biomass) 1.56 (1.22,1.88)
λ 0.79 (0.67,0.88)
η 0.04 (-0.01,0.10)
Mean T.E. 0.72
σ2b 0.30 (0.16,0.52)
σ2e 0.07 (0.06,0.09)
Table 4.6: Bayesian Model 2001-2009
The magnitudes of the production frontier estimates in tables 4.5 and 4.6 are
very similar. The input elasticities for timefishing, length and biomass are all pos-
itive, which is consistent with economic theory. Mean technical efficiency exactly
the same between the two models are 0.72. The 95% credible interval for η in the
Bayesian model suggests that technical efficiency is not changing over time, which
is also consistent with the ML model.
Recent studies have used much longer time periods, 1981-2012, and found that
long-run efficiency may be declining in the fishery (Walden et al. 2012).Walden
et al. (2012) uses a Malmquist Index (MI) to measure changes in industry produc-
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tivity. One advantage of the MI is that changes in productivity can be broken into
changes in technical efficiency, scale efficiency and technical change. The stochas-
tic frontier model as currently specified can only measure changes in technical effi-
ciency over time. One drawback of this model is that we cannot disentangle tech-
nical change from the technical efficiency changes in the current model. Walden
et al. (2012) claim that technical change is the biggest factor in explaining why pro-
ductivity in the industry has not dropped more substantially in the past decade. If
over capitalization is still an issue, meaning the fleet is still too large, then further
gains in technical efficiency may be possible from continued exit of excess capital.
As the less technically efficient vessels exit the fishery, mean technical efficiency
will continue to increase. The slow exit of excess capital in the Mid-Atlantic surf-
clam fishery has been well documented (Weninger and Just 1997).
4.4.2 Model Estimates for 2001-2004, 2005-2009 and 2006-2009
Next, we divide the data in different time periods, and look at estimates of tech-
nical efficiency and marginal productivity from before and after the fleet structural
change in 2005. We divide the data into periods 2001-2004, 2005-2009 and 2006-
2009. There are 133 observations in 2001-2004 time period, 152 in the 2005-2009
time period, and 124 observations in the 2006-2009 period. Table 4.7 shows es-
timates from the maximum likelihood stochastic frontier model. 95% confidence
intervals are reported in the line below each variable.
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ML Model 2001-2004 2005-2009 2006-2009
Est. S.E. Est. S.E. Est. S.E.
Intercept -6.81 3.78 -8.41*** 1.92 -10.63*** 2.23
(-14.22,0.60) (-12.17,-4.67) (-15.00,-6.26)
log(timefish) 0.93*** 0.03 1.10*** 0.03 1.06*** 0.03
(0.87,0.99) (1.04,1.16) (1.00,1.12)
log(length) 0.89*** 0.27 0.23* 0.11 0.65*** 0.19
(0.36,1.42) (0.01,0.45) (0.28,1.02)
log(biomass) 1.17* 0.50 1.64*** 0.26 1.73*** 0.33
(0.19,2.15) (1.13,2.15) (1.08,2.38)
λ 0.91*** 0.03 0.79*** 0.07 0.71*** 0.11
(0.85,0.97) (0.65,0.93) (0.49,0.93)
η -0.15* 0.06 0.10 0.06 0.2* 0.08
(-0.27,-0.03) (-0.02,0.22) (0.04,0.36)
Mean T.E. 0.69 0.68 0.72
σ2b 4.35 0.87 0.42
σ2e 0.43*** 0.13 0.23** 0.07 0.18** 0.06
LogLik -16.97 -29.15 -24.82
Note: *p <.05 , **p <.01 , ***p <.001
Table 4.7: Maximum Likelihood Model
Since the output and inputs are on the natural log scale, the coefficients on the
production function can be interpreted as elasticities. For example, an estimate
for β1 of 1.05 indicates that a 1% increase in time fishing causes a 1.05% increase
in bushels harvested, all else constant. The elasticities for timefishing, length and
biomass are all positive as economic theory would suggest. The sum of the elas-
ticities for timefishing and length is greater than one, suggesting that firms are op-
erating in the increasing returns-to-scale portion of the production function. This
would not make economic sense if we assume firms are profit maximizers, how-
ever given the nature of the industry it is more likely they operate as cost minimiz-
ers, subject to a quantity that is determined by their quota holdings.
Table 4.8 shows estimates from the Bayesian stochastic frontier model for pe-
riods 2001-2009. We report posterior means and 95 % credible intervals for the
97
parameters in the model. All three models showed good MCMC mixing at 50,000
simulations.
2001-2004 2005-2009 2006-2009
Intercept -7.68 -7.42 -9.13
(-18.78,2.47) (-11.45,-3.26) (-14.60,-3.83)
log(timefish) 1.03 1.10 1.06
(0.96,1.10) (1.04,1.16) (0.99,1.14)
log(length) 0.33 0.22 0.68
(-0.07,0.71) (-0.03,0.46) (0.23,1.15)
log(biomass) 01.53 1.51 1.48
( 0.13,3.07) (0.94,2.05) (0.69,2.28)
λ 0.63 0.76 0.72
(0.47,0.78) (0.62,0.87) (0.57,0.85)
η 0.17 -0.06 -0.12
(-0.11,0.58) (-0.17,0.06) (-0.27,0.04)
Mean T.E. 0.79 0.68 0.70
σ2b 0.17 0.23 0.21
(0.09,0.32) (0.12,0.407) (0.11,0.38)
σ2e 0.10 0.07 0.07
(0.08,0.13) (0.05,0.09) (0.06,0.10)
Table 4.8: Bayesian Model
The parameter estimates from both models are very similar. We assumed nor-
mal priors on the fixed effects in the Bayesian model, with large variances. This
means that the priors have little impact on the posterior results, and the data drives
the resulting estimates. It can be shown that the maximum likelihood estimates
and Bayesian estimates will be the same when the priors placed on the Bayesian
model are uninformative.The advantage of the Bayesian model remains in the in-
ference, where a 95% credible interval can be interpreted as a probability interval,
rather than an interval which relies on repeated sampling. One difference is seen
in the estimates of the time effect (η) where the maximum likelihood model shows
a declining technical efficiency in the 2001-2004 period, followed by significant
increases in technical efficiency in the 2006-2009 period. The Bayesian model pos-
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terior estimates for η do not show a significant increase or decrease over the entire
time period.
4.4.3 Marginal Productivity of Time Fishing and Length
It is well established that LPUE in the fishery has been declining at about 10%
per year (Walden et al. 2012, Mid-Atlantic Fishery Management Council 2010).
Given this fact, we would expect marginal productivity for time fishing to de-
crease. Firms may try to substitute capital (i.e. length of vessel) for time fishing in
an attempt to find a cost minimizing solution, so we also examine marginal pro-
ductivity of length.
Because the model is in natural logs, we can interpret the β’s as elasticities. To
get the marginal productivity of time fishing we take the derivative of log(harvest)
with respect to time fishing (x1) and get
1
y
∂y
∂x1
=
β1
x1
(4.10)
which can be rewritten
β1 =
∂y
∂x1
x1
y
(4.11)
where ∂y
∂x1
is the marginal productivity of time fishing, and β1 represents the elastic-
ity with respect to time fishing, all else constant. Similarly, the marginal productiv-
ity of length can be found by taking the derivative log(harvest) with respect to x2.
Both marginal productivities are displayed for each year in table 4.9. The results
show how marginal productivities (MP) of time fishing and length are declining
over the nine year time period
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Year MP Time Fishing MP Length
2001 120.6 325.4
2002 110.5 320.6
2003 101.6 353.8
2004 93.3 346.8
2005 88.0 377.4
2006 81.3 365.5
2007 68.2 368.0
2008 59.7 344.6
2009 54.5 268.3
Table 4.9: Marginal Productivities of Time Fishing and Length 2001-2009
This decline in LPUE reflects both an increase in average time fishing (x1), and
a roughly constant harvest (y) during the nine year period. The result of declining
LPUE is an increasing ratio of x1
y
over time, which is shown on the second part of
right-hand side of equation 4.11. The modest increase in β1 over the nine year time
period indicates that the declines in marginal productivity are being outpaced by
the decline in LPUE. The result is that vessel costs are increasing, as captains have
to spend more on fuel and maintenance to meet their harvest quotas. Additionally,
the model estimates show that the input elasticity of capital, or the coefficient on
log(length), is greater in the periods before and after 2005. This suggests that dur-
ing the restructuring of the fishery in 2005, when many smaller vessels entered the
fishery, vessel length had a smaller marginal effect on total catch. This is confirmed
by the data on these vessels, which shows they were indeed smaller on average.
The combination of increasing technical efficiency with declining LPUE on firm
profitability is difficult to measure. The fact that the model suggests that firms are
becoming more technically efficiency over time suggests that they would be more
profitable, all else equal. However, the continued consolidation of the industry is
likely due to increasing costs and efficiencies of scale. Under a fixed quota system,
there are three ways a vessel can become more profitable, by increasing produc-
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tivity, changing output mix, buying additional quota, or some combination of the
three (Walden et al. 2012). The combination of decreasing LPUE with declining de-
mand for surfclams (Mid-Atlantic Fishery Management Council 2010) will more
than likely facilitate further consolidation of the industry, with the most efficient
vessels remaining active. In the next section we examine how technical efficiency
has changed over time and look at how the 2005 market crisis affected these esti-
mates.
4.4.4 Technical Efficiency Estimates
In this section we look at estimates of mean technical efficiency for the four time
periods, 2001-2009, 2001-2004, 2005-2009, and 2006-2009. We compare and contrast
the different time periods from the ML model and Bayesian model.
Year ML Model Bayes Model
2001 0.74 0.74
2002 0.73 0.73
2003 0.75 0.75
2004 0.73 0.73
2005 0.77 0.76
2006 0.70 0.70
2007 0.70 0.70
2008 0.71 0.70
2009 0.70 0.69
Table 4.10: Mean Technical Efficiency Estimates for 2001-2009
Comparing the two sets of estimates in table 4.10, we can see that technical
efficiency was relatively flat until 2005. Both models show that technical efficiency
increases in 2005, and then declines in the following year. We perform a Wilcoxin
rank sum test of difference in median technical efficiency between 2005 and 2006.
The results show that median technical efficiency in 2005 is statistically greater
than 2006 at the 10% level. This is consistent with (Walden et al. 2012) who find
an increase in technical efficiency, technical change and scale efficiency in 2005,
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followed by a drop in all three in 2006. Again, while the models do not find a
significant time effect for technical efficiency, from table 4.10 it is clear that mean
technical efficiency in the years after 2005 is lower than before. This suggests that
the market crisis and subsequent consolidation of the industry did not positively
impact overall technical efficiency.
In tables 4.11 we display mean technical efficiency estimates for the period
2001-2004. With the 2001-2004 data, the model predicts much higher levels of tech-
nical efficiency for the Bayesian model than the ML model.
Year ML Model Bayes Model
2001 0.72 0.83
2002 0.70 0.80
2003 0.70 0.78
2004 0.64 0.74
Table 4.11: Mean Technical Efficiency Estimates 2001-2004
In tables 4.12 we display mean technical efficiency estimates for the periods
2005-2009 and 2006-2009. Using the estimates in table 4.12, the drop in technical
efficiency from 2005 to 2006 is significant at the 10% level.
Year ML 05-09 ML 06-09 Bayes 05-09 Bayes 06-09
2005 0.71 N/A 0.71 N/A
2006 0.63 0.64 0.64 0.64
2007 0.66 0.69 0.66 0.68
2008 0.70 0.75 0.69 0.72
2009 0.71 0.78 0.69 0.73
Table 4.12: Mean Technical Efficiency Estimates for 2005-2009 and 2006-2009
The impact of the market crisis can be seen in the smaller datasets, with both
models showing a significant drop in overall technical efficiency in 2006. In the
next section we use data on vessels characteristics, such as vessel age, vessel hull
material and home port, to look at factors that affect technical efficiency.
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4.4.5 Technical Efficiency Factors
In this section we analyze how technical efficiency varies by vessel age, hull
material and home port state using the technical efficiency estimates obtained from
the Bayesian model for years 2001-2009. We report these estimates because they are
virtually identical to the results from the ML model. We find that the estimates are
consistent with economic theory and the background of the fishery. We find that
older vessels are significantly less technically efficient than newer vessels. This can
also be seen when comparing the type of hull material, with fiberglass (FBG) ves-
sels significantly more technically efficiency than older, wooden or steel vessels.
When examining technical efficiency by home port state, we see significant dif-
ferences between vessels operating from NJ and vessels operates from a northern
port (RI, NY, MA,NH) or a southern port (NC, VA, MD).
Figure 4.2 shows a boxplot of technical efficiency versus vessel age. We perform
a test to see if significant differences are present by vessel age. The age categories
are; less than 10 years (n=29), 10-20 years (n=48), 20-30 years (n=130), 30-40 years
(n=71) and 40+ years old (n=6). Because the data are not normally distributed we
use a non-parametric test, the Kruskal-Wallis test. This test is the non-parametric
equivalent to a one-way analysis of variance (ANOVA). The test for differences in
vessel age is significant at the 1% level. The boxplots show that newer vessels, i.e.
less than ten years old, are more technically efficient, as economic theory would
suggest.
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Figure 4.2: Technical Efficiency by Vessel Age
Figure 4.3 shows a boxplot of technical efficiency versus hull material (note:
FBG = fiberglass hull). Over the nine year time period we observe fiberglass ves-
sels only three times (n=3), while steel vessels are the most common (n=276) and
wood vessels are second most common (n=6). A Kruskal-Wallis rank sum test re-
veals that there are significant differences in technical efficiency by hull material at
the 1% level of significance. A pairwise comparison of medians reveals that fiber-
glass hulled vessels are statistically more technically efficient than either steel or
wooden hulled vessels. This also reflects a difference in age, as the newer vessels
are constructed of fiberglass. This also suggests that firms with significant amounts
of capital will have an advantage because they can purchase newer vessels, which
represent a large financial investment.
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Figure 4.3: Technical Efficiency by Hull Material
Figure 4.4 shows a boxplot of technical efficiency by home port state. In terms
of vessel trip frequency by home port state, the order from most frequent to least is:
New Jersey, New York, Maryland, Rhode Island, Massachusetts, North Carolina,
New Hampshire and Virginia. To analyze the regional differences in technical ef-
ficiency, we group the vessels into three categories based on home port. Vessels
operating from NY, NH, MA and RI are put in the northern port category (n=61),
vessels operating from MD, VA and NC are put in the southern category (n=35)
and vessels operating from NJ (n=189) are put in a separate category. We give NJ
a separate category because the majority of the fishing fleet are based out of ports
in this region.
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Figure 4.4: Technical Efficiency by Home Port State
Using a Kruskal-Wallis test, differences in technical efficiency by region are sig-
nificantly different at the 1% level. Figure 4.4 shows that vessels from NJ have
significantly lower technical efficiency. Additional boxplots for technical efficiency
factors for the data periods of 2001-2004, 2005-2009 and 2006-2009 are provided in
Appendix C.
4.5 Discussion
The mid-Atlantic surfclam industry has undergone significant changes since
the introduction of ITQs in 1990. Considerable consolidation in the fishing fleet
has occurred, and recently more vessels have exited the fishery due to changes in
market conditions for surfclam. In 2005, a market crisis led to a substantial part
of the fishing fleet leaving the fishery. This crisis resulted in many smaller vessels
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entering in the fishery in 2005, and then leaving the following year. After the 2005
crisis the average fleet was reduced to less than 40 vessels, indicating that many
vessels had permanently exited the fishery. We specify a stochastic frontier model
for the industry and use both Bayesian and maximum likelihood estimation meth-
ods to examine changes in production efficiency caused by the fleet restructuring
in 2005. We also examine changes in productivity throughout the 2001-2009 time
period. To accomplish this, we specify a time-varying technical efficiency term in a
stochastic frontier model. This allows us to capture changes in technical efficiency
for each vessel across all time periods.
The 2005 market crisis caused significant changes in technical efficiency for the
surfclam fleet. Both the Bayesian and maximum likelihood models show a statisti-
cally significant decline in technical efficiency from 2005 to 2006, the year after the
market crisis. However both models show that the effect of time on technical ef-
ficiency is not significant. This finding is somewhat consistent with (Walden et al.
2012), who find that technical efficiency in the industry is no longer increasing, and
may be decreasing over time. It is also possible that the fleet is still overcapitalized
and too many vessels are operating to maximize efficiency. Weninger (1998) pre-
dicted that the Mid-Atlantic surfclam and ocean quoahog fleet would eventually
contract to between 21-25 vessels. Given that we currently observe approximately
35 active vessels each year, there may be more consolidation in the near future.
Additionally, factors impacting vessel technical efficiency include age of the
vessel, hull material and home port state. We find that fishery managers should
expect to see older vessels leave the fishery in the near future, given that they are
statistically less technically efficient. Regional differences in technical efficiency
can be seen, with vessels operating from home ports in NJ less technically effi-
cient. When looking at the entire nine year period there is also clear evidence of
declining marginal productivities of time fishing and length, most likely driven by
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declines in landings per-unit-effort (LPUE). The impact of continued declines in
LPUE, accompanied by increasing harvesting costs, will likely drive the industry
to become further consolidated in the future.
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CHAPTER 5
CONCLUSION
This dissertation looks at estimation issues in two economic models widely
used in fisheries, the stochastic frontier model and the Schaefer production model.
The context for these two models is Mid-Atlantic surfclam fishery, for which we
have panel data from the vessel logbook reporting system for years 2001-2009. In
exploring estimation issues of these two models, surrounding measurement error
in Chapters 2 and 3, and Bayesian methods for measuring production efficiency
in Chapter 4, the goal of this research is to inform fishery policy. We show why
these important econometric issues should be looked at carefully when determin-
ing fishery policy, to ensure that the best possible information is available.
Chapter 2 looks at how measurement error in a single covariate, the log(biomass),
can affect parameter and technical efficiency estimates in a stochastic frontier model.
In a stochastic frontier model for a fishery, the biomass captures the resource abun-
dance, much as acres of irrigated land would capture the abundance of land in
agricultural. The motivation for the measurement error problem comes from the
fact that the biomass of a fishery is never exactly known. We show that a naive
estimation of this model, without accounting for the measurement error, would
lead to biased and incorrect estimates of technical efficiency and production out-
put elasticties. To correct for the measurement error, we use a Monte Carlo method
for reducing bias known as Simulation Extrapolation (SIMEX). We assume an ad-
ditive measurement error model in the log(biomass) and estimate a stochastic fron-
tier model using SIMEX.
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In comparing the results of the naive and SIMEX estimates we see that the out-
put elasticities for log(timefishing), log(biomass) and log(length) are biased down-
wards in the naive model, while log(gallons) is biased upwards. The naive esti-
mates of technical efficiency also shown to be significantly greater than the SIMEX
estimates, thus overstating the mean technical efficiency for the industry. In ad-
dition, the SIMEX estimates reflect that technical efficiency varies with vessel age,
hull material and region in a manner consistent with economic theory. We conduct
a Monte Carlo study to test the large sample properties of the SIMEX estimator
with additive measurement error. We find that the SIMEX estimator has the small-
est bias and root mean square error. These results show that naive estimation of
a stochastic frontier model with additive measurement error in a covariate will
give fishery managers poor information about the health of the industry, and what
factors are driving technical efficiency. In particular, the regional differences in
technical efficiency confirm that vessels in the southern region of the fishery are
not as profitable, due to declining resource abundance and increasing harvesting
costs.
Chapter 3 attempts to improve on the generalized Schaefer production model,
using a two-stage method recently proposed by (Zhang and Smith 2011). The two-
stage Schaefer production model uses catch and effort data from a fishery to esti-
mate the stock or biomass. This model is widely is by fishery managers to deter-
mine the biological status of the stock, and to determine optimal levels of catch.
The measurement error problem in the model comes from the use of a proxy vari-
able for the latent stock term in the first stage production function. The generalized
Schaefer production model proposed by (Zhang and Smith 2011) uses a fixed ef-
fects model to create a stock index in the first stage production function. The stock
index is then substituted into the second stage growth model. Their study shows
that estimates of the stock are consistent as the number of cross sections and time
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periods in the catch and effort data increase towards infinity. We show that the
SIMEX estimator can be used to reduce bias in the stock estimates, making use of
the variance in the first stage production function as a estimate of the measurement
error variance.
Using logbook data from the Mid-Atlantic surfclam fishery we estimate the
biomass of the fishery from 2001-2009. We do this with three models 1) the classic
Schaefer production Model, 2) generalized Schaefer production model and 3) the
SIMEX model. 95% confidence intervals were estimated for the biomass for each
model. We comparing the 95% confidence intervals for each model to the biomass
estimates from the Northeast Fisheries Science Center (NEFSC), which we consider
to be the true biomass. The SIMEX estimates cover the NEFSC estimates in 9 out of
9 years, while the generalized Schaefer model covers it in one year. 95% confidence
intervals for the classic Schaefer model estimates do not cover the NEFSC estimates
in any year.
These results show that the SIMEX model does much better at estimating the
fishery biomass. The other two models provide stock estimates which are severely
biased downwards. We show that a fishery manager using this data would have
very poor information to make decisions about the total catch, or biological status
of the fishery. We do caution that while this model does well for this fishery, further
research will be needed to assess how well the SIMEX model performs with pelagic
fisheries. Given that the surfclam grows very slowly and does not move, modeling
the growth for this fishery is very different from other fisheries. In future research
we hope to prove that this method can be extended to data from many different
types of fisheries.
Chapter 4 revisits the stochastic frontier model, and explores the advantages of
Bayesian methods for estimation. In this paper we specify a time-varying stochas-
tic frontier model following (Battese and Coelli 1992) and estimate both a Bayesian
111
and maximum likelihood model. The motivation for the time-varying efficiency
model comes from the data, which is a panel data set from years 2001-2009. The
surfclam fleet, which has been consolidating since 1990, experienced a ”market cri-
sis” in 2005 which caused much of the fleet to exit the fishery. Using data from the
mid-Atlantic surfclam fleet between 2001 and 2009, and we look at the impact of
fleet consolidation on estimates of technical efficiency and marginal productivity.
To estimate the Bayesian model we run the MCMC using a program called JAGS
(Just Another Gibbs Sampler) (Plummer et al. 2003). JAGS estimates posterior den-
sities of the stochastic frontier model in R (R Core Team 2013) through the package
R2jags (Su and Yajima 2013).
We estimate this model for periods before, during and after 2005. By specify-
ing a time-varying technical efficiency term in the model, we capture changes in
the industrial organization of the industry throughout the nine year time period.
There is strong evidence that marginal productivities for time fishing and length
are decreasing, in spite of the decline in active vessels. This is most likely being
caused by declining LPUE and climate change. Both the Bayesian and maximum
likelihood model estimates are consistent with a significant drop in technical ef-
ficiency following the 2005 fleet restructuring. These results are consistent with ?
who find that technical efficiency is likely decreasing in the industry due to spatial
changes in the biomass.
As these three chapters show, fishery managers face many difficulties in setting
effective policy. When using economic models to inform these decisions, managers
should be aware that issues such as measurement error can give misleading results.
Additionally, changes in the industrial organization of fisheries make it a challenge
to maximize social welfare while preserving the resource. These issues will likely
grow in importance as many developing nations move towards managing their
open-access fisheries to prevent over-fishing.
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Figure A.1: Technical Efficiency vs. Year Built
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Figure A.2: Technical Efficiency vs. Hull Material
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Figure A.3: Technical Efficiency by Region
115
NC MA VA NH NJ MD NY RI
0.
40
0.
50
0.
60
0.
70
SIMEX
Principal Port State
Te
ch
ni
ca
l E
ffi
cie
nc
y
Figure A.4: Technical Efficiency by Region
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Figure A.5: Simulation Results for βˆ0
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Figure A.6: Simulation Results for βˆ0
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Figure A.7: Simulation Results for βˆ0
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Figure A.8: Simulation Results for βˆ1
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Figure A.9: Simulation Results for βˆ1
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Figure A.10: Simulation Results for βˆ1
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Figure A.11: Simulation Results for βˆ2
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Figure A.12: Simulation Results for βˆ2
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Figure A.13: Simulation Results for βˆ2
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Figure A.14: Simulation Results for βˆ3
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Figure A.15: Simulation Results for βˆ3
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Figure A.16: Simulation Results for βˆ3
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Figure A.17: Simulation Results for βˆ4
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Figure A.18: Simulation Results for βˆ4
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Figure A.19: Simulation Results for βˆ4
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Figure B.1: Residuals Plot for Classic Schaefer Growth Model
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Figure B.2: Residuals Plot for Generalized Schaefer Growth Model
Figure B.3: Residuals Plot for Generalized Schaefer Production Function
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Summary plots for all four Bayesian Models, 2001-2009, 2001-2004, 2005-2009
and 2006-2009.
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Figure C.1: Summary Plot 2001-2009
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Figure C.2: Summary Plot 2001-2004
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Figure C.3: Summary Plot 2005-2009
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Figure C.4: Summary Plot 2005-2009
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Figure C.5: Technical Efficiency by Age 2001-2004
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Figure C.6: Technical Efficiency by Age 2005-2009
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Figure C.7: Technical Efficiency by Age 2006-2009
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Figure C.8: Technical Efficiency by Hull Material 2001-2004
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Figure C.9: Technical Efficiency by Hull Material 2005-2009
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Figure C.10: Technical Efficiency by Hull Material 2006-2009
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Figure C.11: Technical Efficiency by Home Port State 2001-2004
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Figure C.12: Technical Efficiency by Home Port State 2005-2009
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Figure C.13: Technical Efficiency by Home Port State 2006-2009
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