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Abstract — In this work we present error-correcting
codes for random network coding based on rank-
metric codes, Ferrers diagrams, and puncturing. For
most parameters, the constructed codes are larger
than all previously known codes.
Classification: Information Theory and Coding Theory
I. Introduction
The projective space of order n over finite field Fq = GF (q),
denoted by Pq(n), is the set of all subspaces of the vector
space Fnq . Pq(n) is a metric space with the distance function
dS(U, V ) = dim(U) + dim(V ) − 2dim(U ∩ V ), for all U, V ∈
Pq(n). A code in the projective space is a subset of Pq(n).
Koetter and Kschischang [4] showed that codes in Pq(n) are
useful for correcting errors and erasures in random network
coding. If the dimension of each codeword is a given integer
k ≤ n then the code forms a subset of a the Grassmannian
Gq(n, k) and called a constant-dimension code.
The rank distance between X,Y ∈ Fm×tq is defined by
dR(X,Y ) = rank(X − Y ). It is well known [2] that the rank
distance is a metric. A code C ⊆ Fm×tq with the rank distance
is called a rank-metric code. The connection between the rank-
metric codes and codes in Pq(n) was explored in [3, 4, 6].
We represent a k-dimensional subspace U ∈ Pq(n) by a
k × n matrix, in reduced row echelon form, whose rows form
a basis for U . The echelon Ferrers form of a binary vector v
of length n and weight k, EF (v), is a k×n matrix in reduced
row echelon form with leading entries (of rows) in the columns
indexed by the nonzero entries of v and ” • ” (will be called
dot) in the “arbitrary” entries.
Example 1. Let v = 0110100. Then
EF (v) =
0
@
0 1 0 • 0 • •
0 0 1 • 0 • •
0 0 0 0 1 • •
1
A .
Let S be the sub-matrix of EF (v) that consists of all its
columns with dots. A matrix M over Fq is said to be in
EF (v) if M has the same size as S and if Si,j = 0 implies that
Mi,j = 0. EF (v[M ]) will be the matrix that result by placing
the matrix M instead of S in EF (v).
II. Construction of Constant Dimension Codes
Let C be a constant-weight code of length n, constant weight
k, and minimum Hamming distance dH = 2δ. Let Cv be the
largest rank-metric code with the minimum distance dR = δ,
such that all its codewords are in EF (v). Now define code
C = ∪
v∈C
{EF (v[c]) : c ∈ Cv}.
Lemma 1. For all v1, v2 ∈ C and ci ∈ EF (vi), i = 1, 2,
dS(EF (v1[c1]), EF (v2[c2])) ≥ dH(v1, v2). If dH(v1, v2) = 0,
then dS(EF (v1[c1]), EF (v2[c2])) = 2dR(c1, c2).
Corollary 1. C ∈ Gq(n, k) and dS(C) = 2δ.
Theorem 1. Let Cv ⊆ F
m×t
q be a rank-metric code with
dR(Cv) = δ, such that all its codewords are in EF (v) for some
binary vector v. Let S be the sub-matrix of EF (v) which cor-
responds to the dots part of EF (v). Then the dimension of
Cv is upper bounded by the minimum between the number of
dots in the last m− δ+1 rows of S and the number of dots in
the first t− δ + 1 columns of S.
Constructions for codes which attain the bound of Theo-
rem 1 for most important cases are given in [1]. Examples are
given in the following table (see [5] for details):
q n k ds |C|
2 6 3 4 71
2 7 3 4 289
2 8 4 4 4573
III. Error-Correcting Projective Space Codes
Let C ∈ Gq(n, k) with dS(C) = 2δ. Let Q be an (n − 1)-
dimensional subspace of Fnq and v ∈ F
n
q such that v /∈ Q.
Let C′ = C1 ∪ Cv, where C1 = {c ∈ C : c ⊆ Q} and Cv =
{c ∩Q : c ∈ C, v ∈ c}.
Lemma 2. C′ ∈ Pq(n− 1) and dS(C
′) = 2δ − 1.
By applying this puncturingmethod with the 7-dimensional
subspace Q whose generator matrix is
0
BBB@
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
1
CCCA
and the vector v = 10000001, on the code with size 4573, and
minimum distance 4, in G2(8, 4), we were able to obtain a code
with minimum distance 3 and size 573 in P2(7).
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