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The results of experiments with these estimators on simulated and empirical data imply that the estimators both have acceptable smallsample properties; however, small-sample convergence of both estimators depends strongly on the choice of metric and local area or window size in the measurement space. M ANY RADAR, sonar, communication, and pattern recognition problems can be formulated as decision problems. Such problems can be stated in terms of three elements: a set of objects, a set of measurements, and a set of classes. To solve the problem, one must make the measurements on one of the objects, and use the results (represented by the vector X) to guess the proper class (QlJ2; * *,e,-,, or 0,) of the object. A general solution to such a problem is a decision rule 6(X), which partitions the space of X into decision regions and associates a class with each region. The purpose of devising such decision rules is to devise a standard procedure that may be applied to each test object. Each time the rule is applied an error may be made, and some kinds of errors are more costly than others. A good measure of the quality of a decision rule is the expected cost or average risk p of making a decision. If Pij(6) denotes the probability that the rule 6 will classify a member of class ei as class Qj, cij denotes the relative cost of such an error, and ni the prior probability of occurrence of class Bi, then the average risk of using 6 is P(6) = C CijPij(S)ni.
id If the costs are normalized SO that 0 I Cij I 1, then 0 I p(6) I 1. We shall consider normalized costs. The Bayes risk, denoted p*, is the minimum achievable value of p, where the minimization is over all decision rules.
In solving a decision problem one would like to answer the following questions. 1) How difficult is the problem? How separable are the classes using a specific set of measurements? 2) If the problem is solvable using a given set of measurements, how can we choose an efficient and effective Manuscript received March 27, 1969; revised September 17, 1970 subset of these measurements to be used as the basis of a classifier? 3) What form should the decision logic of our classifier take? 4) How does the performance of the designed classifier compare to the performance of the Bayesian classifier? Only the question of classifier design has been explored in detail. The Bayes risk associated with a set of measurements will determine class separability, hence the intrinsic difficulty of the problem, when those measurements are used. Although many suboptimal methods for selecting measurements have been suggested, the optimal way to choose a subset of measurements is to select that subset that minimizes the Bayes risk. Furthermore, the Bayes risk provides a lower bound on classifier performance.
Unfortunately, in most of the decision problems encountered today the conditional probability densities f(X 1 ei) are unknown and the Bayes decision rule cannot usually be determined. Hence, the Bayes risk cannot be calculated analytically. However, if enough correctly classified data points are available, then several classes of nonparametric rules can be empirically determined. Although these rules are somewhat complicated to implement, they may be effectively used to obtain estimates of the Bayes risk. With these estimates we can answer the questions of class separability, utility of measurements, and bounds on classifier performance.
One nonparametric technique for obtaining Bayes-risk estimates is based on the nearest neighbor decision rule [ 11. Cover and Hart [1] have shown that for cij = dij if we use an infinite number of correctly classified samples, the risk pNN achieved by the nearest neighbor decision rule is bounded as p* I pNN I 2~". Cover [2] has suggested that an estimate of pNN, hence an estimated bound on p*, can be obtained empirically by counting the number of errors made when the nearest neighbor rule is used. A second nonparametric technique for determining Bayes-risk estimates based on probability density function approximation is developed in this paper.
We use Parzen estimators [3] as extended by Murthy [4] to estimate the multivariate class conditional probability densities. These estimators converge in quadratic mean to the true densities as the sample size becomes infinite. We generate estimates of the Bayes decision rule from these density estimates and show that the risk of the estimated rule converges in quadratic mean to the Bayes rule. Next, we count the errors made by using this nonparametric rule and show that the frequency of each error type converges in quadratic mean to the appropriate Bayes error probability; hence these error counts may be used as a consistent estimate of the Bayes risk when the costs are given. To provide some information on small-sample behavior, we discuss a series of Monte Carlo simulations, which em-pirically determined nonparametric estimates of the Bayes risk using the techniques described in this paper, and compare them to nonparametric Bayes-risk estimates obtained using the nearest neighbor decision rule.
MULTIVARIATE DENSITY ESTIMATION
Since multiple-category decisions can always be broken down into a sequence of binary decisions, we need consider only the simpler binary case. Let x1,x2, * * . ,xd denote the d-dimensional set of measurements used to represent the test object, and let X denote a vector in this measurement space, i.e., XT = (xl,xZ; . * ,x,). Given N samples X, drawn from class 8, Parzen [3] and Murthy [4] have shown that the class of estimators given by converges in quadratic mean to f(X 1 0) at every point of continuity of f(X 1 0) if K,(y,) satisfies the following conditions.
sup Ko(vJl < co ( That is, under the above conditions
at every point of continuity of f(X I e).
Although we have chosen to estimate probability densities using Parzen estimators, any asymptotically unbiased consistent estimator such as those suggested by Loftsgaarden and Quesenberry [S], or Aizerman et al. [6] would serve equally well. A list of possible kernels, or smoothing functions n$=, K,(y,) is included in [3] . For simplicity in using the estimate fN, we have chosen to use Gaussian kernels in our computer implementations and Monte Carlo simulations.
Basically, to estimate a probability density from a set of independent samples, it is sufficient to center a multivariate Gaussian mound around each sample. As the number of samples increases, the resulting density will be an unbiased consistent estimate of the desired density, if the width of the mound is decreased fast enough so that all of the local detail is retained, but slowly enough so that a smoothing effect is achieved.
DECISION RULE ESTIMATION
In the binary case, the Bayes decision rule requires the comparison of the likelihood ratio to a threshold /?, which is a function of the prior probabilities and the costs of correct and incorrect decisions.
The Bayes rule 6*(X) is
Decide X E 0,, if .f(X I 41 , (52 -C21h = p ox I e,) -(cl1 -c12h
Decide X E 8,, otherwise.
If we define g(X) = f(X I 0,) -pf(X I 0,) then the Bayes rule becomes decide X E Or, ifg 2 0 decide X E 8,, otherwise.
(When g(X) = 0 the assignment of X is arbitrary. For simplicity in the following theorems we have assigned X to f3i in this situation. To handle pathological cases a lottery should be used to randomize the decision when g(X) = 0.) If we define a sequence of functions
where Ni = number of samples E Bi and N = N, + N,, then we can define a sequence of decision rules 6,(X):
which obey the following theorem (the proof is sketched in the Appendix). Theorem 1: The risk PN associated with the decision rule 6,(X) converges in quadratic mean to p*, i.e., lim E{lpN -p"12} -+ 0.
BAYES-RISK ESTIMATION
The Bayes risk can be estimated from the same set of samples used to estimate the decision rule. To do this we use 6,(X) on the correctly classified data set and count the errors that are made. The frequency of error fiN is an asymptotically unbiased consistent estimate of the Bayes error probability, and may be used with the costs to obtain an estimate of the Bayes risk. We can state the following theorem (the proof is sketched in the Appendix).
Theorem 2: The estimated risk fiN converges in quadratic mean to the Bayes risk p* if f(X) is continuous a.e. and P{g(X) = O} = 0.
MODIFIED ESTIMATOR pIN
There are some difficulties in the practical application of this estimator (fiN). Although the estimator is asymptotically unbiased, a bias will exist for small sample sizes. The possibility of bias occurs because each sample in the design set is used twice; once to estimate the decision rule, and once to determine how well the rule works. The estimator & depends very much on the values chosen for h,,,(N), since as k,(N) + 0 each point in the design set will be correctly classified and no errors will occur, no matter what the true error rate is. 
Example 2 To avoid this potentially disastrous effect, we might divide the design set into two parts, one of size N' and the other of size N -N'. We could use N -N' to estimate a decision rule (6,-,,(X)) and then use the remaining N' samples to estimate the Bayes risk. An examination of Theorem 2 will show that this estimate is asymptotically unbiased and consistent. If we use this technique, we must choose the value of N' that will provide the best estimate. If N' = 1, it seems that we will get the best estimate of decision rule. If N' = N -1 we will get the best estimate of risk (conditioned on a highly variable estimate of decision rule). If we modify our procedure slightly, we can realize both of these advantages. We can use N -1 samples to obtain 6,-,(X), and then use the Nth sample to test the rule. By repeating this procedure N times [7] (once for each partitioning of the N samples) and counting errors, we obtain an estimate of risk that has the same desirable asymptotic properties as the previous risk estimate. In addition, the new estimate, which we shall call pN' for brevity, should exhibit less dependence on the choice of h,,,(N). This estimator is no more difficult to compute than &, and since it should have better properties for small sample sizes, this estimator is the one that has been implemented using a digital computer, and tested by Monte Carlo experiments to be described later. 
NEAREST NEIGHBOR RISK ESTIMATION
Another simply implemented nonparametric Bayes-risk estimator can be derived from the nearest neighbor decision rule. Given a labeled training set X1. . *X, and a test point X, this decision rule assigns to X the classification of the nearest neighbor in X, . . . X,. Cover and Hart [I], [8] have shown that the risk of using this rule p,,,,,, is asymptotically bounded by 2p* with probability 1. This asymptotic bound can be tightened by using a modification of this rule called the k neaiest neighbor rule in which classification dedisions are based on a majority of the k nearest neighbors [I] . To apply rules of the nearest neighbor variety, one must choose a metric on which to base the rule, and one must choose k. To use fi,,,, one must choose the kernel K(y) and the window-size h,(N). The similarity is striking, and should not be overlooked.
to determine empirically the estimate of the Bayes risk and its variance for each technique on three representative sets of data. The measurements were formed independently so thatf(xIJz,xJeJ = f(xI/oJ *.f(xz./eJ *.f(xs/QJ. For example 1 in Table I , the densities f(X/e,) were two multivariate Gaussian densities. For example 2, we chose two triangular densities in one dimension and uniform densities in the other dimensions. For example 3, we used two uniform densities. These are all specified more precisely in Table I .
EMPIRICAL BAYES-RISK ESTIMATION
It is quite difficult to analytically determine the smallsample convergence properties of the suggested estimators. In order to investigate and compare convergence rates of the estimates as a function of the number of samples N in the correctly classified data set and the dimensionality d of the measurement vector, we used a Monte Carlo simulation To implement either of the nonparametric risk-estimation techniques requires specification of the two types of empirical factors discussed above. The nearest neighbor implementation is based on the choice of Euclidean distance as the metric. The modified estimate pN' requires the centering of a multivariate kernel about each X,. For computational convenience, a multivariate Gaussian density with mean X, and a diagonal covariance matrix was chosen. The choice of the number (k) of nearest neighbors to be used in making a decision and the size of elements of the covariance matrix, corresponding to h,(N), are the most important parameters that must be selected in implementing these methods of risk estimation.
For each experiment we drew ten sets of labeled sample points from the appropriate density and determined pN' and pNN for each set. These ten values were used to determine the mean and the variance for the experiment. Part of the results for experiment one are shown in Fig. 1 where the mean of pN' and pNN are plotted versus sample size (N) with the dimensionality of the measurement space fixed. Two sets of curves are shown to illustrate the effect of varying h,(N). The results of all three examples are shown in Table II . The true Bayes risks (assuming n, = r~~ = 0.5 and cij = Sij) for the examples are 0.157, 0.25, and 0.1, respectively. Although the results show the superiority of pN', use of pN' can lead to worse estimates than pNN if the covariance matrix of the kernel is not chosen properly. The "better than Bayes" performance exhibited by each technique in portions of example 3 in Table II demonstrates the difficulty in a small-sample approximation to the uniform probability density.
Although neither technique is computationally quick, the pNN technique is twice as fast as pN'. To choose which nonparametric estimation technique is most appropriate for application in solving a particular pattern recognition problem, one must decide whether or not the possibility of increased accuracy using pN' and its mean-square convergence properties are worth the additional computer time required to estimate the Bayes risk.
APPLICATION OF BAYES-RISK ESTIMATION
Having demonstrated the feasibility of Bayes-risk estimation, we can apply these techniques to answering the questions of problem difficulty and measurement selection. To indicate how these techniques can be utilized, we have chosen Fisher's Iris data [9] as an example (Table III) . Three classes of Iris: 1) Iris setosa, 2) Iris versicolor, and 3) Iris virginica are represented in the data set, which contains 50 sample vectors from each specie. A sample vector consists of four different measurements made on each plant. pN' risk estimates using all four measurements were obtained for class 1 versus class 2, class 1 versus class 3, and class 2 versus class 3. The Bayes-risk estimates for each of these decision problems were 0, 0, and 0.05. Thus class 1 is separable from class 2 or 3, but class 2 is not separable from class 3. At this point we might ask which subset of measurements (if one exists) allows us to separate classes 1 from 2 or 3, or which subset of two measurements gives the best discrimination between classes 2 and 3. By inspection of Table III it is obvious that using either measurement 3 or 4 individually will allow us to separate class 1 from 2 or 3 with a zero error rate. The use of only measurements 1 and 4 or 2 and 4 in the class 2 versus class 3 problem has a Bayes-risk estimate of 0.07. Thus by using only two measurements instead of four the error rate only increases from 0.051 to 0.07. Notice that the use of measurement 4 alone has a risk estimate of 0.06. This result implies that the risk using 1 and 4 or 2 and 4 will be less than or equal to 0.06. The apparent contradiction of the risk estimates (i.e., 0.06 versus 0.07) is due to two factors: 1) the small sample size on which the risk estimate is based, and 2) the variation in the risk estimate as a function of h,(N).
CONCLUSIONS
In this paper we have attempted to point out the value of an empirical estimator of the Bayes risk. The nearest neighbor error rate is one such estimator; another is the error rate of an approximate Bayes decision rule based on probability-density-function estimates. The former converges to a bound on the Bayes risk, while the latter is a consistent asymptotically unbiased estimator. Therefore, the latter seems to have certain desirable asymptotic properties not proven for the former.
Our Monte Carlo investigation of the small-sample properties of these estimators would also seem to slightly reject the nearest neighbor estimate; however, when the number of neighbors is optimized this disadvantage is very slight indeed, if present at all. For some applications, the fact that the nearest neighbor estimate is more easily implemented outweighs the slight loss of accuracy.
In order to be able to rank the separating power of measurement sets, we have developed and implemented computer programs to compute both of these estimates. Either allows one to evaluate rapidly the ultimate difficulty of a classification problem by empirically estimating the Bayes risk if all reasonable measurements are used. Either will allow one to determine effective measurement subsets.
APPENDIX PROOFS OF THEOREMS
Theorem 1: The risk pN associated with the decision rule 6,(X) converges in quadratic mean to the Bayes risk p*.
Proof: 1) Van Ryzin [IO] has proven that pN converges in probability to p*. 2) Because lpNj < I, pN is square-integrable and lpNj2 is uniformly integrable with respect to the probability measure f(X). 3) Therefore, the L, convergence theorem [lo] applies to pN and pN converges in quadratic mean to p*.
Theorem 2: The estimated risk pN converges in quadratic mean to the Bayes risk p* if f(X) is continuous a.e. and such that P{g(X) = 0} = 0.
Proof: 1) Define two sets of indicator functions that signal the incorrect classification of objects by the rule 6,(X) defined by gN(X) and by the Bayes rule defined by s(X). 
