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a b s t r a c t
The main aim of this work is to use the resolvent operator technique to find the common
solutions for a generalized system of relaxed cocoercive mixed variational inequality
problems and fixed point problems for Lipschitz mappings in Hilbert spaces. An example
of applying the main result is also given. The results obtained in this work may be viewed
as an extension, refinement and improvement of the previously known results.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by 〈·, ·〉 and ‖ · ‖, respectively. Let A(·, ·) :
H ×H → H be a nonlinear operator. Let ϕ : H → (−∞,+∞] be a proper convex lower semi-continuous function onH .
In [1], He and Gu studied the following generalized system for a relaxed cocoercive mixed variational inequality problem: find
x∗, y∗ ∈ H such that
SMVIP(A, ϕ) :
{〈sA(y∗, x∗)+ x∗ − y∗, x− x∗〉 + ϕ(x)− ϕ(x∗) ≥ 0, ∀x ∈ H, s > 0,
〈rA(x∗, y∗)+ y∗ − x∗, x− y∗〉 + ϕ(x)− ϕ(y∗) ≥ 0, ∀x ∈ H, r > 0. (1.1)
In the case of (1.1), we will define (x∗, y∗) ∈ SMVIP(A, ϕ).
Note that if K is a closed convex subset of H and ϕ(x) = δK (x), for all x ∈ K , where δK is the indicator function of K
defined by
δK =
{
0, if x ∈ K ,
+∞, otherwise,
then the problem (1.1) reduces to the following generalized system for a relaxed cocoercive variational inequality problem: find
x∗, y∗ ∈ K such that
SVIP(A, K) :
{〈sA(y∗, x∗)+ x∗ − y∗, x− x∗〉 ≥ 0, ∀x ∈ K , s > 0,
〈rA(x∗, y∗)+ y∗ − x∗, x− y∗〉 ≥ 0, ∀x ∈ K , r > 0. (1.2)
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A problem of type (1.2) was studied by Chang et al. [2]. For the recent trends and developments as regards problem (1.1)
and its special cases, see [1,3–6], and the references therein, for examples.
Equally important for the variational inequalities problems, we also have the problem of finding the fixed points of the
nonlinear mappings, which is a subject of current interest in functional analysis. It is natural to construct a unified approach
for these two problems. In this direction, several authors have introduced some iterative schemes for finding a common
element of a set of the solutions of the variational problems and a set of the fixed points of nonlinear mappings; see [7–9]
for examples.
Inspired and motivated by the recent research going on in this area, in this work, we consider the convergence criteria
of an algorithm under somemild conditions to find the common element of the solution of a generalized system for relaxed
cocoercive variational inequality problems and fixed point problems of nonlinear Lipschitz mapping in Hilbert spaces. Since
the generalized system for the relaxed cocoercive variational inequality problem and fixed point problem of nonlinear
Lipschitz mapping include several related problems as special cases, results presented in this work improve and generalize
many known corresponding results.
We need the following basic concepts and well known results.
Definition 1.1. A nonlinear mapping T : H → H is said to be a κ-Lipschitzian mapping if there exists a positive constant κ
such that
‖Tx− Ty‖ ≤ κ‖x− y‖, ∀x, y ∈ H .
In the case κ = 1, the mapping T is known as a nonexpansive mapping. If T is a mapping, we will denote by F(T ) the set
of fixed points of T , that is, F(T ) = {x ∈ H : Tx = x}.
Definition 1.2. LetM ⊂ H ×H be a set-valued mapping. ThenM is calledmonotone if for any (x1, y1), (x2, y2) ∈ M ,
〈y1 − y2, x1, x2〉 ≥ 0.
A monotone operatorM ⊂ H ×H is calledmaximal ifM is not properly contained in any other monotone operator.
Definition 1.3 ([10]). IfM is a maximal monotone operator onH , then, for any λ > 0, the resolvent operator associated with
M is defined by
JM(u) = (I + λM)−1(u),
for all u ∈ H , where I is the identity mapping onH .
It is well known that a monotone operator is maximal if and only if its resolvent operator is defined everywhere.
Furthermore, the resolvent operator is single-valued andnonexpansive. In particular, it iswell known that the subdifferential
∂ϕ of a proper convex lower semi-continuous function ϕ : H → (−∞,+∞] is a maximal monotone operator; see [11].
Moreover, we have the following interesting characterization.
Lemma 1.4 ([10]). For a given u, z ∈ H satisfies the inequality
〈u− z, x− u〉 + λϕ(x)− λϕ(u) ≥ 0, ∀x ∈ H
if and only if u = Jϕ(z), where Jϕ = (I + λ∂ϕ)−1 is the resolvent operator and λ > 0 is a constant.
The property of the resolvent operator Jϕ , presented in Lemma 1.4, plays an important role in developing the numerical
methods for solving the generalized system for a relaxed cocoercive mixed variational inequality problem. In fact, using
Lemma 1.4, we have the following result.
Lemma 1.5 ([1]). The problem (1.1) is equivalent to finding x∗, y∗ ∈ H such that{
x∗ = Jϕ[y∗ − sA(y∗, x∗)], s > 0,
y∗ = Jϕ[x∗ − rA(x∗, y∗)], r > 0, (1.3)
where Jϕ = (I + ∂ϕ)−1.
Now we recall some classes of the nonlinear mappings.
Definition 1.6. The mapping A : H → H is said to be:
(1) ν-strongly monotone if there exists a constant ν > 0 such that
〈Ax− Ay, x− y〉 ≥ ν‖x− y‖2, ∀x, y ∈ H;
(2) µ-cocoercive if there exists a constant µ > 0 such that
〈Ax− Ay, x− y〉 ≥ µ‖Ax− Ay‖2, ∀x, y ∈ H;
(3) relaxed µ-cocoercive if there exists a constant µ > 0 such that
〈Ax− Ay, x− y〉 ≥ (−µ)‖Ax− Ay‖2, ∀x, y ∈ H;
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(4) relaxed (µ, ν)-cocoercive if there exist constants µ, ν > 0 such that
〈Ax− Ay, x− y〉 ≥ (−µ)‖Ax− Ay‖2 + ν‖x− y‖2, ∀x, y ∈ H .
From Definition 1.6, obviously, we see that the class of the relaxed (µ, ν)-cocoercive mappings is the most general class.
In this work, we will consider a kind of mapping which can be viewed as a generalization of a relaxed (µ, ν)-cocoercive
mapping, as follows:
Definition 1.7. A mapping A : H × H → H is said to be relaxed (µ, ν)-cocoercive if there exist constants µ, ν > 0 such
that, for each x, x′,
〈A(x, y)− A(x′, y′), x− x′〉 ≥ (−µ)‖A(x, y)− A(x′, y′)‖2 + ν‖x− x′‖2, ∀y, y′ ∈ H .
Definition 1.8. A mapping A : H × H → H is said to be τ -Lipschitz in the first variable if there exists a constant τ > 0
such that, for all x, x′ ∈ H ,
‖A(x, y)− A(x′, y′)‖ ≤ τ‖x− x′‖, ∀y, y′ ∈ H .
Lemma 1.9 ([12]). Let {an} and {bn} be two nonnegative real sequences satisfying the following conditions:
an+1 ≤ (1− λn)an + bn, ∀n ≥ n0,
for some n0 ∈ N, {λn} ⊂ (0, 1) with∑∞n=0 λn = ∞, bn = o(λn). Then limn→∞ an = 0.
Notation. In what follows, for Γ ⊂ H × H , the symbol Γ ⋂ F(T ) 6= ∅ means that there exist x∗, y∗ ∈ H such that
(x∗, y∗) ∈ Γ and {x∗, y∗} ⊂ F(T ), where T : H → H is a mapping.
2. Main results
We begin with some observations for proving the main results in this work.
Remark 2.1. If (x∗, y∗) ∈ SMVIP(A, ϕ) and {x∗, y∗} ⊂ F(T ), then it follows from (1.3) that{
x∗ = T (x∗) = TJϕ[y∗ − sA(y∗, x∗)], s > 0,
y∗ = T (y∗) = TJϕ[x∗ − rA(x∗, y∗)], r > 0.
From Remark 2.1, we suggest the following iterative method for finding a common element of two different sets, namely,
the set of the solutions of a generalized system for the relaxed cocoercive mixed variational inequality problem (1.1) and
the set of fixed points of a Lipschitz mapping.
Algorithm (I). Let r, s be positive real numbers that appeared in the problem (1.1), and let us have x0, y0 ∈ H ; compute
the sequences {xn}, {yn} such that{
yn = (1− βn)xn + βnTJϕ[xn − rA(xn, yn)],
xn+1 = (1− αn)xn + αnTJϕ[yn − sA(yn, xn)], (2.1)
where {αn}, {βn} are sequences in [0, 1] for all n ≥ 0 and T : H → H is a mapping.
From now on, if A(·, ·) : H ×H → H is a two-variable relaxed (µ, ν)-cocoercive and τ -Lipschitz mapping in the first
variable, we define a function p : (0,+∞)→ (−∞,+∞) by
p(s) = 1+ 2sµτ 2 − 2sν + s2τ 2, for all s ∈ (0,+∞).
Consequently, if T : H → H is a κ-Lipschitz mapping, we put
θs =

√
p(s), if p(s) > 0,
1
1+ κ , if p(s) ≤ 0,
(2.2)
We now state and prove the main result of this work.
Theorem 2.2. Let H be a real Hilbert space. Let A(·, ·) : H × H → H be a two-variable relaxed (µ, ν)-cocoercive and
τ -Lipschitz mapping in the first variable, and T : H → H be a κ-Lipschitz mapping. Assume that {αn}, {βn} are two sequences
in [0, 1] and the following conditions are satisfied:
(i)
∑∞
n=0 αn = ∞;
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(ii) limn→∞ βn = 1;
(iii) r, s ∈
(
0, 2(ν−µτ
2)
τ2
)
;
(iv) κθ < 1,
where θ = max{θs, θη}. If SMVIP(A, ϕ)⋂ F(T ) 6= ∅ then the sequences {xn} and {yn} generated by Algorithm (I) converge
strongly to x∗ and y∗, respectively, such that (x∗, y∗) ∈ SMVIP(A, ϕ) and {x∗, y∗} ⊂ F(T ).
Proof. Firstly, from (2.2) and condition (iii), it follows that θ ∈ (0, 1). Next, let us have (x∗, y∗) ∈ SMVIP(A, ϕ) and
{x∗, y∗} ⊂ F(T ). Thus, by Remark 2.1, we have{
x∗ = TJϕ[y∗ − sA(y∗, x∗)],
y∗ = TJϕ[x∗ − rA(x∗, y∗)]. (2.3)
Next, by (2.1), we obtain
‖xn+1 − x∗‖ = ‖(1− αn)xn + αnTJϕ[yn − sA(yn, xn)] − x∗‖
≤ (1− αn)‖xn − x∗‖ + αnκ‖yn − y∗ − s[A(yn, xn)− A(y∗, x∗)]‖. (2.4)
By the assumption that A is a relaxed (µ, ν)-cocoercive and τ -Lipschitz mapping in the first variable, we can compute the
following:
‖yn − y∗ − s[A(yn, xn)− A(y∗, x∗)]‖2 = ‖yn − y∗‖2 − 2s〈yn − y∗, A(yn, xn)− A(y∗, x∗)〉
+ s2‖A(yn, xn)− A(y∗, x∗)‖2
≤ ‖yn − y∗‖2 − 2s
[−µ‖A(yn, xn)− A(y∗, x∗)‖2 + ν‖yn − y∗‖2]
+ s2τ 2‖yn − y∗‖2
≤ ‖yn − y∗‖2 + 2sµτ 2‖yn − y∗‖2 − 2sν‖yn − y∗‖2 + s2τ 2‖yn − y∗‖2
= (1+ 2sµτ 2 − 2sν + s2τ 2)‖yn − y∗‖2
≤ θ2s ‖yn − y∗‖2. (2.5)
Substituting (2.5) into (2.4) yields that
‖xn+1 − x∗‖ ≤ (1− αn)‖xn − x∗‖ + αnκθ‖yn − y∗‖. (2.6)
Now, we estimate
‖yn − y∗‖ = ‖(1− βn)xn + βnTJϕ[xn − rA(xn, yn)] − y∗‖
≤ (1− βn)‖xn − y∗‖ + βnκ‖xn − x∗ − r[A(xn, yn)− A(x∗, y∗)]‖. (2.7)
By the assumption that A is a relaxed (µ, ν)-cocoercive and τ -Lipschitz mapping in the first variable, using the same
argument as for obtaining (2.5), we know that
‖xn − x∗ − r[A(xn, yn)− A(x∗, y∗)]‖2 ≤ θ2r ‖xn − x∗‖2. (2.8)
Substituting (2.8) into (2.7) yields that
‖yn − y∗‖ ≤ (1− βn)‖xn − y∗‖ + βnκθ‖xn − x∗‖
≤ (1− βn)‖xn − x∗‖ + (1− βn)‖x∗ − y∗‖ + βnκθ‖xn − x∗‖. (2.9)
Next, substituting (2.9) into (2.6), we have
‖xn+1 − x∗‖ ≤ (1− αn)‖xn − x∗‖ + αnκθ
[
(1− βn)‖xn − x∗‖ + (1− βn)‖x∗ − y∗‖ + βnκθ‖xn − x∗‖
]
= (1− αn(1− κθ(1− βn(1− κθ)))) ‖xn − x∗‖ + αnκθ(1− βn)‖x∗ − y∗‖. (2.10)
Put
an = ‖xn − x∗‖,
λn = αn (1− κθ(1− βn(1− κθ))) ,
and
bn = αnκθ (1− βn) ‖x∗ − y∗‖.
Then, clearly, since κθ < 1, we have λn ∈ (0, 1) for all n ∈ N. Meanwhile, the condition (ii) implies that bn = o(λn);
moreover, by using the condition (iv), it is easy to see that λn > αn(1− κθ) for all n ∈ N and so, from the condition (i), we
obtain
∑∞
n=0 λn = ∞. Hence all the conditions in Lemma 1.9 are satisfied and so ‖xn − x∗‖ → 0 as n→ ∞, i.e., xn → x∗
as n→∞. Consequently, by the condition (ii) and (2.9), we obtain yn → y∗ as n→∞. This completes the proof. 
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Remark 2.3. The potential of applying Theorem2.2 to a class of Lipschitz continuousmappings is dependent on the numbers
µ, ν, τ , r and s, considering the condition (iv). However, we may strictly consider the case where the mappings A and ϕ are
fixed but r and s are any parameters, and focus on finding the numbers r, s > 0 such that the set
(A, ϕ)(r,s) = {T : H → H |T is a κ-Lipschitz continuous mapping such that κθ < 1}
is a possible large set. In this case, we can see that the choice r = s = ν−µτ2
τ2
should provide the answer. Indeed, let us
consider the number p(s) = 1+ 2sµτ 2 − 2sν + s2τ 2 for each s ∈ (0,∞). For each ε ∈ (0,∞), we observe that
p(s) < 1− ε if and only if s ∈
(
ν − µτ 2 −√(ν − µτ 2)2 − τ 2ε
τ 2
,
ν − µτ 2 +√(ν − µτ 2)2 − τ 2ε
τ 2
)
.
This means that, in fact, the real number ε must be in the open interval
(
0, (ν−µτ
2)2
τ2
)
. Furthermore, we see that
p(s) = 1− sup
{
ε|0 < ε < (ν − µτ
2)2
τ 2
}
if and only if s = ν − µτ
2
τ 2
.
Therefore, from the definition of θ and the condition κθ < 1, the remark is asserted.
Remark 2.4. Theorem 2.2 extends and improves the main result in [1].
If K is a closed convex subset ofH and the function ϕ(·) is the indicator function of K inH , then it is well known that
Jϕ = PK , the projection operator ofH , onto the closed convex set K . Consequently, the following result can be obtain from
Theorem 2.2 immediately.
Corollary 2.5. Let H be a real Hilbert space, K be a nonempty closed convex subset of H and A(·, ·) : K × K → H be a two-
variable relaxed (µ, ν)-cocoercive and τ -Lipschitz mapping in the first variable, and T : K → K be a κ-Lipschitz mapping. Let
x0, y0 ∈ K; compute the sequences {xn}, {yn} in K using{
yn = (1− βn)xn + βnTPK [xn − rA(xn, yn)],
xn+1 = (1− αn)xn + αnTPK [yn − sA(yn, xn)], (2.11)
where {αn}, {βn} are sequences in [0, 1] for all n ≥ 0. Assume that the following conditions are satisfied;
(i)
∑∞
n=0 αn = ∞;
(ii) limn→∞ βn = 1;
(iii) r, s ∈
(
0, 2(ν−µτ
2)
τ2
)
;
(iv) θκ < 1,
where θ is defined as in Theorem 2.2. If SVIP(A, K)
⋂
F(T ) 6= ∅ then the sequences {xn} and {yn} generated by (2.11) converge
strongly to x∗ and y∗, respectively, such that (x∗, y∗) ∈ SVIP(A, K) and {x∗, y∗} ⊂ F(T ).
Remark 2.6. Corollary 2.5 extends and improves the main result of [2].
Now we provide an application of Theorem 2.2. Recall that a mapping S : H → H is said to be an asymptotically strict
pseudo-contraction if there exists a constant λ ∈ [0, 1) satisfying
‖Snx− Sny‖2 ≤ (1+ γn)‖x− y‖2 + λ‖(I − Sn)x− (I − Sn)y‖2
for all x, y ∈ H and all integers n ≥ 1, where γn ≥ 0 for all n ≥ 1 such that γn → 0 as n→∞. In this case, we also say that
S is an asymptotically λ-strict pseudo-contraction.
Lemma 2.7 ([13]). Let S : H → H be an asymptotically λ-strict pseudo-contraction. Then for each n ≥ 1, Sn satisfies the
Lipschitz condition
‖Snx− Sny‖ ≤ Ln‖x− y‖, ∀x, y ∈ H,
where Ln = λ+
√
1+γn(1−λ)
1−λ .
Let S : H → H be an asymptotically λ-strict pseudo-contraction mapping, and A : H ×H → H be a relaxed (µ, ν)-
cocoercive and τ -Lipschitz mapping in the first variable; we define
Θs =

√
p(s), if p(s) > 0,
1
1+M , if p(s) ≤ 0
(2.12)
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where p is a function defined as in (2.2) and M = sup{Ln|n ≥ 1}. Put Θ = max{Θr ,Θs}, where r and s are positive real
numbers which generate the problem (1.1). Notice that if Θ ∈ (0, 1−λ1+λ ), since Ln ↓ 1+λ1−λ as n → ∞, there exists a natural
number j such that Lj < 1Θ . Using this observation, we can apply Theorem 2.2 to obtain the following result.
Example 2.8. LetH be a real Hilbert space. Let A : H ×H → H be a relaxed (µ, ν)-cocoercive and τ -Lipschitz mapping
in the first variable, and Θ be a positive real number defined by (2.12). Assume that the problem is (1.1) generated by
the positive real numbers r and s such that r, s ∈
(
0, 2(ν−µτ
2)
τ2
)
. Let S : H → H be an asymptotically λ-strict pseudo-
contraction that satisfies Θ ∈ (0, 1−λ1+λ ), and let j ∈ N be a natural number such that Lj < 1Θ , where Lj is defined as in
Lemma 2.7. Let {xn} and {yn} be two sequences generated by the Algorithm (I) with T =: S j. Assume that {αn}, {βn} are
sequences in [0, 1] and the following control conditions are satisfied:
(i)
∑∞
n=0 αn = ∞;
(ii) limn→∞ βn = 1.
If SMVIP(A, ϕ)
⋂
F(S) 6= ∅ then the sequences {xn} and {yn} converge strongly to x∗ and y∗, respectively, such that
(x∗, y∗) ∈ SMVIP(A, ϕ) and {x∗, y∗} ⊂ F(S). Indeed, let (x∗, y∗) ∈ SMVIP(A, ϕ) and {x∗, y∗} ⊂ F(S). It follows that
{x∗, y∗} ⊂ F(Sn) for all n ∈ N. Using this together with the fact that ΘLj < 1, as an application of Theorem 2.2, we know
that {xn} and {yn} converge strongly to x∗ and y∗, respectively.
Remark 2.9. If λ = 0, then S is called the asymptotically nonexpansive mapping. Hence, Example 2.8 can be viewed as an
improvement and extension of the main result in [7] in some senses.
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