In a Bayesian analysis, different models can be compared on the basis of the expected or marginal likelihood they attain. Many methods have been devised to compute the marginal likelihood, but simplicity is not the strongest point of most methods. At the same time, the precision of methods is often questionable.
Introduction
In Bayesian inference, the ' development of sampling methods has come far since the introduction of the Metropolis-Hastings algorithm (Metropolis, Rosenbluth, Rosenbluth, Teller & Teller, 1953) . With the resulting posterior samples, it is often of interest to contrast two competing models, to judge which model fits the data best. The (related) concepts of the marginallikelihood, the Bayes factor and the posterior odds can be used for this purpose, see e.g. Aitkin (1991) . Kass & Raftery (1995) even summarize a range of computational methods for obtaining estimates of the Bayes factor, with a theoretical indication of the accuracy that can be expected.
The marginal likelihood and corresponding Bayes factor and posterior odds are used in a number of recent articles, but no extensive analysis of the practical precision of the methods has been performed yet. In this paper, first an overview of the available estimation methods is given in section 2. For each of the methods an indication of the precision is obtained in section 3. The precision is evaluated in a small simulation exercise, on a simple regression model where analytical results are available.
prior, the full posterior distribution of the parameters is derived. A characteristic for the fit of a model M is in this case the expected or marginal likelihood m(YIM), where the expectation is taken over the likelihood .c(y; 81M) with respect to the prior distribution 7l'(8IM) of the parameters,
(1)
The marginal likelihood is the major ingredient for statistics like the Bayes factor BF= m(YIM1)/ m(YIM2), comparing the evidence in favour of two competing models. The posterior odds (PO) ratio is again based on the BF, with PO= BFx7l'(M1)/7l'(M2), aI:ld relates the posterior evidence of the models.
Though other ways exist to compute the Bayes factor or the posterior odds (see Verdinelli & Wasserman (1995) for the (generalized) Savage-Dickey density ratio), the method using the marginal likelihoods is conceptually the simplest. The next section focuses on computational methods for the marginal likelihoods.
Computational methods
Only in very special cases, most notably for the exponential likelihood with conjugate priors, can the marginal likelihood m be calculated analytically as the integrating constant of the posterior kernel. 1 In other cases, numerical methods are needed. Table 1 summarizes a range of methods. Details can be found in Bos (2001) and the references therein.
The following remarks concerning the methods in table 1 can be made: The brute-force integration method suffers from the curse of dimensionality. When it is not viable, a simulation method may help. The method mIS is not operational without a choice for the importance sampling density 7l'*(8), approximating the prior density. Using the prior density as importance function leads to weights W i == 1 as in mprior' but many drawings will fall in low-likelihood regions. Sampling from the posterior density gives more drawings in the correct region, but leads to an estimate of m which may not have a finite variance (Newton & Raftery 1994) . Intermediate positions, such as 7l'*(8) = o7l'(8) + (1 -o)p(8IY) can be chosen: This gives a consistent estimate with better convergence behaviour (see also Newton & Raftery 1994) . A more recent solution for stabilizing the harmonic mean estimate, utilizing a technique for lowering the dimension of the problem, is given in Satagopan, Newton & Raftery (2000) , and is not discussed here.
mLP and mKern are special versions of mApp' The first essentially fits a normal density to the mode of the posterior. The method can be expected·to work well in cases where the posterior is highly peaked, less well in multimodal cases. mKern applies a kernel smoother, and therefore also suffers to some extent from the curse of dimensionality, as more drawings 8(i) are needed when the dimension increases, in order to get a good approximation to the posterior density.
Finally, the Gibbs sampling method can be applied in cases where the conditional densities are available, and may be the only method when data augmentation (Gelfand & Smith 1990) is used. Implementing may prove to be
