Generalized inverse eigenvalue problem with mixed eigendata  by Ghanbari, K. & Parvizpour, F.
Linear Algebra and its Applications 437 (2012) 2056–2063
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Generalized inverse eigenvalue problem with mixed
eigendata
K. Ghanbari∗, F. Parvizpour
Mathematics Department, Sahand University of Technology, Tabriz, Iran
A R T I C L E I N F O A B S T R A C T
Article history:
Received 11 August 2011
Accepted 13 May 2012
Available online 16 June 2012
Submitted by S. Fallat
AMS classification:
35P15
58G25
Keywords:
Jacobi matrix
Generalized eigenvalue
In this paper we consider a generalized inverse eigenvalue prob-
lem JnX = λCnX , where Jn is a Jacobi matrix and Cn is a nonsingular
diagonal matrix that may be indefinite. Let Jk be k × k leading
principal submatrix of Jn. Given Cn, two vectors X2=(xk+1, xk+2,
. . ., xn)
T , Y2 = (yk+1, yk+2, . . . , yn)T ∈ Rn−k , two distinct real
numbers λ,μ, we construct a Jacobi matrix Jn and two vectors X1 =
(x1, x2, . . . , xk)
T , Y1 = (y1, y2, . . . , yk)T ∈ Rk such that JnX =
λCnX , and JnY = μCnY , where X = (XT1 , XT2 )T and Y = (YT1 , YT2 )T .
We find necessary and sufficient conditions for solvability of this
problem and we give an example.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A tridiagonal symmetric matrix of the form
Jn =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 b1
b1 a2 b2
. . .
. . .
. . .
bn−2 an−1 bn−1
bn−1 an
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
with positive (or negative) off-diagonal entries, is called a Jacobi matrix. The standard inverse eigen-
value problem (IEP) is to construct a Jacobi matrix Jn by a complete set of eigenvalues or a set of
∗ Corresponding author.
E-mail addresses: kghanbari@sut.ac.ir (K. Ghanbari), fardin2709@yahoo.com (F. Parvizpour).
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2012.05.020
K. Ghanbari, F. Parvizpour / Linear Algebra and its Applications 437 (2012) 2056–2063 2057
eigenvalues and partial information of eigenvectors. The standard IEP involves the eigenvalue problem
of the form
JnX = λX. (1.1)
Most versions of the standard IEP have been collected by Gladwell [6]. The generalized inverse eigen-
value problem (GIEP) involves the eigenvalue problem of the form
JnX = λCnX, (1.2)
where Cn = diag(c1, c2, . . . , cn) is a prescribed nonsingular definite or indefinite matrix. If Cn is
positive definite, then Cn = diag(d21, d22, . . . , d2n) = D2. In this case we may transform the equation
JnX = λCnX to JˆnY = λY, where Y = DX and Jˆ = D−1JnD−1, which is a Jacobi matrix. This trans-
formation in general is not possible, in particular when Cn is indefinite. This is the main reason to
study the GIEP independently. In both the IEP and the GIEP, Jacobi matrix J is constructed by two set of
spectra (see [1,5,6] formore details). A good survey of IEP can be found in [2]. Numerical stability of IEP
methods have been discussed in [3]. More general inverse eigenvalue problems have been considered
by [4]. Construction of Jacobi matrices from spectral data have been discussed in nice papers [7,8].
Other forms of IEP for symmetric tridiagonal matrices could be found in [9–14]. In this paper we want
to treat theGIEPwhenasetofmixedeigendata is given. Indeed,wewant to solve the followingproblem.
Main Problem: Given a k × k Jacobi matrix Jk, a non-singular matrix Cn = diag(c1, c2, . . . , cn), real
numbers λ, μ(λ = μ), and real vectors X2 = (xk+1, xk+2, . . . , xn)T , Y2 = (yk+1, yk+2, . . . , yn)T ∈
R
n−k , where (1  k  n − 1), find real vectors X1 = (x1, x2, . . . , xk)T ∈ Rk , Y1 = (y1, y2, . . . , yk)T∈ Rk , and an n×n Jacobimatrix Jn such that Jk is k×k leading principal submatrix of Jn and (λ, X) and
(μ, Y) are eigenpairs of (Jn, Cn), i.e. JnX = λX and JnY = μY , where X = (XT1 , XT2 )T , Y = (YT1 , YT2 )T .
2. Preliminary material
Let σ(Jn, Cn) be the set of eigenvalues of the pair (Jn, Cn) i.e. numbers λ such that JnX = λCnX has
a nontrivial solution. The same notation applies for σ(Jk, Ck), (1  k  n − 1), where (Jk, Ck) is the
k× k principal minor of the pair (Jn, Cn). We denote the corresponding trailing minor by (˜Jn−k, C˜n−k).
Definition 2.1. Let α and β real numbers, define ϕ0(α) = 1,
ϕi(α) = det(αCi − Ji), (i = 1, 2, . . . , n) (2.1)
and
ψi(α, β) = 1
ci
∣∣∣∣∣∣ ϕi−1(α) ϕi(α)ϕi−1(β) ϕi(β)
∣∣∣∣∣∣ , (i = 1, 2, . . . , n). (2.2)
First, we need the following lemma from [6].
Lemma 2.2. Suppose that the vector X = (x1, x2, . . . , xn)T ∈ Rn is an eigenvector corresponding to the
eigenvalue λ of the pair (Jn, Cn), where Jn is the n× n Jacobi matrix and Cn = diag(c1, c2, . . . , cn). Then,
(1) x1xn = 0.
(2) If xi = 0, then xi−1xi+1 < 0 (i = 2, 3, . . . , n − 1).
(3) xi = x1ϕi−1(λ)
b1b2 . . . bi−1
(i = 2, 3, . . . , n).
We omit the prove which is very similar to the IEP case. For details see [6, Theorem 3.3.1].
Lemma 2.3. Considering the notations of the Main Problem and Lemma 2.2, we have
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(1) If λ ∈ σ(Jk, Ck), then xk+1 = 0 and
X1 = bkxk+1
ϕk(λ)
⎡⎣k−1∏
j=1
bj, ϕ1(λ)
k−1∏
j=2
bj, . . . , ϕk−1(λ)
⎤⎦T . (2.3)
(2) If λ ∈ σ(Jk, Ck), then xk+1 = 0 and
X1 = z
b1b2 . . . bk−1
⎡⎣k−1∏
j=1
bj, ϕ1(λ)
k−1∏
j=2
bj, . . . , ϕk−1(λ)
⎤⎦T , (2.4)
where z is an arbitrary nonzero real number.
Proof. To prove the first part, we have ϕk(λ) = det(λCk − Jk) = 0, since λ ∈ σ(Jk, Ck). From Lemma
2.2 we have x1 = 0 and xk+1 = x1ϕk(λ)b1b2...bk , thus xk+1 = 0, and
x1 = bkxk+1
ϕk(λ)
k−1∏
j=1
bj.
From the first equation i.e. a1x1 + b1x2 = λc1x1 we find
x2 =
(
λc1 − a1
b1
)
x1 = (λc1 − a1)bkxk+1
ϕk(λ)
k−1∏
j=2
bj = bkxk+1
ϕk(λ)
ϕ1(λ)
k−1∏
j=2
bj.
By induction assume
xi = bkxk+1
ϕk(λ)
ϕi−1(λ)
k−1∏
j=i
bj, (1  i  r − 1, r  k − 1).
Wemust prove
xr = bkxk+1
ϕk(λ)
ϕr−1(λ)
k−1∏
j=r
bj, (1  i  r − 1, r  k − 1).
Using the recurrence relation
br−2xr−2 + ar−1xr−1 + br−1xr = λcr−1xr−1
we find
xr =
(
λcr−1 − ar−1
br−1
)
xr−1 − br−2
br−1
xr−2
= (λcr−1 − ar−1)bkxk+1
ϕk(λ)
ϕr−2(λ)
k−1∏
j=r
bj − b2r−2
bkxk+1
ϕk(λ)
ϕr−3(λ)
k−1∏
j=r
bj
= bkxk+1
ϕk(λ)
[
(λcr−1 − ar−1)ϕr−2(λ) − b2r−2ϕr−3(λ)
] k−1∏
j=r
bj
= bkxk+1
ϕk(λ)
ϕr−1(λ)
k−1∏
j=r
bj.
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To prove the second part, if λ ∈ σ(Jk, Ck), then ϕk(λ) = det(λCk − Jk) = 0, thus
xk+1 = x1ϕk(λ)
b1b2...bk
= 0.
Using induction similar to the first part of the proof we obtain
xr = x1
b1b2...bk
ϕr−1(λ)
k−1∏
j=r
bj.
Since X is a real vector with the first entry x1 = 0, where x1 may be an arbitrary nonzero real number,
thus we find
X1 = z
b1b2 . . . bk−1
⎡⎣k−1∏
j=1
bj, ϕ1(λ)
k−1∏
j=2
bj, . . . , ϕk−1(λ)
⎤⎦T . 
Lemma 2.4. With the same notation as in Lemma 2.3, if (λ, X) and (μ, Y) are the eigenpairs of the pair
(Jn, Cn), then
⎡⎣k−1∏
j=1
bj, ϕ1(λ)
k−1∏
j=2
bj, . . . , ϕk−1(λ)
⎤⎦ Ck
⎡⎣k−1∏
j=1
bj, ϕ1(μ)
k−1∏
j=2
bj, . . . , ϕk−1(μ)
⎤⎦T = ckψk(λ, μ)
μ − λ .
Moreover, the following statements are true
(1) If λ,μ ∈ σ(Jk, Ck), then
XT1CkY1 =
ckb
2
kxk+1yk+1ψk(λ, μ)
(μ − λ)ϕk(λ)ϕk(μ) . (2.5)
(2) If λ ∈ σ(Jk, Ck) and μ ∈ σ(Jk, Ck), then
XT1CkY1 =
z1bkyk+1ϕk−1(λ)
(μ − λ)b1b2 . . . bk−1 = 0. (2.6)
(3) If λ ∈ σ(Jk, Ck) and μ ∈ σ(Jk, Ck). then
XT1CkY1 =
z2bkxk+1ϕk−1(μ)
(λ − μ)b1b2 . . . bk−1 = 0, (2.7)
(4) If λ,μ ∈ σ(Jk, Ck), then
XT1CkY1 = 0. (2.8)
Here z1 and z2 are arbitrary nonzero real numbers.
Proof. We prove this result again by induction. For k = 2, we have
[b1, ϕ1(λ)]C2[b1, ϕ1(μ)]T = c1(b21 + c1c2λμ) − a1c1c2(λ + μ) + a21c2.
By definition we have
ψ2(λ, μ) = ϕ1(λ)ϕ2(μ) − ϕ1(μ)ϕ2(λ)
= (μ − λ)c1(b21 + c1c2λμ) − a1c1c2(λ + μ) + a21c2.
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Therefore
ψ2(λ, μ)
μ − λ = [b1, ϕ1(λ)]C2[b1, ϕ1(μ)]
T .
Now assume the statement is true for k = i, (2  i  n − 1), that is⎡⎣i−1∏
j=1
bj, ϕ1(λ)
i−1∏
j=2
bj, . . . , ϕi−1(λ)
⎤⎦ Ci
⎡⎣i−1∏
j=1
bj, ϕ1(μ)
i−1∏
j=2
bj, . . . , ϕi−1(μ)
⎤⎦T = ciψi(λ, μ)
μ − λ .
Then we have⎡⎣ i∏
j=1
bj, ϕ1(λ)
i∏
j=2
bj, . . . , ϕi−1(λ)
⎤⎦ Ci+1
⎡⎣ i∏
j=1
bj, ϕ1(μ)
i∏
j=2
bj, . . . , ϕi(μ)
⎤⎦T
= b2i
⎡⎣i−1∏
j=1
bj, ϕ1(λ)
i−1∏
j=2
bj, . . . , ϕi−1(λ)
⎤⎦ Ci
⎡⎣i−1∏
j=1
bj, ϕ1(μ)
i−1∏
j=2
bj, . . . , ϕi−1(μ)
⎤⎦T
+ci+1ϕi(λ)ϕi(μ) = cib
2
i ψi(λ, μ) + (μ − λ)ϕi(λ)ϕi(μ)
μ − λ =
ci+1ψi+1(λ, μ)
μ − λ .
Now let X = (XT1 , XT2 ), Y = (YT1 , YT2 ), where X1, Y1 ∈ R.
(1) Combining Lemma 2.2 and Lemma 2.3 we conclude
XT1CkY1 =
ckb
2
kxk+1yk+1ψk(λ, μ)
(μ − λ)ϕk(λ)ϕk(μ) .
(2) If λ ∈ σ(Jk, Ck), and μ ∈ σ(Jk, Ck), then combining Lemma 2.2 and Lemma 2.3
XT1CkY1 =
z1bkyk+1ψk(λ, μ)
(μ − λ)ϕk(μ)b1b2 . . . bk−1 .
On the other hand since λ ∈ σ(Jk, Ck), thus ϕk(λ) = 0, therefore
ψk(λ, μ) = ϕk−1(λ)ϕk(μ) − ϕk(λ)ϕk−1(μ) = ϕk−1(λ)ϕk(μ).
Thus
XT1CkY1 =
z1bkyk+1ϕk−1(λ)
(μ − λ)b1b2 . . . bk−1 = 0.
Part (3) can be proved in a similar manner to part (2).
(4) If λ,μ ∈ σ(Jk, Ck), then by Lemma 2.2 we have
XT1CkY1 =
z3bkyk+1ψk(λ, μ)
(μ − λ)b21b22 . . . b2k−1
= 0,
where z3 is a nonzero constant. Since λ,μ ∈ σ(Jk, Ck), thus we have ϕk(λ) = ϕk(μ) = 0, which
implies that ψk(λ, μ) = 0, thus XT1CkY1 = 0. This completes the proof. 
3. The solvability of Main Problem
In this section, we consider the necessary and sufficient conditions for the existence of the solution
of the Main Problem, and then we construct the solution. Obviously, solving the Main Problem is
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equivalent to finding positive numbers bk , real vectors X1 = (x1, x2, . . . , xk)T , Y1 = (y1, y2, . . . , yk)T
with x1y1 = 0 and Jacobi matrix J˜n−k such that
(λCk − Jk)X1 = bkxk+1ek, (3.1)
(μCk − Jk)Y1 = bkyk+1ek, (3.2)
(λC˜n−k − J˜n−k)X2 = bkxke1, (3.3)
(μC˜n−k − J˜n−k)Y2 = bkyke1, (3.4)
XT1CkY1 + XT2 C˜n−kY2 = 0, (3.5)
where e1 = (1, 0, . . . , 0)T ∈ Rn−k and ek = (0, 0, . . . , 0, 1)T ∈ Rk . In order to proceed further, we
consider a weighted inner product instead of the standard inner product, as follows.
Definition 3.1. Let X = (x1, x2, . . . , xn) and Y = (y1, y2, . . . , yn), we define
Di =
∣∣∣∣∣∣∣
xi xi+1
yi yi+1
∣∣∣∣∣∣∣ , di =
n∑
j=i+1
cjxjyj, (i = 1, 2, . . . , n − 1). (3.6)
Theorem 3.2. The Main Problem has a unique solution if and only if the following conditions are satisfied:
(1)
(λ − μ)XT2 C˜n−kY2ϕk(λ)ϕk(μ)
ckxk+1yk+1ψk(λ, μ)
> 0,
(2) (λ − μ) di
Di
> 0 (i = k + 1, k + 2, . . . , n − 1).
Proof. We first prove the sufficiency. Since condition (1) holds, all the values of ϕk(λ), ϕk(μ), xk+1,
yk+1, (μ − λ)XT2 C˜n−kY2 and ckψk(λ, μ) are not equal to zero. By (3.5) and Lemma 2.4, we have
ckb
2
kxk+1yk+1ψk(λ, μ)
(μ − λ)ϕk(λ)ϕk(μ) + X
T
2 C˜n−kY2 = 0, (3.7)
therefore
bk =
(
(λ − μ)XT2 C˜n−kY2ϕk(λ)ϕk(μ)
ckxk+1yk+1ψk(λ, μ)
) 1
2
. (3.8)
Since ϕk(λ)ϕk(μ) = 0, then λ,μ ∈ σ(Jk, Ck), by Lemma 2.3, xk+1yk+1 = 0 and
X1 = bkxk+1
ϕk(λ)
⎡⎣k−1∏
j=1
bj, ϕ1(λ)
k−1∏
j=2
bj, . . . , ϕk−1(λ)
⎤⎦T , (3.9)
Y1 = bkyk+1
ϕk(μ)
⎡⎣k−1∏
j=1
bj, ϕ1(μ)
k−1∏
j=2
bj, . . . , ϕk−1(μ)
⎤⎦T . (3.10)
Moreover, x1y1 = 0. Expanding (3.3) and (3.4), we obtain
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ai+1xi+1 + bi+1xi+2 = λci+1xi+1 − bixi, (3.11)
ai+1yi+1 + bi+1yi+2 = μci+1yi+1 − biyi, (i = k, k + 1, . . . , n − 1)
anxn = λcnxn − bn−1xn−1, (3.12)
anyn = μcnyn − bn−1yn−1. (3.13)
Eliminating ai (i = k + 1, k + 2, . . . , n − 1) from (3.11) and (3.12), we have
biDi = (λ − μ)di, (i = k + 1, k + 2, . . . , n − 1). (3.14)
Eq. (3.14) and condition (2) imply that bi > 0 exists uniquely and can be expressed as
bi = (λ − μ) di
Di
, (i = k + 1, k + 2, . . . , n − 1). (3.15)
Since Di = 0 (i = k + 1, k + 2, . . . , n − 1), ai (i = k + 1, k + 2, . . . , n − 1) exists uniquely, and xi
and yi are not equal to zero simultaneously, we have from (3.11) that
ai =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ciλ − bi−1xi−1 + bixi+1
xi
, xi = 0
(i = k + 1, k + 2, . . . , n − 1).
ciμ − bi−1yi−1 + biyi+1
yi
, xi = 0
(3.16)
From (3.12) and xnyn = 0, an can be expressed as
an = cnλ − bn−1 xn−1
xn
,
an = cnμ − bn−1 yn−1
yn
.
(3.17)
We now prove necessity. Assume that the Main Problem has a unique solution, that is, Eqs. (3.1)–(3.5)
have unique solutions. Since (3.1) and (3.2) have unique solutions, we haveϕk(λ) = 0 andϕk(μ) = 0.
Hence, (3.7) can be derived from (3.5) and (2.5). Since bk > 0, we have condition (1). Condition (2)
holds because (3.14) holds for i = k + 1, k + 2, . . . , n − 1 and bi > 0 (i = k + 1, k + 2, . . . , n − 1)
exist uniquely. 
Example 1. Given a 3× 3 Jacobi matrix J3 =
⎛⎜⎜⎜⎝
3 2 0
2 3 1
0 1 2
⎞⎟⎟⎟⎠, real scalers λ = 2,μ = 1, indefinite matrix
C7 = diag(1,− 13 , 1, 2, 1, 4,−2), and real vectors X2 = (−1,−4,−2, 1)T , Y2 = (−2, 1,−1, 3)T ,
find real vectors X1 = (x1, x2, x3)T , Y1 = (y1, y2, y3)T and an 7× 7 Jacobi matrix J7 such that J3 is the
leading 3 × 3 principal submatrix J7, where X = (XT1 , XT2 )T , Y = (YT1 , YT2 )T .
It is easy to verify that these given data satisfy the conditions of Theorem 3.2. Applying the con-
struction algorithm given by Theorem 3.2, we obtain unique real vectors X1 ∈ R3, Y1 ∈ R3 and a 7×7
Jacobi matrix J7 as follows:
X1 = (−1.0443, 0.5222, 0.1740)T , Y1 = (3.1422,−3.1421, 4.1894)T
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and
J7 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3 2 0 0 0 0 0
2 3 1 0 0 0 0
0 1 2 0.5222 0 0 0
0 0 0.5222 3.2020 0.2222 0 0
0 0 0 0.2222 1.7778 0.3333 0
0 0 0 0 0.3333 7.9333 1.2000
0 0 0 0 0 1.2000 −1.6000
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Computing the spectrum of the solution by MATLAB, reconfirms the spectral data
σ(J7, C7) = {−7.5476, 2.4534, 2.0000, 1.7284, 1.5352, 1.0000, 0.9927},
and the eigenvectors X and Y corresponding to the eigenvalues λ = 2 and μ = 1 are
X = (−1.0443, 0.5222, 0.1740︸ ︷︷ ︸,−0.9999,−4.0000,−1.9999, 0.9999)T ,
Y = (3.1422,−3.1421, 4.1894︸ ︷︷ ︸,−2.0053, 1.0015,−1.0001, 2.9999)T .
4. Concluding remark
In this paper we studied the GIEP and we constructed the solution. The numerical example shows,
our algorithmworks. It could be interesting to consider the GIEP, when Cn is a tridiagonal matrix. This
problem is under investigation.
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