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ABSTRACT 
Let cx be a Schur root; let h = hcf,(o(w)) and let p = 1 - (a/h, n/h). Then a moduli space of rep- 
resentations of dimension vector o is birational top h by h matrices up to simultaneous conjugacy. 
Therefore, if h = 1,2,3 or 4, then such a moduli space is a rational variety and if h divides 420 it is a 
stably rational variety. 
1. INTRODUCTION 
The definitions of terms used without explanation in this section may be found 
in the next section. 
Suppose that Q is a dimension vector for the quiver Q. Then we should like to 
understand the moduli spaces of the representations of dimension vector Q. 
The representations of dimension vector a are parametrised by a vector space 
R( Q, o) on which the algebraic group PGZ, acts so that the orbits correspond to 
the isomorphism classes of representations. Thus we are in the general area of 
geometric invariant theory. We already know that there is a stable point for 
some linearisation of the action of PGI, if and only if (Y is a Schur root by 
Theorem 6.1 of [14] and [7] and that all the various moduli spaces obtained are 
birational; thus a natural question is to describe the moduli spaces birationally. 
This has been attempted in special cases recently [3], [12] and [15] where the 
question attempted has been to show that these spaces are in fact rational 
varieties. Another result, in [ll], is that these spaces are stably birational to a 
suitable number of suitably sized matrices up to simultaneous conjugacy. What 
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we shall see in this paper is that they are actually birational to a suitable num- 
ber of suitably sized matrices up to simultaneous conjugacy. This allows ra- 
tionality to be proved in all known cases and many more besides; it is also, I 
would contend, the correct answer since the rationality of these varieties of 
matrices up to simultaneous conjugacy, even their stable rationality, is prob- 
lematic. 
The proof takes place in several steps. Firstly in Section 4 we deal with the 
special case of generalised Kronecker quivers; the nth Kronecker quiver has 
two vertices v and w and n arrows from %I to M’. Given a dimension vector 
a: = (a, 6) where hcf(a, h) = 1, we construct two representations S and T such 
that for a general representation R of dimension vector hcu, 
hom(S, R) = h = hom( T, R) 
and 
ext(S, R) = 0 = ext( T, R). 
Moreover hom(S, T) = 1 +p where p = 1 - (a, o). Thus Hom(S @ T, ) is a 
functor which takes most representations of dimension vector ha to represen- 
tations of dimension vector (h, h) for the (1 + p)th Kronecker quiver. We shall 
see that this induces a birational equivalence between their moduli spaces and 
since the moduli space of representations of dimension vector (h h) for the 
(1 + p)th Kronecker quiver is birational to the moduli space of p h by h ma- 
trices up to simultaneous conjugacy, this completes the case of Schur roots over 
a generalised Kronecker quiver. 
Next we need a reduction step for an arbitrary Schur root for a general 
quiver. This reduction step is defined only for quivers without loops; however 
this problem is easily dealt with. In section 5, we shall see that if o is a Schur 
root for a quiver without loops then there exist smaller indivisible Schur roots B 
and y such that a general representation of dimension vector cy has a unique 
subrepresentation of dimension vector cy and cy = b/J + cy; also hcf,,(a(1))) = 
hcf(b, c). Under the inductive assumption that we have already proved our 
theorem for all smaller dimension vectors, this allows a reduction to the case of 
a dimension vector (b, c) for a quiver with two vertices 71 and w whose arrows 
are either loops at ‘II and w or arrows from PI to M?. 
Finally we handle this case directly in section 6 using the results for gen- 
eralised Kronecker quivers, reduction on the number of arrows, reflection 
functors and duality. 
The next section summarises the terminology and theory of quivers that we 
shall use whilst section 3 develops the geometric facts that we shall need. Al- 
though the arguments here are rather trivial, they do appear to be a new tool in 
the birational study of moduli spaces; these tools are used in [S] to study moduli 
spaces of vector bundles over smooth projective curves and are also an im- 
portant ingredient in the proof of a similar result to the present one for the 
moduli sp\ace of vector bundles over P2. 
It seems likely that there should be much better proofs of the main result of 
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this paper. I believe the following question to have a positive answer but can 
prove this only in special cases. Let Q be a quiver without loops; let cr be a 
Schur root. We say that a representation R is left perpendicular to the dimen- 
sion vector (Y if for a general representation S of dimension vector Q, 
Hom(R, S) = 0 = Ext(R, S). 
Is there a set of representations left perpendicular to the dimension vector Q, 
{Ri} such that {Ri}l, the full subcategory of representations S such that 
Hom(R;, S) = 0 = Ext(Ri, S) 
for all i, is equivalent o the category of finite dimensional representations of a 
free algebra? This is a much stronger result if true than the birationality result 
proved here. As a less ambitious approach to proving birationality a different 
way, it is plausible that the method used to deal with generalised Kronecker 
quivers might extend to all quiver without loops though the role played by 
preprojective representations would have to be played by representations T 
such that Ext( T, T) = 0. 
2. TERMINOLOGY 
This section contains nothing new; it is a summary of the notation we shall use 
and results that are already known. 
A quiver Q is a directed graph; thus we have a set of vertices V and a set of 
arrows A and two functions i, t: A + V where we shall write iu = i(u) for the 
initial vertex of a and ta = t(a) for the terminal vertex of a. A representation R 
of the quiver Q is a collection of finite dimensional vector spaces {R(w): ‘u E V} 
indexed by the vertex set V and a collection of linear maps {R(u) : a E A} in- 
dexed by the arrow set where R(u): R(’ ) zu + R(tu) is a linear map from R(iu) to 
R( tu). A homomorphism of representations 4: R + S is given by a collection of 
linear maps $(u): R( ) w + S(U) such that for all arrows (I, R(u)4(tu) = 
$(iu)S(u). With these definitions it is a simple matter to see that the category of 
representations of the quiver Q is an abelian category. 
A path p in the quiver of length n is a finite list of arrows in the quiver 
al,...,& such that for j = 1 to n - 1, t(Uj) = i(aj+ 1). We usually write 
p=u1... a, and we extend the definition of the functions i, t by ip = iul and 
tp = tu,. For each vertex ‘u there is a path of length 0 at the vertex U, e,,, where 
we define ie, = v = te,. The path algebra I7( Q) of the quiver Q has a basis con- 
sisting of all the paths in the quiver. We define a product in n(Q) by pq = 0 if 
tp # iq and pq = pq if tp = iq. One may check that the category of representa- 
tions of the quiver Q is the category of finite dimensional modules for the path 
algebra n(Q) of the quiver. The path algebra of the quiver is finite dimensional 
if and only if there are no loops in the quiver; that is, there do not exist an in- 
teger IZ > 0 and arrows al,. . . , a, such that forj = 1 to n, taj = iaj+ 1 modn. 
Given a representation R of the quiver Q, its dimension vector dim p(R) is a 
function from the vertex set to N defined by dim pR(w) = dim R(v), the dimen- 
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sion of R(w) over the field k. By a dimension vector of the quiver Q we mean a 
function from the vertex set to N. We shall usually use small greek letters from 
the beginning of the alphabet for these. We define the greatest divisor g(cy) of o 
to be hcf,, v(cY(u)). If g(a) = 1, we say that (Y is indivisible, and otherwise we 
say that it is divisible. The support of a dimension vector is the maximal sub- 
quiver of Q whose vertex set is {w E V : o(u) # 0). The vector space of dimen- 
sion vectors is the vector space [WY of functions from V to Iw. 
We use the notation ‘kb to denote the space of a by b matrices over the field k. 
Given a dimension vector of the quiver Q, there is a vector space R(Q, a) = 
CT3 uE~n(irr)k”(‘n) that parametrises representations of dimension vector Q. Thus 
we define for each point p E R(Q, a), Rp(u) = ka(“) and we define R,,(a) by 
p = (. . . , Rp(a), .). Th e reductive algebraic group Glc,(k) = x,,~ vGI,(,,)(k) 
acts on R(Q, a) by R,,(a) = g;‘R,(akca where g = (. . . ,g,, . .). The diagonal 
embedding of k*, the multiplicative group of the field k, acts trivially and thus 
the factor group which we call PGI,(k) = GL(k)/k* acts on R(Q, a). We shall 
usually write PGI, instead of PGf,(k). Its orbits are in l-to-l correspondence 
with the isomorphism classes of representations of dimension vector (Y. We 
shall say that a general representation has property P if there exists an open 
subvariety U of R(Q, Q such that p E U + R, has property P. ) 
A representation is said to be a Schur representation if its endomorphism ring 
is k. The dimension vector of a Schur representation is said to be a Schur root. 
The reason that these are called Schur roots is that the dimension vector of an 
indecomposable representation is always a root (in the sense of Kac-Moody) 
for a certain symmetric bilinear form on the vector space of dimension vectors 
which we shall soon describe. 
Given any two representations R and S of the quiver Q, one knows that 
Ext2(R, S) = 0. We use the abbreviations 
hom(R, S) = dim Hom(R, S) 
ext(R, S) = dimExt(R, S) 
hom(R, P) = ,i;& 4 hom(R, S) 
hom(o, P) = di;in_hom(R, P). 
The notations ext(R, p) and ext(a, ,0) are defined analogously. If dim R = (Y and 
dim S = /3 then 
hom(R, S) - 44 S) = (0, P) = C a(v)P(v) - aFA dia)P(ta) 
llt v 
which we use as the definition of the Euler non-symmetric bilinear form ( , ) on 
the vector space of dimension vectors. Kac shows in [5] how to associate to the 
symmetrisation of this form a Lie algebra whose set of roots is the set of di- 
mension vectors of indecomposable representations of the quiver. When there 
is no arrow a such that ia = ta then this Lie algebra is just the Kac-Moody Lie 
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algebra of the underlying graph of the quiver Q obtained by forgetting the di- 
rection of each arrow. Note that it also follows that 
hom(R, p) - ext(R, p) = hom(a, p) - ext(a, p) = (a, ,f3) 
Given a Schur root a, we shall say that it is a real Schur root if (a, o) = 1, that it 
is isotropic if (cw, o) = 0 and that it is non-isotropic in the remaining case where 
(o, a) < 0. When a: is a real Schur root then there is a unique indecomposable 
representation of dimension vector a, G(o). 
We define the Kac inner product on the space of dimension vectors to be the 
symmetrisation of the Euler non-symmetric bilinear form, that is, we define 
(a, P) = (a, P) + (P, a). F or each vertex 21, we define a linear map rv on the 
vector space of dimension vectors to be reflection in the hyperplane perpen- 
dicular to e, where e, is the dimension vector e,,(w) = 6. We say that Q lies in the 
fundamental regionfor the action of the Weylgroup if r,(a) 2 a for all vertices IJ. 
In the case where the underlying graph of the quiver is an extended Dynkin 
diagram this fundamental region is l-dimensional and is the null space of the 
Kac form. If (Y is a dimension vector such that the underlying graph of its sup- 
port is an extended Dynkin diagram for which it lies in the null space we say 
that it is a null dimension vector. A null dimension vector is a Schur root if and 
only if it is indivisible. We note that Kac shows in [5] that all dimension vectors 
with connected support in the fundamental region for the action of the Weyl 
group that are not divisible null roots are in fact Schur roots. Thus if o is a di- 
mension vector such that r,(a) > Q for all vertices U, then Q is a Schur root if 
and only if its support is connected and it is not a divisible null dimension vec- 
tor. 
Given a quiver Q, we say that a vertex ‘u is a source if it is not the terminal 
vertex of any arrow. Similarly we say that it is a sink if it is not the initial vertex 
of any arrow. If w is a source or a sink, there is a quiver Q,’ when it is a source or 
a quiver Q; when it is a sink, with the same vertex and arrow set as Q; however, 
the incidence functions on Q,’ or Q,, i,, and t,, from A to V are defined by 
i,a = ia and t,,a = ta if a is not incident to u and i,a = ta, t,a = ia if a is in- 
cident to w. If u is a source, and R is a representation of the quiver Q, we define a 
vector space et(R)(v) as the cokernel of the homomorphism CB~,+~=~R(~) from 
R(w) to @+= vR( ta) and if w is a sink, then we define a vector space e;(R)(w) to 
be the kernel of the homomorphism @ a,ta=vR(a) from $a,ra=vR(ia) to R(v). 
When II is a source there is a functor ez from the category of representations of 
the quiver Q to the category of representations of the quiver Qv defined by 
e:(R)(w) = R(w) for w # v and e:(R)(a) = R(a) for a not incident to w whilst 
for a incident to TJ we define e:(R)(a) to be the a-th component of the homo- 
morphism from ~~&,i~=~R(ta) to e:(R)(w). When u is a sink the functor e; is 
defined in a similar way. e,’ and e; are called rejection finctors at the vertex w 
and are mutually inverse between the full subcategories of representations that 
have no summand isomorphic to the simple representation at the vertex w. If the 
representation R has no simple summand at the vertex w then dim eT (e:(R)) = 
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r,,(dim g(R)) for * = + or -. If ‘u is a source for the quiver Q and (u is a dimen- 
sion vector such that there are representations of dimension vector o having no 
summands isomorphic to the simple at the vertex U, or equivalently, 471) 5 
CBo,io=,;a(ia) then the reflection functors allow us to show that a moduli space 
of representations of the quiver Q of dimension vector a is birational to a 
moduli space of representations of the quiver Q,f of dimension vector TV,. 
Let us fix a dimension vector Q. A representation R of dimension vector cr is 
isomorphic to a direct sum of indecomposable representations R s CB;Ri and 
this determines a sum (Y = C;,& where ,Oi is the dimension vector of R;. Kac 
notes in [5] and [6] that this sum is constant on constructible pieces of R( Q, CV) 
and hence there exists a dense open subvariety U of R(Q, a) and a particular 
sum o = xi@, known as the canonical decomposition of cy such that for every 
p E U, R, ST @;R,,i where each R,,i is an indecomposable representation. In 
fact, Kac shows that each /3i in the canonical decomposition of (Y is a Schur root 
and a genera1 representation of dimension vector (Y is isomorphic to a direct 
sum @iRi where for each i, Ri is a representation of dimension vector ,!3; such 
that (R;) = k, the ground field. We call each pi a canonical summand of 0. 
There is another number of importance to us in the case where cy is a Schur 
root. We define the parameter number of n, p(a), to be 1 - (o, 01). A dimension 
count shows that this is the expected dimension of a moduli space of represen- 
tations of dimension vector o. Let h be the greatest divisor of the Schur root CY 
and let p = p(a/h); we shall see that a moduli space of representations of di- 
mension vector Q is birational to p h by h matrices up to simultaneous con- 
jugacy. 
3. BIRATIONAL GEOMETRY 
Let X be an algebraic variety on which the algebraic group G acts. Let 
l-tk*iG+G+l 
be a short exact sequence of algebraic groups. Let E be a vector bundle over X 
on which G acts compatibly with the action of G. Then k * acts on the fibres of E 
and if this action is via the character 4,,,(X) = X”’ then we shall say that E is a G 
vector bundle of weight w. A morphism of G vector bundles of weight M’ is a 
morphism of vector bundles that is also G equivariant. 
A family of representations 72 of the quiver Q over the algebraic variety X is a 
collection of vector bundles {R(U) : w E V} and morphisms of vector bundles 
{R(a) : a E A} where R(a):R(iu) --) R(ta). For each point p E X, there is a 
representation ‘R/, of the quiver. We shall say that the family is generul if there 
exists an open subvariety U of R(Q, ) a such that for each point q E U there 
exists a point p E X such that R, % R,,. We shall say that the family is G-general 
if it is a general family, X is affine and the algebraic group G acts on X freely so 
that R,, E 73, if and only ifp and q lie in the same orbit. Finally we say that the 
family is (G, G)-standard or that it is a standard (G, G),family if and only if it is 
G-genera1 and each R( ) u is a G vector bundle of weight 1. The assumption that 
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X is affine is simply to avoid problems about the existence of certain orbit 
space. 
Let a be some dimension vector and take G to be PGI, whilst G is GI,. Then 
the usual family on R(Q, a) satisfies this last condition, If cr is in addition a 
Schur root then there is an equivariant affine open subvariety of R(Q, c.y) con- 
sisting entirely of stable points for some suitable linearisation of the action of 
PGl, and the restriction of the usual family on R(Q, Q) is a standard 
(GI,, PGl,) family. If (Y is a Schur root, h = hcf,,(a(v)) andp = 1 - (a/h, a/h), 
we shall say that (Y is reducible to matrix normal form if there exists a 
(G/h, PGIh)-standard family of representations of dimension vector Q, R, over 
an algebraic variety X such that X is PGIh-birational to A4h(k)P where PGlh acts 
by conjugation on each factor of Map. 
We shall need to consider some generalities on G vector bundles of weight w. 
It is important to show that two such vector bundles of the same rank are lo- 
cally G isomorphic. Let E be a vector bundle over the affine algebraic variety X 
on which G acts freely. If E is a G vector bundle of weight w then E” is a G 
vector bundle of weight -w; if in addition F is a G vector bundle of weight ~3’ 
then E @ F is a G vector bundle of weight w + w’. Thus E” @ E is a G vector 
bundle of weight 0, that is, G acts on E” @ E compatibly with the action of G on 
X and therefore freely. Therefore, E” 63 E/G is a vector bundle over X/G and in 
fact it is a bundle of central simple algebras over X/G since G acts as auto- 
morphisms of the sheaf of algebras E” @ E = (E). Thus the fibre of E” 63 E/G 
over the generic point of X/G is a central simple algebra over the function field 
of X/G and it is isomorphic to M,(D) for a suitable central division algebra D. 
We can read off the dimension of D from the ranks of G vector bundles of 
weight w over G equivariant open subvarieties of X and this in turn allows us to 
determine the local isomorphism of such G vector bundles of the same rank and 
weight. 
Lemma 3.1. Let X be an a&fine algebraic variety on which the algebraic group G 
acts and let E and F be G vector bundles of weight w. Then the sheaves of algebras 
over X/G, E” @J E/G and F” @ FIG are Moritu equivalent. Let D,+> be a central 
division algebra over thefinctionfield %(X/G) of thegenericpoint of X/G that is 
Moritu equivalent to thefibre of E” @ EIGover thegenericpoint of X/G. Then the 
dimension of D, over g( X/G) . IS n2 where n is the minimal rank of a vector bundle 
of weight w over some equivuriant open subvariety of X or equivalently the highest 
common factor of the ranks of vector bundles of weight w over equivariant open 
subvarieties of X. Further, ifrk(E) < rk(F), then there exists an equivuriunt open 
subvariety Y of X such that the restriction of E to Y is G isomorphic to a G sum- 
mund of the restriction of F to Y. In particular, ifrk(E) = rk(F), then E and F are 
isomorphic over Y. 
Proof. The vector bundle E” ~3 F is a vector bundle of weight 0 so we may form 
the vector bundle over X/G, E” @ FIG, and the sheaf of algebras E” 8 E/G 
acts on its left whilst F” @ F/G acts on the right. Moreover, it is clear that 
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(E” @E/G)" @ (F” @F/G) is isomorphic to (E” C$ F/G) where (E” @ E/G)” 
is the sheaf of opposite algebras to the sheaf of algebras (E” 18 E/G) and thus 
our two sheaf of algebras are Morita equivalent as stated. 
Thus if n2 is the dimension of D, over %(X/G), and the rank of E is e, we see 
that n21e2 and hence n/e; let t = e/n. Thus n divides the highest common factor 
of the ranks of G vector bundles of weight w over G equivariant open sub- 
varieties of X. The fibre of E” @ E/G over the generic point of X/G is iso- 
morphic to AI,( Therefore, there exists an affine open subvariety Y/G of 
X/G on which E” @‘E/G s M,(A) f or a suitable sheaf of algebras A on Y/G. 
The matrix units in this sheaf of algebras which are G invariant endomor- 
phisms of E show that E g Et where El is a G vector bundle of weight w on Y 
whose rank is n. It follows that n is actually the minimal rank of a G vector 
bundle of weight w over a G equivariant open subvariety of X and since it also 
divides all these ranks it is both the minimum and the highest common factor. 
For the final part, consider (E CB F)/G. The fibre above the generic point of 
X/G is M,+,(D,) where rk(F) = nu and all idempotents of the same rank are 
conjugate, thus there exists an affine G equivariant open subvariety Y on which 
there is a G vector bundle El of weight w and rank n such that E is G equivar- 
iantly isomorphic to E: and F is G equivariantly isomorphic to Ef which im- 
plies the last sentence of the lemma. 0 
We shall need results that allow us to deduce that a dimension vector for a 
quiver is reducible to matrix normal form provided that a certain related di- 
mension vector for a related quiver is reducible to matrix normal form. We end 
this section with three such results; the first allows us to remove an arrow pro- 
vided that the dimension vector remains a Schur root for the smaller quiver; the 
second shows that being reducible to matrix normal form is well-behaved with 
respect o reflection functors; the third shows that it is also well-behaved under 
passage to the dual quiver. If Q is a quiver then the dual quiver Q” has the same 
vertex set as Q and there is a bijection “: A + A” where A” is the arrow set of 
Q” and ia” = ta and ta” = ia.Vector space duality gives a contravariant functor 
from the category of representations of the quiver Q to the category of repre- 
sentations of the quiver Q”. 
Lemma 3.2. Suppose that the dimension vector cy for the quiver Q is reducible to 
matrix normal form. Let Q’ be the quiver obtained by adjoining one arrow from 
the vertex WI to the vertex ~2. Then cx is reducible to matrix normalform over the 
quiver Q’. 
Proof. Let b be the new arrow from WI to w2 and suppose that cr(v) = hc and 
a(w) = hd. Let R be a (GIh, PGfh)-standard family of representations over A’ of 
dimension vector cx for the quiver Q. Then the vector bundle E = R(wl)” @ 
R(w2) over X carries a family R’ of representations of dimension vector a over 
the quiver Q’. Here R’(w) = R(U) and ‘R’(a) = R(a) for a E Q and R’(b) is the 
universal map from R(wi) to R(w2). Moreover the orbits of PGZt, correspond to 
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the isomorphism classes of representations of Q’ since PGlh acts freely on X. 
The vector bundle E is a bundle of weight 0 and hence by Lemma 3.1 there ex- 
ists an open subvariety of X on which E is PC&isomorphic to F = 
W,Wcd x X where PGlj, acts by conjugation on Mb(k) and if X is an open af- 
fine subvariety of Mb(k)” for some integer n then F is an open affine subvariety 
of ,(k)n+Cd. 0 
Next we should deal with reflection functors. Let 2, be a source for the quiver Q 
and let R be a family over the algebraic variety X of representations of the 
quiver Q. If there is a point p such that the simple representation S, is not a 
summand of %&,, then there is a non-empty open subvariety of X where this 
holds since having such a summand is a closed condition and if X is G-general 
we may choose this subvariety to be G-general as well. Thus we shall assume 
that for all p E X, Rp has no summand isomorphic to S,. Then 4: R(v) -+ 
@a,ia=oR(tu) is an injective morphism of vector bundles and we define its co- 
kernel to be e,fR(w). For all vertices w # Y, we define e,+??!(w) = R(W). It is clear 
how to define e$?(a) for each arrow a of Q,+.The next lemma shows that the 
family of representations of the quiver Q,‘, e,f’R over X inherits most of the 
properties of R. 
Lemma 3.3. Let ‘u be a source for the quiver Q. Let ‘R be a family over the alge- 
braic variety X of representations of the quiver such that for each point p of X, the 
simple representation at the vertex u is not a summand of Rp. The resulting family 
of representations of the quiver Q,‘, e,f72, isgeneral, G-general, or (G, G)-standard 
if and only if R is. In particular, a dimension vector a such that Ca,ia=v cy(ta) 2 
o(v) for the quiver Q is reducible to matrix normalform tfand only if e,(a) for the 
quiver Q,’ is reducible to matrix normalform. 
Proof. Take a point p E X and let U be an open subvariety of R(Q, CE) con- 
taining a point q such that R, % K!r and for all points u E U, there exists a point 
x E X such that R, N 72,. Let V be an open subvariety of R(Q,‘, e,‘(a)) such 
that there exists a point q’ E V where R,/ s e;f (R,) E ez(Rr), and for all 
v E V, R,, has no summand isomorphic to S,,, the simple representation at the 
vertex v and e; (RU) is isomorphic to R, for some u E U. This is possible since 
the last two conditions are open and must hold in some neighbourhood of any 
point q’ such that R,, r e,f(Rr). Then if R, YZ R,, R, N ec(RX) s e:(R), 
which shows that e,f(R) is general if R is. That it is G-general when 72 is follows 
at once and that it is (G, G)-standard when R is follows from the fact that 
ez (R)(v) is a vector bundle of weight equal to that of each R(w). 0 
Let R be a family of representations of the quiver Q; we define a family of rep- 
resemations of the quiver Q”, R”, by R”(V) = R(V)” and R(a”) = R(a)“. If R 
is a (G, G)-standard family, then the natural action of G on R” means that each 
72” (u) is a vector bundle of weight - 1 so we shall assume that there is an auto- 
morphism ~7 of G such that C(X) = A-’ for X E k* and we shall regard 72” as 
acted on by G via this automorphism. In the case where G is PGI, and G is GI, 
415 
then the transpose inverse automorphism on each factor GZYcI,) of Gl, is what 
we need. 
Lemma 3.4. Let R be a family of representations of the quiver Q. Assume that G 
has an automorphism o such that o(X) = X’ for X E k’. Then 72” is general, G- 
general or (G, G)-standurd ifand only if I2 is. Let cy be a dimension vector,for the 
quiver Q. Then [Y as a dimension vector for the quiver Q is reducible to matrix 
normalform if and only if cy as a dimension vector for the quiver Q” is reducible to 
matrix normalform. 
Proof. Taking the same precautions as in the proof of the preceding lemma 
proves this result in the same way. 0 
4. GENERALIZED KRONECKER QUIVERS 
In this section, we shall show that a Schur root for a generalised Kronecker 
quiver is reducible to matrix normal form. We shall show this by reduction to 
the case of the dimension vector (h h) for the generalised Kronecker quiver 
Q(n). Thus we should first of all show that this dimension vector is reducible to 
matrix normal form. This may be done as follows. Consider the algebraic 
variety X = Mh(k)n-‘; this has n - 1 canonical morphisms of vector bundles 
4; for i = 1 + n - 1 from O’f, to itself given by the n - 1 components of X. We 
define a family of representations of dimension vector (h h) for the quiver Q(n) 
over X by defining R(U) = 02 = R(w), R(ao) = ZO/, and R(ai) = 4; for 0 < 
i < n. This is a general family since for a general repr&entation R of dimension 
vector (h h) for the quiver Q(n), R( a0 1s invertible and therefore is isomorphic ) 
to R,, where the ith component of p is R(ao))’ R(aj). Moreover, PGfh acts on X 
so that R,, E 72, if and only if p and q lie in the same orbit for PG/h. Certainly 
R(v) and R(Iv) are vector bundles of weight 1 for GI,,; however, it is clear that 
PGIh does not act freely. However, the subvariety of points with non-trivial 
stabiliser is closed and PGlk equivariant and there exists a PGIt, invariant 
function that vanishes on this closed subvariety, so the restriction of the family 
R to the affine open subvariety where this invariant function is non-zero is a 
(Glt,, PG1tI) standard family as required. 
Next we note that the study of general representations for generalised Kro- 
necker quivers is rather simpler than for arbitrary quivers. We recall certain 
special representations of the quiver Q(n). There is a unique source vertex and a 
unique sink vertex and thus it makes sense to talk of e+ and e- instead of ez and 
e,,.. Moreover, Q(n)’ and Q(n)) are isomorphic to Q(n). The simple represen- 
tation S,,. has dimension vector (0 1) and is projective; we shall call it P(0). By 
induction, we define the nth preprojective representation P(n) to be e+P(n - 1). 
Also Q(n)” is isomorphic to Q(n) and we may therefore define the preinjective 
representutions of Q(n) by I(n) = P(n)“. Note that P(1) is the other projective 
representation. A representation of the type P(i)” @ P(i + 1)” will be called a 
generalpreprojective representation. 
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Theorem 4.1. Let (a b) be a dimension vector for the nth Kronecker quiver. Then 
either there exists an integer n such that either e-“(a b) or e+“(a b) is a root in the 
fundamental region for the action of the Weyl group and consequently (a b) is a 
Schur root or else a general representation ofdimension vector (a b) is of theform 
P(j)’ CD P(Z + l)d ifa < band of theform Z(I)C 6E Z(Z + l)d ifb < a In particular, 
all roots are Schur roots. 
Proof. By Lemma 3.4 and the above discussion we may assume that a 5 b. If 
na 5 b, then a general representation of dimension vector (a b) is isomorphic 
to P( l)O $ P(0)b-“a. So we shall assume that na > b. If b < na - b then (a b) 
lies in the fundamental region for the action of the Weyl group. If neither of 
these occur then e-(a b) = (a na - b) is a smaller dimension vector and if 
na - b > a then this lies in the fundamental region for the action of the Weyl 
group. Otherwise, after dualising (see Lemma 3.4) we have reached the dimen- 
sion vector (na - b a) for the quiver Q(n). In either case the result follows by 
induction on the dimension vector. 0 
Thus in studying moduli spaces of representations of dimension vector the 
Schur root (u b) either it is a real root in which case, there is only one in- 
decomposable representation and our result is trivially true or else a series of 
reflection functors lead to a root in the fundamental region and it is enough to 
deal with these by Lemma 3.3. 
We shall say that a dimension vector (a 6) is a pre-projective dimension vec- 
tor if a general representation of dimension vector (a b) is isomorphic to 
P(l)” $ P(I + l)d and that it is apre-injective dimension vector if a general rep- 
resentation of dimension vector (a b) is isomorphic to Z(I)’ $ I(/ + l)d; thus 
every dimension vector is pre-projective, pre-injective or a Schur root. 
Lemma 4.2. Let (a 6) be a root in the fundamental region of the Weylgroup for 
the nth Kronecker quiver such that hcf(a, b) = 1 and a 5 b. Let (c d) be the di- 
mension vector such that ((c d), (a b)) = 1 and a < c 5 a + b. Let S be a general 
representation of dimension vector (c d). Then for a general representation R of 
dimension vector (a b), hom(S, R) = 1, ext(S, R) = 0 and the kernel of the non- 
zero homomorphism from S to R is a generalpreprojective r presentation K.
Proof. We begin by showing that (c - a d - b) is a preprojective dimension 
vector. 
Firstly, ((c d), (a b)) = db - c(nb - ) a an so there is a unique dimension d 
vector (c d) such that ((c d), (a b)) = 1 and a < c < a + b; in particular, 
c - a < b . Since ((c d), (a 6)) = 1, it follows that 
and so 





c-a b (c - a)b 
a+l+nab-a’-b2 
b b2 
> n + (n - 1)ab - a2 - b* 
b2 
=n-(X2-(n-1)X+1) 
where X = a/b. Since (a b) is in the fundamental region, 2/n 5 X = a/b 5 1 and 




c-a n2 . 
Thus for n24, (d-b/c-a) >n and for n=3, (d-b/c-a) >3-(l/9) > 
(8/3). Thus when n > 4, the dimension vector (c - a d - b) is the dimension 
vector of a projective representation and when n = 3 it is either the dimension 
vector of a projective representation or else of a representation of type 
P( 1)’ CE P(2)f (note that the dimension vector of P(2) is (3 8)). In either case it 
is a preprojective dimension vector. 
Next we see that ext((c d), (a b)) = 0. To calculate this, we need to show that 
if (e f) is a dimension vector of a subrepresentation of a general representation 
of dimension vector (c d), then ((ef), (a b)) 2‘0. If (c d) is a preprojective di- 
mension vector then this is clear since the possibilities for (ef) are all them- 
selves preprojective dimension vectors. If (c d) is not a preprojective dimension 
vector then it must be a Schur root by Theorem 4.1 and hence there are stable 
representations and this implies that when (ef) is a dimension vector of a 
subrepresentation of a general representation of dimension vector (c d), then 
e/f < c/d and since ((c d), (a b)) = 0, it follows that ((e f), (a b)) > 0. 
Therefore by section 5 of [14], if R is a general representation of dimension 
vector (a b) and S is a general representation of dimension vector (c d) then 
hom(S, R) = 1, the unique homomorphism is surjective and the kernel is gen- 
eral of dimension vector (c - a d - b) and hence must be general preprojective 
as required. 0 
Let 
be a short exact sequence as constructed in the previous lemma. Applying 
Hom(K, ) and noting that Ext(K, K) = 0 shows that the map from Hom(K, S) 
to Hom(K, R) is surjective. Now we apply Hom( , R) and note that Ext(S, R) = 
0 to deduce that the natural map from Hom(K, R) to Ext(R, R) is also surjec- 
tive. Let W be a vector subspace of Hom(K,S) mapped isomorphically to 
Ext(R, R) by the composition of these two surjective maps. There is a natural 
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map C#J from K to WV @ S. We define a new representation T by the folowing 
pushout diagram: 
0-t K -+S-+R--+O 
L 1 1 . 
0 -+ Wv@S --) T --f R t 0 
Lemma 4.3. Let K, R, S and T be representations a  constructed above. Then 
I. hom( T, R) = 1, ext( T, R) = 0 and the homomorphism from T to R is sur- 
jective. 
2. hom(S, T) = 1 fp wherep = 1 - ((a b), (a b)). 
3. Let R’ be a general representation ofdimension vector h(a b); then 
hom(T, R’) = h = hom(S, R’). 
Let W’ be the kernel of the linear map from Hom(S, T) @ Hom(T, R’) to 
Hom( S, R’). Then the complex below is a short exact sequence. 
O-t W’@S+Hom(T,R’)@T-+R’-+O. 
Proof. Apply Hom( , R) to the short exact sequence 
O-+ WV@S+T+R+O. 
Then by construction the homomorphism from W G Hom( WV @ S, R) to 
Ext(R, R) is an isomorphism. Therefore the first part of this lemma follows. 
Apply Hom(S, ) to the short exact sequence 
0-t W”@S+T+R+O. 
By construction, the non-zero homomorphism from S to R lifts through T and 
hence the second part of this lemma follows. 
Since 
ext(T, R”) = 0 = ext(S, Rh) 
it follows that for a general representation of dimension vector h(a b), R’, 
ext( T, R’) = 0 = ext(S, R’) 
and so 
hom( T, R’) = h = hom(S, R’). 
We restrict to the open subvariety of R(Q, h(a b)) where 
hom(T, RP) = h = hom(S, R,,). 
Since the homomorphism from Hom( T, Rh) @ T to Rh is surjective there is an 
open subvariety where the natural homomorphism from Hom(T, RP) @ T to 
RI, is surjective. Let W, be the kernel of the natural homomorphism from 
Hom(S, T) @ Hom( T, RP) to Hom(S, RP) which has dimension hp on this open 
subvariety. Since the natural homomorphism from W, @ S to Hom( T, RP) @ T 
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has image in the kernel of the homomorphism to R,, and is an isomorphism 
with the kernel when R, G Rh it follows that on a suitable open subvariety the 
complex 
O--t ~~~~SHom(T,R,)~TiR,iO 
is a short exact sequence which proves the third part of the lemma. 0 
Theorem 4.4. A Schur root for the nth Kronecker quiver Q in the fundamental 
region for the action of the Weyl group is reducible to matrix normalform. 
Proof. Let the Schur root be h(a b) where (a b) is indivisible and a 5 b which 
we may assume by Lemma 3.4. Let S and T be the representations constructed 
in the preceding paragraphs and let p = 1 - ((a b), (a 6)). Let Q’ be the 
(1 +p)th Kronecker quiver. Then we show that for a general representation R’ 
of dimension vector h(a b), 
R’ ?X HomQ(S @ T, R’) @IQ’ (S cI3 T) 
and for a general representation R” of dimension vector (h, h) for Q’, 
R” 2 Home(S @ T, R” @Q’ (S 83 T)). 
Note that if Pi and P2 are the projective representations of dimension vector 
(0 1) and (1 p + 1) for the quiver Q’ then PI @Ql (S $ T) g S whilst P28Ql 
(S @ T) E T. 
Let R’ be a general representation of dimension vector h(a b) for the nth 
Kronecker quiver. Then we know that hom(S, R’) = h = hom(T, R’) and the 
kernel of the natural homomorphism from Hom(T, R’) 18 T to R’ which is 
surjective is isomorphic to S hi In fact, let W’ be the kernel of the homomor- . 
phism from Hom(S, T) @ Hom(T, R’) to Hom(S, R’). Then for general R’ we 
showed in the last lemma that 
0-i W’@S-+Hom(T,R’)@T-+R’-+O 
is a short exact sequence. However, 
0 --f W’ ~3 PI -+ Hom( T, R’) ~3 P2 -+ HomQ(S @ T, R’) + 0 
is the projective resolution of HomQ(S @ T, R’); tensoring the second of these 
short exact sequences by S @ T shows that 
R’ ” HOIIlQ(S CT3 T, R’) @Q’ (s Cl3 T). 
Conversely, let W be a general vector subspace of dimension hp in khc% 
Hom(S, T) so that 
O-+ W@P,+kh@P2+R-$0 
is the projective resolution of a general representation R of dimension vector 
(h h) for the quiver Q’. Then since there exist such subspaces for which the ho- 
momorphism from W I% S to kh @I T is injective, this remains true for a general 
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W and the cokernel of this homomorphism is a representation R w of dimen- 
sion vector h(a b) for the quiver Q. Since there exists a choice of W for which 
horn(S, Rw)  = h = horn(T, Rw),  this remains true for a general W, and so 
0~ WQPI  ~k  h®P2~Hom(S@T,RW)~0 
is the projective resolution of Hom(S ® T, Rw) (noting that Horn(T, Rw) is 
naturally isomorphic to k h) which means that R is isomorphic as required to 
HomQ(S~ T,R®Q, (S@ T)). [] 
Theorem 4.5. Every Schur root for the nth Kronecker quiver is reducible to matrix 
normal form. 
Proof. This follows at once from the preceding theorem, Theorem 4.1 and 
Lemma3.3. [] 
5. INTERNAL STRUCTURE OF SCHUR REPRESENTATIONS 
The main aim of this section is to find information on the internal structure of a 
general representation f dimension vector a. In the case where a is a Schur 
root it allows us to show that a is built up from two smaller Schur roots in a 
useful way and for a general dimension vector it takes the form of an algorithm 
that computes the canonical decomposition. 
For the moment we make the assumption that Q is a quiver without loops. 
Firstly recall some facts about the canonical decomposition. The sum a = 
~i /3 i  is the canonical decomposition if and only if each/3, is a Schur root and 
ext ( /3 i , /3 j )  = 0 if i ¢ j. If/3i = flj and i ¢ j then either/3i is a real Schur root, that 
is, hom(/3i,/3i) = 1, or else hom(/3i,/3/) = 0 that is,/3i is an isotropic Schur root. 
I f /3/~/3] then one of hom(/3i,/3j) and hom(/3j,/3i) must be 0. In fact the follow- 
ing lemma contains a stronger statement. 
Lemma 5.1. Let {/3i : i = 1 ~ m} be pairwise distinct canonical summands of 
the dimension vector oL Then one of hom(/3i,/3i+l) for i=  1 - - *m-  1 and 
hom(/3m,/31) must be O. 
Proof. Let {Ri : i = 1 ~ m} be representations of dimension vector/3i respec- 
tively such that Ext(Ri, Rj) = 0 for i Cj.  Then by Lemma 4.1 of [9], any homo- 
morphism from R i to  Rj must be either injective or surjective. Assume our 
conclusion is false; then there is a non-zero homomorphism from Ri to  Ri+ 1 for 
each i < m and a non-zero homomorphism from Rm to Rl. Each homomor- 
phism in this chain must be either surjective or injective but not both and no 
surjective homomorphism ay be followed by an injective homomorphism 
since their composition would then be neither injective nor surjective; hence 
these homomorphisms must be either all surjective or all injective which is ab- 
surd. [] 
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This allows us to prove the following useful lemma. 
Lemma 5.2. Let cr = xi nip; be the canonical decomposition of Q where y; = @ [f 
and only if i = j. Then it is possible to choose the indexing so that i < j + 
hom(b;, pj) = 0. 
Proof. We define a relation < on the dimension vectors {,&} in the canonical 
decomposition by i <j if hom(@, p;) > 0. Then the preceding lemma shows 
that < is a partial order and can therefore be extended to a total order which is 
the conclusion of the lemma. 0 
Thus one can assume that the canonical decomposition of o is ~1: = Cini,8; 
where pi = @j if and only if i = j and horn@, ,f$) = 0 for i > 1. 
If u is an indivisible Schur root then the canonical decomposition of /? = na 
is p if cy is neither real nor isotropic and in these two cases it is na as shown in 
Theorem 3.8 of [14]. If /? = na where (Y is an indivisible Schur root we say that P 
is a &form dimension vector and that cv is the root of ,0 when cy is real or iso- 
tropic and that p is its own root if (Y (and hence p) is non-isotropic; we shall use 
the notation (p) for the canonical decomposition of such a uniform dimension 
vector. Thus we can re-write the canonical decomposition of a general dimen- 
sion vector in the form a = c;(pi) where each PI is a uniform dimension vector 
and the root of p; does not equal the root of /!$ when i # j. Then by Theorem 3.8 
of [14] it follows that the canonical decomposition of ncy is nLy = C;(npi). 
In [14], the author showed in characteristic 0 that every representation of 
dimension vector cr contains a subrepresentation of dimension vector p if and 
only if ext(j3, cy - /?) = 0 and this was extended to arbitrary characteristic in [2]. 
We shall use this result repeatedly in this section. A dimension vector p is said 
to be a rigid sub-dimension vector of the dimension vector a if and only if a 
general representation of dimension vector CL has a unique subrepresentation of 
dimension vector p. We shall be interested in finding uniform rigid sub-dimen- 
sion vectors of a particular dimension vector a; we may as well assume that the 
support of Q is Q. When Q is a quiver without loops then there are obviously 
such dimension vectors since if PI is a sink vertex, then n(v)e,, is a uniform rigid 
sub-dimension vector of (Y where e,, is the dimension vector such that Pi, = 1 
and e,.(ll’) = 0 when u # IV. 
Lemma 5.3. Let (Y = C,(fi;) be the cunonicul decomposition ofa where emh 1, is 
u un@rm dimension vector such that the root of each /!3i s distinct. Assume thut 
hom(Pi , /I;) = O.for i # 1. Then the dimension vector PI is u un[form rigid sub-di- 
mension vector of Q. 
Proof. To begin with, note that hom(/?i: 0;) = 0 = ext(Pi, pi) for i > 1 and 
hence horn@, , (Y - PI) = 0 = ext(Pi, (Y - PI). Recall from section 3 of [14] the 
algebraic variety R(Q, pi c a) which parametrises representations of dimen- 
sion vector CY with a distinguished subrepresentation of dimension vector 01. 
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Then from section 3 of [14] it follows that the morphism from R(Q, pi c cu) to 
R( Q, a) is surjective since the fibre above a point p is bijective with the set of 
subrepresentations of dimension vector pi in R,. Moreover, the conditions 
above mean that the dimension of R(Q, /31 c CX) equals the dimension of 
R( Q, cx) so that the fibre above a general point is finite. Both varieties are irre- 
ducible. Moreover, there is a rational section, a morphism defined on an open 
subvariety of R( Q, a) to R( Q, /?I c a) which sends the point p to the point in the 
fibre above p corresponding to the subrepresentation that is the direct sum- 
mand of dimension vector pt. But a morphism between irreducible algebraic 
varieties that is generically finite and has a rational section must be generically 
bijective (consider the effect of the rational section on the function fields of the 
two varieties). This implies that the fibre above a general point of R(Q, a) con- 
sists of 1 point which means that /Ii is a rigid sub-dimension vector of o and it is 
uniform by assumption. 0 
Let a = Ci(ri) be the canonical decomposition of a where each “li is a uniform 
dimension vector and the root of ?; equals the root of Tj if and only if i = j. If j is 
an index such that hom(yi, ri) = 0 for i #j then call the dimension vector ri a 
uniform rigid summand of o. Since the canonical decomposition of ncy is 
na = Ci(nri) it follows that yi is a uniform rigid summand of a if and only if nyi 
is a uniform rigid summand of ncx. Since we shall make use of this fact later we 
note it in the following form. 
Lemma 5.4. Let CY be a dimension vectorfor the quiver Q. Then g(a) = hcf,,(a(v)) 
divides g(y) if? is a uniform rigid summand of CY. 
The next two lemmas give ways to find new rigid sub-dimension vectors of a 
dimension vector which will form the basis of an algorithm to compute the ca- 
nonical decomposition of a dimension vector (Y or else to find a rigid sub-di- 
mension vector p of (Y when it is a Schur root such that both p and Q - p are 
uniform. 
Lemma 5.5. Let Q = p + y + 6 where /3 + y is a rigid sub-dimension vector of CI 
and P is a uniform rigid summand of /3 + 3: Then p is a rigid sub-dimension vector 
ofa. 
Proof. Let R be a general representation of dimension vector (Y; in particular, it 
has a unique subrepresentation R’ of dimension vector ,C3 + y which in turn may 
be taken to have a unique subrepresentation R” of dimension vector ,0. Since p 
is a uniform rigid summand of ,f3 + y, ext@, y) = 0 and also ext(& 6) = 0 since 
ext(P + y, 6) = 0 and ,0 is a canonical summand of P + y. So, ext(P, y + 6) = 0 
and hence every representation of dimension vector (Y has a subrepresentation 
of dimension vector P. Also since y is a canonical summand of p + y and 
ext(P + y, 6) = 0 then ext(y, 6) = 0 so a general representation of dimension 
vector y + 6 has a subrepresentation of dimension vector y. So let S be a sub- 
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representation of R of dimension vector /3; then R/S has a subrepresentation of
dimension vector y, T/S where T has to be R’ since it is a subrepresentation of 
dimension vector /3 + y of R. So, S is a subrepresentation of dimension vector p 
in R’ and must be R”. Thus p is a rigid sub-dimension vector of o. Cl 
Lemma 5.6. Let Q = p + y + 6 where ,9 is a rigid sub-dimension vector of cx and 
y is a uniform rigid summand of y + 6. Then p + y is a rigid sub-dimension vector 
Ofa. 
Proof. Since ext(& y + 6) = 0 and y is a uniform rigid summand of y + 6, 
ext(/3,7) = 0 = ext(@,6). Also ext(y,6) = 0 and so ext(P + y,6) = 0. Hence a 
general representation of dimension vector (Y has a subrepresentation of di- 
mension vector p + y. In turn this has a subrepresentation of dimension vector 
p which must be the unique one and the factor must be the unique sub- 
representation of dimension vector y. So there is a unique subrepresentation of 
dimension vector p + y. 0 
These results are the basis for the’following lemma which contains most of the 
work for our understanding of the internal structure of Schur roots and rep- 
resentations and is also the basis for an algorithm for constructing the canoni- 
cal decomposition of a dimension vector. 
Lemma 5.7. Let o = /3 + y + 6 be a dimension vector for the quiver Q without 
loops where ,O is a uniform rigid sub-dimension vector of Q: and y is a uniform rigid 
summand of y + 6. Let p = m/3’ and y = ny’ be the canonical decompositions of p 
and y so that p’ is the root of p. Then either y’ is a canonical summand of cy or else 
any uniform rigid summand of p f y is a uniform rigid sub-dimension vector of a 
whose root is larger than p’, the root of p. 
Proof. Our assumptions imply that 
hom(8, y + 6) = 0 = ext(P, y + 6) 
and hence 
hom(P, Y) = 0 = ext(P, Y) 
hom(P, 6) = 0 = ext(P, S) 
ext(y, 6) = 0 = ext(S, y) 
since y and 6 are canonical summands of y + 6. If ext(y, p) = 0 then y is a 
summand of a because o - y = 0 + 6 and so 
ext(y, a - y) = 0 = ext(o - y, y). 
Thus if y’ is not a canonical summand of o then ext(y, /3) 3 0 and therefore 
ext(y’, p’) > 0. It follows that hom(y’, p’) = 0 since ext(,B’, 7’) = 0 and so one 
of hom(y’, p’) and ext(y’, ,0’) must be 0 by Theorem 4.1 of [14]. 
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By Lemma 5.6, ,f3 + y is a rigid sub-dimension vector of cr. So let us consider 
its canonical decomposition. Firstly. 
horn@‘, y’) = 0 = ext@‘, 7’) 
and hom(y’, /3’) = 0. On the other hand, ext(y’, j3’) # 0. Let S be a general 
representation of dimension vector p + y. Then S has a subrepresentation R of 
dimension vector p such that both R and S/R are general representations. So 
R E @,c 1 Rj and S/R z @I,!‘=, Si where dim Rj = /3’, dim Si = y’, each Rj and Si 
is a Schur representation, 
Hom(Rj, Si) = 0 = Hom(Si, Rj) 
and also Hom(Rj, RI) = 0 forj # 2 unless ,8’ is a real Schur root in which case 
they are isomorphic, and similarly, Hom(Si, S,) = 0 for i # t unless y’ is a real 
Schur root in which case they are isomorphic. By Ringel’s simplification pro- 
cess [13] one knows that any summand of S must have a filtration by sub- 
representations uch that the factors are isomorphic to either an Si or an Rj. No 
Si can be a summand of S since then its dimension vector 7’ would be a sum- 
mand in the canonical decomposition of (Y. Thus any summand in the canonical 
decomposition of /3 + y must be of the form a@’ + by’ where a > 0. If p’ is not a 
summand in the canonical decomposition of /? + y, then every canonical sum- 
mand of p + y is larger than p’. If p’ is a summand in the canonical decom- 
position of p + y, we shall soon see that it cannot be the root of a uniform rigid 
summand. Thus it follows that ((m - I)@’ + ny’, 0’) 10 and so (p’, /3’) > 0 
which implies that p’ is a real Schur root and so each Rj is isomorphic to the 
real Schur representation G(P’) of dimension vector p’. However, there is a 
summand of S that has a proper subrepresentation isomorphic to some 
Rj z G(/3’) d an so, as claimed, /3’ cannot be a uniform rigid summand of S. It 
follows that a uniform rigid summand of ,0 + y cannot be a multiple of ,0’ in 
this case and therefore the root of a uniform rigid summand K of ,f? + y must be 
larger than ,8’. Therefore, in either case there is a uniform rigid summand K of 
p + y whose root is larger than p’. However, by Lemma 5.5, K is a uniform rigid 
sub-dimension vector of o which completes our proof. Cl 
The main result on the internal structure of Schur roots is now a simple in- 
duction. 
Theorem 5.8. Let Q be a Schur root for the quiver Q without loops. Then there 
exists a rigid sub-dimension vector /3 of Ly such that both ,B and a - ,/3 are uniform 
dimension vectors. More particularly, if6 is a uniform rigid sub-dimension vector 
of (Y such that g(cr)(g(e) th en we may choose ,B, a uniform rigid sub-dimension di- 
mension vector of (Y such that Q - p is uniform, the root of p is at least as large as 
that of eandhcf(g(P),g(a - 0)) = g(o). 
Proof. We may assume that the support of (Y is Q. Let w be a sink vertex; then as 
discussed before a(w)e, is a uniform rigid sub-dimension vector of a where e, is 
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the dimension vector of the simple representation at the vertex w. Therefore, if 
we do not already have a dimension vector E we may take E = (Y(W)+ 
If the factor is uniform we simply need to check the numerical statements. 
But g(a)\g(e) implies that g(cr)]hcf(g(E),g(cY - c))]g(a) and so equality follows. 
Otherwise, assume that E is a uniform rigid sub-dimension vector of (IY such 
that cy - E is not uniform and proceed by induction on a - 6’ where C’ is the root 
of E. Since (Y - t is not uniform, (Y - c = y + 6 where y is a uniform rigid sum- 
mand of Q - t. Since the root of y cannot be a summand of ti one concludes by 
Lemma 5.7 that there is a uniform rigid sub-dimension vector tl of LY whose 
root is larger than E’. Since g(cy)lg(o - E) it follows that g(cu)lg(y) by Lemma 5.4 
hence g(a)lg(E + y) and hence g(o) must divide ti by Lemma 5.4 since it is a 
uniform rigid summand of e + y. By induction, the result follows. q 
Lemma 5.7 also gives an algorithm to compute the canonical decomposition of 
a dimension vector a in the following way. First of all, it is a simple matter to 
compute whether a dimension vector is a Schur root on a quiver with 2 vertices 
II and w with no arrows from pi to v though all other possible arrows are al- 
lowed, since all roots are Schur. Now assume that Q is a quiver without loops. 
As at the beginning of the proof of Theorem 5.8, one may assume that the sup- 
port of u: is the quiver Q and v is a sink vertex so that cy(~)e,, is a uniform rigid 
sub-dimension vector of cy and o - a(u)e,, is a smaller dimension vector. One 
can compute the canonical decomposition of o - o(‘u)e,, by induction. If 
cy - o(u)e,, is not uniform then Lemma 5.7 either gives a canonical summand of 
(L and we may proceed by induction or else it gives a new uniform rigid sub- 
dimension vector of cy which has a larger root. Thus the only time a problem 
occurs is when there is a uniform rigid sub-dimension vector /3 of CY such that 
y = cr - /3 is also uniform. Let /3 = mp’ and y = ny’ be their canonical decom- 
positions. If both p’ and y’ are not real then it is a simple matter to see that o 
must be a Schur root and p is a uniform rigid sub-dimension vector of o such 
that cy - j3 is also uniform. Without loss of generality one may assume that B’ is 
real (\tff for example by reversing all the arrows of the quiver). Let 
t = ext(y’, p’). If y’ is also real, one considers the canonical decomposition of 
(n,m) for the 2-vertex quiver with t arrows from the first vertex to the second 
and no loops. If this is (n, nz) = a(b, c) + d(e,f) then the canonical decomposi- 
tion of o is (v = a(hy + c/3) + d(ry +fP). Otherwise, N is a Schur root. If y’ is 
isotropic, one again considers the dimension vector (n,m) for the 2-vertex 
quiver with t arrows from the first to the second vertex but with 1 loop at the 
first vertex. Again its canonical decomposition determines the canonical de- 
composition of cv using the same formula. Finally, if y’ is neither real nor iso- 
tropic then y = y’ and N is a Schur root if and only if m 5 t; otherwise its ca- 
nonical decomposition is a = (y + t/3’) + (m - t),!?‘. Note that when CP is a 
Schur root we have also calculated a dimension vector /3 that is a rigid sub-di- 
mension vector of CY such that both p and 01 - @ are uniform. 
In [14], there is a different algorithm for computing the canonical decom- 
position of a dimension vector. One knows that p is a canonical summand of 
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the dimension vector a if and only if it is a Schur root and ext(/3, c~ - /3)  -- 
0 = ext(c~ -/3,  fl) or equivalently a representation of dimension vector c~ has 
subrepresentations of dimension vector /3 and c~-/3. On the other hand, 
ext(/3, c~ - /3)  and ext(c~ -/3,/3) may be calculated by knowing the dimension 
vectors of subrepresentations f/3. Since/3 < c~ inductively we know all of these 
dimension vectors. This algorithm is substantially more complicated than the 
one in this paper and is correspondingly much slower. 
One should also note that this extends to computing the canonical decom- 
position of a dimension vector over an arbitrary quiver. If  Q is a quiver with 
vertex set V and arrow set A and c~ is a dimension vector for the quiver Q then 
one constructs a new quiver, the double of Q, Q', with vertex set V x {0, 1}, and 
arrow set V x {2} U (A × {0}) where i(v, 2) -- (v, 0), t(v,2) = (v, 1), i(a, 0) --- 
(ia, O) and t(a,O) = (ta, 1). Then ~ '= ~pl, where Pl is projection on the first 
factor V of V x {0, 1}, is a dimension vector on Qt and ifc~ = ~i/3i is the ca- 
nonical decomposition of c~ then the canonical decomposition of apl is 
°Lt= ~i/3/ since for a general representation f dimension vector a' ,  the ar- 
rows in V are invertible and the full subcategory of representations of Q' such 
that these arrows are invertible is naturally equivalent to the category of rep- 
resentations of the quiver Q. To see this quickly we note that given a represen- 
tation R of Q, we associate a representation R' of Q/by defining R'(v, i) = R(v) 
for i=  0, 1, R'(v,2) is the identity from R(v) to itself and R'(a,O)= R(a). 
Conversely given a representation S of the quiver Q' such that each R(v, 2) is 
invertible, we define a representation S' of the quiver Q by S'(v) = S(v, 0) and 
S'(a) = S(a,o)S(v,2) 1. It is simple to check that these assignments define 
functors to demonstrate he natural equivalence claimed. 
6. MODULI SPACES OF REPRESENTATIONS OF QUIVERS 
Let Q(p, t, q) be the quiver with two vertices v and w, p loops at the vertex v, q 
loops at the vertex w and t arrows from v to w. The first theorem of this section 
shows roughly speaking that if every Schur root for the quiver Q(p, t, q) is re- 
ducible to matrix normal form then every Schur root for a quiver without loops 
is also reducible to matrix normal form. The rest of the section proves this is 
true for these special two vertex quivers and Theorem 6.3 of this section uses 
the double quiver introduced at the end of the last section to show that every 
Schur root for every quiver is reducible to matrix normal form. The last theo- 
rem spells out those moduli spaces of representations weare now able to show 
to be rational varieties. 
Theorem 6.1. Let ~ be a Schur root for the quiver Q and let n'~ be a uniform rigid 
sub-dimension vector such that m/3 = ~ - n7 is also uniform where the roots of m~3 
and n7 are Schur roots that are reducible to matrix normal form and/3 and 7 are 
indivisible. Then if the dimension vector (m n) for  the quiver Q(p, t, q), where 
p = p(/3), q -- p('y) and t = ext(/3, 7), is reducible to matrix normal form, so is ~. 
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Proof. Let PGlm+ be the factor of Gl,,, x Gl,, by the diagonal embedding of k”. 
The first step of the proof is to construct a (Cl,,, x Gl,,, PGl,,,)-standard family 
of representations of dimension vector o for the quiver Q which is PGl,,,, 
birational to R( Q@, t, q), (m n)). 
The first thing we need to do this are suitable familes of representations of 
dimension vector rnp and ny. We deal only with rn@ since the same construction 
is needed for ny. We need a family R,o over the algebraic variety Xrna such that 
Gl,,, acts on F&o compatibly with an action of PGl, on X,0 and the stabiliser in 
Gl,,, of a point in X,/j acts on the corresponding representation as the group of 
automorphisms of that representation. 
If p is a real Schur root then there is a unique real Schur representation G(P) 
of dimension vector /3. We take the variety X,,,p to be a point on which PGl,,, acts 
trivially and the family Rrnp will be simply the representation k” 18 G(P) on 
which Gl, acts via its action on k”‘. If p is non-isotropic then the root of rnp is 
itself and our assumptions imply that that there is a (GI,,PGl,,,)-standard 
family R,o of representations of dimension vector rnp over an algebraic variety 
X,,,, which is PGl,,, birational to Mm(k)P. 
In the case where ,0 is isotropic there is more to do. In this case, our as- 
sumptions imply that there is an algebraic variety XL7 which is an open sub- 
variety of A’, the affine line, which carries a family R@ of representations of 
dimension vector ,0 and that this family is (k*, { 1})-standard which in this si- 
tuation simply means that different points of X, give non-isomorphic repre- 
sentations. We wish to construct from this a family of representations of 
dimension vector rnp on which Gl, acts, defined over an algebraic variety X,/j 
on which PGl,,, acts so that Xm~ is PGl,,, birational to an open subvariety of 
M,,(k). We take Y mp to be the open subvariety of X7 consisting of m distinct 
ordered points of X0. This carries in the obvious way a family Snlo of rep- 
resentations of dimension vector mp. The natural action of the symmetric 
group S, on Ym3 has the property that its orbits correspond to the isomor- 
phism classes of representations in the family S,,,ig. Of course, this action of S,,, 
on YMo lifts to an action on S,o but this is not quite all we need; the algebraic 
group k*” acts on S,p via the action of k* on ‘Rp and the algebraic group H 
generated by k*” and S, acts on S,,,+ The subgroup k*” of H is normal with 
factor group S,,, and we shall regard H as acting on Yrnp so that k*” acts trivi- 
ally and S,,, acts as described. Thus the actions of H on Sntp and Yn2;j are com- 
patible. Now H is a subgroup of Gl,,, in the obvious way; it is the stabiliser with 
respect to the action of Gl, by conjugation of the vector subspace of M,,,(k) 
consisting of diagonal matrices. Therefore, we can form the family R,,,j = 
SnTlj xH Gl, of representations of dimension vector m/Y over the algebraic vari- 
ety XlnO = Ymd x H Gl,,,. An identification of Ymij with some open subvariety of 
the vector space of diagonal matrices shows that X,,, is PGl, birational to 
M,(k), each R,@(v) is a Gl, vector bundle of weight 1 and for each point p of 
Xn,[j, the stabiliser in Gl,,, of p acts on the corresponding representation as the 
group of automorphisms of that representation since that is true for points in 
Y??,J 
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Note that there is a short exact sequence of groups 
1 + k* + PGI,,,,, 4 PGl,,, x PGI, ---t 1. 
Thus a variety on which PGl,,, x PGl, acts may have PC&,,,, vector bundles of 
weight 1. 
Let R = RmP and S = R,, be families of representations of dimension vector 
m/3 and ny over the algebraic varieties X,,,p and Xnr as constructed above. So 
X,p is PGl,-birational to Mm(k)P and X,, is PGl,-birational to Mn(k)q. There 
exists a non-empty open PGI,,, x PGl,-equivariant subvariety U of _&,a x X,, 
consisting of the points (x, y) where ext(R,, S,) = mnt. Then over U there is a 
PG&, vector bundle E of weight 1 whose fibre above the point (x, y) is 
Ext(R,, S,). However, R(Q@, t, q), (m, n)) is a PGl,,,,, vector bundle of weight 1 
over Mm(k)P x Mn(k)q and by Lemma 3.1 it follows that E is PGZ,,,, birational 
to P(Q(P, 4 4) (m, n)). 
Further E carries a family 7 of representations of dimension vector cy of 
the quiver Q and it is clear that 7 is a general family since every representation 
of dimension vector a has a subrepresentation of dimension vector ny and it 
is an open condition that one such subrepresentation should be isomorphic to 
S, for some point y E X,, whilst the factor should be isomorphic to 72, for 
some point x E X,p. Since a general representation of dimension vector cr has 
a unique subrepresentation of dimension vector ny, it follows that E’ = 
{.z E E : 7, has a unique subrepresentation of dimension vector nr} is a non- 
empty open subvariety of E and we shall see that two points of E’ give rise to 
isomorphic representations if and only if they are in the same orbit for the ac- 
tion of PGl,,,,. To show this we represent the points of E as triples (x, y, <) 
where x E &,o, y E Xny, and 5 E Ext(‘R,, S,). Then if (x, y, E) and (x’,~‘, E’) are 
points of E’ that determine isomorphic representations, it follows that (x,y) 
and (x’, u’) lie in the same orbit for PGl,,, x PGl, and therefore may be taken to 
be equal and < and <’ determine isomorphic extensions of ‘I?, on S,. However, 
the stabiliser in Gl, of x is the group of automorphisms of 72, and similarly the 
stabiliser in Gl,, of y is the group of automorphisms of S, and so < and <’ are in 
the same orbit under the action of the stabiliser of (x, y) and hence (x, y, [) and 
(x’,_JJ’, <‘) must lie in the same orbit for PGI,,,, as required. 
Finally, it is clear that for each vertex TJ, I,/ is a vector bundle of weight 1 
since it has a subbundle isomorphic to S, such that the factor bundle is iso- 
morphic to R,,. 
Thus we have constructed a (Gl,,, x Gl,,, PGl,,,,)-standard family of repre- 
sentations of dimension vector cr for the quiver Q which is PGl,,,, birational to 
R(Q(P, t, q), Cm n)). 
Now we assume that the dimension vector (m n) for the quiver Q@, t, q) is 
reducible to matrix normal form. Thus we have a family 72 of representations of 
dimension vector (m n) for the quiver Q@, t, q) over the algebraic variety X 
which is a (Glh, PGlh) standard family such that X is PGlh birational to Mh(k)P 
where h = hcf(m, n) = g(a) and P = 1 - (o/h, a/h) = 1 - ((m’ n’), (m’ n’)) 
where (m’ n’) = (m n)/h. By Lemma 3.1, we may assume that R(v) g 
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k ~' ® k h × X where Glh acts trivially on k m' and diagonally on the remaining 
terms and similarly, 7~(w) ~ k n' ® k h × X with a similar action of Glh. By 
choosing a basis o fk  m ~ km' ® k t' and of k" ~_ k"' ® k h we obtain a morphism 
from X to R(Q(p, t, q), (m n)) such that 7~ is the pullback of the standard family 
on R(Q(p, t, q), (m n)). Moreover, if we regard Glh as acting on k" ~ k"' ® k h 
and on k '~ ~ k m' ® k h via its action on k h, and hence on R( Q(p, t, q), (m n) ) and 
the standard family, we see that this morphism from X to R(Q(p, t, q), (m n)) is 
PGlh equivariant and the morphism between families is Glh equivariant. 
I f  we regard E '  as a subvariety of R(Q(p, t, q), (m n)) with the family 7- of 
representations of dimension vector a for the quiver Q then the pullback o f  
7- to an open subvariety of X along the PGlh equivariant morphism to 
R(Q(p, t, q), (m n)) is quickly checked to be a (Glh, PGIh) standard family of 
representations of dimension vector c~ and by construction X is PGlh birational 
to Mh(k) e which completes the proof of this theorem. [] 
Because of this theorem, it is clear inductively that in order to be able to prove 
the main theorem, we need to prove it only for quivers of type Q(p, t, q); this is 
the content of our next lemma which thus concludes most of our proof. 
Theorem 6.2. Let (m n) be a Sehur root for the quiver Q(p, t, q). Then it is re- 
ducible to matrix normalJbrm. 
Proof. I f  the dimension vector (m n) is a Schur root for the quiver Q(p', t', q') 
where (p', t', q') < (p, t, q) then the result follows by induction from Lemma 
3.2. This means that we have certain minimal cases to look at. The results of 
section 4 deal with the case where both p and q are zero so we may assume that 
at least one of them is non-zero. Thus the remaining minimal cases are when 
(p,t,q) is one o f ( l ,  1, 1), (p, t, 0), and (O,t,q) since if both p and q are positive 
then it is clear that (m n) is a Schur root. The first of these in fact reduces to one 
of the other two cases since if n _> m then (m n) is a Schur root for the quiver 
Q(0, 1, 1) because (\fff for example) the dimension vector (m, n, n) for the quiver 
with vertices u, v and w with 1 arrow from u to ~; and 2 arrows from ~ to w lies in 
the fundamental region for the action of the Weyl group and if n _< m then we 
may apply Lemma 3.4. The second and third case are essentially equivalent by 
reversing all the arrows of the quiver and applying Lemma 3.4 so we shall deal 
with the case (0, t, q). I f  (m n) is a Schur root for Q(0, t, q) then m <_ nt. We shall 
show that the dimension vector (m n) for the quiver Q(0, t, q) such that m _< nt 
is always a Schur root and determine its moduli space. 
If  m = nt then the reflection functor at the first vertex together with Lemma 
3.3 shows that the moduli space of representations of dimension vector (m n) is 
reducible to the moduli space of representations of dimension vector (0 n) for 
Q(0, t, q) which is just q n by n matrices up to simultaneous conjugacy. I fm < nt 
we may still apply the reflection functor at the first vertex which preserves the 
value of h~cf(m, n) followed by duality to ensure that 0 < m < nt2. I f  t > 2 or if 
t = 2 and m < n, then m < n( t -  1) and we may conclude by induction that 
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(m n) is a Schur root for Q(0, t - 1, q) and that it is reducible to matrix normal 
form for the quiver Q(0, t - 1, q) and hence for the quiver Q(0, t, q). Thus we 
may reduce either to the case (n, H) for Q(O,2, q) which is reducible to q + 1 it by 
II matrices up to simultaneous conjugacy and thus a Schur root with the correct 
moduli space; or else we reduce to (m n) where n2 > m > 0 for the quiver 
Q(0, 1, q) and it is enough to deal with the case where q = 1 since this is a Schur 
root as we are about to see. 
Consider the quiver Q’ with 3 vertices u, ‘21 and w with 1 arrow from u to ‘u and 
2 arrows from w to w and the dimension vector (m,n,n) where m 5 n2; this is 
also clearly a Schur root since it lies in the fundamental region for the action of 
the Weyl group. Also a general representation of this dimension vector inverts 
the first arrow from w to wand hence the moduli space of representations of this 
dimension vector is birational to the moduli space of representations of di- 
mension vector (m n) for Q(0, 1,l). Now (m m 2m) is a uniform rigid sub-di- 
mension vector of (m n n) and its root is (1 1 2) which is a real Schur root. Let 
(a b c) be the rigid sub-dimension vector of (m n n) that is constructed from 
this one such that both it and (m - a n - b n - c) are uniform in Theorem 5.8. 
By induction on the pair (m n) it follows that the moduli spaces of representa- 
tions of dimension vector the root of (a b c) and the root of (m - a n - b n - c) 
satisfy the theorem since their construction from smaller Schur roots must in- 
volve a smaller pair than (m n) and if m’ = hcf(a, b,c) and n’ = 
hcf(m - a, n - b, n - c) then (m’ n’) < (m n) so again the proof is complete by 
induction. Cl 
It remains to show that a dimension vector for a quiver which may have loops is 
also reducible to matrix normal form. Let Q be such a quiver; we recall the 
double of Q from the last paragraph of section 5 whose notation we ‘shall con- 
tinue to use in the course of the next proof. 
Theorem 6.3. Every Schur root for a quiver is reducible to matrix normalform. 
Proof. Let a be a Schur root for the quiver Q and let (Y’ be the corresponding 
dimension vector for the double of Q, Q’. We have seen that a Schur root for a 
quiver without loops is reducible to matrix normal form and therefore we know 
that Q’ is reducible to matrix normal form. If h = g(a), then h = g(a’), so we 
assume that we have a (G/h, PGI,,) standard family of representations of di- 
mension vector a’ of the quiver Q’, K!, over the affine algebraic variety X such 
that X is PGIh) equivariantly birational to Mh(k)P for some integer p. Let X’ be 
the affine open PGZ,, equivariant subvariety where R(v, 2) is invertible. Then X’ 
carries a family of representations of the quiver Q of dimension vector cy by 
defining S(V) = R(v,O) and S(a) = R(u,O)R(v,2)-‘. Using the fact that the 
category of representations of the quiver Q’ such that R(v, 2) is invertible is 
equivalent to the category of representations of the quiver Q, it is a simple 
matter to check that S is a (G/I~, PGl,,) standard family and by construction it is 
PGfh equivariantly birational to Mh (k)P as required. 0 
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It is perhaps worth stating the rationality results that follow from our main 
theorem. 
Theorem 6.4. Let cx be a Schur root for the quiver Q. Then if hcf,,(a(v)) = n 
where n = 1,2,3 or 4, a moduli space of representations of dimension vector is 
rational. If 4 < n and n divides 420 then a moduli space of representations of di- 
mension vector CI is stably rational. If n is square-free then a moduli space of rep- 
resentations of dimension vector is retract rational. 
Proof. This follows from the known results on matrices up to simultaneous 
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