Abstract-In this paper, a new frequency-weighted model reduction method with an a priori error bound is proposed. The method is a generalization of Enns technique and yields stable models even when both input and output weightings are included. The proposed method is compared with other existing methods using numerical examples.
I. INTRODUCTION
The model reduction problem has attracted considerable attention in the past three decades and many methods have been proposed. Among them, balanced truncation [7] and the optimal Hankel norm approximation [5] are the most popular methods. Frequency response error bounds [4] , [5] are also available for these methods. Enns [4] was the first to extend the balanced truncation method to the frequency-weighted case. This method, known as the frequencyweighted balanced truncation, is used in controller reduction applications [3] . The method may use input weighting, output weighting, or both. With only input or output weighting (single-sided weighting) present, stability of the reduced-order models is guaranteed. However, with both weightings (double-sided weighting) present, the method may yield unstable models for stable original systems [9] . To overcome the drawback of instability, Lin and Chiu [8] proposed a new frequency-weighted balanced reduction technique which was limited to only strictly proper weighting transfer functions. Their method was later generalized by Sreeram et al. [9] to include proper weighting transfer functions. Frequency response error bound formulas for these two techniques were also proposed [6] , [9] . The main disadvantage of these formulas is that the computation of error bounds is achieved iteratively. Furthermore, the formulas are highly complicated and involve computation of many infinity norms of low-order transfer functions. Frequency-weighted balanced reduction techniques based on partial fraction expansion are also available [1] , [10] . Although these methods have simple formulas for error bounds, they are restricted to some special types of weighting functions. Frequencyweighted extensions to optimal Hankel norm approximation are also available [11] , [12] . However, no simple error bound formula exists for these techniques.
In this paper, we propose a new frequency-weighted balanced truncation technique. This technique is essentially a modification of the Enns technique and yields stable models for both single-sided and double-sided weightings. A simple formula for the error bound is also derived. Two examples are presented to demonstrate the effectiveness of the technique.
II. FREQUENCY-WEIGHTED BALANCED TRUNCATIONS
In this section, we review two methods of frequency-weighted balanced truncation. ( 1) be the solutions of the following Lyapunov equations:
Expanding the (1, 1) blocks of the above Lyapunov equations yields the following: In Lin and Chiu's technique [9] , instead of diagonalizing Gramians P and Q, the Gramians P 0 P 12 P 01 Since the Gramians diagonalized satisfy the Lyapunov equations, Lin and Chiu's technique yields stable models unlike the Enns technique.
Error bounds for these two techniques are also available. They are as follows.
Enns Technique [6] :
Lin and Chiu's Technique [9] :
In the above formulas k denotes Hankel singular values, k ; k ; k , and ! k denote infinity norms of transfer functions which depend upon G k (s); k = n; n 0 1; 111; r + 1; r; W o (s); and W i (s).
It is clear from the above formulas that the error bounds are calculated iteratively, each iteration involving evaluation of a number of infinity norms. Furthermore, the error bound formula depends on the models of different orders, G k (s); k = n; n 0 1; 111 ; r + 1; r.
Therefore, these formulas are not a priori error bound formulas and are just error bound formulas which are not useful in practice.
III. THE MAIN RESULTS
In this section, a new frequency-weighted balanced truncation method is proposed. A frequency response error bound is also derived.
A. New Balanced Truncation Method
From (4) and (5) 
Since X and Y are symmetric matrices, there are orthogonal matrices, U; V and diagonal matrices S; H which satisfy
where S = diag(s1; 11 1;sn); H = diag(h1; 11 1;hn) and js1j 1 11 js n j 0; jh 1 j 111 jh n j 0. Step 1) Use formulas (1)- (3) to compute P and Q.
Step 2) Use formulas (4) and (5) Step 3) Decompose X and Y using singular value decomposition into USU T and V HV T .
Step 4) Use formulas (10) and (11) to compute B and C.
Step 5) Use formulas (12) and (13) to computeP andQ.
Step 6) Find the transformation matrix T which simultaneously diagonalizesP andQ as follows:
TP T T = (T 01 ) TQ T 01
= diag(1; 2; 111 ; r; r+1; 111; n) where 1 2 111 r > r+1 111 ; n > 0. Step 8) The reduced-order model is given by A r = A 11 ; B r = B1 and Cr = C1; and D.
Theorem 2:
The reduced model fAr;Br;Cr;Dg obtained using the above procedure is stable. The proof follows immediately from the proof of stability of the unweighted balanced truncation and is therefore omitted. We see the last n-i rows of K and the first i rows of the term with free matrix Z always equal zero. Since the infinity norm of a submatrix can never exceed the infinity norm of the whole matrix, we obtain kKW i (s)k 1 kK 1 W i (s)k 1 for any free matrix Z which means kKWi(s)k1 = min K 2K kK1Wi(s)k1:
B. Derivation of an Error Bound
Similarly, we can prove that C = L C.
In Lemma 3.1, we require that rank[ B; B] = rank B. In the next section, we will prove that it is true in some sense. Then we have the following.
Lemma III.2:
For almost all Z 2 R r 2n , we have r r 1 :
The proof can be found in [2] . Let Remark III.1: 1) This theorem indicates that in most cases, the proposed algorithm can be implemented smoothly.
2) Since in practice Z = C i P 12 with C i given and P 12 satisfying (6), it is our conjecture that the condition in Lemma 3.1 can always be satisfied. Extensive simulations show that this conjecture may be true. 
IV. SIMULATION EXAMPLES
In this section, we will study two examples and compare the results obtained using the proposed method and other existing methods [4] , [9] .
Example 1: Consider the fourth-order example of [8] and [9] . For this example, the reduced-order models of order 1-3 are computed using three different methods: 1) Enns technique [4] ; 2) Lin and Chiu's technique [9] ; and 3) the proposed technique. The error bounds are computed using Kim et al. [6] , Sreeram et al. [9] , and the proposed technique.
The actual weighted errors and the error bounds for each of the models obtained by three different methods are tabulated in the  Table I. Note that the errors in Table I refer to k(G(s) 0 G r (s))W i (s)k 1 and in Table II We computed the reduced-order models of order 1-3 using Enns technique and the proposed technique. We also computed the error bounds using Kim's technique [6] and the proposed technique for the reduced-order models. The results are tabulated in the following table.
Note that the errors in Table III refer to k(G(s)0Gr(s))Wi(s)k1 where G(s); G r (s); and W i (s) are the transfer functions of the original system, reduced order model, and the input weight, respectively.
V. CONCLUSION
In this paper, a new frequency-weighted balanced truncation method is proposed. It is shown that the method yields stable models for both single-sided and double-sided weightings. A simple frequency response a priori error bound formula is also derived. It is shown using a numerical example that the method can yield significantly better results than Enns technique in some cases.
