In the algebraic study of words and languages it is often convenient to analyze words as numerical quantities. One such now-famous example is the study of words by using their attached Parikh mapping (or vector). However, the Parikh vector abstracts away too much of the structure of the word. Parikh matrices were introduced as a means to obtain more than just the number of occurrences of single letters. When studying properties of words, an important property is that a word is uniquely determined by the number of occurrences of certain predetermined subwords. In the context of Parikh matrices, the problem is translated in finding which words are completely characterized by their associated Parikh matrix. This paper links this problem with that of the print of a word, i.e. the word obtained by considering consecutive occurrences of the same letter as only one letter. We obtain results regarding finiteness and contextfreeness of such classes of words.
Introduction
The Parikh matrix mapping was introduced by Mateescu et al. in [8] as a mapping from words to algebraic structures (matrices) in the spirit of the classical Parikh mapping which associates vectors to words. By using matrices instead of vectors more information about the word is preserved and numerical facts such as the number of occurrences of certain subwords in a word can be elegantly computed (by matrix multiplication). Because of the ease in dealing with subword occurrences, some interesting problems were discovered and solved using this tool in fields like combinatorics on words (see [5, 12] and the references there) and theory of codes [3] .
An interesting question in studying numerical properties of words is whether a word is completely determined by the number of occurrences of some of its subwords. The subwords used by the Parikh matrix do not always do this, so the notion of M-ambiguity was introduced in [7] . Although several papers are dealing with this notion and important properties of M-ambiguous and Munambiguous words have been discovered [13, 14, 2] , a complete characterization is not yet available.
In [14] the print of a word was introduced, noticing that for alphabets of size two and three, the M-unambiguity of a word implies the M-unambiguity of its print. This paper tries to advance towards a characterization of M-unambiguous words by investigating the connection between prints and M-ambiguity. Two main contributions are made in this direction: 1. We show that M-unambiguous prints have bounded length for a given alphabet;
2. We show that the language of M-unambiguous words can be context free only if the language of its prints is finite.
The remainder of this paper is structured as follows. Section 2 recalls some basic notions and results regarding Parikh matrices and their characterization. Section 3 recalls the notion of M-ambiguity and relates it to its print for alphabets of size less than 4. Section 4 introduces parameterized ambiguity and proves the main result of the paper. Section 5 applies that to proving a necessary condition for context-freeness of the language of M-unambiguous words and the finiteness of the set of M-unambiguous prints for any given alphabet. Section 6 concludes the paper.
Parikh Matrices
We will assume the reader familiar with the basics of formal languages. Whenever necessary, [10] may be consulted.
Let Σ be an alphabet. The set of all words over Σ is denoted by Σ * and the empty word is λ. As customary, we use small letters from the beginning of the English alphabet (a, b, c, d) possibly with indices, to denote letters of our formal alphabet. Words are usually denoted by small letters from the end of the English alphabet (u, v, w, x, y, z). If w ∈ Σ * then |w| denotes the length of w. Definition 1. Let Σ be an alphabet and u, w ∈ Σ * . We say that u is a scattered subword (or simply subword) of w if w, as a sequence of letters, contains u as a subsequence. This means that there exist words x 1 , . . . , x k and y 0 , . . . , y k in Σ * , some of them possibly empty such that
In other words,
We say that u is a factor of w if there exist x and y such that w = xuy.
We will denote by |w| u the number of occurrences of word u as a subword in w, that is the number of mappings that can be defined with respect to the above definition. For instance, |abba| ba = 2 and |aabbc| abc = 4.
It is easy to see that if |w| < |u| then |w| u = 0. Also, if u = λ then |w| u = 1. The notion of Parikh matrix was introduced in [8] . The definitions and results presented in this section can be found in [8, 9] .
The set of all triangle matrices of dimension k ≥ 1 is denoted by M k . Clearly (M k , ·, I k ), where · represents the matrix multiplication and I k is the unit matrix, is a monoid.
An ordered alphabet is an alphabet Σ with a total order relation < on it, denoted as Σ = {a 1 < · · · < a k }.
Definition 2. Let Σ = {a 1 < · · · < a k } be an ordered alphabet. The Parikh matrix mapping, denoted by Ψ Σ , is the monoid morphism:
defined by the condition:
, and all other elements of the matrix Ψ Σ (a q ) are 0.
For the ordered alphabet Σ = {a 1 < · · · < a k }, we denote by a i,j the word
The following theorem characterizes the entries of the Parikh matrix.
Theorem 1. Let Σ = {a 1 < · · · < a k } be an ordered alphabet and w ∈ Σ * . The matrix Ψ Σ (w) = (m i,j ) 1≤i,j≤(k+1) has the following properties:
Let us consider a two-letter alphabet Σ = {a < b}. Then 
M-unambiguity and prints
The notion of M-ambiguity was studied in [6, 4] for two-letter alphabets even before it was introduced in [7] . A word being M-unambiguous means that it is uniquely determined by its Parikh matrix. It should be noted that this notion, as all the others concerning Parikh matrices, is sensitive to the ordering chosen for the alphabet Σ.
* is M-unambiguous (resp. M-ambiguous), then also the Parikh matrix Ψ Σ (w) is called unambiguous (resp. ambiguous). Let us list some basic results about M-unambiguity from [7] (see also [14] ). The first result shows that any factor of an M-unambiguous word is also Munambiguous.
Proposition 1. If a word y ∈ Σ
* is M-ambiguous, so is every word xyz where
The next result lists some short M-ambiguous words.
Proposition 2. Let Σ = {a 1 < · · · < a k } be an ordered alphabet. The following words are M-ambiguous:
• a i a j with |i − j| > 1;
• a i a m+2 j a i and a j a i a m j a i a j where |i − j| = 1 and m ≥ 0.
The following corollary says that adjacent letters in an M-unambiguous word must be equal or consecutive in the alphabet.
and a i a j is a factor of w, then |i − j| ≤ 1. That is, the only factors of length two of w are of the form:
The next result from [7] (see also [6, 4] ) gives a complete characterization for M-unambiguous words over a two-letter alphabet.
Theorem 2. A word in {a < b}
* is M-ambiguous if and only if it contains disjoint occurrences of ab and ba. A word is M-unambiguous if and only if it belongs to the language denoted by the regular expression
pn n such that for all 1 ≤ i ≤ n, p i > 0 and for each 1 ≤ i < n, b i = b i+1 (it is clear that each word admits a unique such decomposition), we define the print of w (denoted by print(w)) to be the word
We have found out that for alphabets of size two (see Theorem 2) and three [14] the M-unambiguity of a word implies the M-unambiguity of its print. In [14] it was conjectured that this is true for any alphabet.
Also, from theorem 2 it is obvious that for a two-letter alphabet the length of a print of an M-unambiguous word is at most 4. An insightful characterization of amiable words by means of word transformations is proposed in [2] . The set of amiable words is claimed to be precisely the class of words obtainable through the (repeated) application of the two transformations presented below:
Although proven correct in [2] , this characterization is not complete, as shown by the following example: 
n-ambiguity
Let Σ = {a = a 1 < b = a 2 < c = a 3 < · · · < a k } be an ordered alphabet. If a appears in an M-unambiguous word w over Σ, then, from Proposition 2, it must either appear in a group of a letters at one of w's ends or it appears alone between two b letters (bab). But it is easy to see that if we have a word w containing two disjoint occurrences of the bab sequence, i.e. w = x 1 bab x 2 bab x 3 , then there are at least two other words, u = x 1 abb x 2 bba x 3 and v = x 1 bba x 2 abb x 3 , such that | w | ab =| u | ab =| v | ab . Also, if we delete all occurrences of a from w, u and v we get the same word, so they must have the same number of occurrences of any subword a i,j with i > 1.
However, usually | w | abc =| u | abc =| v | abc . As an example, one can see that:
But if w has a special form (we have marked the a letters as a ← − and a − → to emphasize the way they will be moved):
then, by moving the a − → letters to the right and a ← − to the left we get
and by moving them to the opposite direction we get:
This equality does not hold if we consider the number of occurrences of abcd, but let us next generalize that.
Definition 5 (n-ambiguity). Let Σ = {a = a 1 < b = a 2 < · · · < a k } be an ordered alphabet and let w ∈ Σ * be a word.
• w is 0-ambiguous if w = bab;
• w is n-ambiguous if there exist words w n−1 and z such that w n−1 is (n−1)-ambiguous and w = w n−1 zw n−1 .
In other words, we say that w is n-ambiguous if we can find words w 0 , . . . , w n and z 1 , . . . , z n such that w 0 = bab, w i = w i−1 z i w i−1 for 1 ≤ i ≤ n, and w = w n . Let A = (w 0 , . . . , w n ) denote such a decomposition.
Next, let us encode the movement of the a letters in w. Let w be an nambiguous word, A a decomposition for w, and ∆ 1 , . . . , ∆ 2 n ∈ {−1, 1}. Let T (w, A, (∆ 1 , . . . , ∆ 2 n )) be the word obtained from w by moving the a letters according to the movement deltas ∆ 1 , . . . , ∆ 2 n :
If n = 0 (meaning w = bab) then
If n > 0 then let A = (w 0 , . . . , w n ) be a decomposition of w (w = w n−1 zw n−1 ), and let B = (w 0 , . . . , w n−1 ):
One can easily notice that | T (w, A, (∆ 1 , . . . ,
To simplify the notation, from now on we will use T (w n−1 , A, (∆ 1 , . . . , ∆ 2 n−1 )) instead of T (w n−1 , B, (∆ 1 , . . . , ∆ 2 n−1 ) ).
We will shortly show that (k − 1)-ambiguous words over a k-letter alphabet are M-ambiguous. But first, let us prove two lemmas.
Lemma 2.
If w is an n-ambiguous word over Σ = {a 1 < · · · < a k }, A = (w 0 , . . . , w n−1 , w) is a decomposition (w = w n−1 zw n−1 ), and
Proof: For easier writing, let us denote
Since i 2 + 1 > 1 we can replace | x 2 | ai 2 +1,j by | w n−1 | ai 2 +1,j in both sums above.
Lemma 3.
If w is an n-ambiguous word over an ordered alphabet Σ = {a 1 < · · · < a k }, A is a decomposition, and ∆ 1 , . . . , ∆ 2 n ∈ {−1, 1}, then
Proof: By induction on n.
Case n = 0: w = a 2 a 1 a 2 .
If i = 2:
Case n > 0: From the definition, w = xzx, where x is (n − 1)-ambiguous.
For easier writing, we will use A, (−∆ 1 , . . . , −∆ 2 n−1 )), and
From Lemma 2 we have:
By adding them we get:
In the sequel, we will use a particular choice of values for ∆ 1 , . . . , ∆ 2 n to help us prove our result. Let δ n be the infinite sequence of numbers defined by the recursion: δ 1 = 1 and, for n > 1, δ n = −δ n−2 k , where k is the only integer such that 2 k < n ≤ 2 k+1 . In other words, for any k ≥ 0 and 0 < i ≤ 2 k we have δ 2 k +i = −δ i . As an example, the first terms of this sequence are 1, −1, −1, 1,  −1, 1, 1, −1 .
It is easy to see that if we denote by t n (with n ≥ 0) the well-known ThueMorse sequence (see [1] for definitions and applications in various scientific fields), then δ n+1 = (−1) tn .
Theorem 3. If k > 1 and w is a (k − 1)-ambiguous word over an alphabet Σ = {a 1 < · · · < a k }, then w is M-ambiguous.
Proof: We know that, if i > 1, then
We will prove by induction on n that if w is n-ambiguous (n ≥ 0) and A is a decomposition for w, then
If n = 0 then the relation becomes
which is obviously true. If n > 1 then there exists an (n − 1)-ambiguous word x such that w = xyx. Let i be an integer, 1 ≤ i ≤ n + 1, i ≤ k, let x + be T (x, A, (δ 1 , . . . , δ 2 n−1 )) and x − be T (x, A, (δ 2 n−1 +1 , . . . , δ 2 n )).
We have:
If j ≤ n then, by the induction hypothesis, we have that
so the expression above becomes:
To illustrate the use of this theorem, let us take w = babcbabcbabcbab, the word used in section 3, as an example. By choosing z 1 = z 2 = c we have w 0 = bab, w 1 = bab c bab, and w 2 = w, so w is 2-ambiguous. Since w is a word over a three-letter alphabet, w must be ambiguous.
Applications of the n-ambiguity
In this section we will present two important applications of Theorem 3 with implications in the study of M-ambiguity of words.
On the context-freeness of M-unambiguous words
We will show that a necessary condition for the context-freeness of the language of M-unambiguous words is that the set of its prints is finite. For this we use a corollary of Theorem 3 and a modified pumping lemma, both presented below. We assume the reader familiar with the basics of context-free grammars and languages [10] .
A word w is well-formed if it does not contain any of the words mentioned by Proposition 2. Obviously, all M-unambiguous words are well-formed. Corollary 2. Let Σ = {a 1 < · · · < a k } be an ordered alphabet (k ≥ 2). There exists N (k) such that, for any n > N (k) and any w ∈ Σ * containing at least two different letters, w n is M-ambiguous.
Proof: By induction on k.
Case k = 2: The maximum length of an M-unambiguous word print is 4. If w contains a 1 and a 2 then | print(w 3 ) |≥ 6 so w 3 is M-ambiguous. We can take N(2) = 3.
Case k > 2: Let us take N (k) = 2 k and let us note that
If w 2 is not well-formed then w 2 is M-ambiguous. If w does not contain a 1 then we actually have a k − 1-letter alphabet, so the word is M-ambiguous from the induction hypothesis.
If w 2 is well-formed and contains a 1 (note that it can not contain a 1 a 1 ) then w 2 also contains a 2 a 1 a 2 as a substring. Let x, y be two words such that w 2 = xa 2 a 1 a 2 y. Let w 0 = a 2 a 1 a 2 . Let z i = yx and w i = w i−1 z i w i−1 (1 ≤ i ≤ k − 1). w k−1 is (k − 1)-ambiguous, so it is M-ambiguous (from theorem 3). It is easy to see that (w 2 )
We next prove a variant of the pumping lemma for context free languages.
Theorem 4 (Pumping Lemma). Let L be a context free language. Then there exists a positive integer N such that for any word w with | print(w) |≥ N , words u, v, x, y, and z can be found such that w = xyzuv, either y or u contains two distinct letters and
Proof: For simplicity and without loss of generality, let us assume that L does not contain the empty word λ.
Let G be a grammar in Chomsky Normal Form (CNF) that generates L, let S be its start symbol, n be the number of variables in G, and N = 2 3n + 1. Let w ∈ L be a word with | print(w) |≥ N and T be a parse tree for w. Let V (T ) be the subtree one gets from T by deleting all leaves. T has | w | leaves, so V (T ) has | w | leaves. Since a binary tree with 3n levels has at most 2 3n leaves, it must be that V (T ) has at least 3n + 1 levels.
This means that we have a path from the root to a variable on the (3n + 1) Since our grammar does not have λ-productions we have | x i y i |≥ 1.
We will show that we can choose a variable A and a path P on which A appears four times such that one of x 2 x 3 x 4 and y 4 y 3 y 2 contains two distinct terminals.
Let us assume that we have found a path where A appears four times, but the two strings do not have distinct terminals, so there are two letters a and b such that x 2 x 3 x 4 ∈ a * and y 4 y 3 y 2 ∈ b * . We have | x 2 x 3 x 4 | + | y 4 y 3 y 2 |≥ 3, so | x 2 x 3 x 4 |≥ 2 or | y 4 y 3 y 2 |≥ 2. Let us assume | x 2 x 3 x 4 |≥ 2 (the case when | y 4 y 3 y 2 |≥ 2 is similar).
There exist 2 ≤ i, j ≤ 4 such that | x i |> 0, | x j |> 0, and either | y i |= 0, or (| y i |> 0 and | y j |> 0). We discuss here only the case when i = 2; the other cases are similar.
The following derivation holds in G:
The parse tree of w is obtained from the parse tree of w by deleting some nodes (together with their descendants) and replacing them with one of the subtrees of the deleted nodes.
Obviously, print(w ) = print(w) (since x i = x j and either y i is empty or y i = y j ) and | w |<| w |. We repeat the choice of A and its path, deleting parts of the parse tree until we can not do this anymore. This procedure needs to eventually stop since the length of the word is decreasing at each step.
In the end we get a word w , a parse tree for it, a variable A, and a path P in the tree where A appears four times, such that one of the x 2 x 3 x 4 and y 4 y 3 y 2 strings contains two distinct terminals.
Since the parse tree of w is obtained from the parse tree of w by deleting some nodes, we can find a path P in the parse tree of w that has all the nodes of P .
We match the four instances of A that we have identified in P with their occurrences in P. If we denote by x 1 , x 2 , x 3 , x 4 , y 1 , y 2 , y 3 , y 4 , z the strings produced as above for this path, then x i and y i are scattered substrings of x i and y i , so one of the x 2 x 3 x 4 and y 4 y 3 y 2 strings contains two distinct terminals.
Since S → * x 1 Ay 1 and A → * z, by repeatedly applying A → * x 2 x 3 x 4 Ay 4 y 3 y 2 we get that
Theorem 5. Let L be the set of all M-unambiguous words for an ordered alphabet Σ. Then one of the following is true:
L is not context free.
Proof: Let us assume that there is no such M and L is context free. Then there exists N such that | print(w) |≥ N ⇒ ∃ x, y, z, u, v such that u or y has two distinct letters and xy i zu i v ∈ L ∀i ≥ 0. From corollary 2, one of y i and u i is M-ambiguous for i large enough, so xy i zu i v is M-ambiguous, contradiction.
The set of M-unambiguous prints is finite
We will prove next that all prints that are long enough are M-ambiguous. However, it seems that the n-ambiguity property is too restrictive for this: we can not guarantee that all such prints contain an n-ambiguous word. Yet, let us check again the alphabets of size two and three. For a two-letter alphabet {a < b} any print with length greater than 4 contains either ababa or babab, so it is M-ambiguous.
Let us take a three-letter alphabet {a < b < c} and let us assume that the word w such as w = print(w) is well-formed (otherwise it is obviously Mambiguous). If w has a substring made from the b and c letters longer than 4, it is M-ambiguous. If it does not, then we have a finite number of distinct substrings made from b and c. An a letter that is not at the end of the word appears between two b letters, and two consecutive occurrences of an a letter should be in a context like bauab, where u starts and ends with b. If u = b then, since babab is M-ambiguous, w is M-ambiguous. Let us focus on the case | u |≥ 2. Let us note that we have a finite number of M-unambiguous bauab words and that they are 1-ambiguous.
That means that they must repeat without overlapping if the length of our word is more than a certain N . So, each print of length more than N has the form xbauabybauabz. But we know that bauabybauab is 2-ambiguous, so it is ambiguous. Let us formalize this intuition: Theorem 6. Let Σ = {a 1 < · · · < a k } be an ordered alphabet (k ≥ 2). There is an N (k) such that for all w ∈ Σ * having | w |≥ N (k) and w = print(w), w is M-ambiguous.
In this paper we have not tried to minimize the bounds and, consequently, they are often too large for computational purposes. It is likely that lower bounds can be found.
