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 要  旨 
 インテグラルフォトグラフィ(Integral Photography: IP)はレンズアレイを用いることによ
って，水平・垂直方向に視差を持つ３次元映像を撮像・表示できる技術であり，将来的には３
次元テレビへと応用する検討が行われている．この IP の画像品質を決める要素としては角度
解像度と空間解像度がある．しかし，これらはレンズアレイによって制限される要素となって
おり，高角度解像度と高空間解像度を両立した３次元映像の取得が困難であるという課題があ
った．一方で，シングルピクセルイメージング(Single-Pixel Imaging: SPI)は単一のフォトディ
テクタ(Photodetector: PD)と２次元の既知パターンを用いることで２次元画像を再構成するこ
とが可能な技術である．この SPI を３次元化する手法は提案されているものの，それらの多く
は対象の表面形状が計測できるだけで，視差画像の取得は困難であった． 
 本研究では IP と SPI を融合することで，IP における角度解像度と空間解像度のトレードオ
フを解消し，高密度に視差画像が取得できる方法を提案し，実証する． 
 本研究で提案する視差画像取得原理を説明する．まず，物体からの反射光をレンズにより既
知パターンを表示した空間光変調器上に結像し，変調された発散光をイメージセンサの各画素
で光強度を取得する．この際，イメージセンサの画素位置によって異なる角度情報を持った強
度値を取得できる．この強度値とそれぞれのパターンの相関計算を行うことで各画素において
異なる２次元視差画像を再構成する．以上の方法を用いることによって，イメージセンサの前
面にレンズアレイを配置する必要がなくなるため，角度解像度と空間解像度のトレードオフを
解消できる．この手法を用いて各画素で異なる視差を有する２次元画像を取得可能であるとい
うことを，３次元物体を撮像し実験的に実証した．さらに，本手法を用いて取得した視差画像
から奥行き方向のリフォーカス画像の生成やカラーイメージングに関する検討を行うことで，
本手法の精度評価や IP 技術へ適用することの有用性を示した．本手法を用いた３次元物体の
視差画像を取得し，精度評価を行なった結果，角度解像度と空間解像度のトレードオフを解消
する手段として有用であることを確認した． 
 以上より，IP と SPI を融合することによって，高密度に視差画像が取得できることを実験的
に実証し，IP における角度解像度と空間解像度のトレードオフを解消する手段として有用であ
ることを確認した． 
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Chapter 1
Introduction
1.1 Background
“Imaging”, a method of creating a faithful picture of a scene (target object) through some kind of
machine, started about 200 years ago. The oldest images in the world were taken in 1826 or 1827 by
Nicéphore Niépce. At first, there were restrictions such as taking a very long time to take a single
image and the size of the equipment becoming large, and it was rarely used in general. However,
with the rapid development of technology, film cameras with portability and generality became
available in the world around 1900. Then in 1957, digital cameras came out, became even more
convenient, and became widely used. However, up to this point, it has only been digitized, there
is no revolutionary evolution, and it can be considered that there is not much difference from the
film camera that came out in 1925 as an imaging technology. Furthermore, with the development
of technologies and industries in other fields, it is desired to solve problems that cannot be solved
by conventional imaging technology alone [1].
With this background, the idea of computational imaging has recently emerged. Currently,
computational imaging is expected to have the potential to overcome limitations that were difficult
with conventional imaging techniques. For example, it can be applied to various fields including in-
vehicle cameras for automatic driving, high-precision object detection and recognition for security
devices, and inspection technology in the medical field. The following briefly describes the features
and differences between conventional imaging system and computational imaging system.
In conventional imaging system, scene information is imaged on an image sensor by an optical
system. Thereafter, a two-dimensional (2D) image is output through processing of an arithmetic
system. In this imaging system, in order to obtain the scene information faithfully, each of the
optical system, the imaging device, and the computing system must be devised. The optical system
faithfully represents the light ray on the sensor by devising the lens and aperture. For the light ray
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information expressed on the sensor, the light ray information is faithfully acquired by changing
the wavelength sensitivity etc. according to the information that we want to obtain. The raw data
acquired by the sensor is processed by the image signal processor (ISP) on a pixel-by-pixel basis, such
as correction of optical systems such as lenses, correction of flaws caused by variations in sensors,
and encoding for image compression. Through this process, the actual scene can be acquired as
2D image information in the conventional imaging system. From above, in conventional imaging
systems, the “optical system”, “detection system”, and “image processing system” are independent
of each other, and the scene is faithfully reproduced by devising each system. In general, the image
reproducibility depends on the lens numerical aperture (NA) and the aperture size, the pixel size
of the image sensor, the exposure time, and the spectral response. Each feature is explained using
Fig. 1.2.
• Lens NA and aperture size
Increasing the NA of the lens or increasing the aperture allows more light to be captured.
However, if the lens with a large NA or a large aperture is used, the in-focus range will be
narrowed. In other words, the depth-of-field (DoF) becomes narrow and it becomes difficult to
focus on a point. On the other hand, by using a lens with a small NA or a small aperture, the
DOF can be widened, but the signal-to-noise ratio (SNR) decreases because a large amount
of light cannot be captured in a short time.
• Pixel size of image sensor
If the size of the image sensor is fixed and the amount of light per unit area is constant,
increasing the pixel size increases the amount of light that can be captured in each pixel.
However, when the pixel size is increased, the spatial resolution decreases when the image
sensor size is fixed. On the other hand, the spatial resolution can be improved by decreasing
the pixel size, but the amount of light that can be captured by one pixel decreases. Therefore,
the SNR decreases.
• Exposure time
Increasing the exposure time can capture more light. However, if the exposure time is ex-
tended, blurring will occur when capturing moving objects. Furthermore, when taking a video,
the time resolution will decrease and the frame rate of the video will decrease. On the other
hand, if the exposure time is shortened, the time resolution will increase, but the amount of
light that can be captured decreases, so the SNR decreases.
• Spectral response
A wide spectral response, that is, by using a bandpass filter with a wide wavelength band, can
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capture more light. However, if a bandpass filter with a wide wavelength band is used, the
spectral resolution will decrease, and the number of wavelength bands that can be obtained will
decrease. On the other hand, by using a bandpass filter with a narrow wavelength band, makes
it possible to finely divide the wavelength and perform imaging, so that spectral resolution
can be improved (multi-band spectral imaging or hyperspectral imaging). However, narrowing
the wavelength band reduces the amount of light per unit time, which leads to a decrease in
SNR.
Figure 1.1: Conventional imaging system
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Figure 1.2: Limitations of the conventional imaging system
As can be seen, the quality of 2D images that can be acquired is determined by the lens numerical
aperture (NA) and the aperture size, the pixel size of the image sensor, the exposure time, and the
spectral response, and the basis of them are optical system, detection system, and image processing
system. Due to the current development of technology, it is possible to acquire high-quality images,
so it is most efficient to use a conventional imaging system for acquiring general (normal) 2D color
images. However, on the other hand, the lens numerical aperture (NA) and the aperture size, the
pixel size of the image sensor, the exposure time, and the spectral response cannot be denied. In
other words, it can not be said that the degree of freedom is high because there are restrictions.
With such a background, “computational imaging” is being researched and developed in many
fields as a method that can overcome these restrictions. Computational imaging is an imaging
technology that realizes high-performance imaging by optical encoding and decoding arithmetic
processing. It is essential that the optical system of a conventional imaging system must image a
scene faithfully on an image sensor, and the image formed there must be faithfully represented by
the image sensor and ISP. On the other hand, in the case of computational imaging, the scene may
not be imaged when passing through an optical system with special processing. However, the final
output image through the processing system can obtain information that cannot be obtained by
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the conventional imaging system such as three-dimensional information or non-visible wavelengths
information. In other words, unlike conventional imaging, the optical system, detection system, and
image processing system are not considered to be independent, but all are considered as one system
in computational imaging, and new imaging can be performed with more information acquired.
Figure 1.3: Computational imaging system
The field of computational imaging is very broad, e.g. 3D imaging method, 2D imaging technique
using photodetector, lensless imaging, spectral imaging, and imaging behind diffuser. There are
various types of computational imaging, and each of them have the potential to solve problems
that were difficult with conventional imaging system. Among them, this paper focuses on the 3D
information acquisition method and 2D imaging technique using photodetector.
Figure 1.4: Field of computational imaging
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1.2 Aim of this Research
In this study, we focused on the three-dimensional (3D) imaging technique and the single-pixel
computational imaging (SPCI), among computational imaging. Especially in integral photography
(IP) in the 3D imaging technique, 2D images with parallax in horizontal and vertical direction can
be captured and reproduced. However, because this technique uses a lens array for capturing and
reproducing the 3D information, angular resolution and spatial resolution that determine the 3D
image quality are limited. On the other hand, SPCI is a 2D imaging technique without using a 2D
image sensor, and using a single-pixel detector.
From the above viewpoints, the purpose of this paper is as follows:
The first purpose is to eliminate the limitation of resolution in IP by applying SPCI to IP. Since
IP uses a lens array, the angular resolution and spatial resolution are limited. On the other hand,
SPCI is a method which can perform 2D imaging with single-pixel without using a lens. Therefore,
a method for acquiring a 2D images with parallax at each pixel of the image sensor using SPCI,
while eliminating limitations of IP is propose and demostrate.
The second purpose is to perform basic verification on applicability to IP using the proposed
method in the first purpose. The main basic verifications to be performed are generating refo-
cused images and colorization of the parallax images. These are essential verifications to confirm
applicability to IP.
1.3 Thesis Structure
This paper is entitled “Single-Pixel Imaging Based High Resolution Integral Photography” and
consists of 6 chapters.
Chapter 1 described the background and purpose of this study.
Chapter 2 describes the types of 3D imaging technology and briefly describes the characteristics of
some 3D imaging technology. In this research, the features and principles of IP that can generate
3D images simply by arranging a lens array in front of the image sensor, and the limitations on the
3D images of IP are described.
Chapter 3 describes the types of single-pixel computational imaging (SPCI) and describes their
characteristics. The SPCI technology has been studied for about 25 years, and many methods have
been proposed.
Chapter 4 first reviews the features and limitations of the IP described in Chapter 2. Then, the
review of the features of SPCI described in Chapter 3 is done. Based on the above, we propose to
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apply SPCI to IP to realize dense parallax image acquisition with eliminating the trade-off of IP.
In Chapter 5, based on the principle of the proposed method in which SPCI is applied to IP described
in Chapter 4, an experiment is conducted for dense parallax image acquisition using single pixel
imaging, which is the purpose of this paper. In this chapter, a simulation on the selection of patterns
used in the experiment was done. Then, experiments of parallax image acquisition, high-density
parallax image acquisition, refocus image generation and colorization were conducted based on the
principle. Evaluations and disscusions were done at each experiments.
Finally, Chapter 6 concludes by describing the results of this study, summary and perspectives.
Figure 1.5: Thesis structure
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Chapter 2
Integral Photography
2.1 Introduction
One of the three-dimensional (3D) imaging techniques is the integral photography (IP) method,
which is a spatial imaging technology [2]. This technology can capture and reproduce images with
parallax in the horizontal and vertical directions [3, 4]. IP acquires 3D information by using a lens
array and an image sensor at the time of imaging, and uses a display and a lens array at the time
of reproducing 3D images. By performing imaging and reproduction in this way, it is possible to
generate a natural 3D image without the need for special glasses. Although this technology has
been around for a long time, there are still active studies on the realization of 3D televisions [5–11].
There is a reason that these technologies are available but have not been realized. It depends
on the quality of the image. The major factor that determines the quality of the 3D images in this
IP is the lens array.
This chapter describes the principles of IP among the above-mentioned 3D imaging systems and
their problems.
2.2 Principle of Integral Photography
The basic principle of IP is, by arranging a lens array in front of an image sensor, elemental images
can be acquired through each elemental lens. Each elemental image acquired by IP have different
information, which is the 3D information of the object. By using this elemental images, it is possible
to generate a natural 3D image that does not require glasses, which is a major feature of IP. The
detailed principle is explained below.
For simplicity, the principle is explained using a pinhole array instead of a lens array using Fig.
2.1. 3D information in IP is acquired by an image sensor through a pinhole array. At this time,
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one image can be acquired from one pinhole. The aquired image here is called elemental image.
In addition in the figure, there are six pinholes, and there are six sets of red and blue light rays
passing therethrough. Therfore, the number of images that can be acquired is same as the number
of pinholes. At this time, for example, depending on the position of the pinhole, light rays emitted
from “A” points different points on the image sensor. This is because the positional relationship
of the object viewed from each pinhole is different. Therefore, each elemental image has different
parallax.
For the principle for reproducing the acquired image, display and the same pinhole array, which
was used for capturing process, is used. By using the same pinhole array, it is equivalent to reversing
the light beam at the time of capturing. Therefore, the light beam at the time of capturing is
reproduced, and natural 3D images can be reproduced.
Figure 2.1: Principle of (a) capturing and (b) reproducing integral photography image using pinhole
array.
Although the above principle has been described using a pinhole array, it is also possible to
capture and reproduce 3D information on the same principle by using a lens array instead of a
pinhole array.
Here, the images acquired by IP is explained. First, the image that can be obtained through IP
are elemental images as shown in Fig. 2.2(a). In addition, parallax images (Fig.2.2(b)) are obtained
by rearranging the pixels of the elemental images. Parallax images mentioned here, are images
of viewing the object from a different viewpoint. The principle of rearranging pixel is described
using Fig. 2.2(a)(b). The top left pixel of all 2D parallax images are collected and arranged two-
dimensionally to generate the top left elemental image. Similarly, the middle pixel of all 2D parallax
images are collected and arranged two-dimensionally to generate the midle elemental image. Figure
2.2(c)(d) shows an example of an elemental image and a parallax image actually acquired using
IP [3].
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Figure 2.2: Conceputual diagram of (a) elemental images and (b)parallax images. Example of
actually captured (c) elemental images and (d) parallax images [3].
Generally, in IP, 3D images are generated by acquiring elemental images at the time of imaging,
and display the elemental images on a display as it is. Therefore, parallax images are rarely used.
However, for calculating the distance from the object, generating 3D images digitally, or generat-
ing 3D holograms, parallax images are necessary. Therefore, understanding the concepts of these
elemental images and parallax images is very important [12,13]．
2.3 Resolution and Limitation of Integral Photography
Although the features and principles of IP have been described in the previous section, IP currently
has some limitations. The reason for this limitation is the use of lens arrays. First, there are three
major factors that determine image quality in IP: angular resolution, spatial resolution, and viewing
angle. Each element is described below.
• Angular resolution
The angle resolution is basically the resolution when viewing images at different angles. Figure
2.3 shows a conceptual diagram of angular resolution. The angle resolution plays an important
role when viewing images at different angles, and if the angle resolution is low, it will not be
possible to project a natural 3D image as soon as the viewing angle is changed. In other words,
it is important to improve the angle resolution to create a seamless natural image when the
angle is changed.
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Figure 2.3: Conceputual diagram of (a) high and (b) low angular resolution integral photography
images.
• Spatial resolution
The spatial resolution is the resolution of the displayed image. Figure 2.4 shows a conceptual
diagram of spatial resolution. Although this is a matter of course, it is necessary to improve
the spatial resolution to create natural and high-quality images.
Figure 2.4: Conceputual diagram of (a) high and (b) low spatial resolution integral photography
images.
• Viewing angle
Viewing angle refers to the maximum angle when changing the viewing angle. Figure 2.5
shows a conceptual diagram of viewing angle. The viewing angle determines how wide the 3D
image can be seen. In other words, the larger the viewing angle is, the more wraparound is
possible to see 3D images, and achieve more stereoscopic effect.
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Figure 2.5: Conceputual diagram of (a) wide and (b) narrow viewing angle integral photography
images.
The above three factors: angular resolution, spatial resolution, and viewing angle, are factors that
determine the quality of IP images. Here, the limitations of IP is discussed. In this discussion, the
viewing angle is fixed, by fixing NA of the lens, image sensor size, and the pixel pitch of the image
sensor. The resolution of IP is described using Fig. 2.6.
Figure 2.6: Image quality factors of Integral photography.
In IP, a lens array is used. Single elemental image is acquired by each elemental lens of the
lens array. In addition, as described in principle, one elemental image is generated by collecting
pixels from the acquired parallax images. To summarize, the angular resolution is determined by
the number of parallax images, in other words, determined by the number of pixels in the elemental
lens. In addition, spatial resolution is determined by the number of elemental images, in other
words, determined by the number of elemental lens in the lens array. From the above description,
the angular resolution and the spatial resolution are determined by the size of the elemental lens or
the number of lens arrays, respectively.
Therefore, the relationship can be summarized as shown in Fig. 2.7. Figure 2.7(a) shows an
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example in which the size of the elemental lenses in the lens array is increased and the number of
element lenses is reduced. As the size of the element lens increased, the number of pixels that could
be used per elemental lens increase, resulting in improved angular resolution. However, on the other
hand, the spatial resolution decreases due to the decrease in the number of elemental lenses. Next,
Fig. 2.7(b) shows an example of reducing the size of the elemental lenses in the lens array and
increasing the number of elemental lenses. Since the size of the elemental lens has become smaller,
the number of pixels that can be used per elemental lens decreases, and the angular resolution
decreases. On the other hand, the spatial resolution improves because the number of elemental
lenses increases.
Figure 2.7: Image quality factors of Integral photography.
From the example in Fig. 2.7, spatial resolution and angular resolution are very closely related,
and are determined by the lens array. The important point here is that if the spatial resolution
is increased, the angular resolution will decrease. On the other hand, if the angular resolution
is increased, the spatial resolution will decrease. In other words, there is a trade-off relationship
between angular resolution and spatial resolution.
In response to this problem, it has been practiced to increase the size of the image sensor during
imaging and to increase the number and size of the lens array [10, 11]. By using this method, it
is certainly possible to improve the angular resolution and spatial resolution. However, it is not a
fundamental solution, and a system of similar size is required for display, so it is considered difficult
to put it to practical use.
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Chapter 3
Single-Pixel Computational Imaging
3.1 Introduction
General camera performs two-dimensional (2D) imaging by using a sensor having many pixels, such
as a charged coupled device (CCD) and complementary metal-oxide-semiconductor (CMOS) sensor.
This silicon-based sensor enables the most efficient imaging in the visible light environment, and is
currently widely used. However, for imaging other than visible wavelengths, a silicon-based sensor
is difficult or expensive to manufacture, so a raster-scanning system that uses a single pixel detector
to scan a 2D plane for imaging is commonly used. By using this method, it has been possible for
imaging in environment of wavelength other than visible. However, in order to improve the spatial
resolution of the image to be acquired, the method of scanning a single pixel had to be increased in
the number of operations, which made it difficult for hardware processing. The idea that emerged
in this situation is single-pixel computational imaging (SPCI). SPCI method uses a single pixel
detector as in the raster-scanning method, but performs 2D imaging without scanning the detector.
By applying SPCI technique, it is possible to perform imaging of various wavelengths, such
as natural light imaging like general cameras [14], multi-spectral imaging [15,16], gas imaging [17],
terahertz imaging [18], and x-ray diffraction imaging [19]. Furthermore, applications in various fields
such as imaging in noisy environments and scattering media [20], and micro tomography [21,22] are
also expected, and features such as system miniaturization and cost reduction are also used. In this
chapter, we will discuss SPCI with these features.
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3.2 Single-Pixel Computational Imaging
3.2.1 Introduction
SPCI is a method of 2D imaging using a single pixel detector in computational imaging. This
technology has only recently emerged, and the oldest paper was allegedly published by T. B.
Pittman(1995) [23]. From that, various evolutionary methods and methods for imaging with various
methods have been proposed. At present, imaging using single pixel detector is roughly classified
into Quantum Ghost Imaging (QGI), Pseudothormal-light Ghost Imaging (PGI), Computational
Ghost Imaging (CGI), Single-Pixel Imaging (SPI), and Compressive Imaging (CI). Although there
are cases where the names differ depending on the paper, this time we will classify them according
to the differences described in the Section 3.2.2 to Section 3.2.6. Each has different features and
applications, so we will discuss each in the next section.
Figure 3.1: History of Single-pixel computational imaging
3.2.2 Quantum Ghost Imaging
Quantum Ghost Imaging (QGI) is a technology that reconstructs images using the spatio-temporal
correlation between two light beams. This method is said to have originated from a study on
quantum entangled photon pairs in quantum optics, and originated from a paper published by T.
B. Pittman(1995) [23].
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This method uses a nonlinear beta barium borate (BBO) (β − BaB204) crystal and a laser
pump (351.1 nm argon ion laser) to generate two photon pairs from spontaneous parametric down-
conversion (SPDC). The photon beam incident on this BBO crystal is split into photon pairs
according to the energy conservation law and momentum conservation law. As a characteristic
of this splitting, most of the incident photon beam goes straight, and only the order of 4
106
of
the incident photons are split into photon pairs (signal beam and idler beam) having polarization
components perpendicular to each other so as to fit within the upper and lower cones as shown in
Fig. 3.2. As a further feature, since the split photon pair obeys the energy conservation law and
momentum conservation law, the ratio of split signal beam and idler beam becomes almost equal,
and the split direction are output in pairs as shown in Fig. 3.3. Imaging is performed based on the
split photon pairs using the SPDC method briefly described above.
Figure 3.4 shows the outline of the optical system of QGI using SPDC. The photon beam output
from the laser pump is split into signal and idler photon pairs using BBO. The photon beam split
into P-polarized light and S-polarized light is split into two different directions using a polarization
beam splitter (PBS). An object is placed in the optical path direction of the signal beam, and the
light after passing through the object is detected by a single pixel detector. The other idler beam
detects the position of a photon by scanning a single pixel detector on a plane perpendicular to
the optical path. By performing coincidence measurement on the photons detected here, only the
correlated photons can be detected. By using those photons with correlation, image restoration
becomes possible.
In this technique, only the intensity information is acquired in the optical path on the side where
the object (aperture) is located, and the spatial position of photons is measured in the other optical
path without passing through the object. Thus, the novelty of this technology is that 2D images
can be restored without acquiring position and intensity information with multiple sensors at the
same time as a general camera.
Figure 3.2: SPDC(side view) Figure 3.3: SPDC(front view)
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Figure 3.4: Optical system of quantum ghost imaging [23]
3.2.3 Pseudothermal-light Ghost Imaging
In QGI, imaging was performed using photon pairs, but the basic concept was similar to that of
the raster-scanning system, and it was necessary to scan a single pixel detector. In addition, there
was a feature that light in the quantum entangled photon pairs state was used. Therefore, the next
proposal is pseudothermal-light ghost imaging (PGI), which uses a pseudo thermal light source for
imaging [24, 25]. The term pseudothermal-light here means a spatio-temporally changing speckle
pattern generated by coherent light. The experimental setup of the PGI is shown in Fig. 3.5.
Figure 3.5: Optical system of pseudothermal-light ghost imaging [25]
Here, a pseudothermal-light is generated by passing the emitted He-Ne laser through rotating
ground glass and a scattering medium. The light source generated here is split into two directions
by using a beam splitter. One of these lights passes through the object and detects the transmitted
light intensity with a single pixel detector, which is called object light. The other does not illuminate
the object and records the speckle pattern with a 2D image sensor, which is called reference light.
When the speckle pattern generated by time t is represented as Pt, the coordinate position is (x, y),
and the detected light intensity is expressed as follows:
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It =
∫ ∫
O(x, y)Pt(x, y)dxdy. (3.1)
At this time, the object represented as O(x, y), and the intensity can be obtained by the product-
sum operation of the speckle pattern and the object. The intensity value obtained here depends on
the speckle pattern illuminated on the object, and is characterized by having correlation between
the intensity value and the speckle pattern.Therefore, by using the acquired intensity value and the
speckle pattern, reconstruction of PGI is expressed as follows:
O′(x, y) =
1
N
N∑
t=1
ItPt(x, y), (3.2)
By performing the above calculations, a 2D image of the object can be reconstructed. In this way,
ghost imaging begins to evolve, without the use of light in quantum entangled photon pairs.
3.2.4 Computational Ghost Imaging
As introduced above, basically, it was necessary to acquire two types of beams which is object
light for irradiating an object and a reference light for detecting the light as it is. This method
was not a simple method to acquire images, even when compared with a general camera. The
reason why two detectors were required in conventional PGI, were because the intensity value of
the object light and the information of the reference light were needed. The reference light here is
the pseudothermal light, which is the random speckle generated by the rotating ground glass and
the scattering medium, which is required for reconstruction as shown in Eq. 3.2.
However, instead of using the unknown random speckle pattern generated so far, the random
speckle pattern generated on the computer can also be used. Computational ghost imaging (CGI)
proposed by J. H. Shapiro(2008) [26] was born from this idea. The explanation is given using Fig.
3.6.
Figure 3.6: Computational ghost imaging configuration [26]
In the conventional PGI, a random speckle pattern was generated using rotating ground glass
and a scattering medium, and that pattern was used for imaging. On the other hand, CGI generates
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a random speckle pattern on a computer and displays the pattern on a 2D spatial light modulator
(SLM). A random speckle pattern is generated by modulating the light from the light source by
using SLM. The object is irradiated with this pattern, and the transmitted light intensity is detected
by a single pixel detector. The above operation is performed for the number of patterns displayed
on the spatial light modulator. Finally, a 2D image can be reconstructed by using the Eq. 3.2
using the displayed pattern on SLM and the obtained intensity value. Here, it should be noted
that the spatial resolution of the reconstructed 2D image depends on the pattern shown on the
spatial light modulator, and the spatial resolution is equal to the spatial resolution of the displayed
patterns. Regarding the quality of the reconstructed image, the reconstruction accuracy improves
as the number of patterns used in general increases.
3.2.5 Single-Pixel Imaging
CGI method introduced above reconstructs a 2D image by using a known random speckle pattern
generated by a computer. In the paper of S. S. Welsh(2013) [15], they verified experimentally
reconstructing 256 × 192 pixel images using the CGI method using this random pattern. The
minimum number (which is called nyquist number) of patterns required to reconstruct a 2D image
of 256× 192 pixel is 49152(= 256× 192) However, the pattern actually used to reconstruct a sharp
image were approximately one million, and it goes without saying that displaying this number of
patterns on the SLM would take time.
Against this background, single-pixel imaging (SPI) has been widely studied as a method for
reconstructing clear images with a smaller number of images [27,28]. This method uses deterministic
orthogonal basis patterns rather than using non-orthogonal random patterns. Typical patterns used
in SPI include Hadamard pattern, discrete cosine pattern, and discrete Fourier pattern. There are
two major advantages of using orthogonal basis patterns. One is that patterns are orthogonal. The
merits of this will be explained using the Hadamard transform basis matrix as an example. First,
orthogonality is expressed as,
HHT = nI, (3.3)
when the Hadamard matrix is represented as H, and the identity matrix is represented as I. Equa-
tion 3.3 holds that the inverse matrix of H will be expressed as,
H−1 =
1
n
HT. (3.4)
That is, when the object matrix represented as O, the matrix of the acquired intensity will be
expressed as follows:
I = HO. (3.5)
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If this property of the orthogonal matrix is used, reconstruction using acquired intensity will be
expressed as follows:
O = H−1I =
1
n
HTI. (3.6)
From the above, it can be seen that the use of orthogonal basis patterns allows complete 2D image
reconstruction in principle. The other feature is that it requires a smaller number of patterns
than using random patterns, and is lower in computational cost than the method using compressed
sensing described in the next section. Due to these characteristics, SPI techniques are currently
used in many fields of SPCI.
3.2.6 Compressive Imaging
While ghost imaging technology is being established, SPCI technique has major drawbacks. In SPI
in the previous section, it was explained that by using orthogonal basis patterns, it is possible to
perform high-precision reconstruction with a specified number of patterns. However, this number
increases as the resolution increases. For example, in order to reconstruct a 1024×1024 pixel image,
more than one million patterns are required, which is impractical for obtaining high-resolution
images. Because of this background, a technique called compressive imaging (CI) [15, 29, 30] has
become popular in the field of SPCI.
This CI technology has attracted attention in recent years in magnetic resonance imaging (MRI)
examinations. The major feature of CI technology is, it is able to reconstruct the 2D image with
a small number of observations only when the observation target is sparse (including many zero).
It is said that it can reduce the time required for inspections, which previously took time. When
this concept is applied to SPCI, it is possible to reconstruct a 2D image using a smaller number of
patterns than the originally required number of patterns, that is, a pattern with a Nyquist number
or less. The principle is briefly explained. Let Pi(1 ≤ i ≤ M) be a 1D representation of a pattern
with n× n(= N) elements. Then, a matrix that summarizes this is expressed as follow:
P =
[
P1 P2 ... PM
]T
, (3.7)
Similarly, a matrix that summarizes the intensity values obtained using this pattern is expressed as
follow:
I =
[
I1 I2 ... IM
]T
, (3.8)
when the intensity value of using pattern Pi is represented as Ii. Based on the above, the relationship
between the object O and the intensity value that can be obtained using the pattern is expressed
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as
PO = I, (3.9)
Applying the concept of SPI to this equation, the matrix of the object can be obtained by applying
the inverse matrix of P to both sides. However, the problem to be dealt with this time is, when the
number of pixels is n× n(= N) and the number of patterns is M , the relationship between N and
M is N > M which means reconstruction is performed with a small number of patterns. In such
cases, the inverse of P cannot be found. The calculation is performed by repeatedly updating the
minimum value of the expression of follow:
min
{
1
2M2
∣∣∣∣I−PO′∣∣∣∣22 + λ ∣∣∣∣O′∣∣∣∣1} , (3.10)
when O′ be an unknown 1D matrix. Also, λ in this equation is called a regularization parameter,
which is a constraint that changes depending on the level of noise in the environment. This is one
of the methods to solve such problems which is called l1 minimization, and is widely used in the
field of compressive imaging. By using this method, the calculation cost after intensity acquisition
is increased, but the number of patterns used can be dramatically reduced.
3.3 Active / Passive Single-Pixel Detection Method
So far, we have described each SPCI method, but the SPCI method is roughly classified into two
types of optical systems [31, 32]. Although there may be various expressions depending on the
dissertation, in this paper, each is classified into active single-pixel detection method and passive
single-pixel detection method. The simple features of each are described below.
• Active single-pixel detection method
Active single-pixel detection method is also called the structured illumination method in some
papers, and many SPCI papers use this type of optical system. The schematic diagram of
the active single-pixel detection optical system is shown in the Fig. 3.7. In this method, a
light source is first illuminated on a SLM displaying a pattern. The light is modulated by
this SLM, and the modulated light is imaged on an object using a lens. This operation means
displaying the pattern on the object plane. Finally, the reflected (transmitted) light of the
pattern irradiated on the object is detected by a single pixel detector.
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Figure 3.7: Active single-pixel detection configuration
• Passive single-pixel detection method
Passive single-pixel detection method is called a single-pixel camera method in some papers,
probably because the optical system is similar to a general camera. However, even if looking
at many papers, we find that relatively few studies use this type of optical system. The
schematic diagram of the passive single-pixel detection optical system is shown in the Fig.
3.8. In this method, a light source is first irradiated on an object. The reflected (transmitted)
light from the object is imaged on the SLM displaying the pattern. Here, the image of the
object is modulated by the SLM, and the modulated light is finally detected by a single pixel
detector.
Figure 3.8: Passive single-pixel detection configuration
The two types of optical systems, active single-pixel detection method and passive single-pixel
detection method have been introduced above. In both of these methods, the formula of the
reconstruction operation is the same, and reconstruction is possible in the same way.
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Chapter 4
Proposal of Dense Parallax Image
Aquisition Method Applying
Single-Pixel Computational Imaging
to Integral Photography
4.1 Limitations of Integral Photography
The principle of integral photography (IP) is described in Chapter 2. By using IP method, two-
dimensional (2D) elemental images are obtained by each elemental lens in the lens array, and three-
dimensional (3D) information can be obtained by using the elemental images. However, limitations
of IP is that is uses a lens array. As described in the principle in IP, the factors that determine the
IP image quality are the angular resolution determined by the number of pixels in the elemental
lens, and the spatial resolution determined by the lens pitch. Therefore, if the elemental lens size
is increased and available pixels in each elemental lens increased to improve the angular resolution,
the spatial resolution will decrease, because the lens pitch will extend. Conversely, if the elemental
lens size is decreased and the lens pitch is narrowed to improve the spatial resolution, the angular
resolution will decrease, because the available pixels in each elemental lens decreases. Therefore,
the angular resolution and spatial resolution are in a trade-off relationship, and it was difficult to
achive both high angular resolution and high spatial resolution 3D images using IP.
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4.2 Three-Dimensional Imaging Technique using Single-Pixel Com-
putational Imaging
As shown in Chapter 3, methods of 2D imaging using a single-pixel detector which is called single-
pixel computational imaging (SPCI) has been proposed and studied. Further, 3D imaging methods
has been studied using SPCI method [16, 21, 22, 33–39]. There are various methods, such as a
method using Shape-From-Shading (SFS), a method using Time-Of-Flight (TOF), and a method
using holography. Each of these methods has its unique features and drawbacks.
First of all, since the above 3D imaging methods use active single-pixel detection method, the
features of active single-pixel detection should be explained. The method using active single-pixel
detection basically reconstructs the object in the direction irradiated with the pattern. The principle
of this will be explained using Fig. 4.1.
Figure 4.1: (a) Active single-pixel detection optical system, and (b) basic idea of (a)
Figure. 4.1(a) shows the optical system for active single-pixel detection method. In general, an
object is irradiated with a pattern using a projector, and the reflected light intensity is obtained
with a photodetector. Here, consider the light intensity that can be obtained by the photodetector
(A) and (B). Of course, changing the position of the photodetector will result in different intensity
values due to the different light reflected from the object. Therefore, the reconstructed images
are also different. However, the direction of the pattern illuminating the object is constant and
does not change. In other words, only objects viewed from the direction in which the pattern is
illuminated can be reconstructed. From the above, only the part where the reflected light reaches the
photodetector is reconstructed, and an image with different shadow information is reconstructed.
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From this principle, it is possible to reconstruct an image with parallax by illuminating the object
from different directions with the pattern, resulting similar to the stereo camera technique [37].
However, this method is not practical for acquiring multi-view images, more than two. Based on
the above principle, the active single-pixel detection system can be considered by replacing the PD
with a light source, and the projector as a camera, as shown in Fig. 4.1(b). This is the feature of
the active single-pixel detection system.
Based on the active single-pixel detection system described above, various 3D imaging methods
have been proposed. The first method proposed in this field is a 3D imaging method using Shape-
From-Shading (SFS) technique [33, 34, 40]. Based on the principle of active single-pixel detection
method, images with different shadow information will be reconstructed by changing the positions
of PDs. SFS is a method for restoring the surface shape of an object from images having different
shadow information. Therefore, by applying SFS to the reconstructed images with different shadow
information, restoration of surface shape will be possible, so 3D information of the object will be
obtained. However, this method requires multiple PDs in different position, and is not possible to
obtain parallax information.
A method using Time-Of-Flight (TOF) has been proposed as a different 3D imaging method [35].
In this method, unlike the SFS method, a single photodetector and a pulsed laser is used. Originally,
a camera called TOF camera that measures 3D information using the time of flight of light. This
technology was applied directly to SPCI. The basic principle of TOF is to measure 3D information
by irradiating a target with a pulse laser and measure the reflection time for each pixel of the 2D
image sensor. Since different information is recorded on the sensor depending on the time, 3D
information can be obtained. When using this method in SPCI, the pulse laser is modulated by the
pattern displayed on the SLM, and the pattern is irradiated on the object. The reflected light is
measured with a photodetector every time. By performing this operation, the measured intensity
every time differs depending on the distance to the object. Therefore, different reconstructed images
can be acquired for each time. However, this method can also reconstruct only the image from the
direction of pattern irradiation, so that only the surface shape of the object can be reconstructed.
Furthermore, since this method uses TOF, it is necessary to use a pulsed laser.
In addition to the above representative methods, methods applying to Holography [38, 39] and
methods using light field microscopy [21,22] have also been proposed. A summary of each method
is shown in Table 4.1.
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Table 4.1: 3D imaging methods using single-pixel computational imaging
Parallax Object size Number of PD Other limitations
Stereoscopic imaging [37] ○ ○ two
Difficult to acquire
multiple viewpoints
Shape-From-Shading [33,34] × ○ multiple -
Time-Of-Flight [35] × ○ one Need of pulsed laser
Holography [38,39] × ○ one Need of laser
Light field microscopy [21,22] ○ × multiple -
Therfore, it was difficult to acquire 3D images in wide area with parallax using the conventional
3D imaging techniques with single-pixel detectors.
4.3 Proposal of Dense Parallax Image Acquisition Method Apply-
ing Single-Pixel Computational Imaging to Integral Photog-
raphy
In Section 4.1, it was explained that it is difficult to obtain 3D images with both high angle resolution
and high spatial resolution because IP uses a lens array. Also in Section 4.2, it was mentioned that
it is difficult to obtain a parallax image by 3D measurement using the active single-pixel detection
system, and that there are some disadvantages in other methods that can also obtain parallax.
Therefore, we focused on the passive single-pixel detection method. By applying this method to IP,
we propose a method that can acquire 3D images that has both high angular resolution and high
spatial resolution, which was difficult to achieve in IP. The principle that parallax images can be
obtained by using this method will be described using Fig. 4.2.
Figure 4.2(a) shows the IP using the pinhole array which was also used in the description of
Section 2.2. In this paper, the principle is explained by using this optical system. First, elemental
images were generated at each position of the image sensor corresponding to the position of each
pinhole, and the number of pinhole in pinhole array corresponds to the number of elemental image.
This time, light rays with different angle information enter each pinhole depending on the position
of the pinhole, so elemental images with different viewpoints as generated at each position of the
image sensor. In addition same principle can be explained using a lens array in IP. Since different
information can be obtained with each elemental lens, different elemental images can be obtained
with each position of elemental lens. From the above points, important point of IP is the information
of the light rays passing through each pinhole (or elemental lens). By using this principle, it is
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considered to apply the passive single-pixel detection method to IP. The principle is explained using
Fig. 4.2(b).
First, an object is imaged on the SLM using a lens. By imaging an object on SLM, 3D infor-
mation can be stored on SLM. Then, the pattern is displayed on the SLM. The information of the
object modulated by the pattern diverges at different angles and reaches the image sensor. Here,
focusing on one pixel of the image sensor, it can be seen that the information is almost the same
as the information entering the pinhole in Fig.4.2(a), (the difference is only if the object is flipped
upside down or not). In other words, different light ray information arrives at each pixel of the
image sensor. Here, it was explained that SPCI acquires information of different light intensity by
using different patterns, and reconstructs an image by correlation calculation of the patterns and
the acquired intensities information. Similarly, patterns changing temporally are displayed on the
SLM in this optical system. At this time, the information that can be acquired by the pixels of the
image sensor also differs depending on the pattern, because the information diverged from the SLM
differs by changing the pattern to be displayed. By performing the correlation calculation between
the light intensity information obtained at each pixel of the image sensor and the pattern displayed
on the SLM, it is possible to reconstruct an image having different parallax at each pixel.
Figure 4.2: Schematic diagram of (a) integral photography using pinhole array, and (b) proposed
single-pixel computational imaging based integral photography
Here, there are two points to pay attention in the proposed method using passive single-pixel
detection method to IP: ”Difference of acquired images” and ”Difference of resolution between
conventional IP and proposed method”. Each point is explained below.
• Difference of acquired images
As explained in Section 2.2, 3D image acquisition using IP, images that can be acquired at
different position of the image sensor are elemetal images. The main reason for this is that the
range for generating elemental images is limited by the size of the image sensor. Theoretically,
27
it is possible to enlarge the elemental image by enlarging the lemental lens. However, if the
elemental lens is enlarged, it may interfere with the adjacent elemental image. If it interferes
with the adjacent elemental image, it becomes impossible to distinguish which elemental image
is acquired with which elemental lens. In addition, it will definitely affect the disturbance of
the finally displayed image. Therefore, the range of the elemental image is limited. In other
words, the entire target cannot be acquired with a single elemental image, and only a narrow
range of the target images can be acquired.
In contrast, the proposed method first forms an image on the SLM. All the objects formed
here are modulated by the pattern displayed on the SLM, and the divergent light reaches the
pixels of the image sensor. Unless the range is limited, all information diverging from the SLM
enters each pixel of the image sensor. In other words, all the information of the object (entire
target) that has reached the SLM is reconstructed by each pixel of the image sensor. From
the above, it is said that the images that can be obtained at each pixel are parallax images by
using the proposed method. Thus, it was found that conventional IP and the proposed method
acquire different images. Summary of this explanation is shown in the Table 4.2. Although the
images that can be acquired are different between conventional IP and the proposed method,
the elemental images and the parallax images are closely related, and can be moved back and
forth by rearranging the pixels, as explained in section2.2. Therefore, there seems to be no
problem in use.
Table 4.2: Image differences captured in each method.
Conventional Integral Photography Proposed Method
Captured images Elemental images Parallax images
• Difference of resolution between conventional IP and proposed method
First, the resolution in IP is briefly described again. Because IP uses a lens array, one elemental
image is acquired by one elemental lens. In addition, as described in principle, one elemental
image is generated by collecting each pixel of the parallax images. Therefore, the angular
resolution is determined by the number of parallax images, which is determined by the number
of pixels in the elemental lens, and the spatial resolution is determined by the number of
elemental images (lens pitch in the lens array), which is determined by the number of elemental
lenses in the lens array. From the above description, it can be seen that the angular resolution
and the spatial resolution are determined by the size of the lens array or the number of lens
arrays, respectively.
On the other hand, in the proposed method, it was explained that parallax image could be
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acquired by each pixel of the image sensor. At this time, the angular resolution is a value
determined by the number of parallax images, and in the proposed method, the parallax
images can be acquired by each pixel of the image sensor. In other words, the maximum
angular resolution that can be obtained using the proposed method is the maximum resolution
of the image sensor used. In addition, it was explained that the resolution of each parallax
image corresponds to the spatial resolution, and when using SPCI, the resolution of the
pattern determines the resolution of the obtained image. In other words, the maximum
spatial resolution of the parallax image that can be obtained using the proposed method is
the maximum resolution of SLM. Summary of this explanation is shown in Table 4.3.
Table 4.3: Image resolutions in each method.
Conventional Integral Photography Proposed Method
Angular resolution Number of pixels in each elemental lens Number of pixels in image sensor
Spatial resolution Number of elemetal lens Number of pixels in SLM
This section described the principle of the method of applying the passive single-pixel detection
method to IP. Furthermore, the method of eliminating the trade-off between angular resolution and
spatial resolution was described, which was difficult to solve with conventional IP. Based on above,
the experimental policy in this paper is as follows:
• Experimentaly confirm parallax image cannot be obatained by using active single-pixel detec-
tion method, even if arranging photodetectors at different positions.
• Experimentaly confirm parallax image can be obatained by the proposed method using passive
single-pixel detection method, by arranging photodetectors at different positions.
• After confirming that parallax images can be obtained with photodetectors, replace the pho-
todetector with a 2D image sensor and obtain a parallax image at each pixel position to obtain
dense parallax images.
• Perform basic verification using the proposed method and confirm that the proposed method
is applicable to IP.
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Chapter 5
Experiment
5.1 Introduction
Chapter 2 described integral photography (IP), and Chapter 3 described single-pixel computational
imaging (SPCI). In Chapter 4, dense parallax image acquisition method that takes advantage of
both advantages were proposed. In this chapter, based on the principle of the proposed method,
experimental verifications are described using the proposed method.
5.2 Pattern Selection by Numerical Calculation
5.2.1 Types of Patterns
This section describes the features and the generation method of each pattern used in the numerical
calculation. The patterns used in this experiment were random pattern, hadamard pattern, and
discrete cosine pattern. Each patterns are described below.
• Random pattern
The random pattern is usually used in the computational ghost imaging (CGI) method and
the compressive imaging (CI) method, and basically consists of binary data (0 and 1). First, a
random module called randint in the Python language was used to generate 0 and 1 randomly.
In this module, a pseudorandom number generator called Mersenne Twister is used [41].
A random pattern is generated by sequentially arranging the randomly generated 0 and 1
according to a pattern size matrix. Figure 5.1 shows examples of random patterns with 8× 8
elements.
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Figure 5.1: Examples of 8× 8 random patterns.
• Hadamard pattern
Hadamard matrix is a square matrix composed of +1 and -1. The major feature is that rows
(and columns) are orthogonal to each other. By using these features, as shown in Section
3.2.5, it is easy to encode and decode the target object matrix, which is called Hadamard
transform [42] . The details of generating Hadamard patterns are described below.
The lowest order of Hadamard matrix is of order two (M = 2). In addition, note that the
Hadamard matrix size M increases by the number 2n(n = 1, 2, ...). Here, an example of
M = 2(n = 1) and M = 4(n = 2) is shown.
H [2] =
 1 1
1 −1
 ,H [4] =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

When the above equation is generalized, it can be expressed as follows using the Kronecker
product ⊗.
H [M ] = H [2] ⊗H [M/2] =
 H [M/2] H [M/2]
H [M/2] −H [M/2]
 (5.1)
The matrix derived from the above equation is called the Hadamard transform matrix. The
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following shows the Hadamard transform matrix of M = 8(n = 3).
H [8] =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

→ 0
→ 7
→ 3
→ 4
→ 1
→ 6
→ 2
→ 5
In the above formula, the number pointed by the right arrow is called “sequency”, indicating
the number of times 1 switches to -1 and -1 switches to 1. In this regard, Hadamard matrix
have all numbers with a sequence of 0 to M−1. In addition, the matrix in which the sequences
are rearranged in order from 0 is called the Walsh-Hadamard matrix. The following shows
the Walsh-Hadamard matrix of M = 8(n = 3).
W [8] =

1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 −1 −1 1 1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 −1 −1 1 −1 1 1 −1
1 −1 1 −1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1

→ 0
→ 1
→ 2
→ 3
→ 4
→ 5
→ 6
→ 7
Using the Walsh-Hadamard transform matrix described above, a 2D Hadamard pattern to be
used this time is generated. Using Fig. 5.2, a method for generating a 2D Hadamard pattern
is described.
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Figure 5.2: (a) Walsh hadamard matrix of M = 8(n = 3), (b) Hadamard pattern made from
i = 4, j = 5 vector of (a), and (c) all Hadamard pattern made from (a).
Figure 5.2(a) shows a Walsh-Hadamard matrix of M = 8 when white is +1 and black is -1.
As an example, a Hadamard pattern for a Walsh-Hadamard matrix when i = 4, j = 5 was
generated. The pattern shown in Fig. 5.2(b) is generated by extracting the 5th row from
the 4th column of the Walsh-Hadamard matrix and multiplying them. The pattern generated
here is the pattern located in the 4th column and 5th row of all the patterns. From the above,
the number of generated patterns is 64(= M2) when M = 8(n = 3).
By using the above method, a 2D Hadamard pattern is generated. This time, the pattern
was generated using the Walsh-Hadamard matrix, but it can also be generated using the
Hadamard matrix. However, the reason for generating a pattern by converting it to a Walsh-
Hadamard matrix, is that it can be generated for each spatial frequency distribution of the
generated image. This leads easier to process using the pattern later.
• Discrete Cosine Pattern
Discrete Cosine Transform matrix is a square matrix consisting values of 0 to 1. Its major
feature is that, like the Hadamard matrix, the rows (and columns) are orthogonal to each
other. By using these features, as shown in Section 3.2.5, it is easy to encode and decode the
matrix, which is called the Discrete Cosine Transform [43]. The details of the matrix used for
this discrete cosine transform are described below.
ϕk(i) =

1√
N
(k = 0)√
2
N cos {
(2i+1)kπ
2N }(k ̸= 0)
(5.2)
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Although there are a 8 types of expressions used for the discrete cosine transform [43], the
expression used this time is the Eq. 5.2, which is widely used in the field of image compression.
Like the Hadamard matrix, the discrete cosine transform matrix is generated by the number
N = 2n. Figure 5.3 shows an example of N = 8. The principle of pattern generation will be
described using this example.
Figure 5.3: (a) Discrete cosine transform matrix of N = 8(n = 3), (b) Cosine pattern made from
k = 4, 5 vector of (a), and (c) all Discrete cosine pattern made from (a).
Figure 5.3 (a) shows the discrete cosine transform matrix of N = 8 when white is 1 and black
is 0. Since discrete cosine transform matrix is used, it changes smoothly from 0 (black) to 1
(white). As an example, a discrete cosine pattern for k = 4, 5 in a discrete cosine transform
matrix is generated. An example pattern shown in Fig. 5.3 (b) is generated by taking out the
vectors of k = 4 and k = 5 of the discrete cosine transform matrix and taking their product.
The pattern generated here is the pattern located in the 4th column and 5th row of all the
patterns. From the above, the number of generated patterns is 64(= N2) when N = 8(n = 3).
Discrete cosine patterns are generated by using the above method. Transforms using this
pattern are generally used in the field of image compression. In addition, it can be separated
by spatial frequency distribution, similar to Hadamard patterns, so processing using this
pattern becomes easier later.
5.2.2 Evaluation Methods for the Reconstructed Images
Three evaluation methods were used to evaluate the reconstructed image quality by numerical
calculation when the patterns of reconstruction was changed. The methods used this time were
Mean Squared Error (MSE), Peak Signal to Noise Ratio (PSNR), and Structral Similarity (SSIM).
34
Each method determines the reconstruction quality by comparing the reconstructed image with the
ground truth image. Each feature and formula of the methods are described below.
• Mean Squared Error (MSE)
Mean Squared Error (MSE) is one major method for evaluation the image quality. By using
this evaluation method, it always has a positive value, and approaches 0 when the image
quality is better. In other words, the closer the MSE is to 0, the closer to the ground truth
image. The following formula shows the MSE evaluation method:
MSE =
1
MN
M−1∑
x=0
N−1∑
y=0
{
O(x, y)−O′(x, y)
}2
(5.3)
The evaluation method is a simple method that takes the square of the difference between the
ground truth image and the reconstructed (evaluation target) image at each pixel position
and averages all the sums.
This method is said to be an effective method for digital simulation without pixel misalign-
ment. However, when evaluating an actual object, there is a disadvantage that MSE becomes
large and evaluation is difficult. Furthermore, it is said that MSE is not a valid evaluation
method, because in image reconsturction, it is not always necessary to reproduce the original
image, but necessary to reconstruct an image without discomfort.
• Peak Signal to Noise Ratio (PSNR)
It is said that it is difficult to determine the numerical value of MSE described above, because
the MSE value depends on the number of pixels and the image bit depth. Therefore, the
logarithm with a base of 10 is applied to MAX
2
MSE and multiplied by 10 so that it can be
evaluated numerically and is close to the human eye.
At this time, MAX represents the maximum value of the pixel value. In this case, it is 255.
This evaluation method is widely used in the field of image evaluation. Generally, when the
PSNR exceeds 30, it is treated as a high-quality image. The unit is dB: decibel. The following
formula shows the PSNR evaluation method:
PSNR = 10 log10
(
MAX2
MSE
)
(5.4)
However, since this evaluation method uses the difference in pixel units as MSE, it cannot be
said that this evaluation method is always close to human vision sense.
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• Structral Similarity (SSIM)
As metioned above, there are evaluation methods such as MSE and PSNR. However they are
insufficient for image evaluation, because it is considered far from the human vision sense.
Therefore, SSIM takes the average, variance, and covariance of the surrounding pixels based
on the brightness, contrast, and structure of the ground truth image and the reconstructed
(evaluation target) image so as to more closely resemble the human vision sense.
This method evaluates ground truth image and the reconstructed image by taking correlation
with surrounding pixels insted of evaluating between single pixels of images. For example,
even if the pixels are slightly displaced, it is difficult for humans to recognize the difference,
and even if the brightness of the entire image is high, it is difficult for humans to recognize the
difference: human recognize as same images. Although this method requires more calculation
cost for evaluation than other methods, it can perform evaluations closer to the human eye than
other methods described above. The following formula shows the SSIM evaluation method:
SSIM(x, y) =
(2µxµy + c1) (2σxy + c2)(
µ2x + µ
2
y + c1
)
(σ2x + σ
2
x + c2)
(5.5)
In the above formula, x and y indicate the ground truth image and the reconstructed (eval-
uation target) image, respectively. SSIM(x, y) is the result in a local area, e.g. 5 × 5 pixel
window. µx, µy are the averages of the pixel values in each local region, σx, σy are the standard
deviations of the pixel values in each local region, and σxy is the covariance of the ground
truth image and the reconstructed (evaluation target) image. Finally, c1 and c2 can be freely
determined, but c1 = (0.01× 255)2, c2 = (0.03× 255)2 are often used for 8-bit images.
In the above, image quality evaluation methods for MSE, PSNR, and SSIM have been described. We
used these three methods to evaluate the quality of reconstructed images by numerical calculation.
5.2.3 Noise Information
In this simulation, to evaluate the reconstruction quality using each pattern, the reconstructed
images obtained by changing the signal to noise ratio (SNR) given to each pixel was used. First,
the log-scaled equally spaced SNR was defined using Python’s numpy.logspace () function. The
SNR values used this time were from 0.1 to 1000 divided into 50 steps. Using this value as the
SNR, noise following a normal distribution with mean 0 and standard deviation σ = 1/SNR was
generated using a Python’s numpy.random.normal() function with a matrix of the same size as
object and patterns. Furthermore, the smaller the SNR, the larger the noise on the signal, and
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the reconstructed image quality is lower. Conversely, the larger the SNR, the smaller the noise on
the signal, and the reconstructed image quality is higher. The noise matrix generated this way was
added to the Hadamard product matrix of the object and the pattern, and defined the sum value of
all pixel as the noise-added light intensity. At this time, considering that the light intensity might
take negative values depending on the noise, the element having a negative value was set to 0. The
following Table 5.1 is an example of an object, pattern, and noise matrix generated with 16 × 16
pixels.
Table 5.1: Example of object / pattern / noise matrix
Object Pattern Noise
O(x, y) P (x, y) eσ(x, y)[σ = 0.01]
5.2.4 Numerical Calculation
We performed computational numerical simulation of single-pixel computational imaging using dif-
ferent patterns (Section 5.2.1), evaluation methods (Section 5.2.2), and noises (Section 5.2.3), and
compared the reconstruction results. The ground truth image used this time is shown in Fig.5.4.
Figure 5.4: Ground truth image for numerical calculation
The resolution of the ground truth image was 128× 128 pixel, the center image was 100× 100
pixel, and the top, bottom, left and right outer parts were zero-padded by 14 pixels. The patterns
used in the numerical simulation is described in section5.2.1, and the maximum number of elements
is 128 × 128. Note that the Nyquist number of 128 × 128 pixel image is 16384(= 128 × 128). The
conditions of the compared patterns are shown in Table 5.2.
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Table 5.2: Descriptions of the compared patterns.
Pattern Method Pattern number
Random 16384 Random CGI 16384
Random 100000 Random CGI 100000
Compressive 4096 Random CI 4096
Compressive 8192 Random CI 8192
Hadamard 16384 Hadamard SPI 16384
Cosine 16384 Discrete Cosine SPI 16384
The experimental results of the numerical calculation are shown below. In the graph results
shown in Fig.5.5 to Fig.5.7, horizontal axis shows the SNR, and the vertical axis shows each eval-
uation value calculated by MSE, PSNR, and SSIM. In addition, in the table result shown in Table
5.3, shows the experimentally reconstructed image by using each method.
Figure 5.5: MSE comparison among patterns
38
Figure 5.6: PSNR comparison among patterns
Figure 5.7: SSIM comparison among patterns
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Table 5.3: Numerical calculation result.
SNR
0.1 1.151 10.99 104.8 1000
Random 16384 image
MSE 3394 3197 1966 1980 1985
PSNR 12.82 13.08 15.19 15.16 15.15
SSIM 0.000884 0.0587 0.217 0.217 0.218
Random 100000 image
MSE 3425 2547 1041 1023 1015
PSNR 12.78 14.07 17.95 18.03 18.07
SSIM 0.00207 0.129 0.450 0.453 0.452
Compressive 4096 image
MSE 3403 3407 1533 706.2 669.0
PSNR 12.81 12.81 16.27 19.64 19.88
SSIM 0.00128 0.00949 0.242 0.486 0.492
Compressive 8192 image
MSE 3425 3561 1417 276.3 234.5
PSNR 12.78 12.61 16.62 23.72 24.43
SSIM 0.00984 0.0257 0.313 0.704 0.726
Hadamard 16384 image
MSE 3521 3069 769.6 25.06 0.1782
PSNR 12.66 13.26 19.27 34.14 55.62
SSIM 0.00375 0.0578 0.525 0.948 0.999
Cosine 16384 image
MSE 3296 3164 1638.0 89.14 1.205
PSNR 12.95 13.13 15.99 28.63 47.32
SSIM 0.0110 0.0257 0.295 0.852 0.995
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Now, considerations using the results of the graph and table have been done. Also, at this
time, it can be seen that the graph changes approximately the same way even when different
evaluation methods are used from the graph. Therefore, comparison using the evaluation method
is not performed, and only the comparison between the pattern is considered this time. For this
consideration, the SNR is roughly divided into three areas as follows:
• Area 1 (SNR < 1)
This area is where noise accounts for more than half of the signal, and the amount of noise
can be said to be quite large. Therefore, it can be seen that the reconstructed result using
any pattern has similar evaluation values. Looking at the results in the Table 5.3, it can be
confirmed that no pattern was reconstructed using any pattern.
• Area 2 (1 ≤ SNR < 10)
It can be confirmed that the reconstruction accuracy of the CI methods, which is Compres-
sive 4096 and Compressive 8192, and the Cosine 16384 using the SPI method have similar
results in the graph results. Looking at the reconstruction results of the Table 5.3, it can
be confirmed that they are barely reconstructed, but the noise is large as a whole and the
reconstruction accuracy is low.
Next, when we look at Hadamard 16384 using the SPI method, it can be confirmed that
the accuracy increases with a larger tilt even when looking at the numerical accuracy than
the three types described above. Looking at the results in the Table 5.3, it seems that
Hadamard 16384 have the highest contrast and are reconstructed well with SNR = 10.99.
Finally, the reconstruction accuracy of Random 16384 and Random 100000 by the CGI method
is improved smoothly until the SNR ≃ 8. Looking at the results in the Table 5.3, it
can be confirmed that well reconstruction results were obtained at SNR = 10.99, simi-
lar to Hadamard 16384. However, it can be confirmed that the convergence starts around
SNR = 10, and that the CGI method does not significantly improve the reconstruction
accuracy even if the noise amount is smaller than this area. In this area, we can confirm
that Random 100000 has the best reconstruction accuracy, but this is probably due to the
superiority of the number of patterns than other methods.
• Area 3 (10 ≤ SNR)
The evaluation values of Random 16384 and Random 100000 by the CGI method hardly
changed in the area where the SNR was 10 or more, which the noise was small. This means that
there is no significant change in the reconstructed image when SNR = 10.99 and SNR = 1000,
even if looking at the results of the Table 5.3.
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In Compressive 4096 and Compressive 8192 using the CI methods, the evaluation value im-
proved up to around SNR = 100. However, it can be confirmed that the evaluation values
converged similarly to the CGI method when SNR was 100 or more. Looking at the re-
sults in the Table 5.3, the reconstructed images have improved in higher SNR area, but the
reconstruction results seems to be blurred when comparing with other reconstruction results.
Finally, in the methods using Hadamard 16384 and Cosine 16384 using the SPI method, the
accuracy improved to around 0 and 1 respectively in the evaluation method using MSE and
SSIM. This means that the reconstruction accuracy is very good, and that the reconstruction
is almost perfect in an environment with high SNR (low noise). Furthermore, it can be
seen that Hadamard 16384 converges earlier than Cosine 16384 and has better reconstruction
accuracy in lower SNR area. We consider the reason for this result. Focusing on one pixel,
the Hadamard pattern has only values 0 and 1, while the cosine pattern takes values between
0 and 1. As a result, when the cosine pattern takes a value between 0 and 1, the SNR may be
lower than the Hadamard pattern that uses only 0 and 1. For these reasons, it is considered
that the use of Hadamard patterns has better reconstruction accuracy. Looking at the results
in the Table 5.3, it can be seen that the image using SPI method can reconstruct the image
closest to the ground truth image.
In summary, it was found that the reconstruction accuracy was almost the same in Area 1 regardless
of which evaluation method was used or which pattern was used. Next, in Area 2 where the noise is
reduced, the reconstruction accuracy did not change much if the number of patterns is basically the
same. However, when the number of patterns can be increased, the method using CGI is considered
to be superior. Finally, in Area 3, when the specified number of patterns is used, it can be confirmed
that the method using SPI has overwhelmingly high reconstruction accuracy. However, CI is also
considered to be an effective method for reconstruction with a small number of patterns.
Based on the above points, in this research, we will proceed with the experiment using the SPI
method using the Hadamard transform basis pattern, which has the highest reconstruction accuracy
in the widest SNR range.
5.3 Parallax Image Acquisition using Single-Pixel Imaging
In Chapter 4, the 3D image acquisition method using SPCI was described. Since parallax images
cannot be acquired using active single-pixel detection method, method of estimating the surface
shape from the acquired shadow information is used (shape-from-shading) in 3D image acquisition.
However, this method is not able to acquire parallax information, which is used at IP. Therefore we
used passive single-pixel detection method to obtain parallax information. Since the principle was
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described in Chapter 4, verification was done in this chapter whether parallax information can be
obtained using this method by actually performing experiments.
First, we performed verification on reconstruction using intensity values obtained by the ac-
tive single-pixel detection method, in order to compare with the images obtained by the proposed
method. Objects used in this experiment is shown in Fig. 5.8.
Figure 5.8: (a) Front view and (b) top view of the objects used for basic verification
In this verification, two types of objects were used to make it easier to check parallax. One
is an object with “N” written in black letter on white paper. The size of this white paper is 20
mm, and the size of letter is 13 mm. The other object is a stack of three dice. Each size is 10
mm. Experiments of image acquisition was performed using the above objects. First, verification of
reconstructing images using the intensity values measured by active single-pixel detection method.
The optical system of this experiment is shown in Fig. 5.9
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Figure 5.9: Optical system of active single-pixel detection
Figure 5.10: Flow of intensity measurement
Here is a brief explanation of the optical system. The light emitted from the LED light source
located at the lower right of the image. This light passes through the polarizing beam splitter (PBS)
to the spatial light modulater (SLM). At this time, only the light reflected by the PBS travels in
the direction of the SLM, so the light that reaches the SLM is light having a P-polarized component
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among the LED light sources. Here, the light is modulated by displaying the pattern on the SLM.
Note that the pattern used in this experiment was Hadamard pattern. The light modulated in this
way is the pattern, and this generated pattern is irradiated to the object using a lens. This time,
the optical system was adjusted to image the pattern on the front surface of the dice. Finally,
measure the reflected light intensity of each pattern irradiated using a photodetector. In addition,
Fig. 5.10 shows the processing flow of this system. The maximum number of patterns used is N ,
the nth pattern is Pn, and the intensity value measured using the nth pattern is In.
The detector shown in Fig. 5.9 is a 2D image sensor. In order to substitute this image sensor as
a photodetector, the average value of the center 2 × 2 pixels were used as the measured intensity.
In addition, in the figure, the detector is located on the right side when viewed from the pattern
irradiation direction. The reconstructed image from this detector position will be the right view
reconstructed image. To acquire left view reconstructed image, the detector was placed on the left
side viewed from the pattern irradiation direction.
In this case, the intensity value was measured by the detector that has an angle of ±40 degrees
from the pattern irradiation direction and is placed at a distance of 130 mm from the object. The
reconstructed result using the measured intensity from detector placed in left and right position are
shown in Table 5.4. In this experiment, the image was reconstructed using a pattern with elements
of 128× 128. In the following results, the result of the center 100× 100 pixel is shown.
Table 5.4: Reconstruction results of active single-pixel detection
Left result Right result
From the above results, it can be confirmed that different images can be obtained with the
detectors placed on the left and right position. Consideration of this results have been done. The
difference between the left and right result are as follows: (“5”) is visible in the lower left dice, and
(“2”) is visible in the lower left dice only in the left result. However, this only differs in the shadow
information, and does not mean that parallax information has been obtained. The proof of this is
that the relative positions of the left and right results have not changed for dice and “N” placed at
different depth positions. This was explained in the principle, that the passive single-pixel detection
method can only reconstruct the information of the object in the direction of pattern irradiation.
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However, images with different shadows can be obtained because the reflected light information is
different depending on the positions of the detector.
In the above, the absence of parallax was judged by comparing visually of left and right result.
Now, to confirm that there is no parallax, left and right results were superimposed. The image
obtained by superimposing the images acquired on the left and right is shown in Fig. 5.11.
Figure 5.11: Reconstruction result of averaging the left and right reconstruction result
With regard to the above image, if the images have parallax, the object will be shifted and
blurred. However, the result obtained using active single-pixel detection method is not blurred,
and confirmed that there were no parallax. In addition, by superimposing the images, the missing
shadow part were complemented by using the left and right images. From the above verification
results, the method using the active single-pixel detection method can reconstruct images with
different shadow information by changing the detector arrangement, but cannot acquire images
with parallax.
Next, verification using the passive single-pixel detection method is performed. The objects
used here were same, and their arrangement were not changed. The optical system using passive
single-pixel detection method is shown in Fig. 5.12(a).
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Figure 5.12: (a) Optical system of passive single-pixel detection, and (b) LED ring light used for
the light source
The light source used was an LED ring light (Fig. 5.12(b)), which was used to illuminate the
object. The reflected light from the object is imaged on the SLM using a lens. At this time, since
the position of the lens and SLM has not been changed, the front surface of the dice was imaged on
the SLM. Here, the reflected light from the object is modulated by displaying the pattern on the
SLM. Only the light with S-polarized component is reflected by the PBS by modulating using SLM.
Finally, the light intensity value coming out of the PBS and reaching to the detector is measured.
The detector shown in Fig. 5.12(a) is a 2D image sensor. In order to substitute this image
sensor as a photodetector, the average value of 2×2 pixels at the left and right edges of the detector
to measure light intensity for left and right images.
This time, using the detector placed at a distance of 80 mm from the SLM, we reconstructed
the left and right images based on the intensity values measured at the pixel position with an angle
of ±4.5 degrees from the surface of the SLM. The left and right results are shown in Table. 5.5. In
this experiment, the image was reconstructed using a pattern with elements of 128 × 128. In the
following results, the result of the center 100× 100 pixel is shown.
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Table 5.5: Reconstruction results of passive single-pixel detection
Left result Right result
By comparing the result between the left and right result, it is confirmed that the “N” written
white paper shifted left and right. As a result, it was confirmed that images containing different
parallax information can be obtained depending on different pixel positions.
However, by comparing to the reconstructed result using the active single-pixel detection method,
the contrast of the image seems to be relatively low. Considering the cause, when using active single-
pixel detection method, the light emitted from the LED is modulated by a pattern after passing only
through PBS. In contrast, when using passive single-pixel detection method, the LED illuminates
the object, and the reflected light from the object is modulated by a pattern after passing the lens
and PBS. In other words, when modulation with SLM, the passive single-pixel detection method
uses reflected light from the object, so the SNR is low. This causes low performance of modulation
with the SLM compared to active single-pixel detection method. This may be the possible cause of
low contrast of the reconstructed images.
From the results above, it was confirmed that the parallax image can be reconstructed by
applying single pixel imaging at different pixel positions by the method using passive single-pixel
detection. From the next section onwards, investigation of acquiring dense parallax image, refocus
image generation from the parallax images, and colorization of parallax iamges were done.
5.4 Dense Parallax Image Acquisition using Single-Pixel Imaging
From the results in the previous section, it was confirmed that parallax images can be obtained by
changing the pixel position used by the image sensor using the passive single pixel detection method.
In this section, based on the above principle, high dense parallax image acquisition is examined by
reconstructing 2D images at each pixel position of the image sensor. In addition, object shown in
Fig. 5.13 were used in order to verify parallax easily, and the optical system used in this experiment
is shown in Fig. 5.14
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Figure 5.13: Object information used for dense parallax image acquisition.(a) Picture of the objects,
and (b) detail information of the objects
Figure 5.14: (a) Optical system of passive single-pixel detection of dense parallax image acquisition,
and (b) pixel position information of the image sensor
The optical system used in this experiment is similar to the optical system in the previous
section(Fig. 5.12), but the experiment was performed by changing the target object. Furthermore,
in this experiment, the parallax images were reconstructed by limiting the pixel positions for basic
verification. The used pixel position is explained using Fig. 5.14(b). The number of pixels on the
entire image sensor is 1280×1024 pixel, but the center 1024×1024 is used so that the parallax at the
upper-lower ends and the left-right ends becomes the same distance in the acquired reconstructed
parallax images. Furthermore, if 8× 8 pixel is defined as one block, the image sensor were divided
in 128 × 128 blocks. Each image was reconstructed with the average intensity obtained at 2 × 2
pixel in the upper left of each block. In other words, when the parallax images are reconstructed
using the above pixel positions, the number of parallax images obtained finally is 128 × 128. The
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pattern used in this experiment was Hadamard pattern, and the maximum number of elements was
128× 128.
Figure 5.15: (a) Pixel position of parallax image acquisition, (b) reconstruction parallax images at
positions of alphabet A to I in (a), and (c) dense parallax reconstrcuted images between the pixel
positions D and E
Figure 5.15(b) shows the reconstructed image corresponding to the pixel position of the alphabets
shown in Fig. 5.15(a), and Fig. 5.15(c) shows the reconstructed parallax images at each position
between D and E. Regarding the above results, in the experiment, the image was reconstructed
using a pattern with 128× 128 elements, but the following results show the center 100× 100 pixel.
As shown in Fig. 5.15(b), we confirmed that the reconstructed images with different parallaxes were
obtained according to the sensor pixel positions over the entire area of the image sensor. In addition,
as shown in Fig. 5.15(c), although it seems to be the same parallax image as the adjacent position
image from the position D and before E, there is a slight parallax between adjacent positions.
This indicates that a parallax can be obtained at high density. Furthermore, in Fig. 5.15(b), the
reconstructed image of the center position E had high contrast, whereas the images of the edge
position, especially A, D, and G, had low contrast. Cosidering this, the light reaching the pixel
decreases depending on the distance from the center pixel in the sensor. When the pixel value of the
measured intensity was very small, the reconstructed image had a low SNR, and the image quality
deteriorated.
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However, the quality of the reconstructed image could be improved by averaging the plurality
reconstructed images. This indicates that the random noise and sensitivity of the image sensor affect
the reconstructed image quality. Therefore, it is believed that the image quality can be improved by
increasing the number of patterns used for reconstruction or using an image sensor with low noise
and a higher sensitivity, which is verified in the numerical calculation in Section 5.2. In addition, the
scattering and aberration characteristic in this method are suppressed such as that in the common
SPI. The acquisition time of the current system depends on the number of patterns, and frame
rate of the SLM and image sensor. Therefore, the acquisition time can be reduced by reducing the
number of patterns using compressive sensing [15] or deep learning method [44–46], and use of the
digital micro-mirror device (DMD) as the SLM [47] and the high frame rate image sensor.
Now, a theoretically evaluation of the reconstructed parallax images were performed. Since the
parallax images that can be acquired using the proposed method are considered to be equivalent
to the parallax images acquired by the stereoscopic camera system, the evaluation was performed
using a method applicable to both. In general, there are two types of stereoscopic camera systems:
parallel camera configuration, in which cameras are arranged parallel to the object, toed-in camera
configuration in which cameras are arranged around the object to view from different angles [48].
The reconstructed images at each pixel in the image sensor were calculated using the intensity
values of the object from different angles, which was equivalent to arranging cameras around the
object. This principle was explained in Section4.3. Thus, the reconstructed images acquired by our
method are equivalent to those obtained by the toed-in camera configuration. Figure 5.16 shows
the schematic of an evaluation method of parallax images acquired using SPI. The displacement
amount Z of the objects between two parallax images is given by the following formula.
Z = B × L2
L1
. (5.6)
L1 is the distance from the SLM to the image sensor, L2 is the distance between the objects, and
B is the distance between the image sensor pixels where the reconstruction images are acquired.
The distance between the SLM and the sensor D4 was 80 mm. However, a PBS with BK7 as the
optical glass material with a refractive index of approximately 1.52 was placed between the SLM
and the image sensor. Therefore, the optical path length L1 was 93 mm. Because object “3” was
imaged on the SLM, and object “D” was placed 30.0mm apart from the object “3,” the distance
between “3” and “D” L2 was 30.0 mm. The width between two pixel position of the image sensor
B was 14.224 mm which is the distance between D and F in Fig. 5.15(b). Therefore, the theoretical
displacement amount Zthe was 4.6mm, according to Eq. 5.6.
Now, evaluation of the amout of displacement in this experiment Zexp were performed. Since
the size of the objects were 5.0 mm and object “3” was imaged at equal magnification on the SLM,
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the size of the reconstructed object image will be 5.0 mm. In the results, object “3” was expressed
using 40 pixels. Therefore, one pixel corresponds to 0.125 mm. Since object “D” between the left
and right images was 35 pixels, the shift amount Zexp was calculated as 4.4(≃ 0.125 × 35). It
is considered that the error between the theoretical and experimental results is due to the error
in the measurement of the distance between the optical elements, and the lens aberration in the
optical system. As a result, it was confirmed that the experimental displacement agreed with the
theoretical displacement.
Figure 5.16: Schematic image of the evaluation method using the parallax images
In this section, dense parallax image acquisition using the proposed method were performed.
Based on the experimental results, it was confirmed that dense parallax images can be acquired using
this system. In addition, by evaluating the parallax images, it was confirmed that the experimental
displacement agreed with the theoretical displacement. From the above results, this proposed
method is effective in obtaining images with high angular resolution and high spatial resolution
simultaneously in IP.
5.5 Refocused Image Acquisition
In the previous section, it was confirmed that dense parallax images can be obtained by applying SPI
to IP. In this section, we use the obtained parallax images to verify whether refocused images can
be generated as in the case of conventional IP. In this verification, a refocused image was generated
using the same method as computational integral imaging reconstruction (CIIR), which performs
refocusing based on the image acquired by the integral imaging method [3, 49,50].
First, the principle of refocus image generation in integral photography is explained based on
the Fig. 5.17.
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Figure 5.17: Schematic image of the (a) imaging and (b) reproducing in integral photography
As described in Section 2.2, in integral photography, different elemental images can be generated
at different positions of the image sensor by using a lens array and an image sensor. The reason for
this is that the angle of the object viewed from each element lens in the lens array is different, so
that different light ray information enters the sensor, and the information of the object viewed from
different angles can be obtained. The element images obtained in this way can display a natural
3D image by using a display and the same lens array as those used at the time of imaging. In other
words, it is in the state of Fig. 5.17(b), and the optical path followed by the ray at the time of
imaging is reversed, when displaying the 3D image. Now, focusing on the light rays returning to
points A and B, when passing through point B, the blue ray is focused at one point, while the red
ray is not. Conversely, when passing through point A, the blue ray is not focused, while the red
ray is. This is the difference between whether the point is in focus or not. In other words, if the
rays are gathered at one point, it is in focus, and if it is not, it is out of focus. In order to generate
a refocused image digitally, it is necessary to simulate light rays. The procedure is simple: the
acquired element images are arranged in the order in which they were acquired. Therefore, shift the
pixels toward the center in order to perform refocusing. This enables refocusing at any position.
The method described above is a method in integral photography, and generates a refocused image
based on the acquired elemental images. In our proposed method, a parallax image is reconstructed
at each position of the image sensor. However, it is also possible to generate a refocused image by
using the CIIR method.
Note that the spatial resolution of the final refocused image depends on the spatial resolution of
the original parallax image. In addition, the smoothness of the defocused image (clearness of blur)
in the refocused image depends on the number of parallax images.
Now, the result of generating a refocused image from the parallax image obtained using the
above method is shown. The images used for this verification were the parallax images obtained
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when “3” and “D” were used as objects in Chapter 5.4, so that the result could be easily checked
visually. In addition, since only basic verification was performed this time, we used 7× 7 parallax
images and generated the refocused images.
Figure 5.18: Reconstruction results of the refocus images
Figure 5.18 the results of the process up to the generation of the refocused image using the CIIR
method. First, the depth position of the refocused image is calculated and generated by shifting
pixels of the 7 × 7 parallax images. By using this method, it was confirmed that refocusing was
performed on “3” and “D”. Also, regarding the image of “D” when in focus on “3,” this result
confirms that the “D” of the defocused image is not blurred very clearly. Regarding the cause, as
explained in the principle, the blur quality depends on the number of parallax images used. In other
words, in this result, the number of parallax images used is 7× 7, and the part that is out of focus
is not clearly displayed. This can be improved by increasing the number of parallax images.
Through this study, it was confirmed that a refocused image could be generated from the parallax
image acquired by the proposed method. In addition, this consideration confirmed the applicability
of using the proposal method to IP.
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5.6 Color Imaging
All the discussions that has been done so far were acquiring grayscale images. In this section,
verification of colorizing the parallax images of the proposed method is done. Generally, there
are three major methods used for colorization. “Acquired based on bayer array,” “Field sequential
color method,”and “Three-plate system using a dichroic prism”. First, features of each colorization
method is described using Table 5.6.
• Bayer array
The colorization method using this Bayer array filter is used in most corrently color cameras.
The order of the array is an RGB array as shown in Table 5.6, and colors are expressed by
assigning different color filters to each pixel. By using this method, it is possible to acquire
a color image with a single shot. However, it is necessary to arrange different filters for each
pixel, so that the spatial resolution of the obtained image is reduced. Since a single image
sensor is necessary, miniaturization of the device is maintained.
• Field sequential color method
Field sequential color method is different from the Bayer array method that spatially divides
planes. In this method, three color filters are sequentially switched temporally, and combine
three images acquired by each color filter. Since imaging can be performed using the entire
image sensor, images with high spatial resolution can be obtained. On the other hand, three
images must be obtained, and the time resolution decreases because of using three color filters.
Since this method requires single image sensor, miniaturization of the device is maintained.
• Dichroic prism
This method uses a dichroic prism that transmits light in a certain wavelength band and
reflects light in the other wavelength bands, which is shown as Table 5.6. Using a dichroic
prism, the wavelength is divided into three parts, and each light ray is acquired by an image
sensor arranged in different directions. Since three color images can be acquired with a
single shot, and the entire surface of the image sensor can be used, images with high spatial
resolution and high temporal resolution can be obtained. On the other hand, three image
sensors is necessary which increases the size and cost of the device. This method is currently
used in high-definition video cameras.
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Table 5.6: Comparizon of colorization methods
Bayer array Field sequential color Dichroic prism
Figure
Pros
・High
temporal resolution
・Miniaturization
・Low cost
・High
spatial resolution
・Miniaturization
・Low cost
・High
spatial resolution
・High
temporal resolution
Cons
・Low
spatial resolution
・Low
temporal resolution
・Upsizing
・High cost
From the above, there were pros and cons in each colorization method. In our parallax image
acquisition method, the number of pixels of the image sensor determines the angular resolution. In
other words, if the number of available pixels decreases, the angular resolution decreases. Since this
decrease in angular resolution deviates from the purpose of this research, the colorization method
using the Bayer array, which is a surface division method, was excluded. It is also possible to
use the method using dicroic prism. However, for the basic verification this time, we conducted
an experiment using a field sequential color method that can be easily verified. The experimental
procedure for parallax image acquisition using the field sequential color method is described. First,
the experimental optical system used was the same as the optical system of the proposed method.
In addition, in order to use the field sequential color system, RGB images were obtained by placing
color filters in front of the image sensor. However, it is necessary to consider the color unevenness
that occurs between the parallax images. First, the color unevenness is explained using Fig. 5.20.
In the optical system used this time, it is thought that there are three major factors that cause
color unevenness. The factors are aberration due to the lens, diffraction and refraction due to
PBS, and finally pixel unevenness on the sensor surface, and these factors affects the light intensity
distribution reaching the image sensor. Figure 5.20(b) shows the intensity distribution of one line of
the image sensor when white paper is placed as an object, and a white pattern was displayed on the
SLM, using three color filters. Ideally, the distribution should be flat without bias. However, there
is a bias on the intensity distribution, confirming that color unevenness was present throughout the
system. From the intensity distribution, when a green or red filter was inserted, a high intensity
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value could be obtained, but when a blue filter was inserted, the overall intensity value was low.
If the distribution of the intensity values changes, white balance will be uneven in each acquired
parallax image. The procedure for acquiring color parallax images based on the above will be
described.
Figure 5.19: Optical setup of parallax color image acquisition
Figure 5.20: (a)Main cause of the color unevenness, and (b) the intensity distribution obtained by
the optical system
The procedure used for this correction was as follow: acquire a reference image, acquire a
reconstructed image, and correct the reconstructed image using the reference image. The detail of
the procedure in described below.
First, white paper was placed as an object, and a white pattern was displayed on the SLM.
Then, RGB filters were placed in front of the image sensor, and a 2D intensity distribution was
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obtained for each color filters. Here, the 2D intensity distribution images obtained by each of the
RGB filters is used as a reference image for correction.
Next, the reconstruction including correction is explained. The target objects used this time
were figures of animal with size of 20 to 80 mm. The pattern used was Hadamard pattern. Here,
each filter is arranged, and parallax images are obtained at each pixel position of the image sensor.
In other words, red / green / blue images are acquired at each pixel position of the image sensor.
At this point, a color image can be generated by combining the acquired three (red, green, and
blue) images. However, color unevenness have not been corrected, so it is necessary to perform
correction processing. The correction process is explained using Fig. 5.21 based on the example
parallax images acquired by the red filter.
Figure 5.21: Correction method for colorization
As a premise, images with different parallax can be acquired depending on the position of the
image sensor. Correction processing is performed on each of the images to correct the above-
mentioned color unevenness. For example, for an image reconstructed at the pixel position (129,
505) of the image sensor, correction is performed by multiplying the reciprocal of the intensity value
at the pixel position (129, 505) of the reference image. Similarly, for the image reconstructed at the
pixel position (1145, 505) of the image sensor, correction is performed by multiplying the reciprocal
of the intensity value at the pixel position (1145, 505) of the reference image. This correction
processing is applyed to all parallax images, acquired by each color filter. Finally, color parallax
images are obtained by synthesizing the reconstructed image obtained by each pixel and each filter.
The parallax color image results obtained using the above method are shown in Fig. 5.22.
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Figure 5.22: (a) Captured image using the image sensor with three color filters (reference image).
Parallax color image results (b) before correction, and (c) after correction
Figure 5.22(a) shows the color image captured by 2D image sensor without using SPI. Since the
camera used this time was a grayscale camera, it was obtained by mixing a grayscale image taken
three times using the same color filter as the filter used in the experiment. This image was used as
the reference image for this verification.
Figure 5.22(b) shows the result obtained by mixing three images without correcting the 2D
images obtained at each pixel position. Although the object can be recognized by this result, the
background color is bluish and the overall color is different from the image captured by 2D image
sensor. Figure 5.22(c) shows the result of mixing three images after correction processing. The
overall color is close to the image captured by 2D image sensor, and the background color is also
solid black.
In this verification, colorization of parallax images was performed using the field sequential
color method. It was confirmed that parallax images with a color close to the reference image were
obtained by correcting the color unevenness caused by the optical system. Through this verification,
it was confirmed that a parallax color images could be obtained by applying the field sequential
color method and correcting the color unevenness caused by the optical system.
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Chapter 6
Conclusions
6.1 Results of this Research
In this study, we reviewed computational imaging, which has been widely studied as a method
to overcome the disadvantages of conventional imaging technology, and focused on integral pho-
tography (IP) and single-pixel computational imaging (SPCI). IP is a technique that can capture
three-dimensional (3D) images and display natural 3D images without special glasses, but has lim-
itations on resolution. On the other hand, SPCI has been studied in various fields as a technology
capable of two-dimensional (2D) imaging with a single pixel detector. In this study, we applied
SPCI technology to IP, and proposed a method to solve the trade-off of the resolution that had
been limited until now.
Based on this, Chapter 2 described the principle and features of the IP technology, and then
described the limitations on resolution. Chapter 3 described the principles and features of SPCI
technology. Based on the above, Chapter 4 described the principle of the proposed method applying
SPCI to IP, based on the features and restrictions described in Chapters 2 and 3.
In Chapter 5, experiments were actually performed using optical system to verify the principle
of the proposed method described in Chapter 4. The first verification was the selection of the
pattern used in this experiment. Here, simulation of reconstruction accuracy was performed using
multiple patterns, reconstruction methods, and changing noise. The following experiments were
conducted by using Hadamard pattern, which obtained the highest accuracy by this simulation.
Next, we conducted an experiment to obtain parallax images using SPCI as a principle verification
of the proposed method. From the results, it was confirmed that the proposed method can acquire
parallax, and found its applicability to IP. Therefore, three major experiments were conducted to
confirm the applicability to IP: examination of dense parallax image acquisition to eliminate the
resolution trade-off in IP, examination of refocus image generation, and color imaging. Good results
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were obtained in each case, and confirmed the applicability of using the proposal method to IP.
6.2 Summary and Perspectives
In this paper, we focused on SPCI and proposed a technique to solve the limitation of resolution
in IP. Experimental verification based on the proposed method showed that the limitation could be
eliminated. In addition, the possibility of application to IP was demonstrated by examining refocus
image generation and colorization.
However, on the other hand, measurement time is a major issue in the field of SPCI. Conventional
IP technology can capture a 3D image with a single shot, similar to a general imaging system. On
the other hand, the proposed method uses SPCI, which requires many patterns to reconstruct one
image. From this background, with the development of technology, digital micro mirror device
(DMD), a device that can display patterns at high speed, or methods using compressive sensing
and deep learning that can reconstruct images with a small number of images are being studied.
Despite these studies, it is currently difficult to obtain high quality images in real time.
Under these circumstances, our laboratory is developing a high-speed correlation system using
an optical correlation system. This technology is a system that enables correlation between the data
recorded on the hologram disc and the input data at a very high speed, and we are currently studying
the application of this to SPCI. By combining these technologies, we can expect a breakthrough in
the field of SPCI as well as the proposed method.
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3. 本多康伸, 宇佐美廉, 斎藤圭佑, 猪上綾乃, 渡邉恵理子, “光相関器による計算機ゴーストイメージ
ングの基礎評価,” 情報フォトニクス研究グループ第 13回関東学生研究論文講演会 (東京, 2019.
3).
Patent
1. 「光相関システムおよび光相関用データの記録方法」, 渡邉恵理子, 菅谷寿鴻, 池田佳奈美, 斎藤
圭佑, 宇佐美廉 (特願 2018-060719)
Awards
1. 平成 29年度第 1回コンテンポラリーオプティクス研究会 優秀発表賞【宇佐美廉, 他, ”Residual
Networkを用いた改ざん動画検出”】2017. 10 優秀発表賞
2. International Symposium on Imaging, Sensing, and Optical Memory (ISOM) 2019 The Stu-
dent Paper Award【Ren Usami, et al., “Acquisition of Dense Parallax Images Using a Two-
Dimensional Image Sensor by Applying Single-Pixel Imaging to Integral Photography”】2019.
10 Student Award
3. 日本光学会年次学術講演会 Optics & Photonics Japan (OPJ) 2019 Best Student Presentation
Award【Ren Usami, et al., “Investigation of dense parallax color image acquisition using
single-pixel imaging”】2019. 12 SPIE Student Prize
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