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Abstract. Currently, it is urgent to ensure QoS in distributed computing systems. 
This became especially important to the development and spread of cloud services. 
Big data structures become heavily distributed. Necessary to consider the communica-
tion channels and data transmission systems and virtualization and scalability in fu-
ture design of computational models in problems of designing cloud systems, evaluat-
ing the effectiveness of the algorithms, the assessment of economic performance data 
centers. Requires not only the monitoring of data flows and computing resources, but 
also the operational management of these resources to QoS provide. Such a tool may 
be just the introduction of feedback in computational models. The article presents the 
main dynamic model with feedback as a basis for a new model of distributed compu-
ting processes. The research results are presented here. Formulated in this work can 
be used for other complex tasks - estimation of structural complexity of distributed 
databases, evaluation of dynamic characteristics of systems operating in the hybrid 
cloud, etc. 
Keywords: Feedback, Cloud Computing, Future Computing Models, Quality 
of Service (QoS), Dynamical Model, Control System  
1 Introduction 
Cloud technologies and services are now developing. However, with the increasing 
prevalence of clouds is the growth number outstanding task. Under cloud computing, 
as a rule, understand Internet services provided by specialized data centers in the form 
of hardware and software system, or a distributed computing system consisting of a 
set of interconnected virtual machines, allowing dynamic compute resources to pro-
vide a certain level of service [1].  
Despite the new technology in cloud computing include long-established principles 
of virtualization, routing, code duplication, etc. In general, it uses the known compu-
tational model. New device structure networks require the development of new guide-
lines for the future of computing processes. It seems obvious innovations such as use 
feedbacks. In computing systems are long gone only consecutive and parallel compu-
ting. There are queues, waiting for service, the ability to distribute computing re-
sources.  
Another problem put hybrid cloud infrastructure. When designing systems not 
clear to us how to partition information without performance degradation.  There is a 
question about the effectiveness of existing transmission systems and databases in the 
cloud. Obviously, to obtain the gain, it is necessary to develop criteria for the system 
transmission efficiency. A drawback system operating in the clouds is attached to 
communication channels. However, the use of feedback provides the opportunity to 
move to the dynamic control of the model. Criteria developed for them and the corre-
sponding optimization techniques. Using control systems to evaluate the structural 
complexity, as have the ability to oversee all operational units, including passage 
through the channels and the current state of resources. We conducted an experiment 
to confirm this assertion. [2] Object of study used semi-structured data to a large da-
tabase. In the scientific and educational environment, as a rule, are widely used in 
systems of this data - this articles, tutorials, quizzes, etc. As a result, found that when 
using the cloud we have not lost in productivity even a single request. A query using 
threads was achieved higher quality of service. 
Publications in the field of query optimization in cloud data centers are conducted 
in the last two or three years. It may be noted studies [3, 4, 5, 6]. In connection with 
the optimization of queries there are quite a number of problems: problems of query 
transformation to a more effective non-procedural representation (logic optimization), 
the problem of choosing a set of alternative procedural query execution plans , prob-
lems of cost estimates for the selected query execution plan , etc. The problems asso-
ciated with the logical query optimization, has created a direction called semantic 
optimization. So many researchers are problems valuations procedural query execu-
tion plans. 
To optimize queries traditionally used model graph theory, algorithm theory and 
other methods of discrete mathematics. They cannot get the correct assessment of 
conformity of theoretical research into practical implementations in the cloud tech-
nologies.  This is largely due to the fundamentally different building information sys-
tems - it is not only the distributed data warehouse , but also the use of virtualization 
with dynamic reallocation of resources, the use of communication channels with dif-
ferent bandwidth for query processing, various platform features. All this has led to 
the search for new tools description of database management systems. 
State space representation in the form of a system of equations is not very known 
in the art to optimize the database and therefore not covered by these experts. The 
article therefore has a slightly unusual structure. It begins with an example which 
cannot be described with the help of traditional formal models and optimization tools. 
And only then provides a brief overview of the successful use of dynamic models for 
cloud resource management. 
It is proposed to use to evaluate the performance of systems operating in hybrid 
environments, to use the terminology and methods of system analysis. That certainly 
is not new, at the levels of service PaaS [1] cloud infrastructure is widely used con-
cept of automatic control, automatic allocation of resources using the methods of 
dynamics.  
For computing systems are intuitive terminologies of structural complexity, ob-
servability, reachability of these information systems [7, 8]. That means all of the 
many well-developed tools and control theory can be applied to study the parameters 
of information systems. 
Given the logic of the cloud computing is difficult to determine the effectiveness of 
the algorithms. Virtualization and scalability of resources may unexpectedly greatly 
speed up the algorithms, as in our experimental example. That's a probably will help 
identify methods of system identification.  
In general, it can be noted that the transfer system is necessary to develop a stable 
structure, the study of the characteristics of reliability, observability. Decomposition 
of the local and cloud components should be based on the methods of structural com-
plexity of systems analysis. 
The dynamic descriptions in the form of approximation of differential equations 
with the vector control were used in the different tasks that are close to the considered 
in the article. In [9] the processes that include real-time embedded systems. You can 
also note the earlier article for managing web servers [10], and virtualized data cen-
ters [11]. 
In previous works, such as [12], an approach that assumes that the cloud can be 
modeled as a Multi-Input-Multi-Output (MIMO), the system is implemented for ca-
pacity control in the cloud. However, the design of the regulars and identification 
systems do not allow the full use of these ideas. In the work [13] proposed to use 
Single-Input-Single-Output (SISO) systems with the introduction of the notion pro-
portional thresholding. 
The original paper [14] is devoted to the construction of a dynamic model of linked 
servers in the cloud. The important results of this work are the introduction of the 
concept of positive feedback, the theoretical proof of the stability of the model, the 
use of passive systems. 
The closest in terms of models of our article [15]. This article describes how to 
identify patterns in the problem space and formulated the principles of the use of au-
tomatic control cloud resources. 
Control theory was used in telecommunication systems recently. Our team of dy-
namic models has been used for solving problems of modeling of network traffic (this 
model is given as an example in the article [16]). 
Dynamic issues are considered and applied to ensure QoS. In [17] discusses the use 
of a guaranteed rate transmission mechanism for maintaining QoS during network 
congestion. In [18] the development of a routing protocol to ensure QoS using tempo-
rary bandwidth reservation. In [19] deals with the modeling of traffic for the mobile 
network based on QoS. 
 
2 Structure of Hybrid Cloud 
Consider the standard hybrid cloud structure (Fig. 1). There shows a basic map of 
virtualization technology used in cloud infrastructure. There are four levels of allocat-
ed. At the first level two zones - local physical server, server virtualization. Second 
and third level is the switching and routing. The fourth level is the public cloud and 
the global network. 
Private cloud - level of hardware virtualization with support for special processor 
architecture, with the possibility of reallocation of computing resources allocated 
between VM. 
 
Internet
APP
APPAPP
APP
OSHypervisorHypervisorHypervisor OSOS
routing level
switching level
Private cloud Local server
Public cloud
 
Fig. 1.  Structure of hybrid cloud 
Exchange of data between virtual machines occurs at the level of programmatic da-
ta network inside the level to control.  Local server level is a set of servers without of 
virtualization, where each server has a single operating system. These servers are 
processing and storage. These servers are processing and storage. 
Exchange of data between servers occurs at the level of switching and routing. At 
the level Routing level occurs packet routing, setting their priorities to control the 
queues, service levels and capacity allocation between the transmitted data types. 
 At the level of global Internet data is transmitted is not guaranteeing the delivery 
of the level of service, as well as the route of the packet.  
At the level of Public cloud computing is an allocation of the necessary resources 
for processing and storage of information without the possibility of changes in their 
allocation and distribution.  
Transition through levels requires not only monitor but also control. Precisely in 
these transitions and data loss occurs. Currently, the problem is solved multiple over-
lapping data. 
Must be admitted that solve these problems, developers of industrial technology in-
tuitively system. Of course, with intuitive approach may be situations resonance, 
when all the time of computing resources will be employed in the analysis process, 
and not present the solution of problems. We kind of watched it in the first multitask-
ing operating systems for personal computers. It is therefore necessary to develop a 
basic theoretical position and conduct research on the equipment in order to create 
new computational models focused on cloud technologies. 
3 Dynamic Models: Basic Assumptions 
Let us consider basic positions which presence constitute grounds for an approach 
to the control system theory and dynamic models.  
Consider a distributed database in the cloud. In cloud databases exist feature is that 
there are software or hardware routing. They store data on how the virtual machine on 
which pieces of data are stored, how much is in the public, private cloud which de-
termines the level of security and other service information. In fact, even the same 
type of incoming query is converted in each case to a different scenario and route 
maps and depends on the model structure, and communication channels. 
Input and output parameters for the study are the parameters characterizing the 
cloud computing system resources - CPU usage is at a given time, channel load, the 
control signals on the state of the virtual machines and clusters. In some cases, you 
can consider the input of a query that can be measured, for example, in the perfect 
disjunctive normal form. 
An important assumption! The system cannot be considered only at a single query, 
there is a constant stream of requests. The system can be retrieved, then released. 
Therefore the state of the system at time t +1 depends on the query, and the current 
state at time t. In addition, there are natural constraints imposed by the width of chan-
nels, the number of free processors, the amount of free memory, etc. 
As you know, in control theory it is transient response of the system to a single 
signal. A single signal is usually scaled signal outputting system to normal operation, 
i.e. changes settings when turned on. It is easy to get in a situation where the "bad 
structure of the clouds" will be oscillatory processes. It will be in a situation where the 
growth will stimulate queries rotation system increases and decreases in resources. 
Perhaps monotonous output to normal. All of this means that you must modeling and 
solution of the classical problems for which was established control theory - stability 
analysis in the design of feedback systems, the synthesis of optimal controllers, con-
trol software. 
The presence of feedback, first defined by the need to consider the current state of 
the virtual machine workload. As was done in [20]. Secondly for distributed databases 
final data are delivered to the client via the cloud environment, and information about 
the end of the query to be delivered to the central system. It is understood that the 
presence of more feedbacks charged already narrow communication channels and 
may increase the processing time. This is one more argument in favor of the control 
systems for the optimization of feedback. 
Feature of the cloud is positive feedback. 
The base model offers classic model is approximated by the following difference 
equations, 
  
where  – n-dimensional vector of the system states under given 
constraints ,  – m-dimensional vector of controls un-
der given constraints , t – discrete time instant. 
In previous articles on the use of the control CPU, control of power in the data cen-
ter and cloud computing [13, 21], a linear stationary system implementation found to 
be adequate. 
It should be admitted, however, that in some cases and in the case of non-linear 
systems their identification is justified [16, 22]. 
It is natural that when you transfer to the cloud structure of the databases and route 
data retrieval becomes difficult. In the simple example given in the first part of the 
beginning of article [2] was introduced by an additional block that separates the 
search request in the private and public cloud. So even at the top level representation 
of cloud databases becomes difficult to follow without mathematical methods for the 
structural stability of the system [15]. Therefore connected to the structure of the sys-
tem requires the solution of tasks, known for the theory of management - sustainabil-
ity assessment framework, assessment of structural complexity, etc. 
 
4 Experiments 
Developed method of the required parameters monitoring and control. Manage-
ment scheme is shown in Figure 2. 
We obtain a result to ensure the QoS by dynamically traffic prioritization at rout-
ing. 
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Fig. 2. Management scheme 
 
Enlarged algorithm consists of the following steps. 
1. Allocation of traffic types. 
2. Monitoring traffic types. 
3. If none of the channel for any type of traffic is approaching 70%, dynamic con-
trol module is included. 
4. If the predicted value (for the forecast horizon) senior priority traffic increases, 
an increase in the width of the channel for a given type on the predicted value.  
5. If the predicted value (for the forecast horizon) senior priority traffic decreases, 
the observed decrease in the channel width for a given type on the predicted value.  
6. If there is an increase in traffic i and i +1 priority, then a decrease in traffic on 
the smaller priority value prediction, but no more than the critical value. 
Based on data on the Internet download channel data obtained during the monitor-
ing of the corporate network for each month, measured throughout the year, was built 
empirical histogram frequency channel load (Fig. 3a). Statistics obtained by removing 
information from the router interfaces on the amount of data transferred and loading 
port. 
 
  
Fig. 3.  Results of studies: a) without control, b) with control. 
 
As a result of the control algorithm developed for the picture has changed, the his-
togram shown in Fig. 4b. It is seen that lost their tails in the distribution and peaks. 
This means that the number of dropped packets dropped and increased quality of data 
delivery. 
Note that the control can be used not only predictive model. Perhaps provide man-
agement and control by the reference model. It is harvested when several models and 
at some point of time is monitored indicators and the next time step is used one or 
another of prefabricated model. 
5 Conclusion 
The present work is aimed at attracting the attention of specialists in the field of 
cloud database to the apparatus control theory. Presented in this article allows the use 
of the description of the known methods for solving important practical problems. In 
conclusion, allow to formulate them. 
Investigation of the stability of systems - the most important solution for the pres-
ence of feedback in distributed systems with disabilities through the communication 
channel, limited by safe access to the data, as well as scalable resources under peak 
load. 
The study of controllability - for complex structured systems, the problem of con-
trollability in a given time interval, the task of reachability and observability is not 
obvious without the pilot study, the use of the proposed model allows the use of fa-
mous mathematical tool solutions. 
Designing effective systems - for large databases with complex levels of access 
and distributed in different systems with different hardware and software support, as it 
is observed in a hybrid cloud infrastructure. 
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