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Magnetic oscillations in planar systems with the Dirac-like spectrum
of quasiparticle excitations II: transport properties
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The quantum magnetic oscillations of electrical (Shubnikov de Haas effect) and thermal conduc-
tivities are studied for graphene which represents a distinctive example of planar systems with a
linear, Dirac-like spectrum of quasiparticle excitations. We show that if a utmost care was taken to
separate electron and phonon contributions in the thermal conductivity, the oscillations of electron
thermal conductivity, κ(B) and Lorenz number, L(B) would be observable in the low-field (less than
a few Teslas) regime.
PACS numbers: 71.70.Di, 73.43.Qt, 11.10.Wx
I. INTRODUCTION
There is a variety of condensed matters systems that in the first approximation can be regarded as planar and which
in the low energy sector can be described by the Dirac-like form of the effective Hamiltonian. The difference in the
behavior of the particles with the usual parabolic spectrum and the linear, Dirac-like spectrum becomes particularly
prominent when an external quantizing magnetic field B is applied perpendicularly to the plane. The energies of
Landau levels for free nonrelativistic electrons are En = e~B/(mc)(n+
1
2 ), while for the “relativistic” problem
En =
√
e~v2FB2n/c, (1)
with n = 0, 1, . . .. Here e is the electron charge, m is the effective mass of carriers in the parabolic band, vF is the
Fermi velocity of the system with linear dispersion, and we wrote ~ and c explicitly; in the following sections we set
~ = c = kB = 1, unless stated explicitly otherwise.
The most important qualitative difference between these two spectrums is that for the realistic values of the param-
eters m and vF rather weak fields B ∼ 10Tesla is sufficient to drive “relativistic” systems in the extreme quantum
regime [1] causing such interesting phenomena as quantum magnetoresistance. Another qualitatively distinguishable
feature of the Dirac-like quasiparticles is an unusual form of the semiclassical quantization condition for energy levels
in the magnetic field S(ǫ) = 2πeB/(~c)(n+ γ), where S is the cross-sectional area of the orbit in k space, n is a large
integer (n > 0), and γ is a constant (0 ≤ γ ≤ 1). For the parabolic dispersion γ = 1/2, which is commonly used in
describing magnetic oscillation (MO) phenomena in metals [2], so that the corresponding Berry’s phase, γ−1/2 is zero.
However, for the Dirac quasiparticles Berry’s phase is nontrivial [3] and γ = 0, so that the commonly used expressions
[2] have to be modified accordingly. This was indeed obtained in our previous paper [4], where we have studied MO of
the density of states (DOS), thermodynamic potential, and magnetization in QED2+1 with the spectrum (1). We have
also discussed the underlying condensed matter models and systems that in the low-energy approximation are reduced
to QED2+1 form. Among them is graphite, which is probably the most promising and convenient for experimental
investigation of the ultraquantum regime, when only a few lowest Landau levels are occupied. This semimetal was
originally studied almost 50 years ago and there was a considerable renewal of the interest in the electronic properties
of this material during the past decade due to the discovery of novel carbon-based materials such as carbon nanotubes
constructed from wrapped graphene sheets [5]. While graphite itself is a three-dimensional material in which planar
sheets of carbon atoms are stacked, graphene is an individual layer or sheet made from the carbon atoms.
The simplified QED2+1 description is obviously appropriate for graphene. In Kish graphite the anisotropy of the
resistivity ρc along the c-axis direction and the basal-plane resistivity, ρb can be ρc/ρb ∼ 10
2 and even as large as
ρc/ρb ∼ 5 × 10
4 in highly oriented pyrolytic graphite (HOPG) [6], indicating that the layers are weakly coupled.
Therefore in the first approximation, the QED2+1 description with some limitations may also be used for graphite.
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2Indeed, early theoretical investigations of graphite show that while low-lying Landau levels correspond to Eq. (1),
there are other levels related to the warping of the graphite Fermi surface [7]. Very recent measurements of de Haas
van Alphen (dHvA) and Shubnikov de Haas (SdH) oscillations in HOPG [8] (for an earlier literature see Refs. [9, 10])
confirm that among other carriers in graphite there is a majority holes with tw-dimensional (2D) Dirac-like spectrum.
The dependences of the thermal and Hall conductivities on the applied magnetic field in HOPG were studied in
Ref. [11] and more comprehensive data on thermal conductivity and the deviations from the Wiedemann-Franz (WF)
law were reported in [12]. We mention aslo recent STS observations [13] of Landau levels at graphite surfaces. Finally
we refer to monocrystalline graphitic films made by repeated peeling of small mesas of HOPG [14]. These films contain
only a few layers of graphene. The SdH oscillations are clearly observed in this material [14] and they depend only
on the perpendicular component of the applied magnetic field. This proves the 2D nature of the material. Moreover,
the carrier density (and even the character of carriers, either electrons or holes) in this system is controllable by
electric-field doping, so that there are SdH oscillations with varying applied voltage [15].
The purpose of the present paper is to extend the analysis of our previous paper [4] and study the MO of the
electrical, σ(B) (SdH effect) and thermal κ(B) conductivities. We demonstrate that since the field dependences of
σ(B) and κ(B) at low but still finite temperatures are different, there is a violation of the WF law with observable
oscillations of the Lorenz number
L(B, T ) ≡
κ(B, T )
σ(B, T )T
. (2)
We begin by presenting in Sec. II the model Lagrangian describing Dirac quasiparticles in graphene. The general
expressions for electrical and thermal conductivities are written in terms of the same spectral function A(B) and the
thermal conductivity is considered also including the thermal power term. In Sec. III we analytically extract magnetic
oscillations contained in the spectral function A(B). In the Discussion, Sec. IV, our final results are summarized and
their applicability for the graphite is considered.
II. MODEL AND GENERAL EXPRESSIONS FOR ELECTRICAL AND THERMAL CONDUCTIVITIES
A. Model Lagrangian
The Lagrangian density of noninteracting quasiparticles in a single graphene sheet in the continuum limit reads
(see e.g. [16, 17])
L0 =
∑
σ=±1
vF Ψ¯σ(t, r)
[
iγ0(∂t − iµσ)
vF
− iγ1(∂x − ieAx)− iγ
2(∂y − ieAy)
]
Ψσ(t, r), (3)
where the four-component Dirac spinor Ψσ = (ψ1σ, ψ2σ) is combined from two spinors ψ1σ, ψ2σ that describe the Bloch
states residing on the two different sublattices of the biparticle hexagonal lattice of the graphene sheet, and σ = ±1
is the spin. In Eq. (3) Ψ¯σ = Ψ
†
σγ
0 is the Dirac conjugated spinor and 4× 4 γ matrices are either (σ3, iσ3,−iσ1)⊗ σ3
[18] or their unitary-equivalent representation can be taken from Ref. [16, 19].
Note that there is no principal difference between between two-band models for electron and holes discussed in
Refs. [20, 21] and a model with Dirac fermions, where these electron and holes with identical velocities are built in
the formalism. There are, however, some cases like a double-resonant Raman scattering in graphite [22], where the
asymmetry between the bonding, E = vF |k| and antibonding E = −v
′
F |k| bands in graphite is essential, so that
multiband models are more suitable.
Since the terms with ∂x,y in Eq. (3) originate from the usual kinetic term of the tight-binding Hamiltonian, vector
potential A is inserted in the Lagrangian (3) using a minimal coupling prescription. The vector potential for the
external magnetic field B perpendicular to the plane is taken in the symmetric gauge
A =
(
−
B
2
x2,
B
2
x1
)
. (4)
Using for the value of the nearest-neighbor hopping matrix element of graphite t ∼ 2.3eV, we obtain that the Fermi
velocity is vF ≈ 7.4× 10
5m/s, and accordingly one can estimate from Eq. (1) that E1 ∼ 300K ·
√
B[Tesla].
Since the Lagrangian (3) originates from nonrelativistic many-body theory, the interaction of the spin degree of
freedom with magnetic field
LB = µBB
∑
σ=±
σΨ¯σ(t, r)γ
0Ψσ(t, r) (5)
3has to be explicitly included by considering spin splitting µσ = µ − σµBB [2] of the chemical potential µ, where
µB = e~/(2mc) is the Bohr magneton. Note that the number of spin components can be regarded an additional
adjustable flavor index of fermions σ = 1, . . . , N and N = 2 corresponds to the physical case. The magnitude of the
Zeeman term depends on the ratio µB/kB ≃ 0.67K · Tesla
−1. This term, in fact, has the same magnitude as the
distance between Landau levels in the nonrelativistic problem. Although we will include this term for completeness
in the analytical expressions, in the numerical calculations it can be safely neglected because it is much smaller than
estimated above E1.
To make the treatment more general, we also include a mass (gap) term
L∆ =
∑
σ=±1
Ψ¯σ(t, r)∆Ψσ(t, r), (6)
in the Lagrangian (3). For example, it is well known that an external magnetic field is a strong catalyst in generating
such a gap for Dirac fermions (the phenomenon of magnetic catalysis) [23]. Usually the opening of the gap marks
an important transition which occurs in the system. In particular, in the case of pyrolytic graphite a poor screening
of the Coulomb interaction may lead to excitonic instability, resulting in the opening of the gap in the electronic
spectrum and manifesting itself through the onset of an insulating charge density wave (see e.g. [18, 19, 24]).
B. Electrical conductivity
The dc conductivity tensor can be found using Kubo formula [25]
σij = − lim
Ω→0
ImΠRij(Ω + i0)
Ω
, (7)
where ΠRij(Ω) is the retarded current-current correlation function (see e.g. [19, 26])
ΠRij(Ω+ i0) =
e2v2F
2
∑
σ
∫ ∞
−∞
dω1dω2
tanh[(ω2 − µσ)/2T ]− tanh[(ω1 − µσ)/2T ]
ω1 − ω2 +Ω+ i0
∫
d2k
(2π)2
tr[A(ω1,k)γiA(ω2,k)γj ]. (8)
Here A(ω,k) is the spectral function associated with the translationary-invariant part of the Green’s function of Dirac
quasiparticles in an external magnetic field given by Eqs. (3.3) and (3.6) of Ref. [4] (see also Refs. [19, 23, 26]). Then
for the diagonal conductivity σ = σxx = σyy we have
σ = πe2v2F
∑
σ
∫
d2k
(2π)2
∞∫
−∞
dω[−n′F (ω − µσ)]tr [A(ω,k)γ1A(ω,k)γ1] , (9)
where −n′F (ω − µ) = (1/4T ) cosh
−2[(ω − µ)/2T ] is the derivative of the Fermi distribution. Further details of
calculation of tr and the momentum integral in Eq. (9) were considered in Refs. [19, 26, 27], so here we write down a
rather simple final expression for the electrical conductivity in an external magnetic field
σ = e2
∑
σ
∞∫
−∞
dω
4T cosh2 ω−µσ2T
A(ω,B,Γ,∆), (10)
where the function
A(ω,B,Γ,∆) =
1
π2
Γ2
(eB)2 + (2ωΓ)2
{
2ω2 +
(ω2 +∆2 + Γ2)(eB)2 − 2ω2(ω2 −∆2 + Γ2)eB
(ω2 −∆2 − Γ2)2 + 4ω2Γ2
−
ω(ω2 −∆2 + Γ2)
Γ
Imψ
(
∆2 + Γ2 − ω2 − 2iωΓ
2eB
)}
.
(11)
Here in order to consider the MO for a more realistic case, we introduced the effect of quasiparticle scattering by
making δ-like quasiparticle peaks associated with the Landau levels Lorentzians with a constant energy-independent
width Γ (see details in Ref. [4]). This approximation still allows us to derive a rather simple analytical expression
(11), where ψ is the digamma function, which eventually results in a Dingle factor in the expression for the amplitude
of MO.
4Note that in general one should consider dressed fermion propagators that include the self-energy Σ(ω) due to the
scattering from impurities. Up to now the problem of scattering from impurities in the presence of a magnetic field
does not have yet a satisfactory solution. Therefore, here we have chosen the case of constant width Γ = Γ(ω = 0) =
−ImΣR(ω = 0) = 1/(2τ), τ being the mean free time of quasiparticles.
Such a Lorentzian broadening of Landau levels with a constant Γ was found to be a rather good approximation
valid in not very strong magnetic fields [2, 28]. Definitely, the treatment of disorder in the presence of the magnetic
field in such a simplified manner should be considered as only a first step until further progress in this problem is
achieved (in connection with this, see, Refs. [29, 30]).
C. Thermal conductivity
The longitudinal thermal conductivity can also be calculated using a thermal Kubo formula [25]
κ(B, T )
T
= −
1
T 2
lim
Ω→0
ImΠREE(Ω + i0)
Ω
−
1
T 2σ
lim
Ω→0
[ImΠREC(Ω + i0)]
2
Ω2
. (12)
Here ΠREE(Ω) is the retarded longitudinal energy current-current correlation function and Π
R
EC(Ω) is the retarded
longitudinal correlation function of energy current with electrical current and the expression for the energy current
operator is given in Refs. [26, 27].
We note in passing that the second term of Eq. (12) is related to the thermal power
S = −
1
T
lim
Ω→0
ImΠREC(Ω + i0)
ImΠR(Ω + i0)
, (13)
where ΠR(Ω + i0) = ΠRxx(Ω + i0) = Π
R
yy(Ω + i0). The presence of the thermal power term in Eq. (12) ensures that
the energy current is evaluated under the condition of vanishing electrical current [25].
Similarly to the above-derived electrical conductivity we finally arrive at
κ(B, T )
T
=
∑
σ
∞∫
−∞
dω
(
ω − µσ
T
)2
1
4T cosh2 ω−µσ2T
A(ω,B,Γ,∆)
−
e2
σ(B, T )

∑
σ
∞∫
−∞
dω
ω − µσ
T
1
4T cosh2 ω−µσ2T
A(ω,B,Γ,∆)


2
,
(14)
where A is the same function (11) as for the electrical conductivity. This function contains all information about the
field dependence of the transport properties of the systems with a linear dispersion law, including the MO. While the
representation (11) can already be used for numerical calculations, for analytical work it is useful to extract explicitly
the MO that are contained in the digamma function ψ when the real part of its argument becomes negative.
III. ANALYTICAL CONSIDERATION OF OSCILLATIONS
A. Extracting oscillations from A using ψ-function properties
The oscillations of A in 1/B can be extracted using the relationship for ψ function
ψ(−z) = ψ(z) +
1
z
+ π cotπz, (15)
which [see also Eq. (4.18) of Ref. [4]] results in the expression
ψ
(
∆2 − (ǫ+ iΓ)2
2eB
)
= ψ
(
∆2 − (ǫ + iΓ)2
2eB
)[
θ(ǫ2 −∆2 − Γ2) + θ(∆2 + Γ2 − ǫ2)
]
= Reψ
(
|ǫ2 −∆2 − Γ2| − 2iǫΓ
2eB
)
− i sgn(ǫ2 −∆2 − Γ2)Imψ
(
|ǫ2 −∆2 − Γ2| − 2iǫΓ
2eB
)
+ θ(ǫ2 −∆2 − Γ2)
[
2eB
ǫ2 −∆2 − Γ2 + 2iǫΓ
+ π cotπ
ǫ2 −∆2 − Γ2 + 2iǫΓ
2eB
]
.
(16)
5Taking the imaginary part of the last equation, we obtain
Imψ
(
∆2 − (ω + iΓ)2
2eB
)
= −sgn(ω2 −∆2 − Γ2)Imψ
(
|ω2 −∆2 − Γ2| − 2iωΓ
2eB
)
− θ(ω2 −∆2 − Γ2)
[
4eBωΓ
(ω2 −∆2 − Γ2)2 + 4ω2Γ2
+ π
sinh(2πωΓ/eB)
cosh(2πωΓ/eB)− cos[π(ω2 −∆2 − Γ2)/eB]
]
.
(17)
Then substituting Eq. (17) in Eq. (11) we obtain
A(ω,B,Γ,∆) =
1
π2
Γ2
(eB)2 + (2ωΓ)2
{
2ω2 +
(eB)2/2
(ω +∆)2 + Γ2
+
(eB)2/2
(ω −∆)2 + Γ2
−
2ω2(ω2 −∆2 + Γ2)eB
(ω2 −∆2 − Γ2)2 + 4ω2Γ2
+
ω(ω2 −∆2 + Γ2)
Γ
[
sgn(ω2 −∆2 − Γ2)Imψ
(
|ω2 −∆2 − Γ2| − 2iωΓ
2eB
)
+θ(ω2 −∆2 − Γ2)
(
4eBωΓ
(ω2 −∆2 − Γ2)2 + 4ω2Γ2
+ π
sinh(2πωΓ/eB)
cosh(2πωΓ/eB)− cos[π(ω2 −∆2 − Γ2)/eB]
)]}
,
(18)
where the oscillations are contained in the last term of Eq. (18). Note that the real part of the argument of ψ function
in (18) is already positive and the signs before ψ in (11) and (18) are different.
For ω2 > ∆2 + Γ2 using the relationship
Re
e−(a−ib)
1− e−(a−ib)
=
cos b− e−a
2(cosha− cos b)
, (19)
one can expand
sinh(2π|ω|Γ/eB)
cosh(2πωΓ/eB)− cos[π(ω2 −∆2 − Γ2)/eB]
= 1 + 2
∞∑
k=1
cos[πk(ω2 −∆2 − Γ2)/eB] exp(−2πk|ω|Γ/eB) (20)
and finally arrive at the expression for oscillatory part of A
Aosc(ω,B,Γ,∆) =
2
π
ωΓ(ω2 −∆2 + Γ2)θ(ω2 −∆2 − Γ2)
(eB)2 + (2ωΓ)2
×
∞∑
k=1
cos
πk(ω2 −∆2 − Γ2)
eB
exp
(
−
2πk|ω|Γ
eB
)
.
(21)
1. Low-field non oscillatory limit
Eq. (18) can be simplified in the low field limit:
A(ω,B,Γ,∆) =
1
2π2
[
1−
ω2 −∆2 + Γ2
2|ω|Γ
sign(ω2 −∆2 − Γ2) arctan
2|ω|Γ
|ω2 −∆2 − Γ2|
+θ(ω2 −∆2 − Γ2)
π(ω2 −∆2 + Γ2)
2ωΓ
sinh(2πωΓ/eB)
cosh(2πωΓ/eB)− cos[π(ω2 −∆2 − Γ2)/eB]
,
]
,
(22)
where we kept B only in the oscillatory part of A. For ω2 < ∆2 + Γ2 after using the relationship
arctanx =
π
2
− arctan
1
x
, x > 0, (23)
the last equation reduces to [see also Eq. (4.16) of Ref. [26]]
A(ω,B = 0,Γ,∆) =
1
2π2
[
1 +
ω2 −∆2 + Γ2
2|ω|Γ
(
π
2
− arctan
∆2 + Γ2 − ω2
2|ω|Γ
)]
. (24)
6B. Oscillating parts of electrical and thermal conductivities
Substituting Eq. (21) in (10) one can obtain the expression for oscillating part of conductivity
σosc =
4e2|µ|Γ
π
(µ2 −∆2 + Γ2)θ(µ2 −∆2 − Γ2)
(eB)2 + (2µΓ)2
×
∞∑
k=1
cos
[
πk(µ2 −∆2 − Γ2)
eB
]
RT (k, µ)RD(k, µ),
(25)
where we introduced the temperature amplitude factor
RT (k, µ) ≡ RT (tk) =
tk
sinh tk
, tk =
2π2kTµ
eB
(RT (0) = 1), (26)
and the Dingle factor
RD(k, µ) = exp
[
−
2πk|µ|Γ
eB
]
. (27)
Deriving Eq. (25) we made the following simplifying assumptions: (i) Spin splitting is not included, and (ii) the low
temperature T → 0 limit is considered. Thus after making a shift ω → ω + µ and changing the variable ω → 2Tω,
and keeping only the linear in T terms in the oscillating part of the integrand, we used the integral
∫ ∞
0
dx
cos bx
cosh2 x
=
πb/2
sinhπb/2
(28)
to obtain the temperature amplitude factor (26). It is essential that in contrast to the the Dingle and temperature
factors for nonrelativisitic spectrum, both (26) and (27) factors for the relativistic spectrum contain chemical potential
µ (see also Ref. [4]). The distinctive concentration dependence of RT should be observed experimentally.
Similarly to Eq. (25) one arrives at the expression for the oscillating part of thermal conductivity (14):
κosc
T
=
4π|µ|Γ
3
(µ2 −∆2 + Γ2)θ(µ2 −∆2 − Γ2)
(eB)2 + (2µΓ)2
×
∞∑
k=1
cos
[
πk(µ2 −∆2 − Γ2)
eB
]
RhT (k, µ)RD(k, µ),
(29)
where
RhT (tk) =
12
π2
d2RT (tk)
dt2k
=
6
sinh tk
[
coth tk −
tk
2
−
tk
sinh2 tk
]
, [RhT (0) = 1] (30)
is the temperature amplitude factor for thermal conductivity obtained using the second derivative of the integral (28).
The temperature amplitude factors RT (t) and R
h
T (t) are shown in Fig. 1. Interestingly the dependence R
h
T (t) is
non-monotonic and RhT (t) even changes its sign.
IV. DISCUSSION
Based on Eqs. (10) and (14), in Figs. 2–5 we compute the field dependences of σ(B, T )/σ(B = 0, T ), and
κ(B, T )/κ(B = 0, T ) and the normalized Lorenz number L(B, T )/L0, where L0 = π
2k2B/(3e
2) is the Sommerfeld’s
value for the Lorenz ratio. To simplify our consideration we set ∆ = 0, but it may be necessary and quite interesting
to consider the influence of ∆ on MO; see Ref. [4]. As mentioned above Eq. (6), we also do not include spin splitting.
Analyzing these figures one can conclude the following.
1. As usually, the conditions favorable for the magnetic oscillations are Γ, T ≪ ωL, where ωL ∼ E1 is the dis-
tance between Landau levels. This regime is different from the regime Γ ≪ ωL ≪ T of an unconventional
magnetotransport [21] when MO’s are still not resolved due to the thermal smearing of Landau levels.
72. As the field increases from B = 0 both electrical and thermal conductivities decrease rapidly and start to
oscillate when Landau levels cross the Fermi surface. The specific of graphene is that for the realistic values
of the parameters there are only a few Landau levels below the Fermi surface. As the field B increases, these
levels quickly cross the Fermi surface, and as one can see from Fig. 2 for B > 4Tesla the lowest Landau level
E1 is already above the Fermi surface so that the MO’s disappear and the system can, in principle, enter in the
quantum Hall effect regime. Thus MO’s in graphene with eB . µ2 are quite different from the conventional
MO’s when there are so many Landau levels below the Fermi surface that ωL ≪ µ and when a new level crosses
the Fermi surface the system returns practically in the same state as before.
For Dirac fermions in order to have at least one oscillation the inequality [see Eq. (8.20) of [4]] µ2 −∆2 ≥ 2eB
have to be satisfied, and analyzing the experimental data of Refs. [8, 11] there is a temptation to distinguish
there the regimes of conventional MO’s and quantum Hall effect. However, the real situation is more involved
due to the difference between the model for graphene with linearized spectrum and measured properties of bulk
graphite (see also Ref. [13]). Nevertheless, the observation of plateaulike features in the Hall resistivity for
B & 2Tesla [11] suggests that for these fields the system is already in the quantum Hall effect regime.
3. Comparing Figs. 2 and 3, one can see that σ(B) and κ(B) do not oscillate in phase. In particular, we observe
that at T = 28K the oscillations of σ(B) are practically invisible, while one can still notice some oscillations of
κ(B).
To look closer at the difference between σ and κ in Fig. 4 we also plotted the thermal conductivity κ0(B, T )
calculated without the second term of Eq. (12). In normal metals this second term is considered to be unimpor-
tant because usually it is ∼ T 2/µ2 times less than the first term of Eq. (12) and because the WF law is always
considered in the limit T ≪ µ this term is usually neglected.
4. By comparing Fig. 2 and Fig. 4, it is easy to see that each peak of the electrical conductivity is accompanied
by two satellite peaks of the thermal conductivity. The dip between these two peaks in κ(B) coincides with
the peak of σ(B). The origin of these satellite peaks is related to the fact that the expression for the thermal
conductivity (12) contains the factor g(ω) = −n′F (ω − µ)(ω − µ)
2/T 2 and thus measures A(ω,B,Γ) below and
above the Fermi energy, while the electrical conductivity probes A(ω,B,Γ) at the Fermi energy, because it
contains just the factor n′F (ω) (see [31] and Figs. 12 and 13 of Ref. [26]).
5. Let us now compare Figs. 3 and 4. At T = 3K each double-peak structure observed in Fig. 4 is replaced by a
single broader peak in Fig. 3. This reflects the fact that the full expression (12) for κ(B) ∼ κ0(B)− a(B)/σ(B),
so that if the coefficient a(B) is large enough, the peaks seen in σ(B) also produce an increase of κ(B), so the
dip between peaks in κ(B) is filled in and we observe a single broader peak.
For higher temperatures the role played by second term of Eq. (12) further increases and κ(B) and κ0(B) behave
quite differently. Finally we observe the above-mentioned picture when at T = 28K the oscillations of σ(B) are
damped, but one can still see some oscillations of κ(B), but the positions of the peaks do not coincide with the
positions of the peaks in σ(B) and κ(B) observed at lower temperatures.
6. The behavior of Lorenz number is shown in Fig. 5. Since in the chosen temperature interval the inequality
T ≪ µ is well justified, we observe that the WF law is maintained in zero field (see Ref. [26]). In nonzero field
we observe violations of the WF law that become more strong as the temperature increases. At T = 3K the
behavior of L(B) is similar to the behavior of κ0(B) and two satellite peaks in L(B) are related to the broad
peak in κ(B), while the dip between these peaks is caused by the peak of σ(B). As the temperature increases
a more complicated behavior of κ(B) results in the large-amplitude oscillations of L(B). The positions of the
peaks are not related to the positions of low-T SdH oscillations. In the high-field regime B > 10Tesla there is a
tendency to the restoration of the WF law.
The above-presented picture is already quite complicated due to the interplay between the first and second terms
of Eq. (12), so that in general there are no correlations between the low temperature SdH oscillations and oscillations
in κ(B) and L(B) seen at higher temperatures. Further complications can be caused by the fact that the impurity
scattering rate Γ which we assumed to be field and temperature independent may, in fact, depend on both B and T
[29, 30].
Let us now discuss the relation of the obtained theoretical results to the experiments [8, 11, 12]. To compare
the results for electrical conductivity shown in Fig. 2, one should bear in mind the difference between graphene and
graphite mentioned in item 2. In Ref. [8] the measurements were done at T = 2K and the oscillations are clearly seen
and some of them, as stated in Ref. [8], are related to the quasiparticles with a linear dispersion. It is likely that for
higher temperatures the oscillations of σ(B) are suppressed [11] and we also see that at T = 28K the oscillations of
σ(B) are practically smeared out.
8A comparison with experimental results for thermal conductivity is more complicated because the measured thermal
conductivity κexp(B, T ) = κ(B, T )+κph(B, T ) besides the electron contribution, κ(B, T ) contains also the contribution
from phonons, κph(T ), which is assumed to be field independent. Accordingly, we can relate theoretically calculated
κ(B, T )/κ(B = 0, T ) shown in Fig. 3 with the experimentally accessible ratio κexp(B, T )/κexp(B = 0, T ) via
κexp(B, T )
κexp(B = 0, T )
= 1 +
κ(B, T )/κ(B = 0, T )− 1
κph(T )/κ(B = 0, T ) + 1
≈ 1 +
κ(B, T )/κ(B = 0, T )− 1
(T/T0)2 + 1
. (31)
The last equality is written using that the ratio κph(T )/κ(B = 0, T ) can be determined from the fact that at
T = T0 = 1.5K the values κph(T0) ∼ κ(B = 0, T0) [12], so that assuming κph(T ) ∼ T
3 and κ(B = 0, T ) ∼ T we
estimate κph(T )/κ(B = 0, T ) ∼ (T/T0)
2.
The ratio κexp(B, T )/κexp(B = 0, T ) is plotted in Fig. 6. As one can see the MO’s of κ(B, T ) are masked by
the phonon contribution in κexp(B, T ) and only at rather low temperatures is there a possibility to observe them.
Moreover, since the amplitude of MO is higher for lower fields (see also Figs. 2-4), the MO’s are more easily observable
in the low-field regime.
Taking these facts into account let us discuss the oscillations of thermal conductivity that were experimentally
observed in Refs. [11, 12] for B & 2Tesla. Since these oscillations are clearly seen only in the high field regime and
their amplitude increases as the field grows, their origin is unlikely related to the conventional SdH-like MO’s and
seems to be more associated to the quantum Hall effect. It would be interesting to check whether the conventional
MO’s of the electronic thermal conductivity κ(B, T ) predicted in this paper can be also observed in graphite when
the measurements will be done at sufficiently low temperatures and/or the phonon contribution is subtracted.
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FIG. 1: (Color online) The temperature amplitude factors RT (t) and R
h
T (t) given by Eqs. (26) and (30).
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FIG. 2: (Color online) The normalized conductivity σ(B, T )/σ(B = 0, T ) as a function of field B for three different values of
temperature T for µ = 600K and Γ = 1K. We use eB → (4.5× 104K2)B(Tesla).
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FIG. 3: (Color online) The normalized thermal conductivity κ(B, T )/κ(B = 0, T ) as a function of field B for three different
values of temperature T for µ = 600K and Γ = 1K. We use eB → (4.5× 104K2)B(Tesla).
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FIG. 4: (Color online) The normalized thermal conductivity κ0(B, T )/κ(B = 0, T ) [calculated without the second term of
Eq. (12] that originates from the condition of absence electrical current in the system) as a function of field, B, for three
different values of temperature T for µ = 600K and Γ = 1K. We use eB → (4.5× 104K2)B(Tesla).
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FIG. 5: (Color online) The normalized Lorenz number L(B, T )/L0 as a function of field B for three different values of
temperature T for µ = 600K and Γ = 1K. We use eB → (4.5× 104K2)B(Tesla).
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FIG. 6: (Color online) The normalized thermal conductivity κexp(B,T )/κexp(B = 0, T ) [see Eq. (31)] as a function of field B
for three different values of temperature T for µ = 600K and Γ = 1K. We use eB → (4.5× 104K2)B(Tesla) and T0 = 1.5K.
