Abstract. We have obtained spectroscopic observations from 3600 Å to 9200 Å with FORS at the Very Large Telescope for approximately 70 H  regions located in the spiral galaxies NGC 1232, NGC 1365, NGC 2903, NGC 2997 and NGC 5236. These data are part of a project aiming at measuring the chemical abundances and characterizing the massive stellar content of metalrich extragalactic H  regions. In this paper we describe our dataset, and present emission line fluxes for the whole sample. In 32 H  regions we measure at least one of the following auroral lines:
Introduction
If the analysis of the emission-line spectra of extragalactic H  regions has been essential in the past three decades to investigate the abundance of heavy elements in star-forming galaxies, we still lack the observational and theoretical efforts to adequately understand the metal-rich end (roughly solar and above) of the nebular abundance scale. While this situation is explained by the inherent difficulty of measuring abundances in this regime, it is also true that it affects the study of the inner portions of virtually all spiral galaxies, in consequence of their radial abundance gradients (e.g. Vila-Costas & Edmunds 1992 , Zaritsky et al. 1994 .
The key observational element at low abundance is the strength of the [O ] λ4363 auroral line, which allows, in combination with the nebular [O ] λλ4959,5007 lines, to measure the electron temperature T e of the gas, upon which the line emissivities strongly depend. It is well known that, as the cooling efficiency of the gas increases with the oxygen abundance, the [O ] auroral line becomes too faint to be observed with the largest telescopes even at modest metallicity. In this case nebular abundance studies generally rely on statistical methods, based on the measurement of strong nebular lines only. The use of R 23 = ([O ] λ3727 + [O ] λλ4959,5007)/Hβ (Pagel et al. 1979 ) has become widespread in this context, however several different semi-empirical calibrations for this index have been proposed at high abundance (Edmunds & Pagel 1984 , Dopita & Evans 1986 , McGaugh 1991 , Pilyugin 2001 , to name just a few). Additional abundance indicators, which rely on emission lines present in the optical spectra of H  regions other than those from oxygen, in particular sulphur and nitrogen, have also appeared in the literature (Alloin et al. 1979 , Díaz & Pérez-Montero 2000 , Denicoló et al. 2002 , Pettini & Pagel 2004 . The usefulness of the statistical methods goes beyond the derivation of abundance gradients in spirals (Pilyugin et al. 2004) , as these methods find application in chemical abundance studies of a variety of ob-jects, including low surface brightness galaxies (de Naray et al. 2004 ) and star-forming galaxies at intermediate and high redshift, where around-solar oxygen abundances have been found (Kobulnicky & Kewley 2004 , Shapley et al. 2004 .
Recently, starting with the works by Castellanos et al. (2002) and Kennicutt et al. (2003) , and especially with the use of large-aperture telescopes of the 8m-class by Pindao et al. (2002) , Garnett et al. (2004a) and Bresolin et al. (2004) , it has become possible to measure auroral lines, such as [N ] λ5755, [S ] λ6312 and [O ] λ7325, at high oxygen abundance [up to 12 + log(O/H) ≃ 8.9], extending the application of the direct method (T e -based) of abundance determination to the highmetallicity regime, therefore by-passing the need to use R 23 or similar indicators for deriving the metallicity in the inner regions of spirals, as well as allowing empirical calibrations of the statistical methods at high abundance. These works conclude that the statistical methods appear to overestimate abundances around the solar value by as much as 0.2-0.3 dex [we adopt 12 + log(O/H) ⊙ = 8.69, following Allende Prieto et al. 2001] . There are, however, uncertainties affecting these T ebased chemical abundances, that spring from the temperature stratification of metal-rich H  regions, which can introduce important biases in the measured abundances, as shown by Stasińska (2005) .
In order to resolve some of the pending issues related to metal-rich extragalactic H  regions, we started a project in which the first step is to obtain high-quality spectra of a large sample of these objects. In this paper we present our observations and analyse them with classical, empirical methods. Whenever possible, we derive electron temperatures by using observed auroral lines. We use these temperatures to obtain direct T e -based abundances for a sizeable sample of H  regions. We compare these abundances with those derived from statistical methods based on strong lines only.
In a future paper we will carry out a detailed chemical analysis, with the aid of photoionization models, for a subset of the sample, in order to verify the importance of abundance biases at high metallicity and provide a reliable calibration for strong line methods.
Another paper of this series will deal with the stellar populations embedded in metal-rich H  regions. It has been suggested by several authors that at high metallicity the massive star Initial Mass Function deviates from the standard Salpeter function, for example with an upper mass cutoff as low as 30 M ⊙ (Goldader et al. 1997 , Bresolin et al. 1999 , Thornley et al. 2000 . However, the presence of strong wind signatures in the UV spectra of nuclear starbursts is an evidence against the depletion of massive stars in metal-rich environments (González . Moreover, the detection of Wolf-Rayet (WR) stars in metal-rich H  regions allowed Pindao et al. (2002) to dispute these claims (see also Schaerer et al. 2000 and Bresolin & Kennicutt 2002) , and to show that the progenitors of the WR stars (revealed in the integrated spectra by their broad emission line features at 4680 Å and 5808 Å) are at least as massive as 60 M ⊙ .
A high-metallicity environment strongly facilitates the formation of WR stars, through the action of stellar winds driven by radiation scattered in metal lines. As a consequence, the percentage of H  regions expected to display WR features in their spectra varies significantly as a function of metallicity, from 40% at 1/5 solar metallicity to 70-80% at solar metallicity and above (Meynet 1995 , Schaerer & Vacca 1998 . These theoretical predictions are well supported by recent observations. For example, Crowther et al. (2004) detected WR features in nearly 70% of the ∼200 H  regions they surveyed in the metal-rich galaxy M83, while 6 out of 10 H  regions analyzed spectroscopically in M51 by Bresolin et al. (2004) , although far from representing a complete sample, display strong WR emission. Therefore, investigating metal-rich nebulae, through the properties (flux and equivalent width) of the emission features of the embedded WR stars and the statistics of WR stars relative to the total number of ionizing stars, offers an opportunity to constrain evolutionary models of massive stars.
In this paper we describe new spectroscopic observations obtained at the Very Large Telescope of H  regions in the galaxies NGC 1232, NGC 1365, NGC 2903, NGC 2997 and NGC 5236 (= M83). We present the main observational data, with tables containing emission line fluxes for about 70 H  regions. This paper is structured as follows: we describe the observations and the data reduction in Section 2, and discuss the general properties of the H  regions sample in Section 3. Electron temperatures are derived from the available auroral lines in Section 4, and we compute direct abundances of oxygen, nitrogen and sulphur in Section 5. We summarize our paper in Section 6.
Observations and data reduction

Target selection
For this project we selected galaxies where the available nebular studies from the literature indicated the presence of high-abundance H  regions (Pagel et al. 1979; McCall et al. 1985; Vila-Costas & Edmunds 1992; Zaritsky et al. 1994; Roy & Walsh 1997; van Zee et al. 1998; Bresolin & Kennicutt 2002) . In most cases, this judgement has been based on the strength of the oxygen emission lines, through the use of the semi-empirical abundance indicator R 23 and its calibration from different authors (Edmunds & Pagel 1984; Dopita & Evans 1986; Kobulnicky et al. 1999; Pilyugin 2001) . Only in the case of NGC 1232 a direct measurement of abovesolar oxygen abundance in one H  region was available, from the detection of the [N ] λ5755 and [S ] λ6312 auroral lines by Castellanos et al. (2002) . A brief compilation of galactic parameters for our sample is given in Table 1 .
The H  regions for the spectroscopic work were selected by examining narrow-band Hα images from various sources, either published or otherwise available to us. Given the nature of the multi-object spectroscopy technique adopted for our observations and the presence of radial abundance gradients in the target galaxies, we have included in our sample nebulae with different luminosities and chemical abundances, with those in the central galactic regions likely to approach or exceed the solar oxygen abundance. When possible, the brightest H  regions at a given projected galactocentric distance were chosen, in order to increase the odds of detecting faint auroral lines 
Observations
The spectra were obtained in service mode at the VLT with the FORS2 spectrograph, in the period March to September, 2003. Seeing conditions were typically better than 1.2 arcsec, as summarized in Table 2 . Each galaxy was observed with one setup composed of up to 19 slitlets, each 1 arcsec wide and 20 arcsec long, distributed over the 6
.8 FORS field of view. The complete optical and near-infrared spectra of the H  regions were obtained with three different grisms: 600B (∼ 3500 − 5200 Å, 5 Å FWHM), 600R (∼ 5000 − 8500 Å, 6 Å FWHM) and 300I (∼ 6500 − 10000 Å, 11 Å FWHM). This choice of grisms ensured that the auroral and stellar features in the blue/red part of the spectrum, when detected, were observed with sufficient spectral resolution for the analysis, while still covering the near-infrared wavelengths, necessary for measuring the [S ] λ9069 lines. Different total exposure times (divided into two contiguous exposures) were used for the 5 galaxies, as summarized in Table 2 . Finding charts for the observed H  regions can be found in Fig. 1-5 , where we have marked with squares the nebulae analyzed in this paper, and with circles some additional targets not included in the analysis, due to the low signal-to-noise of their spectra, or the heavy contamination by underlying stellar components. One of these excluded objects is a quasar at redshift z ≃ 2.55 (see Appendix A).
Data reduction
The data reduction was carried out using standard  1 routines, and included bias and flat field corrections, wavelength and flux calibrations, and atmospheric extinction correction. The flux calibration provided by the observed standard star Fig. 1 . H  region identification for NGC 1232. In this and in the following charts, derived from R-band FORS1 or FORS2 images, the slitlet numbers for the objects marked by squares correspond to those in Tables 3 and 4 . The open circles mark additional objects observed spectroscopically, but not included in the analysis of this paper, because of the extreme faintness or the absence of emission lines. Orientation is North to the top and East to the left. spectra appears satisfactory for the whole wavelength range, except at the longest wavelengths, above roughly 9200 Å. The three spectral segments were then flux-normalized using lines in common: He  λ5876 between 600B and 600R, H α+[N ] λλ6548,6583 and [S ] λλ6716,6731 between 600R and 300I. Only in rare instances this procedure introduced corrections larger than 10% relative to the scaling provided by the independent flux calibrations. In those 14 cases where the He  λ5876 was not included in both the 600B and the 600R spectra, the flux scaling factor was obtained by requiring that Hα/Hβ = 2.86, as in case B at T e = 10,000 K, after the proper extinction correction, determined from Hβ and higher-order Balmer lines, had been applied.
For the interstellar extinction correction we used the Balmer decrement measured by the Hα, Hγ and Hδ lines, and the reddening law of Seaton (1979) , as parameterized by Howarth (1983) , assuming a total-to-selective extinction ratio R V = A V /E B−V = 3.1, and case B theoretical ratios at 10,000 K (Hummer & Storey 1987) . We iteratively solved for the value of c(Hβ) and for the absorption originating from the underlying stellar population, assuming that the equivalent width of the absorption component is unchanged throughout the Balmer series. The value for the latter was found to be in the range 0-5 Å. In several cases the Hα/Hβ and the Hδ/Hβ gave consistent results, but differing from the extinction measured from Hγ/Hβ. A weighted average for c(Hβ) was then adopted. We also experimented with the reddening law of Cardelli et al. (1989) , and found it even more difficult to converge on a value for c(Hβ) using a single value for the absorption equivalent width, although the estimated extinction was, in general, in fair agreement with that measured with the Seaton law.
We display in Fig. 6 and 7 a few examples of H  region spectra extracted from our sample. The spectrum in the top panel of Fig. 6 (NGC 1232-07) shows the complete wavelength range covered by the combination of the 600B, 600R and 300I grisms. 
Line fluxes: results
In Tables 3 and 4 we present for each H  region in the five target galaxies the following quantities: slit number (the original slit in the FORS2 multi-object spectroscopy setup), the offsets from the galaxy center (in arcsec, measured increasing to the East and North), the deprojected galactocentric radius (calculated from the observed position and the galactic parameters of Table 1 ), the size of the spectral extraction window (in arcsec), the extinction c(Hβ), the equivalent width of the nebular Hβ emission and its flux, and the equivalent width of the Balmer line absorption estimated from the extinction correction procedure. As mentioned earlier, we do not include in these two tables those objects which have a S/N ratio that is too low for a useful analysis, and those objects where, despite a high S/N in the continuum, the brightest Balmer emission lines were either absent or almost completely lost in the underlying stellar absorption. This leaves us with a sample of 69 H  regions.
Line flux ratios, relative to Hβ = 100, for nebular emission lines of interest are given in Tables 5-9. The associated errors reflect the uncertainties in the flat field correction and in the flux calibration, as well as the statistical errors. As these tables show, auroral lines
, which allow the determination of electron temperatures of the various ions, were measured in 32 H  regions, nearly half of the whole sample. The He  lines have been corrected for an average absorption component, following the recipe given in Kennicutt et al. (2003) .
Line fluxes: comparisons
Several of our target H  regions have been observed by previous investigators, and we carried out a survey of the literature, in order to compare our measurements with the published line fluxes. The quality of the published material is heterogeneous (in terms of sensitivity, detector, telescope aperture, slit size, etc.), but a simple comparison can still be useful, in that it could reveal important systematic effects in the new, deeper observations. We have thus extracted measurements of The resulting comparison is displayed in Fig. 8 , where the reddening-corrected line intensities (in units of Hβ = 100) from this paper and from the literature are plotted along the horizontal axis and the vertical axis, respectively. Symbols with different colors are shown for the different papers used in this comparison. Excluding for a moment the first panel concerning [O ] λ3727, we do not find evidence for systematic deviations from the dashed lines, representing the locations at which the points would lie in case of a perfect match between our dataset and the published ones. A similar conclusion could be drawn for the [O ] λ3727 line comparison, were it not for a small number of outliers in the top part of the diagram. Among these are our H  regions NGC 2903-14 and NGC 1232-10 (compared to van Zee et al. 1998 , which are also discrepant objects in the panel concerning [S ] λλ6716,6731), NGC 2997-6 (compared with Edmunds & Pagel 1984) , and a number of objects compared with Roy & Walsh (1997) . While it is difficult to assess the ultimate reason(s) for these discrepancies, we note that in some cases (e.g. NGC 2903-14, NGC 1232-10) there are ambiguities regarding the centering of the slit, due to multiple, separate bright emission spots. In other cases, there are likely some problems with the previously published fluxes, as for the fiber-fed spectrograph observations of Roy & Walsh (1997) , as stated by these authors themselves. Better agreement is, in fact, found with their imaging spectrophotometry of NGC 1365 (Roy & Walsh 1988) . Finally, excellent agreement is found with some of the most recent, CCD-based work used in the comparison (Bresolin & Kennicutt 2002, and van Zee et al. 1998 , once the two problematic objects mentioned above have been justifiably excluded). Different extinction estimates could explain some of the discrepancies seen in Fig. 8 . The tighter agreement seen in the [O ] line flux comparison, relative to the lower-excitation lines, might also be an indication that, at least in some cases, the effects of varying slit aperture, orientation and centering can be significant, since higher ionization is produced in physically smaller nebular volumes, which are more likely to be included even in narrow slits. The effects of differential atmospheric refraction cannot be excluded, either. We simply note that for our new H  region sample such effects are likely to be negligible, thanks to the small airmass of the observations (< 1.1) or the approximate alignment of the slits along to the parallactic angle.
Empirical diagrams
General properties of the nebulae
We can quickly assess some general properties of the H  region sample and the quality of the data by looking at diagrams involving a number of crucial line ratios. In Fig. 9 we show the density-sensitive ratio [S ] λ6716/[S ] λ6731 as a function of the abundance-sensitive indicator R 23 . The sulphur line ratio reaches a 'zero-density limit' at [S ] λ6716/[S ] λ6731=1.43 (T e =10,000 K), shown by the dashed line. Almost all of the observed nebulae lie at this limit or just slightly below, with corresponding electron densities up to a few hundred particles cm
(as shown by the density scale on the right). The highest densities are encountered for two objects in NGC 5236: the central hot-spot H  region #11 (N e ≃ 1000 cm −3 ) and the inner-disk H  region #13. The results displayed in this diagram justify the low-density assumption made for the subsequent analysis of the H  region sample.
According to the relative radiative transition probabilities in the O 2+ and N + ions, we expect that the line ra- The nebular extinction c(Hβ) appears to be in the typical range observed in extragalactic H  regions. Its radial distribution within the five galaxies is shown in Fig. 12 , using the galactocentric distance normalized to the galactic isophotal radius. There is a slight tendency for larger values of the extinction towards the central regions of the galaxies, at least in the sense that objects with very low c(Hβ) are found only at R/R 25 > 0.4.
Abundance estimates from statistical methods
Abundance estimates of H  regions can be made by statistical methods based on strong lines and by direct methods based on the measurement of the electron temperature. Until recently, the latter methods could not be applied for metalrich H  regions, because the lines necessary to derive the electron temperature were too weak to be measured. There is however a growing amount of data that allow such measurements in regions with very faint auroral lines (Bresolin et al. 2004 , Kennicutt et al. 2003 , Pindao et al. 2002 . Our VLT spectra al- low this for a number of objects. In the following, we use our data to derive abundances with the methods described by Bresolin et al. (2004) . However, as noted by Stasińska (2005) , these methods are likely to produce strong biases in metal-rich H  regions, and we postpone any strong astrophysical implication of our results to a future paper, where we will discuss in detail the elemental abundances in our set of objects. For illustrative purposes, we first derive abundances using published strong line calibrations, but keeping in mind that such calibrations are extremely uncertain at the high-abundance end.
Out of the different statistical methods found in the literature, we considered the following: Pagel et al. 1979) , and Alloin et al. 1979 , Pettini & Pagel 2004 . For S 23 , since we lacked the sulphur λ9532 line measurements, we estimated the intensity of this line from λ9069 and the theoretical ratio λ9532/ λ9069=2.44.
The relationship among these different abundance indicators is shown in Fig. 13 , where we have chosen to plot R 23 against the remaining indicators. The dotted lines provide the values corresponding to the solar abundance, 12 + log(O/H) ⊙ = 8.69 (Allende Prieto et al. 2001) , when using the calibrations of the different indexes from Pettini & Pagel (2004, O3N2 and N2) and Díaz & Pérez-Montero (2000, S 23 ). It should be noted that the latter indicator is, like R 23 , nonmonotonic, so that a decrease of S 23 below log R 23 = 0. The diagrams in Fig. 13 suggest that our H  region sample contains a good number of high abundance objects, although the well-known uncertainties in the calibration of the strong line methods, especially at the metal-rich end, prevent us from providing an accurate metallicity scale. For example, both O3N2 and S 23 would indicate the presence of many H  regions with oxygen abundance well over the solar value, while N2 seems to level off at the solar value for the majority of the sample. 2.0 ± 0.2 1.47 ± 0.19 7 ± 1 276 ± 26 22 ± 2 3.3 ± 0.4 14 ± 1 9 ± 1 8.2 ± 0.9 4.0 ± 0.5 19 ± 4 05 3.0 ± 0.2 0.66 ± 0.11 28 ± 2 287 ± 20 83 ± 6 3.6 ± 0.3 34 ± 2 25 ± 2 6.5 ± 0.5 3.4 ± 0.3 25 ± 5 06 3.7 ± 0.4 . . . 30 ± 2 287 ± 20 90 ± 6 2.9 ± 0.4 44 ± 3 31 ± 2 3.7 ± 0.4 3.2 ± 0.4 3 ± 1 07 2.1 ± 0.2 0.36 ± 0.15 36 ± 3 286 ± 20 120 ± 8 2.7 ± 0.2 38 ± 3 24 ± 2 2.6 ± 0.2 1.4 ± 0.2 17 ± 3 08 . . . . . . 22 ± 2 292 ± 25 61 ± 5 1.3 ± 0.4 18 ± 2 13 ± 1 0.8 ± 0.3 . . . 6 ± 1 09 1.5 ± 0.6 . . . 26 ± 3 292 ± 28 78 ± 7 3.4 ± 1.1 32 ± 3 20 ± 2 . . . . . . 7 ± 1 10 2.3 ± 0.3 . . . 31 ± 3 286 ± 27 92 ± 9 2.3 ± 0.3 34 ± 3 24 ± 2 2.7 ± 0.4 1.2 ± 0.3 15 ± 3 11 42.4 ± 3.2 . . . 60 ± 5 291 ± 21 180 ± 13 2.9 ± 0.6 97 ± 7 85 ± 6 4.2 ± 0.7 15.9 ± 1.6 12 ± 2 12 2.5 ± 0.2 . . . 28 ± 3 288 ± 28 84 ± 8 3.0 ± 0.6 35 ± 4 24 ± 3 3.4 ± 0.6 . . . 13 ± 3 14 5.7 ± 0.4 0.80 ± 0.12 34 ± 2 286 ± 20 93 ± 6 3.5 ± 0.3 43 ± 3 35 ± 2 6.1 ± 0.5 5.4 ± 0.4 19 ± 4 15 11.5 ± 1.2 . . . 21 ± 2 286 ± 21 55 ± 4 2.7 ± 0.9 60 ± 5 36 ± 3 6.1 ± 0.9 9.1 ± 1.2 14 ± 3 
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Auroral lines and electron temperatures
In this section we apply the standard technique of measuring nebular electron temperatures from line ratios involving auroral lines. As seen in Tables 5-9 , we have measured one highly sensitive to the electron temperature. Once the temperature-sensitive emissivities are calculated from T e , the abundance of the various chemical elements can be derived. At high metallicity, however, the auroral lines do not necessarily provide a good measure of T e , due to the biases introduced by the presence of temperature gradients within the nebulae (Stasińska 2005) . The complications that these effects introduce on the derivation of chemical abundances will be treated in a separate paper. Here we will follow the standard procedure, as if these biases were not present, but with the warning that the electron temperatures and abundances derived can be erroneous. Ultimately, we will need to verify our direct abundances, as derived here, with detailed nebular models. Pilyugin (2001) , for the range of the excitation parameter (P = 0.1-0.3) which comprises the majority of the H  regions in our sample. The arrow shows the direction of increasing oxygen abundance according to the R 23 method.
Electron temperatures have been obtained from the line ratios listed above using the five-level atom program nebular in / v. 3.1 (Shaw & Dufour 1995) . The atomic data adopted are those included in the May 1997 version of nebular, except for the update of the S  collisional strengths from Tayal & Gupta (1999) . Electron temperatures were obtained from as many lines as possible for 32 H  regions, where at least one auroral line was detected. These temperatures are listed in Table 10 , where we prefer to use T(7325) instead of T[O ], and similarly for the other lines, to indicate the possibility that these temperatures might be different from the real ionic temperatures. The [O ] λ7325 line is usually the strongest auroral line in the measured spectra, and was detected for all H  regions included in Table 10 . On the other hand, [S ] λ4072, from which T(4072) was derived, has been seldom detected, its measurement made difficult by low signal-to-noise in the spectra. Both T(5755) and T(6312) were computed for about half of the sample in Table 10 .
The empirical relationship found between the various temperatures is displayed in Fig. 16 . In the top panel we plot T(5755) against T(6312). Garnett (1992) gave simple equations relating electron temperatures from different ions, based Garnett (1992) , based on photoionization models by Stasińska (1982) , are commonly used whenever the data do not allow the determination of the electron temperature in each excitation zone:
Naturally, an empirical verification of these, or equivalent, equations is highly valuable for extragalactic abundance studies. Recently Bresolin et al. (2004) , in their study of metalrich H  regions in the galaxy M51, showed that the predicted
relation is in good agreement with the experimental data. The top panel of Fig. 16 shows that good agreement with the model predictions:
[obtained combining Eq. (1) and (2)], shown here by the dashed line, is also found in the current H  region sample. These results seem to support the validity of these equations, at least in the electron temperature range considered (6000-9000 K). On the other hand, the results of the remaining two comparisons displayed in Fig. 16 is less satisfactory. In the 3-zone representation T(5755), T(7325) and T(4072) should all be representative of the low-excitation zone, and therefore equivalent. However, T(7325) seems to overestimate the temperature if compared to T(5755), while the opposite happens for T(4072).
In the case of the [O ] λ7325 line, while it is true that accounting for a recombination component goes in the right direction to alleviate the discrepancy (for example using the empirical formula given by Liu et al. 2000) , the effect, when corrected as in Kennicutt et al. (2003) , would be negligible in our sample. However, a correct treatment of recombination should take into account the effect of temperature gradients within ionized nebulae, and future work on the importance of the temperature structure of a number of H  regions in our sample will shed some light on this important issue. Regarding T(4072), more observational data need to be collected before confirming the offset suggested by Fig. 16 . The reasons for these discrepancies are thus unclear at the moment, but our results remind us that, even though the 3-zone representation might be a useful tool for the interpretation of nebular spectra, it remains a simplification of the excitation and ionization structure of real H  regions.
To conclude this section, before we approach the estimate of the chemical abundances, we must obtain the temperatures required in the 3-zone representation. As a minimum, we need to derive the temperature of the high-excitation zone, since T[O ] cannot be measured from our data. This can be done by means of Eqs. (1) and (2), combining the results with a weighted mean when both T(6312) and T(5755) are available [T(7325) was not considered for this estimate]. These two temperatures also provided T e estimates for the low-and intermediate-excitation zones, using again Eqs. (1) and (2) when needed. Finally, for those H  regions where only T(7325) was available, we set the low-excitation temperature equal to T(7325), and derived the high-and intermediateexcitation zone temperatures from Eqs. (1) and (2). We have less confidence in the latter estimates than those obtained from the availability of both T(6312) and T(5755), because of the results illustrated in Fig. 16 . We report in Table 11 the adopted electron temperatures thus obtained, and used for determining the abundances.
Chemical abundance: direct method
The temperatures derived in the previous section can now be used to measure the nebular chemical abundances, keeping in mind, however, the caution expressed at the beginning of Garnett (1992) , while in the remaining 2 panels the line shows the location in the diagrams where T(5755) = T(7325) and T(5755) = T(4072), respectively.
The S/O and N/O ratios of all objects included in Table 12 are plotted as a function of O/H in Fig. 17 , where we add a comparison sample of extragalactic H  regions with published T e -based abundances, extracted from Garnett et al. (1997 , NGC 2403 , Kennicutt et al. (2003, M101) and Bresolin et al. (2004, M51) , and shown by the small full square symbols. The objects from our new observations, indicated by the usual symbols (defined in Fig. 8) Table 12 ), which arguably allows a more robust application of the 3-zone model, a picture which is more consistent with the previous abundance works emerges, as seen in Fig. 18 . In the bottom panel of this figure we have also drawn as a ref- Table 11 . Adopted temperatures for the 3-zone representation.
erence ( Henry et al. 2000) , so it is not surprising to find objects deviating (at the 1-2 σ level) from the dashed line. Among the objects included in Table 12 , we draw the attention to a few interesting cases. First of all, NGC 1232-11, which is characterized by peculiar emission line ratios (e.g. large [O ] λ6300/Hβ) and which appears to deviate from the H  region sequence in Fig. 11 , has also a much higher T e than the rest of the sample, and a correspondingly small O/H for its inner position in the galaxy. The wavelengths of its emission lines are not discordant from those of the remaining H  regions in NGC 1232, therefore it is not a background emission-line galaxy at larger redshift.
The oxygen abundance derived for NGC 1232-07, 12 + log(O/H) = 8.9 ± 0.3, is in good agreement with the value of 8.95 ± 0.20 reported by Castellanos et al. (2002, their object CDT1) . At the time of their publication, this object was the most metal-rich extragalactic H  region with an electron temperature measured from auroral lines. In our VLT sample, the most metal-rich nebulae do not exceed the oxygen abundance of this H  region. In particular, for NGC 5236-11, in the very nucleus of the M83 galaxy, we find an abundance 12 + log(O/H) = 8.94 ± 0.09, while for NGC 2997-13 we find 12 + log(O/H) = 8.92 ± 0.19. Therefore, with the direct method adopted in this work, applied to observations obtained at the VLT, we have not been able to find abundances larger than about 1.6 times the solar one [12 + log(O/H) ⊙ = 8.69]. This conclusion, however, is likely to be revised (in either direction) if biases due to temperature stratification (Stasińska 2005) are duely taken into account.
To conclude this preliminary look at the abundance properties of our sample, we plot in Fig. 19 the indicator R 23 as a function of the T e -based oxygen abundance, again including only objects with [N ] λ5755 and/or [S ] λ6312 detections. In this diagram we also show the points corresponding to the H  regions in NGC 2403, M101 and M51 from the papers mentioned above (small full square symbols). The two widely used R23 calibrations of Edmunds & Pagel (1984) and Pilyugin (2001) (the latter applicable for 12 + log(O/H) > 8.2, according to the latter author) are shown by the continuous and dotted lines, respectively. The Pilyugin (2001) calibration attempts to account for the sensitivity of R 23 to the ionization parameter, by introducing the quantity
Two curves, corresponding to P = 0.1 and P = 0.3, the same values used in Fig. 13 to bracket most of the H  regions in the current sample, are drawn in Fig. 19 . As can be seen, the most metal-rich H  regions, in particular those in NGC 5236 (open squares), reach values of R 23 that are comparable to those found in M51 H  regions by Bresolin et al. (2004) , and have similar O/H abundances. Fig. 19 confirms earlier findings (Pindao et al. 2002 , Kennicutt et al. 2003 , Bresolin et al. 2004 ) that indicated how some of the calibrations of statistical methods available in the literature (e.g. Edmunds & Pagel 1984 , Zaritsky et al. 1994 can severely overestimate the abundance of metal-rich H  regions, while others (e.g. Pilyugin 2001) might be less affected by systematic differences compared to direct abundances, even though the two methods can still give significantly discrepant results for individual H  regions. This is shown in Fig. 20 , where we compare the T e -based abundances with those estimated from the Pilyugin (2001) R 23 calibration. The dotted lines are drawn 0.15 dex above and below the line of equal value (full line), to aid in the comparison with a similar diagram presented by Pilyugin et al. (2004, their Fig. 15 ). For our metal-rich sample we clearly find a larger scatter than found by these authors. Table 12 . A comparison sample, drawn from Garnett et al. (1997 , NGC 2403 , Kennicutt et al. (2003, M101) and Bresolin et al. (2004, M51) , is shown by small full square symbols. The solar values, indicated by the ⊙ symbol, are taken from Lodders (2003) . Table 12 ). The dashed line represents a simple model, in which a primary nitrogen component is superposed on a secondary component, which is proportional to O/H. series was to present the emission line measurements, in particular for the 32 objects where we have been able to detect auroral lines for different ions. With the aid of these lines, and adopting a 3-zone description for the excitation structure of the nebulae, we have derived electron temperatures and abun- dances of O, N and S, neglecting the abundance biases that are likely to be introduced by the temperature stratification of the nebulae. The impact of these biases on the chemical abundance measurements presented here will be assessed in a future publication.
The direct (T e -based) method of abundance determination has provided only a handful of objects of genuine high metallicity, that is well above solar, up to 12 + log(O/H) ≃ 8.9. We have measured a direct abundance for two additional H  regions, besides the CDT1 nebula studied by Castellanos et al. (2002) , where the oxygen abundance reaches this value: our NGC 2997-13 and NGC 5236-11. Of course, this result does not exclude the presence of H  regions of higher metallicity in these galaxies, but it is interesting to note that one of these objects, NGC 5236-11, lies at the center, i.e. where we expect the oxygen abundance to be highest, of M83, a galaxy which has been known to be among the most metal-rich spirals for a long time. The T e -based oxygen abundance of an H  region near the center of M51, another metal-rich spiral galaxy, was found by Bresolin et al. (2004) to exceed by only 40% the solar oxygen abundance. It thus appears conceivable that we have started to measure electron temperatures among the most metal-rich H  regions in spiral galaxies. Deep spectroscopy of a larger number of H  regions within the same galaxies studied here might provide better constraints on the metallicity at the top-end of the scale.
What appears to be well established is that at high metallicity the direct abundances are systematically smaller than the abundances derived from most statistical methods calibrated by means of photoionization models. We confirm earlier results that provided some of the first solid empirical evidence for this discrepancy (Kennicutt et al. 2003 , Garnett et al. 2004a , Bresolin et al. 2004 . With the availability of the new direct measurements provided in these works, some of the existing calibrations for statistical methods appear inconsistent with the direct measurements at high metallicity. A thorough analysis of abundance calibrators taking into account strong electron temperature stratification at high metallicities and additional observational data (e.g. from infrared fine structure lines) is however needed. The widespread use of strong line indicators in estimating the chemical abundances of star-forming regions both at low and high redshift makes this an obviously important issue.
Appendix A: Serendipitous discovery of a z ≃ 2.55
QSO
The spectrum of our target object for slitlet 2 in the NGC 1365 MOS setup turned up to be that of a QSO, instead of a starforming region within this galaxy. Fig. 2 . By convolving the flux-calibrated spectrum with the response function of broad-band filters in the Johnson photometric system, we have derived V = 21.9 and B − V = 0.4. The broad lines detected in the spectrum (see Fig. A.1 ) have been used to derive a redshift z ≃ 2.55.
