Abstract
Introduction
Classification and association-rule discovery are two of the most important tasks addressed in the data mining literature. In recent years, extensive research has been carried out to integrate both approaches. By focusing on a limited subset of association rules, i.e. those rules where the consequent of the rule is restricted to the class variables, it is possible to build more accurate classifiers. Several publications have shown that associative classification is intuitive and effective in many cases [1] [2] [3] [4] [5] . Normally, association rules search globally for all rules that satisfy minimum support and minimum confidence thresholds. The richness of the rules gives this technique the potential of reflecting the true classification structure in the data.
Associative classification is first proposed in CBA [2] , which uses the popular Apriori algorithm [6] to extract a limited number of association rules with their consequents limited to class labels. These rules are then sorted by descending confidence and pruned so as to get a minimal number of rules that are necessary to cover training data and achieve satisfying accuracy. Another associative classifier ADT [1] organizes the rule sets in the tree structure according to its defined relations. The decision tree pruning techniques is then applied to remove these rules much too specific. CPAR, CMAR and CAEP are three of the latest associative classification algorithms [3] [4] [5] . They propose expected accuracy, weighted chi-square and growth rate respectively as the rule interestingness measure, and all do classification based on multiple rules that the new sample fires. This paper devotes to improving CBA algorithm in order to generate more accurate and compact decision list (sequential classification rules), which is convenient for decision makers to understand. Instead of confidence, two novel interestingness measures, intensity of implication and dilated chi-square, are applied respectively as the primary sorting criterion. Both of these two measures statistically reveal the interdependence between the antecedence and consequence of the rule and empirically allocate the rules in a more reasonable sequence.
The remainder of the paper is arranged as follows. Section 2 introduces the basic concepts of the associative classification, along with the sorting mechanism applied by CBA. Section 3 elaborates on the weakness of conditional probability (confidence), as well as the design of intensity of implication and dilated chi-square to overcome it. The results of our empirical evaluation are shown in section 4. Section 5 gives our concluding remarks.
Associative Classification

Class Association Rules
Let I = {i 1 , i 2 …i k } be a set of literals, called items. Let D be a set of transactions, where each transaction T is a set of items such that T ⊆ I. We say that a transaction T contains X, a set of items in I, if X ⊆ T. An association rule is an implication of the form X Y, where X ⊂ I, Y⊂ I and X∩Y = ∅. The rule X Y holds in the transaction set D with confidence c if c% of transactions in D that contain X also contain Y. The rule X Y has support s in the transaction set D if s% of transactions in D contain X∪Y. Given a set of transactions D, the problem of mining association rules is to generate all association rules that have support and confidence greater than a user-specified minimum support (minsup) and minimum confidence (minconf) [7] .
To make association rules suitable for the classification task, associative classification method focuses on a special subset of association rules, i.e. those rules with a consequent limited to class variables only, the so-called class association rules (CARs). Thus, only those rules of the form A c i , where c i is a possible class, are generated.
Ranking and Pruning of CARs in CBA
Building a classifier in CBA is largely based on a database coverage pruning method, which is applied after all the CARs have been generated. At the first step of the pruning, the algorithm ranks all the CARs and sorts them in the descending sequence. The ranking is as follows: given two rules r i and r j , r i > r j (or r i is said having higher rank than r j ), if (1) conf (r i ) > conf (r j ); or (2) conf (r i ) = conf (r j ), but sup (r i ) > sup (r j ); or (3) conf (r i ) = conf (r j ) and sup (r i ) = sup (r j ), but r i is generated before r j . Each training sample is classified by the rule that covers it and has the highest ranking. The pruning algorithm tries to select a minimal number of rule sets, each of which correctly classifies at least one training sample, to cover the training dataset and achieve the lowest error rate. The default class is set as the majority class among these remaining samples that are not covered by any rule in the final classifier.
Novel Interestingness Measures
Limits of Confidence
Confidence is a good measure for the quality of (class) association rules but it also suffers from certain weaknesses [8, 9] .
Firstly, the conditional probability of a rule X Y is invariable when the s(Y) or |D| varies, where s(Y) denotes the subset of samples that contain Y and D is the whole database. Let A=s(X), B=s(Y), n=|D|, n a =|A|, n b =|B|, and n ab =|A B|. The confidence of rule X Y is calculated as n ab /n a . Keeping the numerator and denominator fixed, the confidence is stable when the size of s(Y) or D changes. Nevertheless, as shown in figure 1 , the rule X Y is more likely to happen when the size of s(Y) increases or when the size of D decreases. It is not surprising that, when s(Y) is close to the size of D, the observations which are covered by the antecedent X of the rule, are also included in s(Y). Furthermore, the confidence will be more meaningful when the size of all the sets grows in the same proportion.
Figure1. Tree cases with constant confidence
Secondly, when for a particular class, the minsup parameter is set to 1% or even lower, it might very well happen that some rules have a high confidence but on the other hand they might be confirmed by a very limited number of instances, and that those rules stem from noise only. As a result, choosing the most confident rules may not always be the best selection criterion.
Taking both drawbacks into account, two novel interestingness measures, i.e. intensity of implication and dilated chi-square, were designed to adjust the ranking mechanism in CBA algorithm.
Intensity of Implication
Intensity of implication, introduced by Gras & Lahrer [10] , measures the statistical surprise of having so few negative examples on a rule as compared with a random draw. Now, let U and V be two sets randomly With n v = n a and n v = n b , the intensity of implication can be written as:
This formula for intensity of implication is suitable as long as the number of samples in the database, i.e. |D|, is reasonably small. Otherwise, the combination numbers in the above formula explode very quickly. Therefore, Suzuki et al [11] came up with an approximation of this formula for big datasets. They argue that if b a n is small, which is often the case in rule discovery, then Poisson approximations can be applied. In that case, the above formula for intensity of implication reduces to a much simpler version that is easier to compute: [12] . Essentially, it is based on the comparison of observed frequency with the corresponding expected frequencies. Let f 0 be an observed frequency, and f be an expected frequency. However, r 2 is intuitively much better than r 1 since r 2 has much higher support and confidence. Moreover, although the support of r 3 is very low, r 3 has a 100% confidence. The interestingness of r 3 seems a bit underestimated by its 2 χ value.
Since the 2 χ value has a bias to different row total distributions, we adjust it to a more uniform and fare situation and get a novel interestingness measure called 
Empirical Section
This part is to validate our adapted CBA algorithms on three credit scoring datasets in table 1. In order to get a more comprehensive evaluation, these datasets are also classified by original CBA, the classical decision tree technique C4.5 [14] and Neural Network (three layers and Back propagation employed). The parameter α in dilated chi-square and the number of neurons in hidden layer were tuned for best classification accuracy. C4.5 and Neural Network were implemented by the software package of WEKA [15] . The number of The continuous attributes are discretized based on entropy [16] Among these three datasets, Austr and Germ are from UCI repository datasets [17] , and Bene is from one major financial institution in the Benelux (Belgium, The Netherlands and Luxembourg). Since the dataset size of Austr and Germ are no more than 1000, 10-cross validation method was applied to evaluate the classification performance so as to reduce the fluctuations that stem from random sampling. For dataset Bene, 2/3 of its samples were taken as the training set and 1/3 of them as test set.
As shown in Table 3 .
McNemar test on dataset Bene
The p-values in table 3 reveals that there are no significant differences among original CBA, adapted CBA and Neural Networks at 1% confidence level, while they are all significantly better than C4.5 decision tree. Taking the interpretability of classification model into account, these two adapted CBA algorithm seem to be appropriate choices for credit scoring because they generated much more compact decision lists (less sequential rules) than original CBA. They therefore favour the well-known Occam's Razor theory and are more suitable for decision makers to understand. A deeper insight into the rules structures shows that original CBA and adapted CBA 1 both focus on generating classification rules that predict good clients (with bad clients as the default class). But according to intensity of implication, numerous rules with high confidence but low support have lower ranks than they are in original CBA. These rules are finally discarded since they are not fired by any training samples, which are matched by these rules with higher intensity of implications, thus making the decision lists generated by adapted CBA 1 more compact. Adapted CBA 2 mainly mines these classification rules for bad clients (with good clients as the default class) and thus creates much more compact rule sets. In addition, decision makers in financial institution certainly pay more attentions to those rules that predict bad clients, which will be extraordinary costly if they are regarded as good ones.
Conclusion
Intensity of implication is proposed in the beginning as an interestingness measure for association rules. Another novel interestingness measure called dilated chi-square is designed by us to reveal the statistical interdependence between the antecedents and consequents of association rules.
We then adapt CBA algorithm, which can be used to build classifiers based on class association rules, by coupling it with intensity of implication and dilated chi-square respectively. More concretely, Intensity of implication (or dilated chi-square) is adopted as the primary criterion to rank class association rules at the first step of the database coverage pruning procedure in CBA algorithm. Experiments on three credit scoring datasets proved that these two adapted algorithms, compared with original CBA, classical C4.5 decision tree and neural network, achieve satisfactory performance and generates classifiers much more compact than CBA.
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