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Abstract
General characterizations of ergodic Markov chains have been developed in con-
siderable detail. In this paper, we study the transience for discrete-time Markov
chains on general state spaces, including the geometric transience and algebraic
transience. Criteria are presented through establishing the drift condition and con-
sidering the first return time. As an application, we give explicit criteria for the
random walk on the half line and the skip-free chain on nonnegative integers.
MSC(2010): 60J10; 60J35; 37B25
Keywords: Markov chain; Geometric transience; Algebraic transience; Drift condi-
tion; Random walk; Skip-free chain
1 Introduction
In the past decades, great efforts have been made to study the ergodic theory for Markov
chains. The drift condition (Foster-Lyapunov condition) is an important method, which
has been used extensively. For example, Meyn and Tweedie [16] gave drift conditions
for geometric and uniform ergodicity. Tuominen and Tweedie [19] studied subgeometric
ergodicity by using a sequence of drift conditions, which is a foundational work. Building
on it, Jarner and Roberts [11] investigated polynomial ergodicity by establishing a single
drift condition, and Mao [13, 14] used one drift condition to study the algebraic conver-
gence and the ergodic degree. Then Douc, Fort, Moulines and Soulier [7] presented a new
practical drift condition to prove subgeometric ergodicity. This condition, extending the
condition introduced by Jarner and Roberts, turned out to be more convenient than that
in Tuominen and Tweedie [19].
In this paper, we aim to investigate the transient theory for discrete-time Markov
chains, which is also an interesting and challenging problem. The study of transient the-
ory may be dated back to Harris [9] in the 1950s, who obtained a necessary condition
and a sufficient condition for the existence of stationary measures for transient Markov
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chains. The problem was further discussed by Vere-Jones [22, 23], who defined the geo-
metric transience on the countable state space, and studied the λ-subinvariant measure
of geometrically transient Markov chains. For more details, one can refer to [1]. Then
Vere-Jones’s results were extended to chains with fixed absorbing points, see [8] and ref-
erences within (if the absorption is reducible or not certain, see e.g. [6, 18]). In [20, 21],
Tweedie extended the results of Harris and Vere-Jones to the general state space. Based
on these works, Meyn and Tweedie [17] systematically studied the stochastic stability of
discrete-time Markov chains. In their book, they used the drift condition to study the
criteria of transience, see [17, Theorem 8.0.2]. Besides, the transient theory has a wide
range of applications, see e.g. [4, 5, 12].
However, in spite of these developments in both the drift condition of ergodicity and
the transient theory, it seems that using drift conditions to study further transience of
discrete-time Markov chains has not been fully revealed. The goal of this paper is therefore
to study the geometric transience and algebraic transience (see Definitions 2.1 and 3.1
below) of general discrete-time Markov chains, through establishing appropriate drift
conditions.
Let us introduce the basic setup of the paper. Let Φ = {Φn : n ∈ Z+} be a discrete-
time homogeneous Markov chain on a general state space X, endowed with a countably
generated σ-field B(X). Denote by P n(x,A) the n-step transition kernel of the chain:
P n(x,A) = Px{Φn ∈ A}, n ∈ Z+, x ∈ X, A ∈ B(X),
where Px is the conditional distribution of the chain given Φ0 = x. The corresponding
expectation operator will be denoted Ex. Here, P may be stochastic or sub-stochastic,
and for all nonnegative measurable function f ,
P nf(x) =
∫
X
f(y)P n(x, dy), n ∈ Z+, x ∈ X.
Assume throughout the paper that the chain Φ is ψ-irreducible, where ψ is a maximal
irreducibility measure. Write B+(X) = {A ∈ B(X) : ψ(A) > 0} for the sets of positive
ψ-measure.
For a probability distribution a = (an)n∈N, let Ka be the transition kernel given by
Ka(x,A) =
∞∑
n=1
anP
n(x,A), x ∈ X, A ∈ B(X).
A set A ∈ B(X) is called petite if there exists a probability distribution a and a nontrivial
measure νa such that
Ka(x, ·) ≥ νa(·), x ∈ A.
Petite sets are not rare: if Φ is ψ-irreducible, then for every B ∈ B+(X), there exists a
petite set A ⊂ B such that A ∈ B+(X), see [17, Theorem 5.2.2] for reference.
The first return time of a set A ∈ B(X) is denoted by τA = inf{n ≥ 1 : Φn ∈ A}, and
the first hitting time is defined by σA = τA1{Φ0 /∈A} = inf{n ≥ 0 : Φn ∈ A}. They are two
stopping times with respect to the filtration (Fn), where Fn = σ {Φ0, · · · ,Φn}. Let
F n(x,A) = Px{τA = n}, n = 1, 2, · · · ,∞
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be the distribution of τA, and
L(x,A) =
∞∑
n=1
F n(x,A) = Px{τA <∞}
the probability of Φ ever returning to A.
Recall that the chain Φ is transient if it is ψ-irreducible and there exist sets Ai ∈
B+(X), i = 1, 2, · · · such that
X =
∞⋃
i=1
Ai and sup
x∈Ai
∞∑
n=1
P n(x,Ai) <∞, i ≥ 1. (1.1)
Moreover, according to the proof of [17, Theorem 8.3.6], we can have
Proposition 1.1. The chain Φ is transient if and only if for every petite set B ∈ B+(X),
there exists a set A ⊂ B with ψ(A) > 0 such that
sup
x∈A
L(x,A) < 1.
For the transient chain, by (1.1), we have limn→∞ P n(x,Ai) = 0 for all x ∈ Ai. Thus,
it is natural to ask how fast P n(x,Ai) goes to zero. This is the main motivation for us
to study further transience, which we specify to be geometric transience and algebraic
transience. In the paper, we will give practical drift conditions for these transience, as
have been done in the ergodic case. The basic idea is still to consider the first return
time. Let us take as an example the comparison of geometric ergodicity and geometric
transience.
The chain Φ is called geometrically ergodic if there exists a stationary distribution pi
satisfying
||P n(x, ·)− pi|| ≤M(x)ρn, n ∈ Z+, x ∈ X,
for some M(x) <∞ and ρ < 1, where || · || is the total variation norm. For the ergodicity,
Meyn and Tweedie [17, Chapter 15] have the following main results.
Theorem 1.2. Suppose that the chain Φ is ψ-irreducible and aperiodic. Then the follow-
ing statements are equivalent.
(1) There exist some petite set A ∈ B+(X) and κ > 1 such that
sup
x∈A
Ex [κτA ] <∞. (1.2)
(2) There exist some petite set A ∈ B+(X), constants b < ∞, λ < 1 and a function
W ≥ 1, with W (x0) <∞ for some x0 ∈ X, satisfying the drift condition
PW (x) ≤ λW (x) + b1A(x), x ∈ X.
(3) The chain Φ is geometrically ergodic.
Note that L(x,A) = 1 for the ergodic Markov chain, we can rewrite (1.2) as
sup
x∈A
L(x,A) = 1 and sup
x∈A
Ex
[
κτA1{τA<∞}
]
<∞. (1.3)
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As for the geometric transience, it shows in the following Theorem 2.2 that if (and only
if)
sup
x∈A
L(x,A) < 1 and sup
x∈A
Ex
[
κτA1{τA<∞}
]
<∞, (1.4)
then the chain Φ is geometrically transient. Thus, from (1.3) and (1.4), it is natural to
study F n(x,A) more carefully for the geometric transience.
The remainder of the paper is organized as follows. The geometric transience, includ-
ing strongly geometric transience and uniformly geometric transience are investigated in
Section 2. Section 3 is devoted to researching the algebraic transience. In Section 4, we
apply our results to the random walk on R+ and the skip-free chain on Z+.
2 Geometric transience
In this section, we will study three kinds of geometric transience.
2.1 Geometric transience
We begin with the definition of geometric transience.
Definition 2.1. A set A ∈ B+(X) is called uniformly geometric transient if there exists
a constant κ > 1 such that
sup
x∈A
∞∑
n=1
κnP n(x,A) <∞.
The chain Φ is called geometrically transient if it is ψ-irreducible and X can be covered
ψ-a.e. by a countable number of uniformly geometric transient sets. That is, there exist
sets D and Ai, i = 1, 2, · · · such that X = D ∪ (
⋃∞
i=1 Ai), where ψ(D) = 0 and each Ai is
uniformly geometric transient.
For the geometric transience, we have the following main result linking the “local” ge-
ometric transience, the first return time, the drift condition and the geometric transience.
Theorem 2.2. Suppose that the chain Φ is ψ-irreducible. Then the following statements
are equivalent.
(1) There exist some set A ∈ B+(X) and κ > 1 such that
sup
x∈A
∞∑
n=1
κnP n(x,A) <∞.
(2) There exist some set A ∈ B+(X) and κ > 1 such that
sup
x∈A
Ex
[
κτA1{τA<∞}
]
< 1. (2.1)
(3) There exist some set A ∈ B+(X) and κ > 1 such that
sup
x∈A
L(x,A) < 1, sup
x∈A
Ex
[
κτA1{τA<∞}
]
<∞.
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(4) There exist some set A ∈ B+(X), constants b, λ ∈ (0, 1), and a function W ≥ 1A,
with W (x0) <∞ for some x0 ∈ X, satisfying the drift condition
PW (x) ≤ λW (x)1Ac(x) + b1A(x), x ∈ X. (2.2)
(5) The chain Φ is geometrically transient.
Remark 2.3. (1) According to the proof of (5)⇒ (3), the set A ∈ B+(X) is a petite set.
(2) Since PW (x) ≤ b holds for x ∈ A with b ∈ (0, 1), the set {x ∈ Ac : W (x) < 1} 6= ∅
when P is stochastic.
In order to prove the theorem, we need three lemmas. Let Λ be the family of increasing
functions r: Z+ → [1,∞) satisfying
r(0) = 1 and r(m+ n) ≤ r(m)r(n), m, n ∈ Z+.
The next lemma is a straightforward generalization of [20, Proposition 2.1].
Lemma 2.4. Let r ∈ Λ.
(1) Assume that there exists a set A ∈ B+(X) such that
∞∑
n=1
r(n)P n(x,A) <∞, x ∈ A.
Then there exist sets D and Ai, i = 1, 2, · · · such that X = D∪ (
⋃∞
i=1Ai), ψ(D) = 0, and
sup
x∈Ai
∞∑
n=1
r(n)P n(x,Ai) <∞, i ≥ 1.
(2) Assume that there exists a set A ∈ B+(X) such that
sup
x∈X
∞∑
n=1
r(n)P n(x,A) <∞.
Then there exist sets Ai, i = 1, 2, · · · such that X =
⋃∞
i=1Ai, and
sup
x∈X
∞∑
n=1
r(n)P n(x,Ai) <∞, i ≥ 1.
Proof. We only prove the first assertion, since the proof of the second one is similar.
(a) Set D = {x ∈ X : ∑∞n=1 r(n)P n(x,A) =∞}. Since r is increasing,
r(m+ n)Pm+n(x,A) ≥
∫
D
Pm(x, dy)r(n)P n(y, A), m, n ∈ N.
Summing over n gives
∞ >
∞∑
n=1
r(n)P n(x,A) ≥
∫
D
Pm(x, dy)
∞∑
n=1
r(n)P n(y, A), x ∈ A,
5
which means Pm(x,D) = 0 for m ∈ N. Then ψ(D) = 0 by the ψ-irreducibility.
(b) For n, j ∈ N, set
H(n, j) =
{
x ∈ Dc : P n(x,A) ∈ ((j + 1)−1, j−1] , P k(x,A) = 0, k = 1, 2, · · · , n− 1} .
Then Dc =
⋃∞
n,j=1 H(n, j) by the ψ-irreducibility. Using r(m+ n) ≥ r(n) again, we have
r(m+ n)Pm+n(x,A) ≥
∫
H(n,j)
r(m)P n(y, A)Pm(x, dy) ≥ (j + 1)−1r(m)Pm(x,H(n, j)).
Summing over m gives
∞∑
m=1
r(m)Pm(x,A) ≥ (j + 1)−1
∞∑
m=1
r(m)Pm(x,H(n, j)).
Hence
∑∞
m=1 r(m)P
m(x,H(n, j)) <∞ for x ∈ Dc.
(c) For k ∈ N, let
B(n, j, k) =
{
x ∈ H(n, j) :
∞∑
m=1
r(m)Pm(x,H(n, j)) ≤ k
}
.
Then it is obvious that H(n, j) =
⋃∞
k=1B(n, j, k). Combining this with (a) and (b), we
have X = D ∪
(⋃∞
n,j,k=1B(n, j, k)
)
, ψ(D) = 0 and
sup
x∈B(n,j,k)
∞∑
m=1
r(m)Pm (x,B(n, j, k)) <∞, n, j, k ∈ N,
which yields the desired conclusion.
Corollary 2.5. If Φ is geometrically transient, then it is transient.
Proof. Suppose that Φ is geometrically transient. Then by Definition 2.1, there exist
A ∈ B+(X) and κ > 1 such that
sup
x∈A
∞∑
n=1
κnP n(x,A) <∞,
which implies supx∈A
∑∞
n=1 P
n(x,A) < ∞. Thus, according to the first entrance decom-
position, for all x ∈ X,
∞∑
n=1
P n(x,A) =
∞∑
n=1
F n(x,A) +
∞∑
n=1
n−1∑
m=1
∫
A
P n−m(y, A)Fm(x, dy)
= L(x,A) +
∫
A
∞∑
n=1
P n(y, A)L(x, dy)
≤ 1 + sup
y∈A
∞∑
n=1
P n(y, A).
That is, supx∈X
∑∞
n=1 P
n(x,A) <∞. Hence the chain is transient from Lemma 2.4(2) by
letting r(n) = 1.
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We next give the condition on the first return time which ensures that a set is uniformly
geometric transient.
Lemma 2.6. Let A ∈ B+(X) and κ ≥ 1. Suppose that there exists a constant ε ∈ (0, 1)
such that ∞∑
n=1
κnF n(x,A) ≤ ε, x ∈ A.
Then we have ∞∑
n=1
κnP n(x,A) ≤ ε
1− ε, x ∈ A.
Proof. For A ∈ B+(X), the last exit decomposition can be written as
P n(x,A) = F n(x,A) +
n−1∑
m=1
∫
A
Pm(x, dy)F n−m(y, A), n ∈ N. (2.3)
For fixed N ∈ N, multiplying by κn in (2.3) and summing n from 1 to N , we obtain
N∑
n=1
κnP n(x,A) =
N∑
n=1
κnF n(x,A) +
N∑
n=1
n−1∑
m=1
∫
A
κmPm(x, dy)κn−mF n−m(y, A)
=
N∑
n=1
κnF n(x,A) +
∫
A
N−1∑
m=1
κmPm(x, dy)
N−m∑
n=1
κnF n(y, A)
≤ ε+ ε
N∑
n=1
κnP n(x,A).
That is,
∑N
n=1 κ
nP n(x,A) ≤ ε
1−ε , which yields the assertion by letting N →∞.
To investigate the drift condition for the geometric transience, we will use the well-
known minimal nonnegative solution theory, which is an important tool to study the
recurrence and transience. For more details, one can refer to [2, 10].
Lemma 2.7. For r ∈ Λ, set r̂(n) = ∑nk=0 r(k). Let A ∈ B+(X). Then g∗(x) :=
Ex[r̂(τA)1{τA<∞}] is the minimal nonnegative solution of the equation
g(x) =
∫
Ac
g(y)P (x, dy) + P (x,A) + Ex[r(τA)1{τA<∞}], x ∈ X. (2.4)
Proof. We will use the second successive approximation scheme of the minimal nonnega-
tive solution [2, 10]. Let
g(1)(x) = P (x,A) + r(1)F 1(x,A), x ∈ X,
and inductively
g(n+1)(x) =
∫
Ac
g(n)(y)P (x, dy) + r(n+ 1)F n+1(x,A), n ≥ 1.
Then we have
g(1)(x) = r̂(1)F 1(x,A).
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Assume that g(n)(x) = r̂(n)F n(x,A). Then
g(n+1)(x) =
∫
Ac
r̂(n)F n(y, A)P (x, dy) + r(n+ 1)F n+1(x,A)
= r̂(n)F n+1(x,A) + r(n+ 1)F n+1(x,A)
= r̂(n+ 1)F n+1(x,A).
Hence
g∗(x) =
∞∑
n=1
g(n)(x) =
∞∑
n=1
r̂(n)F n(x,A) = Ex[r̂(τA)1{τA<∞}]
is the minimal nonnegative solution of equation (2.4).
Corollary 2.8. (1) For A ∈ B+(X) and κ ≥ 1,
Ex
[
κτA1{τA<∞}
]
= κ
∫
Ac
Ey
[
κτA1{τA<∞}
]
P (x, dy) + κP (x,A). (2.5)
Moreover,
{
Ex
[
κσA1{σA<∞}
]
, x ∈ X} is the minimal nonnegative solution of the equations{
g(x) = κ
∫
Ac
g(y)P (x, dy) + κP (x,A), x ∈ Ac;
g(x) = 1, x ∈ A. (2.6)
(2) For A ∈ B+(X) and ` ∈ N,
Ex
[
(τA + 1)
`1{τA<∞}
]
=
∫
Ac
Ey
[
(τA + 1)
`1{τA<∞}
]
P (x, dy)
+ P (x,A) +
`−1∑
k=0
(
`
k
)
Ex
[
τ kA1{τA<∞}
]
.
(2.7)
Moreover,
{
Ex
[
(σA + 1)
`1{σA<∞}
]
, x ∈ X} is the minimal nonnegative solution of the
equations{
g(x) =
∫
Ac
g(y)P (x, dy) + P (x,A) +
∑`−1
k=0
(
`
k
)
Ex
[
τ kA1{τA<∞}
]
, x ∈ Ac;
g(x) = 1, x ∈ A. (2.8)
Proof. (1) Set r̂(n) = κn with κ ≥ 1 in Lemma 2.7. Then
r(0) = r̂(0) = 1, r(n) = κn − κn−1, n ≥ 1.
Hence
Ex
[
κτA1{τA<∞}
]
=
∫
Ac
Ey
[
κτA1{τA<∞}
]
P (x, dy)
+ P (x,A) + Ex
[(
κτA − κτA−1) 1{τA<∞}] .
Thus, (2.5) holds by rearranging terms. Moreover, by the localization theorem and the
comparison theorem of the minimal nonnegative solution (see [2, Chapter 2]), the minimal
nonnegative solution of equations (2.6) is
{
Ex
[
κσA1{σA<∞}
]
, x ∈ X}.
(2) Set r̂(n) = (n + 1)` in Lemma 2.7. The proof is similar to that of (1), is then
omitted.
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Now, we are ready to prove Theorem 2.2.
Proof of Theorem 2.2. We prove first (3)⇒ (2)⇒ (1)⇒ (5)⇒ (3), and then (2)⇔ (4).
(3) ⇒ (2). Since supx∈AEx
[
κτA1{τA<∞}
]
< ∞, we have for all δ > 0, there exists N0
large enough such that
sup
x∈A
∞∑
n=N0+1
κnF n(x,A) ≤ δ/2. (2.9)
Moreover, since supx∈A L(x,A) < 1, there exists a constant λ > 1 satisfying
sup
x∈A
N0∑
n=1
λnF n(x,A) ≤ 1− δ. (2.10)
Set κ˜ = min{κ, λ}. Then combining (2.9) with (2.10), we have
sup
x∈A
∞∑
n=1
κ˜nF n(x,A) ≤ sup
x∈A
N0∑
n=1
λnF n(x,A) + sup
x∈A
∞∑
n=N0+1
κnF n(x,A) ≤ 1− δ/2 < 1.
(2)⇒ (1) and (1)⇒ (5) follow from Lemmas 2.6 and 2.4(1), respectively.
(5) ⇒ (3). Suppose that Φ is geometrically transient. Then there exist B ∈ B+(X)
and κ > 1 such that
sup
x∈B
∞∑
n=1
κnP n(x,B) <∞. (2.11)
Since B ∈ B+(X), it follows from Corollary 2.5 and Proposition 1.1 that there exists a
petite set A ⊂ B with ψ(A) > 0 such that
sup
x∈A
L(x,A) < 1.
On the other hand, noting that A ⊂ B and F n(x,A) ≤ P n(x,A) for all x ∈ X, we get
from (2.11) that
sup
x∈A
∞∑
n=1
κnF n(x,A) ≤ sup
x∈A
∞∑
n=1
κnP n(x,A) ≤ sup
x∈B
∞∑
n=1
κnP n(x,B) <∞.
(4) ⇒ (2). If (2.2) holds with A = X, then P (x,X) ≤ PW (x) ≤ b for x ∈ X, hence
for 1 < κ < b−1,
sup
x∈X
Ex
[
κτX1{τX<∞}
]
= sup
x∈X
κP (x,X) ≤ κb < 1.
Suppose that (2.2) holds with A 6= X and b < λ. Then W satisfies{
W (x) ≥ λ−1PW (x) ≥ λ−1 ∫
Ac
W (y)P (x, dy) + λ−1P (x,A), x ∈ Ac;
W (x) ≥ 1, x ∈ A.
According to (2.6), the minimal nonnegative solution of the inequalities is given by
Ex
[
λ−σA1{σA<∞}
]
, hence
Ex
[
λ−σA1{σA<∞}
] ≤ W (x), x ∈ Ac.
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Combining this inequality with (2.5), and noting that PW (x) ≤ b < λ for x ∈ A, we
obtain that for x ∈ A,
Ex
[
λ−τA1{τA<∞}
]
= λ−1
∫
Ac
Ey
[
λ−σA1{σA<∞}
]
P (x, dy) + λ−1P (x,A)
≤ λ−1
∫
Ac
W (y)P (x, dy) + λ−1P (x,A)
≤ λ−1
[
−
∫
A
W (y)P (x, dy) + b
]
+ λ−1P (x,A)
≤ λ−1b < 1.
Thus, (2.1) holds with κ = λ−1.
If λ ≤ b < 1, then there exists ε > 0 such that λ < b+ ε < 1, and W satisfies{
W (x) > (b+ ε)−1PW (x) ≥ (b+ ε)−1 ∫
Ac
W (y)P (x, dy) + (b+ ε)−1P (x,A), x ∈ Ac;
W (x) ≥ 1, x ∈ A.
Using a similar argument, we have
Ex
[
(b+ ε)−σA1{σA<∞}
] ≤ W (x), x ∈ Ac,
and for x ∈ A,
Ex
[
(b+ ε)−τA1{τA<∞}
]
= (b+ ε)−1
∫
Ac
Ey
[
(b+ ε)−σA1{σA<∞}
]
P (x, dy)
+ (b+ ε)−1P (x,A)
≤ (b+ ε)−1
∫
Ac
W (y)P (x, dy) + (b+ ε)−1P (x,A)
≤ (b+ ε)−1
[
−
∫
A
W (y)P (x, dy) + b
]
+ (b+ ε)−1P (x,A)
= (b+ ε)−1b < 1.
Then (2.1) holds with κ = (b+ ε)−1.
(2)⇒ (4). Set W (x) = Ex
[
κσA1{σA<∞}
]
for x ∈ X. Then by Corollary 2.8(1),
PW (x) = κ−1W (x), x ∈ Ac,
and
PW (x) = κ−1Ex
[
κτA1{τA<∞}
] ≤ κ−1 sup
x∈A
Ex
[
κτA1{τA<∞}
]
, x ∈ A.
Thus, (2.2) holds with λ = κ−1 and b = κ−1 supx∈A Ex
[
κτA1{τA<∞}
]
.
In the drift condition (2.2), we require that PW (x) ≤ b < 1 for all x ∈ A, which is
sometimes difficult to apply. Hence we provide the following more practical drift condition.
(GT) There exist some petite set A ∈ B+(X), a constant λ ∈ (0, 1), a nonnegative
function W (x) < 1 for x ∈ Ac and W (x) ≥ 1 for x ∈ A, satisfying the drift
condition
PW (x) ≤ λW (x), x ∈ Ac.
In Remark 2.3(2), we point out that if the drift condition (2.2) holds with a stochastic
transition kernel P , then {x ∈ Ac : W (x) < 1} 6= ∅. Here, we strengthen the condition as
W (x) < 1 for all x ∈ Ac.
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Theorem 2.9. Suppose that Φ is a ψ-irreducible chain. If condition (GT) holds, then Φ
is geometrically transient.
Proof. Suppose that (GT) holds. Then we have{
PW (x) ≤ λW (x), x ∈ Ac;
W (x) ≥ 1, x ∈ A.
Thus, by Corollary 2.8(1), we get for x ∈ Ac,
Ex
[
λ−τA1{τA<∞}
] ≤ W (x) < 1. (2.12)
Hence
L(x,A) ≤ Ex
[
λ−τA1{τA<∞}
]
< 1, x ∈ Ac,
and
L(x,A) =
∫
Ac
L(y, A)P (x, dy) + P (x,A) < 1, x ∈ A.
Then there exist δ < 1 and B ⊂ A with ψ(B) > 0 such that L(x,B) ≤ δ for all x ∈ B.
That is,
sup
x∈B
L(x,B) < 1. (2.13)
On the other hand, by (2.12), we have
Ex
[
λ−τA1{τA<∞}
]
= λ−1
∫
Ac
Ey
[
λ−τA1{τA<∞}
]
P (x, dy) + λ−1P (x,A)
< λ−1P (x,Ac) + λ−1P (x,A) ≤ λ−1, x ∈ A.
That is,
sup
x∈A
Ex
[
λ−τA1{τA<∞}
]
=: b <∞. (2.14)
In the following, we will prove that for some r > 1,
sup
x∈B
Ex
[
rτB1{τB<∞}
]
<∞.
This together with (2.13) yields the desired assertion. The proof can be divided into three
steps.
(a) First, we prove
sup
x∈A
Ex
[
τA−1∑
k=0
rk
∞∑
n=1
λ−nF n(Φk, A)
]
<∞, 1 < r < λ−1. (2.15)
Set
f(x) =
{ ∑∞
n=1 λ
−nF n(x,A), x ∈ Ac;
1, x ∈ A. (2.16)
Then f satisfies
Pf(x) = λf(x)1Ac(x) + λ
∞∑
n=1
λ−nF n(x,A)1A(x)
≤ r−1f(x)1Ac(x)− εf(x)1Ac(x) + λb1A(x),
11
for all x ∈ X and 1 < r < λ−1, where ε = r−1 − λ. By defining Zk = rkf(Φk) for k ∈ Z+,
it follows that
E [Zk+1|Fk] = rk+1E [f(Φk+1)|Fk]
≤ rk+1 [r−1f(Φk)1Ac(Φk)− εf(Φk)1Ac(Φk) + λb1A(Φk)]
≤ Zk − εrk+1f(Φk)1Ac(Φk) + λbrk+11A(Φk).
Then by [17, Proposition 11.3.2], for all C ∈ B+(X),
Ex
[
τC−1∑
k=0
εrk+1f(Φk)1Ac(Φk)
]
≤ Z0(x) + Ex
[
τC−1∑
k=0
λbrk+11A(Φk)
]
.
Multiplying by ε−1r−1 and noting that Z0(x) = f(x), we obtain that
Ex
[
τC−1∑
k=0
rkf(Φk)1Ac(Φk)
]
≤ ε−1r−1f(x) + ε−1λbEx
[
τC−1∑
k=0
rk1A(Φk)
]
,
which yields that
Ex
[
τA−1∑
k=0
rkf(Φk)1Ac(Φk)
]
≤ ε−1r−1f(x) + ε−1λb1A(x).
Thus, by (2.16),
sup
x∈A
Ex
[
τA−1∑
k=1
rk
∞∑
n=1
λ−nF n(Φk, A)
]
≤ ε−1r−1 + ε−1λb <∞.
Combining this with (2.14), we get (2.15).
(b) Noting that A is petite, according to (2.15) and the proof of [17, Theorem 15.2.1],
we obtain
sup
x∈A
Ex
[
τC−1∑
k=0
rk
∞∑
n=1
λ−nF n(Φk, A)
]
<∞, C ∈ B+(X).
(c) For all C ∈ B+(X), by the Markov property and noting that λ < 1, we have
Ex
[
τC−1∑
k=0
rk
∞∑
n=1
λ−nF n(Φk, A)
]
≥ Ex
[
τC−1∑
k=0
rk
∞∑
n=1
F n(Φk, A)
]
= Ex
[
τC−1∑
k=0
rkEΦk1{τA<∞}
]
= Ex
[ ∞∑
k=0
rk1{τC≥k+1}EΦk1{τA<∞}
]
= Ex
[ ∞∑
k=0
rk1{τC≥k+1}E
(
1{θkτA<∞}|Fk
)]
= Ex
[ ∞∑
k=0
rkE
(
1{τC≥k+1}1{θkτA<∞}|Fk
)]
= Ex
[ ∞∑
k=0
rk1{τC≥k+1}1{θkτA<∞}
]
= Ex
[
τC−1∑
k=0
rk1{θkτA<∞}
]
,
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where θ is the usual shift operator. It follows from (b) that
sup
x∈A
Ex
[
τC−1∑
k=0
rk1{θkτA<∞}
]
<∞, C ∈ B+(X).
Noting that B ⊂ A, we arrive at
sup
x∈B
Ex
[
τB−1∑
k=0
rk1{θkτB<∞}
]
= sup
x∈B
Ex
[
τB−1∑
k=0
rk1{τB<∞}
]
<∞,
which yields that
sup
x∈B
Ex
[
rτB1{τB<∞}
]
<∞.
2.2 Strongly geometric transience
In the previous section, we considered the geometric transience which satisfies
sup
x∈A
∞∑
n=1
κnP n(x,A) <∞,
for some A ∈ B+(X) and κ > 1. However, in practice, there exist a great deal of
chains with sub-stochastic transition kernel, for which we can further study the strongly
geometric transience.
Definition 2.10. The chain Φ is called strongly geometric transient if there exists a
constant κ > 1 such that
∞∑
n=1
κnP n(x,X) <∞, x ∈ X. (2.17)
Suppose that (2.17) holds and set Ai = {x ∈ X :
∑∞
n=1 κ
nP n(x,X) ≤ i} for i ∈ N.
Then we have
X =
∞⋃
i=1
Ai and sup
x∈Ai
∞∑
n=1
κnP n(x,Ai) <∞, i ≥ 1.
This implies that if Φ is strongly geometric transient, it is geometrically transient. For
the converse, let P = (pij) be a transition kernel on X = N with
P =

0 γ1
β2 0 γ2
β3 0 0 γ3
...
...
...
...
. . .
 . (2.18)
If γ1 = 1, γk = (k−1)/k and βk = 4−k for k ≥ 2, then the chain is geometrically transient
but not strongly geometric transient by Theorems 2.2(2) and 2.11(2), respectively.
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Since the transition kernel of strongly geometric transient chain is sub-stochastic, there
is a positive probability that the chain can “escape” from X. Let
τ = sup{n ≥ 0 : Φn ∈ X}. (2.19)
Then for all bounded measurable function f on X,
P nf(x) = Ex
[
f(Φn)1{τ>n}
]
, x ∈ X. (2.20)
For the strongly geometric transience, we have the following criteria.
Theorem 2.11. Assume that Φ is ψ-irreducible, and Px{τ < ∞} = 1 for all x ∈ X.
Then the following statements are equivalent.
(1) The chain Φ is strongly geometric transient.
(2) For x ∈ X, there exists a constant κ > 1 such that Ex [κτ ] <∞.
(3) There exist some constant λ ∈ (0, 1) and a finite function W ≥ 1 such that
PW (x) ≤ λW (x), x ∈ X. (2.21)
Proof. (1)⇒ (2). Suppose that (2.17) holds. According to (2.20), we have
P n(x,X) = sup
|f |≤1
P nf(x) = sup
|f |≤1
Ex
[
f(Φn)1{τ>n}
]
= Px{τ > n}, x ∈ X.
Hence for x ∈ X,
Ex [κτ ] = (κ− 1)
∞∑
m=0
κmPx{τ > m}+ 1
= (κ− 1)
∞∑
m=0
κmPm(x,X) + 1 <∞.
(2) ⇒ (3). Denote by X̂ = X ∪ {∂} the one point compactification of X. Let
B(X̂) = σ (B(X) ∪ {∂}), and
P̂ (x,A) =

P (x,A), x ∈ X, A ∈ B(X);
1− P (x,X), x ∈ X, A ∈ B(X̂) \ B(X);
1, x ∈ {∂}, A ∈ B(X̂) \ B(X);
0, x ∈ {∂}, A ∈ B(X).
Then P̂ is a stochastic transition kernel. For x ∈ X̂ and κ > 1, set
Ŵ (x) = Ex [κτ ] 1{x∈X} + 1{x∈{∂}}.
Then by Corollary 2.8(1), Ŵ satisfies{
P̂ Ŵ (x) = κ−1Ŵ (x), x ∈ X;
Ŵ ({∂}) = 1.
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Let W (x) = Ŵ (x) for x ∈ X. Then W ≥ 1 and
κ−1W (x) =
∫
X
Ŵ (y)P̂ (x, dy) +
∫
{∂}
Ŵ (y)P̂ (x, dy)
=
∫
X
W (y)P (x, dy) + P̂ (x, {∂}) ≥ PW (x),
which finishes the proof by letting λ = κ−1.
(3)⇒ (1). Iterating the inequality (2.21) and noting that W ≥ 1, we have
P n(x,X) ≤ P nW (x) ≤ λnW (x), n ≥ 1.
Thus, (1) holds with 1 < κ < λ−1.
In the next, we will study the V -uniform transience for all function V ≥ 1, which is
closely related to the strongly geometric transience.
Definition 2.12. The chain Φ is called V-uniformly transient for V ≥ 1, if
||P n||V := sup
x∈X
P nV (x)
V (x)
→ 0, n→∞. (2.22)
Since || · ||V is an operator norm, ||Pm+n||V ≤ ||Pm||V ||P n||V for m, n ∈ Z+. Thus,
the convergence rate in (2.22) must be geometric.
Theorem 2.13. Assume that Φ is a ψ-irreducible chain. Then the following statements
are equivalent.
(1) The chain Φ is V -uniformly transient for some V ≥ 1.
(2) There exist some constant λ ∈ (0, 1) and a finite function W ≥ 1 such that
PW (x) ≤ λW (x), x ∈ X,
where W is equivalent to V in the sense that c−1V ≤ W ≤ cV for some c ≥ 1.
Proof. (1) ⇒ (2). Suppose that there exist constants R < ∞ and ρ < 1 such that
||P n||V ≤ Rρn for n ≥ 0. Then since ρ < 1, there exists n0 ∈ N large enough such that
Rρn0 < β−1 for some β > 1. Set
W (x) =
n0−1∑
i=0
β
i
n0P iV (x).
Then noting that P nV (x) ≤ RρnV (x), we have
V (x) ≤ W (x) ≤
n0−1∑
i=0
β
i
n0RρiV (x) ≤ βn0RV (x), x ∈ X.
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Moreover, in view of Rρn0 < β−1, we get
PW (x) =
n0−1∑
i=0
β
i
n0P i+1V (x) =
n0∑
i=1
β
i−1
n0 P iV (x)
= β
− 1
n0
n0−1∑
i=1
β
i
n0P iV (x) + β
1− 1
n0P n0V (x)
≤ β− 1n0
n0−1∑
i=1
β
i
n0P iV (x) + β
1− 1
n0Rρn0V (x)
≤ β− 1n0
n0−1∑
i=1
β
i
n0P iV (x) + β
− 1
n0 V (x) = β
− 1
n0W (x),
which yields the conclusion by letting λ = β
− 1
n0 .
(2)⇒ (1). Since P nW ≤ λnW and c−1V ≤ W ≤ cV , we obtain that
||P n||V ≤ sup
x∈X
cP nW (x)
c−1W (x)
≤ c2λn → 0, n→∞.
2.3 Uniformly geometric transience
In this section, we will study a stronger type of geometric transience, which the conver-
gence in (2.17) is uniform with respect to initial states..
Definition 2.14. The chain Φ is called uniformly geometric transient if there exists a
constant κ > 1 such that
sup
x∈X
∞∑
n=1
κnP n(x,X) <∞. (2.23)
Obviously, uniformly geometric transient chains are strongly geometric transient, but
not conversely. In fact, let P = (pij) be a random walk on Z+ with pj,j+1 = p, pj,j−1 = 1−p
and pjj = 0 for j ≥ 0. If p < 1/2, then it is strongly geometric transient but not uniformly
geometric transient according to Theorems 2.11(2) and 2.15(5), respectively.
Let τ be defined by (2.19). Then for the uniformly geometric transience, we obtain
the following results.
Theorem 2.15. Assume that Φ is ψ-irreducible, and Px{τ < ∞} = 1 for all x ∈ X.
Then the following statements are equivalent.
(1) The chain is uniformly geometric transient.
(2) There exists a constant κ > 1 such that supx∈X Ex [κ
τ ] <∞.
(3) There exists some constant λ ∈ (0, 1) and a bounded function W ≥ 1 such that
PW (x) ≤ λW (x) for x ∈ X.
(4) There exists some n0 ∈ N such that supx∈X P n0(x,X) < 1.
(5) supx∈X Exτ <∞.
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Proof. The proof of (1) ⇔ (2) ⇔ (3) is similar to that of Theorem 2.11. Thus, we only
prove (1)⇔ (4) and (2)⇔ (5).
(1)⇒ (4). Set M = supx∈X
∑∞
n=1 κ
nP n(x,X). Then we have
sup
x∈X
P n(x,X) ≤ κ−nM, n ∈ N.
Since κ > 1, there exists n0 large enough such that κ
−n0M < 1, which implies (4) holds.
(4)⇒ (1). Set δ = supx∈X P n0(x,X). Then it is easy to obtain that
sup
x∈X
P kn0(x,X) ≤ δk, k ∈ N. (2.24)
For n ∈ N, write n = kn0 + s, where k is the integer part of n/n0 and 0 ≤ s < n0. Then
by (2.24),
P n(x,X) =
∫
X
P kn0(y,X)P s(x, dy)
≤ sup
y∈X
P kn0(y,X)P s(x,X) ≤ δk ≤ δ
n−n0
n0 .
Thus, (2.23) holds with 1 < κ < δ−1/n0 . This proves (1).
(2) ⇔ (5). Set M = supx∈X Exτ . Then by the minimal nonnegative solution theory
(cf. [10, Theorem 6.3.4]), we have
sup
x∈X
Ex [τ
n] ≤ n!Mn.
Hence for 1 < κ < e1/M ,
log κ Exτ ≤ Ex [κτ ] = Ex
[
eτ log κ
]
=
∞∑
n=0
(n!)−1(log κ)nEx [τn]
≤
∞∑
n=0
(log κ)nMn = (1−M log κ)−1,
which completes the proof.
3 Algebraic transience
In this section, we will study algebraic transience. First, let us begin with the definition.
Definition 3.1. For an integer ` ≥ 1, a set A ∈ B+(X) is called uniformly `-transient if
sup
x∈A
∞∑
n=1
n`P n(x,A) <∞.
The chain Φ is called `-transient if it is ψ-irreducible and X can be covered ψ-a.e. by a
countable number of uniformly `-transient sets.
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Similarly, if Φ is algebraically transient, then it is transient. Since limn→∞ κn/n` =∞
for κ > 1 and ` ≥ 1, geometrically transient chains are algebraically transient, but
not conversely. Let P = (pij) be defined by (2.18) with γ1 = 1, γk = (k − 1)/k and
βk = (k − 1)/kζ for k ≥ 2 and some integer ζ ≥ 3. Then the chain is algebraically
transient, but it is not geometrically transient.
For the algebraic transience, we have the following criteria connecting the “local”
algebraic transience, the first return, the drift condition and the algebraic transience.
Theorem 3.2. Let ` ≥ 1 be an integer. Suppose that the chain Φ is ψ-irreducible. Then
the following statements are equivalent.
(1) There exists a set A ∈ B+(X) such that
sup
x∈A
∞∑
n=1
n`P n(x,A) <∞.
(2) There exists a set A ∈ B+(X) such that
sup
x∈A
L(x,A) < 1, sup
x∈A
Ex
[
τ `A1{τA<∞}
]
<∞. (3.1)
(3) There exist some set A ∈ B+(X), constants d ∈ (0,∞), b ∈ (0, 1), and nonnegative
functions Wi, i = 0, 1, · · · , `, with Wi(x0) < ∞ for some x0 ∈ X, satisfying for i =
0, 1, · · · , `, 
PWi(x) ≤ Wi(x)− (`− i)Wi+1(x), x ∈ Ac;
Wi(x) ≥ 1, x ∈ A;
PW0(x) ≤ d, x ∈ A;
PW`(x) ≤ b, x ∈ A,
(3.2)
where W`+1 = 0.
(4) The chain Φ is `-transient.
Remark 3.3. (1) The set A ∈ B+(X) is a petite set.
(2) Since PW`(x) ≤ b holds with b ∈ (0, 1) in (3.2), the set {x ∈ Ac : W`(x) < 1} 6= ∅
when P is stochastic.
To prove the theorem, we need the following lemma. It gives the condition on the first
return time which ensures that a set is uniformly `-transient.
Lemma 3.4. Let A ∈ B+(X) and ` ∈ N. Suppose that
sup
x∈A
L(x,A) < 1, sup
x∈A
∞∑
n=1
n`F n(x,A) <∞.
Then
sup
x∈A
∞∑
n=1
n`P n(x,A) <∞.
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Proof. Set δ = supx∈A L(x,A) and M = supx∈A
∑∞
n=1 n
`F n(x,A). Then for fixed N ∈ N,
it follows from (2.3) and the binomial theorem that for x ∈ A,
N∑
n=1
n`P n(x,A) =
N∑
n=1
n`F n(x,A) +
N∑
n=1
n−1∑
m=1
∫
A
Pm(x, dy)F n−m(y, A)n`
=
N∑
n=1
n`F n(x,A) +
∫
A
N−1∑
m=1
Pm(x, dy)
N∑
n=m+1
F n−m(y, A)(m+ n−m)`
=
N∑
n=1
n`F n(x,A) +
∫
A
N−1∑
m=1
m`Pm(x, dy)
N−m∑
n=1
F n(y, A)
+
∫
A
N−1∑
m=1
Pm(x, dy)
N−m∑
n=1
n`F n(y, A) +
`−1∑
k=1
(
`
k
)∫
A
N−1∑
m=1
mkPm(x, dy)
N−m∑
n=1
n`−kF n(y, A)
≤M + δ
N∑
m=1
m`Pm(x,A) +M
N∑
m=1
Pm(x,A) +M
`−1∑
k=1
(
`
k
) N∑
m=1
mkPm(x,A).
That is, for x ∈ A,
N∑
n=1
n`P n(x,A) ≤ M
1− δ
[
1 +
N∑
n=1
P n(x,A) +
`−1∑
k=1
(
`
k
) N∑
n=1
nkP n(x,A)
]
. (3.3)
On the other hand, by Lemma 2.6, we have
∞∑
n=1
P n(x,A) ≤ δ
1− δ , x ∈ A.
Then we get
∞∑
n=1
nP n(x,A) ≤ M
1− δ
[
1 +
∞∑
n=1
P n(x,A)
]
≤ M
(1− δ)2 , x ∈ A.
Combining these two inequalities with (3.3), and by the induction argument, we complete
the proof.
Now, it is ready to prove Theorem 3.2.
Proof of Theorem 3.2. (2) ⇒ (1) and (1) ⇒ (4) follow from Lemmas 3.4 and 2.4(1),
respectively. (4)⇒ (2) is similar to (5)⇒ (3) of Theorem 2.2. Thus, we need only prove
(2)⇔ (3).
(3) ⇒ (2). If (3.2) holds with A = X, then the proof is similar to that of Theorem
2.2.
Suppose that (3.2) holds with A 6= X. Then W` satisfies{
W`(x) ≥ PW`(x) ≥
∫
Ac
W`(y)P (x, dy) + P (x,A), x ∈ Ac;
W`(x) ≥ 1, x ∈ A.
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According to (2.6), the minimal nonnegative solution of the inequalities is given by
L(x,A)1Ac(x) + 1A(x). Hence L(x,A) ≤ W`(x) for x ∈ Ac, and for x ∈ A,
L(x,A) =
∫
Ac
L(y, A)P (x, dy) + P (x,A)
≤
∫
Ac
W`(y)P (x, dy) + P (x,A)
≤ −
∫
A
W`(y)P (x, dy) + b+ P (x,A) ≤ b.
(3.4)
Since W`−1(x) ≥ 1 for x ∈ A, we have
W`−1(x) ≥ PW`−1(x) +W`(x) ≥
∫
Ac
W`−1(y)P (x, dy) + P (x,A) +W`(x), x ∈ Ac.
Set ` = 1 in (2.8). Then it yields that
∞∑
n=1
(n+ 1)F n(x,A) =
∫
Ac
∞∑
n=1
(n+ 1)F n(y, A)P (x, dy) + P (x,A) + L(x,A), x ∈ Ac.
Noting that L(x,A) ≤ W`(x) for x ∈ Ac, it follows from the comparison theorem that,
∞∑
n=1
(n+ 1)F n(x,A) ≤ W`−1(x), x ∈ Ac.
Suppose that for all i ≤ `− 1,
∞∑
n=1
(n+ 1)iF n(x,A) ≤ W`−i(x), x ∈ Ac.
Then
`−1∑
k=0
(
`
k
)
Ex
[
τ kA1{τA<∞}
]
=
∞∑
n=1
`−1∑
k=0
(
`
k
)
nkF n(x,A)
≤
∞∑
n=1
`(n+ 1)`−1F n(x,A) ≤ `W1(x), x ∈ Ac.
(3.5)
Since W0(x) ≥ 1 for x ∈ A, we have
W0(x) ≥ PW0(x) + `W1(x) ≥
∫
Ac
W0(y)P (x, dy) + P (x,A) + `W1(x), x ∈ Ac.
Thus, combining this with (2.8) and (3.5), we have
∞∑
n=1
(n+ 1)`F n(x,A) ≤ W0(x), x ∈ Ac.
Noting that PW0(x) ≤ d, it follows from (2.7) that for x ∈ A,
∞∑
n=1
n`F n(x,A) =
∫
Ac
∞∑
n=1
(n+ 1)`F n(y, A)P (x, dy) + P (x,A)
≤
∫
Ac
W0(y)P (x, dy) + P (x,A)
≤ −
∫
A
W0(y)P (x, dy) + d+ P (x,A) ≤ d.
(3.6)
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Thus, (2) holds by (3.4) and (3.6).
(2)⇒ (3). Suppose that (3.1) holds. For i = 0, 1, · · · , `, set
Wi(x) = (`− i)!Ex
[
(σA + 1)
`−i1{σA<∞}
]
, x ∈ X.
Then by Corollary 2.8(2) and noting that
i−1∑
k=0
(
i
k
)
nk = (n+ 1)i − ni ≥ (n+ 1)i−1,
we obtain that
Wi(x) =
∫
Ac
Wi(y)P (x, dy) + (`− i)!P (x,A)
+ (`− i)!
∞∑
n=1
`−i−1∑
k=0
(
`− i
k
)
nkF n(x,A)
≥ PWi(x) + (`− i)(`− i− 1)!
∞∑
n=1
(n+ 1)`−i−1F n(x,A)
= PWi(x) + (`− i)Wi+1(x), x ∈ Ac,
PW0(x) = `!
∫
Ac
∞∑
n=1
(n+ 1)`F n(y, A)P (x, dy) + `!P (x,A)
= `!
∞∑
n=1
(n+ 1)`F n+1(x,A) + `!P (x,A)
≤ `! sup
x∈A
∞∑
n=1
n`F n(x,A) <∞, x ∈ A,
and
PW`(x) = L(x,A) ≤ sup
x∈A
L(x,A) < 1, x ∈ A.
The drift conditions in Theorem 3.2 can be generated from two drift conditions by
using the following lemma, which is just a modification of [11, Lemma 3.5].
Lemma 3.5. Suppose that there exist A ∈ B+(X), constants d ∈ [0,∞), α ∈ (0, 1), and
a function V ≥ 1 satisfying
PV (x) ≤ V (x)− dV α(x), x ∈ Ac.
Then for every 0 < η ≤ 1,
PV η(x) ≤ V η(x)− ηdV α+η−1(x), x ∈ Ac.
Theorem 3.6. Let ` ≥ 1 be an integer. Suppose that Φ is ψ-irreducible. Then Φ is `-
transient if there exist some set A ∈ B+(X), constants d ∈ (0,∞), b ∈ (0, 1), non-negative
functions V (x) ≥ 1 for x ∈ X, W (x) ≥ 1 for x ∈ A and W (x) ≤ 1 for x ∈ Ac, satisfying
for x ∈ X, {
PV (x) ≤
(
V (x)− `V 1− 1` (x)
)
1Ac(x) + d1A(x);
PW (x) ≤ W (x)1Ac(x) + b1A(x).
(3.7)
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Proof. By Lemma 3.5, we have
PV 1−
i
` (x) ≤ V 1− i` (x)− (`− i)V 1− i+1` (x), x ∈ Ac, i = 0, 1, · · · , `− 1.
Set Wi = V
1− i
` for i = 0, 1, · · · , `−1, and W` = W . Then for x ∈ Ac and i = 0, 1, · · · , `−2,
PWi(x) ≤ Wi(x)− (`− i)Wi+1(x),
PW`−1(x) ≤ W`−1(x)− 1 ≤ W`−1(x)−W`(x),
and
PW`(x) ≤ W`(x).
For x ∈ A, we get PW0(x) ≤ d < ∞ and PW`(x) ≤ b < 1. Thus, the drift conditions
(3.2) hold, which imply the `-transience.
4 Applications
This section is devoted to applying our results to the random walk on R+ and the skip-free
chain on Z+.
4.1 The random walk on the half line
In this section, we illustrate the applicability of the drift conditions (2.2) and (3.7) by the
random walk on the half line.
Example 4.1. (The random walk on the half line). Suppose that Φ = {Φn : n ∈ Z+} is
defined by choosing an arbitrary distribution for Φ0 and taking
Φn+1 = (Φn + Un+1)
+ , n ∈ Z+,
where (Φn + Un+1)
+ = max (0,Φn + Un+1), and (Un) is a sequence of i.i.d. random vari-
ables taking values in R with
Γ(−∞, x] = P (U ≤ x) , x ∈ R.
We write RWHL for short. The RWHL has a wide range of application, it is both a
model for storage systems and a model for queueing systems. For more details, one can
refer to [17, Chapter 3].
If Γ(−∞, 0) > 0, then the RWHL is δ0-irreducible and all compact sets are petite. By
considering the motion of the chain after it reaches {0}, we see that it is also ψ-irreducible,
where
ψ(A) =
∑
n
P n(0, A)2−n, A ∈ B(X).
According to [17, Proposition 4.2.2], ψ is the maximal irreducibility measure.
Set β =
∫∞
−∞ xΓ(dx). Proposition 9.5.1 in [17] shows that if β > 0, then the RWHL is
transient. For the geometric ergodicity and algebraic ergodicity of the chain, see [7, 11,
17, 19]. Here, we will first study the geometric transience of the RWHL by using the drift
condition (2.2).
22
Theorem 4.2. Assume that β > 0 and there exists γ > 0 such that∫ 0
−∞
exp(−γx)Γ(dx) <∞.
Then the RWHL is geometrically transient.
Proof. Set A = {0} ∈ B+(X) and choose W (x) = exp(−sx), where s ∈ (0, γ] is to be
specified later. Then W (0) = 1 and
PW (0) =
∫
W (y)P (0, dy) =
∫
exp(−sy)P (0, dy)
=
∫ ∞
0
exp(−sy)Γ(dy) + Γ(−∞, 0]
=
∫ ∞
−∞
exp(−sy)Γ(dy)−
∫ 0
−∞
(exp(−sy)− 1) Γ(dy)
≤
∫ ∞
−∞
(exp(−sy)− 1) Γ(dy) + 1.
Since s 7→ s−1 (exp(−sy)− 1) is decreasing, we get
s−1
∫ ∞
−∞
(exp(−sy)− 1) Γ(dy)→ −β < 0, s ↓ 0.
Thus, we can choose and fix s0 sufficiently small such that∫ ∞
−∞
(exp(−s0y)− 1) Γ(dy) = ξ < 0.
Hence we have
PW (0) ≤ ξ + 1 < 1. (4.1)
Now set W (x) = exp(−s0x). Then for x ∈ Ac,
PW (x)−W (x)
W (x)
=
∫ (
W (y)
W (x)
− 1
)
P (x, dy) =
∫
(exp(−s0y + s0x)− 1)P (x, dy)
=
∫ ∞
−x
(exp(−s0y)− 1) Γ(dy) + (exp(s0x)− 1) Γ(−∞,−x]
=
∫ ∞
−∞
(exp(−s0y)− 1) Γ(dy) +
∫ −x
−∞
(exp(s0x)− exp(−s0y)) Γ(dy)
≤
∫ ∞
−∞
(exp(−s0y)− 1) Γ(dy) = ξ < 0.
Thus, PW (x) ≤ (ξ + 1)W (x) for all x ∈ Ac. Combining this with (4.1), the RWHL is
geometrically transient according to the drift condition (2.2).
Next, we will investigate the algebraic transience of the RWHL by using the drift
condition (3.7).
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Theorem 4.3. Assume that β > 0 and there exists some integer ` ≥ 2 such that∫ 0
−∞
(−x)`Γ(dx) <∞.
Then the RWHL is `-transient.
Proof. Since β > 0, there exists x0 > 0 such that
∫∞
−x0 yΓ(dy) =: ξ > 0. Set
V (x) = (cx+ a)−` + 1,
where a ∈ (0,∞) and c ∈ (0, 1] are to be specified later. Then for x > x0,
PV (x)− V (x) =
∫
(V (y)− V (x))P (x, dy)
=
∫ (
(cy + a)−` − (cx+ a)−`)P (x, dy)
=
∫ ∞
−x
(
(cy + cx+ a)−` − (cx+ a)−`)Γ(dy) + (a−` − (cx+ a)−`)Γ(−∞,−x]
=
∫ ∞
−x0
(
(cy + cx+ a)−` − (cx+ a)−`)Γ(dy)
+
∫ −x0
−x
(
(cy + cx+ a)−` − (cx+ a)−`)Γ(dy) + (a−` − (cx+ a)−`)Γ(−∞,−x]
≤
∫ ∞
−x0
(
(cy + cx+ a)−` − (cx+ a)−`)Γ(dy) + a−`
≤ V 1− 1` (x)
(∫ ∞
−x0
(cx+ a)` − (cy + cx+ a)`
(cx+ a)(cy + cx+ a)` (1 + (cx+ a)`)1−
1
`
Γ(dy) + a−`
)
.
(4.2)
Let
f(c, x, y) =
(cx+ a)` − (cy + cx+ a)`
(cx+ a)(cy + cx+ a)` (1 + (cx+ a)`)1−
1
`
, x > x0, y > −x0.
In the following, we turn to bound f(c, x, y). Note that, for x+ y ≥ 0 and −y ≥ 0,
a`−2(cx+ a)`−2 ≤ (cy + cx+ a)`−2(−cy + a)`−2,
since
log(cx+ a)− log(cy + cx+ a) =
∫ (cx+a)
(cy+cx+a)
1
z
dz
≤
∫ −cy+a
a
1
z
dz = log(−cy + a)− log a.
For y ∈ (−x0, 0), we then get∣∣(cx+ a)` − (cy + cx+ a)`∣∣ = (cy + cx+ a− cy)` − (cy + cx+ a)`
≤ −`cy(cy + cx+ a)`−1 + `(`− 1)
2
c2y2(cy + cx+ a− cy)`−2
≤ −`cy(cy + cx+ a)`−1 + `(`− 1)
2
c2y2(cy + cx+ a)`−2
(−cy + a
a
)`−2
.
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For y ≥ 0, we obtain∣∣(cx+ a)` − (cy + cx+ a)`∣∣ = −(cy + cx+ a− cy)` + (cy + cx+ a)`
≤ `cy(cy + cx+ a)`−1 − `(`− 1)
2
c2y2(cy + cx+ a)`−2 ≤ `cy(cy + cx+ a)`−1.
Thus, collecting the above estimates, we arrive at
|f(c, x, y)|
c
≤
(−`y
a2
+
`(`− 1)(−y + a)`
2a`+1
)
1{y∈(−x0,0)} +
`y
a2
1{y∈[0,∞)} =: g(y).
From this, and noting that
∫ 0
−∞(−y)`Γ(dy) <∞, we have∫ ∞
−x0
g(y)Γ(dy) <∞.
Then by the dominated convergence theorem, we get
1
c
∫ ∞
−x0
(cx+ a)` − (cy + cx+ a)`
(cx+ a)(cy + cx+ a)` (1 + (cx+ a)`)1−
1
`
Γ(dy)→ − `ξ
a2(1 + a`)1−
1
`
, c ↓ 0. (4.3)
Therefore, combining (4.2) with (4.3), we can choose and fix c0 small enough such that
for x > x0,
PV (x)− V (x) ≤ −`V 1− 1` (x)
(
ξc0
a2(1 + a`)1−
1
`
− 1
`a`
)
.
Hence we can also choose and fix a0 sufficiently small such that
PV (x)− V (x) ≤ −`V 1− 1` (x), x > x0.
Since V (x) is bounded for all x ≥ 0, it is obvious that PV (x) ≤ d <∞ for x ≤ x0.
Set A = [0, x0] and
W (x) =
sx0 + 1
sx+ 1
1Ac(x) + 1A(x).
Similarly, we can specify the constant s > 0, and prove PW (x) ≤ W (x)1Ac(x) + b1A(x)
with b ∈ (0, 1). Then the chain is `-transient by Theorem 3.6.
4.2 The skip-free chain on Z+
In this section, we will study the skip-free chain, and give the explicit criteria for geometric
transience and algebraic transience. For the ergodicity of the skip-free chain, see [2, 15,
24, 25] and references within.
The remainder of the section is organized as follows. In Theorem 4.5, geometric
transience is studied by using the drift condition (2.2). Through the first return time
criteria (3.1), the algebraic transience is discussed in Theorem 4.6. Finally, in Theorem
4.9, we consider the strongly geometric transience and uniformly geometric transience for
the sub-stochastic skip-free chain.
Example 4.4. (The skip-free Markov chain). Let P = (pij) be an irreducible stochastic
transition kernel on X = Z+ with pij = 0 for j − i ≥ 2.
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For 0 ≤ i < n, define p(i)n = ∑ik=0 pnk, and inductively
F (n)n = 1, F
(i)
n =
n−1∑
k=i
p
(k)
n F
(i)
k
pn,n+1
. (4.4)
Set
σ1 = sup
n≥0
n∑
k=0
1
pk,k+1F
(0)
k
∞∑
j=n
F
(0)
j .
Theorem 4.5. If σ1 <∞, then the skip-free Markov chain is geometrically transient.
Proof. By Theorem 2.2, we need to construct a solution to (2.2) for some λ, b ∈ (0, 1).
Let
fi =
[
p−101
∞∑
j=i
F
(0)
j
]1/2
and gi =
∞∑
j=i
F
(0)
j
j∑
k=0
fk
pk,k+1F
(0)
k
, i ≥ 0. (4.5)
It is obvious that both f and g are decreasing. For i ≥ 0, define two operators
Ii(f) =
F
(0)
i
fi − fi+1
i∑
k=0
fk
pk,k+1F
(0)
k
and IIi(f) =
1
fi
∞∑
j=i
F
(0)
j
j∑
k=0
fk
pk,k+1F
(0)
k
.
Then by using the proportional property and [3, Theorem 3.1], we get
sup
i≥0
IIi(f) ≤ sup
i≥0
Ii(f) ≤ 4σ1.
Thus, combining (4.5) with this inequality, we have
sup
i≥0
gi
fi
= sup
i≥0
IIi(f) ≤ 4σ1,
and
g0 = f0II0(f) ≤ f0 sup
i≥0
IIi(f) ≤ 4σ1f0 = 4σ1
[
p−101
∞∑
j=0
F
(0)
j
]1/2
≤ 4σ3/21 .
We now determine λ, b and a solution to inequality (2.2). Set g˜ = g/g0. Then
P g˜(0) = g−10 (p00g0 + p01g1) = 1− p01(g0 − g1)g−10
= 1− f0g−10 ≤ 1− inf
i≥0
fi
gi
≤ 1− 1
4σ1
,
(4.6)
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and for i ≥ 1,
P g˜(i) = g−10
i+1∑
j=0
pijgj = g
−1
0
[
i−1∑
k=0
k∑
j=0
pij(gk − gk+1) + pi,i+1gi+1 − pi,i+1gi + gi
]
= g−10
i−1∑
k=0
k∑
j=0
pijF
(0)
k
k∑
j=0
fj
pj,j+1F
(0)
j
− g−10 pi,i+1F (0)i
i∑
j=0
fj
pj,j+1F
(0)
j
+ g−10 gi
≤ g−10
i−1∑
k=0
p
(k)
i F
(0)
k
i−1∑
j=0
fj
pj,j+1F
(0)
j
− g−10 pi,i+1F (0)i
i∑
j=0
fj
pj,j+1F
(0)
j
+ g−10 gi
= g−10 pi,i+1F
(0)
i
i−1∑
j=0
fj
pj,j+1F
(0)
j
− g−10 pi,i+1F (0)i
i∑
j=0
fj
pj,j+1F
(0)
j
+ g−10 gi
=
gi − fi
g0
= g˜i − fi
gi
g˜i ≤ g˜i − inf
i≥0
fi
gi
g˜i ≤
(
1− 1
4σ1
)
g˜i.
(4.7)
Therefore, combining (4.6) with (4.7), g˜ is the nonnegative solution of inequality (2.2)
with λ = b = 1− 1
4σ1
. Hence the desired assertion follows.
Next, we will study the algebraic transience by the first return time criteria (3.1). For
i ≥ 0 and ` ≥ 1, let τ0 = inf{n ≥ 1 : Φn = 0} and f (n)i0 = Pi{τ0 = n}. Set
m
(0)
i0 =
∞∑
n=1
f
(n)
i0 , m
(`)
i0 =
∞∑
n=1
n(n+ 1) · · · (n+ `− 1)f (n)i0 ,
d
(`)
0 = 0, d
(`)
i =
i∑
k=1
F
(k)
i m
(`−1)
k0
pk,k+1
, d(`) = sup
i≥1
∑i−1
j=0 d
(`)
j∑i−1
j=0 F
(0)
j
,
where F
(k)
i is defined in (4.4). Set
ξ = sup
i≥2
∑i−1
j=1 F
(0)
j∑i−1
j=0 F
(0)
j
, σ2 = `d
(`).
Theorem 4.6. For the skip-free Markov chain, we have for i ≥ 1 and ` ≥ 1,
m
(0)
i0 =
i−1∑
j=0
F
(0)
j ξ −
i−1∑
j=1
F
(0)
j ,
m
(`)
i0 = `
i−1∑
j=0
(
F
(0)
j d
(`) − d(`)j
)
,
and
m
(0)
00 = p01ξ + p00, m
(`)
00 = p01σ2 + `m
(`−1)
00 .
Moreover, the chain is transient if and only if ξ < 1; the chain is `-transient if and only
if ξ < 1 and σ2 <∞.
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Remark 4.7. By the Stolz theorem, it is obvious that ξ < 1 if and only if
∑∞
j=0 F
(0)
j <∞,
which is equivalent to the transience by [2, Theorem 4.52].
Proof. (1) Consider the following equations:
x0 = 0,
∑
k 6=0
pjkxk = xj − pj0, j ≥ 1. (4.8)
By the second successive approximation for the minimal nonnegative solution,
x0 = 0 and xj = m
(0)
j0 , j ≥ 1, (4.9)
is the minimal nonnegative solution of (4.8). Since
∑j+1
k=0 pjk = 1, and by the induction
argument F
(0)
j =
∑j
k=1 p
(0)
k F
(k)
j /pk,k+1, (4.8) can be rewritten as
xj+1 − xj = 1
pj,j+1
(
j−1∑
m=0
p
(m)
j (xm+1 − xm)− pj0
)
=
j−1∑
m=0
F
(j)
j p
(m)
j
pj,j+1
(xm+1 − xm)−
F
(j)
j pj0
pj,j+1
=
j−2∑
m=0
F
(j)
j p
(m)
j
pj,j+1
(xm+1 − xm) + F (j−1)j (xj − xj−1)−
F
(j)
j pj0
pj,j+1
=
j−2∑
m=0
j∑
k=j−1
F
(k)
j p
(m)
k
pk,k+1
(xm+1 − xm)−
j∑
k=j−1
F
(k)
j pk0
pk,k+1
= · · ·
=
j∑
k=1
F
(k)
j p
(0)
k
pk,k+1
x1 −
j∑
k=1
F
(k)
j pk0
pk,k+1
= F
(0)
j x1 − F (0)j , j ≥ 1.
For i ≥ 2, summing j from 1 to i− 1 gives
xi =
i−1∑
j=0
F
(0)
j x1 −
i−1∑
j=1
F
(0)
j , i ≥ 2. (4.10)
Since (4.9) is the nonnegative solution of (4.8), according to (4.10), we have m
(0)
10 ≥ ξ.
On the other hand, set
u0 = 0, u1 = ξ and ui =
i−1∑
j=0
F
(0)
j ξ −
i−1∑
j=1
F
(0)
j , i ≥ 2.
Then {ui} is the nonnegative solution of (4.8). By the minimality of m(0)i0 , we get m(0)10 ≤ ξ.
Therefore, m
(0)
10 = ξ, m
(0)
i0 = ui for i ≥ 2, and
m
(0)
00 =
∑
i 6=0
p0im
(0)
i0 + p00 = p01ξ + p00.
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Thus, ξ < 1 if and only if m
(0)
00 < 1, which is equivalent to transience by Proposition 1.1.
(2) Consider the following equations:
x
(`)
0 = 0,
∑
k 6=0
pjkx
(`)
k = x
(`)
j − `x(`−1)j , `, j ≥ 1,
where x
(0)
j = m
(0)
j0 . Similarly, m
(`)
10 = σ2, m
(`)
i0 = `
∑i−1
j=0
(
F
(0)
j d
(`) − d(`)j
)
for i ≥ 2, and
m
(`)
00 =
∑
i 6=0
p0im
(`)
i0 + `m
(`−1)
00 = p01σ2 + `m
(`−1)
00 .
Moreover, by Corollary 2.8(2),
E0
[
τ `01{τ0<∞}
]
=
∑
i 6=0
p0iEi
[
(τ0 + 1)
`1{τ0<∞}
]
+ p00 = p01E1
[
(τ0 + 1)
`1{τ0<∞}
]
+ p00.
From this, and noting that there exist constants c1 and c2 such that
c1m
(`)
10 ≤ E1
[
(τ0 + 1)
`1{τ0<∞}
] ≤ c2m(`)10 ,
we have E0
[
τ `01{τ0<∞}
]
< ∞ if and only if m(`)10 = σ2 < ∞, which yields the desired
assertion by Theorem 3.2(2).
Finally, we will study the criteria for strongly geometric transience and uniformly
geometric transience of the sub-stochastic skip-free chain.
Example 4.8. (The sub-stochastic skip-free chain). Let P = (pij) be an irreducible sub-
stochastic transition matrix on X = N with pij = 0 for j − i ≥ 2, and
∑
j≥1 pij < 1 for
some i ≥ 1.
Let P̂ = (p̂ij) be a stochastic transition matrix on the state space X̂ = X ∪{0}, where
p̂ij =

pij, i, j ∈ X;
1−∑j≥1 pij, i ∈ X, j = 0;
1, i, j = 0;
0, i = 0, j ∈ X.
Then 0 is an absorbing state for P̂ . Thus, τ defined in (2.19) is just the first hitting time
of state 0 for P̂ , say τ̂0. For i ≥ 1, define
d0 = 0, di =
i∑
k=1
F
(k)
i
pk,k+1
and d = sup
i≥1
∑i−1
j=0 dj∑i−1
j=0 F
(0)
j
.
Let
σ3 = sup
n≥1
n−1∑
k=0
F
(0)
k
∞∑
j=n
1
pj,j+1F
(0)
j
and σ4 = sup
n≥0
n∑
k=0
(
F
(0)
k d− dk
)
.
Following the argument of single-birth processes in [24] or [2, Theorem 4.52], we can derive
that there exists a constant κ > 1 such that for all i ≥ 1,
Eiκτ = Eiκτ̂0 <∞
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provided σ3 <∞, which also implies that
Pi {τ <∞} = Pi {τ̂0 <∞} = 1, i ≥ 1.
Meanwhile,
sup
i≥1
Eiτ = sup
i≥1
Eiτ̂0 <∞
if and only if σ4 < ∞. Therefore, we have the following criteria according to Theorems
2.11(2) and 2.15(5).
Theorem 4.9. (1) The chain Φ is strongly geometric transient if σ3 <∞.
(2) The chain Φ is uniformly geometric transient if and only if σ4 <∞.
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