To explore the three-base periodicity often found in proteincoding DNA regions, we introduce a DNA model based on three deterministic states, where each state implements a finitecontext model. The results obtained show compression gains in relation to the single finite-context model counterpart. Additionally, and potentially more interesting than the compression gain on its own, is the observation that the entropy associated to each of the three states differs and that this variation is not the same among the organisms analyzed.
INTRODUCTION
There is a steady demand for efficient methods able to reduce the storage space taken by the impressive amount of genomic data that are continuously being generated, and to investigate their structure. Although this is a paper on DNA data compression that describes a new DNA-specific compression method, its goals go beyond compression. We seek to better understand and model specific regions of the DNA data, the protein-coding zones. It is known that these DNA regions possess specific properties, different from those of noncoding parts. Particularly, they are generally more difficult to compress, because the main feature used by most DNA compressors, the occurrence of sequence repeats, is not so frequent in these zones [1] . However, there is a characteristic of protein-coding regions that has not been yet exploited for compression: The three-base periodicity [2] .
The aim of this paper is to explore the three-base periodicity property of protein-coding regions in the context of data compression. To achieve this we propose a model composed of three states. Each of the models is selected periodically, according to the three-base period, and each state is implemented using a finite-context model. The comparison of this cyclically varying three-state model with the single finitecontext model counterpart shows that it is able to to better capture the statistics of the data. We have also found that the entropy of the three states differs, and that the variation is not the same among the organisms analyzed, a fact that may have independent interest.
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DNA COMPRESSION METHODS
The first compression method designed specifically for DNA sequences is Biocompress [3] . It explores the occurrence of complemented inverted repeats, and switches between LZ compression and transparent mode. Biocompress-2 introduced a third mode of operation, based on a second order finitecontext arithmetic encoder [4] .
Rivals et al. proposed another compression technique based on exact repetitions, Cfact, which relies on a two-pass strategy [5, 6] . Contrarily to Biocompress, Cfact does not explore any particularity of DNA sequences and hence it can be considered a general purpose compression algorithm.
The idea of using repeating sub-sequences as a means of achieving compression was also exploited by Chen et al. [7, 8] . One version of the algorithm, GenCompress-1, used only replacement operations. The next version, GenCompress-2 was also able to perform deletion and insertion operations in the sub-sequence. Both schemes appear to show identical compression performance, which seems to indicate that replacements should be enough.
A further modification of GenCompress led to a two-pass algorithm, DNACompress, relying on a separated tool for approximate repeat searching, PatternHunter, [9] . Besides providing additional compression gains, DNACompress is considerably faster than GenCompress.
Before the publication of DNACompress, a technique based on context tree weighting and LZ compression was proposed [10] . It provided a slight compression gain over GenCompress [10] , but the computing time needed for large sequences showed to be prohibitive [9] .
The paradigm of exact matching was addressed recently by Manzini et al. [11] . The aim was a fast, although competitive, DNA encoder. One of the key problems of compression techniques based on sub-sequence matching is the time taken by the search operation. Manzini et al. addressed this drawback by proposing a solution based on fingerprints. Basically, in this approach, the possibility of matching small sub-sequences is waived in exchange for increased speed.
Tabus et al. proposed a DNA sequence compression method based on normalized maximum likelihood discrete regression for approximate block matching [12] .
THE NEW THREE-STATE MODEL
Most existing DNA compressors emphasize finding good exact/approximate repeats or inverted complements. In our opinion, other potentially important aspects, such as the particular characteristics of protein-coding regions, deserve equal attention.
In this paper we seek to explore the three-base periodicity often found in protein-coding regions [2] . This periodicity is useful to locate the protein-coding regions [13, 14] , and motivated the development of fast algorithms for calculating the spectral coefficient of interest [15] .
The three-base periodicity suggests an underlying statistical model driven by three different, although related, information sources. To test this conjecture, we use a setup based on three states, each a finite-context model, and where the switching between states follows the three-base periodicity.
Consider an information source that generates symbols, s, from an alphabet A. At time t, the sequence of outcomes generated by the source is
A finite-context model (see Fig. 1 ) of an information source assigns probability estimates to the symbols of the alphabet, according to a conditioning context computed over a finite and fixed number, M , of past outcomes (order-M finite-context model) [16] . At time t, we represent these conditioning outcomes by c t = x t , x t−1 , . . . , x t−M +1 . The number of conditioning states of the model is |A| M , dictating its complexity (or model cost). In practice, the probability estimate of the next outcome x t+1 being s ∈ A is obtained from
In our case δ = 1, and n(s, c t ) is the number of times that in the past the information source generated symbol s having c t as the conditioning context. These counters are updated each time a symbol is encoded. The context template is causal, and the decoder is able to reproduce identical probability estimates without side information. Figure 2 shows the model used in this paper. It differs from the finite-context model of Fig. 1 by the inclusion of three internal states. Each state is selected periodically, according to a three-base period. Each state comprises a finitecontext model, similar to the one in Fig. 1 . With this model, the probabilities depend not only on the M last outcomes, but also on the value of t mod 3. Note that although the model relies on the codon structure of proteincoding regions, it does not require the knowledge of the correct reading frame. But if a particular codon position is chosen to start the model, the corresponding reading frame should be maintained, or the statistics will become mixed.
EXPERIMENTAL RESULTS
The reported results were obtained using data from the f f n files found in f t p . n c b i . n l m . n i h . g o v / g e n o m e s . We included data from Haemophilus influenzae, Escherichia coli K12, Schizosaccharomyces pombe, Saccharomyces cerevisiae and Arabidopsis thaliana. To avoid undesirable interferences, the files were checked for genes containing spurious symbols or having a length other than a multiple of three. Table 1 presents the compression results obtained using four coding approaches: The three-state finite-context model, the single-state finite-context model, DNACompress [9] (denoted by DnaC) and Manzini's method Dna3 [11] . For each sequence, the optimal context depth M was used.
The results show that the three-state model is always better than the single-state finite-context model, confirming the Table 1 . Compression results, in bits per base (bpb), obtained for Haemophilus influenzae, Escherichia coli K12, Schizosaccharomyces pombe, Saccharomyces cerevisiae and Arabidopsis thaliana. For the three-state model, columns "bpb0", "bpb1" and "bpb2" indicate the compression rates attained by each of the three states (corresponding to their respective sub-sequence, i.e., to one third of the whole sequence), whereas the "bpb" column indicates overall compression rate. Columns "M " indicate the order of the finite-context model, which was always the best possible. Columns "DnaC" and "Dna3" show compression results using, respectively, DNACompress and Manzini's Dna3 method. Table 1 shows the compression gains obtained by exploring the three-base periodicity of the protein-coding regions. For some of the organisms, our approach outperformed the stateof-the-art DNA compression techniques. Since DNACompress and Dna3 rely strongly on sub-sequence repetition, as in fact most of the DNA compression techniques do, we believe that in those sequences repetitions are relatively rare. The opposite also holds, i.e., the relative performance of the three-state model decreases for sequences containing many repetitions, better exploited by other algorithms. This is precisely what happens with the Arabidopsis thaliana genome. Many plant genomes show considerable amounts of repetition, and Arabidopsis thaliana is known to have extensive gene repetition [17] . Thus, when compression performance is the only goal, the three-state model has to be complemented with a method able to explore these repetitive patterns.
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DISCUSSION AND CONCLUSIONS
Another interesting issue that follows from Table 1 is related to the bit-rates for the three states, and how do they compare. The values denoted by "bpb0", "bpb1" and "bpb2" indicate the average number of bits required by the encoder to represent, respectively, the first, the second and the third bases of the codon. For the Haemophilus influenzae, Schizosaccharomyces pombe and Arabidopsis thaliana, the first base is the hardest to compress, then the second and finally the third. Thus, the first base conveys the largest fraction of the codon information. This is not surprising, since in the genetic code most aminoacids are represented by more than one triplet and, for some, the third base is irrelevant. The really surprising fact is that for all chromosomes of Saccharomyces cerevisiae the second base seems to carry less information than the third one. Moreover, although marginally, the second base of Escherichia coli K12 seems to carry at least as much information as the first base. We are unable to provide an explanation for these facts, which justify further analysis.
In conclusion, our findings indicate that the three-base periodicity found in the protein-coding regions can be explored from the viewpoint of data compression. The compression performance of a three-state finite-context model always behaves better in those regions that the single-state counterpart. For some organisms, the performance exceeds that of stateof-the-art DNA compression techniques. Our model opens up the possibility of analyzing how information is distributed among the three bases of the codon, and we found that for the Saccharomyces cerevisiae the third base of the codon carries, on average, more information than the second base, an intriguing fact whose biological significance, if any, remains unclear and seems worth of further study.
