Abstract-In this paper, the technique of image noise cancellation is presented by employing cellular neural networks (CNN) and linear matrix inequality (LMI). The main objective is to obtain the templates of CNN by using a corrupted image and a corresponding desired image. A criterion for the uniqueness and global asymptotic stability of the equilibrium point of CNN is presented based on the Lyapunov stability theorem (i.e., the feedback template "A" of CNN is solved at this step), and the input template "B" of CNN is designed to achieve desirable output by using the property of saturation nonlinearity of CNN. It is shown that the problem of image noise cancellation can be characterized in terms of LMIs. The simulation results indicate that the proposed method is useful for practical application.
LMI has been attracted much attention for their computational tractability and usefulness in control engineering and the number of control problems that can be formulated as LMI problems is large and continue to grow [12] . The LMI can now be solved efficiently by the powerful MATLAB LMI Toolbox [13] .
The new strategy of image noise cancellation is proposed by combining CNN and LMI. Without the need for simplifying the templates [3, 4, 5, 7] , the proposed method can obtain satisfactory templates to eliminate noise effectively. In this paper, a given smaller size training sample that consists of a corrupted image and a corresponding desired image is presented to find the templates of CNN. A criterion for the uniqueness and global asymptotic stability of the equilibrium point of CNN is derived based on the Lyapunov stability theorem. Next, the input template "B" is obtained by employing the property of saturation nonlinearity of CNN. To combine the above results, it will be shown that the problem of templates design is characterized in form of a standard LMI problem.
The rest of this paper is organized as follows. Section 2 presents formulation and preliminaries for the image noise cancellation problem. In Section 3, the problem of stability for CNN system is discussed and the templates design of CNN for the image noise cancellation is characterized by LMIs. An example is given in Section 4 to demonstrate the proposed methodology. Finally, conclusion is drawn in Section 5.
II. PROBLEM FORMULATION AND PRELIMINARIES
In this paper, the space-invariant CNN system and LMI are utilized for image noise cancellation. The block diagram for the training system is shown in Fig. 1 . The templates of CNN are trained by a given training sample with smaller size from LMI perspective and then the CNN with given templates is employed to eliminate noise from arbitrary larger corrupted images arbitrary larger corrupted images. The system structure of a cell of the space-invariant CNN is depicted in Fig. 2 , where U is the input image with size M by N, Y is the output image with size is equal to input image, x ij is the state of cell (i,j), u ij is the pixel of input image at i th row and j th column, y ij is the pixel of output image at i th row and j th column, z is the threshold, A is the feedback template, and B is the input template. Figure 2 . The system structure of cell (i,j)
The dynamical behavior of cell (i,j) is represented as follows [7] )
where the symbol " ⊗ " denotes the summation of dot products, and
After repacking, the dynamical behavior of a space-invariant continuous time CNN can be described by the following equation
, where
that would be ignored in this method is the threshold vector, and
Remark:
The templates "A" and "B" are different from the feedback matrix Â and input matrix B respectively, but their relation is quite close [7] . In this paper, the templates are trained by a corrupted image (be represented as the static input vector u ) and a corresponding desired image (be represented as the output vector * y that we want at steady state). According to above description, it is obvious that (3) can be rewritten as
where
L is independent on time. In order to simplify the proof of the stability of CNN, we will shift the equilibrium point
The following lemma that will be frequently used in the derivation of our main result is so-called Schur Complement Lemma. 
III. MAIN RESULT AND PROOF
According to the training system (see Fig. 1 ), we will first derive a criterion for the uniqueness and global asymptotic stability of the equilibrium point of the CNN based on the Lyapunov stability theorem (i.e., "A" template of CNN is solved). Afterward using the mathematical analysis approach, "B" template of CNN is designed to achieve desirable output * y at steady state.
Theorem 1:
Consider the training system in Fig. 1 and the dynamical behavior of CNN (3), if the training sample that consists of a bipolar corrupted image and its corresponding desired bipolar image is given and the following LMIs are existence, then the templates of the CNN for the image reconstruction would be solvable
(ii)
y is white) 
, i u that depends on the corrupted image of training sample and * i y that depends on the corresponding desired image of training sample is the given binary output vector at steady state. Note: The image is coded such that -1 corresponds to black pixels and +1 to white ones.
Proof:
First, herein the proof of the criterion for the uniqueness and global asymptotic stability of the equilibrium point of the CNN shall be accomplished. In order to prove the global asymptotic stability of the origin of (6), we choose the following positive definite Lyapunov functional according to [8] [9] [10] [11] :
where α is a positive constant.
The time derivative of )) ( ( t V s along the trajectories of (6) is obtained as
According to (7), we can write (17) is the criterion of the global asymptotic stability of the origin of (6). Now, the uniqueness of the equilibrium point 0 s = * is proved by contradiction method. Consider the equilibrium equation of (6) 
According to (7) , equation (20) of (6) is unique. Thus, (5) has a unique equilibrium point for every û .
So far, the criterion of uniqueness and global asymptotic stability of the equilibrium point of CNN has been derived above. In other words, the template "A" is obtained already according to (9) . Now, we will design template "B" of CNN to achieve desirable output * y at steady state. From the training system in Fig. 1 and the dynamical behavior of CNN in (5), the equilibrium equation of (5) Â : The feedback matrix that can be obtained by (9) .
Β : The input matrix that should be calculated at this step.
By using the property of saturation nonlinearity (4), (23) 
i.e., the inequality (10) holds.
Combination of (17) and (25) forms the main result in this chapter, and it will be employed to eliminate noise from other corrupted images.
IV. EXAMPLE
In this section, an example is presented to illustrate the effectiveness of the proposed methodology. Herein we will use the different bipolar training samples (with smaller size 16 by 16) to train the templates of CNN based on theorem 1. Then the CNN with given templates would be employed to eliminate noise from other corrupted images (with larger size 128 by 128).
Firstly, the bipolar training sample (see Fig. 3 ) that consists of a corrupted image with 5% noise and its corresponding desired image is utilized to train the templates of CNN. Now, we consider another corrupted image with 10% noise and its corresponding desired image shown in Fig. 4 . After the calculation of the templates, the LENA images with various noise ratios are applied to the input of CNN and we will obtain the reconstruction images at the output of CNN. When the noise ration of input image is 5%, the images before and after CNN processing are shown in Fig. 5. Fig. 6 shows the results when the noise ration of input image is 10%.
In order to calculate the performance of the presented method under different levels of noise ratio, we introduce the reconstruction error rate as 
It is obvious that the smaller γ and larger η are better, and we will compare the performance of CNN with various templates by these values. The γ and the η values for various templates under different levels of noise ratio are shown in Fig. 7 and Fig. 8 respectively. From the Fig. 5 and Fig. 6 , they show that the reconstruction output images of the proposed CNN are very satisfactory. Further, the results in Fig. 5 and Fig. 6 also show that the templates trained by the training sample with higher noise ratio outperform the templates trained by lower noise ratio. In Fig. 7 and Fig. 8 , they reveal that the proposed CNN can eliminate noise effectively and about the ninety percent of the noise of the corrupted images have been removed regardless of the noise ratio.
V. CONCLUSION
In this paper, a solution to the templates design of CNN for noise cancellation is proposed. It is shown that the design problem can be transformed into LMIs, and then it is straightforward to obtain the solution by the recently developed LMI Toolbox. Hence, we have presented an effective design method and computational procedures to the templates design for image reconstruction. In contrast to traditional methods (i.e., simplifying the design templates), the proposed one can obtain satisfactory templates to eliminate noise effectively, without the need for simplifying templates.
From the simulated results, we find that the reconstruction images and the reconstruction error rate are very satisfactory. Thus, the new strategy provides a worthy approach for the 
