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Wireless location finding has emerged as an essential public safety feature of cel-
lular systems. Apart from its mandatory implementation enforced by governments,
wireless location also has many other potential applications in areas such as location
sensitive billing, asset tracking, fraud protection, mobile yellow pages, fleet manage-
ment, information services such as weather, traﬃc, navigation, directory assistance
and the list continues to grow and so does the location based services (LBS) market.
We consider mobile location determination in code division multiple access (CDMA)
cellular systems using the time of arrival method (TOA). Several location techniques
utilizing terrestrial wireless network elements and radio signals have been proposed
over the years. However, accurate positioning in a terrestrial wireless system is im-
peded by multipath propagation, multiple access interference (MAI), and non-line-
of-sight (NLOS) propagation. Traditional location algorithms have derived location
estimates assuming single user environment. However, this assumption is not correct
as measurement bias will be introduced due to MAI. The objective of this thesis is
xxi
to develop new algorithms to estimate time delays in the presence of MAI with a
particular emphasis on closely spaced paths in a multipath channel. First we present
Kalman framework based filtering for parameter estimation in the presence of MAI.
This approach is based on a deterministic sampling technique and yields a family
of sigma-point Kalman filters (SPKF). Two main variants of SPKF, namely the un-
scented Kalman filter (UKF) and divided diﬀerence filter (DDF) have been considered.
A comparison of these filters is made with linearized extended Kalman filter (EKF).
We show that sigma point Kalman filters are robust and near-far resistant a multiuser
environment and are simpler to implement. Also we present two new receiver struc-
tures. The first one is MAI cancellation based delay locked loop (DLL) employing
successive interference cancellation (SIC). The other is an early late tracking loop em-
ploying LMS for the time update. The tracking analysis of the proposed algorithms
has been carried out and simulation results of the proposed approach demonstrate
that an accurate time delay can be achieved and hence accurate location estimation
is possible in the presence of MAI.
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Chapter 1
Introduction
Over the past decade, considerable attention has been given to wireless cellular mobile
positioning systems, and a plethora of new location-based applications have already
been explored [1]. The recent advances in the wireless technologies and their de-
ployment have changed the once voice-only service network to value added service
network operating at very high data rates. One of the many of these services is the lo-
cation finding and has been used in many applications such as emergency services and
other commercial services like Intelligent Transportation System (ITS) [1-3]. Location
based services (LBS) oﬀer an increase in revenues generated for the carrier providers
by providing location sensitive billing for the subscriber where a subscriber is oﬀered
a diﬀerent rate according to whether the phone is used at home, in an oﬃce on the
move. Mobile location guarantees access to emergency services, localized billing, ra-
dio resource management, mobile yellow pages, location based messages (commercials)
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etc. [4].
The driving force behind the development of accurate wireless location techniques
is the ever increasing revenue generated from location based services. It was estimated
that the location based industry accounted for a revenue of about 40 billion in 2006
[5]. Numerous new and novel applications are being implemented to provide a range
of new services to the subscribers.
The accuracy requirements for network-based and handset-based technologies have
been outlined in [1]. In a hand-set based location system, the mobile station (MS)
measures certain signal characteristics to locate itself. On the other hand, in network-
based location the MS position is determined at the base stations (BSs). The two
approaches have certain advantages and disadvantages which will be discussed in the
next section. Both approaches are overlaid on the existing wireless communications
infrastructure with no additional technology required such as in case of dead reckoning,
proximity systems [6].
1.1 Problem Description and Solution
The objective of this research is to evaluate and enhance the performance of wireless
location in CDMA networks by developing new solutions for the case of multiuser
environment. MAI limits the accuracy of the parameters necessary for location esti-
mation. In addition, near-far eﬀect is also a major factor in the parameter estimation.
It is necessary to investigate MAI eﬀects on radiolocation. In the following, a brief
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description of the problem and the proposed solution is presented.
1.1.1 Eﬀects of Multiple Access Interference on
Radiolocation
Users in CDMA share the same frequency band and are distinguished by diﬀerent
spreading codes. Since the codes are not orthogonal, interference arises among the
active users. Due to non-orthogonality, the conventional correlator receiver suﬀers
from the near-far problem [1]. This implies that the cross correlation between the
spreading sequence of the user of interest and the signal from a strong interferer
can be larger than the correlation with the signal from the desired user. Detection is
rendered unreliable. The classical approach to deal with this problem is power control,
whereby all users transmit powers are controlled so that the powers received from all
users are equal.
At least three base stations (BS) are required to form location estimate, the trans-
mitted signal from mobile station (MS) needs to be detected and time delays tracked
at these BSs. In CDMA, DLL is used to fine track the signals at the BS. Power con-
trol may be applied in the home BS to mitigate near-far eﬀect, but it is a problem at
other non home BSs involved in location estimation since MS is not power controlled
at these BSs. So the ability to detect and track the time delays with high accuracy
translates into inaccuracies in the estimation process.
MAI not only reduces the tracking performance of the DLL but it also makes it
3
diﬃcult for non-home BSs to detect the desired user signal with power control in place
[5,6]. Many of the proposed radiolocation algorithms take into account a single user
environment and ignore MAI in the analysis.
In this work we focus on the multiuser radiolocation using time of arrival measure-
ments in CDMA cellular network. Since MAI aﬀects the time delay measurements,
we address the problem in two diﬀerent ways:
• Recursive filtering approach: We approach the problem from a system iden-
tification point of view where an adaptive filter is used to approximate the out-
put of the channel to estimate the channel coeﬃcients and time delays. In this
context, we have first considered linearized EKF. Eﬃcient and accurate approx-
imate non-linear filters have recently been proposed as alternatives to the EKF
for recursive nonlinear estimation of the states. First, as sampling-based non-
linear filters, the sigma point Kalman filters, the unscented Kalman filter and
the divided diﬀerence filter are investigated. These filters have been used to es-
timate the multiuser parameter in a multipath environment taking a state space
approach. A comparison of these approaches has been made with the EKF.
• Classical Approach: A delay tracker based on the classical time delay estima-
tion technique in CDMA is proposed. The algorithm takes a successive interfer-
ence cancellation (SIC) approach to detect the strongest users and successively
cancels their eﬀect from the received signal. A second approach based on an
early late tracking loop employing LMS for the time update is also discussed.
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Finally, a number of simulations are conducted to compare the performance of
these algorithms under a multiuser radiolocation framework.
1.2 Research Objectives
In a wireless environment, multipath propagation, shadowing, line-of-sight (LOS),
hearability, and MAI present challenges for an accurate mobile location in cellular
networks. Various algorithms have been proposed to address the aforementioned prob-
lems. Each location method has its advantages and limitations, with no single solution
yet to meet all the requirements for location services. Therefore new schemes for mo-
bile positioning are still being investigated. At the same time various methods have
been proposed to mitigate eﬀects of diﬀerent factors influencing the robust location
estimation.
The propagation environment introduces, among other things, interference. It
results from users sharing the same bandwidth in CDMA systems. As CDMA systems
are interference limited, MAI will limit not only the accuracy of parameter estimation,
but also whether estimation can be obtained at all in the presence of near-far eﬀect.
The MAI will aﬀect the ability of a conventional receiver at other BSs to accu-
rately estimate the mobile station (MS) delay which is the key to accurate time based
radiolocation techniques. The mobile location accuracy is greatly aﬀected by LOS
blockage, multipath propagation and MAI. Most of the research related to the loca-
tion estimation has been carried out by investigating the eﬀects of one or both of
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the first two factors mentioned above. However, the eﬀects of MAI on the location
estimation when the arriving paths are closely spaced has generally not been explored
by the researchers. This constitutes a basis for conducting research to analyze MAI
on mobile location and propose techniques to mitigate its eﬀects.
The objective of this research is to develop solutions for accurate mobile location
in multiuser CDMA cellular network. The location accuracy is likely to be aﬀected in
a multiuser scenario as is the case in practical situation [1]. The foregoing argument
necessitates the development of new algorithms and techniques that provide reliable
and accurate location estimation in a multiuser scenario.
In particular ,the objectives of this research are
• To propose new TOA estimation techniques that may be subsequently used
for wireless location in cellular systems to provide location estimates that are reliable
and reduce the ambiguity in the subscriber location in CDMA cellular environment.
• To develop solutions for MAI impairment found in such location systems
that are robust and are able to minimize the MAI eﬀects on location estimation in a
multiuser CDMA cellular environment.
• To provide an overall performance analysis of the proposed location solutions
to the subscriber location problem in CDMA cellular systems.
To accomplish these objectives, we have proposed two new approaches. The first
approach is based on sigma point Kalman filters and the second approach is based on
a modified DLL and early late tracking loop integrated with successive interference
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cancellation.
1.3 Outline of the thesis
The thesis has been organized as follows. A background of related research and tech-
niques on radiolocation is provided in Chapter 2 along with applications and overview
of location systems, major challenges in location estimation, and parameter estimation
algorithms. Chapter 3 presents the fundamentals of CDMA for location estimation
with focus on DLL. Then, we investigate the eﬀects of MAI on DLL. In chapter 4, we
present our proposed schemes based on recursive filters using a state space approach.
Chapter 5 presents interference cancellation based DLL. Multiuser radiolocation es-
timation based on approximate maximum likelihood (AML) is presented in chapter
6 with location estimates derived for the proposed approaches in diﬀerent scenarios.
Finally chapter 7 presents a summary of the dissertation contributions with a brief
discussion on the directions for future research and conclusion.
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Chapter 2
Wireless Location Systems
2.1 Background
Wireless location estimation refers to the problem of estimating the position informa-
tion of a mobile subscriber in a cellular environment. Such positioning information
is usually provided in terms of geographic coordinates of the mobile subscriber with
respect to a geographic reference point. Wireless location is also called mobile posi-
tioning, radiolocation, and geolocation. It has emerged as an essential part of cellular
systems with a number of potential applications in many diverse areas. In this chap-
ter, we present an overview of the main applications of wireless location techniques
with discussion on the locations systems types, technology constraints, challenges and
radiolocation data fusion methods.
8
2.2 Applications of Wireless Location Systems
The availability of the MS location information can be useful for diﬀerent location-
related services. In general, these applications can be categorized into three groups:
security services, business services, and network management [2,4].
1. Security services:
- Surveillance, roadside assistance, stolen vehicle recovery
2. Business services:
- Fleet management, tracking (packages, cars, people, busses etc.), location
based advertisement, mobile yellow pages
- Intelligent Transportation Systems such as highway traﬃc management,
traveler information system, navigation system
3. Network management services:
- Location based billing system, radio resource management, mobility
management, handover assistance
Other location dependent information services include:
- Location of hotels and restaurants, vehicle repair/maintenance services, park-
ing space information
In addition to the value added services, location technology can be used to provide
entertainment related services as well. Location based games such as GPS assisted
Glofun Raygun, Blisterent Swordfish, Blisterent Torpedo Bay, NewtGames Mogi are
some of the location technology based games available to the consumer.
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Position finding has become one of the most important features of the mobile com-
munications systems. It can play a very crucial part in case of dealing emergency situ-
ations requiring immediate response. This includes emergency alert services, roadside
assistance and safety alarms for social workers, watchmen and alone-working people
like forestry workers. Location based charging allows a subscriber to be charged dif-
ferent rates depending on the subscriber’s location or geographic zone, or changes in
location or zone [8]. Fleet and asset management services allow the tracking of lo-
cation and status of certain service persons such as a supervisor of a delivery service
may determine the location and status of employees, parents may locate where their
children are, animal tracking, and tracking of assets.
Intelligent transportation system (ITS) uses mobiles in cars to be anonymously
sampled to determine average velocity of vehicles and detect and report congestion
using average flow rates, vehicle occupancy etc. [1-3]. Location based information
services allow subscribers to access information based on their location. The service
includes city sighting, location dependent content broadcast, mobile yellow pages,
finding friends, driving directions and navigation. Another important use of accurate
location estimates is to optimize the internal network. The information about the
location of the mobile stations may be used not only to provide a subscriber service,
but also may be used for network internal operations such as location assisted handover
[9-10]. This internal use of the information may lead to higher traﬃc capacity and
improved call completions. Many routing algorithms for ad hoc networks have also
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been developed that use location dependent information of the mobile hosts for route
discovery [11—13].
2.3 Overview of Location Systems
For locating wireless terminals in cellular and wireless communication networks, the
diﬀerent practical technologies can be arranged into three main categories:
- Terrestrial radio-based or Cellular based systems
- Satellite based systems, and
- Database oriented systems
Although there are other location technologies including dead reckoning and prox-
imity systems [1, 6], these are not under active consideration for implementation by
wireless carriers or standard bodies due to coarse positioning. We will discuss in what
follows the diﬀerent technologies listed above.
Terrestrial radio-based Systems
A terrestrial based location system is overlaid on the existing cellular communica-
tion systems with (or without) some minor modifications. The location system takes
advantage of existing transceivers, communication bandwidth, two way messaging,
and well established infrastructure. Unfortunately, it also inherits the disadvantages
of underlying communication systems i.e. near-far eﬀects, non-line-of-sight (NLOS)
propagation paths, and timing estimation accuracy.
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Terrestrial based location involves the measurement of radio signals between the
MS and a set of fixed BSs to estimate certain parameters that are dependent on the
MS position. These parameters include Received Signal Strength (RSS), Angle of
Arrival (AOA), Time of Arrival (TOA ) and Time Diﬀerence of Arrival (TDOA) of
the transmitted signal.
Satellite-based systems
These systems, such as the Global Positioning System (GPS), are based on similar
radio signal measurement principles discussed for terrestrial radio-based system, the
diﬀerence being that the MS handset has to be enabled with a special receiver for the
satellite signals to self locate itself. A GPS receiver requires receiving signals from
at least four satellites in order to obtain the longitude, latitude, and altitude of its
position. For indoor environment or some urban area, the GPS system fails due to
the absence of the clear link to the satellites. Hybrid technology that incorporates
terrestrial and satellite based locations is also gaining popularity leading to techniques
such as Assisted GPS [8].
Database-oriented Systems
The major part of such systems is a pre-constructed database, which contains the
mapping information of the received features and exact physical location of the trans-
mitters. The signal features consists of a collection of attributes, such as the prop-
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agation delay, the signal phase, the signal amplitude, the direction of signal arrival,
and the multipath profiles. Once a set of features measurements is obtained, the sys-
tem searches through the database for the closest match using the pattern matching
techniques. This approach circumvents the need for a direct communication path;
however, it demands constant database updates to adopt to the changes of seasons,
weather conditions, and reconfiguration of city buildings [14].
2.4 Comparison of Existing Location Systems
For network-based systems, the main advantage is that it does not require any modi-
fications or specialized equipment in the MS handset, thus a range of handsets in the
existing cellular networks can be accommodated. Moreover, such systems do not re-
quire the use of GPS components, thus avoiding any political issue that may arise due
to their use. The main disadvantage of network-based wireless location is its relatively
lower accuracy, when compared to GPS-based location methods.
On the other hand, GPS receivers usually have a relatively high degree of accu-
racy, which can reach less than 10 meters with diﬀerential GPS server-aided systems
Moreover, GPS satellite signals are available all over the globe, hence, can be used
to provide global location information. However, some of the disadvantages include
increased cost, size, and battery consumption of GPS enabled mobile handsets. In
order for this technology to be operational, we require to replace hundreds of millions
of legacy handsets already in use with new GPS-aided handsets. Similarly, wireless
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Figure 2.1: MS position location using AOA measurements
base station need to be equipped with GPS aiding servers that increases overall cost of
GPS-aided location systems. Other disadvantages include degraded accuracy of GPS
measurements in indoor and urban environments , where one or more satellites are
obstructed by buildings.
Before completing our discussion on location systems, we will discuss in what
follows diﬀerent techniques used in location systems.
One of the most popular techniques is Angle of Arrival (AOA) estimation, or
Direction finding technique [2,15]. It involves the use of antenna arrays to determine
the direction from which a signal was received at one or more receivers. These antenna
arrays are located at the base stations. Given the knowledge of the BS, the AOA
defines lines of positions (LOP) whose intersection provides an estimate of the position
for the MS in 2-dimensional space as shown in Figure (2.1)
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Location systems based on ranging make distance measurements (i.e., ranges) be-
tween theMS and BS. Commonmethods for measuring ranges include TOA estimation
and signal strength estimation. When TOA is estimated, the distance from the MS to
the communicating BS traversed by a radio wave can be obtained by multiplying the
TOA by the speed of light. As shown in Figure (2.2), the range measurements define
LOPs that are circular and centered at the BSs. Two range measurements provide an
ambiguity for the MS while three measurements determine a unique position. Sim-
ilarly, range-diﬀerencing determines the diﬀerence in distances between the MS and
two BSs, and these can be measured directly from estimated TDOA measurements,
or formed by diﬀerencing two range measurements. The position of the MS is deter-
mined based on trilateration. In this case, the range-diﬀerence measurements define
LOPs that are hyperbolas with foci at each BS. As illustrated in Figure (2.3), the
intersection of LOPs from three BSs provides an estimate of the MS’s location in two
dimensions. A few terrestrial hybrid location techniques can be employed that utilize
a combination of time and angle measurements [16—18]. These hybrid methods are
very useful when there is an insuﬃcient number of measurements of one type or if the
measurements are erroneous.
Besides these well known methods, there are other terrestrial based techniques
that can be used to determine the MS location. One simple method is to use the cell
ID of the caller to find the approximate location of the MS [8]. In this case, the best
approximation to the MS position is given by the location of the serving BS. Obviously,
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Figure 2.2: MS position location using TOA measurements
the accuracy of this method depends on the cell size. This can be used as default
when other accurate methods fail or cannot be implemented. Another technology
called Wireless Location Signatures [19] is based on measuring signal strengths at the
user’s handset that are then relayed to the serving BS for position determination.
The signal measurements are correlated to a central database of signal strength maps
and the most likely position of the user is given by the best match. Another database
correlation method for mobile localization in multipath scenarios was proposed in [20].
2.5 Location Technology Constraints
The choice of the right location technology for a particular application depends on
several factors. As is the case with any commercial application, the primary re-
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Figure 2.3: MS position location using TDOA measurements
quirement is low cost of development, implementation, maintenance and upgrade.
A signal strength based method employing database matching techniques may only
require new software installation and processing at the network and handset side,
while arrival time-based technology may require relatively more expensive hardware
and software modifications to the network infrastructure. Other applications such as
location-based advertising may provide some freedom to wireless carriers to maximize
revenue by adopting less expensive although less accurate technology. Nevertheless,
the higher the accuracy, the better the service and hence, high accuracy is the most
desired performance indicator of any wireless location technology. Another desired
feature of any location technology is that it must be flexible enough to work with
diﬀerent network air interfaces. As wireless operators shift from 2G to 3G technol-
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ogy, the location technology should be compliant and minimize the need for expensive
hardware and software updates or reinstallation. Handset-based positioning utilizing
embedded GPS receivers may be the favored technology for 3G phones and provide
the best accuracy but requires subscribers to purchase new handsets and cannot be
applied to existing or legacy handsets. Ideally, the location solution should allow
carriers to locate existing users using the existing network without expensive modifi-
cations and be adaptable to complement satellite handset-based techniques. Finally,
the quality of the signal parameter estimates used for radiolocation depends on the
type of environment (indoor/outdoor, rural, suburban, urban, mountainous/hilly) and
can be a significant factor aﬀecting the accuracy. The optimum location technology
should provide consistent results in all environments such that users can be located
throughout the service area and even while roaming.
2.6 Challenges in Location Estimation
Error can be introduced to the location process in a variety of ways. The radioloca-
tion system accuracy is dependent upon how well it can mitigate these impairments.
One of the sources of error for radio location estimation is the TOA/AOA/TDOA
measurement error. This error comes either from the limitations on the equipment or
estimator precision. There are three other sources of error that aﬀect location accu-
racy: multipath propagation, NLOS propagation and MAI for CDMA systems. Also
near-far eﬀect contributes to the errors [21]. Steps must be taken to mitigate these
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impairments to improve the location accuracy. We will discuss in what follows briefly
the eﬀects these factors in estimation of signal parameters and radiolocation.
2.6.1 Multipath Propagation
In wireless communications, multipath phenomenon is a result of radio signals reaching
the receiver from two or more paths. These multiple copies of the same received signal
are phase shifted by following diﬀerent paths and hence interfere at the receiver either
constructively or destructively giving rise to fading[1, 22-23]. This may aﬀect the
accuracy with which we can measure AOAs, TOAs and TDOAs [1].
Many multipath mitigation techniques have been investigated to estimate AOA
corresponding to the true AOA. The accuracy of the MS location estimates are aﬀected
if the AOA algorithm uses estimates that correspond to the multipath AOAs (not
the true AOA). Similarly time-based location estimates obtained using correlation
techniques are also aﬀected by measurements taken in the presence of multipath [1,23].
In conventional receivers, If the one arriving multipath ray has more power than
the other arriving rays, then the delay estimates will be biased towards the strong
multipath ray making them far from the true delay estimates. Hence the accuracy of
the location estimate will be lowered. Location algorithms relying on delay estimates
to locate the MS, an error will be introduced in the location estimate due to multipath.
The eﬀect of multipath on code acquisition (for TOA estimation) is discussed in [24,25],
and on DLL in [26] where the multipath component is seen to bias the tracking of
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the DLL. Many diﬀerent methods have been proposed to provide better resolution
for estimating TOA in multipath scenario such as subspace techniques [27-32] and
adaptive techniques [33-37]. Maximum likelihood (ML) based delay estimates in the
presence of multipath have been discussed in [38,39]. Similarly multipath resistant
conventional DLL methods have been described in [40-41] and those based on the
EKF in [42].
2.6.2 Multiple Access Interference
In CDMA systems, diﬀerent users utilize the same channel by multiplying their data
with diﬀerent codes to separate them from each other. Those codes are not fully
orthogonal to each other. Thus, diﬀerent users induce some error into the desired user
data. This error is called MAI and depends on how orthogonal the users’ codes are to
each other. The eﬀect of MAI on the TOA estimation is discussed in [4]. It is shown in
this paper that the performance of the DLL is drastically degraded as we increase the
number users, and it becomes worse if the other users have higher received power than
the desired user. This is also known as near-far problem. We will further elaborate
MAI in the chapter 3.
2.6.3 NLOS Propagation
Non-line-of-sight (NLOS) is used to describe radio transmission along a path that is
partially obstructed by some physical object between the transmitter and the receiver.
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Location algorithms require the presence of a direct, or LOS, path between the MS
and the BS to increase the estimation accuracy. However in most of the cases, the
signal propagating from the MS to the BS and vice versa are obstructed by many
objects such as buildings, trees, hills, mountains etc. Hence the signal arriving at the
BS from the MS may take a path which is usually longer one than the true path and
also arrives from a diﬀerent direction than the direct path resulting in NLOS error.
For algorithms based on time-based techniques, the extra propagation time because
of the NLOS path adds positively to the measured time and hence results in an added
error to the true distance between the MS and BS [43]. It has been reported that the
NLOS error in GSM can average between 500-700 meters [44]. For angle of arrival
based algorithms NLOS may make the angle from which the signal arrives at the
BS diﬀerent from the true direction of the MS. The measured angle will correspond
to reflections from obstruction around the MS. This directly results in poor location
accuracy.
2.7 Overview of Estimation Techniques
Location estimation of the MS involves performing the following two steps:
- the first step is to estimate the MS signal parameters such as such as signal
strength, TOAs, TDOAs, AOAs estimates either at the MS handset or the BS.
- the second step involves the use of any of the radiolocation data fusion methods
discussed previously on the estimated parameters [45-47].
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Figure 2.4: Multipath scenario
Parameter estimation has been and continues to be a widely researched field of
study. In this section, we will discuss some of the popular approaches for the estimation
of signal angle, range and range diﬀerence parameters.
2.7.1 TOA Estimation
The distance between an MS and a BS is calculated by multiplying the measured
TOA , τ , of the radio signal by the velocity of light in free space, c. In CDMA
delay estimation usually consists of two parts: code acquisition and code tracking
[1]. In code acquisition an initial synchronization of the received spreading code with
the receiver’s local spreading code is achieved. Whereas code tracking attempts to
maintain synchronization after initial acquisition. Both of these approaches can be
22
used for the location. Many techniques have been used to obtain coarse acquisition.
These include,among others, sliding correlator, matched filter, serial search, parallel
search, Fourier-based, subspace based code acquisition [1]. Similarly methods have
been proposed for fine acquisition such as the delay-lock loop (DLL) and Kalman
filtering based code tracking.
Other signal processing approaches for TOA estimation include ML based method
[23], iterative successive cancellation technique based on a correlation or subspace
based techniques to estimate TOAs in a multipath scenario [48]. One of the require-
ments for the TOA method is an precise time synchronization of all involved fixed
measuring units usually the BSs and MS clocks. If there is a drift in the MS clock,
then it is directly reflected into an error in the location estimate of the TOA method
[2].
2.7.2 TDOA/Range Diﬀerence Estimation
Accurate TDOA estimation requires the use of some delay estimation techniques that
is resistant to noise and interference and has the ability to resolve multipath signal
components. Many approaches have been proposed to estimate TDOA with varying
degrees of accuracy and robustness. These include the Generalized Cross-Correlation
(GCC) and Cyclic Cross-Correlation (CCC) methods [49].These methods estimate the
TDOA as the value that maximizes the cross-correlation between signals received at
a pair of BSs. The advantage of combining two or more TDOA measurements results
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in a MS location estimate that avoids MS clock synchronization errors [1].
2.7.3 AOA Estimation
The direction of arrival of the MS signal can be calculated by measuring the phase
diﬀerence between the antenna array elements or by measuring the power spectral
density across the antenna array in what is known as beamforming. These antenna
arrays are located at the BSs. Thus, AOA estimation techniques are usually used for
network-based solutions. Two popular techniques are the so called maximum likeli-
hood method (MLM) based on the work of Capon [50] using frequency wave number
analysis, and maximum entropy method (MEM) based on the work of Burg[51].
A ML-based estimator proposed for the AOA measurements is based on iterative
Alternative Projection (AP) which transforms the multivariate nonlinear maximiza-
tion problem into a sequence simpler one-dimensional maximization problems [52].
Perhaps, the most important high resolution methods are based on the subspace
techniques proposed by Schmidt [53] with the Multiple SIgnal Classification (MU-
SIC) algorithm for AOA. MUSIC is based on separating a signal subspace from a
noise subspace and the parameters can be achieved using the orthogonality of the
signal and noise subspace. Many diﬀerent variants of the MUSIC algorithm exist
such as Root-MUSIC [54] and recursive unitary MUSIC algorithm (RUMA). Another
subspace-based AOA estimation techniques include the Estimation of Signal Parame-
ters by Rotational Invariance Techniques (ESPRIT) algorithm [55] and its variants.
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The idea of ESPRIT is to divide the array in two equivalent subarrays separated by
a known displacement D. The DOA estimates are then angles of arrival with respect
to the direction of D [56].
One advantage of AOA estimation is that it requires less number of BS than that
of TOA and TDOA methods. Another advantage of AOA location methods is that
they do not need any MS-BS clock synchronization. However, the disadvantage of
AOA method is the requirement of added antenna array at each BS. Deploying these
antenna arrays in all existing BSs is costly for wireless service providers. AOA tech-
niques require modifications at the network side without requiring any modification
to the handset. Moreover antenna orientation need to be very precise for slight array
misalignment would make AOA’s measurements inaccurate. The accuracy of the AOA
technique is dependent on the beamwidth of the antenna array.
2.7.4 Signal Strength Estimation
Estimates of the range between a MS and BS can also be derived from measured
signal strength measurements at either the MS or BS. Based on empirical models
describing signal attenuation with distance [57, 58], the range between the MS and
BS can be estimated by measuring the received signal power and calculating the path
loss assuming transmit power is known.
The advantages of this method is that there is no need to modify the handset
as well as the cellular network and most modern radio modules already provide a
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received signal strength indicator (RSSI). On the other hand, the disadvantage is that
this method is not very reliable because of the high variability of the received signal
strength measurements as the signal level attenuates significantly in a multipath,
with variations in the RSS can be 30-40 dB over distance of the order of an half
wavelength. The power control mechanisms employed in cellular systems also imposes
another diﬃculty in estimating the location via RSS measurements. Therefore, it is
considered as the least reliable technique.
2.7.5 Joint Parameter Estimation
Joint parameter estimation techniques estimating more than one type of parameter
simultaneously have recently been developed. With reference to the location estima-
tion, joint estimation of angle of arrival and time of arrival (AOA/TOA) techniques
have also been proposed. Most of these joint AOA/TOA estimation approaches are
based on ML techniques, signal subspace techniques such as MUSIC or ESPRIT and
Kalman filter based techniques, estimating a single user’s multipath components at a
receiver. The ML based joint AOA/TOA in a static channel is an iterative scheme
transforming a multidimensional ML criterion into two sets of one dimensional prob-
lems [47]. The methods in [42,73] use EKF for joint channel and delay tracking.
The algorithm in [1] uses the UKF to estimate and track the channel coeﬃcients and
delays in a time-varying CDMA system. Joint estimation based on particle filters
and expectation-maximization (EM) algorithm have also been proposed. These joint
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algorithms need both AOA and TOA measurements to locate the MS.
2.8 Data Fusion Methods
Data fusion for wireless location refers to the process of combining the parameter
estimates obtained from multiple base stations. The purpose is to produce a fused
result hat gives reliable estimate of the MS position. This is normally done at a
central location. Various data fusion methods have been proposed for radiolocation
and the most widely used are: signal strength measurement, time-of-arrival (TOA),
time-diﬀerence-of-arrival (TDOA) and angle-of-arrival (AOA).
2.8.1 Signal Strength Measurements
This method is based on the strength of the received signal which is delayed and
attenuated version of the transmitted signal. The received signal power is a random
variable as it passes through a fading channel. An estimate of the received signal
power is obtained by averaging the received signal over an observation window. The
relationship between the transmitted signal power and the received power as described
by the path loss model provides an estimate of the distance between the transmitter
and the receiver. Knowing the transmitted signal power St , the received signal power
Sr is obtained by the following relationship [9,22],
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Sr = Sta(d, n) (2.1)
where a(d, n) = 1dμwith a(d, n) is the path loss function, d is the distance between
the transmitter and receiver and n is the path loss exponent.
By knowing St, Sr and n, the distance between the transmitter and the receiver
can be calculated as
d =
µ
St
Sr
¶ 1
n
(2.2)
2.8.2 Angle of Arrival Algorithm
Figure (2.1) shows the intersection of bearings for diﬀerent BS’s. In the case of two
bearings the solution is trivial. But when we consider three or more bearings with
additive noise, the bearings may not all intersect at the same point. Taking into the
account the coordinates of the MS (xm, ym) and the ith BS (xi, yi),we calculate the
true angle of arrival, θi, as [2],
θi = arctan
xi − xm
yi − ym
(2.3)
However the measured AOA, θi, are aﬀected by the measurement noise. In [2,4],
AOA measurements involving N BS has been treated as a system of linear equations
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given by
Aax = ba (2.4)
where
Aa = [α1 · · · αN ]T
ba = [αt1x1 · · · αNxN ]T
αi = [sin θi − cos θi]T
x = [xm ym]
T
The least squares solution for the estimated MS position is calculated as
xˆ = (ATaAa)
−1ATaba (2.5)
2.8.3 Range-based Algorithms
In range based algorithms, the MS is located at the intersection of a number of circles,
of which the BSs are the centers and the measured MS-BS distances are the radii of
the circles. Hence the MS-BS range is a function of the MS coordinates,(xm, ym), and
the ith BS coordinates, (xi, yi). The distance between MS and BSi is calculated by
Ri = kx− xik
=
p
(xm − xi)2 + (ym − yi)2
However the measured ranges li are diﬀerent from the true ranges by an error term,
γri, and is written as
li = Ri+ γri
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where γri is assumed to be a random variable normally distributed with zero mean
and a small known variance.
Time of Arrival Algorithm
In TOA data fusion approach, the measurements are the absolute signal transmission
times between MS and BSs that represent the MS-BS distances. For the purpose of ra-
diolocation,at least three TOAmeasurements are required to distinctively estimate the
2-D position of an MS if the entire system is assumed to completely time-synchronized.
In this method the distance between MS and BS, can be calculated by:
ri = (ti − t0)c
where t0 represents the actual time when theMS starts transmission and ti represents
the time of arrival of the MS signal at ith BS. Referring to Figure (2.5), we have chosen
BS1 to arbitrarily located at (0, 0) with BS2 and BS3 located at (x2, y2) and (x3, y3)
respectively. The measured distances (r1, r2, r3) from three BS are used to estimate
the MS coordinates (xm, ym) by solving the following set of equations [2],
r21 = x
2
m + y
2
m (2.6)
r22 = (x2 − xm)2 + (y2 − ym)2 (2.7)
r23 = (x3 − xm)2 + (y3 − ym)2 (2.8)
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Figure 2.5: MS position location using TOA measurements
subtracting (2.6) from (2.7), we get
r22 − r21 = x22 − 2x2xm + y22 − 2y2ym (2.9)
and subtracting (2.6) from (2.8), we get
r23 − r21 = x23 − 2x3xm + y23 − 2y3ym (2.10)
after rearranging the terms in the above two equations namely (2.9) and (2.10), we
can get the following matrix
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⎡
⎢⎢⎣
x2 y2
x3 y3
⎤
⎥⎥⎦
⎡
⎢⎢⎣
xm
ym
⎤
⎥⎥⎦ =
1
2
⎡
⎢⎢⎣
K22 − r22 + r21
K23 − r23 + r21
⎤
⎥⎥⎦ (2.11)
where
K2i = x
2
i + y
2
i
eq. (2.11) can also be written as
Hx = b (2.12)
where
H =
⎡
⎢⎢⎣
x2 y2
x3 y3
⎤
⎥⎥⎦ ,x =
⎡
⎢⎢⎣
xm
ym
⎤
⎥⎥⎦ ,b =
1
2
⎡
⎢⎢⎣
K22 − r22 + r21
K23 − r23 + r21
⎤
⎥⎥⎦
The least square solution of (2.12) is given by [2],
xˆ = (HTH)−1HTb (2.13)
Hence the estimated mobile location using the TOA data fusion method is given by
xˆ in the above equation.
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Time Diﬀerence of Arrival Algorithm
Figure (2.3) shows the intersection of range diﬀerence hyperbolae for diﬀerent pairs
of BS’s on which the MS is located. The range diﬀerence between the ith and the jth
BS can be expressed as [49],
Rij = kx− xik− kx− xjk
=
p
(xm − xi)2 + (ym − yi)2 −
q
(xm − xj)2 + (ym − yj)2 (2.14)
where
Rij = Ri − dRj
Again the measured range diﬀerence, lij , includes the additive measurement noise,
γdij , which is an independent Gaussian random variable with zero mean and variance
σ2d.
Given two BSs are needed to generate one hyperbolic line, we require a minimum
of three BSs to locate the MS in two dimensions. However there may be an ambiguity
in the computed location which may be resolved by using another range diﬀerence
measurement. A two-step LS estimator for location has been proposed [60] and found
to be near optimum in terms of meeting the Cramer-Rao lower bound (CRLB). When
the number of participating BSs is more than the minimum necessary, this algorithm
has been widely accepted as the best possible solution to locate a MS by trilateration.
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It tries to solve the following optimization problem [61]
xˆ = argmin
X
i,j∈S,i6=j
(Rij − |kx−Xik− kx−Xjk|)2 (2.15)
where x is MS location, Rij is the range diﬀerence measurement of the MS to the
ith and jth BSs, S is the set of all BSs, and Xi and Xj are coordinates of BSi and
BSj.
Chapter Summary
In this chapter, a brief introduction to radiolocation and various radiolocation
algorithms has been presented. Also we discussed diﬀerent factors that aﬀect radiolo-
cation. Then we looked into the signal parameters that have been used for the purpose
of radiolocation. In the next chapter we consider CDMA fundamentals related to the
radiolocation with particular emphasis on MAI and its eﬀects on code tracking loop.
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Chapter 3
An Overview of CDMA
The proposed research on radiolocation is to be done in the cellular systems, it is
pertinent to study the fundamentals of CDMAbriefly with reference to time estimation
techniques.
3.1 Introduction
Spread spectrum communication is a scheme that transmits a signal with a much
larger bandwidth than that of the original data signal. The purpose of the bandwidth
expansion is to protect the transmitting signal against interference, such as multipath
interference and interference from other systems. At the transmitting side, the data
sequence is multiplied by a pseudo-random noise (PN) sequence (spreading code),
which has a higher rate than that of the data sequence. This process is called spread-
ing, since the resulting signal bandwidth is spread out. Let T be the data period
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and Tc be the PN code chip period. Then, the bandwidth expansion factor due to
spreading is N = T/Tc which is known as processing gain.
At the receiving side, the received signal is despreaded by the multiplication of the
same PN code. However, the phase of the PN code generated at the receiver must
be synchronized with the receiving signal in order to extract the data properly. This
is known as code acquisition and tracking problem. It is essential for determining
the TOA estimates. The basic principle of spread spectrum ranging technique is
based on the correlation of spreading codes. In DS-CDMA systems the time delay is
estimated by correlating the incoming spreading code with the local spreading code. It
is accomplished by using code acquisition, followed by code tracking. Code acquisition
is a coarse timing synchronization technique that may involve sliding correlator or
matched filter. Code tracking is to provide a fine timing synchronization. One of the
most popular tracking algorithms is the delay-locked loop.
3.2 Code Acquisition
code acquisition is also called coarse acquisition, which means that the local PN gen-
erator at the receiver must be aligned within one chip (or a fraction of one chip) of the
received spreaded signal. This is accomplished by diﬀerent techniques including search
algorithms such as parallel search or serial search algorithms. Each of the algorithms
has its own advantages and disadvantages [65].
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Figure 3.1: Non coherent DLL
3.3 Code Tracking
Once coarse acquisition has been achieved, the next stage is code tracking. The delay-
lock loop (DLL) is a technique for allowing fine synchronization of the incoming code
and the local code. As a result, more accurate arrival time estimates can be obtained
from the DLL. TOA estimation is carried out by tracking the received PN sequence.
This is accomplished by using a DLL. A conventional DLL is shown in Figure (3.1).
The early and late waveforms are separated from each other by a period equal to
2∆Tc, where ∆ is the early late discriminator oﬀset and Tc is the chip duration. The
voltage controlled clock (VCC) source adjusts the phase of the locally generated PN
code. The changes in level of e(t) dictate if the phase of the locally generated PN
code has to be advanced or retarded. The error signal ε(t) is expressed as [65]
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ε(δ) =
P
2
∙
R2c(δ −
4
2
)Tc −R2c(δ +
4
2
)Tc
¸
(3.1)
where P is the received power, Rc is the auto correlation of the sequence and δ is
the delay error normalized with respect to chip duration Tc, give by
δ =
td − tˆd
Tc
(3.2)
(δ) is often written as
ε(δ) =
P
2
D4(δ) (3.3)
where
2 2( )
2 2c c c c
D R T R Tδ δ δΔ
⎡ Δ ⎤ ⎡ Δ ⎤⎛ ⎞ ⎛ ⎞
= − − +⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦ (3.4)
D∆(δ) is S-curve characteristics of the tracking loop. The S-curve for rectangular
pulse with δ4 = 2 is shown in Figure (3.3)
3.4 Multiple Access Interference
In a CDMA cellular system, users share the same frequency band at the same time,
but each of them is distinguished among others by using diﬀerent spreading codes.
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Figure 3.2: Discriminator curve for DLL
Signal received at the receiver is basically composed of signals from all the users and
background noise. The desired user’s signal is separated from others and despreaded
by multiplying the received signal with the associated spreading code. As a result,
other users signals, which do not match the associated spreading code contribute to
MAI. So the signals transmitted by all of these users on the reverse link interfere
with one another resulting in near-far eﬀect; a phenomenon in which the signals from
diﬀerent MSs are received with unequal power at a BS making it diﬃcult to recover
the weaker users. With forward link transmissions, the interference comes from other
BSs.
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3.4.1 Eﬀects of MAI
Multiple access interference within a coverage area can be broadly classified as:
• Intracellular interference: Intracell interference experienced at a BS is caused
by other users in the same cell. This is due to the non orthogonality in the users PN
sequences.
For example, consider cell Ci. At BSi while processing the signals from users are
power controlled while signals from the other ni - 1 users would act as interferes.
• Intercellular interference: Intercell interference experienced at a particular
BS, is caused by the users in other cells. These users are power controlled by another
BS. Users within a cell are all power controlled by the same BS and hence the received
power at the controlling BS, from the users it power controls, is same and is equal to
the nominal power. For example, for cell Ci, the received power due to all the ni users
of cell Ci at BSi would be the same and be equal to nominal power P. Same is the
case the users in other cells. But, the received powers of ni users, power controlled
by BSi , at BSj would not be the same. The power received at BSj from user, power
controlled by BSi, at the edge of cell i, would be comparable to the power received
from home user, even though it is not power controlled by BSj. Thus, it will act as
an interferer at BSj. Similar will be the case with all the users of other cells. Such an
interference is called intercellular interference.
One solution that has been proposed in literature is to use power control. With
power control, an attempt is made to receive each user’s signal with equal power at
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the BS. Even with power control, the near-far eﬀect is the main factor in accurate
parameter estimation. The interference will aﬀect the ability of a conventional receiver
at other BSs to accurately estimate the TOA or TDOA information. This can be
illustrated by the Figure (3.4), where the target MS is being served by BS1 [1]
In order to estimate its position, the other two nearby base stations BS2 and BS3
are also used in addition to the home BS1. If the power control is to be applied,
then the signal from all the MS present in the home BS will arrive at the BS1 with
approximately same power. The same applies to the MSs in BS2 and BS3. In order to
make a location estimate, BS2 and BS3 must also detect the signal being transmitted
by the target MS. But the signal from the target MS undergoes severe MAI from the
MSs present in BS2 and BS3. The very reason being the target MS is not power
controlled by those BSs.
3.5 Multiuser Radiolocation
Importance of the Problem
The mobile location accuracy is greatly aﬀected by LOS blockage, multipath prop-
agation and MAI. The performance evaluation of the radiolocation algorithms, pre-
sented in the previous section as well as those discussed in [1,66, 67] and references
therein, and others, has been done assuming a single user in the system. For location in
a CDMA cellular system, the near-far eﬀect remains a factor even when power control
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Figure 3.3: CDMA multiuser interference scenario
schemes are used since the interference will aﬀect the ability of a conventional receiver
at other BSs to estimate the TOA. The interference from other users has a drastic
eﬀect on the accuracy to which time delay estimates can be made [68,69]. Not only is
the tracking performance reduced, but it becomes diﬃcult for nearby BSs, other than
the serving BS, to detect the desired user’s signal even with perfect power control [70].
In CDMA, the conventional means of obtaining TOA estimates is through coarse or
fine propagation delay acquisition. It has been shown that MAI greatly aﬀects the
coarse code acquisition of spread spectrum signals [71,72]. Likewise, the eﬀects of
MAI on code tracking techniques,such as the conventional DLL, have been shown to
be quite drastic [5].
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When other users are considered, the multiple-access interference will interfere
with the tracking ability of conventional delay trackers, such as DLL [69]. In conven-
tional DLL, used to provide TOA estimate for location, the accuracy of the computed
location estimate will be directly aﬀected. Delay estimation in CDMA receivers has
been carried out traditionally using DLL. The DLL has optimal performance for sin-
gle user, single path systems [2], but their performance deteriorate significantly in
multipath environments, especially for closely-spaced paths scenarios. The following
impairments aﬀect the performance of the conventional DLL.
• It is demonstrated that when near-far eﬀect exists and MAI is not accurately
modeled as white Gaussian random process, it will bring considerable influence on the
code tracking loop - not only promoting the rms tracking jitter but also introducing
the steady state tracking error. When the powers of some of the interfering users are
dominant, the reliable tracking, that is the exact time delay estimation, isn’t achieved.
When MAI is dominant, the rms tracking jitter, that is the variance of tracking error
increases, and system performance degrades [6]. When a single user is received with
significantly more power than the desired user, even in a two-user scenario, the eﬀects
are worse than when there are many users with equal received strength [5].
• When the successive paths are spaced at less than one chip distance (closely-
spaced path), traditional DLL is not able to estimate closely spaced path delays with
good accuracy [73].
These expositions serve as a justification for the need to develop methods that
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are either near-far resistant or mitigate the eﬀects of MAI on code tracking. With
this background, we will first focus on signal processing techniques based on nonlinear
filters where delay estimation is treated as a parameter estimation problem. We will
look into nonlinear filtering approaches based on Kalman framework such as
- Extended Kalman filter based estimation
- Unscented filter based parameter estimation
- Divided diﬀerence filter based estimation
Secondly, we will look into two novel receivers based on DLL and early late algo-
rithm combined with interference cancellation. These techniques have been presented
in the subsequent chapters.
Chapter Summary
In this chapter we discussed how the performance of the code tracking loop is
degraded by the multiuser interference which in turn is going to eﬀect the accuracy of
estimation. The next chapter presents multiuser parameter estimation using recursive
filters. Comparison among these filters will be provided to show that the nonlinear
filtering approaches estimate the time delay accurately even in the presence of MAI.
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Chapter 4
Multiuser Time of Arrival
Estimation using Kalman Filters
The Kalman filter is a data processing algorithm that evaluates the most recent state
based on the information available at a certain point. In contrast, nonrecursive es-
timators, such as maximum likelihood requires the whole series of information when
updating the parameter estimates, and the estimation process is updated iteratively,
rather than sequentially. This sequential nature of the Kalman filter approach give
rise to high computational speed. Compared to approaches such as maximum like-
lihood with nonlinear constraints, the Kalman filter approach is easier to implement
as it reduces the amount of implementation complexity in specifying the nonlinear
relationship explicitly.
In this chapter we will provide a description of the joint parameter estimation
45
problem of the multipath delays and channel coeﬃcients. Due to nonlinear nature of
time delay estimation, a nonlinear filtering approach will be adopted. The nonlinear
filtering problem consists of estimating the states of a nonlinear dynamic system. In
a broad sense, the optimal nonlinear filtering is described by the recursive Bayesian
approach. However, in nonlinear systems the optimal exact solution to the recursive
Bayesian filtering problem is intractable since it requires multi-dimensional integrals.
Therefore, approximate nonlinear filters have been proposed. The most widely used
approximate nonlinear filters are based on Kalman filter framework. The work pre-
sented in this chapter involves the investigation of nonlinear filtering algorithms that
are based on Kalman filter framework. We will also introduce three diﬀerent algo-
rithmic forms of estimation and show how the shortcomings of EKF are addressed by
more robust and simpler SPKF estimation approaches.
4.1 Signal Model
We consider a typical asynchronous CDMA system model where K users transmit
over an M -path fading channel. The received baseband signal sampled at t = lTs is
given by
r(l) =
KX
k=1
MX
i=1
ck,i(l)dk,mk(l)ak(lTs −mk(l)Tb − τk,i(l)) + n(l) (4.1)
where ck,i(l) represents the complex channel coeﬃcients associated with the ith path
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of the kth user, dk,mk(l) is the mth symbol transmitted by the kth user, mk(l) =
b(lTs − τk,i(l))/Tbc, Tb is the symbol interval, ak(l) is the spreading waveform used by
the kth user, τk,i(l) is the time delay associated with the ith path of the kth user, and
n(l) represents additive white Gaussian noise (AWGN) assumed to have a zero mean
and variance σ2 = E[|n(l)|2] = N0/Ts where Ts is the sampling time.
In order to use a Kalman filtering approach, we adopt a state-space model representa-
tion where the unknown channel parameters (path delays and gains) to be estimated
are given by the following 2KM × 1 vector [1],
x = [c ; τ ] (4.2)
with
c = [c11, c12, ..., c1M , c21, ..., c2M , ..., cK1, ..., cKM ]T
and
τ = [τ 11, τ 12, ..., τ 1M , τ 21, ..., τ 2M , ..., τK1, ..., τKM ]T
The hidden system state xk evolves over time as an indirect or partially observed
first order Markov process. Therefore the complex-valued channel amplitudes and
real-valued time delays of the K users are assumed to obey a Gauss-Markov dynamic
channel model [1], i.e.
c(l + 1) = Fcc(l) + vc(l) (4.3)
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τ(l + 1) = Fττ(l) + vτ(l) (4.4)
where Fc and Fτ are KM × KM state transition matrices for the amplitudes and
time delays respectively, vc(l) and vτ (l) are KM × 1 mutually independent Gaussian
random vectors with zero mean and covariance given by
E{ vc(i)vTc (j)} = δijQc,
E{ vτ(i)vTτ (j)} = δijQτ ,
E{ vc(i)vTτ (j)} = 0 ∀ i, j
with Qc = σ2cI and Qτ = σ2τ I are the covariance matrices of the process noise vc and
vτ respectively and δij is the two-dimensional Kronecker delta function equal to 1 for
i = j and 0 otherwise. The state model can be written as
x(l + 1) = Fx(l) + v(l) (4.5)
where F =
⎡
⎢⎢⎣
Fc 0
0 Fτ
⎤
⎥⎥⎦is 2KM×2KM state transition matrix,v(l) is 2KM×1 process
noise vector with zero mean and covariance matrix Q =
⎡
⎢⎢⎣
Qc 0
0 Qτ
⎤
⎥⎥⎦.The scalar mea-
surement model follows from the received signal of (4.99) by
z(l) = h(x(l)) + n(l) (4.6)
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The scalar measurement z(l) is a non-linear function of the state x(l). Given the state-
space and measurement models, we may find the optimal estimate of x(l) denoted as
xˆ(l|l) = E{x(l)|z(l)}, with the estimation error covariance
P = E
n
[x(l)− xˆ(l|l)] [x(l)− xˆ(l|l)]T |z(l)
o
(4.7)
where z(l) denotes the set of received samples up to time l , {z(l), z(l − 1), . . . , z(0)}.
4.2 Cramer-Rao Lower Bound (CRLB)
The CRLB is a lower bound on the covariance matrix of any unbiased estimator.
The derivation of the Cramer-Rao bound is based on computing the gradient of the
log-likelihood function with respect to the unknown parameter vector x.
Let xˆ be an unbiased estimator of a vector of deterministic unknown parameters
x ; hence E[xˆ] = x. Then the estimator’s covariance matrix satisfies [1],
J−1 ≤ E{(xˆ− x)(xˆ− x)T} (4.8)
where J is the Fisher information matrix given by
J =
(∙
∂
∂x
lnΛ(zl)
¸ ∙
∂
∂x
lnΛ(zl)
¸T)
(4.9)
and Λ(zl) is the likelihood function of the received data vector zl with respect to x.
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The observed data of the received samples is zl = [z(1) . . . z(l)]T for
l = 1, 2 , . . . , L. We can write [1],
z(l) = cT (l)B(l)a(l) + n(l) (4.10)
where
c(l) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c11(l)
.
.
cKM(l)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,B(l) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d11(l)
.
.
dKM(l)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
a (l) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a¯1 ( lTs −ml (l)Tb − τ 11 (l))
·
·
a¯K ( lTs −ml (l)Tb − τKM (l))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The likelihood function of z(l) given x is
lnΛ(zl) =
1
(2πσ2n)L/2
exp
(
1
2σ2n
LX
l=1
¯¯
z(l)− cT (l)B(l)a(l)
¯¯2)
(4.11)
from which the log-likelihood function density follows
lnΛ(zl) = const− 1
2σ2n
LX
l=1
¯¯
z(l)− cT (l)B(l)a(l)
¯¯2
(4.12)
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The Fisher information matrix J is given by
J =
⎡
⎢⎢⎣
Jcc Jcτ
JTcτ Jττ
⎤
⎥⎥⎦ (4.13)
where the matrices Jcc ,Jcτ , Jττ are defined as [1],
Jcc =
1
σ2n
LX
l=1
B(l)a¯(l)a¯T (l)B(l) (4.14)
Jcτ =
1
σ2n
LX
l=1
B(l)C(l)a¯(l)a¯Td (l)C(l)B(l) (4.15)
Jττ =
1
σ2n
LX
l=1
B(l)a¯d(l)a¯Td (l)B(l)C(l) (4.16)
where a¯d(l) = ∂a¯(l)/∂τk and C(l) = diag[c(l)]. So the CRLBs of the channel
coeﬃcients and the delays are
CRLB(c) = [Jcc − JcτJ−1ττ JTcτ ]−1 (4.17)
CRLB(τ ) = [Jττ − JTcτJ−1cc Jcτ ]−1 (4.18)
The CRLBs of the amplitudes and delays for each user is given by the appropriate
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diagonal elements of each CRLB formula.
Various filtering techniques, which will be presented in the sections to follow, are
based on Kalman filter framework for the purpose of estimating the parameters of
the system. We begin with the Kalman filter (KF), which is unquestionably the most
popular choice, along with its own variation, the Extended Kalman Filter (EKF) for
nonlinear systems. In 1960, Kalman showed that if the uncertainty associated with a
measurement is given in terms of its covariance, accurate estimates can be derived from
multiple noisy measurements using the proposed mathematical framework. However,
most of the real world dynamics are essentially nonlinear in nature, a nonlinear version
of the KF was developed. We then present the unscented Kalman filter (UKF), which
was introduced by Julier and Uhlmann in 1994. The UKF is based on the fact that
approximating Gaussian distribution is easier than to approximate an arbitrary non-
linear function, and the UKF promises more accurate estimates with a lower expected
error covariance than the EKF. It linearizes to higher order than the standard EKF.
Finally, we present two variants of the Divided-Diﬀerence filter (DDF1 and DDF2),
which is very similar to an UKF, but the covariance approximation of the DDF2 filter
is slightly more accurate.
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4.3 Extended Kalman Filter
The most well known application of the Kalman filter framework to nonlinear inference
problems is the EKF. It linearizes the system and observation equations about the
current state estimate with the assumption that the apriori distribution is Gaussian,
and uses the Kalman filter framework for obtaining the estimates for the state and co-
variance of these estimates. The current state estimate is chosen as the best estimate,
that is, the approximation of the conditional mean.
Consider the following nonlinear system
xk+1 = f(xk,wk,k) (4.19)
yk= h(xk,vk, k) (4.20)
where wk is the q × 1 additive and independent process noise that is drives the
dynamic system model through the nonlinear state transition function f ,and vk is
the s × 1 additive and independent observation or measurement noise corrupting
the observation of the state through the nonlinear observation function h. The noise
vectors are assumed to be zero-mean Gaussian processes and covariance
E[wkwTj ] = δkjQk, E[vkv
T
j ] = δkjRk, E[vkw
T
j ] = 0, ∀ k, j (4.21)
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For system model with initial state and covariance values, the EKF
propagates the first two moments of the distribution of xk recursively. Given imperfect
measurements, the EKF updates the estimates of the state vector and the covariance.
The EKF first linearizes the system around the current state estimate xˆk using a
first-order truncation of the multidimensional Taylor series expansion. The predicted
state estimate and covariance are approximated by [74],
xˆ−k+1 = f(xˆk,k) (4.22)
P−k+1 = FkPkF
T
k +Qk (4.23)
where Fk is the Jacobian matrix of f evaluated around the current state estimate
xˆk. The observation propagation is calculated as
yˆ−k+1 = h(xˆ
−
k+1, k + 1) (4.24)
Pvvk+1 = Hk+1P
−
k+1H
T
k+1 +Rk+1 (4.25)
Pxyk+1 = P
−
k+1H
T
k+1 (4.26)
where Pxyk+1 is the predicted cross-correlation matrix between xˆ
−
k+1 and yˆ
−
k+1. The
update equations are written as
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xˆ+k+1 = xˆ
−
k+1 +Kk+1vk+1 (4.27)
P+k+1 = P
−
k+1 −Kk+1Pvvk+1K Tk+1 (4.28)
where vk+1 is the innovative vector given by
vk+1 = y− yˆ−k+1 (4.29)
The covariance of the innovation vector is given by
Pvvk+1 = P
yy
k+1 +Rk+1 (4.30)
where Pyyk+1 is the output covariance. The Kalman gain Kk+1 is computed by
Kk+1 = P
xy
k+1(P
vv
k+1)
−1 (4.31)
EKF can be represented by the block diagram as shown in Figure (4.1) and table 4.1
lists the algorithmic steps.
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Figure 4.1: Extended Kalman filter algorithm
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Step I Initialization:
xˆ0 = E[x0]
P0 = E[(x0 − x0)(x0 − x0)T ]
Step II Propagation
State propagation:
xˆ−k+1 = f(xˆk, k)
P−k+1 = FkPkF
T
k +Qk
Step III Observation propagation:
yˆ−k+1 = h(x
−
k+1, k + 1)
Pvvk+1 = Hk+1P
−
k+1H
T
k+1 +Rk+1
Pxyk+1 = P
−
k+1H
T
k+1
Step IV Update:
vk+1 = y− yˆ−k+1
Kk+1 = P
xy
k+1(P
vv
k+1)
−1
P+k+1 = P
−
k+1 −Kk+1Pvvk+1KTk+1
xˆ+k+1 = xˆ
−
k+1 +Kk+1vk+1
Table 4.1: EKF algorithm
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4.4 The Extended Kalman Filter and its Limita-
tion
Even though the EKF is one of the most widely used approximate solution for non-
linear estimation and filtering, it has some limitations as those discussed in [74-78].
Here we briefly describe them.
The EKF first linearizes the system around the current state estimate using a
first-order truncation of the multidimensional Taylor series expansion. However, these
approximations are valid if all the higher order derivatives of the non-linear function
are eﬀectively zero over the ‘uncertainty region’ of x. Stated in other words it requires
the zeroth and first order terms to dominate the rest of the terms, over the region of
the state-space defined by the prior distribution of x. It is important to note here,
that although this probabilistic spread of x (or equivalently that of δx around x¯), as
captured by the covariance Px, plays an important role in the validity of the EKFs
“first order linearization” during the linearization process. The linearization method
employed by the EKF fails to take into account the inherent uncertainty in the prior
random variable. This has large implications for the accuracy and consistency of the
resulting EKF algorithm. These approximations often introduce large errors in the
EKF calculated posterior mean and covariance of the transformed Gaussian random
variable (GRV), which may lead to suboptimal performance and sometimes divergence
of the filter.
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It is quite evident when the models are highly non-linear and the local linearity
assumption breaks down, i.e., the eﬀects of the higher order terms of the Taylor series
expansion become significant, the EKF often introduce large errors in the calculated
posterior mean and covariance of the transformed random variable, which may lead
to suboptimal performance and sometimes divergence of the filter.
And also linearization can be applied only if the Jacobian matrix exists. How-
ever, this is not always the case. Some systems contain discontinuities,others have
singularities. Calculating Jacobian matrices can be very diﬃcult.
In the next section we will discuss an alternative approach which also linearizes the
nonlinear function based on Sterling interpolation formula but avoids the calculation
of Jacobians. It uses functional evaluation instead.
4.5 Divided Diﬀerence Filter
In this section, we present the DDF proposed by Norgaard [78], as an eﬃcient extension
of the Kalman Filter for nonlinear systems. The DDF belongs to the sampling-based
polynomial filters. The DDF is described as a sigma point Kalman filter (SPKF)
where the filter linearizes the nonlinear dynamic and measurement functions by using
an interpolation formula through systematically chosen sigma points. The lineariza-
tion is based on polynomial approximations of the nonlinear transformations that are
obtained by Stirling’s interpolation formula, rather than the derivative-based Taylor
series approximation. Conceptually, the implementation principle resembles that of
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the EKF, with significantly simpler implementation as it is not necessary to formulate
the Jacobian matrices of partial derivatives of the nonlinear dynamic and measurement
equations. Thus, the new nonlinear state filter, DDF, can also replace the EKF and
its higher-order estimators in practical real-time applications that require accurate
estimation, but less computational cost. The other advantage of DDF is its ability to
estimate the state even if there are singular points present where the derivatives are
undefined.
A description of the formulation based on the Stirling polynomial expansion
has been provided in Appendix I.
4.5.1 First-Order Divided Diﬀerence Filter (DDF1)
We start with the nonlinear system as described for the EKF case. It is assumed that
the noise vectors are uncorrelated white Gaussian processes with expected means and
covariances [78-80]
E{wk} = w¯ , E
©
[wk − w¯k][wj − w¯k]T
ª
= Qk
E{vk} = v¯ , E
©
[vk − v¯k][vj − v¯k]T
ª
= Rk
(4.32)
Let the square Cholesky factorizations
P0 = SxS
T
x ,Q = SwSTw,R=SvSTv
The predicted state vector is
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xˆ−
k+1
= f(xˆk, w¯, k) (4.33)
The predicted state covariance is determined by the symmetric matrix product
P−k+1 = S
−
x (k + 1)(S
−
x (k + 1))
T (4.34)
where
S−x (k + 1) =
h
S
(1)
xxˆ (k + 1) S
(1)
xw(k + 1)
i
(4.35)
with
S
(1)
xxˆ (k + 1) =
1
2h {fi(xˆk + hsx,j, w¯k)− fi(xˆk − hsx,j, w¯k)}
S
(1)
xw(k + 1) = 12h {fi(xˆk, w¯k + hsw,j)− fi(xˆk, w¯k − hsw,j)}
(4.36)
where sx,j is the column of Sx and sw,j is the column of Sw and h is the interval
length or divided diﬀerence step size. The Cholesky factorization of P−k+1 is given by
P−k+1 = S
−
x S
−T
x
The predicted observation vector and its predicted covariance is given by
yˆ−k+1 = +(xˆ
−
k+1
, v¯k+1, k + 1) (4.37)
Pvvk+1 = Sv(k + 1)S
T
v (k + 1) (4.38)
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where
Sv(k + 1) =
h
S
(1)
yxˆ (k + 1) S
(1)
yv (k + 1)
i
(4.39)
S
(1)
yxˆ (k + 1) =
1
2h
©
hi(xˆk+1 + hs−x,j, v¯k+1)− hi(xˆ−k+1 − hs−x,j, v¯k+1)
ª
(4.40)
S(1)yv (k + 1) =
1
2h
{hi(xˆk+1, v¯k+1 + hsv,y)− hi(xˆk+1, v¯k+1 − hsv,y)} (4.41)
where s−x,j is the column of S
−
x and sv,j is the the column of Sv. The cross correlation
is calculated by using
Pxyk+1 = S
−
x (k + 1)
³
S
(1)
yxˆ (k + 1)
´T
(4.42)
The Kalman gain is obtained using
Kk+1 = P
xy
k+1
¡
Pvvk+1
¢−1
(4.43)
Now update the state estimate and error covariance
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xˆk+1 = xˆ
−
k+1
+Kk+1 (yk+1 − yˆk+1) (4.44)
P+k+1 = P
−
k+1 −Kk+1Pvvk+1K Tk+1 (4.45)
where Pvvk+1 is the innovation covariance given by
Pvvk+1 = P
yy
k+1 +Rk+1
and
Pyyk+1 = S
(1)
yxˆ (k + 1)
³
S
(1)
yxˆ (k + 1)
´T
The DDF1 algorithm is shown in block diagram in Figure (4.2) below and described
in the table 4.3.
4.5.2 Second-Order Divided Diﬀerence Filter (DDF2)
The second-order DDF2 is obtained by using the calculation of the mean and covari-
ance in the second-order polynomial approximation section [80].
Earlier we defined the first order terms as [78-80],
S
(1)
xxˆ (k + 1) =
1
2h
{fi(xˆk + hsx,j, w¯k)− fi(xˆk − hsx,j, w¯k)} (4.46)
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Figure 4.2: Divided diﬀerence filter I algorithm
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Step I: Initialization:
xˆk= E[xk],
Pk = E[(xk − xˆk)(xk − xˆk)T ]
Step II: Square Cholesky factorizations:
Pk = SxS
T
x , Q = SwSTw, R=SvSTv
S
(1)
xxˆ (k + 1) =
1
2h {fi(xˆk + hsx,j, w¯k)− fi(xˆk − hsx,j, w¯k)}
S
(1)
xw(k + 1) = 12h {fi(xˆk, w¯k + hsw,j)− fi(xˆk, w¯k − hsw,j)}
S−x (k + 1) =
h
S
(1)
xxˆ (k + 1) S
(1)
xw(k + 1)
i
Step III: State and covariance Propagation:
xˆ−
k+1
= f(xˆk, w¯k, k)
P−k+1 = S
−
x (k + 1)(S−x (k + 1))T
S
(1)
yxˆ (k + 1) =
1
2h
©
hi(xˆk+1 + hs−x,j , v¯k+1)− hi(xˆ−k+1 − hs−x,j, v¯k+1)
ª
S
(1)
yv (k + 1) = 12h {hi(xˆk+1, v¯k+1 + hsv,y)− hi(xˆk+1, v¯k+1 − hsv,y)}
Sv(k + 1) =
h
S
(1)
yxˆ (k + 1) S
(1)
yv (k + 1)
i
Step IV: Observation and Innovation Covariance Propagation:
yˆ−k+1 = h(xˆ
−
k+1
, v¯k+1, k + 1)
Pvvk+1 = Sv(k + 1)S
T
v (k + 1)
Pxyk+1 = S
−
x (k + 1)
³
S
(1)
yxˆ (k + 1)
´T
Pxyk+1 = S
−
x (k + 1)
³
S
(1)
yxˆ (k + 1)
´T
Step V: Update
Kk+1 = P
xy
k+1
¡
Pvvk+1
¢−1
xˆk+1 = xˆ
−
k+1
+Kk+1 (yk+1 − yˆk+1)
P+k+1 = P
−
k+1 −Kk+1Pvvk+1K Tk+1
Table 4.2: DDF1 algorithm
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S(1)xw(k + 1) =
1
2h
{fi(xˆk, w¯k + hsw,j)− fi(xˆk, w¯k − hsw,j)} (4.47)
The second order terms are defined as
S
(2)
xxˆ (k + 1) =
√
γ − 1
2γ
{fi(xˆk + hsx,j, w¯k)− fi(xˆk − hsx,j, w¯k)− 2fi(xˆk, w¯k)} (4.48)
S(2)xw(k + 1) =
√
γ − 1
2γ
{fi(xˆk, w¯k + hsw,j) + fi(xˆk, w¯k − hsw,j)− 2fi(xˆk, w¯k)} (4.49)
where γ = h2, sx,j is the column of Sx and sw,j is the jth column of Sw. If we take
n = nx − nw, We define the predicted state as
xˆ−
k+1
=
γ − (nx + nw)
γ
f(xˆk, w¯k) +
1
2γ
nxX
p=1
{f(xˆk + hsx,p, w¯k) + f(xˆk − hsx,p, w¯k)}
+
1
2γ
nwX
p=1
{f(xˆk, w¯k + hsw,p) + f(xˆk, w¯k − hsw,p)} (4.50)
where nx is the state vector dimension and nw is the process noise vector dimension.
The predicted covariance is given by
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S−x (k + 1) =
h
S
(1)
xxˆ (k + 1) S
(1)
xw(k + 1) S
(2)
xxˆ (k + 1) S
(2)
xw(k + 1)
i
(4.51)
The predicted covariance
P−k+1 = S
−
x (k + 1)(S
−
x (k + 1))
T (4.52)
The predicted observation vector and its predicted covariance is given by
yˆ−k+1 =
γ − (nx + nv)
γ
h(xˆk+1, v¯k+1) +
1
2γ
nxX
p=1
{h(xˆ−k+1 + hs−x,p, v¯k+1) + h(xˆ−k+1 − hs−x,p, v¯k+1)}
+
1
2γ
nwX
p=1
©
h(xˆ−k+1, v¯k+1 + hsv,p) + h(xˆ
−
k+1, v¯k+1 − hsv,p)
ª
(4.53)
where nv is the state vector dimension, s−x,p is the column of S−x and sv,p is the pth
column of Sv. Now the innovation covariance is given by
Pvvk+1 = Sv(k + 1)S
T
v (k + 1) (4.54)
here the Sv(k + 1) is given as
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Sv(k + 1) =
h
S
(1)
xxˆ (k + 1) S
(1)
xw(k + 1) S
(2)
xxˆ (k + 1) S
(2)
xw(k + 1)
i
(4.55)
S
(2)
yxˆ (k+1) =
√
γ − 1
2γ
{hi(xˆ−k+1 + hs−x,j, v¯k+1) + hi(xˆ−k+1 − hs−x,j, v¯k+1) +2hi(xˆ−k+1, v¯k+1)}
(4.56)
S(2)yv (k+1) =
√
γ − 1
2γ
{hi(xˆ−k+1,v¯k+1 + hs−x,j) + hi(xˆ−k+1, v¯k+1 − hs−x,j) +2hi(xˆ−k+1, v¯k+1)}
(4.57)
The cross correlation is calculated by using
Pxyk+1 = S
−
x (k + 1)
³
S
(1)
yxˆ (k + 1)
´T
(4.58)
The Kalman gain is obtained using
Kk+1 = P
xy
k+1
¡
Pvvk+1
¢−1
(4.59)
Now update the state estimate and error covariance
xˆk+1 = xˆ
−
k+1
+Kk+1 (yk+1 − yˆk+1) (4.60)
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P+k+1 = P
−
k+1 −Kk+1Pvvk+1K Tk+1 (4.61)
The DDF2 block diagram is shown in Figure (4.3) and described in the table 4.4.
Sigma Points for the Divided Diﬀerence Filters
It can be seen from the above algorithms that the 2n sigma points for the DDF
are
X0 = x¯ i = 0
Xi = x¯+ (h
p
P) i = 1, ..., n
Xi = x¯− (h
p
P) i = 1, ..., 2n
(4.62)
and the corresponding weighting coeﬃcients are
W (m)0 =
h2−1
h2 i = 0
W (m)i =
1
h2 i = 1, ..., 2n
W (c1)i =
1
4h2 i = 1, ..., 2n
W (c2)i =
h2−1
4h2 i = 1, ..., 2n
(4.63)
These sigma-points are propagated through the true nonlinear function. We see
that the implementation principle of the DDF algorithm is quite similar to that of the
EKF. However, it does not require to formulate the Jacobian matrix of partial deriv-
atives of the nonlinear dynamic and measurement equations. Thus, DDF algorithms,
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Figure 4.3: Divided diﬀerence filter II algorithm
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Step I: Initialization:
xˆk= E[xk],
Pk = E[(xk − xˆk)(xk − xˆk)T ]
Step II: Square Cholesky factorizations:
Pk = SxS
T
x , Q = SwSTw, R=SvSTv
S
(1)
xxˆ (k + 1) =
1
2h {fi(xˆk + hsx,j, w¯k)− fi(xˆk − hsx,j, w¯k)}
S
(1)
xw(k + 1) = 12h {fi(xˆk, w¯k + hsw,j)− fi(xˆk, w¯k − hsw,j)}
S
(2)
xxˆ (k + 1) =
√
γ−1
2γ {fi(xˆk + hsx,j, w¯k)− fi(xˆk − hsx,j, w¯k)− 2fi(xˆk, w¯k)}
S
(2)
xw(k + 1) =
√
γ−1
2γ {fi(xˆk, w¯k + hsw,j) + fi(xˆk, w¯k − hsw,j)− 2fi(xˆk, w¯k)}
Step III: State and covariance Propagation:
xˆ−
k+1
= γ−nγ f(xˆk, w¯k) +
1
2γ
nxP
p=1
{f(xˆk + hsx,p, w¯k) + f(xˆk − hsx,p, w¯k)}+
1
2γ
nwP
p=1
{f(xˆk, w¯k + hsw,p) + f(xˆk, w¯k − hsw,p)}
S−x (k + 1) =
h
S
(1)
xxˆ (k + 1) S
(1)
xw(k + 1) S(2)xxˆ (k + 1) S
(2)
xw(k + 1)
i
P−k+1 = S
−
x (k + 1)(S−x (k + 1))T
S
(2)
yxˆ (k + 1) =
√
γ−1
2γ {hi(xˆ−k+1 + hs−x,j, v¯k+1) + hi(xˆ−k+1 − hs−x,j, v¯k+1) +2hi(xˆ−k+1, v¯k+1)}
S
(2)
yv (k + 1) =
√
γ−1
2γ {hi(xˆ−k+1,v¯k+1 + hs−x,j) + hi(xˆ−k+1, v¯k+1 − hs−x,j) + 2hi(xˆ−k+1, v¯k+1)}
Sv(k + 1) =
h
S
(1)
yxˆ (k + 1) S
(1)
yv (k + 1) S(2)yxˆ (k + 1) S
(2)
yv (k + 1)
i
Step IV: Observation and Innovation Covariance Propagation:
yˆ−k+1 =
γ−n
γ h(xˆk+1, v¯k+1) +
1
2γ
nxP
p=1
{h(xˆ−k+1 + hs−x,p, v¯k+1) + h(xˆ−k+1 − hs−x,p, v¯k+1)}
+ 1
2γ
nwP
p=1
©
h(xˆ−k+1, v¯k+1 + hsv,p) + h(xˆ
−
k+1, v¯k+1 − hsv,p)
ª
Pvvk+1 = Sv(k + 1)S
T
v (k + 1)
Pxyk+1 = S
−
x (k + 1)
³
S
(1)
yxˆ (k + 1)
´T
Step V: Update
Kk+1 = P
xy
k+1
¡
Pvvk+1
¢−1
xˆk+1 = xˆ
−
k+1
+Kk+1 (yk+1 − yˆk+1)
P+k+1 = P
−
k+1 −Kk+1Pvvk+1K Tk+1
Table 4.3: DDF2 algorithm
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can replace the EKF and its higher-order estimators in practical real-time applications
that require accurate estimation, but at less computational cost. In the next section,
a new nonlinear transformation for the mean and covariance will be introduced to
handle the linearization issue.
4.6 The UKF
4.6.1 Background
For non-linear dynamic system model, the conventional Kalman algorithm can be in-
voked to obtain the parameter estimates. The most well known application of the
Kalman filter framework to non-linear systems is the EKF. Even though the EKF
is one of the most widely used approximate solutions for non-linear estimation and
filtering, it has some limitations as those discussed by Wan and Merwe [74,77]. The
EKF first linearizes the system around the current state estimate using a first-order
truncation of the multidimensional Taylor series expansion. However, these approx-
imations are valid if all the higher order derivatives of the non-linear function are
eﬀectively zero over the ‘uncertainty region’ of x. Stated in other words it requires
the zeroth and first order terms to dominate the rest of the terms, over the region of
the state-space defined by the prior distribution of x. Thus the linearization method
employed by the EKF fails to take into account the inherent uncertainty in the prior
random variable. This has large implications for the accuracy and consistency of the
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resulting EKF algorithm. These approximations often introduce large errors in the
EKF calculated posterior mean and covariance of the transformed GRV, which may
lead to suboptimal performance and sometimes divergence of the filter. The EKF only
achieves first order accuracy in the calculation of both the posterior mean and covari-
ance of the transformed random variables. Since the EKF only uses the first order
terms of the Taylor series expansion of the non-linear functions, it often introduces
large errors in the estimated statistics of the posterior distributions of the states. It is
quite evident when the models are highly non-linear and the local linearity assumption
breaks down, i.e., the eﬀects of the higher order terms of the Taylor series expansion
becomes significant. And also linearization can be applied only if the Jacobian matrix
exists. However, this is not always the case. Some systems contain discontinuities,
others have singularities. Calculating Jacobian matrices can be very diﬃcult.
UKF, unlike EKF, does not explicitly approximate the non-linear process and
observation models. Rather it utilizes the true non-linear models and approximates
the distribution of the state random variable. The UKF is a recursive MMSE estimator
based on the optimal Gaussian approximate Kalman filter framework that addresses
some of the approximation issues of the EKF [77,78]. The state distribution is still
represented by a GRV, but it is specified using a minimal set of deterministically
chosen sample points known as ‘sigma points’. These sample points completely capture
the true mean and covariance of the GRV, and when propagated through the true
non-linear system, capture the posterior mean and covariance accurately up to the
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2nd order for any non-linearity, with errors only introduced in the 3rd and higher
orders. The mean and covariance of the transformed ensemble can then be computed
as the estimate of the non-linear transformation of the original distribution. The
mathematical description of the UKF based approach is provided in Appendix I where
we have adopted the mathematical convention described in [74].
4.6.2 Algorithmic Steps
Given an n-dimensional Gaussian distribution having covariance P, we generate a
set of points having the same covariance from the columns (or rows) of the matrices
(the positive and negative roots). This set of points is zero mean, but if the original
distribution has mean x¯ , then simply adding x¯ to each of the points yields a symmetric
set of 2n points having the desired mean and covariance. Because the set is symmetric
its odd central moments are zero, so its first three moments are the same as the original
Gaussian distribution. This is the minimal number of points capable of encoding this
information. The set of sigma points are given by
X0 = x¯ i = 0
Xi = x¯ +
³p
(n+ λ)P
´
i = 1, ..., n
Xi = x¯ −
³p
(n+ λ)P
´
i = n+ 1, ..., 2n
(4.64)
Suppose that we have a vector x with a known mean x¯ and covariance P , a
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nonlinear function y = h(x), and we want to approximate the mean of y. We transform
each individual sigma point using the nonlinear function h(.), and then taking the
weighted sum of the transformed sigma points to approximate the mean of y. The
transformed sigma points are computed as follows
Wmi =
⎧
⎪⎨
⎪⎪⎩
λ
(λ+n)
1
2(λ+n)
i = 0
i = 1, ..., 2n
Wci =
⎧
⎪⎨
⎪⎪⎩
λ
(λ+n) + (1− α2 + β)
1
2(λ+n)
i = 0
i = 1, ..., 2n
(4.65)
where α controls the spread of the sigma points and should be a small number
(0 ≤ α ≤ 1), λ = α2(n + κ) − n, where κ is a scaling parameter used to describe
the scaling direction of the sigma points and β incorporates the prior knowledge of
the distribution of x. These sigma points are propagated through the non-linear
transformation. The algorithm is as follows:
Apply unscented transformations to find translated sigma points
Xi,k+1 = f(Xi,k, k) (4.66)
The predicted state vector xˆ(l + 1) and predicted covariance P (l + 1) are computed
by
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xˆ−k+1 =
2nX
i=0
W
(m)
i Xi,k+1 (4.67)
P−k+1 =
nX
i=0
W
(c)
i [Xi,k+1 − xˆ−k+1][Xi,k+1 − xˆ−k+1]T (4.68)
where n is dimensionality of the state. The predicted observation vector and predicted
covariance are calculated as
Yi,k+1 = h(Xi, k + 1) (4.69)
yˆ−k+1 =
2nX
i=0
W
(m)
i Yi,k+1 (4.70)
Pyyk+1 =
2nX
i=0
W (c)i [Yi,k+1 − yˆ−k+1] [Yi,k+1 − yˆ−k+1]T (4.71)
The innovation covariance is given by
Pvvk+1 = P
yy
k+1 +Rk+1 (4.72)
The cross covariance matrix of x and y is determined by using
Pxyk+1 =
2nX
i=0
W
(c)
i [Xi,k+1 − xˆ−k+1)][Yi,k+1 − yˆ−k+1]T (4.73)
The Kalman gain is computed using
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Kk+1 = P
xy
k+1(P
vv
k+1)
−1 (4.74)
The updated mean estimate is
xˆk+1 = xˆ
−
k+1 +Kk+1vk+1 (4.75)
xˆ+k+1 = xˆ
−
k+1 +Kk+1vk+1where vk+1 is the innovation given by
vk+1 = yk+1 − yˆk+1 (4.76)
The updated covariance is given by
Pk+1 = P
−
k+1 −Kk+1Pvvk+1KTk+1 (4.77)
After the parameter estimates and the error covariance matrices are updated, the
process is repeated for the remaining samples. The block diagram of UKF algorithm
is shown in Figure (4.4) and is summarized in table 4.5.
4.7 Numerical Complexities
We need to consider the numerical complexity of estimation techniques that have
been presented in this chapter. The complexity of an algorithm usually measured
as a function of some measure of the operations to solve any problem. One of the
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78
Step I: Sigma Points Calculation
X0 = x¯ i = 0
Xi = x¯ +
³p
(n+ λ)P
´
i = 1, ..., n
Xi = x¯ −
³p
(n+ λ)P
´
i = n+ 1, ..., 2n
W
(m)
i =
½
λ/(n+ λ) i = 0
1/{2(n+ λ)} i = 1, ..., 2n
W
(c)
i =
½
λ/(n+ λ) + (1− α2 + β) i = 0
1/{2(n+ λ)} i = 1, ..., 2n
Step II: Prediction
1. Prediction State
Xi,k+1 = f(Xi,k, k)
yˆ−k+1 =
2nX
i=0
W
(m)
i Xi,k+1
P−k+1 =
2nX
i=0
W
(c)
i [Xi,k+1 − xˆ−k+1][Xi,k+1 − xˆ−k+1]T
2. Observation Prediction
Yi,k+1 = h(Xi, k + 1)
yˆ−k+1 =
2nX
i=0
W
(m)
i Yi,k+1
Pyyk+1 =
2nX
i=0
W
(c)
i [Yi,k+1 − yˆ−k+1] [Yi,k+1 − yˆ−k+1]T
Step III: Measurement Update
1. Compute the innovation covariance and cross covariance
Pvvk+1 = P
yy
k+1 +Rk+1
Pxyk+1 =
2nX
i=0
W
(c)
i [Xi,k+1 − xˆ−k+1)][Yi,k+1 − yˆ−k+1]T
2. Calculate Kalman Gain
Kk+1 = P
xy
k+1(P
vv
k+1)
−1
3. Update state estimation
xˆk+1 = xˆ
−
k+1 +Kk+1vk+1
vk+1 = yk+1 − yˆk+1
4. Update the covariance
Pk+1 = P
−
k+1 −Kk+1Pvvk+1KTk+1
Table 4.4: UKF algorithm
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measure is to count the number of floating-point arithmetic operations required to be
performed to pass from the input to the output of an algorithm. A floating-point oper-
ation (FLOP) is any mathematical operation or an assignment involving floating-point
numbers. Numerical complexity is represented by counting the number of FLOPs in
an algorithm i.e., counting total number of additions, subtractions, multiplication
and divisions etc. used in the algorithm. Alternatively the numerical complexity may
also be represented by counting number of mathematical operations (NOs). NO is a
programme-independent and machine-independent index of numerical complexity. In
the next section the complexity of the filtering algorithms presented in this chapter
based on NO has been carried out and a comparison has also been made among these
algorithms.
Elementary Operations and NOs
(1) Matrix addition/subtraction
Let An×m ∈ Rn×m, Bn×m ∈ Rn×m
NOs : An×m ±Bn×m =
nP
i=1
m = n.m
(2) Matrix multiplication
NOs : (An×m ×Bm×k) =
nP
i=1
kP
j=1
(m multiplications + m− 1 addition)
= (2m− 1).n.k
(3) Vector addition/subtraction
Let x ∈ Rn,y ∈ Rn
NOs : (x± y) =n
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EKF Algorithm
Operation NO
Mean Prediction
Akxk 2n2 − n
Bkuk n(2m− 1)
subtotal 2n2 − n+ n(2m− 1) + n = 2n2 + 2mn− n
Covariance Prediction
AkPkATk 2(2n
3 − n2)
subtotal 2(2n3 − n2) + n2 = 4n3 − n2
Covariance Update
Sk = HkPk|k−1HTk +Rk 2rn
2 + 2r2n− rn
S−1r 2r3 − 2r2 + r
Kk = Pk|k−1HTk S
−1
r 2rn(n+ r − 1)
Pk|k = (1−KkHTk )Pk|k−1 2n3 + 2(r − 1)n2 + n
subtotal 2n3 + (6r − 2)n2 + (4r2 − 3k + 1) + 2r3 − 2r2 + r
Update
yˆk = yk −Hkxˆk|k−1 2rn
xˆk = xˆk|k−1 +Kkyˆk 2rn
subtotal 4rn
Total NO’s for EKF 6n3 + (6n− 1)n2 + (2m+ 4r2 + r)n+ 2r3 − 2r2 + r
≈ ≈ O(6n3)
Table 4.5: Computational cost of EKF
(4) Cholesky factorization
Let A ∈ Rn×n
Chol(A) = (n3 − n)/3 + (n2 − n)/2
= 2n
3+3n2+n
6
Comparison of Numerical Complexity
The table 4.8 presents a comparison of the numerical complexities of the three
algorithms. When we compare the computational complexity of EKF with those of
SPKF algorithms we observe that the computational complexity of EKF is less than
81
UKF Algorithm
Operation NO
Sigma Point Calculations
Cholesky Factorization of Sk =
√
P 2n
3+3n2+n
6
γ
√
P n2
xˆk + γSk n2
xˆk − γSk n2
subtotal 2n
3+3n2+n
6
+ 3n3
Sigma Point Prediction
Xi,k+1 = f(Xi,k, k) 4n3 + 4nm2 + (2m− 1)n
Mean Prediction
xˆ−k+1 =
P2n
i=0W
(mean)
i Xi,k+1 4n
2 + n
Covariance Prediction
P−k+1 =
Pn
i=0W
(c)
i [Xi,k+1 − xˆ−k+1][Xi,k+1 − xˆ−k+1]T 4n3 + 6n2 + 2n
Measurement Prediction
Yi,k+1 = h(Xi, k + 1) r(4n2 − 1)
subtotal 4nr(n+ 1)
Update
Covariance Update
Pyyk+1 =
P2n
i=0W
(c)
i [Yi,k+1 − yˆ−k+1] [Yi,k+1 − yˆ−k+1]T 4(r2 + r)n+ 2r2 + 2r
Pxyk+1 =
P2n
i=0W
(c)
i [Xi,k+1 − xˆ−k+1)][Yi,k+1 − yˆ−k+1]T nr(4n+ 1)
Kk+1 = P
xy
k+1(P
vv
k+1)
−1 (2r − 1)rn+ 2r3 − 2r2 + r
Pk+1 = P
−
k+1 −Kk+1Pvvk+1KTk+1 2rn2 + (2r − 1)rn
subtotal 6rn2 + (8r + 3)rn+ 2r3 + 3r
Mean Update
xˆk+1 = xˆ
−
k+1 +Kk+1vk+1 2rn+ r
Total NO’s for UKF 25
3
n3 + (10r + 4m+ 27
2
)n2
+(8r2 + 9r + 2m+ 13
6
)n+ 2r3 + 4r
≈ 1.39×O(EKF )
Table 4.6: Computational cost of UKF
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DDF Algorithm
Operation NO
Sigma Point Calculations
Cholesky Factorization of
√
P 2n
3+3n2+n
6
γ
√
P n2
xˆk + γ
√
P n2
xˆk − γ
√
P n2
subtotal 2n
3+3n2+n
6
+ 3n3
Cholesky Factorization of
√
Qand
√
R 2n
3+3n2+n
3
Sigma Point Prediction
Sigma Point Prediction 4n3 + 4nm2 + (2m− 1)n
Mean Prediction
mean prediction 4n2 + n
Covariance Prediction
Covariance Prediction 8n3 + 12n2 + 4n+ 2n
3+3n2+n
3
Measurement Prediction
Measurement Prediction 4nr(n+ 1)
Update
Covariance Update
Pyyk+1 4(r
2 + r)n+ 2r2 + 2r
Pxyk+1 nr(4n+ 1)
Kk+1 (2r − 1)rn+ 2r3 − 2r2 + r
Pk+1 2rn2 + (2r − 1)rn
subtotal 6rn2 + (8r + 3)rn+ 2r3 + 3r
Mean Update
xˆk+1 = xˆ
−
k+1 +Kk+1vk+1 2rn+ r
Total NO’s for DDF 102
6
n3 + (23 + 18r)n2
+(14
6
+ 2m+ 4m2 + 11r + 10r2)n+ 4r3 + 7r
≈ 2.04×O(EKF )
Table 4.7: Computational cost of DDF
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Computational Complexity
Algorithm NO
EKF O(6n3)
UKF 1.39×O(EKF )
DDF 2.04×O(EKF )
Table 4.8: Comparison of complexity of three algorithms
these two Kalman filters. However, EKF may cause significant errors for highly non-
linear systems because of truncation of higher order terms [74]. The downside of the
two sigma point Kalman filters is higher computational complexity which is approxi-
mately 1.4 and 2 times higher for UKF and DDF than that of the EKF. However, the
superior performance of SPKF algorithms in terms of robustness and estimator accu-
racy is clearly visible in the parameter estimation process shown through a number
of simulations presented in the next section. Moreover, the SPKF algorithms do not
require the derivation of any Jacobians when they are compared with the EKF.
4.8 Simulation Results and Discussion
For the purpose of simulation we have considered a multiuser multipath scenario. We
have simulated the multipath channel with one,two and three paths with path spacing
of 1/2 and 1/10 of a chip. We have shown only the first arriving path as it will be
used for multiuser radiolocation. The delays have been assumed to be constant during
one measurement. The spreading codes length is 31 with oversampling factor of 2.
The UKF requires proper initialization. For the simulation results, we assume such
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an initial estimator is used to start the tracking algorithm fairly close to the true
values. We note that the data bits, dk,m , are not included in the estimation process,
but are assumed unknown apriori. Since it has been shown that DDF1 is equivalent
in performance to the EKF [78], so we will simulate DDF2 to make a comparison
with EKF and UKF. In the simulations, we assume that the data bits are available
from decision-directed adaptation, where the symbols dk,m are replaced by the dˆk,m
decisions as shown in Figure (4.5). For the state space model we have taken state
transition matrix to be F = 0.999In×n and the process noise covariance matrix as
Q = 0.001In×n. The scaling parameter γ = 3 for the DDF2 algorithm and for the
UKF α = 0.01, and κ = 0. The other parameter β = 2 is set to capture higher order
(fourth) terms in the Taylor series expansion.
We start with the simulation of two-user model for the EKF. The power of the
strong user is P1 = 1 and that of the weak user is P1/10 and exponential power delay
profile has been used for the two path model. The true delay of the weak user is
τ = 14.7 chips. Figure (4.6) shows the tracking of the 1st path when the initial error
is greater than the path spacing. It is seen to diverge from the true delay. However
when the initial error is less than the path spacing, the EKF converges and the error
is within few samples of a chip. This is shown in Figure (4.7). It shows that the
EKF is very sensitive to the initialization . These two results show that when the
initial value is not close to the true delay value the steady state error is of the order
of a chip or more. This is expected as the EKF introduces error due to the reasons
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Figure 4.5: Multiuser parameter estimation receiver
discussed earlier. The Figure (4.8) shows the timing epochs for the first arriving path
against the number of samples for the weaker and stronger user in a two path scenario
with path separation of 1/2 chip for the UKF algorithm in a ten-user environment.
Again the power of the strongest user is P1 = 1 and that of the weakest user is P1/10.
We can see that the estimator converges to the true values for both of the users.
This demonstrates the robustness of the proposed estimator in near-far environment.
Figure (4.9) shows the delay estimation error against samples for varying number of
users.
Near-far resistance in the context of multiuser delay estimation refers to the sensi-
tivity of the mean squared estimation error to changes in the level of MAI - the more
the MSE changes for a given change in MAI, the poorer the detector’s near-far resis-
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Figure 4.6: EKF based timing epoch estimation for first arriving path of two users
two path channel model (path spacing=Tc/2) - the estimator diverges when the initial
error is greater than the path spacing
tance [81]. A comparison of MSE for the EKF with UKF has been shown in Figure
(4.10). It is quite evident from the MSE results that the proposed multiuser UKF
detector is approximately near-far resistant, whereas the multiuser EKF detector is
severely aﬀected by MAI.
Figures (4.11) and (4.12) show the delay estimation in a perfectly power control and
a near-far scenario for DDF2 in ten-user two-path channel model with path spacing
of 1/2 chip. The true delay of the weakest user is τ = 13.7 chips and that strongest
user is τ = 20 chips. These figures show that DDF2 is near-far resistant in both the
environments.
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Figure 4.7: EKF based timing epoch estimation for first arriving path
We observe that the estimator under perfect power control and in a near-far sce-
nario is able to converge. It can be seen that both UKF and DDF2 are robust i.e.
that these estimators are not sensitive to the starting point.
Figure (4.13) shows the histogram of the first arriving path for the weaker user for
a Monte Carlo simulation of 100 runs with true delay τ = 14.7 chips for the UKF in
a three path 1/2 chips spaced channel model has been considered. It can be observed
that the estimator converges to the true value and is normally distributed around the
true value. Similar observation is made for the DDF2 algorithm as can be seen in
Figure (4.14). The tracking performance of UKF for a twelve-user three-path model
with path spacing of 1/5 of a chip has been shown in Figure (4.15). The true delay of
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Figure 4.8: Timing epoch for the first arriving path of the weaker user in a ten users-
two path channel model (UKF) (2nd path within 1/2 chip)
Figure 4.9: Delay estimation error for first arriving path of the weaker user with
varying number of users in a three path channel model (UKF)
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Figure 4.10: Comparison of the MSE of timing epoch estimation for first arriving path
for UKF and EKF
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Figure 4.11: Timing epoch of the first arriving path of the weaker and stronger user
(near far ratio=20dB)(DDF2)
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Figure 4.12: Timing epoch of the first arriving path of the weaker and stronger user
(near far ratio=0dB)(DDF2)
the weakest user is τ = 15 chips and that strongest user is τ = 20 chips. We observe
that the UKF-based detector is capable of accurately converging to the correct delays.
The eﬀect of process noise on the performance of the filter is evaluated in Figure (4.16),
where we see higher MSE as the process noise rises for the delay estimate in a five-user
three-path model. This result matches our intuition that an increase in process noise
increases uncertainty.
MSE from simulation of the estimator is compared to that predicted by the CRLB.
The CRLB was evaluated where the first user was assumed to be the desired user in
near—far situation. From Figure (4.17), we find that the computed MSE for UKF
and DDF2 is slightly greater than the CRLB indicating that the estimators is nearly
eﬃcient. We also note that the EKF estimator is rapidly increasing in the MSE above
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near-far ratio of 20 dB, and it shows that a larger error happened showing it is not a
near-far resistant whereas UKF and DDF2 are near-far resistant. Thus we find that
the UKF and DDF2 estimator with fourth order and 2nd order accuracy respectively,
are more near-far resistant and have strong noise power immunity than the EKF
estimator with 1st order accuracy. The DDF2 performance, in terms of MSE, is lower
than UKF. It indicates that the neglected higher-order terms in the series expansion
are not ignorable and could aﬀect the prediction accuracy of the filter as evident from
Figure (4.18) where the MSE for the first arriving path delay estimates in five user
two path model with 1/2 chip path spacing has been plotted. We can see that the
MSE for UKF is lower than that of DDF showing that it is more near-far resistant
than DDF2.
Chapter Summary
This chapter presented three diﬀerent filtering approaches for the multiuser pa-
rameter estimation. The simulation results demonstrated that SPKFs are near-far
resistant and accurately track time delays when compared to the EKF. A compari-
son was also presented with the CRLB on the basis of MSE. It was shown the SPKFs
nearly achieve the lower bound. We also observed that the UKF has smaller MSE than
the DDF2. In the next chapter we will present two new receiver structures employing
interference cancellation approach combined with DLL to estimate time delays.
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Figure 4.16: The eﬀect of process noise on the performance of UKF
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Chapter 5
Modified Delay Locked Loop Based
Approaches
In this chapter we will present a multiuser delay tracking receiver that integrates
successive interference cancellation (SIC) technique with DLL. This approach tracks
the delay of the weak users by estimating and then cancelling the interference caused
by strong users in a successive manner.
In the reverse link, time synchronization of the receiver to the received signal
can be achieved in two stages: initially, the two code signals are aligned in phase to
uncertainty less than one chip duration through a process called code acquisition or
coarse synchronization. In other words, the acquisition is aligning the unknown phase
of the received code with the known phase of the local code generated at the receiver
within one chip (or a fraction of a chip). Once the incoming code is acquired, tracking
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or fine synchronization takes place which is maintained by a closed loop tracking
system. However, if for some reason the tracking system has gone out of lock, the
acquisition system will be re-activated in order to acquire the incoming code and the
tracking system takes over again to maintain code synchronization. In this thesis we
are concerned with the code synchronization.
The tracking loop for CDMA systems is delay locked loop (DLL) discussed in
chapter 3. Tracking the acquired code phase is usually confronted with the eﬀects of
multipath interference and the multiuser interference driving it out of lock. The eﬀects
of multipath fading on tracking loop performance have been discussed in [26,65] and
presents a modified tracking loop that outperforms the traditional DLL in a multipath
fading channel. As previously discussed in chapter 3, the DLL performance is severely
aﬀected by MAI [68,69], where it has been shown that increasing the number of
interferers increases the rms tracking error. Even in the case when a single user is
received with significantly more power than the desired user in a two-user scenario,
the eﬀects are worse than when there are many users with equal received strength.
Diﬀerent delay trackers have been proposed including those that employ interference
cancellation approach combined with DLL [40,41,65] to alleviate the eﬀects of MAI.
This chapter describes the application of a signal processing technique, known as
successive interference cancellation (SIC), to the tracking of weak signals in the other
users signals. Significant near-far resistance can theoretically be achieved if a user
can negate or cancel the eﬀect of the other users on his signal. A more fundamental
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view of this is to treat it as a multiuser detection problem, in which all transmissions
are considered as signals for all users. In this way, signals intended for other users
are specifically modeled and/or accounted for. The proposed structure employs a
multistage SIC to estimate and cancel the strongest user signal from the composite
received signal in an iterative manner to track the weak user.
5.1 Proposed Structure
Our proposed structure is based on SIC that takes a serial approach to cancel interfer-
ence. Each stage of the detector identifies the parameters of the strongest remaining
signal component; then it regenerates and cancels out this component from the re-
ceived signal. As a result, when the next stage attempts to acquire and track the
remaining signals, it sees less MAI. The first stage implements the following steps.
1) Detect the strongest signal, s1using a conventional detector. The conventional
detection starts with the acquisition stage where sequential search in Doppler and
code oﬀset to find the approximate signal parameters. It is followed by tracking
loops which provide more accurate measurements of the code oﬀset and Doppler.
The code tracking is performed by a delay lock loop consisting of an “early” and
“late” correlator, spaced symmetrically about the desired “prompt” signal. The carrier
tracking loop may be a frequency lock loop, or a Costas loop for phase tracking and
data recovery.
2) Regenerate an estimate of the strong signal, sˆ1, using knowledge of its PN
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sequence and estimates of its timing, amplitude and phase. These parameters are
derived from the tracking loops in the conventional detector.
3) Subtract sˆ1, from the total received signal r(t), yielding a partially cleaned
version of the remainder of the received signal with little influence on other users
code tracking loops. If the estimates of the strong signal parameters are accurate,
the output of the first stage is a correct data decision on the strongest signal and a
modified received signal without the MAI caused by the strongest signal. The process
of tracking, demodulating, estimating and canceling with the resulting waveformwhich
contains no trace of the signal due to the strongest user is repeated in a multistage
structure until all the users are demodulated. A block diagram of the detector is
shown in Figure (5.1).
The reasons for canceling the signals in the descending order of signal strength
are straightforward. First, it is easiest to achieve acquisition and demodulation on
the strongest signal. Second, the removal of strongest signal gives the most benefit
for the remaining weak signals. The result of this algorithm is that the acquisition
and tracking of the strongest signal may not benefit from any MAI reduction in the
first iteration, whereas the weakest signals will potentially see a significant reduction
in their MAI. The stronger the interferer signal, the better will be its parameter
estimates obtained in the tracking loop. Accurate signal parameter estimates result
in proper cancellation. However, if the interferer signal becomes weaker due to an
increasing distance from the receiver, then the estimates of the signal parameters will
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Figure 5.1: Successive interference cancellation approach
deteriorate. This results in an inaccurate cancellation and actually has a harmful
eﬀect on the subsequent signal acquisition eﬀorts.
5.2 System Model
We consider here an asynchronous DS/CDMA system with BPSK modulation [82-84].
The binary data signal transmitted by a user k is denoted by bk(t) , which is defined
as follows:
bk(t) =
X
l
Ak,l pT (t− lT )
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where Ak,l ∈ {1,−1} is the information-bearing signal amplitude for the kth user’s
lth symbol element, and pT (t) is the rectangular pulse of duration T. Let the kth
user’s signature sequence to be denoted as follows:
ak(t) =
X
l
Ck,l pTc(t− lTc)
where Ck,l denotes the kth user’s lth chip of duration Tc. Then the transmitted
signal for the kth user is given by
sk(t) =
p
2Pkak(t)bk(t) cos(ωct+ θk)
with Pk being the signal power and θk, being a phase for user k. For the DS/CDMA
system with K multiple access users, the received signal r(t) is given as [81],
r(t) =
KX
k=1
p
2Pkak(t− τk)bk(t− τk) cos(ωct+ φk) + n(t) (5.1)
where τk is the total delay, φk is the changed phase given as φk = (θk − ωcτk) for
the kth user, ωc is the carrier frequency, and n(t) is the additive white Gaussian
noise (AWGN) process with a two-sided spectral density No/2. The τk and φk can be
modeled to be the i.i.d. random variables with the uniform distributions over [0, T ]
and [0, 2π], respectively. We also assume that the spread sequences of all users are
known.
In the successive IC (SIC) scheme the basic idea of detecting a particular user is
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to cancel the estimated interference of the stronger user signals than itself from the
total received signal. At each iteration of the SIC, a user of the strongest correlation
value is selected among those obtained from the conventional bank correlators, and its
estimated signal is regenerated by estimating its power and re-spreading its detected
bit with the corresponding PN chip sequence. This process is iterated until the weakest
user is decoded. Figure (5.2) shows such a structure.
Denoting the total received signal by r1(t) = r(t). The initial decision for the lth
bit of kth user is given as [81]
Y (1)k,l =
1
T
Z (l+1)T+τk
lT+τk
r(1)(t)ak(t− τk) cos(ωct+ φk)dt (5.2)
If we denote the remaining signal at the start of (s-l)st cancellation stage by r(s−1)(t),
the corresponding decision variable is given as
Y (s−1)k,l =
1
T
Z (l+1)T+τk
lT+τk
r(s−1)(t)ak(t− τk) cos(ωct+ φk)dt (5.3)
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which is to be used for estimating the signal to be canceled at this stage. For
the simplicity of presentation in the following analysis, we further denote the user of
strongest decision variable by the index k in each cancellation stage. The estimated
signal to be canceled in the (s− l)st stage is given as follows:
sˆ(s−1)k (t− τk) =
X
l
q
2Pˆ (s−1)k,l ak(t− τk)bˆk,l(t− τk) cos(ωct+ φˆk) (5.4)
where Pˆ (s−1)k,l unbiased estimate for the power of lth bit for the kth user, bˆk,l(t) =
Aˆk,lPT (t − lT ) with Aˆk,l determined by a hard decision given by Aˆk,l = sgn(Y (s−1)k,l ).
Therefore, the remaining signal at the sth cancellation stage is given as
r(s)(t) = r(t)−
s−1X
j=1
sˆ(j)k (t− τk) (5.5)
For the further simplicity of presentation, without loss of generality, we assume
that the users are ordered in a descending manner in terms of received signal, i.e.,
the strongest and the weakest users are denoted in their indices by k = 1 and k = K
respectively and thus,
r(s)(t) = r(t)−
Ps−1
j=1 sˆ
(j)
k (t− τk)
=
PK
j=s sj(t− τk) +
Ps−1
j=1{sj(t− τk)− sˆ(j)j (t− τk)}+ n(t)
(5.6)
In the current sth stage, the decision variable for kth user is determined as in (1)
using the remaining signal r(s)(t) and furthermore, can be expressed in terms of MAI
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components as follows:
Y (s)k,l =
1
T
R (l+1)T+τk
lT+τk
r(s)(t)ak(t− τk) cos(ωct+ φk)dt
=
q
Pk,l
2
+
PK
j=k+1 Ij,k(τ j,k, φj,k) +
PK−1
j=1
n
Ij,k(τ j,k, φj,k)− Iˆj,k(τ j,k, φj,k)
o
+ ξ
(5.7)
The second term Ij,k(τ j,k, φj,k) constitutes the MAI due to cross-correlation between
the j th and kth users given by
Ij,k(τ j,k, φj,k) =
Ãr
Pj,l
2
cos(φˆj − φk)
!Ã
1
T
Z (l+1)T+τk
lT+τk
r(s)(t)ak(t− τk) cos(ωct+ φk)dt
!)
(5.8)
and the third term Iˆj,k(τ j,k, φj,k) is the MAI from cross-correlation between the kth
user signal and the estimated signal of j th user and ξ is a Gaussian random variable
defined as
ξ =
1
T
Z T
0
n(t)ak(t− τk)dt (5.9)
The structure of the proposed SIC based approach for delay estimation is shown in
Figure (5.3). The idea is to identify and then remove multipath in order to produce a
cleaner version of the received signal. The proposed implementation acquires, tracks,
and removes the direct as well as the multiple estimates of the strongest signal(s).
These multipath signals are summed and cancelled from the incoming signal r(t) to
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give a partially cleaned-up version of the signal. Acquisition and tracking is then
performed on rc(t) to get improved phase and timing estimates.
5.3 Early Late Delay Tracking Algorithm
The code synchronization process is performed in two stages: acquisition and tracking.
Acquisition is used to coarsely align the received signal with the locally generated PN
code to within one chip duration and then tracking is initiated to minimize the delay
oﬀset to maintain synchronization between the signals. Code tracking techniques
proposed in the literature include closed loop structures, such as the delay-locked
loop (DLL) and the tau-dither loop (TDL), have extensively been used to perform
tracking of delays to minimize the timing error. These loops correlate the incoming
signal either simultaneously (in DLL) or alternatively (in TDL) with advanced and
delayed versions of the locally generated code (usually one chip or less apart), and the
correlators outputs are subtracted to generate an error signal. This error signal is used
to adjust a voltage controlled clock (VCC) that derives the local PN code generator
to minimize the time delay oﬀset. Other variations of the basic DLL and TDL have
also been proposed.
In this section we present a modified DLL that employs an early and late channel
with LMS-type algorithm which is used for the update of the delay estimate.
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Figure 5.3: SIC based structure employing DLL
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Figure 5.4: System model
5.3.1 The System Model
The signal model of a DS/CDMA system is shown in the Figure (5.4), in which the
received signal consists of a sum of K users’ signal plus additive white Gaussian noise.
The transmitter for the kth user is also shown
The received kth user’s data signal in a DS/CDMA channel can be modeled by an
equivalent complex baseband representation as
 ( ) 2 ( ) ( )cosω= −k k k k b cs t P b i c t iT t (5.10)
where is bk the ith information bit transmitted by the kth user given by
( ) ( ) ( )
bk k T c
i
b t b i p t iT
∞
=−∞
= −∑
(5.11)
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ck(t) is the spreading waveform of the kth user,
0
( ) ( ) ( )
c
c
N
k k T c
m
c t c m p t mT
=
= −∑
(5.12)
where pT is a pulse waveform of length , Tc and is the number of chips in one
spreading code period given as Nc = TbTc . The spreading sequence is binary, i.e.
ck(m) ∈ {−1, 1},
τk is the transmission delay of the kth user. It is assumed that τk is independent
and uniformly distributed over [0, Tb]. The combined transmitted signal due to all K
users in the channel is thus given by
0
( ) ( ) ( )τ τ
=
= − −∑K k k k k
k
s t s t h t
(5.13)
where hk(t) is the channel response associated with the kth user and is given by
( )( ) ( ) ( )φ δ= kj tk kh t a t e t (5.14)
where ak(t) is the amplitude response of the channel and φk(t) is the phase response
associated with it. The received signal is given by
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( ) ( ) ( )
( ) ( ) ( )
2 ( ) ( ) ( )cos( ( )) ( )
τ τ
τ τ ω τ
=
=
= +
= − − +
= − − − − +
∑
∑
K
k k k k
k
K
k k k k k k b k c k
k
r t s t n t
s t h t n t
P b i h t c t iT t t n t
(5.15)
where ik =
j
(t−τk
Tb )
k
and n(t) is complex base band additive white Gaussian noise
with zero mean and pass band two-sided power spectral density N0/2.
5.3.2 Proposed Structure
In this work, we have introduced a block for non-linear LMS for update of the delay
as shown in Figure (5.5). The two channels, an early and a late channel, are used for
the purpose of delay adjustment. Each channel has a bank of matched filter (MF)
and a multiuser interference estimation block shown in Figure (5.6). The top channel
is called the early channel as the relative delay to the MF bank is “earlier than” the
estimated delay τˆ . Similarly, the other channel is called the late channel as the relative
delay to the MF bank is “delayed than” the estimated delay τˆ .
Figure (5.5) shows how estimated delay τˆ can be used to generate the early Mˆ e(i)
and the late Mˆ l(i)estimated interference from K-1 users, respectively.
Let Zek(i) and Z
l
k(i), respectively, represent the output of early and late matched
filters as shown in Figure (5.5). Thus, for the kth user can be obtained by taking real
part of the matched filter operation using kth user’s spreading waveform as follows:
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Figure 5.5: proposed early late delay tracking structure
∑
1ˆ( )b t
ˆ ( )kb t
.
.
.
.
ˆ ( )kc t
1ˆ( )c t
ˆ ( )kh t
1ˆ( )h t 1ˆτ
kˆ
τ
ˆ( )k kc t τ− −Δ
ˆ( )k kc t τ− + Δ
dt∫
dt∫
ˆ ( )eM i
ˆ ( )lM i
Not 
Including
the
desired
user
{
Figure 5.6: Mˆ e(l) and Mˆ l(l) estimation block
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for the early channel where ik =
j
t−Tb
τk
k
. Here Rekk(i) and R
e
km(i) , respectively,
represent the early auto correlation of the kth user and early cross-correlation of the
kth and mth user, that is,
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Similarly, for the late channel, Z lk(i) , R
l
kk(i) and R
l
km(i) can be obtained as follows:
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for the early channel where ik =
j
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τk
k
, where
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The adjusted matched filter output for the early channel may be expressed as
ˆ( ) ( ) ( )
( ) ( ) ( ) ( )
2
e e e
a k
e ek
k k k k kk
i Z i M i
Pz i b i a i R i
γ = −
≈ +
(5.23)
Similarly, for the late channel, we have
ˆ( ) ( ) ( )
( ) ( ) ( ) ( )
2
l l l
a k
l lk
k k k k kk
i Z i M i
Pz i b i a i R i
γ = −
≈ +
(5.24)
Let aˆe(i) and aˆl(i) be the estimated complex amplitudes for the early and late
channels, with bˆe(i) and bˆl(i) be the estimated symbols, then normalized adjusted
output is
( )( )
ˆ ( )
e
e a
na e
ii
a i
γγ =
(5.25)
and
( )( )
ˆ ( )
l
l a
na l
ii
a i
γγ =
(5.26)
The error signal between early and late estimate of the desired symbol is given by
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with
( ) ( ) ( )e ln i n i n i= −
if the amplitude and data bits are estimated close enough for each channel, then
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(5.28)
which represents the error signal between early and late channels.
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Derivation of Blind Non Linear LMS
This algorithm is termed as blind non-linear LMS algorithm as it does not have
desired output available to calculate the update error and it has non-linearity because
the delay is inside the cosine function. According to well known steepest descent
approach, the LMS-type algorithm for the update of the delay estimate can be set up
as follows
^ ^
ˆ( 1) ( ) ( )kk ki i Jττ + = τ +μ∇ (5.29)
where μ is defined as the step size and J represents the cost function to be mini-
mized which is chosen as the square of the error signal E(i) and is given by
2
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' '
J E[ ( )]
J J
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2 ( ) ( )
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k
k
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kk kk
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E i E i
E i R i R i
=
∂∇ =
∂
∂
=
∂
⎡ ⎤= −⎣ ⎦
τ τ
τ
(5.30)
The above equation involves the diﬀerentiation of early and late auto correlation
of the kth user. For the purpose of diﬀerentiation, we use [85],
d
da
Z ϕ(a)
ψ(a)
f(x, a)dx = f(ϕ(a), a)
dϕ(a)
da
− f(ψ(a)dψ(a)
da
+
Z ϕ(a)
ψ(a)
f(x, a)dx (5.31)
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we may write the above formula as the sum of three terms given by
I = I1 + I2 + I3
where
I1 = f(ϕ(a), a)
dϕ(a)
da , I2 = −f(ψ(a)
dψ(a)
da , I3 =
R ϕ(a)
ψ(a) f(x, a)dx
and for the diﬀerentiation of cosine terms we have used the approach of [81]. For
the early channel
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After applying the (5.31) we get Ie1 ,Ie2 and Ie3 given by the following expressions
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Similarly for the late channel
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After applying the (5.31) we get I l1,I l2 and I l3 given by the following expressions
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So (5.30) can be written as
ˆ J 2 ( )k
e lE i I I⎡ ⎤∇ = −⎣ ⎦τ (5.34)
so the delay update is adjusted by an amount that is proportional to the error
E(i).
5.4 Simulation Results
The following parameters have been used for the simulation of the proposed receiver.
PN code synchronization follows a procedure of combined tracking/reacquisition/tracking,
etc., after an initial acquisition. That is, during tracking whenever |εl| > εmax > 0,
a new acquisition will be initiated and a new tracking follows. This value is set to
εmax = 0.5. The spreading code is 128. We have simulated signals in a Rayleigh fading
channel with two path channel from MS to BS. We have assumed that the initial time
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estimates are available from the acquisition stage within half of Tc. Since the pro-
posed structure is to be employed in the multiuser radiolocation, we have simulated
system with 10 users in a cellular network. Due to power control in CDMA systems,
all mobiles are received with nearly the same power. But the same is not true for the
neighboring base stations. An MS served by the first base station can be received at
much lower power compared than the MS’s belonging to that neighboring cell. In fact,
only when the mobile to be located is in a soft handover with one or more neighbor
cells, its received power is relatively close to the serving cell. The TOA measurements
strongly depend on the received MAI level.
First we consider the accuracy of DLL-based TOA estimation for two diﬀerent
cases as shown in Figure (5.7). The histogram of the residual timing error at the
mobile serving base station shown in (a) is compared with that of non serving BS. It
can be seen that the DLL timing error remains unaﬀected with timing error distributed
over ±Tc/2 which is the same as initially assumed after the acquisition stage
When we compare the timing error for the SIC based DLL structure we immedi-
ately see improved results. This has been shown in the following Figures (5.8). The
timing error for the serving BS is almost the same as in the previous case. But there
is significant improvement with the timing error converging to zero for the non serv-
ing mobiles. Similarly, the normalized timing error for the early-late delay tracker
integrated with the receiver structure in Figure (5.3) has been shown in Figure (5.9).
Here the system model consists of five users of equal power and we display the timing
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Figure 5.7: Histograms for PDF’s of DLL timing error (normalized by Tc) for two
cases: a) mobile received at serving BS, and b) at non-serving BS
error for an MS in the serving BS. The timing estimate is seen to have improved when
compared with Figure (5.7). These timing estimates will improve the TOA based
mobile location as we will discuss it in the next chapter.
Chapter Summary
In this chapter we looked into the performance of the new proposed DLL employing
SIC structure to cancel the users progressively to enhance the timing estimate of the
weak user. A comparison with the classical DLL was made to show that the proposed
SIC based DLL is able to track the weaker users in a multiuser environment. In the
next chapter we will use the time estimates obtained from the methods described in
the previous two chapters to estimate the MS in a cellular network.
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Figure 5.8: Histograms for PDF’s of SIC based DLL timing error (normalized by Tc)
for two cases: a) mobile received at serving BS, and b) at non-serving BS
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Figure 5.9: Histogram of the timing error for MS in serving BS in five user two path
model for early late tracking algorithm
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Chapter 6
Radiolocation based on Time of
Arrival Techniques
For network-based wireless location systems, diﬀerent data fusion techniques are used
that combine data from multiple sources and gather that information in order to
achieve inferences, which will be more eﬃcient and potentially more accurate when
compared if they were achieved by means of a single source. The time of arrival (TOA)
and time diﬀerence of arrival (TDOA) are two time-based measures usually used in
calculating the location of a mobile station. In this chapter we present and evaluate
a method for accurate TOA estimation in a multiuser multipath fading channels for
positioning purposes.
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6.1 Approximate Maximum Likelihood Algorithm
The focus of our research is based on TOA using the first arriving path delay esti-
mate. Radiolocation involves measuring the distance between an MS and a BS finding
the one-way propagation time between an MS and BS. This distance is given by the
time multiplied by the speed of light (c = 3× 108m/s). Geometrically, it results in a
circle, centered at the BS. Localization in two-dimensions (2-D) requires at least three
BS’s and the MS is located at the intersection of these circles as shown in Figure (2.5).
However,due to noise, interference and synchronization problems, the three circles may
not intersect at a single point making it necessary to find an estimate of the emit-
ter location that minimizes the inconsistencies. For TOA , the localization equations
are nonlinear. The standard solution is linearization followed by gradient searches.
They suﬀer from initial condition sensitivity and convergence problems. This lead
some researchers to develop closed-form linear techniques which can give optimum
location estimates only at high signal-to-noise (SNR) ratio Finding the maximum
likelihood (ML) estimates source location corresponds to solving a nonlinear maxi-
mization problem. This procedure can be computationally expensive. A suboptimal
solution known as Approximate Maximum Likelihood (AML) algorithm has shown
to be computationally cheaper and easier to implement [87]. It begins with the ML
equations,changing them into two linear equations in the unknown (x,y), whose coef-
ficients are also dependent on (x,y). Then, with some initial values of (x, y), it solves
the linear equations for new (x, y) and updates their coeﬃcients. It has been shown
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in [87] that minimum solution is obtained after five updates. AML will constitute our
TOA based radiolocation in this chapter.
The initial estimate is obtained by using the least squares solution as given by
(2.13) is
xˆ = (HTH)−1HTb (6.1)
Hence the estimated mobile location is given by xˆ in the above equation.
The MS position estimate can further be refined by using approximate likelihood
algorithm (AML) and the subsequent mathematical derivation for AML has been
taken from [86]. We start with the estimate obtained from LS method as an initial
measured distance given by
di =
p
(x− xi)2 + (y − yi)2 + i i = 1, 2, .., N
= Ri + i
where Ri is the true distance between BSi and MS, and i is the measurement
noise in the ith estimation. The vector form of the measured distance can be written
as
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D = R+ ² (6.2)
The TOA measurements can be obtained by dividing D by the speed of light c
T =
D
c
+
²
c
(6.3)
where ² is a vector of additive measurement errors. The elements of ² are inde-
pendent, zero mean Gaussian random variables with covariance matrix
Q = E{²²T} = diag{σ2....σ2}
and
D = [d1 ... dN ]
T = D(θ)
The probability density function (pdf) [87] of T given θ is given by
f(T/θ) = (2π)
N
2 (detQ)
1
2 exp{−J
2
} (6.4)
where
J =
∙
T−D(θ)
c
¸T
Q−1
∙
T−D(θ)
c
¸
(6.5)
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The ML estimate is the θ that minimizes J . Minimizing J is done by setting the
gradient of J with respect to θ to zero, gives the two ML equations,
NX
i=1
(Ri − di)(x− xi)
Ri
= 0 (6.6)
NX
i=1
(Ri − di)(y − yi)
Ri
= 0
an ordinary LS solution would suﬃce if (6.6) were is linear. But if they are non-
linear, AML provides the solution. Substituting
(Ri − di) =
(Ri − di)2
(Ri + di)2
into (6.6)
NX
i=1
(R2i − d2i )(x− xi)
Ri(Ri + di)
= 0 (6.7)
NX
i=1
(R2i − d2i )(y − yi)
Ri(Ri + di)
= 0
Expanding (6.7) into matrix form, we get
2
⎡
⎢⎢⎣
P
gixi
P
giyiP
hixi
P
hiyi
⎤
⎥⎥⎦
⎡
⎢⎢⎣
xm
ym
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
P
gi(s+ ki − d2i )P
hi(s+ ki − d2i )
⎤
⎥⎥⎦ (6.8)
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gi =
xm − xi
Ri(Ri + di)
, hi =
ym − yi
Ri(Ri + di)
, s = x2m + y
2
m, ki = x
2
i + y
2
i
We can write (6.8) as
Aθ = b (6.9)
Using the LS estimate gives values of A and b produces a new value of θ to update
A and b and then θ. This procedure, called the approximate ML (AML) estimator
[85], stops after five updates and takes the θ that gives the smallest J as the solution.
This ensures that AML will not diverge, and will, at worst, have the errors of the
linear estimator. Simulation results in [87] show that the AML actually attains the
Cramer—Rao lower bound (CRLB).
6.2 Cellular RF Network Modeling & Analysis
For the purpose of evaluating the eﬀects of MAI on radiolocation, we consider a cellular
network consisting of a central cell with three tiers of surrounding cells as illustrated
in Figure (6.1). Each of the BS has an omni-directional antenna in the center with
mobile users assumed to be uniformly distributed across the network coverage area
[86].
The signal propagating from the MS to each of the BSi (i = 1, 2, ..., N) undergoes
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Figure 6.1: Cellular network
attenuation including distance path loss and lognormal shadowing. The radio channel
is modelled as [86],
α(dBSi , ξBSi) = p(dBSi)10
ξBSi/10 (6.10)
where p(d) is the distance path loss, and ξBSiis the shadowing variable. The path
loss part follows a two-segment model with breakpoint at do [86],
p(d) = 10n log10(d) (6.11)
where n is the path loss slope assumed to take two diﬀerent values, depending on
whether the mobile is within or beyond the given breakpoint. In simulations, we have
used the slopes n = 2, and a breakpoint at 200m, with a cell radius of 2km.
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Since CDMA systems employ power control mechanisms, at a given base station
of interest termed as the “serving” base station, all mobiles are received with nearly
the same power (we later assume it to be same, i.e., perfect power control). However,
at neighboring base stations, a given mobile served by the first base station can be
received at much lower power compared to the mobiles belonging to that neighboring
cell. In fact, only when the mobile to be located is in a soft-handover with one or
more neighbor cells, its received power is relatively close to the original cell.
Since time-of-arrival estimation accuracy strongly depends on the received MAI
levels, this issue can be a limiting factor in mobile radiolocation which typically re-
quires TOA data from at least three base stations. For example, if we assume that
the mobile is served by the center base station BS1 and will be radiolocated by the
strongest seven base stations BS1, BS2,. . . , BS7 (sorted in a descending order from
the base station that receives the highest average received power), then we define the
ratio of its average received power at BSi compared to BS1as [86],
βi = Pi/P1 (6.12)
where Pi is the received power in BSi and β1 = 1 ≥ β2 ≥ β3 ≥ · · · ≥ β7
It is found that this ratio can fluctuate widely depending on the mobile position
relative to the base stations of interest. As an illustration, we present examples for
four scenarios that will be used in the subsequent numerical results [86,88].
Case-1 refers to a mobile located anywhere in the central cell BS1 (the mobile
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β1 β2 β3 β4 β5 β6 β7
Case 1 1 0.1412 0.0629 0.0343 0.0212 0.0140 0.0095
Case 2 1 0.0216 0.0113 0.0069 0.0045 0.0031 0.0021
Case 3 1 0.6982 0.2215 0.1202 0.0735 0.0485 0.0331
Case 4 1 0.7922 0.6353 0.2993 0.1701 0.1065 0.0706
the averages of the β - factors for various soft-handover link conditions when
the shadowing standard deviation σsh = 8 dB and the cell radius is 2km [86]
Table 6.1: Averages of the beta factors[86]
serving base station).
Case-2 refers to a mobile in close proximity to its “serving” BS1, with a signal at
least 10dB above that at the other two base stations.
Case-3 represents a two-way soft handover scenario, with the mobile power at
base station 2 within 3dB (as an example) from that at BS1, and
Case-4 denotes the 3-way soft handover situation where the mobile signal is within
3dB at both BS2 and BS3 compared to BS1
6.3 Simulation Results
For the purpose of radiolocation we consider the cellular network shown in Figure (6.1)
and TOA algorithm described earlier with TOA estimates from UKF, DDF2 and SIC
based DLL approach. We assume a uniformly loaded network, with 10 users per cell
assuming a LOS path exists between an MS and the BS. We will show the cumulative
distribution function (cdf) of the MS positioning error for the 4 cases when using the
delay estimates for UKF, DDF, SIC based DLL and early late tracking loop integrated
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with SIC.
Comparison between UKF and DDF
Figure (6.2) shows the cdf of positioning error when UKF-based delay estimates are
used for positioning. It can be seen that positioning error is minimum for the case-4
where a 3-way soft handover condition exists followed by the positioning errors for the
case 3 where a two-way handover scenario is considered. The positioning error is the
highest for the case 2 when there is no handover. This is because when the MS is close
to its serving BS (case-2), the weak MS signal at non serving BS results in poor timing
estimates at those BSs which in turn translate into higher positioning errors. Similar
observations can be made for the positioning error cdf for the case of DDF-based
delay estimates are used for positioning as shown in Figure (6.3). The comparison of
positioning error for the UKF and the DDF is shown for the 4-cases in Figures (6.4)-
(6.7). These figures show that the performance of these two filters are comparable
with UKF showing slightly better performance than the DDF. However, for the case
2, we see a deviation from this behavior when initially DDF performs slightly better
than the UKF and after the crossover point the reversal in performance occurs for
the two filters. This is the case when two non serving base stations are receiving
relatively weak signals compared to the serving base station. Such a deviation is
not observed for other cases and needs further investigation. In general the relative
inferior performance of DDF compared to UKF may be attributed to the fact some
of the higher order cross product terms (to avoid excessive computational cost) in
131
0 5 10 15 20 25 30 35 40 45 50
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Positioning Error, e (in meters)
C
um
ul
at
iv
e 
D
is
tri
bu
tio
n 
Fu
nc
tio
n,
 P
ro
b 
(E
rro
r <
=e
)
Positioning Errors using UKF delay estimates
 
 
Case 4
Case 3
Case 2
Case 1
Figure 6.2: Cumulative distribution function (CDF) for the residual mobile positioning
error for 4 cases using UKF
the derivation of the Sterling approximation estimate of the covariance are discarded
[74,77].
Figure (6.8) shows the cdf of the MS positioning error for the SIC based DLL. It is
clearly seen that the case for 3-way soft handover (case 4) gives the best performance,
followed by 2-way soft handover one (case 3), followed by the case when the mobile
is located anywhere is the serving BS (case 1). The positioning error is again the
highest for case 2 when the MS is closest to its own base station. Figure (6.9) shows the
positioning error cdf for the SIC based early late tracking loop. The error performance
for the 4-cases is similar to the SIC based DLL with least positioning errors in 3-way
soft handover (case 4) and worst when the MS is closest to its serving BS (case 2).
If we make a comparison of the positioning errors obtained from SIC-based DLL
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Figure 6.3: Cumulative distribution function (CDF) for the residual mobile positioning
error for 4 cases using DDF
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Figure 6.4: Comparison of cumulative distribution function (CDF) for the residual
mobile positioning error for UKF and DDF - case 1
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Figure 6.5: Comparison of cumulative distribution function (CDF) for the residual
mobile positioning error for UKF and DDF - case 2
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Figure 6.6: Comparison of cumulative distribution function (CDF) for the residual
mobile positioning error for UKF and DDF - case 3
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Figure 6.7: Comparison of cumulative distribution function (CDF) for the residual
mobile positioning error for UKF and DDF - case 4
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Figure 6.8: Cumulative distribution function (CDF) for the residual mobile positioning
error using SIC-based DLL delay estimates
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Figure 6.9: Cumulative distribution function (CDF) for the residual mobile positioning
error using SIC-based early late delay tracking loop estimates
with early late tracking algorithm integrated with SIC shown in Figure (6.10), we see
that the former performs better than the later.
Comparison between SIC based tracking loops
A comparison of the SIC based DLL with DLL without SIC is shown in Figure
(6.10). It is seen that for the proposed receiver location error is below 36m 90%
of time and it is 60m 60% of time for DLL with no interference cancellation. We
see from all the figures the position location error increases as the MS approaches
its serving BS (case-2). This is because the MS, closer to the serving BS, needs to
transmit at lower power levels to maintain the fixed received power at the serving
BS. We may also observe that as the distance to the neighboring BSs increases, the
signal experiences greater path loss. So the received signal power at the neighboring
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Figure 6.10: Comparison of cumulative distribution function (CDF) for the residual
mobile positioning error for SIC-DLL and DLL without SIC
BSs reaches lower levels, making position location error to sharply rise. This in turn
decreases the position location accuracy.
A comparison of the filtering based approaches with the SIC-based tracking ap-
proaches shows that the cdf of the positioning error for all 4 cases is the least when
using UKF based delay estimates for positioning in a multiuser multipath environ-
ment. It verifies what has been stated in chapter 4 that UKF is near far resistant
and accurately tracks multiuser parameters providing higher position accuracy when
compared with other techniques considered in this thesis.
Eﬀect of number of users per cell on the Radiolocation error
For the shadowing standard deviation σs = 8dB, we vary the number of users to
investigate its eﬀects on the radiolocation. The final results have been averaged over
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Figure 6.11: Mean positioning error vs number of users (UKF)
50 runs. It can be seen from Figures ( 6.11-6.14) that the positioning error increases
with increasing number of users. This is because of the degradation of SNR with
increasing number of users per cell. Again we observe that the positioning error is
the lowest for the case of UKF and highest for the LMS-based tracking loop. The
positioning error for the DDF and SIC based DLL lies between these two extremes.
Chapter Summary:
In this chapter we presented the performance of time of arrival based techniques
for mobile positioning in CDMA cellular networks using approximate maximum like-
lihood. Firstly, we showed that delay estimates based on near far resistant SPKF
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Figure 6.12: Mean radiolocation error vs number of users (DDF)
0 1 2 3 4 5 6 7 8 9 10
0
5
10
15
20
25
30
35
40
45
50
N (users per cell)
M
ea
n 
ra
di
ol
oc
at
io
n 
er
ro
r 
(m
)
 
 
case 4
case 3
case 1
case 2
Figure 6.13: Mean positioning error vs number of users (SIC-based DLL)
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Figure 6.14: Mean positioning error vs number of users (ealry late tracking loop)
algorithms can be used to provide accurate positioning in a multiuser scenario. Sec-
ondly, the DLL and early late tracking loop combined with interference cancellation
were used for TOA estimation. It was shown that MAI cancellation has a clear im-
pact on the precision of mobile radiolocation, owing to the fact that, with interference
cancellation the delay estimates will be improved which in turn lowers the position-
ing error. We showed through simulations that the proposed methods provide better
location estimates than those obtained by using the classical DLL.
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Chapter 7
Thesis Contributions and
Recommendations for Future Work
7.1 Dissertation Contributions and Conclusions
In this work, we have developed delay estimators for the position location of mobile
terminal in CDMA network using TOA. The focus has been on the parameter estima-
tion in a multipath propagation channel with particular emphasis on the estimation
of the first timing epoch. We assumed a LOS path exists between the MS and the
BS. The major contributions of this dissertation are following:
The first part of this dissertation aims at estimating the multiuser parameter of the
arriving signal. In this context we developed estimators based on the linear, linearized
and the nonlinear filtering approaches. We obtained the multiuser parameters i.e.
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channel coeﬃcients and delays using EKF, DDF and UKF filtering methods. The
algorithms have been evaluated through computer simulations. The Cramer Rao
lower bound on the variance of the parameters error is also derived and compared
with the simulation results. The analysis of the proposed parameters estimation is
also provided.
The second part of this dissertation describes two new approaches for the delay
estimation.
- The first approach is based on the DLL employing SIC. It estimates the
stronger signal and cancels it successively from the received signal which in turn
reduces the residual timing error of the weaker users.
- The second approach is based on an early late tracking loop. It employs
a bank of matched filters where the loop time update is obtained using nonlinear
LMS. Computer simulations have been performed and a relative comparison with the
standard DLL has also been presented.
The third part deals with the multiuser radiolocation. In this context we have con-
sidered approximate maximum likelihood algorithm for the radiolocation. Diﬀerent
scenarios have been considered for the MS in the cellular network. A comprehensive
comparison is provided to analyze these scenarios in terms of positioning errors. A
comparison between filtering approach based radiolocation with the SIC-based track-
ing approaches has also been presented.
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7.2 Recommendations for Future Work
There are few suggestions regarding the future works. In our work, we have assumed
that LOS path is available from the MS to each of the BS involved in positioning.
However this condition is not always true. All wireless communication systems suﬀer
from NLOS problem and the measurements are biased in such an environment. Unless
this bias is mitigated in some way, the location estimates will be far from the true
values regardless of the accuracy of TOA estimates. This work can be extended by
developing techniques to mitigate NLOS bias in location estimation.
Similarly, other grid based filtering approaches such as particle filters and its vari-
ant may be used for parameter estimation purposes and a comparison can be made
with the filtering approaches considered in this thesis.
In this thesis we considered the impact of TOA estimation errors on the user lo-
cation that was mainly characterized by extensive simulations. In future work, one
could attempt to quantify analytically the relation between estimation by incorpo-
rating both TOA/AOA data and the cumulative distribution function of the location
error.
The estimation techniques presented in thesis for user location estimation can be
applied to wideband CDMA standards. In future work, one could study the eﬀect of
the enhancements they oﬀer on the wireless location process and its accuracy.
A useful modification is to incorporate some scheme that adapts parameters de-
pending on whether the MS being tracked represents a pedestrian, a vehicle on a
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urban/suburban street or on a highway, etc. In this case the range measurements at
each BS will vary with time. Thus we can have more than one independent range
measurement at each BS, which in turn can used for better location estimation.
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Appendix I.
Divided Diﬀerence Filter
Consider a nonlinear function, y = h(x) with a random variable x with mean x¯ and
covariance Pxx. The second order divided diﬀerence approximation of the function is
formulated by using the vector form of Stirling’s interpolation formula, which is similar
to the extension of the Taylor series approximation [78-80]
y ' h(x¯) + D˜∆xh+ 1
2!
D˜2∆xh (7.1)
Where the operators D˜∆x and D˜2∆x are given by
Where the operators D˜∆x and D˜2∆x are given by
D˜∆xh =
1
h
Ã
nX
p=1
∆xpμpδp
!
h(x¯) (7.2)
D˜2∆xh =
1
h2
Ã
nX
p=1
∆x2pδ
2
p +
nX
p=1
nX
q=1,p6=q
∆xp∆xq(μpδp)(μqδq)
!
h(x¯) (7.3)
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where ∆xp = (x − x¯)p is the pth component of x − x¯ and h is an interval of
length, taken as h =
√
3 for a Gaussian distribution and δp and μpdenote the partial
diﬀerence operator and the partial average operator respectively
δph(x¯) = h
µ
x¯+
h
2
ep
¶
− h
µ
x¯− h
2
ep
¶
(7.4)
μph(x¯) =
1
2
½
h
µ
x¯+
h
2
ep
¶
+ h
µ
x¯− h
2
ep
¶¾
(7.5)
The following linear transformation of x is introduced to illustrate how others can be
derived.
z = S−1x x
where Sx is the Cholesky factor of the covariance matrix Pxx. A new function h˜ is
defined by
h˜(z) ≡ h(Sxz) = h(x)
The Taylor series approximation of h˜ is identical to that of h, while the interpolation
formula does not yield the same results for h˜ and h due to the following
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2μpδph˜(z¯) = h˜(z¯ + h)− h˜(z¯− hep) = h(x¯+ sp)− h(x¯− hsp) (7.6)
where sp denotes the pth column of Sx. Thus, D˜∆xh and D˜2∆xh will be diﬀerent from
D˜∆zh˜ and D˜2∆zh˜.
Unscented Kalman Filter (UKF)
Consider a nonlinear function
y = h(x) (7.7)
We expand h(x) in a Taylor series around some nominal operating point x = x¯ ,
defining deviation from mean as x˜ = x− x¯,
h(x) = h(x¯) +
∂h
∂x
¯¯¯¯
x¯
x˜+
1
2!
∂2h
∂x2
¯¯¯¯
x¯
x˜2 +
1
3!
∂3h
∂x3
¯¯¯¯
x¯
x˜3 + · · · (7.8)
Now we define the operation
Dkx˜h =
Ã
nX
i=1
x˜i
∂
∂xi
!k
h(x)
¯¯¯¯
¯¯
x¯
(7.9)
using this definition we write the Taylor series expansion of h(x) as
h(x) = h(x¯) +Dx˜h+
1
2!
D2x˜h+
1
3!
D3x˜h+ · · · (7.10)
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The mean of y can therefore be expanded as
y¯ = E
∙
h(x¯) +Dx˜h+
1
2!
D2x˜h+
1
3!
D3x˜h+ · · ·
¸
(7.11)
= h(x¯) +E
∙
Dx˜h+
1
2!
D2x˜h+
1
3!
D3x˜h+ · · ·
¸
Now
E[Dx¯h] = E
"
nX
i=1
x˜i
∂
∂xi
h(x)
¯¯¯¯
¯
x=x¯
#
(7.12)
=
nX
i=1
E(x˜i)
∂
∂xi
h(x)
¯¯¯¯
x=x¯
= 0
because E(x˜i) = 0. Similarly
E[D3x˜h] = E
⎡
⎣
Ã
nX
i=1
x˜i
∂
∂xi
!3
h(x)
¯¯¯¯
¯¯
x=x¯
⎤
⎦ (7.13)
= 0
This is because all of the odd moments of a zero-mean random variable with a
symmetric pdf are equal to 0. So
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y¯ = h(x¯) +
1
2!
E[D2x˜h] +
1
4!
E[D4x˜h] + · · · (7.14)
The covariance of the nonlinear transformation
Py = E[(y − y¯)(y − y¯)T ] (7.15)
we can write
y − y¯ =
∙
Dx˜h+
1
2!
D2x˜h+ · · ·
¸
−
∙
1
2!
E(D2x˜h) +
1
4!
E(D4x˜h) + · · ·
¸
We substitute this expression into the previous equation ,we see that all of the odd-
powered terms in the expected value evaluate to zero (assuming that x˜ is zero-mean
with a symmetric pdf). This results in
Py = E
£
Dx˜h(Dx˜h)T
¤
+ (7.16)
E
∙
Dx˜h(D3x˜h)T
3!
+
D2x˜h(D2x˜h)T
2!2!
+
D3x˜h(Dx˜h)T
3!
¸
+
E
µ
D2x˜h
2!
¶
E
µ
D2x˜h
2!
¶T
+ · · ·
The first term on the right side of the above equation can be written as
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E
£
Dx˜h(Dx˜h)T
¤
= E
"
nX
i=1
x˜i
∂h
∂xi
¯¯¯¯
¯
x=x¯
(· · ·)T
#
(7.17)
= E
⎡
⎣
nX
i,j
x˜i
∂h
∂xi
¯¯¯¯
¯
x=x¯
∂hT
∂xj
¯¯¯¯
x=x¯
x˜j
⎤
⎦
=
X
i,j
HiE(x˜ix˜j)HTj
= HPHT
Py = HPHT +E
∙
Dx˜h(D3x˜h)T
3!
+
D2x˜h(D2x˜h)T
2!2!
+
D3x˜h(Dx˜h)T
3!
¸
+ (7.18)
E
µ
D2x˜h
2!
¶
E
µ
D2x˜h
2!
¶T
+ · · ·
This is the complete Taylor series expansion for the covariance of a nonlinear trans-
formation. In the EKF, we use only the first term of this expansion to approximate
the covariance of the estimation error. An unscented transformation is based on two
fundamental principles. First, it is easy to perform a nonlinear transformation on a
single point (rather than an entire pdf). Second, it is not too hard to find a set of
individual points in state space whose sample pdf approximates the true pdf of a state
vector.
Taking these two ideas together, suppose that we know the mean x¯ and covariance
P of a vector x. We then find a set of deterministic vectors called sigma points
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whose ensemble mean and covariance are equal to x¯ and P . We next apply our
known nonlinear function y = h(x) to each deterministic vector to obtain transformed
vectors. The ensemble mean and covariance of the transformed vectors will give a
good estimate of the true mean and covariance of y. This is the key to the unscented
transformation.
We choose 2n sigma points such that
x(i) = x¯+ x˜ i = 1, ..., 2n
x˜(i) =
³√
nP
´T
i
i = 1, ..., n
x˜(n+i) = −
³√
nP
´T
i
i = 1, ..., n
(7.19)
where
√
nP is the matrix square root of nP such that
³√
nP
´T √
nP = nP , and³√
nP
´
i
is the ith row of
√
nP.
Mean approximation
Suppose that we have a vector x with a known mean x¯ and covariance P , a
nonlinear function y = h(x), and we want to approximate the mean of y. We transform
each individual sigma point using the nonlinear function h(.), and then taking the
weighted sum of the transformed sigma points to approximate the mean of y. The
transformed sigma points are computed as follows
y(i) = h(x(i)) i = 1, ..., 2n (7.20)
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The true mean of y is denoted as y¯. The approximated mean of y is denoted as y¯uand
is computed as follows:
y¯u =
2nX
i=1
W (i)y(i) (7.21)
We can write the weighting coeﬃcient as
W (i) =
1
2n
i = 1, ..., 2n (7.22)
y¯u can be written
y¯u =
1
2n
2nX
i=1
y(i) (7.23)
Now let’s compute the value of y¯u to see how well it matches the true mean of y.
Expanding y(i) using Taylor series around x¯
y¯u =
1
2n
2nX
i=1
µ
h(x¯) +Dx˜h+
1
2!
D2x˜h+ · · ·
¶
(7.24)
= h(x¯) +
2nX
i=1
µ
Dx˜h+
1
2!
D2x˜h+ · · ·
¶
for any integer k ≥ 0,we have
152
2nX
j=1
D2k+1x˜(j) h =
2nX
j=1
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Ã
nX
i=1
x˜(j)i
∂
∂xi
!2k+1
h(x)|x=x¯
⎤
⎦ (7.25)
=
2nX
j=1
"
nX
i=1
³
x˜(j)i
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h(x)|x=x¯
#
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i=1
"
2nX
j=1
³
x˜(j)i
´2k+1 ∂2k+1
∂x2k+1i
h(x)|x=x¯
#
= 0
Therefore, all of the odd terms evaluate to zero and we have
y¯u = h(x¯) +
1
2n
2nX
i=1
µ
1
2!
D2x˜(i)h+
1
4!
D4x˜(i)h+ · · ·
¶
(7.26)
= h(x¯) +
1
2n
2nX
i=1
1
2!
D2x˜(i)h+
1
2n
2nX
i=1
µ
1
4!
D4x˜(i)h+
1
6!
D6x˜(i)h+
¶
the second term on the right side of the above equation
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We know that the true mean of y is given by
y¯ = h(x¯) +
1
2!
E[D2x˜h] +
1
4!
E[D4x˜h] + · · · (7.30)
The second term of the above equation can be written as
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Comparing this with Equation (7.20) we see that y¯u, (the approximated mean of
y) matches the true mean of y correctly up to the third order, whereas linearization
only matches the true mean of y up to the first order.
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Covariance approximation
Now the approximated covariance
Pu =
2nX
i=1
W (i)(y(i) − yu)(y(i) − yu)T (7.33)
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which simplifies to
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The marked terms in the equation are zero as noted before because x˜(i) = −x˜(i+n)
for i = 1, ..., n.
So the covariance approximation can be written as
Pu =
1
2n
2nX
i=1
³
Dx˜(i)h
´
(· · ·)T +HOT (7.36)
where HOT means higher-order terms (i.e., terms to the fourth power and higher).
Expanding this equation for Pu while neglecting the higher order terms gives
Pu =
1
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2nX
i=1
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as x˜(i)j = −x˜
(i+n)
j and x˜
(i)
j = −x˜
(i+n)
j for i = 1, ..., n.Therefore, the covariance
approximation becomes
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Comparing this equation for Pu with the true covariance of y, we see that it ap-
proximates the true covariance of y up to the third order (i.e., only terms to the fourth
and higher powers are incorrect). This is the same approximation order as the lin-
earization method, as seen by Equation (4.66). However, we would intuitively expect
the magnitude of the error of the unscented approximation in Equation (4.81) to be
smaller than the linear approximation HPHT , because the unscented approximation
at least contains correctly signed terms to the fourth power and higher, whereas the
linear approximation does not contain any terms other than HPHT
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