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1. INTRODUCTION 
In a recent paper H. Antosiewicz [l] derived a simple, necessary and suffi- 
cient condition for approximate controlability of linear systems governed 
by ordinary differential equations. His method is based upon some elegant 
geometrical ideas. In this paper we will show that these geometrical ideas are 
valid in the context of more general linear systems such as those which are 
governed by partial differential equations. This will enable us to derive 
simple, necessary and sufficient conditions for approximate controlability 
for distributed systems. 
In the ordinary differential equations of [l], the necessary and sufficient 
conditions derived for approximate control contain the case of strict control- 
ability. In the present context this is not necessarily the case because of 
intrinsic technical differences between the flows generated by ordinary and 
partial differential equations. For partial differential equations the set of 
states which are not attainable by the flow may be everywhere dense. Thus 
strict controlability is either out of the question or requires special considera- 
tion. 
The question of controlability is a faintly disguised version of existence 
theory for two point problems for ordinary differential equations. For partial 
differential equations two point problems per se (by this is not meant bound- 
ary value problems) are not in general treated. Thus the question of con- 
trolability for distributed systems appears to have a novel mathematical 
aspect. 
A class of exceptions to what we have called two point problems for partial 
differential equations are the existence theorems dealing with so-called 
improperly posed problems such as the problem of the backward heat 
equation. As a sidelight we will point out how the conditions for approximate 
control to be derived here can be used to recover some existing theorems in 
the realm of improperly posed problems. 
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In Section 2 we motivate our procedure by describing the controlability 
problem for the inhomogeneous heat equation. We also cite some of the 
technical results which are to be used. In Section 3 we state and prove the 
controlability theorems. In Section 4 we discuss applications of these theorems 
to the flows defined by the heat equation, the wave equation, and linear 
difference-differential equations. 
2. PRELIMINARIES 
The results in this paper are set in L 2, the space of real valued square 
integrable functions on the real line. The norm in this Hilbert space is 
denoted as usual with the double bars and is 
To motivate our procedure let us consider the case of the inhomogeneous 
heat equation 
Ut = u,, +f(& t) --<X<cO, T>t>O. (2.1) 
Let 
u(x, 0) = a(x) (2.2) 
and 
u(x, T) = W(X) (2.3) 
(2.1)-(2.3) comprise what we call a two point problem. 
In the context of controlability we are given an initial and final state CY. 
and w respectively, a law of propagation, the heat equation, and we ask 
whether a control functionf(x, t) exists which will cause the system to move 
from OL to w in time T. e-controlability asks slightly less. Namely, can a 
control be found which moves the system to within a sphere of radius E 
about w in time T. 
The solution to (2.1) and (2.2) can be written as 
4x, t> = 44 + Bt[fl 
where 
(2.4) 
&[a] =1 jm .$?-(“-EP/4t a(() &J 
2 dvt --m (2.5) 
and 
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where 
qt, T) = A,-, (2.7) 
A computation using Fourier transforms with respect to x readily demon- 
strates that A, and Bt carry Lz into itself for each t. 
Let 
z(x, T) = w(x) - AT[oL], (2.8) 
so that .a(~, T) is the discrepancy by which A, misses carrying a: into w. 
We denote by J(h(x), p) the open sphere in L2 with radius p and center 
h(.r), i.e., 
w(~), P) = (f(4 I iif - h II < F>fE‘q (2.9) 
S(h(x), p) denotes the closure of S(h(x), p). 
Let Hf denote the range of Bt for forcing functionsf(x, T) which lie in the 
sphere S(0, p) for all 7, 0 < 7 < t, i.e., 
Hf = (ax, I B(x) = B,[f(“? 41,.f(? T) E w-4 P>, 0G 7 < t:. (2.10) 
For convenience the set of f(x, T) entering in this definition is denoted by 
FT. 
The statement of controlability may now be viewed geometrically as 
whether the set H; contains the point Z(X, 7’). 
The statement of <-controlability may be formulated in a similar manner, 
viz. 
or 
Q(x, T), c) n Hi’ # 4 (2.11) 
This is seen to be the case since if and only if (2.11) is true does there exist 
a forcing function f(x, t) E Ff such that at time T the right member of (2.4) 
lies within S(w(x), l ) or s(w(x), ) E as the case may be. In the former case of 
the open sphere S we will use the term open e-controlable while corres- 
ponding to 3 we will use the term closed +controlable. 
Since the problem of l -controlability can be viewed geometrically as to 
whether or not two sets intersect, we may expect to characterize contro- 
lability by means of this latter property. Since the operator BT is linear, 
the set Hf as a linear image of a sphere is a convex set. The two sets in 
question in the left member of (2.1 I) being convex, we may use the theorem 
of the separating hyperplane to characterize (2.11). For convenience we state 
this theorem which may be found in [2]. 
SEPARATION THEOREM. Let M and N be two disjoint convex subsets of a 
linear space X and let M have an internal point. Then there exists a nonzero 
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linear functional F and a real constant c such that Ref(M) > c and 
Ref(N) < c. If the sets M and N are closed and one is bounded then the 
separation is strict, i.e., Ref(M) > c and Ref(N) < c. 
This theorem plus the Riesz representation theorem gives us the theorem 
of the separating hyperplane which we will use below. 
3. THEOREMS ON E-CONTROLABILITY 
In this section we will give a general formulation for controlability by ab- 
stracting the case for the heat equation given in Section 2. Then we will 
prove several theorems giving necessary conditions and sufficient conditions 
for controlability. 
For each t we have a target state z(x, t) E L2, a linear operator B, taking L2 
into itself and control functions f(x, t) E L2. 
The range of B, forf(x, T) E F: is denoted by H; as in (2.10). 
The theorems which follow all refer to one of the following inequalities: 
A. I (4~ ThyI I - E IIY II < P II &*Y II 
B. I (4x> Thy) I - E IIY II G P II Bz-*Y II 
B,* is the adjoint of B, . 
THEOREM 1. A necessary condition for open E-controlability with 6 3 0 
is that A hold for ally E L2. 
THEOREM 2. A necessary condition for closed +controlability with E 3 0 
is that B hold for ally E L2. 
We give the proof of Theorem 2 only since the proof of Theorem 1 is 
virtually identical. 
PROOF. By hypothesis Hg r\ S(z, E) # 4. Thus xf E Fg such that 
BTf E s(z, 6) or 11 z - B, f II < E. Then for this f, the Schwartz inequality 
gives 
for all y. 
Thus 
E I/Y II 3 I (x - %f?Y) I (3.1) 
I (GY) I - E IIY II G I (2,~) I - I (z - BTJCYY) !
G I (BTfPY) I 
= I (f, &*Y) I 
< llf II II &*Y II 
G P II &*Y II . 
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THEOREM 3. A suficient condition for open c-controlability with E 0 
is that A hold for ally E L2. 
THEOREM 4. A su&‘ent condition .for closed <-controlability with E 0 
is that A hold for ally E L2. 
Since Theorem 3 implies Theorem 4 we will give the proof of Theorem 3. 
PROOF OF THEOREM 3. Since B, is a linear map, H; is a convex set 
in L2. Since l > 0, the sphere S(z, 6) has a interior point and we may use the 
theorem of the separating hyperplane (with nonstrict separation). 
Suppose that A holds but that the theorem is false, i.e., H$ n S(z, G) = +. 
Then ZIy gL2 such that (x, y) > c for x E S(z, C) while (x, y) < c for x E HF 
and some positive constant c. 
The vector z - <y/Ii y /I E S(z, E), 
c G (z l Y/llY II ,Y) 
< I (z&y) 1 ~ E :qy :i. 
We also have that 
(3.2) 
Since the vector pBT*y/il B,*y j/ E Fg for any y E L2, we may insert this 
vector into (3.3) and drop the sup. 
c ‘3 (BTPBT*.YII BT*y il , y) 
=-------- ,, B;*y,l, (BT*v, BT*Y) 
= P iI BT*Y !/ . (3.4) 
But (3.2) and (3.4) contradict A. Thus the theorem is true. 
The next two theorems give sufficient conditions for +controlability with 
6 3 0. 
THEOREM 5. If H$ is closed, a su$icient condition for closed e-controlability 
with E 3 0 is that B hold for ally in L2. 
REMARK. If H& is the continuous image of a convex, closed bounded set, 
i.e., a convex weakly compact set, it is itself closed (see [2], p. 437, No. 16). 
THEOREM 6. If HpT is open, a suficient condition for open (or closed) 
c-controlability with E 2 0 is that A hold for ally EL”. 
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The method of proof for Theorems 5 and 6 is the same as the method of 
proof for Theorem 3. For Theorem 5 we observe that, since H$ is closed 
and s(z, E) is closed and bounded for l 3 0, we may use the separation 
theorem with strict separation. Thus (3.3) and (3.4) may be derived in this 
case with strict inequality signs. This gives condition B as the sufficient con- 
dition . 
For Theorem 6 we observe that, since H$ is open, it has an interior point 
independent of whether S(Z, l ) or S(Z, C) is used for all E 3 0. Then we may 
use the proof of Theorem 3 unchanged to prove Theorem 6. 
REMARK. The time T occurs in the condition B of these theorems in a 
continuous way. Then, if as the time T is reduced the condition suddenly 
fails to be satisfied, the value of T at which this happens is the value of the 
time optimal control. 
REMARK. The remark following Theorem 5 showed that Hg was closed. 
Since S(Z, l ) is closed, there is a nonempty intersection H$ A s(.z, 6) at the 
optimal value of T just described. The closure of H$ means that there is a 
control in S(0, p) corresponding to each point in Hg . Thus there is an optimal 
control. We summarize these remarks in Theorem 7. 
THEOREM 7. If H$ is closed and a closed E > 0 control exists, then a time 
optimal closed E > 0 control exists. 
4. APPLICATIONS 
A. The Inhomogeneous Heat Equation 
In Section 2 we described how the two point problem for the heat equa- 
tion (2.1)-(2.3) may be viewed as an <-control problem. The controlling 
function is the inhomogeneous term and the target state is the discrepancy z 
(given by (2.8)) by which the end value w is missed by the homogeneous part 
of the solution. The operator Bt given by (2.7) is linear and in this case even 
self-adjoint, so that the asterisks may be dropped in conditions A and B in 
Section 3. These conditions become, respectively 
I @,Y) I - e IIY II G P 1: II K(T, t)r II dt. (4.1) 
K(T, t) is defined in (2.5)-(2.7). 
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B. The Backward Heat Equation 
We will now consider the case, for the heat equation, when the controlling 
function is the initial function a(x). We are given the homogeneous equation 
Ut = %z .- co e: .x < x, O<t<T (4.2) 
and a prescribed end stated 
U(X, T) = w(x). (4.3) 
We seek a control function U(X) 
u(x, 0) = a(x) 
which will cause the system to lie within S(w, l ) at time T. 
Now 
u(x, t) = A&] 
(see (2.5)). A, is self-adjoint. 
Thus we are interested in the two sets S(W, C) and 
(4.4) 
(45) 
Hg = {f(x) /f(x) = A~[oI] for all 01 E S(0, p)}, (4.6) 
the E sphere about the target state and the range of the operator A, on S(0, p), 
respectively, We see that Theorems 1-5 hold for this problem with condi- 
tions A and B becoming, respectively 
I (w,Y) I - 6 ;IY II 2 P It 44~1 II . (4.7) 
The problem described here with E = 0 is the problem of the backward 
heat equation. One should avoid the error of setting E = 0 and 
in (4.7) to obtain an interesting but false result. The theorem of the separating 
hyperplane requires that one of the sets in question have an interior point. 
When E # 0 the sphere S(w, l ) fulfills this requirement. We cannot set 
E = 0 because Hg , being the image of a set under a smoothing operator, can 
not in general preserve neighborhoods. If the inverse map (i.e., ATE) were 
continuous, then A, would indeed preserve open sets and we could use 
Theorem 6 and set z = 0 and p = inf, I (w,y) l/II AJy] I/ in (4.7). The 
continuity of A,l is the stability property of the backward heat equation 
which is in general missing. We have, however, the interesting fact that, 
for the backward heat equation, stability implies existence. 
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The geometric approach used here suggests quite naturally that one should 
restrict the domain of A, in L2 to a subspace on which A, preserves open sets. 
In reality the inf 1 (w, y) ]/II A&] // d oes not exist unless A, is restricted to 
such a subspace. Indeed, this is why Theorem 5 cannot be applied with 
E = 0. In such a subspace we can set E = 0 and p = inf I (w, y) j/II A,[y] 11 
in (4.7) and obtain existence. In [3] the problem of solving the backward heat 
equation was set in the subspace of L2 consisting of functions whose Fourier 
transforms had a fixed finite support. The functions in this subspace are 
very smooth (indeed, analytic); thus the smoothing operator A, can not but 
preserve open sets in this subspace. We see then that the theorem in [3] 
follows from Theorem 6. 
If we use the fact that 11 A, 11 = 1, we may write (4.7) as 
II w II < P + E. (4.8) 
If we now choose p = /) w jl and a sequence of •~ + 0, Theorem 3 produces 
a sequence of initial (control) functions a,(x) such that 
II &an - w II -=c en (4.9) 
II % II < II w II. 
In the limit as E --f co, the a, define a weak limit function lying in the sphere 
S(0, w). 
C. Two Point Problem for the Wave Equation 
It is a simple matter to see that the ideas discussed thus far hold for the 
two point problem for the wave equation. Find a solution of 
u tt = %2, --<<x<co, T>t>O (4.10) 
satisfying the initial condition 
u(x, 0) = 01(x) 
and the terminal condition 
u(x, T) = W(X). 
If such a solution exists, let its initial velocity be 
ut(x, 0) = P(x). 
The solution of (4.10), (4.11) and (4.13) is 
u(x, t) = A,[4 + WPI 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
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where 
A,[a] = g [ci(x --I t) +- a(x -- t)] 
Bt[Bl = 8 j-1:: B(f) & . (4.15) 
As before we view this as a control problem set in L2. We desire to bring a 
system with initial state (Y into or near a final state w. We select the initial 
velocity as the control function. We introduce the quantities z and I?; 
respectively as 
z(x, T) = W(X) - A,[cu] (4.16) 
HtP = {f(x) I f(x) = B&3] for all t3 E S(0, p)}. (4.17) 
We notice that A, and B, are linear operators which, as a computation 
shows, maps L2 into itself. A further computation shows that B, is self- 
adjoint. With all of these ingredients we see that Theorems l-5 are applicable 
to this problem with the asterisks omitted, the conditions A and B becoming 
i(z,~)l --.iyllG~Il j:;;Wdt/I (4.18) 
The operator B, is a smoothing operator and so the question of existence 
of a solution to this two point problem (i.e., the case E = 0) requires special 
treatment of the sort described for the backward heat equation in [3]. 
D. Dzflerence-Differential Equations 
Consider the difference-differential equation 
w+(t) + aqt - 1) + h(t) i- cx(t - 1) =f(t) . 
Let 
and 
C(p) = p + b + (ap + c) e-” 
L,(x(t)) = x(O) + ax(l) - cc-y 
J 
X(T) e-p7 dr. 
-1 
Then the solution to (4.19) is 
x(t) = $ [C(p)]-‘L,(x(t)) eyfdp + $ jm [C(p)]-l ep(tp7)f(T) d7 dp. 
0 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
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If the roots of C(p) lie in the left half-plane, then by shifting the contour of 
integration in (4.22) indefinitely to the right, we see that the second term in 
the right member vanishes unless 7 < t. We note then that the integration 
orders are reversable. 
Now let 
tt(z, t) = x(t -+ z - 1) 
g(z, t) =f(t + .z - l), O<Z<l. (4.23) 
Then we see that (4.22) defines a flow of a function of z, 0 < z < 1, namely, 
u(z, t) from its initial value U(Z, 0) with forcing term g(z, t). We use this 
point of view to write (4.22) as 
u(% t) = I 
t [C(p)]-‘L,[u(z, 0)] e*‘(t+E-l) dp + s 
K(t - o)g(z, 0) do (4.24) 
1-Z 
where 
K(o) == $ [C(P)]-l ePadp. (4.25) 
We further abbreviate (4.24) as 
u(z, t) = A,[&? O)l + &[&, 919 (4.26) 
in order to conform to our usual terminology. At and B, are linear maps. 
This flow maps L2(0, 1) into itself, since the infinite integrals exist because 
of exponential decay. We see then that we may apply the theorems of Section 3 
to the operators A, or B, . The situation here is much richer than the case of 
flows governed by ordinary differential equations, since A, and B, are 
smoothing operators on functions and so the set of nonattainable points 
(in L2(0, 1)) is everywhere dense. 
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