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Resumo
Nesta tese estudamos a a´lgebra gene´rica de M1,1 em dois geradores sobre um
corpo infinito de caracter´ıstica diferente de 2. Descrevemos o centro desta a´lgebra
e provamos que este e´ a soma direta do corpo com um ideal nilpotente da a´lgebra.
Como consequeˆncia mostramos que este centro conte´m elementos na˜o escalares, res-
pondendo a uma pergunta feita por Berele.
Em caracter´ıstica zero, estudamos tambe´m as identidades polinomiais de tal
a´lgebra gene´rica e exibimos uma base finita para seu T-ideal, utilizando a descric¸a˜o
do seu centro e os resultados de Popov sobre as identidades de M1,1 em carac-
ter´ıstica zero. Segue que tal base e´ formada pelos polinoˆmios [x1, x2][x3, x4][x5, x6],
[[x1, x2][x3, x4], x5] e s4, a identidade polinomial standard de grau 4.
Por fim, utilizando ideias e resultados de Nikolaev sobre as identidades em duas
varia´veis de M2(K) em caracter´ıstica zero, mostramos que todas as identidades po-
linomiais em duas varia´veis de M1,1 sa˜o consequeˆncias das identidades [[x1, x2]
2, x1]
e [x1, x2]
3.
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Abstract
In this thesis, we study the generic algebra of M1,1 in two generators over an
infinite field of characteristic different from 2. We describe the centre of this algebra
and prove that this centre is a direct sum of the field and a nilpotent ideal of the
algebra. As a consequence, we show that such centre contains nonscalar elements
and thus we answer a question posed by Berele.
In characteristic zero we also study the identities of this generic algebra and find
a finite basis for its ideal of identities using the description of its centre and the
results of Popov, about the identities of M1,1 in characteristic zero. It follows that
such a basis is formed by the polynomials [x1, x2][x3, x4][x5, x6], [[x1, x2][x3, x4], x5]
and by s4, the standard identity of degree four.
Finally, using ideas and results of Nikolaev about the identities in two variables of
M2(K) in characteristic zero, we show that the polynomial identities in two variables
of M1,1 follow from [[x1, x2]
2, x1] and [x1, x2]
3.
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Introduc¸a˜o
A a´rea da matema´tica na qual esta tese se insere e´ teoria de ane´is e a´lgebras,
mais especificamente, teoria de a´lgebras com identidades polinomiais, tambe´m cha-
madas de PI-a´lgebras. Estas sa˜o a´lgebras cujos elementos satisfazem alguma relac¸a˜o
polinomial. Dentre elas esta˜o as a´lgebras comutativas, as de dimensa˜o finita e a
a´lgebra Exterior, E, tambe´m chamada de a´lgebra de Grassmann. O desenvolvimento
pro´prio desta teoria teve in´ıcio em torno de 1945, com trabalhos de N. Jacobson e
I. Kaplansky, sobre a estrutura destas a´lgebras, e intensificou-se a partir de 1950,
com a publicac¸a˜o do ce´lebre teorema de Amitsur-Levitzki, que afirma que a a´lgebra
das matrizes de ordem n satisfaz o polinoˆmio standard de grau 2n. No mesmo
ano, Specht levantou um problema, que viria a ser conhecido como “O problema de
Specht”, questionando se toda a´lgebra associativa possui base finita para o ideal de
suas identidades polinomiais. Este problema passou a ser um problema central na
teoria, motivando boa parte do seu desenvolvimento.
Atualmente, a teoria de a´lgebras com identidades polinomiais, ou PI-teoria, e´
uma a´rea da a´lgebra bem desenvolvida e em ra´pida expansa˜o. Grosso modo, po-
demos dividir em treˆs as principais linhas de pesquisa da a´rea. A primeira, e mais
cla´ssica, busca descrever propriedades de uma a´lgebra sabendo que ela satisfaz uma
identidade polinomial. A segunda, tem como objetivo estudar as classes de a´lgebras
que satisfazem um dado sistema de identidades polinomiais (chamadas variedades de
a´lgebras). A terceira linha de pesquisa consiste em estudar as identidades polinomiais
satisfeita por alguma a´lgebra espec´ıfica.
As pesquisas em PI teoria fazem uso de me´todos e te´cnicas provenientes de va-
riadas a´reas da a´lgebra (estrutura de ane´is, representac¸o˜es de a´lgebras, a´lgebras
graduadas, a´lgebra comutativa, para citar algumas), da combinato´ria, da teoria de
representac¸o˜es de grupos (especialmente dos grupos sime´trico e geral linear), da
a´lgebra linear, da teoria de grupos, e outras a´reas da Matema´tica. Uma discussa˜o
mais detalhada sobre o desenvolvimento da PI teoria pode ser encontrada, por exem-
plo, nas monografias [12, 14].
Em 1987, Kemer responde afirmativamente o problema de Specht para a´lgebras
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sobre corpos de caracter´ıstica zero, como consequeˆncia da sua importante teoria sobre
a estrutura dos T-ideais da a´lgebra associativa livre, K〈X〉 (ideais que sa˜o invariantes
por endomorfismos deK〈X〉). A a´lgebra associativa livre, K〈X〉, pode ser vista como
a a´lgebra dos polinoˆmios nas varia´veis na˜o comutativas do conjunto X = {x1, x2 . . . }.
Dentre outros resultados importantes desta teoria, esta´ a classificac¸a˜o dos T-ideais
T-primos da a´lgebra associativa livre (T-ideais que sa˜o primos na classes dos T-ideais
de K〈X〉), introduzindo o conceito de a´lgebras T-primas. Vale aqui mencionar que
em caracter´ıstica positiva o problema de Specht na˜o tem resposta positiva. Veja, por
exemplo, Belov [2].
Kemer mostrou que, em caracter´ıstica zero, existem apenas treˆs classes de T-
ideais T-primos na˜o triviais. Sa˜o eles, os ideais das identidades das a´lgebras Mn(K),
das matrizes n×n sobre o corpo K, das a´lgebras Mn(E), das matrizes n×n sobre a
a´lgebra de Grassmann e das a´lgebras Ma,b. A u´ltima consiste de matrizes em blocos
a × a e b × b na diagonal principal, com entradas em E0, e as demais posic¸o˜es com
entradas em E1. Aqui E0 e´ o centro de E e E1 e´ a parte anticomutativa de E. Mais
precisamente, se V e´ um espac¸o vetorial com base e1, e2, . . . , e E e´ a a´lgebra de
Grassmann de V , enta˜o E tem base formada por elementos do tipo ei1 . . . eik , com
i1 < · · · < ik, k ≥ 0, e multiplicac¸a˜o induzida por eiej = −ejei. Assim, E0 e´ o
subespac¸o gerado por todos os elementos da base com k par, e E1, pelos elementos
com k ı´mpar.
Se A e´ uma PI-a´lgebra e I = T (A) e´ seu ideal de identidades polinomiais, a
a´lgebra K〈X〉/I e´ chamada de a´lgebra relativamente livre de A, tambe´m chamada
de a´lgebra gene´rica de A. Assim, e´ interessante estudar as a´lgebras gene´ricas das
a´lgebras T-primas. Mencionamos que tais a´lgebras gene´ricas possuem modelos bem
naturais, dados por matrizes sobre certas a´lgebras. A a´lgebra gene´rica de Mn(K) e´
chamada de a´lgebra das matrizes gene´ricas. Esta e´ um objeto fundamental na teoria
de invariantes e satisfaz muitas propriedades interessantes. O estudo da a´lgebra das
matrizes gene´ricas foi iniciado por Procesi, veja, por exemplo, [22, 21]. Modelos
concretos para as a´lgebras gene´ricas de Ma,b e de Mn(E) foram exibidos por Berele
[6]. Mais ainda, o estudo destas a´lgebras leva a`s descric¸o˜es de suas identidades com
trac¸o e a va´rios resultados interessantes e importantes da teoria de invariantes. Veja,
por exemplo, a recente monografia [23], bem como [4, 5, 7, 8]. Em [6, Corola´rio 21] e´
provado que o centro da a´lgebra gene´rica de Ma,b e´ a soma direta do corpo com um
ideal nilpotente do centro.
Aqui ressaltamos que a a´lgebra das matrizes gene´ricas e´ um domı´nio na˜o comuta-
tivo, e o seu centro e´ um domı´nio (comutativo). Podemos mergulha´-lo no seu corpo
de frac¸o˜es, assim estendendo o corpo dos escalares. Tal abordagem foi proposta por
Procesi, e mostrou-se muito eficiente e frut´ıfera, possibilitando ate´ o emprego de
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me´todos da teoria de Galois no estudo de propriedades de PI-a´lgebras. Ressaltamos
ainda que, devido ao resultado de Berele mencionado acima, a a´lgebra gene´rica de
Ma,b na˜o pode ser ta˜o “boa” como a das matrizes gene´ricas. Mas mesmo assim a
descric¸a˜o do centro da a´lgebra gene´rica de Ma,b e´ um problema muito importante.
Berele em [6] questiona se o centro de tal a´lgebra gene´rica conte´m elementos na˜o-
escalares. No Cap´ıtulo 2, descrevemos completamente o centro da a´lgebra gene´rica
de M1,1 em dois geradores. Segue da nossa descric¸a˜o que este e´ a soma direta do
corpo com um ideal nilpotente da a´lgebra gene´rica, de onde conclu´ımos que ha´ muitos
elementos na˜o escalares em tal centro.
Embora Kemer tenha demonstrado a existeˆncia de base finita para o ideal das
identidades de qualquer PI-a´lgebra em caracter´ıstica zero, encontrar uma tal base e´
um problema muito dif´ıcil, e poucas sa˜o as a´lgebras que conhecemos uma base finita
para seu T-ideal. Dentre as a´lgebras T-primas, conhecemos, em caracter´ıstica zero,
uma base finita para o ideal das identidades de M2(K), E, M1,1 e E ⊗E, sendo im-
portante observar que as duas u´ltimas satisfazem as mesmas identidades polinomiais
em caracter´ıstica zero. Para as demais, ainda na˜o se conhece uma base finita para o
ideal das identidades e mesmo para M2(E), ou M3(K), aparentemente mais simples,
este problema parece estar longe de ser resolvido. As a´lgebras acima citadas, jun-
tamente com a a´lgebra das matrizes triangulares superiores n× n sobre o corpo K,
UTn(K), formam uma lista das a´lgebras mais importantes para as quais se conhece
uma base finita para o ideal das identidades em caracter´ıstica zero. Observamos
que, em caracter´ıstica positiva, o problema de se encontrar uma base finita para as
identidades polinomiais de uma determinada a´lgebra fica ainda mais dif´ıcil, devido
ao fato de algumas ferramentas utilizadas em caracter´ıstica zero na˜o serem va´lidas
em caracter´ıstica positiva.
Em caracter´ıstica zero, uma base finita para as identidades de M2(K) foi encon-
trada, inicialmente por Razmyslov [24], e depois reduzida a apenas duas identidades
por Drensky [10]. Quando K e´ infinito e de caracter´ıstica p 6= 2, uma base para as
identidades de M2(K) foi encontrada por Koshlukov, em [17] (veja tambe´m [9]).
Para a a´lgebra de Grassmann, E, Krakowski e Regev [18], mostraram que, em
caracter´ıstica zero, todas as identidades polinomiais sa˜o consequeˆncias da identidade
polinomial [[x1, x2], x3] = 0. Em caracter´ıstica positiva, uma base para as identidades
da a´lgebra de Grassmann foi encontrada por va´rios autores, veja por exemplo [13] e as
refereˆncias daquele artigo. Para a a´lgebra E⊗E e, consequentemente, para a a´lgebra
M1,1, Popov, em [20], encontrou uma base formada por apenas dois polinoˆmios. Na
demonstrac¸a˜o deste resultado, Popov, fazendo uso da teoria de representac¸o˜es do
grupo sime´trico e do grupo geral linear, encontra uma descric¸a˜o para o Sn-mo´dulo
dos polinoˆmios pro´prios mo´dulo as identidades polinomiais de M1,1.
3
A partir desta descric¸a˜o e dos resultados sobre o centro da a´lgebra relativamente
livre de posto 2 de M1,1, obtidos no Cap´ıtulo 2, apresentamos, no Cap´ıtulo 3, uma
base finita para o ideal das identidades polinomiais da a´lgebra relativamente livre de
posto 2 de M1,1.
Outro tipo de problema da PI-teoria e´ encontrar uma base para as identidades
polinomiais em n varia´veis de uma determinada a´lgebra. Por exemplo, em [19],
Nikolaev mostrou que, em caracter´ıstica zero, todas as identidades polinomiais em
duas varia´veis de M2(K) sa˜o consequeˆncias da identidade de Hall. Fazendo uso da
demonstrac¸a˜o de Nikolaev, e dos resultados obtidos nos demais cap´ıtulos da tese,
mostramos que todas as identidades em duas varia´veis de M1,1 sa˜o consequeˆncias de
apenas dois polinoˆmios.
O texto esta´ organizado em quatro cap´ıtulos, estruturados como se segue:
O Cap´ıtulo 1 e´ dedicado a`s definic¸o˜es ba´sicas e apresentac¸a˜o de alguns de nossos
objetos de estudo, bem como resultados cla´ssicos que motivaram o desenvolvimento
da teoria, e que sera˜o utilizados nos demais cap´ıtulos. Tais resultados na˜o sa˜o de-
monstrados aqui, mas apresentamos, no decorrer do texto, refereˆncias para suas
demonstrac¸o˜es. Procuramos dar, como exemplos dos conceitos apresentados, obje-
tos que sera˜o utilizados no decorrer do texto. Ressaltamos, ainda, que o leitor com
um bom conhecimento da PI-teoria pode evitar este cap´ıtulo sem comprometimento
aos demais.
O Cap´ıtulo 2 e´ dedicado ao estudo do centro da a´lgebra relativamente livre de
M1,1, dando continuidade aos estudos feitos por Berele em [6]. Para este fim, defini-
mos, na primeira sec¸a˜o, elementos importantes da a´lgebra supercomutativa livre e da
a´lgebra relativamente livre de M1,1, e apresentamos propriedades satisfeitas por tais
elementos. Na segunda sec¸a˜o, utilizamos as propriedades apresentadas na primeira,
para descrever o centro da a´lgebra gene´rica de posto 2 de M1,1.
O Cap´ıtulo 3 inicia-se com a apresentac¸a˜o do resultado de Popov sobre as iden-
tidades polinomiais de M1,1 em caracter´ıstica zero. Nas duas sec¸o˜es seguintes, utili-
zamos os resultados de Popov e os resultados do cap´ıtulo anterior, para determinar
uma base finita para as identidades da a´lgebra relativamente livre de posto 2 de M1,1.
Na u´ltima sec¸a˜o, observamos que esta a´lgebra satisfaz as mesmas identidades de uma
suba´lgebra da a´lgebra das matrizes triangulares superiores de ordem 3 e fazemos um
estudo das subvariedades da variedade determinada por esta a´lgebra.
Por fim, no Cap´ıtulo 4 apresentamos resultados de Nikolaev sobre as identidades
polinomiais em duas varia´veis para a a´lgebra das matrizes de ordem 2 e utilizamos
tais resultados para exibir uma base finita para as identidades polinomiais em duas
varia´veis de M1,1.
Os resultados dos Cap´ıtulos 2, 3, 4 sa˜o novos, e sera˜o submetidos para publicac¸a˜o.
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo apresentamos os nossos objetos de estudo e exibimos propriedades
satisfeitas por tais objetos. As demonstrac¸o˜es das afirmac¸o˜es deste cap´ıtulo podem
ser encontradas no livro [12], com excec¸a˜o das afirmac¸o˜es da Sec¸a˜o 1.5, que podem
ser encontradas no artigo [6] e no livro [22].
Ressaltamos que o leitor com um bom conhecimento ba´sico da teoria de PI-
a´lgebras pode omitir este cap´ıtulo.
1.1 Propriedades ba´sicas das a´lgebras
Definic¸a˜o 1.1.1. Um espac¸o vetorial A sobre o corpo K e´ dito uma a´lgebra (ou
K-a´lgebra) se esta´ definida em A uma operac¸a˜o bina´ria · : A × A −→ A, que sera´
chamada multiplicac¸a˜o ou produto, que satisfaz, para todo a, b ∈ A e α ∈ K, as
seguintes propriedades:
(i) (a+ b) · c = a · c+ b · c;
(ii) a · (b+ c) = a · b+ a · c;
(iii) α(a · b) = (αa) · b = a · (αb).
Por simplicidade, usa-se ab para denotar o produto a · b.
Definic¸a˜o 1.1.2. Seja A uma a´lgebra. Dizemos que A e´:
(i) Associativa, se, para todo a, b, c ∈ A, tem-se que (ab)c = a(bc).
(ii) Comutativa, se, para todo a, b ∈ A, tem-se que ab = ba.
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(iii) De Lie, se, para todo a, b, c ∈ A, tem-se que a2 = 0 e (ab)c+ (bc)a+ (ca)b = 0.
(iv) Unita´ria, ou com unidade, se existe 1 ∈ A tal que, para todo a ∈ A, tem-se que
a · 1 = a = 1 · a.
Em todo o texto, trabalharemos com a´lgebras associativas unita´rias. Portanto,
daqui em diante (exceto menc¸a˜o expl´ıcita do contra´rio), o termo a´lgebra devera´ ser
entendido como a´lgebra associativa unita´ria.
Exemplo 1.1.3. Seja V um espac¸o vetorial de dimensa˜o infinita enumera´vel sobre
K, com base B = {ei | i ∈ N}. Definimos a A´lgebra de Grassmann ou A´lgebra exte-
rior de V , E = E(V ), como sendo a a´lgebra associativa gerada por B, satisfazendo
as seguintes relac¸o˜es:
eiej + ejei = 0, para todo i, j ∈ N.
Se a caracter´ıstica de K e´ dois, adicionamos tambe´m a relac¸a˜o e2i = 0. Neste caso,
E e´ uma a´lgebra comutativa. Uma base para E e´ o conjunto
{ei1ei2 . . . ein | i1 < i2 < · · · < in, n ≥ 0}.
Na base acima, o monoˆmio de comprimento n = 0 e´ a unidade de E e sera´ denotado
por 1.
Definic¸a˜o 1.1.4. Um subespac¸o B de uma a´lgebra A e´ uma suba´lgebra de A se
1 ∈ B e B e´ fechado com relac¸a˜o a` multiplicac¸a˜o de A. Um subespac¸o I de A e´
um ideal a` esquerda de A, se, para todo x ∈ I e a ∈ A, tem-se que ax ∈ I. De
maneira ana´loga, definimos ideal a` direita e, por ideal, entende-se um ideal bilateral.
A suba´lgebra
Z(A) = {x ∈ A | para todo a ∈ A, ax = xa}
e´ o centro de A. Se a ∈ Z(A), dizemos que a e´ um elemento central de A.
Exemplo 1.1.5. O conjunto das matrizes n × n sobre o corpo K, Mn(K), e´ uma
a´lgebra associativa unita´ria. A unidade de Mn(K) e´ a matriz identidade n × n e o
centro de Mn(K) e´ a suba´lgebra das matrizes escalares, ou seja, matrizes mu´ltiplas
da matriz identidade. Desta maneira, podemos identificar Z(Mn(K)) com o corpo
K.
Definic¸a˜o 1.1.6. Sejam A e B a´lgebras. Uma transformac¸a˜o linear
ϕ : A −→ B
e´ um homomorfismo de a´lgebras, se ϕ(1A) = 1B e, para todo x, y ∈ A,
ϕ(xy) = ϕ(x)ϕ(y).
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Apresentamos agora o teorema do isomorfismo.
Teorema 1.1.7. Seja ϕ : A −→ B um homomorfismo de a´lgebras. Enta˜o
kerϕ = {x ∈ A |ϕ(x) = 0}
e´ um ideal de A e
A
kerϕ
∼= ϕ(A)
onde ϕ(A) e´ a imagem de ϕ.
Definic¸a˜o 1.1.8. Seja G um grupo. Dizemos que uma a´lgebra A e´ G-graduada se,
para cada g ∈ G, existe subespac¸o Ag de A de modo que
A =
⊕
g∈G
Ag
e os subespac¸os Ag, g ∈ G, se comportam bem com relac¸a˜o a` multiplicac¸a˜o de A, ou
seja, se g, h ∈ G temos
AgAh ⊆ Agh.
Os elementos de
⋃
g∈G
Ag sa˜o chamados homogeˆneos. Se a ∈ Ag, dizemos que a tem
grau g e denotamos deg a = g. Se G = Zn, dizemos que A e´ n-graduada. A´lgebras
2-graduadas sa˜o chamadas supera´lgebras.
O conceito de a´lgebra supercomutativa sera´ muito utilizado no decorrer da tese,
e o definimos aqui.
Definic¸a˜o 1.1.9. Uma supera´lgebra A = A0 ⊕ A1 que satisfaz
ab = (−1)deg a deg bba,
para quaisquer elementos homogeˆneos a e b e´ chamada a´lgebra supercomutativa.
Exemplo 1.1.10. O exemplo mais importante de a´lgebra supercomutativa e´ a a´lgebra
de Grassmann, E = E0 ⊕ E1, onde E0 denota o subespac¸o gerado pelos monoˆmios
de comprimento par de E, e E1 o gerado pelos monoˆmios de comprimento ı´mpar.
Observamos que E0 e´ o centro da a´lgebra de Grassmann, e os elementos de E1
anticomutam entre si. Tal graduac¸a˜o da a´lgebra de Grassmann sera´ chamada de
graduac¸a˜o usual de E.
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Exemplo 1.1.11. Seja Mn(A) a a´lgebra das matrizes n × n sobre a a´lgebra 2-
graduada A = A0 ⊕ A1. Para a, b inteiros tais que a + b = n, verifica-se que o
conjunto
Ma,b(A) =

A0 · · · A0
... a× a ...
A0 · · · A0
A1 · · · A1
... a× b ...
A1 · · · A1
A1 · · · A1
... b× a ...
A1 · · · A1
A0 · · · A0
... b× b ...
A0 · · · A0

e´ uma suba´lgebra de Mn(A). No caso de A = E, denotamos Ma,b(E) por simples-
mente Ma,b.
1.2 A´lgebras com identidades polinomiais
Definic¸a˜o 1.2.1. Seja X = {xi | i ∈ I} um conjunto. Denotaremos por K〈X〉
a K-a´lgebra associativa livre, livremente gerada por X, ou seja, o espac¸o vetorial
cuja base e´ o conjunto de todos os monoˆmios xi1xi2 . . . xin, xij ∈ X, n ≥ 0, com
multiplicac¸a˜o induzida por
(xi1 . . . xik)(xik+1 . . . xin) = xi1 . . . xin .
Na definic¸a˜o acima, o monoˆmio de comprimento 0 e´ a unidade da a´lgebra e sera´
denotado por 1. Se X = {x1, x2, . . . }, chamamos K〈X〉 simplesmente de A´lgebra
associativa livre e se X = {x1, . . . , xk}, chamamos K〈X〉 de a´lgebra associativa livre
de posto k e a denotamos por K〈x1, . . . , xk〉. A a´lgebra associativa livre pode ser
vista como o conjunto dos polinoˆmios nas varia´veis na˜o comutativas de X. Por este
motivo, chamaremos seus elementos de polinoˆmios.
Observac¸a˜o 1.2.2. A a´lgebra K〈X〉 satisfaz a seguinte propriedade universal:
Dadas uma a´lgebra associativa A e uma func¸a˜o ϕ0 : X −→ A, existe um u´nico
homomorfismo de a´lgebras associativas, ϕ : K〈X〉 −→ A, que estende ϕ0.
Definic¸a˜o 1.2.3. Um polinoˆmio f ∈ K〈X〉 e´ uma identidade polinomial para a
a´lgebra A se f esta´ no nu´cleo de qualquer homomorfismo de K〈X〉 em A. Ou seja, se
para quaisquer a1, . . . , an ∈ A, tem-se que f(a1, . . . , an) = 0, ja´ que, pela observac¸a˜o
acima, qualquer homomorfismo de K〈X〉 em A e´ determinado pelas imagens dos
elementos de X.
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Se A e´ uma a´lgebra que satisfaz uma identidade polinomial na˜o nula f ∈ K〈X〉,
dizemos que A e´ uma A´lgebra com identidade polinomial ou, simplesmente, PI-
a´lgebra.
Definic¸a˜o 1.2.4. Seja X um conjunto. Dizemos que uma a´lgebra de Lie, L, e´
livre, livremente gerada por X, se existe uma func¸a˜o injetora j : X −→ L e se
L satisfaz a seguinte propriedade universal: “Dada uma a´lgebra de Lie, R, e uma
func¸a˜o i : X −→ R, existe um u´nico homomorfismo de a´lgebras de Lie, ϕ : L −→ R
tal que ϕ ◦ j = i”. Neste caso, denotamos L por L(X). A cardinalidade de X, |X|,
e´ chamada de posto de L.
Observac¸a˜o 1.2.5. Se L1 e L2 sa˜o a´lgebras de Lie livres, de mesmo posto, enta˜o
L1 e L2 sa˜o isomorfas.
Observac¸a˜o 1.2.6. Uma base expl´ıcita para uma a´lgebra de Lie livre L(X) foi cons-
tru´ıda por Hall e por Shirshov. Para mais detalhes, ver o livro [1], Sec¸a˜o 2.3.
Exemplo 1.2.7. Seja A uma a´lgebra de dimensa˜o finita menor que n. Enta˜o A
satisfaz a identidade polinomial standard de ordem n,
sn(x1, . . . , xn) =
∑
σ∈Sn
(−1)σxσ(1) · · ·xσ(n).
Aqui Sn denota o grupo de permutac¸o˜es do conjunto {1, . . . , n} e (−1)σ denota
o sinal da permutac¸a˜o σ.
Com o exemplo acima, conclui-se que Mn(K) satisfaz a identidade standard de
ordem n2+1. O pro´ximo teorema mostra o grau mı´nimo de uma identidade standard
para Mn(K).
Teorema 1.2.8 (Teorema de Amitsur - Levitzki). A a´lgebra Mn(K) satisfaz a iden-
tidade polinomial standard de ordem 2n, s2n. Mais ainda, Mn(K) na˜o satisfaz iden-
tidade polinomial de grau menor que 2n e, se f ∈ K〈X〉 e´ uma identidade polinomial
de grau 2n de Mn(K), enta˜o f = αs2n, para algum α ∈ K, desde que n > 2 ou K
tenha mais que 2 elementos.
Exemplo 1.2.9. O polinoˆmio [x, y] = xy − yx e´ chamado de comutador. Se A e´
uma a´lgebra comutativa, enta˜o o comutador e´ uma identidade polinomial para A.
Exemplo 1.2.10. Ale´m da identidade standard de grau 4, s4, a a´lgebra das matrizes
2× 2 satisfaz a identidade de Hall,
h(x1, x2, x3) = [[x1, x2]
2, x3].
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Para ver isso, lembramos que se a ∈ M2(K), seu polinoˆmio caracter´ıstico e´ x2 −
tr(a)x + det(a), onde tr(a) e det(a) sa˜o o trac¸o e o determinante de a, respectiva-
mente. Sendo a = [a1, a2], temos que tr(a) = 0 e, neste caso, a
2 = − det(a)I, onde
I e´ a matriz identidade 2 × 2. Ou seja, a2 e´ uma matriz escalar, o que prova que
h = 0 e´ identidade polinomial para M2(K).
Exemplo 1.2.11. A a´lgebra de Grassmann satisfaz a identidade polinomial
[[x1, x2], x3] = 0.
De fato, sendo este um polinoˆmio linear em cada varia´vel, basta verificar que, para
quaisquer elementos r1, r2 e r3 de uma base de E, vale [[r1, r2], r3] = 0. A base de
E apresentada no Exemplo 1.1.3 e´ formada por monoˆmios. Assim, ri ∈ E0, se o
monoˆmio ri tem comprimento par, ou ri ∈ E1, caso contra´rio. Como Z(E) = E0, se
algum ri ∈ E0, temos que [[r1, r2], r3] = 0. Se todo ri ∈ E1, temos que [r1, r2] ∈ E0,
o que mostra que [[r1, r2], r3] = 0.
Definic¸a˜o 1.2.12. Um polinoˆmio f ∈ K〈X〉 e´ dito um polinoˆmio central para uma
a´lgebra associativa A se, para quaisquer elementos a1, . . . , an ∈ A, f(a1, . . . , an) ∈
Z(A).
Exemplo 1.2.13. O polinoˆmio f(x1, x2) = [x1, x2] e´ um polinoˆmio central para a
a´lgebra de Grassmann.
Exemplo 1.2.14. O polinoˆmio f(x1, x2) = [x1, x2]
2 e´ um polinoˆmio central para a
a´lgebra das matrizes 2×2 sobre o corpo K, M2(K).
Observac¸a˜o 1.2.15. Toda identidade polinomial para uma a´lgebra A e´ um polinoˆmio
central de A, ja´ que 0 ∈ Z(A).
1.3 Variedades, T-ideais e a´lgebras relativamente
livres
Definic¸a˜o 1.3.1. Seja {fi | i ∈ I} um subconjunto de K〈X〉. A classe V, de todas
as a´lgebras que satisfazem as identidades de {fi | i ∈ I}, e´ chamada de variedade
definida pelas identidades {fi | i ∈ I}. A variedade W e´ dita uma subvariedade de
V, se W ⊆ V.
O conjunto T (V) das identidades polinomiais satisfeitas pelas a´lgebras da varie-
dade V e´ chamado T-ideal de V e dizemos que T (V) e´ gerado, como T-ideal, pelo
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conjunto {fi | i ∈ I}. Para isso, usamos a notac¸a˜o T (V) = 〈fi | i ∈ I〉T e dizemos que
tal conjunto e´ uma base para as identidades polinomiais deV. Se f ∈ T (V), dizemos
que f e´ uma consequeˆncia dos polinoˆmios da base. Para uma a´lgebra A qualquer,
denotamos por T (A) o conjunto das identidades polinomiais de A e o chamamos de
T-ideal de A.
Observac¸a˜o 1.3.2. Claramente o T-ideal de uma variedade V e´ um ideal de K〈X〉.
Ale´m disso, T (V) e´ invariante por endomorfismos da a´lgebra K〈X〉. Ou seja, dados
f(x1, . . . , xn) ∈ T (V) e g1, . . . , gn ∈ K〈X〉, temos que f(g1, . . . , gn) ∈ T (V). Em
geral, para uma a´lgebra A, um T-ideal (ou ideal verbal) e´ um ideal que e´ invariante
por endomorfismos da a´lgebra A. No caso da definic¸a˜o acima, temos que uma base
para um T-ideal, T (V), e´ um conjunto que o gera como um T-ideal, ou seja, se
{fi | i ∈ I} e´ uma base para T (V) temos que todo elemento de T (V) pode ser escrito
como combinac¸a˜o linear de elementos da forma uifi(gi1 , . . . , gini )vi, com gij , ui e
vi ∈ K〈X〉.
Exemplo 1.3.3. Sejam Un(K) a a´lgebra das matrizes n× n triangulares superiores
sobre o corpo K e E e´ a a´lgebra de Grassmann de um K-espac¸o vetorial de dimensa˜o
infinita enumera´vel. Suponha que a caracter´ıstica de K e´ zero. Enta˜o
(i) T (Un(K)) = 〈[x1, x2] . . . [x2n−1, x2n]〉T .
(ii) T (E) = 〈[x1, x2, x3]〉T .
(iii) T (M1,1) = 〈[[x1, x2]2, x1], [[[x1, x2], [x3, x4]], x5]〉T .
Veja, por exemplo, [12], p. 50–52 para (i) e (ii) e [20] para (iii). Ressaltamos
aqui que as primeiras duas afirmac¸o˜es do exemplo sa˜o razoavelmente “fa´ceis” de
demonstrar enquanto a terceira e´ altamente na˜o trivial.
Definic¸a˜o 1.3.4. Seja V uma variedade de a´lgebras. Dizemos que a a´lgebra FY (V)
e´ uma a´lgebra relativamente livre de V, se FY (V) e´ livre na classe V, livremente
gerada por Y , ou seja, se dados A ∈ V e uma func¸a˜o ϕ0 : Y −→ A existe um u´nico
homomorfismo de a´lgebras ϕ : FY (V) −→ A que estende ϕ0.
A cardinalidade de Y e´ chamada posto de FY (V).
Proposic¸a˜o 1.3.5. Seja V uma variedade de a´lgebras e T (V) seu T-ideal. Enta˜o,
se L e´ uma a´lgebra relativamente livre em V com conjunto de geradores livres Y ,
enta˜o L e´ isomorfa a
K〈Y 〉
T (V) ∩K〈Y 〉 .
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Em particular, quaisquer duas a´lgebras relativamente livres de mesmo posto de V
sa˜o isomorfas e, por esta raza˜o, a chamamos de a a´lgebra relativamente livre de V
de posto |Y | e a denotamos por F (V) se Y e´ infinito e por Fk(V), se |Y | = k. As
a´lgebras relativamente livres, tambe´m sa˜o chamadas de a´lgebras gene´ricas.
Observac¸a˜o 1.3.6. Se V1 e V2 sa˜o variedades tais que V1 ⊆ V2, enta˜o temos que
T (V1) ⊇ T (V2). Logo, podemos considerar as identidades polinomiais de V1 mo´dulo
T (V2) e, se conhecemos as identidades de V2 e queremos estudar as identidades de
V1, podemos trabalhar na a´lgebra relativamente livre de V2, F (V2), em vez de K〈X〉.
Definic¸a˜o 1.3.7. Para uma a´lgebra A, denotamos por var(A) a variedade de a´lgebras
definida por T (A) e a chamamos de variedade gerada por A. Neste caso, denotamos
por F (A) e Fk(A) suas a´lgebras relativamente livres de posto infinito e de posto k,
respectivamente.
1.4 Identidades polinomiais homogeˆneas, multili-
neares e pro´prias
Exemplo 1.4.1. A a´lgebra K〈x1, . . . , xn〉, dos polinoˆmios em n varia´veis na˜o comu-
tativas, e´ Z-graduada. Os elementos homogeˆneos de grau d ∈ Z sa˜o as combinac¸o˜es
lineares dos monoˆmios de grau d (grau no sentido usual de polinoˆmios).
A a´lgebra K〈x1, . . . , xn〉 possui tambe´m uma Zn-graduac¸a˜o (chamada de multi-
graduac¸a˜o). Os elementos (multi)homogeˆneos de (multi)grau (d1, . . . , dn) sa˜o com-
binac¸o˜es lineares de monoˆmios tais que para cada i ∈ {1, . . . , n}, o grau da varia´vel
xi e´ di.
Definic¸a˜o 1.4.2. Um polinoˆmio f(x1, . . . , xn) ∈ K〈X〉 e´ dito multilinear, se f e´
multihomogeˆneo de grau (1, . . . , 1) em K〈x1, . . . , xn〉 ⊆ K〈X〉. Denotamos por Pn o
espac¸o vetorial de todos os polinoˆmios multilineares de grau n em K〈x1, . . . , xn〉.
Observac¸a˜o 1.4.3. O espac¸o Pn tem base {xσ(1) · · ·xσ(n) |σ ∈ Sn}. Assim Pn e´
isomorfo ao espac¸o vetorial de KSn, a a´lgebra de grupo do grupo sime´trico. Veremos
mais adiante que tal isomorfismo se estende para estruturas mais sofisticadas que
espac¸os vetoriais.
Definic¸a˜o 1.4.4. Dizemos que dois subconjuntos de K〈X〉 sa˜o equivalentes se geram
o mesmo T-ideal.
A proposic¸a˜o a seguir mostra a importaˆncia das identidades polinomiais ho-
mogeˆneas e multilineares.
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Proposic¸a˜o 1.4.5. Seja
f(x1, . . . , xm) =
n∑
i=0
fi ∈ K〈X〉,
onde fi e´ a componente homogeˆnea de f de grau i em x1.
(i) Se K tem mais que n elementos, enta˜o o conjunto das identidades polinomi-
ais fi = 0 e´ equivalente a` identidade f = 0. Em particular, cada fi = 0 e´
consequeˆncia de f = 0.
(ii) Se charK = 0, enta˜o f = 0 e´ equivalente a um conjunto finito de identidades
multilineares.
Observac¸a˜o 1.4.6. Definimos indutivamente comutadores de comprimento maior,
da seguinte forma:
[x1, . . . , xn] = [[x1, . . . , xn−1], xn]
Chamamos tais comutadores de normados a` esquerda. Outra notac¸a˜o que sera´ usada
no decorrer do texto e´ a seguinte:
[x1, x
(n)
2 ] = [x1, x2, x2, . . . , x2︸ ︷︷ ︸
n vezes
].
Definic¸a˜o 1.4.7. Um polinoˆmio f ∈ K〈X〉 e´ chamado de polinoˆmio pro´prio se f e´
uma combinac¸a˜o linear de produtos de comutadores (tambe´m consideramos 1 como
um polinoˆmio pro´prio). Denotamos por B o conjunto de todos os polinoˆmios pro´prios
de K〈X〉. Outros espac¸os importantes de polinoˆmios sa˜o Bm = B ∩K〈x1, . . . , xm〉
e Γn = B ∩ Pn. Ou seja, Bm e´ o espac¸o de todos os polinoˆmios pro´prios em m
varia´veis e Γn o espac¸o dos polinoˆmios pro´prios multilineares de grau n. Se V e´
uma variedade de a´lgebras, denotamos por B(V), Bm(V) e Γn(V) as imagens em
F (V) dos subespac¸os correspondentes de K〈X〉. De modo ana´logo, se A e´ uma PI-
a´lgebra, usaremos as notac¸o˜es B(A), Bm(A) e Γn(A) para as imagens em F (A) dos
subespac¸os correspondentes de K〈X〉.
O pro´ximo resultado exibe uma base para a a´lgebra associativa livre, K〈X〉. Sua
demonstrac¸a˜o pode ser encontrada em [12], p. 42.
Proposic¸a˜o 1.4.8. (i) Seja {x1, x2, . . . , [xi1 , xi2 ], [xj1 , xj2 ], . . . , [xk1 , . . . , xkr ], . . . },
uma base ordenada para a a´lgebra de Lie livre, L(X), consistindo das varia´veis
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xi e alguns comutadores, tais que as varia´veis precedam os comutadores na
ordem da base. Enta˜o o espac¸o vetorial K〈X〉 tem base
xa11 . . . x
am
m [xi1 , xi2 ]
b . . . [xk1 , . . . , xkr ]
c,
com m, a1, . . . , am, b, . . . , c ≥ 0 e [xi1 , xi2 ] < · · · < [xk1 , . . . , xkr ] na ordem da
base de L(X) mencionada. Os elementos da base com a1 = · · · = am = 0
formam uma base para o espac¸o B dos polinoˆmios pro´prios.
(ii) Se A e´ uma PI-a´lgebra unita´ria sobre um corpo infinito K, enta˜o todas as iden-
tidades polinomiais de A seguem das identidades pro´prias. Se K tem carac-
ter´ıstica zero, as identidades polinomiais de A seguem das identidades pro´prias
multilineares, ou seja, de T (A) ∩ Γn, n = 2, 3, . . .
1.5 A´lgebras T-primas e suas a´lgebras gene´ricas
Definic¸a˜o 1.5.1. Um T-ideal I de K〈X〉 e´ chamado T-primo se, para quaisquer
T-ideais J1, J2 de K〈X〉 tais que J1J2 ⊆ I, tem-se que J1 ⊆ I ou J2 ⊆ I.
O pro´ximo resultado e´ devido a Kemer [16] e caracteriza os T-ideais T-primos de
K〈X〉. Este foi um passo muito importante na soluc¸a˜o, em caracter´ıstica zero, do
problema de Specht, que trata da existeˆncia de base finita para o ideal das identidades
de uma a´lgebra associativa qualquer.
Teorema 1.5.2. Seja K um corpo de caracter´ıstica zero. Se I ⊆ K〈X〉 e´ um T-
ideal T-primo, na˜o trivial, enta˜o I coincide com o T-ideal das identidades de uma
das seguintes a´lgebras:
(i) Mn(K);
(ii) Mn(E);
(iii) Ma,b.
Observac¸a˜o 1.5.3. Vale observar que tal teorema na˜o e´ va´lido se K e´ um corpo
de caracter´ıstica p > 0. Neste caso, os T-ideais acima sa˜o, ainda, T-primos, mas
existem outros ideais T-primos ale´m destes. Tais sa˜o chamados T-ideais irregulares,
cuja descric¸a˜o completa ainda e´ um problema em aberto, e aparentemente muito
dif´ıcil.
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Para construir modelos para as a´lgebras relativamente livres das a´lgebras T-
primas, vamos usar matrizes sobre a a´lgebra supercomutativa livre.
Antes disso, apresentamos o modelo que inspirou tais construc¸o˜es: a a´lgebra das
matrizes gene´ricas.
Seja n ≥ 2 inteiro. Definimos o anel de polinoˆmios em varia´veis comutativas
Ωn = K[y
(r)
ij |i, j = 1, . . . , n, r = 1, 2, . . . ].
Definic¸a˜o 1.5.4. As matrizes n× n com entradas em Ωn,
Ar =
n∑
i,j=1
y
(r)
ij eij,
onde eij e´ a matriz com 1 na entrada (i, j) e 0 nas demais entradas, sa˜o chamadas
matrizes gene´ricas n × n. A a´lgebra K[A1, A2, . . . ], gerada pelas matrizes gene´ricas
n × n, e´ a a´lgebra das matrizes gene´ricas n × n. Denotamos por K[A1, . . . , Ak] a
suba´lgebra de K[A1, A2, . . . ] gerada pelas primeiras k matrizes gene´ricas, A1, . . . , Ak.
Para qualquer a´lgebra comutativa, C, as matrizes n × n com entradas em C
podem ser obtidas por especializac¸a˜o de matrizes gene´ricas. Por exemplo, se γij ∈ C,
i, j ∈ {1, . . . n}, a matriz
a =
n∑
i,j=1
γijeij
e´ obtida de
A1 =
n∑
i,j=1
y
(1)
ij eij
substituindo as varia´veis y
(1)
ij por γij.
A principal importaˆncia da a´lgebra das matrizes gene´ricas e´ que ela e´ um modelo
para a a´lgebra relativamente livre das matrizes n× n sobre K, no caso em que K e´
infinito, como vemos no pro´ximo resultado, que pode ser encontrado em [22].
Teorema 1.5.5. Seja K um corpo infinito. Enta˜o a a´lgebra das matrizes gene´ricas
e´ isomorfa a` a´lgebra relativamente livre de Mn(K). Ou seja,
F (Mn(K)) =
K〈X〉
T (Mn(K))
∼= K[A1, A2, . . . ]
e o mesmo vale para as suba´lgebras K[A1, . . . , Ak]. Ou seja,
Fk(Mn(K)) =
K〈x1, . . . , xk〉
T (Mn(K)) ∩K〈x1, . . . , xk〉
∼= K[A1, . . . , Ak].
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Enunciamos agora algumas propriedades da a´lgebra das matrizes gene´ricas, que
podem ser encontradas em [22].
Teorema 1.5.6. A a´lgebra das matrizes gene´ricas e´ um domı´nio que e´ na˜o comuta-
tivo, se k ≥ 2.
Proposic¸a˜o 1.5.7. Seja f(x1, . . . , xk) ∈ K〈X〉. Enta˜o f e´ um polinoˆmio central
para Mn(K) se, e somente se, f(A1, . . . , Ak) e´ um elemento central para a a´lgebra
de matrizes gene´ricas K[A1, . . . , Ak].
Em [6], Berele constro´i modelos para as a´lgebras gene´ricas das a´lgebras T-primas,
usando matrizes sobre a a´lgebra supercomutativa livre. Reproduzimos aqui tal cons-
truc¸a˜o, iniciando com a a´lgebra supercomutativa livre.
Definic¸a˜o 1.5.8. Sejam X e Y conjuntos. Constru´ımos a a´lgebra K〈X ∪ Y 〉 e
induzimos nela uma 2-graduac¸a˜o, impondo deg x = 0, x ∈ X, e deg y = 1, y ∈ Y .
K〈X ∪ Y 〉 munida de tal graduac¸a˜o e´ chamada de a´lgebra 2-graduada livre. Se I e´
o ideal gerado pelos elementos ab− (−1)deg adeg bba, a, b ∈ X ∪Y , definimos a a´lgebra
supercomutativa livre, denotada por K[X;Y ], como sendo a a´lgebra quociente
K[X;Y ] =
K〈X ∪ Y 〉
I
.
Observe que podemos ver a a´lgebra supercomutativa livre como sendo a a´lgebra
dos polinoˆmios nas varia´veis de X e de Y , tais que as varia´veis de X sa˜o comutativas
e as de Y anticomutativas.
Para a construc¸a˜o de Berele das a´lgebras relativamente livres, vamos considerar
X e Y dados por
X = {X(r)ij |i, j = 1, . . . , n, r = 1, 2 . . . }
Y = {Y (r)ij |i, j = 1, . . . , n, r = 1, 2 . . . }
e vamos construir modelos para as a´lgebras T-primas, Mn(K), Mn(E) e Ma,b, a+b =
n.
Dado r = 1, 2 . . . , constru´ımos matrizes Ar, Br e Cr ∈Mn(K[X;Y ]) da seguinte
forma:
As matrizes Ar teˆm entradas (i, j) iguais a X
r
ij, as matrizes Br teˆm entrada
(i, j) igual a Xrij + Y
r
ij, para todo par (i, j), e as matrizes Cr teˆm entradas X
r
ij, se
i, j ∈ {1, · · · , a} ou se i, j ∈ {a+ 1, . . . , a+ b}, e Y rij, caso contra´rio.
Denotamos por K[A1, . . . , Ak] a suba´lgebra de Mn(K[X;Y ]), gerada pelas ma-
trizes A1, . . . , Ak, e por K[A1, A2, . . . ] a suba´lgebra de Mn(K[X;Y ]) gerada por
A1, A2, . . . , a ja´ mencionada a´lgebra das matrizes gene´ricas.
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De maneira ana´loga, definimos as suba´lgebras de Mn(K[X;Y ]), K[B1, . . . , Bk],
K[B1, B2, . . . ], K[C1, . . . , Ck] e K[C1, C2, . . . ].
Assim, temos o seguinte teorema, que pode ser encontrado em [6].
Teorema 1.5.9 (Procesi (i) e Berele ((ii),(iii))). Seja K um corpo infinito. Se k ≥ 2,
temos os seguintes isomorfismos:
(i) Fk(Mn(K)) ∼= K[A1, · · · , Ak].
(ii) Fk(Mn(E)) ∼= K[B1, · · · , Bk].
(iii) Fk(Ma,b) ∼= K[C1, · · · , Ck].
Tais isomorfismos continuam va´lidos se k =∞.
1.6 Representac¸o˜es do grupo sime´trico e do grupo
geral linear
Nesta sec¸a˜o, apresentamos alguns conceitos ba´sicos da teoria de representac¸o˜es
dos grupos sime´trico, Sn, e geral linear, GLm(K). Os conceitos aqui apresentados,
podem ser encontrados em [12], Cap´ıtulo 12. Assumiremos aqui K um corpo de
caracter´ıstica zero. De modo geral, a teoria de representac¸o˜es de grupos finitos esta´
bem desenvolvida no caso de K ser um corpo algebricamente fechado e de carac-
ter´ıstica zero. Ale´m disso, as representac¸o˜es irredut´ıveis do grupo sime´trico sobre o
corpo dos racionais sa˜o absolutamente irredut´ıveis, ou seja, permanecem irredut´ıveis
por extenso˜es do corpo Q. Por isso, no estudo de representac¸o˜es de Sn, podemos
supor K qualquer corpo de caracter´ıstica zero. Outro ponto importante e´ que as
representac¸o˜es polinomiais do grupo geral linear, que sera˜o definidas adiante, teˆm
propriedades similares a`s dos grupos finitos. Tais propriedades sera˜o apresentadas
nesta sec¸a˜o.
Se G e´ um grupo, denotamos por KG a a´lgebra de grupo de G, ou seja, KG
e´ um espac¸o vetorial com base formada pelos elementos de G e o produto de dois
elementos desta base e´ dado pelo produto em G.
Dado um espac¸o vetorial W , denotamos por GL(W ) o grupo geral linear de W ,
ou seja, o grupo das transformac¸o˜es lineares invert´ıveis de W . Se dimW = m <∞,
escrevemos
GLm = GLm(K) = GL(W )
e, para uma base {w1, . . . , wm} fixada de W , identificamos GLm com o grupo das
matrizes m×m invert´ıveis com entradas em K.
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Definic¸a˜o 1.6.1. Sejam G um grupo e W um espac¸o vetorial sobre K.
(i) Um homomorfismo de grupos φ : G −→ GL(W ) e´ chamado uma representac¸a˜o
de G em W . Com isso, W tem uma estrutura de mo´dulo a` esquerda sobre KG
(neste caso, dizemos que W e´ um G-mo´dulo a` esquerda), com a ac¸a˜o de G
sobre W dada por:
g(w) = φ(g)w, g ∈ G,w ∈ W
de modo que (g1g2)(w) = g1(g2(w)) e 1(w) = w, com 1, g1, g2 ∈ G e w ∈ W . A
dimensa˜o de W sobre K e´ chamada de grau da representac¸a˜o φ e e´ denotada
por deg φ.
(ii) A representac¸a˜o φ e o G-mo´dulo correspondente, W , sa˜o ditos irredut´ıveis se
W na˜o possui G-submo´dulos pro´prios. Dizemos que φ e W sa˜o completamente
redut´ıveis, se W e´ uma soma direta de G-mo´dulos irredut´ıveis.
(iii) A representac¸a˜o regular de G corresponde a` a´lgebra de grupo KG, considerada
como um G-mo´dulo a` esquerda. A ac¸a˜o de G em KG e´ dada por
g ·
(∑
h∈G
ahh
)
=
∑
h∈G
ah(gh), g ∈ G, ah ∈ K,h ∈ G.
Claramente, o conjunto de G-submo´dulos de KG coincide com o conjunto de
ideais a` esquerda de KG.
Teorema 1.6.2 (Maschke). As representac¸o˜es de dimensa˜o finita de qualquer grupo
finito, G, sa˜o completamente redut´ıveis. Equivalentemente, a a´lgebra de grupo KG
e´ isomorfa a` soma direta
Md1(D1)⊕ · · · ⊕Mdr(Dr),
onde cada Mdi(Di) e´ uma a´lgebra de matrizes sobre a a´lgebra com divisa˜o de di-
mensa˜o finita sobre K, Di, i ∈ {1, . . . , r}. (Ressaltamos que o teorema continua
valendo se a caracter´ıstica de K e´ o primo p > 0 mas p na˜o divide a ordem de G.)
Teorema 1.6.3. Se G e´ um grupo finito, enta˜o
(i) Toda representac¸a˜o irredut´ıvel de G e´ equivalente a` uma subrepresentac¸a˜o da
representac¸a˜o regular de G, ou seja, todo G-mo´dulo irredut´ıvel e´ isomorfo a
um ideal minimal a` esquerda de KG.
(ii) Se K e´ algebricamente fechado, o nu´mero de representac¸o˜es irredut´ıveis na˜o
isomorfas, φi, de G e´ igual ao nu´mero de classes de conjugac¸a˜o de G.
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Definic¸a˜o 1.6.4. Seja n ≥ 1 um nu´mero inteiro. Uma partic¸a˜o de n (em na˜o mais
que r partes) e´ uma sequeˆncia finita de inteiros λ = (λ1, . . . , λr) tais que λ1 ≥ · · · ≥
λr ≥ 0 e λ1+ · · ·+λr = n, e sera´ denotada por λ ` n. Identificaremos duas partic¸o˜es
λ1 e λ2, se elas diferem por uma sequeˆncia de zeros. E´ conveniente indicar o nu´mero
de vezes que cada inteiro aparece na partic¸a˜o denotando, por exemplo, a partic¸a˜o
λ = (4, 3, 3, 2, 2, 2, 2, 1, 1, 1) ` 19 por λ = (4, 32, 24, 13).
Definic¸a˜o 1.6.5. O diagrama de Young [λ] de uma partic¸a˜o λ = (λ1, . . . , λk) ` n
pode ser definido como o conjunto dos pontos (i, j) ∈ Z2 tais que 1 ≤ j ≤ λi,
para i ∈ {1, . . . , k}. Graficamente, desenhamos diagramas substituindo os pontos por
quadrados, adotando a convenc¸a˜o que a primeira coordenada, i, aumenta de cima
para baixo e a segunda coordenada, j, aumenta da esquerda para a direita. A i-e´sima
linha conte´m λi quadrados. Por exemplo, a partic¸a˜o λ = (4, 3, 1) ` 8 e´ representada
pelo diagrama abaixo.
[λ] =
Definic¸a˜o 1.6.6. Para uma partic¸a˜o λ = (λ1, . . . , λk) ` n, definimos a λ-tabela (ou
o λ-tableau), Tλ, de conteu´do α = (α1, . . . , αm), com α1 + · · ·+αm = n, como sendo
o diagrama [λ] com quadrados preenchidos por α1 nu´meros 1, α2 nu´meros 2,. . . , αm
nu´meros m. A tabela Tλ e´ dita semistandard se suas entradas crescem da esquerda
para a direita, com poss´ıveis repetic¸o˜es, nas linhas e crescem estritamente de cima
para baixo nas colunas. Tλ e´ dita standard se e´ semistandard de conteu´do (1, . . . , 1).
Ou seja, se cada inteiro de 1 a n aparece exatamente uma vez na tabela.
Definic¸a˜o 1.6.7. Para uma partic¸a˜o λ de n, o grupo sime´trico, Sn, age no con-
junto das λ-tabelas de conteu´do (1, . . . , 1) da seguinte maneira. Dado σ ∈ Sn, se a
entrada (i, j) da tabela Tλ conte´m o inteiro k, a entrada (i, j) da tabela σTλ conte´m
σ(k). Para σ ∈ Sn, preenchendo o diagrama [λ] com os elementos σ(1), σ(2), . . . na
primeira coluna, e depois preenchendo as outras da mesma maneira, obtemos uma
tabela de conteu´do (1, . . . , 1), que sera´ denotada por Tσ. Observamos que toda tabela
de conteu´do (1, . . . , 1) e´ dessa forma, para algum σ ∈ Sn.
Proposic¸a˜o 1.6.8. Seja Pn o conjunto de todos os polinoˆmios multilineares em n
varia´veis de K〈X〉. Enta˜o
(i) Pn e´ um Sn-mo´dulo isomorfo a` a´lgebra de grupo KSn, considerada como Sn-
mo´dulo (associada a` representac¸a˜o regular de Sn), com ac¸a˜o dada por
σ
(∑
αixi1 . . . xin
)
=
∑
αixσ(i1) . . . xσ(in), σ ∈ Sn, αi ∈ K, xi1 . . . xin ∈ Pn.
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(ii) Se U e´ um T-ideal de K〈X〉, enta˜o U ∩ Pn e´ um submo´dulo de Pn.
Definic¸a˜o 1.6.9. Seja n um inteiro positivo e λ uma partic¸a˜o de n. Dada uma
tabela Tσ, σ ∈ Sn, obtida de λ, definimos o estabilizador das linhas R(Tσ) de Tσ
como sendo o subgrupo de Sn que fixa o conjunto das entradas de cada linha de Tσ.
Analogamente, define-se o estabilizador de colunas C(Tσ).
O simetrizador de Young de Tσ, denotado por e(Tσ), e´ o elemento de KSn dado
por
e(Tσ) =
∑
ρ∈R(Tσ)
∑
η∈C(Tσ)
(−1)ηρη.
Se f ∈ K〈X〉, denotamos por fTσ o elemento
fTσ = e(Tσ) · f.
O pro´ximo teorema, nos da´ a descric¸a˜o das representac¸o˜es irredut´ıveis de Sn.
Teorema 1.6.10. Seja n um inteiro positivo. Para um partic¸a˜o λ ` n e uma λ-
tabela, Tσ, temos
(i) A menos de constante multiplicativa, e(Tσ) e´ igual a um idempotente minimal
da a´lgebra de grupo KSn e gera um ideal minimal a` esquerda de KSn, ou seja,
um Sn-mo´dulo irredut´ıvel.
(ii) Se µ e´ outra partic¸a˜o de n e Tµ e´ uma µ-tabela, µ ∈ Sn, enta˜o os Sn-mo´dulos
KSn · e(Tµ) e KSn · e(Tγ) sa˜o isomorfos se, e somente se, λ = µ.
(iii) Todo Sn-mo´dulo irredut´ıvel e´ isomorfo a KSn · e(Tλ), para alguma partic¸a˜o
λ ` n.
Definic¸a˜o 1.6.11. Para cada λ ` n, denotamos o Sn-mo´dulo irredut´ıvel KSn · e(Tλ)
por M(λ) e o chamamos de Sn-mo´dulo irredut´ıvel associado a λ.
O pro´ximo teorema nos da´ uma maneira de obter os graus das representac¸o˜es
irredut´ıveis de Sn.
Teorema 1.6.12. Seja λ uma partic¸a˜o de n. Enta˜o a dimensa˜o do Sn-mo´dulo
irredut´ıvel M(λ), dλ = dimM(λ), e´ igual ao nu´mero de λ-tabelas standard.
Definic¸a˜o 1.6.13. Seja φ : GLm(K) −→ GLs(K) uma representac¸a˜o de dimensa˜o
finita de GLm(K), para algum s. A representac¸a˜o φ e´ dita polinomial se as entradas
(φ(g))ij, i, j ∈ {1, . . . , s}, da matriz s× s φ(g) sa˜o polinoˆmios das entradas akl, k, l ∈
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{1, . . . ,m} de g, para todo g ∈ GLm(K). A representac¸a˜o φ e´ homogeˆnea de grau d
se os polinoˆmios (φ(g))ij sa˜o polinoˆmios homogeˆneos de grau d. Um GLm(K)-mo´dulo
W e´ dito polinomial se a representac¸a˜o correspondente e´ polinomial. Analogamente,
definem-se mo´dulos polinomiais homogeˆneos.
Fixamos agora o espac¸o vetorial Vm com base {x1, . . . , xm} e com a ac¸a˜o canoˆnica
de GLm(K) e assumimos que
K〈Vm〉 = K〈x1, . . . , xm〉
e´ a a´lgebra associativa livre de posto m.
Definic¸a˜o 1.6.14. A ac¸a˜o de GLm(K) em K〈Vm〉 e´ definida pela extensa˜o da ac¸a˜o
de GLm(K) em Vm da seguinte maneira:
g(xi1 . . . xin) = g(xi1) . . . g(xin), g ∈ GLm(K), xi1 . . . xin ∈ K〈Vm〉.
Proposic¸a˜o 1.6.15. (i) K〈Vm〉 e´ um GLm(K)-mo´dulo que se decompo˜e na soma
direta de seus submo´dulos (K〈Vm〉)(n), para n ∈ {1, 2, . . . }, onde (K〈Vm〉)(n) e´
a componente homogeˆnea de grau n de K〈Vm〉.
(ii) Para todo T-ideal U de K〈Vm〉, os espac¸os vetoriais K〈Vm〉∩U e (K〈Vm〉)(n)∩U
sa˜o submo´dulos de K〈Vm〉.
(iii) Todo submo´dulo W de K〈Vm〉 e´ a soma direta de suas componentes homogeˆneas
W ∩ (K〈Vm〉)(n).
Teorema 1.6.16. (i) Toda representac¸a˜o polinomial de GLm(K) e´ uma soma di-
reta de subrepresentac¸o˜es polinomiais homogeˆneas irredut´ıveis.
(ii) Todo GLm(K)-mo´dulo polinomial homogeˆneo irredut´ıvel de grau n ≥ 0 e´ iso-
morfo a um submo´dulo de (K〈Vm〉)(n).
As representac¸o˜es polinomiais homogeˆneas irredut´ıveis de grau n de GLm(K) sa˜o
descritas em termos de partic¸o˜es de n em na˜o mais que m partes e diagramas de
Young, como vemos abaixo.
Teorema 1.6.17. (i) As representac¸o˜es polinomiais homogeˆneas irredut´ıveis duas
a duas na˜o isomorfas de GLm(K) de grau n ≥ 0 esta˜o em correspondeˆncia
biun´ıvoca com as partic¸o˜es λ = (λ1, . . . , λm) de n. Denotamos o GLm(K)-
mo´dulo irredut´ıvel associado a λ por Wm(λ).
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(ii) Seja λ = (λ1, . . . , λm) uma partic¸a˜o de n. O GLm(K)-mo´dulo Wm(λ) e´ iso-
morfo a um submo´dulo de (K〈Vm〉)(n). Este u´ltimo se decompo˜e como
(K〈Vm〉)(n) ∼=
∑
dλWm(λ),
onde dλ e´ a dimensa˜o do Sn-mo´dulo M(λ) e a soma e´ tomada sobre todas as
partic¸o˜es de n em na˜o mais que m partes.
(iii) Como subespac¸o de (K〈Vm〉)(n), o espac¸o vetorial Wm(λ) e´ multihomogeˆneo. A
dimensa˜o da componente homogeˆnea W
(n1,...,nm)
m e´ igual ao nu´mero de λ-tabelas
semistandard de conteu´do (n1, . . . , nm), com n1 + · · ·+ nm = n.
Definic¸a˜o 1.6.18. Denotaremos por M(Tσ, f) o GLn-submo´dulo de K〈X〉 gerado
por fTσ e denotamos por fTσ a simetrizac¸a˜o de fTσ , ou seja, o polinoˆmio obtido de
fTσ colocando iguais as varia´veis que aparecem na mesma linha.
Observac¸a˜o 1.6.19. Dado fTσ , a linearizac¸a˜o de fTσ e´ um mu´ltiplo escalar de fTσ .
Definimos agora a ac¸a˜o a` direita de Sn em K(〈Vm〉)(n) da seguinte forma:
(xi1 . . . xin)σ
−1 = xiσ(1) . . . xiσ(n) .
Proposic¸a˜o 1.6.20. Com a ac¸a˜o definida acima, (K〈Vm〉)(n) e´ um Sn-mo´dulo a`
direita.
Sejam λ = (λ1, . . . , λm) uma partic¸a˜o de n em na˜o mais que m partes e q1, . . . , qk
os comprimentos das colunas do diagrama [λ] (aqui k = λ1). Denotamos por sλ =
sλ(x1, . . . , xq), com q = q1, o polinoˆmio
sλ(x1, . . . , xq) =
k∏
j=1
sqj(x1, . . . , xqj),
onde sp(x1, . . . , xp) denota o polinoˆmio standard em p varia´veis.
Teorema 1.6.21. Seja λ = (λ1, . . . , λm) uma partic¸a˜o de n em na˜o mais que m
partes. Enta˜o
(i) O elemento sλ(x1, . . . , xq), definido acima, gera um GLm(K)-submo´dulo irre-
dut´ıvel de (K〈Vm〉)(n) isomorfo a Wm(λ).
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(ii) Todo Wm(λ) ⊆ (K〈Vm〉)(n) e´ gerado por um elemento na˜o nulo
wλ(x1, . . . , xq) = sλ(x1, . . . , xq)
(∑
σ∈Sn
ασσ
)
, aσ ∈ K.
Tal elemento e´ chamado vetor de peso ma´ximo de Wm(λ). Ele e´ u´nico a me-
nos de constante multiplicativa e esta´ contido no espac¸o unidimensional dos
elementos multi-homogeˆneos de grau (λ1, . . . , λm) em Wm(λ).
Alguns dos resultados que citamos nos cap´ıtulos a seguir, fazem uso das repre-
sentac¸o˜es do grupo sime´trico e do grupo geral linear em Γn.
As relac¸o˜es entre as representac¸o˜es do grupo sime´trico, Sn, e do grupo geral linear,
GLn, foram estabelecidas ainda no final do se´culo 19, e sa˜o consideradas cla´ssicas.
Essas relac¸o˜es foram estudadas, do ponto de vista das identidades polinomiais, por
Drensky [11] e por Berele [3]. Elas se relacionam atrave´s da proposic¸a˜o abaixo.
Proposic¸a˜o 1.6.22. Sejam m ≥ n, λ ` n e Wm(λ) ⊆ K〈Vm〉. O conjunto M =
Wm(λ) ∩ Pn de todos os elementos multilineares de Wm(λ) e´ um Sn-submo´dulo de
Pn isomorfo a M(λ). Mais ainda, todo submo´dulo M(λ) de Pn pode ser obtido deste
modo.
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Cap´ıtulo 2
O centro da a´lgebra gene´rica de
M1,1
Procesi demonstrou (veja [22]) que o anel das matrizes gene´ricas, K[A1, . . . , Ak],
e´ um domı´nio na˜o comutativo, se k > 1, e que seu anel de frac¸o˜es e´ um anel de
divisa˜o de dimensa˜o n2 sobre seu centro.
No caso da a´lgebra gene´rica de Ma,b, na˜o temos tais propriedades, ja´ que esta
na˜o e´ um domı´nio, mas mesmo assim, estamos interessados em encontrar uma boa
descric¸a˜o para o seu centro.
Para corpos infinitos, Berele prova, em [6], o resultado abaixo.
Teorema 2.0.23. Seja f(x1, . . . , xk) ∈ K〈x1, . . . , xk〉 um polinoˆmio central para
Ma,b com termo constante nulo. Enta˜o alguma poteˆncia de f e´ uma identidade para
Ma,b.
Como consequeˆncia, no mesmo artigo, ele prova:
Teorema 2.0.24. O centro da a´lgebra gene´rica de Ma,b e´ a soma do corpo com um
ideal nilpotente do centro.
Depois disso, Berele diz que na˜o e´ claro se o centro da a´lgebra gene´rica de Ma,b
conte´m ou na˜o elementos na˜o-escalares.
Neste cap´ıtulo, vamos trabalhar com a a´lgebra relativamente livre de posto 2 de
M1,1, F2(M1,1), sobre um corpo infinito K, de caracter´ıstica diferente de 2. Para tal
a´lgebra, vamos responder a` pergunta de Berele e encontrar uma boa descric¸a˜o do seu
centro.
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2.1 Propriedades de K[X ;Y ] e F2(M1,1)
Sejam
X = {X1, X2, X ′1, X ′2} e Y = {Y1, Y2, Y ′1 , Y ′2}
e considere a a´lgebra supercomutativa livre K[X;Y ].
Vimos que a a´lgebra F2(M1,1) e´ isomorfa a K[C1, C2]. Dessa maneira, vamos
trabalhar na a´lgebra K[C1, C2]. A fim de facilitar a notac¸a˜o, vamos considerar
C1 =
(
X1 Y1
Y ′1 X
′
1
)
e C2 =
(
X2 Y2
Y ′2 X
′
2
)
.
Observac¸a˜o 2.1.1. E´ claro que K[C1, C2] satisfaz todas as identidades de M1,1.
Lema 2.1.2. Para X e Y como acima, a a´lgebra supercomutativa livre K[X;Y ] tem
uma Z-graduac¸a˜o
K[X;Y ] =
⊕
n∈Z
K[X;Y ](n),
onde a componente K[X;Y ](n) e´ o conjunto dos monoˆmios de grau n com relac¸a˜o
a`s varia´veis de Y . E´ claro que K[X;Y ](n) = {0}, se n 6∈ {0, 1, 2, 3, 4}. Esta Z-
graduac¸a˜o e a 2-graduac¸a˜o usual de K[X;Y ] se relacionam da seguinte forma:
K[X;Y ]0 =
⊕
n∈Z
K[X;Y ](2n).
K[X;Y ]1 =
⊕
n∈Z
K[X;Y ](2n+1).
Demonstrac¸a˜o: O´bvia. ♦
Lema 2.1.3. Seja K[X] o anel de polinoˆmios sobre as varia´veis comutativas de X.
Enta˜o,
(i) Se i ∈ {0, 1, 2, 3, 4}, enta˜o K[X;Y ](i) e´ um K[X]-mo´dulo livre, livremente
gerado por Bi, onde
B0 = {1}.
B1 = {Y1, Y2, Y ′1 , Y ′2}.
B2 = {Y1Y2, Y1Y ′1 , Y1Y ′2 , Y2Y ′1 , Y2Y ′2 , Y ′1Y ′2}.
B3 = {Y1Y2Y ′1 , Y1Y2Y ′2 , Y1Y ′1Y ′2 , Y2Y ′1Y ′2}.
B4 = {Y1Y2Y ′1Y ′2}.
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(ii) K[X;Y ] e´ um K[X]-mo´dulo livre, livremente gerado por B, onde
B = B0 ∪B1 ∪B2 ∪B3 ∪B4.
(iii) Todo ideal de K[X;Y ] e´ um K[X]-submo´dulo de K[X;Y ].
Demonstrac¸a˜o: O´bvia. ♦
Definic¸a˜o 2.1.4. Definimos abaixo o automorfismo de ordem 2, ′, de K[X;Y ].
′ : K[X;Y ] −→ K[X;Y ]
Xi 7→ X ′i
Yi 7→ Y ′i
Observac¸a˜o 2.1.5. Sendo o automorfismo acima de ordem 2, temos que
X ′′i = Xi e Y
′′
i = Yi.
Lema 2.1.6. Os elementos C1 e C2 na˜o sa˜o divisores de zero em K[C1, C2].
Demonstrac¸a˜o: Provaremos que C1 na˜o e´ divisor de zero. A prova para C2 e´
ana´loga.
Suponha A =
(
a b
c d
)
∈ K[C1, C2] tal que C1A = 0. Enta˜o temos que as
seguintes equac¸o˜es devem ser satisfeitas:
X1a+ Y1c = 0.
Y ′1a+X
′
1c = 0.
X1b+ Y1d = 0.
Y ′1b+X
′
1d = 0.
Da segunda equac¸a˜o, obtemos que X ′1c = −Y ′1a. Multiplicando a primeira equac¸a˜o
por X ′1 e substituindo X
′
1c da segunda equac¸a˜o na primeira, obtemos
a(X1X
′
1 − Y1Y ′1) = 0,
e conclu´ımos que a = 0. Voltando a` primeira equac¸a˜o, obtemos c = 0. De modo
ana´logo, usando a terceira e quarta equac¸o˜es, provamos que b = d = 0. Logo, C1 na˜o
e´ divisor de zero a` esquerda em K[C1, C2]. Do mesmo modo, provamos que C1 na˜o
e´ divisor de zero a` direita. ♦
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Definic¸a˜o 2.1.7. Para cada n, definimos os seguintes polinoˆmios em K[X]:
qn(X1, X
′
1) =
∑n
i=0X
i
1X
′n−i
1 .
rn(X1, X
′
1) =
∑n−1
i=0 (n− i)Xn−1−i1 X ′i1 .
sn(X1, X
′
1) = rn(X
′
1, X1).
Qn(X2, X
′
2) = qn(X2, X
′
2).
Rn(X2, X
′
2) = rn(X2, X
′
2).
Sn(X2, X
′
2) = sn(X2, X
′
2).
Os treˆs lemas a seguir sa˜o facilmente demonstrados por induc¸a˜o.
Lema 2.1.8. Em K[X] valem as seguintes relac¸o˜es:
rn = qn−1 +X1rn−1.
qn = X
n
1 + qn−1X
′
1 = X
′n
1 + qn−1X1.
sn = qn−1 + sn−1X ′1.
sn + rn = (n+ 1)qn−1.
qn−1(X ′1 −X1) = X ′n1 −Xn1
(Xn1X
′m
1 −Xm1 X ′n1 ) = (X ′1 −X1)(qnqm−1 − qmqn−1).
Para a demonstrac¸a˜o da u´ltima igualdade, observamos que
(X ′1 −X1)(qnqn−1 − qmqn−1) = qn(X ′1 −X1)qm−1 − qm(X ′1 −X1)qn−1 =
= (Xn1 + qn−1X
′
1)(X
′
1 −X1)qm−1 − (Xm1 + qm−1X ′1)(X ′1 −X1)qn−1 =
(X ′1 −X1)(Xn1 qm−1 −Xm1 qn−1) = Xn1 (X ′1 −X1)qm−1 −Xm1 (X ′1 −X1)qn−1 =
= Xn1 (X
′m
1 −Xm1 )−Xm1 (X ′n1 −Xn1 ) = Xn1X ′m1 −Xm1 X ′n1 .
Lema 2.1.9. Seja n inteiro positivo. Enta˜o
Cn1 =
(
Xn1 + Y1Y
′
1rn−1 Y1qn−1
Y ′1qn−1 X
′n
1 − Y1Y ′1sn−1
)
.
Cm2 =
(
Xm2 + Y2Y
′
2Rm−1 Y2Qm−1
Y ′2Qm−1 X
′m
2 − Y2Y ′2Sm−1
)
.
Assim, Cn1C
m
2 e´ dado por
Cn1C
m
2 =
(
Xn1X
m
2 + a+ d Y1qn−1X
′m
2 + Y2Qm−1X
n
1 + c
Y ′1qn−1X
m
2 + Y
′
2Qm−1X
′n
2 + c
′ X ′n1 X
′m
2 + a
′ + d′
)
,
com a ∈ K[X;Y ](2), d ∈ K[X;Y ](4) e c ∈ K[X;Y ](3).
27
Lema 2.1.10. Seja A =
(
a11 a12
a21 a22
)
∈ K[C1, C2]. Enta˜o as entradas da matriz A
satisfazem:
a22 = a
′
11 e a21 = a
′
12.
Definic¸a˜o 2.1.11. Definimos os seguintes elementos de K[X;Y ]:
h1 = Y1Y2Y
′
1Y
′
2 .
h2 = Y1Y2(Y
′
1(X
′
2 −X2)− Y ′2(X ′1 −X1)).
h3 = Y
′
1Y
′
2(Y1(X
′
2 −X2)− Y2(X ′1 −X1)).
h4 = (Y
′
1(X
′
2 −X2)− Y ′2(X ′1 −X1))(Y1(X ′2 −X2)− Y2(X ′1 −X1)).
Os elementos definidos acima sa˜o utilizados nos ca´lculos necessa´rios a` caracte-
rizac¸a˜o dos elementos centrais de K[C1, C2]. Abaixo seguem algumas relac¸o˜es satis-
feitas por eles, que tambe´m sera˜o usadas no decorrer do texto.
Lema 2.1.12. Em K[X;Y ] temos as seguintes igualdades:
h1Y1 = h1Y2 = h1Y
′
1 = h1Y
′
2 = 0.
h2Y1 = h2Y2 = h3Y
′
1 = h3Y
′
2 = 0.
h2Y
′
1 = h3Y1 = (X
′
1 −X1)h1.
h2Y
′
2 = h3Y2 = (X
′
2 −X2)h1.
h4Y1 = (X
′
1 −X1)h2.
h4Y2 = (X
′
2 −X2)h2.
h4Y
′
1 = −(X ′1 −X1)h3.
h4Y
′
2 = −(X ′2 −X2)h3.
Demonstrac¸a˜o: Segue de ca´lculos diretos. ♦
2.2 Uma caracterizac¸a˜o dos elementos centrais da
a´lgebra F2(M1,1)
Seja A =
(
a b
c d
)
∈ M1,1(K[X;Y ]), onde K[X;Y ] esta´ munida de sua
2-graduac¸a˜o usual.
Vamos encontrar condic¸o˜es sobre a, b, c e d para que A seja central em K[C1, C2].
Se [A,C1] = [A,C2] = 0, as seguintes equac¸o˜es devem ser satisfeitas:
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
bY ′1 + cY1 = 0
bY ′2 + cY2 = 0
(a− d)Y1 + (X ′1 −X1)b = 0
(a− d)Y2 + (X ′2 −X2)b = 0
(a− d)Y ′1 + (X ′1 −X1)c = 0
(a− d)Y ′2 + (X ′2 −X2)c = 0
(2.1)
Multiplicando a terceira equac¸a˜o por (X ′2 − X2) e subtraindo a quarta equac¸a˜o
multiplicada por (X ′1 −X1), obtemos
(d− a)((X ′2 −X2)Y1 − (X ′1 −X1)Y2) = 0.
De modo ana´logo, das duas u´ltimas equac¸o˜es obtemos
(d− a)((X ′2 −X2)Y ′1 − (X ′1 −X1)Y ′2) = 0.
Logo, temos que
(d− a) ∈ Anul((X ′2 −X2)Y1 − (X ′1 −X1)Y2) e
(d− a) ∈ Anul((X ′2 −X2)Y ′1 − (X ′1 −X1)Y ′2).
Aqui, se z ∈ K[X;Y ], o conjunto Anul(z) = {α ∈ K[X;Y ] | αz = 0} e´ um ideal de
K[X;Y ], chamado de anulador de z.
Assim, obtemos (d− a) ∈ J , onde
J = Anul(((X ′2 −X2)Y1 − (X ′1 −X1)Y2) ∩ Anul((X ′2 −X2)Y ′1 − (X ′1 −X1)Y ′2)).
J e´ um ideal de K[X;Y ] e, portanto, tambe´m e´ um K[X]-submo´dulo de K[X;Y ].
O pro´ximo lema exibe um conjunto de geradores para o K[X]-mo´dulo J .
Proposic¸a˜o 2.2.1. Se J e´ definido como acima, enta˜o
J = spanK[X]{h1, h2, h3, h4} ⊆ K[X;Y ].
Demonstrac¸a˜o: E´ fa´cil observar que
J ⊇ spanK[X]{h1, h2, h3, h4}.
Para mostrar a outra inclusa˜o, tomamos f ∈ J e o escrevemos como
f = f0 + f1 + f2 + f3 + f4, onde fi ∈ K[X;Y ](i).
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Assim, como ((X ′2 − X2)Y1 − (X ′1 − X1)Y2) e ((X ′2 − X2)Y ′1 − (X ′1 − X1)Y ′2) sa˜o
homogeˆneos de grau 1 na Z-graduac¸a˜o de K[X;Y ] definida acima, temos que f
anula estes dois elementos se, e somente se, cada fi tambe´m o faz. Dessa forma,
temos que determinar, para cada i, quais sa˜o os elementos de K[X;Y ](i) que anulam
os dois elementos acima.
Vemos facilmente que se g ∈ K[X;Y ](0) ∼= K[X] e g ∈ J , enta˜o g = 0.
Se g ∈ K[X;Y ](1), enta˜o existem αi ∈ K[X] tais que
g = α1Y1 + α2Y2 + α3Y
′
1 + α4Y
′
2
e, da condic¸a˜o
g(Y1(X
′
2 −X2)− Y2(X ′1 −X1)) = 0,
obtemos
(X ′1−X1)(α1Y1Y2−α3Y2Y ′1 −α4Y2Y ′2)− (X ′2−X2)(−α2Y1Y2−α3Y1Y ′1 −α4Y1Y ′2) = 0
Como B2 e´ um conjunto de geradores livres para o mo´dulo K[X;Y ]
(2), obtemos
α3 = α4 = 0.
De modo ana´logo, da condic¸a˜o
g(Y ′1(X
′
2 −X2)− Y ′2(X ′1 −X1)) = 0,
obtemos
α1 = α2 = 0.
Logo, se g ∈ K[X;Y ](1) ∩ J , enta˜o g = 0.
Suponha agora que g ∈ K[X;Y ](2). Enta˜o existem αi ∈ K[X] tais que
g = α1Y1Y2 + α2Y1Y
′
1 + α3Y1Y
′
2 + α4Y2Y
′
1 + α5Y2Y
′
2 + α6Y
′
1Y
′
2 .
Da condic¸a˜o
g(Y1(X
′
2 −X2)− Y2(X ′1 −X1)) = 0
obtemos
(α2(X
′
1 −X1) + α4(X ′2 −X2))Y1Y2Y ′1
+ (α3(X
′
1 −X1) + α5(X ′2 −X2))Y1Y2Y ′2
+ α6((X
′
2 −X2)Y1Y ′1Y ′2 − (X ′1 −X1)Y2Y ′1Y ′2) = 0.
Assim, como B3 e´ um conjunto de geradores livres para o K[X]-mo´dulo K[X;Y ]
(3),
segue que
α6 = 0.
α2(X
′
1 −X1) + α4(X ′2 −X2) = 0.
α3(X
′
1 −X1) + α5(X ′2 −X2) = 0.
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De modo ana´logo, da condic¸a˜o
g(Y ′1(X
′
2 −X2)− Y ′2(X ′1 −X1)) = 0,
obtemos
α1 = 0.
α2(X
′
1 −X1) + α3(X ′2 −X2) = 0.
α4(X
′
1 −X1) + α5(X ′2 −X2) = 0.
Assim, obtemos o sistema
α2(X
′
1 −X1)+ α4(X ′2 −X2) = 0
α2(X
′
1 −X1)+ α3(X ′2 −X2) = 0
α3(X
′
1 −X1)+ α5(X ′2 −X2) = 0
α4(X
′
1 −X1)+ α5(X ′2 −X2) = 0
cuja soluc¸a˜o no corpo de frac¸o˜es de K[X], K(X), e´ dada em func¸a˜o do paraˆmetro
a ∈ K(X), por
α2 = a
α3 = −(X
′
1 −X1)
(X ′2 −X2)
a
α4 = −(X
′
1 −X1)
(X ′2 −X2)
a
α5 =
(X ′1 −X1)2
(X ′2 −X2)2
a.
A fim de obtermos a soluc¸a˜o emK[X], a deve ser um mu´ltiplo emK[X] de (X ′2−X2)2.
Consideramos enta˜o a = (X ′2 −X2)2α, com α ∈ K[X], e obtemos como soluc¸a˜o
α2 = (X
′
2 −X2)2α
α3 = −(X ′1 −X1)(X ′2 −X2)α
α4 = −(X ′1 −X1)(X ′2 −X2)α
α5 = (X
′
1 −X1)2α
Substituindo os valores dos αi em g, obtemos
g = αh4,
com α ∈ K[X].
Suponha agora g ∈ K[X;Y ](3) ∩ J . Enta˜o, existem αi ∈ K[X] tais que
g = α1Y1Y2Y
′
1 + α2Y1Y2Y
′
2 + α3Y1Y
′
1Y
′
2 + α4Y2Y
′
1Y
′
2
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Da condic¸a˜o g(Y1(X
′
2 −X2)− Y2(X ′1 −X1)) = 0, obtemos
(α4(X
′
2 −X2) + α3(X ′1 −X1))Y1Y ′1Y2Y ′2 = 0.
Da condic¸a˜o g(Y ′1(X
′
2 −X2)− Y ′2(X ′1 −X1)) = 0, obtemos
(α2(X
′
2 −X2) + α1(X ′1 −X1))Y1Y ′1Y2Y ′2 = 0.
Assim, temos que {
α2(X
′
2 −X2) + α1(X ′1 −X1) = 0
α4(X
′
2 −X2) + α3(X ′1 −X1) = 0
Assim como no caso anterior, encontramos a soluc¸a˜o em K(X) e depois mostramos
que em K[X] a soluc¸a˜o e´ da forma:
α1 = −(X ′2 −X2)α
α2 = (X
′
1 −X1)α
α3 = −(X ′2 −X2)β
α4 = (X
′
1 −X1)β,
com α, β ∈ K[X]. Substituindo os valores dos αi em g, temos que este e´ dado por
g = αh2 + βh3.
Por fim, podemos facilmente observar que K[X;Y ](4) = K[X] · h1 ⊆ J .
O que conclui a prova de que
J = spanK[X]{h1, h2, h3, h4},
demonstrando a proposic¸a˜o. ♦
Assim, existem f1, f2, f3 e f4 ∈ K[x] tais que
d− a = f1h1 + f2h2 + f3h3 + f4h4.
Mas, temos ainda que (d−a) ∈ K[X;Y ]0. Logo, para que (d−a) satisfac¸a o sistema
de equac¸o˜es (2.1), (d − a) deve ser uma K[X]-combinac¸a˜o linear de h1 e h4, ja´ que
h2, h3 ∈ K[X;Y ]1.
Assim, existem f1 e f4 ∈ K[X] tais que (d− a) = f1h1 + f4h4.
Substituindo (d− a) nas u´ltimas equac¸o˜es do sistema, obtemos
b = f4h2 e c = −f4h3, (2.2)
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que satisfazem as duas primeiras equac¸o˜es do sistema (2.1). Facilmente tambe´m se
verifica que se a, b, c e d satisfazem as propriedades acima, enta˜o A comuta com C1
e C2.
Logo, provamos o seguinte resultado.
Proposic¸a˜o 2.2.2. Seja A =
(
a b
c d
)
∈M1,1(K[X;Y ]). Enta˜o A comuta com C1 e
com C2 se, e somente se, existem f1, f4 ∈ K[X] tais que
b = f4h2
c = −f4h3
d = a+ f1h1 + f4h4.
Em outras palavras, A comuta com C1 e C2, se, e somente se, existem f1, f4 ∈ K[X]
tais que
A = aI + f1
(
0 0
0 h1
)
+ f4
(
0 h2
−h3 h4
)
.
Observac¸a˜o 2.2.3. Pela proposic¸a˜o anterior, podemos observar que se A = (aij) e´
central em K[C1, C2], enta˜o
a12, a21 ∈ K[X;Y ](3).
Definimos agora uma classe especial de elementos que sera˜o importantes para a
caracterizac¸a˜o dos elementos centrais de K[C1, C2].
Definic¸a˜o 2.2.4. Seja A ∈ M1,1(K[X;Y ]). Dizemos que A e´ um elemento central
ideal se A comuta com C1 e C2 e, se para qualquer elemento B ∈ K[C1, C2], temos
que AB (e consequentemente BA) tambe´m comuta com C1 e C2.
Definic¸a˜o 2.2.5. Definimos as seguintes matrizes de M1,1(K[X;Y ]):
A0 =
(
h1 0
0 h1
)
A1 =
(
0 0
0 h1
)
A2 =
(
0 h2
−h3 h4
)
A3 =
(
h4 0
0 h4
)
.
Lema 2.2.6. Para quaisquer αi ∈ K[X], os elementos da forma
A = α0A0 + α1A1 + α2A2 + α3A3
sa˜o centrais ideais.
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Demonstrac¸a˜o: Observe que basta mostrar que A2 e A3 sa˜o centrais ideais, ja´ que
A0 e A1 claramente o sa˜o. Temos da Proposic¸a˜o 2.2.2, que A2 e A3 acima comutam
com C1 e C2. Vamos agora mostrar que sa˜o centrais ideais, comec¸ando por A2.
Observe que, para isso, e´ suficiente mostrar que A2Ci e´ uma K[X]-combinac¸a˜o linear
de elementos que sabemos que sa˜o centrais ideais e do pro´prio A2.
A2Ci =
(
0 h2
−h3 h4
)(
Xi Yi
Y ′i X
′
i
)
=
(
h2Y
′
i h2X
′
i
−h3Xi + h4Y ′i −h3Yi + h4X ′i
)
.
Usando as relac¸o˜es do Lema 2.1.12, temos que
A2Ci = (X
′
i −Xi)
(
h1 0
0 −h1
)
+X ′i
(
0 h2
−h3 h4
)
,
ou seja, uma K[X]-combinac¸a˜o linear de A0, A1 e A2. Como A0 e A1 sa˜o centrais
ideais, conclu´ımos que A2 e´ tambe´m central ideal. Fac¸amos agora o mesmo para A3.
A3Ci =
(
h4 0
0 h4
)(
Xi Yi
Y ′i X
′
i
)
=
(
h4Xi h4Yi
h4Y
′
i h4X
′
i
)
=
(
h4Xi (X
′
i −Xi)h2
−(X ′i −Xi)h3 (X ′i −Xi)h4 +Xih4
)
= Xi
(
h4 0
0 h4
)
+ (X ′i −Xi)
(
0 h2
−h3 h4
)
,
que e´ uma K[X]-combinac¸a˜o linear de A2 e A3, o que prova o resultado. ♦
Recordamos que L(X) denota a a´lgebra livre de Lie, livremente gerada pelo
conjunto X.
Lema 2.2.7. Seja f(x1, x2) = [x1, x2, xi3 , . . . , xik ] ∈ L(x1, x2) um comutador nor-
mado a` esquerda e sejam n = degx1f , m = degx2f e k = n + m. Enta˜o, para todo
m,n ≥ 1, temos que
f(C1, C2) = (X
′
1 −X1)n−1(X ′2 −X2)m−1A(k),
onde
A(k) =
(
F (k) Y1(X
′
2 −X2)− Y2(X ′1 −X1)
(−1)k(Y ′2(X ′1 −X1)− Y ′1(X ′2 −X2)) F (k)
)
,
e F (k) e´ igual a
(X ′i−Xi)−1((Y1(X ′2−X2)−Y2(X ′1−X1))Y ′i + (−1)kYi(Y ′2(X ′1−X1)−Y ′1(X ′2−X2)))
sendo i = ik ∈ {1, 2}.
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Demonstrac¸a˜o: A demonstrac¸a˜o e´ feita por induc¸a˜o sobre k. Se k = 2, ou seja,
m = n = 1, temos:
f(C1, C2) = [C1, C2]
=
(
Y1Y
′
2 + Y
′
1Y2 Y1(X
′
2 −X2)− Y2(X ′1 −X1)
Y ′2(X
′
1 −X1)− Y ′1(X ′2 −X2) Y1Y ′2 + Y ′1Y2
)
E basta observar que para k = 2, F (2) = Y1Y
′
2 + Y
′
1Y2.
Provemos agora o passo de induc¸a˜o. Tomamos f(C1, C2) de grau k, como no
lema, e mostramos que [f(C1, C2), Ci] tambe´m e´ da forma do teorema, para k + 1
em vez de k.
[f(C1, C2), Ci] = (X
′
1 −X1)n−1(X ′2 −X2)m−1[A(k), Ci]
[A(k), Ci] = [F (k)I, Ci] + [A(k)− F (k)I, Ci] = [A(k)− F (k)I, Ci] =
= (X ′i −Xi)
(
F (k + 1) Y1(X
′
2 −X2)− Y2(X ′1 −X1)
(−1)k+1(Y ′2(X ′1 −X1)− Y ′1(X ′2 −X2)) F (k + 1)
)
o que prova o resultado. ♦
Observac¸a˜o 2.2.8. Segue do lema anterior que, se u = [x1, x2, xi3 , . . . , xik ] e´ um
comutador normado a` esquerda, enta˜o u(C1, C2) depende apenas dos dois primeiros
e do u´ltimo elementos do comutador. Ou seja, se v = [x1, x2, xiσ(3) , . . . , xiσ(k−1) , xik ],
com σ ∈ S{3,...,k−1}, enta˜o
u(C1, C2) = v(C1, C2).
Lema 2.2.9. Suponha que f1 e f2 sejam comutadores normados a` esquerda. Enta˜o
(f1.f2)(C1, C2) e´ um elemento central ideal de K[C1, C2].
Demonstrac¸a˜o: Novamente, pelo Lema 2.2.7, temos que
f1(C1, C2) = (X
′
1 −X1)n1−1(X ′2 −X2)m1−1A(k1)
f2(C1, C2) = (X
′
1 −X1)n2−1(X ′2 −X2)m2−1A(k2).
Assim,
(f1.f2)(C1, C2) = (X
′
1 −X1)n1+n2−2(X ′2 −X2)m1+m2−2A(k1)A(k2),
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ou seja, basta analisar o produto A(k1)A(k2). Pela definic¸a˜o de F (ki) e pelas relac¸o˜es
do Lema 2.1.12, temos que sa˜o va´lidas as relac¸o˜es abaixo,
F (ki)(Y1(X
′
2 −X2)− Y2(X ′1 −X1)) = −(−1)kih2
F (ki)(Y
′
2(X
′
1 −X1)− Y ′1(X ′2 −X2)) = h3
F (k1)F (k2) = αh1,
para algum α ∈ K[X;Y ]0, donde conclu´ımos que
A(k1)A(k2) = F (k1)F (k2)I +
(
(−1)k2h4 −((−1)k1 + (−1)k2)h2
((−1)k1 + (−1)k2)h3 −(−1)k1h4
)
.
Logo,
(f1f2)(C1, C2) = αA0 + (−1)k2A3 − ((−1)k1 + (−1)k2)A2
e, pelo lema 2.2.6, obtemos que (f1f2)(C1, C2) e´ um elemento central ideal da a´lgebra
K[C1, C2]. ♦
Observac¸a˜o 2.2.10. O resultado acima responde a` pergunta de Berele para o caso
a = b = 1 e k = 2, mostrando que todo elemento de K[C1, C2] que e´ um produto de
dois comutadores normados a` esquerda, cujos graus teˆm a mesma paridade (k1 ≡ k2
mod 2) e´ central em K[C1, C2] e na˜o e´ mu´ltiplo da identidade. Em particular,
[C1, C2]
2 =
( −2h1 + h4 −2h2
2h3 −2h1 − h4
)
e´ um elemento central de K[C1, C2] e claramente na˜o e´ um escalar.
Pela Proposic¸a˜o 1.4.8, todo elemento de K〈x1, x2〉 pode ser escrito como com-
binac¸a˜o linear de elementos da forma
xn1x
m
2 u1 . . . ur,
onde ui sa˜o comutadores normados a` esquerda. Como K[C1, C2] e´ imagem ho-
momo´rfica de K〈x1, x2〉, segue que todo elemento de K[C1, C2] pode ser escrito como
combinac¸a˜o linear de elementos do tipo
Cn1C
m
2 u1 . . . ur,
com ui = ui(C1, C2) comutadores normados a` esquerda.
Assim, a fim de obter uma descric¸a˜o dos elementos centrais de K[C1, C2], vamos
analisar quais dos elementos da forma acima sa˜o centrais.
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Proposic¸a˜o 2.2.11. Sejam f(C1, C2) = C
n
1C
m
2 u
k1
1 . . . u
kr
r ∈ K[C1, C2], com
m + n ≥ 1 e ui = ui(C1, C2), comutadores normados a` esquerda. Enta˜o f e´ central
em K[C1, C2] se, e somente se, k1 + · · · + kr ≥ 2. Ainda, neste caso, f(C1, C2) e´
central ideal.
Demonstrac¸a˜o: Pelo Lema 2.2.9, se ui e uj sa˜o comutadores normados a` esquerda,
uiuj(C1, C2) e´ um elemento central ideal de K[C1, C2]. Ou seja, se k1 + · · ·+ kr ≥ 2,
enta˜o f(C1, C2) e´ central ideal.
Resta agora mostrar que se u e´ comutador normado a` esquerda, enta˜o Cn1C
m
2 e
Cn1C
m
2 u na˜o sa˜o centrais em K[C1, C2].
Para o primeiro caso, observamos, como consequeˆncia do Lema 2.1.9 que a entrada
(1, 2) de Cn1C
m
2 e´ da forma αY1 + βY2 + c, com α, β ∈ K[X], com α ou β na˜o nulo,
e c ∈ K[X;Y ](3). Logo, pela Observac¸a˜o 2.2.3, Cn1Cm2 na˜o e´ central, sempre que
n+m ≥ 1.
O caso Cn1C
m
2 u e´ ana´logo. Sua entrada (1, 2) e´ da forma
(X ′1 −X1)p−1(X ′2 −X2)q−1Xn1Xm2 (Y1(X ′2 −X2)− Y2(X ′1 −X1)) + b,
com b ∈ K[X;Y ](3), o que, novamente pela observac¸a˜o 2.2.3, prova que este tambe´m
na˜o e´ central, concluindo a demonstrac¸a˜o. ♦
Observac¸a˜o 2.2.12. Na proposic¸a˜o acima, se considerarmos f(C1, C2) = u
k1
1 . . . u
kr
r ,
com k1+ · · ·+kr ≥ 1, ou seja, com m = n = 0, enta˜o teremos que f(C1, C2) e´ central
em K[C1, C2] se, e somente se, k1 + · · · + kr ≥ 2. Ainda, neste caso, f(C1, C2) e´
central ideal.
Lema 2.2.13. Sejam u1, . . . , ur comutadores normados a` esquerda de graus n, com
relac¸a˜o a` varia´vel x1 e m com relac¸a˜o a` varia´vel x2, com uj = [x1, x2, xi3 , . . . , xik ], j ∈
{1, . . . , r}, e seja
f(C1, C2) =
∑
i
αiui(C1, C2) ∈ K[C1, C2]
com αi ∈ K[X]. Enta˜o, as seguintes afirmac¸o˜es sa˜o equivalentes:
(i) f(C1, C2) e´ central ideal em K[C1, C2];
(ii) f(C1, C2) e´ central em K[C1, C2];
(iii)
∑
i
αi = 0.
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Demonstrac¸a˜o: Claramente, (i) implica em (ii). Mostremos agora as outras im-
plicac¸o˜es.
((ii)⇒(iii)) Vamos supor inicialmente que ∑i αiui e´ central. Pelo Lema 2.2.7,
temos que, para cada i, a entrada (1, 2) de ui e´
a(Y1(X
′
2 −X2)− Y2(X ′1 −X1)),
onde a = (X ′1 − X1)n−1(X ′2 − X2)m−1. Assim, a entrada (1, 2) de f(C1, C2), e´ da
forma:
a
∑
i
αi(Y1(X
′
2 −X2)− Y2(X ′1 −X1)) = a(Y1(X ′2 −X2)− Y2(X ′1 −X1))(
∑
i
αi)
Assim, se
∑
i αi e´ na˜o nulo, enta˜o a entrada (1, 2) de f(C1, C2) e´ mu´ltiplo na˜o nulo
de Y1(X
′
2 −X2)− Y1(X ′2 −X2) 6∈ K[X;Y ](3) e, pela Observac¸a˜o 2.2.3, na˜o e´ central.
Logo, provamos que
∑
i
αi = 0.
((iii)⇒(i)) Supomos agora ∑i αi = 0, e vamos mostrar que ∑i αiui e´ central
ideal.
Pela Observac¸a˜o 2.2.8, se ui e uj teˆm os mesmos graus parciais (n e m) e a u´ltima
varia´vel que aparece em cada um deles e´ a mesma, enta˜o ui(C1, C2) = uj(C1, C2).
Enta˜o, classificamos os ui da soma acima em dois tipos: os que terminam em
x1 e os que terminam em x2. E´ claro que se todos os ui sa˜o do mesmo tipo, enta˜o∑
i αiui(C1, C2) = (
∑
i αi)u1(C1, C2) = 0, logo, sem perda de generalidade, supomos
u1 do primeiro tipo e u2 do segundo. Assim, seja a1 a soma dos αi tais que ui e´ do
tipo 1 e a2 a soma dos αi tais que ui e´ do tipo 2. Enta˜o,
∑
i
αiui = a1u1 + a2u2, com
a1 + a2 =
∑
i αi = 0. Logo e´ suficiente provar que u1 − u2 e´ central ideal.
Temos que
u1 − u2 = (X ′1 −X1)n−1(X ′2 −X2)m−1(F1(k)− F2(k))I2,
onde denotamos por Fj(k), a expressa˜o F (k) do Lema 2.2.7, obtida por uj, j = 1, 2.
Mas,
F1(k)− F2(k) =
{
0, , se k e´ par
−2(X ′1 −X1)−1(X ′2 −X2)−1h4 , caso contra´rio.
Logo, u1 − u2 e´ zero, ou u1 − u2 e´ um mu´ltiplo de A3. Em qualquer dos casos,
temos que f(C1, C2) e´ um elemento central ideal de F [C1, C2]. ♦
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Observac¸a˜o 2.2.14. Observamos que no lema acima, se substitu´ımos a condic¸a˜o
αi ∈ K[X] pela condic¸a˜o αi ∈ K[X;Y ]0, o resultado continua va´lido, desde que a
condic¸a˜o (iii) seja substitu´ıda pela condic¸a˜o:
(iii’)
∑
i
αi ∈ K[X;Y ](4).
Seja f(C1, C2) ∈ K[C1, C2]. Sendo K[C1, C2] imagem homomo´rfica de K〈x1, x2〉,
temos que f se decompo˜e na soma
f(C1, C2) =
∑
n,m≥0
αn,mC
n
1C
m
2 +
∑
(nj ,mj)
C
nj
1 C
mj
2
(∑
i
αjiu
j
i
)
+ g(C1, C2)
com αn,m, α
j
i ∈ K, uji comutadores normados a` esquerda, como no lema anterior, e
g(C1, C2) =
∑
αuC
n
1C
m
2 u1 . . . uk, com k ≥ 2 e ui comutadores normados a` esquerda.
Para cada i e j, defina Iji como sendo o conjunto dos ı´ndices t tais que os comutadores
ujt teˆm grau r
j
i , com relac¸a˜o a x1 e grau s
j
i , com relac¸a˜o a x2.
Com isso, temos o pro´ximo teorema, que reu´ne os resultados deste cap´ıtulo, dando
uma caracterizac¸a˜o para os elementos centrais de K[C1, C2].
Teorema 2.2.15. Com a notac¸a˜o acima, temos que f(C1, C2) e´ central em K[C1, C2]
se, e somente se, αn,m = 0, sempre que n+m ≥ 1 e, para quaisquer i e j,∑
t∈Iji
αjt = 0.
Ale´m disso, um tal elemento central e´ central ideal se, e somente se, α0,0 = 0.
Demonstrac¸a˜o: Pelos lemas anteriores, e´ poss´ıvel concluir que se αn,m = 0, sempre
que n+m ≥ 1 e se, para todo j, ∑i∈Iji αji = 0, enta˜o f(C1, C2) e´ central. Mais ainda,
ele e´ central ideal se, e somente se, α0,0 = 0. Vamos agora a` rec´ıproca do teorema.
Ja´ mostramos que g(C1, C2) e´ central ideal. Temos tambe´m que α0,0I e´ central.
Assim, vamos supor que∑
n+m≥1
αn,mC
n
1C
m
2 +
∑
nj ,mj
C
nj
1 C
mj
2
(∑
i
αjiu
j
i
)
e´ central.
Temos, do Lema 2.1.9, que a entrada (1, 2) da matriz
∑
n+m≥1 αn,mC
n
1C
m
2 e´ da
forma ∑
n+m≥1
αn,mqn−1X ′m2 Y1 +Qm−1X
n
1 Y2 + c,
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com c ∈ K[X;Y ](3).
Temos tambe´m que a entrada (1,2) da matriz
∑
nj ,mj
C
nj
1 C
mj
2 (
∑
i α
j
iu
j
i ) e´ da forma∑
nj ,mj
∑
i
αji (X
nj
1 X
mj
2 (X
′
1 −X1)r
j
i−1(X ′2 −X2)s
j
i−1(Y1(X ′2 −X2)− Y2(X ′1 −X1)) + c,
onde rji = degx1 u
j
i , s
j
i = degx2 u
j
i e c ∈ K[X;Y ](3). Assim, pela Observac¸a˜o 2.2.3, se∑
n+m≥1
αn,mC
n
1C
m
2 +
∑
nj ,mj
C
nj
1 C
mj
2
(∑
i
αjiu
j
i
)
e´ central, sua entrada (1,2) deve estar em K[X;Y ](3). Para isso, devemos ter
0 =
∑
n+m≥1 αn,m(qn−1X
′m
2 Y1 +Qm−1X
n
1 Y2)+∑
nj ,mj
∑
i α
j
iX
nj
1 X
mj
2 (X
′
1 −X1)r
j
i−1(X ′2 −X2)s
j
i−1(Y1(X ′2 −X2)− Y2(X ′1 −X1)).
Como B1 e´ base de K[X;Y ]
(1), devemos ter∑
n+m≥1
αn,mqn−1X ′m2 +
∑
nj ,mj
∑
i
αjiX
nj
1 X
mj
2 (X
′
1 −X1)r
j
i−1(X ′2 −X2)s
j
i = 0
∑
n+m≥1
αn,mQm−1Xn1 −
∑
nj ,mj
∑
i
αjiX
nj
1 X
mj
2 (X
′
1 −X1)r
j
i (X ′2 −X2)s
j
i−1 = 0.
Multiplicando a primeira equac¸a˜o por (X ′1 − X1) e somando com a segunda multi-
plicada por (X ′2 −X2), obtemos, usando o Lema 2.1.8,
0 =
∑
n+m≥1 αn,m(qn−1X
′m
2 (X
′
1 −X1) +Qm−1Xn1 (X ′2 −X2))
=
∑
n+m≥1 αn,m(X
′m
2 (X
′n
1 −Xn1 ) +Xn1 (X ′m2 −Xm2 ))
=
∑
n+m≥1 αn,m(X
′m
2 X
′n
1 −Xn1Xm2 )
de onde conclu´ımos que αn,m = 0, para quaisquer n, m ≥ 0 tais que n+m ≥ 1.
Voltando na equac¸a˜o anterior, temos∑
nj ,mj
∑
i
αjiX
nj
1 X
mj
2 (X
′
1 −X1)r
j
i−1(X ′2 −X2)s
j
i−1(Y1(X ′2 −X2)− Y2(X ′1 −X1)) = 0,
de onde conclu´ımos que∑
nj ,mj
∑
i
αjiX
nj
1 X
mj
2 (X
′
1 −X1)r
j
i−1(X ′2 −X2)s
j
i−1 = 0
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e, analisando os graus dos monoˆmios, para cada j, temos∑
i
αji (X
′
1 −X1)r
j
i−1(X ′2 −X2)s
j
i−1 = 0.
Sendo Iji como no enunciado do teorema, obtemos que, para todo i e j,∑
t∈Iji
αjt = 0,
o que conclui o teorema. ♦
Observac¸a˜o 2.2.16. Substituindo, no teorema acima, C1 por x1 e C2 por x2, temos
a descric¸a˜o do centro de F2(M1,1).
Agora, segue diretamente do teorema anterior, o corola´rio abaixo.
Corola´rio 2.2.17. O centro de K[C1, C2] decompo˜e-se como
Z(K[C1, C2]) = K ⊕ I,
onde I e´ um ideal nilpotente de K[C1, C2].
Observac¸a˜o 2.2.18. Observe que o u´ltimo resultado e´ mais forte que o resultado
de Berele, para K[C1, C2] (Teorema 2.0.24), ja´ que aqui I e´ um ideal nilpotente de
K[C1, C2] e no resultado de Berele temos apenas um ideal nilpotente de Z(K[C1, C2]).
Observac¸a˜o 2.2.19. E´ interessante observar que este u´ltimo corola´rio na˜o vale para
K[C1, C2, C3], ja´ que podemos ver que, nesta a´lgebra, o elemento [[C1, C2], [C1, C3]] e´
central, mas C2[[C1, C2], [C1, C3]] na˜o e´ central.
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Cap´ıtulo 3
Identidades polinomiais de F2(M1,1)
Neste cap´ıtulo, apresentamos uma base para as identidades de F2(M1,1) sobre
um corpo, K, de caracter´ıstica zero. Tal restric¸a˜o na caracter´ıstica do corpo se deve,
principalmente, ao fato de utilizarmos a descric¸a˜o do Sn-mo´dulo dos polinoˆmios
pro´prios multilineares mo´dulo as identidades de M1,1, Γn(M1,1), em caracter´ıstica
zero, descrito por Popov em [20]. Por isso, neste cap´ıtulo, assumiremos K um corpo
de caracter´ıstica zero.
3.1 Identidades polinomiais de M1,1
Nesta sec¸a˜o, vamos apresentar os resultados de Popov em [20], onde ele descreve
uma base para as identidades polinomiais de M1,1 em caracter´ıstica zero e tambe´m
descreve a estrutura de Sn-mo´dulo de Γn(M1,1) em termos de suas componentes
irredut´ıveis.
Para isso devemos antes observar que M1,1 satisfaz as identidades polinomiais
abaixo.
[x1, x2, [x3, x4], x5] = 0
[[x1, x2]
2, x1] = 0
(3.1)
Seja M a variedade de a´lgebras associativas definidas pelas identidades (3.1). O
fato de M1,1 satisfazer todas as identidades de M, nos garante a existeˆncia de um
homomorfismo sobrejetor canoˆnico
Γn(M) −→ Γn(M1,1).
O principal resultado do trabalho acima citado e´ o fato que todas as identidades
de M1,1 sa˜o consequeˆncias das identidades (3.1).
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Para provar tal resultado, Popov encontra uma descric¸a˜o para o Sn-mo´dulo dos
polinoˆmios pro´prios multilineares mo´dulo as identidades de M, Γn(M).
Para exibir tal resultado, precisamos definir os seguintes polinoˆmios e os respec-
tivos Sn-mo´dulos:
Definic¸a˜o 3.1.1. Sejam p ≥ q ≥ 2 e s ≥ 0. Definimos os polinoˆmios: ϕp =
ϕ
(s)
p (x1, . . . , xp) e ϕ
(s)
p,q = ϕ
(s)
p,q(x1, . . . , xp) da seguinte forma:
ϕ
(s)
p =

∑
σ∈Sp
(−1)σ[xσ(1), xσ(2)] . . . [xσ(p), x(s)1 ] , se p ≡ 1 mod 2∑
σ∈Sp
(−1)σ[xσ(1), xσ(2)] . . . [xσ(p−1), xσ(p), x(s)1 ] , se p ≡ 0 mod 2
ϕ
(s)
p,q =

∑
τ∈Sq
(−1)τ [xτ(1), xτ(2)] . . . [xτ(q−1), xτ(q)]ϕ(s)p , se q ≡ 0 mod 2∑
σ∈Sp
(−1)σ[xσ(1), xσ(2)] . . . [xσ(p−1), xσ(p)]ϕ(s)q , se p ≡ 0 q ≡ 1 mod 2
e ϕ
(s)
p,q =
∑
τ∈Sq
σ∈Sp
(−1)στ [xτ(1), xτ(2)] · · · [xσ(1), xσ(2)] · · · [xσ(p), x(s)1 , xτ(q)], se os nu´meros p e
q sa˜o ı´mpares.
Denotamos por M
(s)
p o Sn-submo´dulo de Γn(M) gerado por ϕ
(s)
p , onde n = p + s
e por M
(s)
p,q o Sn-submo´dulo de Γn(M) gerado por ϕp,q, onde n = p+ q + s.
Observac¸a˜o 3.1.2. Observamos que os polinoˆmios ϕ
(s)
p e ϕ
(s)
p,q na˜o sa˜o multiline-
ares, se s > 0. Em particular, na˜o sa˜o elementos de Γn(M1,1). Dessa forma, os
submo´dulos M
(s)
p e M
(s)
p,q sa˜o, na verdade, gerados pelas linearizac¸o˜es completas des-
tes polinoˆmios. Quando este for o caso, diremos simplesmente que os submo´dulos
M
(s)
p e M
(s)
p,q sa˜o gerados por estes polinoˆmios, em vez de dizer que sa˜o gerados por
suas linearizac¸o˜es.
Com tais definic¸o˜es, Popov prova os seguintes lemas.
Lema 3.1.3. Para quaisquer p ≥ 2 e s ≥ 0, os polinoˆmios ϕ(s)p e ϕ(s)p,q na˜o sa˜o
identidades polinomiais para a a´lgebra M1,1.
Lema 3.1.4. Sejam n = p + s, d = Dα uma tabela arbitra´ria com diagrama D =
(s+1, 1p−1) e f = f(x1, . . . , xn) um elemento arbitra´rio de Γn(M). Enta˜o, o mo´dulo
M(d, f) esta´ contido no mo´dulo M
(s)
p .
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Lema 3.1.5. Sejam n = p + q + s, d = Dα uma tabela arbitra´ria com diagrama
D = (s+2, 2q−1, 1p−q) e f = f(x1, . . . , xn) um elemento arbitra´rio de Γn(M). Enta˜o,
o mo´dulo M(d, f) esta´ contido no mo´dulo M
(s)
p,q .
Lema 3.1.6. Sejam d = Dα uma tabela com diagrama D = (a, b, c, ...) com b ≥ 3 e
f = f(x1, . . . , xn) um elemento arbitra´rio de Γn(M), com n = a+b+c+ · · · . Enta˜o,
o mo´dulo M(d, f) e´ zero.
E, combinando os treˆs lemas anteriores, temos a descric¸a˜o do Sn-mo´dulo Γn(M).
Teorema 3.1.7. O Sn-mo´dulo Γn(M) se fatora na soma direta
Γn(M) =
( ⊕
p+s=n
M (s)p
)⊕( ⊕
p+q+s=n
M (s)p,q
)
,
onde M
(s)
p e M
(s)
p,q sa˜o os u´nicos submo´dulos irredut´ıveis do Sn-mo´dulo Γn(M).
Como os geradores ϕ
(s)
p e ϕ
(s)
p,q dos mo´dulos irredut´ıveis M
(s)
p e M
(s)
p,q , respectiva-
mente, na˜o sa˜o identidades de M1,1, segue que o homomorfismo canoˆnico de Γn(M)
sobre Γn(M1,1) e´ um isomorfismo, provando o resultado principal.
Teorema 3.1.8. Se M e´ a variedade de a´lgebras associativas definidas pelas identi-
dades (3.1), enta˜o
T (M1,1) = T (M).
3.2 As identidades polinomiais de F2(M1,1)
3.2.1 Os polinoˆmios [[x1, x2][x3, x4], x5] e [x1, x2][x3, x4][x5, x6]
Novamente, para trabalhar com a a´lgebra F2(M1,1), vamos trabalhar na a´lgebra
K[C1, C2], onde os elementos C1 e C2 sa˜o dados como no cap´ıtulo anterior.
Lema 3.2.1. Sejam f1, f2, f3 comutadores normados a` esquerda. Enta˜o o elemento
(f1.f2.f3)(C1, C2) e´ zero em K[C1, C2].
Demonstrac¸a˜o: Pela demonstrac¸a˜o do Lema 2.2.9, temos que (f1.f2)(C1, C2) e´
combinac¸a˜o linear de A0, A2 e A3. E´ suficiente, enta˜o, mostrar que o produto de
um elemento da forma do Lema 2.2.7 com cada um destes e´ zero. Mas, as entradas
das matrizes dos elementos da forma do Lema 2.2.7 sa˜o elementos de K[X;Y ] que
sa˜o anulados por h1, h2, h3 e h4, e as matrizes Ai teˆm como entradas estes mesmos
elementos, o que mostra o resultado. ♦
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Proposic¸a˜o 3.2.2. Seja f(C1, C2) = C
n
1C
m
2 u
k1
1 . . . u
kr
r ∈ K[C1, C2], onde os ui sa˜o
comutadores normados a` esquerda. Enta˜o f(C1, C2) e´ igual a zero se, e somente se,
k1 + · · ·+ kr ≥ 3.
Demonstrac¸a˜o: Segue do Lema 3.2.1 que um produto de treˆs comutadores nor-
mados a` esquerda e´ zero. Reciprocamente, temos do Lema 2.2.9 que o produto de
dois comutadores normados a` esquerda nunca e´ zero e, pelo Lema 2.1.6, C1 e C2
na˜o sa˜o divisores de zero em K[C1, C2], o que prova que se k1 + · · · + kr ≤ 2, enta˜o
f(C1, C2) 6= 0. ♦
Lema 3.2.3. Se A e´ uma a´lgebra associativa e z, a, b ∈ A, enta˜o valem as seguintes
relac¸o˜es:
(i) [zn, b] =
n−1∑
i=0
zn−i−1[z, b]zi.
(ii) [a, b]zn =
n∑
i=0
(
n
i
)
zi[a, b, z(n−i)].
Demonstrac¸a˜o: As demonstrac¸o˜es sa˜o feitas por induc¸a˜o sobre n.
(i) Se n = 1, o resultado e´ va´lido. Suponha o resultado va´lido para n− 1. Enta˜o,
temos que [zn−1, b] =
n−2∑
i=0
zn−i−2[z, b]zi mas, como zn = zzn−1,
[zn, b] = z[zn−1, b] + [z, b]zn−1
= z(
n−2∑
i=0
zn−i−2[z, b]zi) + [z, b]zn−1
=
n−1∑
i=0
zn−i−1[z, b]zi
o que mostra (i).
(ii) Se n = 0, o resultado e´ va´lido. Suponha o resultado va´lido para n−1. Enta˜o,
temos que
[a, b]zn−1 =
n−1∑
i=0
(
n− 1
i
)
zi[a, b, z(n−i−1)].
Mas, para cada i,
[a, b, z(n−i−1)]z = [a, b, z(n−i)] + z[a, b, z(n−i−1)].
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Logo, como zn = zn−1z, segue que
[a, b]zn =
n−1∑
i=0
(
n− 1
i
)
zi[a, b, z(n−i−1)]z
=
n−1∑
i=0
(
n− 1
i
)
zi([a, b, z(n−i)] + z[a, b, z(n−i−1)])
=
n−1∑
i=0
(
n− 1
i
)
zi[a, b, z(n−i)] +
n−1∑
i=0
(
n− 1
i
)
zi+1[a, b, z(n−i−1)]
=
n−1∑
i=0
(
n− 1
i
)
zi[a, b, z(n−i)] +
n∑
i=1
(
n− 1
i− 1
)
zi[a, b, z(n−i)]
= [a, b, z(n)] +
n−1∑
i=1
((
n− 1
i− 1
)
+
(
n− 1
i
))
zi[a, b, z(n−i)] + zn[a, b]
=
n∑
i=0
(
n
i
)
zi[a, b, z(n−i)]
o que prova o resultado. ♦
Lema 3.2.4. Sejam u ∈ L(x1, x2) comutador normado a` esquerda e A ∈ K〈x1, x2〉.
Enta˜o existem ui ∈ L(x1, x2) comutadores normados a` esquerda, com deg ui ≥ deg u,
e Ai ∈ K〈x1, x2〉, tais que
uA =
∑
i
Aiui.
Demonstrac¸a˜o: Observe que e´ suficiente demonstrar o resultado para A = xi. Se
u e´ um comutador normado a` esquerda, basta observar que:
uxi = [u, xi] + xiu.
Mas u1 = [u, xi] e´ tambe´m um comutador normado a` esquerda. Obviamente, a
condic¸a˜o deg ui ≥ deg u e´ satisfeita. ♦
Teorema 3.2.5. [[x1, x2][x3, x4], x5] = 0 e [x1, x2][x3, x4][x5, x6] = 0 sa˜o identidades
polinomiais para a a´lgebra F2(M1,1).
Demonstrac¸a˜o: Inicialmente, observamos que ambos polinoˆmios sa˜o multilinea-
res. Logo, e´ suficiente substituir xi por elementos de um conjunto de geradores de
K[C1, C2]. Sabemos que K[C1, C2] e´ gerado por elementos da forma C
n
1C
m
2 u1 . . . uk,
com ui comutadores normados a` esquerda e que estes sa˜o centrais se k ≥ 2. Logo,
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e´ suficiente substituir as varia´veis por elementos da forma Cn1C
m
2 e C
n
1C
m
2 u, com
u ∈ L(C1, C2) comutador normado a` esquerda.
Inicialmente observamos que, pelos dois lemas anteriores, existem ui ∈ L(C1, C2)
comutadores normados a` esquerda e Ai ∈ K[C1, C2] tais que
[Cn1C
m
2 , C
k
1C
l
2] =
∑
i
Aiui
e que o mesmo vale para [Cn1C
m
2 u,C
n
1C
m
2 ] e [C
n
1C
m
2 u,C
n
1C
m
2 v], com u e v comutadores
normados a` esquerda.
Isso, juntamente com o lema anterior, nos mostra que ao substituirmos x1, x2, x3
e x4 por elementos deste tipo, obtemos que [x1, x2][x3, x4] podera´ ser escrito como∑
i
Aiuivi
com ui e vi comutadores normados a` esquerda e Ai elementos de K[C1, C2]. Sendo
uivi um elemento central ideal temos a prova de que [[x1, x2][x3, x4], x5] e´ uma iden-
tidade polinomial de K[C1, C2].
Para a segunda identidade, usamos o mesmo argumento para provar que quando
substitu´ımos os xi pelos elementos dos tipos citados acima em [x1, x2][x3, x4][x5, x6],
obtemos ∑
i
Aiuiviwi
com ui, vi, wi comutadores normados a` esquerda. E a conclusa˜o segue do Lema 3.2.2
♦
Corola´rio 3.2.6. Em F2(M1,1) temos a identidade
[x1, x2, x5][x3, x4] = −[x1, x2][x3, x4, x5].
Demonstrac¸a˜o: Sabemos que em F2(M1,1) vale [[x1, x2][x3, x4], x5] = 0. Mas,
[[x1, x2][x3, x4], x5] = [x1, x2, x5][x3, x4] + [x1, x2][x3, x4, x5]
e segue o resultado. ♦
Observac¸a˜o 3.2.7. O teorema anterior mostra que [x1, x2][x3, x4] e´ um polinoˆmio
central para F2(M1,1). Em particular f(x1, x2) = [x1, x2]
2 tambe´m o e´. Logo,
f(C1, C2) e´ central em K[C1, C2], mas sabemos que este na˜o e´ um polinoˆmio central
para M1,1, o que mostra que um ana´logo da Proposic¸a˜o 1.5.7, va´lida para Mn(K),
na˜o vale para M1,1.
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3.2.2 A identidade s4(x1, x2, x3, x4) = 0
Teorema 3.2.8. s4 = 0 e´ uma identidade polinomial para K[C1, C2].
Demonstrac¸a˜o: Novamente, temos que s4 e´ um polinoˆmio multilinear e, por isso, a
fim de mostrar que este e´ uma identidade polinomial de K[C1, C2], e´ suficiente avalia´-
lo em elementos de um conjunto de geradores de K[C1, C2]. Para isso, observamos
que o polinoˆmio s4(x1, x2, x3, x4) se escreve como
s4 = [x1, x2] ◦ [x3, x4]− [x1, x3] ◦ [x2, x4] + [x1, x4] ◦ [x2, x3],
onde a ◦ b = ab+ ba.
Mostremos inicialmente que, se u e´ um comutador normado a` esquerda e Ai ∈
K[C1, C2], enta˜o s4(A1u,A2, A3, A4) = 0.
Para tal, observamos que
[A1u,A2] ◦ [A3, A4] = ([A1, A2]u) ◦ [A3, A4] + (A1[u,A2]) ◦ [A3, A4]
A primeira parcela da soma acima e´ zero, por ser um produto de treˆs comutadores.
Logo,
[A1u,A2] ◦ [A3, A4] = A1[u,A2][A3, A4] + [A3, A4]A1[u,A2]
= −A1u[A3, A4, A2] + A1[A3, A4][u,A2] + [A3, A4, A1][u,A2]
= −A1u[A3, A4, A2]− A1[A3, A4, A2]u− [A3, A4, A1, A2]u.
Assim, permutando convenientemente A2, A3 e A4, temos as expresso˜es de
[A1u,A3] ◦ [A2, A4] e [A1u,A4] ◦ [A2, A3]. Logo,
s4(A1u,A2, A3, A4) = − A1u([A3, A4, A2]− [A2, A4, A3] + [A2, A3, A4])
− A1([A3, A4, A2]− [A2, A4, A3] + [A2, A3, A4])u
− ([A3, A4, A1, A2]− [A2, A4, A1, A3] + [A2, A3, A1, A4])u.
Mas, segue da identidade de Jacobi, que
[A3, A4, A2]− [A2, A4, A3] + [A2, A3, A4] = 0,
o que mostra que as duas primeiras parcelas sa˜o nulas e, da identidade
[A3, A4, A1, A2]− [A2, A4, A1, A3] + [A2, A3, A1, A4] =
= [[A3, A4], [A1, A2]]− [[A2, A4], [A1, A3]] + [[A2, A3], [A1, A4]],
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segue que a terceira parcela e´ uma soma de produtos de treˆs comutadores e, portanto,
e´ zero.
Resta agora mostrar que s4(A1, A2, A3, A4) = 0, substituindo Ai por C
ni
1 C
mi
2 .
Para facilitar os ca´lculos, vamos considerar Ai =
(
ai bi
b′i a
′
i
)
.
Pelo Lema 2.1.10, e´ suficiente mostrar que
s4(A1, A2, A3, A4)1,1 = 0 e s4(A1, A2, A3, A4)2,1 = 0.
Comecemos por s4(A1, A2, A3, A4)1,1.
Temos que
[A1, A2] ◦ [A3, A4]11 = 2(b1b′2 + b′1b2)(b3b′4 + b′3b4)+
(b1(a
′
2 − a2)− b2(a′1 − a1))(b′4(a′3 − a3)− b′3(a′4 − a4))+
(b3(a
′
4 − a4)− b4(a′3 − a3))(b′2(a′1 − a1)− b′1(a′2 − a2)).
Logo,
s4(A1, A2, A3, A4)11 = 2(b1b
′
2 + b
′
1b2)(b3b
′
4 + b
′
3b4)
− 2(b1b′3 + b′1b3)(b2b′4 + b′2b4)
+ 2(b1b
′
4 + b
′
1b4)(b2b
′
3 + b
′
2b3)
+ (b1(a
′
2 − a2)− b2(a′1 − a1))(b′4(a′3 − a3)− b′3(a′4 − a4))
+ (b3(a
′
4 − a4)− b4(a′3 − a3))(b′2(a′1 − a1)− b′1(a′2 − a2))
− (b1(a′3 − a3)− b3(a′1 − a1))(b′4(a′2 − a2)− b′2(a′4 − a4))
− (b2(a′4 − a4)− b4(a′2 − a2))(b′3(a′1 − a1)− b′1(a′3 − a3))
+ (b1(a
′
4 − a4)− b4(a′1 − a1))(b′3(a′2 − a2)− b′2(a′3 − a3))
+ (b2(a
′
3 − a3)− b3(a′2 − a2))(b′4(a′1 − a1)− b′1(a′4 − a4)).
Mas e´ fa´cil ver que a soma das seis u´ltimas parcelas e´ zero. Assim, temos que
s4(A1, A2, A3, A4)11 = 4(b
′
1b
′
2b3b4− b′1b′3b2b4 + b′1b′4b2b3 + b′2b′3b1b4− b′2b′4b1b3 + b′3b′4b1b2)
Como Ai = C
ni
1 C
mi
2 , temos do Lema 2.1.9 que bi = X
ni
1 Qmi−1Y2 + X
′mi
2 qni−1Y1 + ci,
onde ci ∈ K[X;Y ](3).
Observe que b′ib
′
jbkbl = g(i, j, k, l)Y1Y2Y
′
1Y
′
2 , onde
g(i, j, k, l) = Xnl1 X
′nj
1 qnk−1qni−1X
mi
2 X
′mk
2 Qmj−1Qml−1
+ Xnk1 X
′ni
1 qnj−1qnl−1X
mj
2 X
′ml
2 Qmi−1Qmk−1
− Xnk1 X ′nj1 qnl−1qni−1Xmi2 X ′ml2 Qmj−1Qmk−1
− Xnl1 X ′ni1 qnj−1qnk−1Xmj2 X ′mk2 Qmi−1Qml−1
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Assim,
s4(A1, A2, A3, A4)11 = (g(1, 2, 3, 4)− g(1, 3, 2, 4) + g(1, 4, 2, 3))Y1Y2Y ′1Y ′2
+ (g(2, 3, 1, 4)− g(2, 4, 1, 3) + g(3, 4, 1, 2))Y1Y2Y ′1Y ′2
e temos que mostrar que a soma e´ zero. Fatorando Y1Y2Y
′
1Y
′
2 , substituimos os valores
dos g(i, j, k, l), e fazendo alguns agrupamentos, obtemos que a soma dos g(i, j, k, l)
acima e´ igual a:
Qm2−1Qm3−1qn1−1qn4−1(X
m4
2 X
′m1
2 −Xm12 X ′m42 )(Xn31 X ′n21 −Xn21 X ′n31 )
+ Qm1−1Qm4−1qn2−1qn3−1(X
m3
2 X
′m2
2 −Xm22 X ′m32 )(Xn41 X ′n11 −Xn11 X ′n41 )
+ Qm2−1Qm4−1qn1−1qn3−1(X
m1
2 X
′m3
2 −Xm32 X ′m12 )(Xn41 X ′n21 −Xn21 X ′n41 )
+ Qm1−1Qm3−1qn2−1qn4−1(X
m2
2 X
′m4
2 −Xm42 X ′m22 )(Xn31 X ′n11 −Xn11 X ′n31 )
+ Qm1−1Qm2−1qn3−1qn4−1(X
m4
2 X
′m3
2 −Xm32 X ′m42 )(Xn21 X ′n11 −Xn11 X ′n21 )
+ Qm3−1Qm4−1qn1−1qn2−1(X
m1
2 X
′m2
2 −Xm22 X ′m12 )(Xn31 X ′n41 −Xn41 X ′n31 )
E usando as relac¸o˜es do lema 2.1.8,
(Xn1X
′m
1 −Xm1 X ′n1 ) = (X ′1 −X1)(qnqm−1 − qmqn−1)
(Xn2X
′m
2 −Xm2 X ′n2 ) = (X ′2 −X2)(QnQm−1 −QmQn−1)
provamos que s4(A1, A2, A3, A4)11 = 0.
Para concluir, resta mostrar que s4(A1, A2, A3, A4)21 = 0.
Temos que
[A1, A2] ◦ [A3, A4]21 = 2(b′2(a′1 − a1)− b′1(a′2 − a2))(b3b′4 + b′3b4)
+ 2(b′4(a
′
3 − a3)− b′3(a′4 − a4))(b1b′2 + b′1b2)
= 2(a′1 − a1)(b′2b′3b4 + b′2b3b′4)− 2(a′2 − a2)(b′1b′3b4 + b′1b3b′4)
+ 2(a′3 − a3)(b1b′2b′4 + b′1b2b′4)− 2(a′4 − a4)(b′1b2b′3 + b1b′2b′3).
Logo,
s4(A1, A2, A3, A4)21 = 4(a
′
1 − a1)(b′2b′3b4 − b′2b′4b3 + b′3b′4b2)
− 4(a′2 − a2)(b′1b′3b4 − b′1b′4b3 + b′3b′4b1)
+ 4(a′3 − a3)(b′1b′2b4 − b′1b′4b2 + b′2b′4b1)
− 4(a′4 − a4)(b′1b′2b3 − b′1b′3b2 + b′2b′3b1).
Novamente, como Ai = C
ni
1 C
mi
2 , temos que, pelo Lema 2.1.9, devemos substituir
na equac¸a˜o acima, bi = X
ni
1 Qmi−1Y2 +X
′mi
2 qni−1Yi + ci e ai = X
ni
1 X
mi
2 + di + ei, com
ci ∈ K[X;Y ](3), di ∈ K[X;Y ](2) e ei ∈ K[X;Y ](4).
Inicialmente observamos que, ao substituir, obtemos
50
b′ib
′
jbk = f0(i, j, k)Y1Y
′
1Y
′
2 + g0(i, j, k)Y2Y
′
1Y
′
2 ,
onde
f0(i, j, k) = X
′mk
2 qnk−1(X
mi
2 Qmj−1X
′nj
1 qni−1 −Xmj2 Qmi−1X ′ni1 qnj−1),
g0(i, j, k) = X
nk
1 Qmk−1(X
mi
2 Qmj−1X
′nj
1 qni−1 −Xmj2 Qmi−1X ′ni1 qnj−1).
Depois de alguns ca´lculos, e usando novamente a identidade do Lema 2.1.8,
(Xn2X
′m
2 −Xm2 X ′n2 ) = (X ′2 −X2)(QnQm−1 −QmQn−1),
obtemos que f0(i, j, k)− f0(i, k, j) + f0(j, k, i) =
= qnk−1qni−1Qmj−1X
′nj
1 (X
′mk
2 X
mi
2 −X ′mi2 Xmk2 )
+ qnk−1qnj−1Qmi−1X
′ni
1 (X
′mj
2 X
mk
2 −X ′mk2 Xmj2 )
+ qnj−1qni−1Qmk−1X
′nk
1 (X
′mi
2 X
mj
2 −X ′mj2 Xmi2 )
= QmiQmj−1Qmk−1qni−1(qnk−1X
′nj
1 − qnj−1X ′nk1 )(X ′2 −X2)
+ Qmi−1QmjQmk−1qnj−1(qni−1X
′nk
1 − qnk−1X ′ni1 )(X ′2 −X2)
+ Qmi−1Qmj−1Qmkqnk−1(qnj−1X
′ni
1 − qni−1X ′nj1 )(X ′2 −X2).
Assim, s4(A1, A2, A3, A4)21 = 4f(X)Y1Y
′
1Y
′
2 +4g(X)Y2Y
′
1Y
′
2 , e temos que mostrar que
f(X) e g(X) sa˜o nulos. Vemos que f(X) e´ dado por
f(X) = (X ′n11 X
′m1
2 −Xn11 Xm12 )(f0(2, 3, 4)− f0(2, 4, 3) + f0(3, 4, 2))
− (X ′n21 X ′m22 −Xn21 Xm22 )(f0(1, 3, 4)− f0(1, 4, 3) + f0(3, 4, 1))
+ (X ′n31 X
′m3
2 −Xn31 Xm32 )(f0(1, 2, 4)− f0(1, 4, 2) + f0(2, 4, 1))
− (X ′n41 X ′m42 −Xn41 Xm42 )(f0(1, 2, 3)− f0(1, 3, 2) + f0(2, 3, 1)).
Agora, substitu´ımos na equac¸a˜o acima,
(X ′n1 X
′m
2 −Xn1Xm2 ) = X ′n1 (X ′2 −X2)Qm−1 +Xm2 (X ′1 −X1)qn−1
e o valor dos f0(i, j, k)− f0(i, k, j) + f0(j, k, i) calculados acima e obtemos que f(X)
e´ dado pela soma
f(X) = (X ′2 −X2)2f (1)(X) + (X ′2 −X2)(X ′1 −X1)f (2)(X),
onde
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f (1)(X) = Qm1−1Qm2Qm3−1Qm4−1X
′n1
1 qn2−1(qn4−1X
′n3
1 − qn3−1X ′n41 )
+ Qm1−1Qm2−1Qm3Qm4−1X
′n1
1 qn3−1(qn2−1X
′n4
1 − qn4−1X ′n21 )
+ Qm1−1Qm2−1Qm3−1Qm4X
′n1
1 qn4−1(qn3−1X
′n2
1 − qn2−1X ′n31 )
− Qm1Qm2−1Qm3−1Qm4−1X ′n21 qn1−1(qn4−1X ′n31 − qn3−1X ′n41 )
− Qm1−1Qm2−1Qm3Qm4−1X ′n21 qn3−1(qn1−1X ′n41 − qn4−1X ′n11 )
− Qm1−1Qm2−1Qm3−1Qm4X ′n21 qn4−1(qn3−1X ′n11 − qn1−1X ′n31 )
+ Qm1Qm2−1Qm3−1Qm4−1X
′n3
1 qn1−1(qn4−1X
′n2
1 − qn2−1X ′n41 )
+ Qm1−1Qm2Qm3−1Qm4−1X
′n3
1 qn2−1(qn1−1X
′n4
1 − qn4−1X ′n11 )
+ Qm1−1Qm2−1Qm3−1Qm4X
′n3
1 qn4−1(qn2−1X
′n1
1 − qn1−1X ′n21 )
− Qm1Qm2−1Qm3−1Qm4−1X ′n41 qn1−1(qn3−1X ′n21 − qn2−1X ′n31 )
− Qm1−1Qm2Qm3−1Qm4−1X ′n41 qn2−1(qn1−1X ′n31 − qn3−1X ′n11 )
− Qm1−1Qm2−1Qm3−1Qm4X ′n41 qn3−1(qn2−1X ′n11 − qn1−1X ′n21 )
que podemos ver que e´ zero, e
f (2)(X) = qn1−1X
m1
2 Qm2Qm3−1Qm4−1qn2−1(qn4−1X
′n3
1 − qn3−1X ′n41 )
+ qn1−1X
m1
2 Qm2−1Qm3Qm4−1qn3−1(qn2−1X
′n4
1 − qn4−1X ′n21 )
+ qn1−1X
m1
2 Qm2−1Qm3−1Qm4qn4−1(qn3−1X
′n2
1 − qn2−1X ′n31 )
− qn2−1Xm22 Qm1Qm3−1Qm4−1qn1−1(qn4−1X ′n31 − qn3−1X ′n41 )
− qn2−1Xm22 Qm1−1Qm3Qm4−1qn3−1(qn1−1X ′n41 − qn4−1X ′n11 )
− qn2−1Xm22 Qm1−1Qm3−1Qm4qn4−1(qn3−1X ′n11 − qn1−1X ′n31 )
+ qn3−1X
m3
2 Qm1Qm2−1Qm4−1qn1−1(qn4−1X
′n2
1 − qn2−1X ′n41 )
+ qn3−1X
m3
2 Qm1−1Qm2Qm4−1qn2−1(qn1−1X
′n4
1 − qn4−1X ′n11 )
+ qn3−1X
m3
2 Qm1−1Qm2−1Qm4qn4−1(qn2−1X
′n1
1 − qn1−1X ′n21 )
− qn4−1Xm42 Qm1Qm2−1Qm3−1qn1−1(qn3−1X ′n21 − qn2−1X ′n31 )
− qn4−1Xm42 Qm1−1Qm2Qm4−1qn2−1(qn1−1X ′n31 − qn3−1X ′n11 )
− qn4−1Xm42 Qm1−1Qm2−1Qm4qn3−1(qn2−1X ′n11 − qn1−1X ′n21 )
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= qn1−1qn2−1qn3−1Qm4−1X
′n4
1 X
m1
2 (Qm2−1Qm3 −Qm2Qm3−1)
+ qn1−1qn2−1qn3−1Qm4−1X
′n4
1 X
m2
2 (Qm1Qm3−1 −Qm1−1Qm3)
+ qn1−1qn2−1qn3−1Qm4−1X
′n4
1 X
m3
2 (Qm1−1Qm2 −Qm1Qm2−1)
− qn1−1qn2−1qn4−1Qm3−1X ′n31 Xm12 (Qm2−1Qm4 −Qm2Qm4−1)
− qn1−1qn2−1qn4−1Qm3−1X ′n31 Xm22 (Qm1Qm4−1 −Qm1−1Qm4)
− qn1−1qn2−1qn4−1Qm3−1X ′n31 Xm42 (Qm1−1Qm2 −Qm1Qm2−1)
+ qn1−1qn3−1qn4−1Qm2−1X
′n2
1 X
m1
2 (Qm3−1Qm4 −Qm3Qm4−1)
+ qn1−1qn3−1qn4−1Qm2−1X
′n2
1 X
m3
2 (Qm1Qm4−1 −Qm1−1Qm4)
+ qn1−1qn3−1qn4−1Qm2−1X
′n2
1 X
m4
2 (Qm1−1Qm3 −Qm1Qm3−1)
− qn2−1qn3−1qn4−1Qm1−1X ′n11 Xm22 (Qm3−1Qm4 −Qm3Qm4−1)
− qn2−1qn3−1qn4−1Qm1−1X ′n11 Xm32 (Qm2Qm4−1 −Qm2−1Qm4)
− qn2−1qn3−1qn4−1Qm1−1X ′n11 Xm42 (Qm2−1Qm3 −Qm2Qm3−1)
e, usando novamente que
(Xn2X
′m
2 −Xn2X ′m2 ) = (X ′2 −X2)(QnQm−1 −QmQn−1)
mostramos que a soma das treˆs primeiras parcelas acima e´ zero, e o mesmo para as
demais somas de treˆs parcelas, mostrando que f (2)(X) = 0.
De maneira ana´loga, mostramos que g(X) = 0, concluindo a prova de que s4 = 0
e´ uma identidade polinomial de F2(M1,1). ♦
3.3 Uma base finita para as identidades de F2(M1,1)
Exibimos ate´ agora treˆs identidades para F2(M1,1) que na˜o sa˜o identidades para
M1,1. Mais ainda, as identidades de F2(M1,1) que sa˜o identidades de M1,1 sa˜o to-
das consequeˆncias da identidade [[x1, x2][x3, x4], x5] = 0. Vamos agora, utilizando a
estrutura de Sn-mo´dulo de Γn(F2(M1,1)), mostrar que essas treˆs formam uma base
para as identidades polinomiais de F2(M1,1).
Teorema 3.3.1. Todas as identidades de F2(M1,1) sa˜o consequeˆncias das seguintes
identidades:
[[x1, x2][x3, x4], x5] = 0 (3.2)
[x1, x2][x3, x4][x5, x6] = 0 (3.3)
s4(x1, x2, x3, x4) = 0 (3.4)
Para demonstrar tal teorema, vamos precisar de um lema auxiliar.
Lema 3.3.2. Se s ≥ 0 enta˜o ϕ(s)4 e´ consequeˆncia das identidades (3.2), (3.3) e (3.4).
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Demonstrac¸a˜o: Da Definic¸a˜o 3.1.1, e do Corola´rio 3.2.6 temos que, para todo
s ≥ 0,
1
4
ϕ
(s)
4 (x1, x2, x3, x4) = [x1, x2][x3, x4, x
(s)
1 ] + (−1)s[x3, x4, x(s)1 ][x1, x2]
+ [x2, x3][x1, x4, x
(s)
1 ] + (−1)s[x1, x4, x(s)1 ][x2, x3]
− [x2, x4][x1, x3, x(s)1 ]− (−1)s[x1, x3, x(s)1 ][x2, x4].
Assim, mo´dulo as identidades (3.2), (3.3) e (3.4), temos que
1
4
ϕ
(s)
4 (x1, x1x2, x3, x4) = [x1, x3]x2[x1, x4, x
(s)
1 ] + [x1, x4][x1, x3, x
(s)
1 ]x2
− [x1, x4]x2[x1, x3, x(s)1 ]− [x1, x3][x1, x4, x(s)1 ]x2
− [x1, x4][x2, x3, x(s+1)1 ]− [x3, x4][x1, x2, x(s+1)1 ]
+ [x1, x3][x2, x4, x
(s+1)
1 ] +
1
4
x1ϕ
(s)
4 (x1, x2, x3, x4)
e
1
4
ϕ
(s)
4 (x1, x2x1, x3, x4) = x2[x1, x3][x1, x4, x
(s)
1 ] + (−1)s[x1, x4, x(s)1 ]x2[x1, x3]
− x2[x1, x4][x1, x3, x(s)1 ]− (−1)s[x1, x3, x(s)1 ]x2[x1, x4]
− [x1, x2][x3, x4, x(s+1)1 ]− [x2, x3][x1, x4, x(s+1)1 ]
+ [x2, x4][x1, x3, x
(s+1)
1 ] +
1
4
ϕ
(s)
4 (x1, x2, x3, x4)x1.
Logo, temos que
1
4
ϕ4(s)(x1, x2x1, x3, x4) +
1
4
ϕ4(s)(x1, x1x2, x3, x4) =
=
1
4
x1 ◦ ϕ(s)4 (x1, x2, x3, x4)−
1
4
ϕ
(s+1)
4
+ [x1, x3]x2[x1, x4, x
(s)
1 ]− (−1)s[x1, x3, x(s)1 ]x2[x1, x4]
− [x1, x4]x2[x1, x3, x(s)1 ] + (−1)s[x1, x4, x(s)1 ]x2[x1, x3],
ja´ que, mo´dulo as identidades (3.2), (3.3) e (3.4),
[x1, x4][x1, x3, x
(s)
2 ]x2 = x2[x1, x4][x1, x3, x
(s)
1 ]
e o mesmo vale trocando x3 e x4 entre si.
Tambe´m observemos que, mo´dulo as identidades 3.2 e 3.3, temos a relac¸a˜o:
[[x1, x2]x3[x4, x5], x6] = 0
54
e, como consequeˆncia, temos que
[x1, x2]x3[x4, x5, x6] + [x1, x2, x6]x3[x4, x5] = 0.
Usando a relac¸a˜o acima repetidas vezes, obtemos que
[x1, x3]x2[x1, x4, x
(s)
1 ]− (−1)s[x1, x3, x(s)1 ]x2[x1, x4] = 0
e
[x1, x4]x2[x1, x3, x
(s)
1 ]− (−1)s[x1, x4, x(s)1 ]x2[x1, x3] = 0.
Logo,
ϕ
(s+1)
4 (x1, x2, x3, x4) =
= ϕ
(s)
4 (x1, x2, x3, x4) ◦ x1 − ϕ(s)4 (x1, x1x2, x3, x4)− ϕ(s)4 (x1, x2x1, x3, x4).
Como s ≥ 0 era arbitra´rio e como ϕ(0)4 (x1, x2, x3, x4) = 4s4(x1, x2, x3, x4), obtemos
que para todo s ≥ 0, ϕ(s)4 e´ consequeˆncia das identidades 3.2, 3.3 e 3.4. ♦
Agora, voltamos a` demonstrac¸a˜o do teorema.
Demonstrac¸a˜o: (Teorema 3.3.1) Como K e´ um corpo de caracter´ıstica zero, e
F2(M1,1) tem unidade, todas identidades polinomiais sa˜o consequeˆncias das identi-
dades polinomiais pro´prias multilineares. Por isso, vamos estudar o mo´dulo Γn(N),
onde N e´ a variedade de a´lgebras associativas, determinada pelas identidades 3.2,
3.3 e 3.4.
Como T (M) ⊆ T (N), temos um homomorfismo canoˆnico sobrejetor
Γn(M) −→ Γn(N).
Exibimos acima a decomposic¸a˜o do Sn-mo´dulo Γn(M)
Γn(M) =
( ⊕
p+s=n
M (s)p
)⊕( ⊕
p+q+s=n
M (s)p,q
)
onde M
(s)
p e M
(s)
p,q sa˜o os Sn-submo´dulos de Γn(M) gerados, respectivamente, por ϕ
(s)
p
e ϕ
(s)
p,q, definidos anteriormente.
Esta decomposic¸a˜o induz em Γn(N) uma decomposic¸a˜o
Γn(N) =
( ⊕
p+s=n
M (s)p mod T (N)
)⊕( ⊕
p+q+s=n
M (s)p,q mod T (N)
)
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Agora, analisando os geradores dos mo´dulos acima, ϕ
(s)
p e ϕ
(s)
p,q, observamos que
ϕ
(s)
p e´ consequeˆncia de 3.3, se p ≥ 5, e que ϕ(s)p,q e´ consequeˆncia de 3.3, se p + q ≥ 5.
Temos ainda do lema anterior que para todo s ≥ 0, ϕ(s)4 e´ consequeˆncia de 3.2, 3.3 e
3.4.
Assim, obtemos que, para cada n, Γn(N) se decompo˜e como
Γn(N) = M
(n−2)
2 ⊕M (n−3)3 ⊕M (n−4)2,2 .
Como mostramos que
T (N) ⊆ T (F2(M1,1)),
para mostrar a inclusa˜o contra´ria, basta mostrar que os geradores das componentes
irredut´ıveis na decomposic¸a˜o de Γn(N) acima na˜o sa˜o identidades polinomiais para
F2(M1,1) ∼= K[C1, C2].
Mas, temos que
ϕ
(s)
2 (x1, x2) = 2[x1, x2, x
(s)
1 ]
e, pelo Lema 3.2.2, sabemos que ϕ
(s)
2 (C1, C2) e´ na˜o nulo, qualquer que seja s ≥ 0.
Temos ainda que
ϕ3(x1, x2, x3) = 2([x1, x2][x3, x
(s)
1 ]− [x1, x3][x2, x(s)1 ])
e ϕ
(s)
3 (C1, C2, [C1, C2]) = −2[C1, C2][C2, C(s+1)1 ] que na˜o e´ nulo em K[C1, C2], pelo
Lema 3.2.2.
Por fim,
ϕ
(s)
2,2 = 4[x1, x2][x1, x2, x
(s)
1 ]
e temos que ϕ
(s)
2,2(C1, C2) = 4[C1, C2][C1, C2, C
(s)
1 ] que sabemos, tambe´m pelo Lema
3.2.2, ser na˜o-nulo em K[C1, C2].
O que conclui a demonstrac¸a˜o do teorema. ♦
3.4 As subvariedades e a´lgebra relativamente livre
de N
Vimos na sec¸a˜o anterior que o ideal das identidades de F2(M1,1) e´ gerado por treˆs
identidades,
s4(x1, x2, x3, x4), [[x1, x2][x3, x4], x5] e [x1, x2][x3, x4][x5, x6].
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Um passo natural no estudo da variedade N, determinada por tais identidades, seria
o estudo de sua a´lgebra relativamente livre. Entretanto, tal trabalho ja´ foi realizado,
durante o estudo de outra a´lgebra, de dimensa˜o finita, por Gordienko, em [15]. A
seguir citamos alguns resultados deste artigo.
Teorema 3.4.1. Sejam K um corpo de caracter´ıstica zero e
A1 = {M = (mij) ∈ UT3(K) |m11 = m33}.
Enta˜o T (A1) = T (N).
Lema 3.4.2. Os polinoˆmios
(i) x1x2 . . . xn,
(ii) xi1 . . . xik [xik+1 , xik+2 ]xik+3 . . . xin, com i1 < i2 · · · < ik+1, e ik+2 < · · · < in,
(iii) xi1 . . . xik [xik+1 , xik+2 ]xik+3 . . . xin−2 [xin−1 , xin ], com i1 < i2 · · · < ik, ik+2 < ik+1,
ik+2 < ik+3 < · · · < in−2 < in−1, e in < in−1
formam uma base para o espac¸o vetorial Pn(N), dos polinoˆmios multilineares mo´dulo
as identidades de F2(M1,1).
Lema 3.4.3. Os polinoˆmios
(i) [x1, xj, xi1 , xi2 , . . . , xin−2 ], com i1 < i2 < · · · < in−2,
(ii) [x1, xj, xi1 , xi2 , . . . , xin−4 ][x2, xk], com i1 < i2 < · · · < in−4,
(iii) [x1, x2, xi1 , xi2 , . . . , xin−4 ][x3, xk], com i1 < i2 < · · · < in−4,
(iv) [x3, xj, xi1 , xi2 , . . . , xin−4 ][x1, x2], com i1 < i2 < · · · < in−4,
(v) [x2, x3, x5, x6, . . . , xn][x1, x4]
formam uma base para o espac¸o vetorial Γn(N), dos polinoˆmios pro´prios multilineares
mo´dulo as identidades de F2(M1,1).
Vamos agora estudar as subvariedades de F2(M1,1). Na sec¸a˜o anterior vimos que
para cada inteiro n, o mo´dulo Γn(N) se decompo˜e na soma direta
Γn(N) = M
(n−2)
2 ⊕M (n−3)3 ⊕M (n−4)2,2 .
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Para tal n, determinamos as consequeˆncias de grau n+ 1 de cada um dos geradores
dos submo´dulos irredut´ıveis acima, observando que
ϕ
(n−2)
2 (x1, x2) = −2[x2, x(n−1)1 ]
ϕ
(n−4)
2,2 (x1, x2) = −4[x1, x2][x2, x(n−3)1 ]
ϕ
(n−3)
3 (x1, x2, x3) = 2([x1, x2][x3, x
(n−3)
1 ]− [x1, x3][x2, x(n−3)1 ])
e obtemos a pro´xima proposic¸a˜o.
Proposic¸a˜o 3.4.4. Todas as consequeˆncias de grau n+1 em Γn+1(N) dos polinoˆmios
ϕ
(n−2)
2 , ϕ
(n−3)
3 e ϕ
(n−4)
2,2 sa˜o equivalentes aos polinoˆmios
(i) ϕ
(n−1)
2 , ϕ
(n−3)
2,2 e ϕ
(n−2)
3 , para ϕ
(n−2)
2 ,
(ii) ϕ
(n−3)
2,2 e ϕ
(n−2)
3 , para ϕ
(n−4)
2,2 ,
(iii) ϕ
(n−3)
2,2 e ϕ
(n−2)
3 , para ϕ
(n−3)
3 .
Demonstrac¸a˜o: Observamos que, para cada n, as poss´ıveis consequeˆncias dos po-
linoˆmios ϕ
(n−2)
2 , ϕ
(n−3)
3 e ϕ
(n−4)
2,2 em Γn+1(N) sa˜o equivalentes aos polinoˆmios ϕ
(n−1)
2 ,
ϕ
(n−2)
3 e ϕ
(n−3)
2,2 , devido a` decomposic¸a˜o encontrada para Γn(N) na demonstrac¸a˜o do
Teorema 3.3.1. Assim, vamos verificar, para cada polinoˆmio, quais sa˜o suas con-
sequeˆncias.
Para isso, definimos os polinoˆmios u
(n−2)
2 e u
(n−4)
2,2 usando o processo de linea-
rizac¸a˜o, da seguinte forma:
O polinoˆmio u
(n−2)
2 (x1, x2, x3) e´ a componente linear com relac¸a˜o a` varia´vel x3 de
ϕ
(n−2)
2 (x1 + x3, x2).
O polinoˆmio u
(n−4)
2,2 (x1, x2, x3) e´ a componente linear com relac¸a˜o a`s varia´veis x2 e x3
de ϕ
(n−4)
2,2 (x1, x2 + x3).
Como K e´ de caracter´ıstica zero, segue da Proposic¸a˜o 1.4.5, que estes sa˜o equiva-
lentes a` ϕ
(n−2)
2 e a ϕ
(n−4)
2,2 , respectivamente, e podemos verificar que estes sa˜o dados
por
u
(n−2)
2 (x1, x2, x3) = −2([x2, x3, x(n−2)1 ] + (n− 3)[x2, x1, x3, x(n−3)1 ] + [x2, x(n−2)1 , x3]).
u
(n−4)
2,2 (x1, x2, x3) = −4([x1, x2][x3, x(n−3)1 ] + [x1, x3][x2, x(n−3)1 ]).
Comecemos com ϕ
(n−2)
2 .
Observamos que:
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ϕ
(n−1)
2 (x1, x2) = x1ϕ
(n−2)
2 − ϕ(n−2)2 x1.
ϕ
(n−2)
3 (x1, x2, x3) =
(−1)n
n−2 (u
(n−2)
2 (x1, x3, x1x2)− u(n−2)2 (x1, x2, x1x3)+
+x1(u
(n−2)
2 (x1, x2, x3)− u(n−2)2 (x1, x3, x2))+
+(n− 1)(ϕ(n−2)2 (x1, x2)x3 − ϕ(n−2)2 (x1, x3)x2)).
ϕ
(n−3)
2,2 = u
(n−2)
2 (x1, x1x2, x2)− x1u(n−2)2 (x1, x2, x2)− ϕ(n−2)2 x2, se n e´ ı´mpar.
ϕ
(n−3)
2,2 =
u
(n−1)
2 (x1, x2, x2)− [ϕ(n−2)2 (x1, x2), x2]
n− 2 − u
(n−2)
2 (x1, x2, [x1, x2]), n par.
Isto prova que ϕ
(n−1)
2 , ϕ
(n−2)
3 e ϕ
(n−3)
2,2 sa˜o consequeˆncias de ϕ
(n−2)
2 em Γn+1(N).
Agora, analisamos ϕ
(n−4)
2,2 .
Afirmamos que ϕ
(n−1)
2 na˜o pode ser consequeˆncia de ϕ
(n−4)
2,2 . De fato, pelo Lema
2.2.9 ϕ
(n−4)
2,2 (C1, C2) e´ um elemento central ideal de K[C1, C2]. Logo, todas as suas
consequeˆncias tambe´m sa˜o elementos centrais de K[C1, C2], mas ϕ
(n−2)
2 (C1, C2) na˜o
e´ central em K[C1, C2], o que prova a afirmac¸a˜o.
As outras duas possibilidades sa˜o consequeˆncias de ϕ
(n−3)
2,2 . Para isso, basta veri-
ficar que:
ϕ
(n−3)
2,2 = x1u
(n−4)
2,2 (x1, x2, x2)− u(n−4)2,2 (x1, x1x2, x2).
ϕ
(n−2)
3 =
1
2
(u
(n−4)
2,2 (x1, x2, x1x3)− u(n−4)2,2 (x1, x1x2, x3)).
Finalmente, para ϕ
(n−3)
3 , o mesmo argumento apresentado no caso anterior, mos-
tra que ϕ
(n−1)
2 na˜o pode ser consequeˆncia de ϕ
(n−3)
3 .
As outras duas possibilidades sa˜o consequeˆncias de ϕ
(n−3)
3 . Para isso, basta veri-
ficar que:
ϕ
(n−2)
3 (x1, x2, x3) = x1 ◦ ϕ(n−3)3 − ϕ(n−3)3 (x1, x1x2, x3)− ϕ(n−3)3 (x1, x2x1, x3).
ϕ
(n−3)
2,2 (x1, x2) = ϕ
(n−3)
3 (x1, x2, [x1, x2]).
♦
Agora apresentamos o conceito de equivaleˆncia assinto´tica de variedades e, a
menos de equivaleˆncia assinto´tica, caracterizamos as subvariedades de N.
Definic¸a˜o 3.4.5. Sejam U e V variedades de a´lgebras, e U = T (U) e V = T (V).
Dizemos que U e V sa˜o assintoticamente equivalentes, se existe n0 ∈ N tal que
B(n) ∩ U = B(n) ∩ V
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sempre que n ≥ n0, onde B(n) denota o espac¸o dos polinoˆmios pro´prios homogeˆneos
de grau n.
Com isso, temos:
Corola´rio 3.4.6. Seja V uma subvariedade pro´pria de N. Enta˜o V e´ assintotica-
mente equivalente a K ou a UT2(K).
Demonstrac¸a˜o: Como K tem caracter´ıstica zero, todas as identidades polinomi-
ais sa˜o consequeˆncias de identidades pro´prias multilineares. Logo, na definic¸a˜o de
assintoticamente equivalente, podemos trocar B(n) por Γn.
Se V e´ uma subvariedade pro´pria de N, enta˜o N satisfaz, para algum inteiro n,
pelo menos uma das identidades abaixo.
(i) ϕ
(n−2)
2 (x1, x2).
(ii) ϕ
(n−3)
3 (x1, x2, x3).
(iii) ϕ
(n−4)
2,2 (x1, x2).
Se V satisfaz identidade do tipo ϕ
(n−2)
2 , enta˜o, pela proposic¸a˜o anterior, todo
comutador normado a` esquerda de comprimento suficientemente grande e´ uma iden-
tidade de V, o que mostra que V e´ assintoticamente equivalente a K, ou seja, a`
variedade determinada pela identidade [x1, x2] = 0.
Se V satisfaz uma identidade do tipo ϕ
(n−4)
2,2 ou ϕ
(n−3)
3 , enta˜o, novamente pela
proposic¸a˜o anterior, todo polinoˆmio com grau suficientemente grande, que e´ produto
de dois comutadores, e´ uma identidade polinomial para V, o que prova que V e´
assintoticamente equivalente a` UT2(K), ou seja, pela variedade determinada pela
identidade polinomial [x1, x2][x3, x4] = 0, o que conclui a demonstrac¸a˜o. ♦
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Cap´ıtulo 4
Identidades polinomiais em duas
varia´veis de M1,1
Neste cap´ıtulo, apresentamos uma base para as identidades polinomiais em duas
varia´veis de M1,1 sobre um corpo K de caracter´ıstica zero. No artigo [19], Niko-
laev descreve uma base para as identidades polinomiais de M2(K) sobre um corpo
de caracter´ıstica zero, decompondo o mo´dulo Γn(H) como soma de Sn-mo´dulos irre-
dut´ıveis, onde H e´ a variedade determinada pela identidade de Hall em duas varia´veis,
dada por
h(x, y) = [[x, y]2, x].
Utilizando tal decomposic¸a˜o, e alguns ca´lculos dos cap´ıtulos anteriores, vamos en-
contrar uma base para as identidades polinomiais em duas varia´veis de M1,1.
Antes disso, apresentamos os resultados de Nikolaev.
Utilizaremos as letras x e y para os geradores livres da a´lgebra associativa livre,
isto e´, assumimos neste cap´ıtulo que X = {x, y}.
4.1 Identidades polinomiais em duas varia´veis de
M2(K)
Em [19], Nikolaev descreve uma base para as identidades polinomiais em duas
varia´veis para a a´lgebra das matrizes de ordem 2 sobre um corpo de caracter´ıstica
zero.
O resultado principal deste artigo e´ que todas as identidades polinomiais em duas
varia´veis de M2(F ) sa˜o consequeˆncias da identidade de Hall: [[x, y]
2, x] = 0.
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Para a prova do resultado principal, Nikolaev faz uso de alguns lemas te´cnicos que
teˆm como consequeˆncia os resultados apresentados a seguir, que descrevem a estru-
tura do Sn-mo´dulo Γn(H) dos polinoˆmios pro´prios multilineares, mo´dulo a identidade
de Hall.
Isso e´ feito estudando os mo´dulos irredut´ıveis associados aos diagramas de apenas
duas linhas, ja´ que estamos trabalhando com identidades em apenas duas varia´veis.
Lema 4.1.1. Para cada n ≥ 5, o espac¸o vetorial Γn(H) e´ gerado por fkmn, com k,m,
n ≥ 0, onde
fkmn = [x, y]
k[x, y, x(m), y(n)].
Assim como no cap´ıtulo anterior, diremos que os submo´dulos de Γn(H) sa˜o ge-
rados pelos polinoˆmios multi-homogeˆneos, dk,l, em vez de dizer que sa˜o gerados por
suas linearizac¸o˜es completas.
Lema 4.1.2. Para cada n, o Sn-mo´dulo Γn(H) se decompo˜e na soma direta
Γn(H) =
⊕
k,l
Mk,l.
A soma acima e´ tomada sobre os inteiros k, l ≥ 0 tais que 2k + l + 2 = n e os
Sn-submo´dulos irredut´ıveis Mk,l sa˜o gerados pelos polinoˆmios dk,l = dk,l(x, y), dados
pelas expresso˜es
dk,l(x, y) = [x, y]
k[x, y, x(l)].
Com isso, ele prova o resultado principal do artigo.
Teorema 4.1.3. Todas as identidades polinomiais em duas varia´veis de M2(K) sa˜o
consequeˆncias da identidade de Hall
[[x, y]2, x] = 0.
Para provar tal teorema, a partir do lema anterior, basta observar que a identidade
[[x, y]2, x] = 0 e´ identidade polinomial em duas varia´veis de M2(K) e que para cada
par k, l, o polinoˆmio dk,l na˜o e´ identidade polinomial para M2(K), ja´ que
dk,l(A,B) 6= 0,
onde
A =
(
2 1
0 1
)
e B =
(
0 1
1 2
)
.
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4.2 Base para as identidades polinomiais em duas
varia´veis de M1,1
Utilizamos agora alguns ca´lculos feitos para K[C1, C2], nos cap´ıtulos anteriores,
e a estrutura do Sn-mo´dulo Γn(H), exibida na sec¸a˜o anterior, a fim de obter os
resultados sobre as identidades em duas varia´veis de M1,1.
Lembramos inicialmente que a identidade de Hall em duas varia´veis e´ uma iden-
tidade polinomial para M1,1. Dessa forma, obtemos um homomorfismo canoˆnico
sobrejetor
Γn(H) −→ Γn(M1,1),
que induz em Γn(M1,1) a decomposic¸a˜o em soma direta
Γn(M1,1) =
⊕
k,l
Mk,l mod J,
onde J denota o T-ideal das identidades em duas varia´veis de M1,1.
Dessa forma, temos que analisar quais entre os polinoˆmios dk,l, geradores dos
submo´dulos irredut´ıveis de Γn(H), sa˜o identidades de M1,1.
Lema 4.2.1. Se k < 2, enta˜o dk,l na˜o e´ uma identidade polinomial para M1,1.
Demonstrac¸a˜o: Se k = 0, temos que
d0,l = [x, y, x
(l)].
Mas temos, pelo Lema 3.2.2, que d0,l(C1, C2) 6= 0. Logo, d0,l 6∈ T (M1,1) ∩K〈x, y〉.
Se k = 1, temos que
d1,l = [x, y][x, y, x
(l)].
De novo pelo Lema 3.2.2, temos que d1,l(C1, C2) 6= 0. Assim d1,l 6∈ T (M1,1)∩K〈x, y〉.
O que conclui a demonstrac¸a˜o do lema. ♦
Lema 4.2.2. Se k ≥ 2,, enta˜o dk,l = 0 e´ identidade polinomial para M1,1 e, se k ≥ 3,
dk,l e´ consequeˆncia de d2,l.
Demonstrac¸a˜o: Observamos que se k ≥ 2, para todo l ≥ 0, dk,l e´ um produto de
pelo menos treˆs comutadores. Logo, segue do lema 3.2.2 que dk,l(C1, C2) = 0, ou
seja, dk,l(x, y) ∈ T (M1,1), e e´ claro que dk,l e´ consequeˆncia de d2,l se k ≥ 3. ♦
Como consequeˆncia do que foi discutido, temos que todas as identidades polino-
miais de M1,1 sa˜o consequeˆncias de h = [[x, y]
2, x] e d2,l = [x, y]
2[x, y, x(l)], l ≥ 0.
Mostremos agora que todas sa˜o consequeˆncias de h = [[x, y]2, x] e de d = [x, y]3.
63
Teorema 4.2.3. Todas as identidades polinomiais em duas varia´veis de M1,1 sa˜o
consequeˆncias de d = 0 e h = 0.
Demonstrac¸a˜o: Pelo lema anterior, basta mostrar que para todo l ≥ 0, o polinoˆmio
[x, y]2[x, y, x(l)] e´ consequeˆncia de h e d.
Fazemos isso por induc¸a˜o sobre l. Se l = 0, temos d2,0 = d, e o resultado e´ va´lido.
Supomos agora que o resultado vale para l − 1 e vamos mostrar que vale para l.
Temos que [x, y]2[x, y, x(l)] = [x, y]2([x, y, x(l−1)]x− x[x, y, x(l−1)]) =
= [x, y]2[x, y, x(l−1)]x− [x, y]2x[x, y, x(l−1)]. Mas, pela identidade h, temos que [x, y]2
comuta com x e y. Assim, mostramos que [x, y]2[x, y, x(l)] e´ consequeˆncia do po-
linoˆmio [x, y]2[x, y, x(l−1)], para todo l ≥ 1, o que prova o resultado. ♦
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