Abstract This paper considers a class of vector variational inequalities. First, we present an equivalent formulation, which is a scalar variational inequality, for the deterministic vector variational inequality.
Giannessi [1] in finite-dimensional Euclidean spaces. It has numerous applications in optimization, operations research, economic equilibrium, traffic networks, and so on. The monograph [2] is a good source, which contains a large number of papers on vector variational inequalities. In the last decades, there has been a considerable research effort in the study of vector variational inequalities. Chen et al. [3] studied the existence of solutions of vector variational inequalities and the relations between vector variational inequalities and vector optimization problems. Yang and Yao [4] established necessary and sufficient conditions for the existence of solutions for vector variational inequalities with set-valued mappings. In [6] , Yang et al. established some relations between a Minty vector variational inequality and a vector optimization problem. Lee et al. [11] showed that vector variational inequality can be an efficient tool for studying vector optimization problems. It is well-known that, by utilizing the so-called gap functions or merit functions, the classical variational inequalities can be transformed into optimization problems and, along this way, some effective algorithms have been developed. This approach has also been extended to deal with VVI, see [4, 5, [7] [8] [9] [10] 12] . Among these papers, a scalar-valued gap function is developed for vector variational inequality in [4, 9, 10, 12] , and another set-valued gap function is also investigated in [5, 7, 8] .
Note that most of the existing methods for VVI are based on the well-known scalarization techniques (see, e.g., [3, [9] [10] [11] [12] [13] and the references therein). However, as in the multiobjective optimization theory, these scalarization formulations are generally not equivalent to the original VVI. In this paper, by treating the fixed scalarization parameters as variables, we transform the VVI into an equivalent scalar variational inequality with some simple constraints. This may be regarded as the first contribution of the paper.
The main focus of this paper is actually on the stochastic version of VVI. Since some elements may involve uncertain data in many practical problems, it is meaningful to study stochastic VVI (SVVI).
Actually, stochastic versions of the classical variational inequality have been receiving much attention in the recent literature. Two deterministic formulations have been studied for the stochastic variational inequality (SVI). Expected value formulation [14, 16, 17, 23] can be viewed as a deterministic VI defined by the expected value of the function. The expected residual minimization formulation [15, 18, [20] [21] [22] [24] [25] [26] consists in finding a robust solution by minimizing the expected value of a residual function of the SVI at almost every scenario. In this paper, we first reformulate the stochastic vector variational inequality as an equivalent stochastic scalar variational inequality. Then, motivated by the works [15, 24] on SVI, we present a deterministic formulation, called the expected residual minimization (ERM) formulation, based on the qeuivalent stochastic scalar variational inequality. Some properties of the ERM formulation are discussed.
Furthermore, we propose a sample average approximation method for solving the ERM problem, and the limiting behaviors of optimal solutions and stationary points are investigated as well.
Equivalent Formulation for VVI
Throughout the paper, the transpose of a vector or matrix x is denoted by x T , and the Euclidean norm of a vector or matrix is denoted by · . Given a set A ⊂ R n , let conv(A) denotes the convex hull of A.
In addition, we denote by
We consider the VVI of finding x * ∈ K such that
where K is a nonempty, closed and convex set in R n and F j : R n → R n (j = 1, 2, · · · , m) are vector-valued functions. For simplicity, we let F := (F 1 , · · · , F m ), and the set of solutions of the above VVI is denoted by Sol(F, K).
If we set for each j = 1, 2, · · · , m, F j = ∇f j where each f j is a differentiable convex function, then a solution of the VVI (1) is a weak Pareto minimum of the convex vector optimization problem
and, conversely, any weak Pareto minimum of (VOP) is also a solution of the VVI (1) with F j = ∇f j for each j = 1, 2, · · · , m. See [2, 3, 6, 11] for further relations between VVI and vector optimization problems under some convexity or generalized convexity assumptions.
One popular approach to deal with the VVI (1) is to transform it into the following standard variational inequality by choosing some weight vector λ ≥ 0 with
This problem is obviously not equivalent to (1) . Therefore, as in the multiobjective optimization theory, the above weighted approach may lead us to miss some solutions.
We next present an equivalent formulation for the VVI (1). Note that (1) can be rewritten as follows:
We further observe that y = x * is right the optimal solution to the problem min V (y) := max
By the Danskin's theorem, there holds the optimality conditions
which means that there exists λ * ≥ 0 with
or equivalently,
In consequence, we have the following result immediately. 
Proof. It is easy to obtain the necessary part from the above analysis. We next show the sufficiency.
Since λ * ∈ Λ, for any fixed y ∈ K, there exists j ∈ {1, · · · , m} such that
Thus, we have
which implies that x * is a solution of VVI (1). The proof is complete. 2
Following [27], we introduce a regularized gap function as follows:
where α > 0 is a given parameter, G is an n × n symmetric positive-definite matrix, and · G stands for the G-norm, defined by x G = √ x T Gx for each x ∈ R n . It follows from [27] that, for any (x, λ) ∈ K × Λ,
where
It is easy to show that
Hence, (2) can be transformed into the minimization problem
Theorem 2.2 Suppose that each function
is positive-definite for each x ∈ K. If z * = (x * , λ * ) ∈ K × Λ is a stationary point of problem (4) , that is,
Then, (x * , λ * ) solves (2), and hence it solves the VVI (1).
Proof. Note that
Since (x * , λ * ) is a stationary point, for any z = (x, λ) ∈ K × Λ, we have
In a similar way to Theorem 3.3 of [27] , we can show the conclusion by letting z * = (H(x * , λ * ), λ * ) in the above inequality. 2
SVVI and its Deterministic Reformulation
Consider the SVVI of finding
where K is a nonempty, closed and convex set in
valued functions, ξ : Ω → Ξ is a vector of random variables defined on the probability space (Ω, F, P)
with support set Ξ ⊂ R r , and 'a.e.' is the abbreviation for "almost every" under the given probability measure. To ease the notation, we will use ξ to denote either the random vector ξ(ω) or an element of R r depending on the context. Similar to the previous section, we can rewrite the above SVVI as the following equivalent formulation:
In general, we cannot expect that problem (6) has a common solution for almost every ξ ∈ Ξ. Therefore, in order to get a reasonable resolution, an appropriate deterministic reformulation for problem (6) becomes an important issue in our study. For the remainder of the paper, we choose a positive parameter α and an n × n symmetric positive-definite matrix G. First of all, we define the regularized gap function
Then, for any (x, λ) ∈ K × Λ and any ξ ∈ Ξ, we have
Motivated by the works [15, 24] on SVI, we propose the expected residual minimization (ERM) formulation for the above SVVI as follows:
where E stands for the mathematical expectation with respect to the probability distribution of ξ ∈ Ξ.
Next, we make some assumptions that will be used later on:
(A1) For every ξ ∈ Ξ, F j (x, ξ) (j = 1, · · · , m) are continuously differentiable with respect to x ∈ K.
(A2) There exists an integrable function κ(ξ) such that
hold for any x ∈ K and almost every ξ ∈ Ξ. Here, · F denotes the Frobenius norm of a matrix.
Moreover, note that, for any x ∈ R n , we have
where λ min and λ max indicate the smallest and largest eigenvalues of G, respectively.
Theorem 3.1 Suppose that conditions (A1) and (A2) are satisfied. Then, both g and θ are continuously differentiable with respect to (x, λ) and, for any (x, λ) ∈ K × Λ, we have
Proof. Since F j (x, ξ) (j = 1, · · · , m) are continuously differentiable with respect to x, it is easy to know that g(·, ·, ξ) is continuously differentiable on K × Λ for any ξ ∈ Ξ and
On the other hand, since g(x, λ, ξ) ≥ 0 for any (x, λ) ∈ K × Λ and ξ ∈ Ξ, we have from (8) and (10) that
and hence
Therefore, we have
By assumption (A2) and Theorem 16.8 of [31] , the function θ is continuously differentiable and
This completes the proof.
2
Next, we consider the boundedness of the level set of problem (9) defined by
where c is a non-negative number.
(ii) F is said to be strongly monotone on K with modulus σ > 0 iff for any x, y ∈ K,
Note that, in the rest of this section, P(V ) denotes the probability of an event V.
Theorem 3.2 Suppose conditions (A1) and (A2) hold and each function
is monotone for almost every ξ ∈ Ξ. Further assume that F j (j = 1, · · · , m) are uniformly strongly monotone on K with modulus
and choose α ∈]0, 2νµ[. Then, the level set L θ (c) is bounded for any c ≥ 0.
Proof. Suppose that there exists a non-negative numberc such that L θ (c) is unbounded, which implies that there exists a sequence {(
Since Λ is a compact set and {λ k } ⊂ Λ, we have
Using the definitions of monotonicity and strong monotonicity, for all x, y ∈ K, we have
Therefore,
is strongly monotone with modulus νµ > 0, and hence there is a uniquex ∈ K such that
As a result, we havē
where the second inequality follows from Jensen's inequality and the fourth inequality follows from the strong monotonicity of
. This is a contradiction and hence L θ (c) is bounded for any c ≥ 0. 2
Note that problem (9) has at least one solution if it has a nonempty and bounded level set (In fact, for any c > 0 large enough, the level set L θ (c) is nonempty).
Except the ERM formulation considered in this paper, another deterministic formulation, called expected valued (EV) formulation, is also known in the literature on SVI [17] . The following result, which provides a global error bound for EV formulation, generalizes Theorem 2.3 of [24] . is monotone for almost every ξ ∈ Ξ. Further assume that F j (j = 1, · · · , m) are uniformly strongly monotone on K with modulus
and choose α ∈]0, 2νµ[. Then, for any λ ∈ Λ, we have
Proof. Note that from Theorem 3.2, for any given λ ∈ Λ, the function m j=1 λ j E[F j (·, ξ)] is strongly monotone with modulus νµ by the assumptions. Therefore, there exists x * ∈ K such that
It is obvious that x * ∈ Sol(E[F (x, ξ)], K). By the strong monotonicity of
It follows from (12) and (13) that
On the other hand, we have
This completes the proof. 2
It is not difficult to notice that the solution given by the ERM model may not be the best, or may be even infeasible for each individual event. In practice, we should take risk into account to make a priori decision in many cases. Naturally, it is necessary to know how good or how bad our decisions can be. We next give a result about the robustness of solutions of the ERM model for the SVVI (5). 
Proof. Let λ ∈ Λ be given. Then, for any ξ i ∈ Ξ, since the function m j=1 λ j F j (·, ξ i ) is strongly monotone, there exists a unique x * (ξ i ) ∈ K such that
It is easy to see from the proof of Theorem 3.3 that
Note that, by the assumptions, Sol(F (x, ξ), K) is nonempty for each ξ ∈ Ξ. Hence, we have
, where the last inequality follows from the Jensen's inequality. This completes the proof.
2 Theorem 3.4 reveals that the expected distance to the solution set Sol(F (x, ξ), K) is likely to be small at the solution of (9) . Therefore, we may expect that a solution of the ERM formulation (9) has a minimum sensitivity with respect to random parameter variations in SVVI (5). In this case, solutions of (9) can be regarded as robust solutions for SVVI (5).
Convergence Analysis
Since problem (9) involves the mathematical expectation in the objective function and the distribution of the random variables may be unknown in practice, we apply the well-known sample average approximation techniques to deal with the expected value.
In general, for an integrable function φ : Ξ → R, we estimate the expected value E[φ(ξ)] with the sample average
φ(ξ i ), where ξ 1 , · · · , ξ N be an independent and identically distributed sampling of ξ. The strong law of large numbers guarantees that this procedure converges with probability one (abbreviated by "w.p.1" below), i.e.,
Thus, let ξ 1 , · · · , ξ N be an independent and identically distributed sampling of ξ, we can get the following sample average approximation (SAA) problem of (9):
In what follows, we investigate the limiting behavior of this approximation problem.
Convergence and Exponential Convergence Rate of Optimal Solutions
We first study the limiting behavior of optimal solutions. From now on, we denote by S * and S * N the sets of optimal solutions of problems (9) and (17), respectively. Proof. For all large N, we can show that S * N is nonempty and bounded in a similar manner to Theorem 3.2. Let (x * , λ * ) be an accumulation point of {(x N , λ N )}. Without any loss of generality, we assume that {(x N , λ N )} itself converges to (x * , λ * ). It is obvious that (x * , λ * ) ∈ K × Λ. It follows from the mean-value theorem, the convexity of K, Λ and (11) that, for each (x N , λ N ) and each ξ i , there exist
It then follows that
Since {(x N , λ N )} converges to (x * , λ * ), it follows from the assumption (A2) that each term in the last inequality converges to zero. Therefore, we have
Since
by (16) and (18), we have
Letting N → ∞ in the above inequality, we have
which indicates that (x * , λ * ) ∈ S * with probability one. 2
The following result shows that under some mild conditions, the sequence of optimal solutions of the SAA problem (17) converges to an optimal solution of (9) at an exponential rate. (17) and (x * , λ * ) denotes an optimal solution of (9). Suppose that the following conditions hold:
} is located in a compact subset C × Λ of K × Λ with probability one and
(ii) For every (x, λ) ∈ C × Λ, the moment generating function E e t g(x,λ,ξ)−θ(x,λ)
is finite valued for all t in a neighbourhood of zero;
(iii) The moment generating function E e t(κ(ξ)−E[κ(ξ)]) is finite valued for all t in a neighbourhood of zero, whereκ(ξ) :=
Then, with probability approaching one exponentially fast with the increase of sample size N, (x N , λ N )
becomes an approximate optimal solution of (9).
Proof. We have from conditions (A1)-(A3) and the proof of Theorem 4.1 that
and
Under the conditions of (i)-(iii) and (19) , it follows from [30, Theorem 5.1] that, for any > 0, there exist positive constants C( ) and β( ), independent of N, such that Prob sup
Hence, it is easy to obtain
Note that
Combining the above inequalities, we have
which means that, with probability at least 1 − 2C( )e −N β( ) , an optimal solution of (17) becomes a
Convergence of Stationary Points
Since problem (17) is generically non-convex, it is necessary to study the limiting behavior of the stationary points of (17) . For convenience, we suppose
where c i : R n → R (i = 1, · · · , p) are continuously differentiable convex functions and h j : R n → R (j = 1, · · · , q) are affine functions. We first recall some definitions.
• (x * , λ * ) is said to be stationary to (9) iff there exist Lagrange multiplier vectors µ * ∈ R p , ζ * ∈ R q , ς * ∈ R, and v * ∈ R m such that
h(x * ) = 0, λ * e − 1 = 0.
• (x N , λ N ) is said to be stationary to (17) iff there exist Lagrange multiplier vectors µ
where e = (1, · · · , 1) ∈ R m , and u ⊥ v means u T v = 0.
Let I(x * ) be the set of indices of active inequality constraints with respect to x * and J(λ * ) be the set of indices of active inequality constraints with respect to λ * . Before we start our convergence analysis, we introduce the concept of approximate KKT (see [33] for more details) for problem (9) .
Definition 4.1 We say that a feasible point (x, λ) of problem (9) satisfies the approximate KKT (AKKT)
iff there exist sequences
The AKKT condition can be written in a more compact form as in [32] , which says that, the AKKT condition holds at (
Definition 4.2 [33] We say that (x * , λ * ) ∈ K × Λ satisfies the cone-continuity property (CCP) iff the set-valued mapping (x, λ) ⇒ K(x, λ), defined in (34) , is outer semicontinuous at (x * , λ * ), that is lim sup
Lemma 4.1 Suppose conditions (A1)-(A3) hold and lim
Proof. By the definitions, we have
It follows from conditions (A1)-(A3) that we have, for any compact set
It follows from (A1) and (A2) that ∇θ(·, ·) is a continuous function. Since lim
} is contained in a closed neighbourhood, denoted by B ⊂ K × Λ, of (x * , λ * ) and, for any given > 0,
holds when N is sufficiently large. By (36), there exists N 0 > 0 such that, for all N ≥ N 0 , we obtain that
This completes the proof. 
to problem (9) with probability one.
Proof. Without any loss of generality, we assume that {(x N , λ N )} itself converges to (x * , λ * ). Since (x N , λ N ) is stationary to (17) for each N, there exist Lagrange multiplier vectors {µ
By virtue of Lemma 4.1 and combining the continuity of the gradient of θ, we have
with probability one. Thus, we have which is equivalent to (20) - (23) . Then, taking a limit in (29) , we obtain that (24) . That is, (x * , λ * ) is stationary to problem (9) with probability one. 2
Remark 4.1 The CCP condition is the weakest constraint qualification under which the approximate KKT points are guaranteed to converge to the KKT points, as investigated in [33] . Any constraint qualification stronger than the CCP (for instance, the widely-used Slater's constraint qualification [24, 25] for convex constraints, etc.) ensures the validity of Theorem 4.3.
Remark 4.2 An implicit assumption in the above discussion is that the iterated sequences have accumulation points. Actually, how to guarantee this assumption is a very important issue. It obviously holds under the conditions that the feasible set K is nonempty and bounded, or the underlying objective functions is uniformly coercive. As a future topic, we will try to find some weaker sufficient conditions for it.
One may see some discussion by Ralph and Xu in [28] .
Conclusions
We have shown that the VVI (1) is equivalent to the scalar variational inequality (2) . Based on this observation, we have presented a deterministic formulation (9) for the SVVI (5). Some properties of the model (9) have been investigated and a sample average approximation method has been proposed for solving (9) . Under some moderate conditions, we have established a convergence theory for the proposed approach. Note that the SVVI considered in this paper only characterizes the weak Pareto solution. It is interesting to explore whether we can obtain similar analysis for the SVVI which characterizes the Pareto solution. We will investigate this topic in the near future.
