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Abstract 
 
This  research  presents  the  development  of  techniques  to  handle  two  issues  in  data 
classification: noise and imbalanced data problems. Noise is a significant problem that 
can degrade the quality of training data in any learning algorithm.  Learning algorithms 
trained  by  noisy  instances  generally  increase  misclassification  when  they  perform 
classification. As a result, the classification performance tends to decrease. Meanwhile, 
the imbalanced data problem is another problem affecting the performance of learning 
algorithms. If some classes have a much larger number of instances than the others, the 
learning algorithms tend to be dominated by the features of the majority classes, and the 
features of the minority classes are difficult to recognise. As a result, the classification 
performance  of  the  minority  classes  could  be  significantly  lower  than  that  of  the 
majority classes. It is therefore important to implement techniques to better handle the 
negative effects of noise and imbalanced data problems. 
  
Although there are several approaches attempting to handle noise and imbalanced data 
problems, shortcomings of the available approaches still exist. For the noise handling 
techniques,  even  though  the  noise  tolerant  approach  does  not  require  any  data  pre-
processing, it can tolerate only a certain amount of noise. The classifier developed from 
noisy data tends to be less predictive if the training data contains a great number of 
noise instances. Furthermore, for the noise elimination approach, although it can be 
easily applied to various problem domains, it could degrade the quality of training data 
if  it  cannot  distinguish  between  noise  and  rare  cases  (exceptions).  Besides,  for  the 
imbalanced data problem, the available techniques used still present some limitations. 
For  example,  the  algorithm-level  approach  can  perform  effectively only  on  specific   v 
problem domains or specific learning algorithms. The data-level approach can either 
eliminate  necessary  information  from  the  training  set  or  produce  the  over-fitting 
problem  over  the  minority  class.  Moreover,  when  the  imbalanced  data  problem 
becomes more complex, such as for the case of multi-class classification, it is difficult 
to  apply  the  re-sampling  techniques  (the  data-level  approach),  which  perform 
effectively  for  imbalanced  data  problems  in  binary  classification,  to  the  multi-class 
classification. Due to the limitations above, these lead to the motivation of this research 
to propose and investigate techniques to handle noise and imbalanced data problems 
more effectively. 
 
This thesis has developed three new techniques to overcome the identified problems. 
Firstly, a cleaning technique called the Complementary Neural Network (CMTNN) data 
cleaning technique has been developed in order to remove noise (misclassification data) 
from  the  training  set.  The  results  show  that  the  new  noise  detection  and  removal 
technique  can  eliminate  noise  with  confidence.  Furthermore,  the  CMTNN  cleaning 
technique can increase the classification accuracy across different learning algorithms, 
which  are  Artificial  Neural  Network  (ANN),  Support  Vector  Machine  (SVM),  k-
Nearest Neighbor (k-NN), and Decision Tree (DT). It can provide higher classification 
performance than other  cleaning methods such  as Tomek links, the majority voting 
filtering, and the consensus voting filtering. 
 
Secondly,  the  CMTNN  re-sampling  technique,  which  is  a  new  under-sampling 
technique,  has  been  developed  to  handle  the  imbalanced  data  problem  in  binary 
classification.  The  results  show  that  the  combined  techniques  of  the  CMTNN  re-
sampling technique and Synthetic Minority Over-sampling Technique (SMOTE) can 
perform effectively by improving the classification performance of the minority class   vi 
instances  in  terms  of  Geometric  Mean  (G-Mean)  and  the  area  under  the  Receiver 
Operating Characteristic (ROC) curve. It generally provides higher performance than 
other re-sampling techniques such as Tomek links, Wilson’s Edited Nearest Neighbor 
Rule  (ENN),  SMOTE,    the  combined  technique  of  SMOTE  and  ENN,  and  the 
combined technique of SMOTE and Tomek links. 
 
For  the  third  proposed  technique,  an  algorithm  named  One-Against-All  with  Data 
Balancing (OAA-DB) has been developed in order to deal with the imbalanced data 
problem in multi-class classification.  It can be asserted that this algorithm not only 
improves  the  performance  for  the  minority  class  but  it  also  maintains  the  overall 
accuracy, which is normally reduced by other techniques. The OAA-DB algorithm can 
increase the performance in terms of the classification accuracy and F-measure when 
compared  to  other  multi-class  classification  approaches  including  One-Against-All 
(OAA), One-Against-One (OAO), All and One (A&O), and One Against Higher Order 
(OAHO)  approaches.  Furthermore,  this  algorithm  has  shown  that  the  re-sampling 
technique  is  not  only  used  effectively  for  the  class  imbalance  problem  in  binary 
classification but it has been also applied successfully to the imbalanced data problem 
in multi-class classification. 
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Contributions of this Thesis 
 
The contributions in this thesis, which have already been published and reported, can be 
described below and summarised in Table 1. 
 
A  review  of  different  types  of  noise  and  imbalanced  data,  and  a  survey  of  various 
techniques to handle noise and imbalanced data problems have been completed. The 
features of classification techniques related to the research have also been reviewed. 
This work forms the basis of Chapter 2. Different parts of the work have been published 
in papers P1-6. 
 
The  development  of  the  cleaning  technique  called  the  CMTNN  cleaning  technique 
forms  a  part  of  Chapter  3.  The  progress  of  the  work,  which  includes  algorithms, 
experimental studies, comparison results, and discussions, has been reported in journal 
paper P1 and conference papers P4 and P5. 
 
The  contribution  in  Chapter  4  is  the  successful  development  of  data  balancing 
algorithms  to  handle  imbalanced  data  problems  in  binary  classification.  Several 
proposed re-sampling techniques have been explored and compared. The results of this 
work  have  been  published  in  lecture  notes  in  computer  science  paper  P2  and  a 
conference paper P3. 
 
An algorithm to handle the class imbalance problem in multi-class classification has 
been successfully developed in Chapter 5. The proposed algorithm is the integration of 
the data balancing algorithm in paper P2 and a conventional multi-binary classification   x 
technique named One-Against-All (OAA). The experimental results in this chapter have 
shown the significant improvement in terms of the classification performance after the 
algorithm has been implemented.  
 
Table 1: Summary of the Contribution of the Thesis 
 
Chapter  Contributions  Paper No 
Chapter 2: 
Background  
Presents  a  literature  survey  on  previous 
research  related  to  noise  and  imbalanced 
data  problems,  and  classification 
techniques used in the research.  
P1, P2, P3, P4,  
P5, P6 
Chapter 3:  
Noise Detection and 
Elimination Using 
CMTNN Cleaning 
Technique 
Successfully  developed  a  technique  for 
data  cleaning  by  using  misclassification 
analysis  to  eliminate  noise  with 
confidence.  
 
P1, P4, P5 
Chapter 4:  
CMTNN Re-Sampling 
Technique for Class 
Imbalance Problems 
Successfully  developed  a  data  balancing 
algorithm  to  handle  imbalanced  data 
problems in binary classification. 
P2, P3 
Chapter 5:  
Handling the Class 
Imbalance Problem in 
Multi-Class 
Classification 
Successfully enhanced the performance of 
the  multi-class  classification  with 
imbalanced  data  problems  by  integrating 
the  data  balancing  algorithm  and  a 
conventional  multi-binary  classification 
technique. 
P2 
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Chapter 1 
Introduction 
 
1.1  Overview  
 
Classification is a common technique used in data analysis and data mining problems. 
Classification is conducted when an object needs to be classified into a predefined class 
based on attributes of that object. Many real world applications can be categorised as 
classification  problems  such  as  weather  forecasts,  credit  risk  evaluation,  bankruptcy 
prediction, medical diagnosis, quality control, handwritten character recognition, and 
speech  recognition  [1].  In  the  case  of  weather  forecasts,  classification  technique  is 
implemented to predict the weather on a particular day to be classified as “sunny”, 
“rainy” or “cloudy”.  As for the case of credit risk evaluation, financial analysts use 
classification technique to classify a loan application as either bad or good.  Generally, 
there are two types of classification techniques: binary classification and multi-class 
classification. While a binary problem is a situation in which an outcome of prediction 
has to be determined with a decision of Yes or No, a multi-class problem is a condition 
in which a predicted result can be one of multiple outcomes. 
 
In order to deal with classification problems, several approaches have been proposed 
for  example,  statistical  classification  techniques  and  inductive  machine  learning 
algorithms. The conventional statistical classification techniques perform as probability 
models. They can be applied to data classification by evaluating a probability that an   2 
instance belongs to each class [2].  There are several statistical classification techniques 
used  in  the  past  such  as  linear  discriminant,  quadratic  discriminant,  and  logistic 
discriminant [3]. The shortcoming of the classical statistical classification models is that 
they  perform  well  only  when  assumptions  required  are  entirely  satisfied  [1].  The 
effectiveness  of  these  models  depends  on  various  conditions  and  assumptions  of  a 
model developed. Furthermore, in order to apply the statistical model successfully, an 
understanding of the model’s capabilities and data properties is required [1]. Besides, 
the  other  approach,  inductive  machine  learning  (ML),  is  a  learning  process  which 
attempts to establish a set of prediction rules from instances in a training data set [2]. 
After  the  learning  model  is  trained,  it  can  generalise  and  predict  the  class  label  of 
unknown  instances.  There  are  several  algorithms  of  ML  such  as  Decision  Tree, 
Artificial  Neural  Network,  Naïve  Bayes,  k-Nearest  Neighbour,  Support  Vector 
Machine, and Rule-learner [2]. Presently, ML has been applied widely in data mining 
and artificial intelligence (AI) [2]. The benefit of ML is that it can recognise complex 
patterns based on trained patterns. Furthermore, ML is able to reduce the processing 
time  of  a  classification  system.  This  is  because  the  classification  can  be  done 
automatically without the intervention of humans after the system is trained [2]. Due to 
these benefits, ML algorithms are mainly used to conduct the experiments in this thesis 
rather than employing conventional statistical techniques. 
 
In order to obtain satisfactory classification results from ML classifiers, the quality of 
the data is a major factor that needs to be addressed. This is because the more quality 
data  is  used  for  establishing  a  classification  model,  the  higher  classification 
performance can be achieved by ML algorithms [4]. Generally, a data set may contain 
some  undesirable  features  such  as  noise  and  imbalanced  data  problems.  These 
undesirable features in the data can affect negatively the classification performance.   3 
Noise is one of the major causes of degrading the quality of training data. Generally, 
noise can be divided into two major types: attribute noise and class noise [5]. Attribute 
noise is related to the errors in the attributes such as missing values and redundant data, 
while class noise is the class error of instances. In addition, there are two categories of 
class noise: inconsistent error and misclassification error [4]. Inconsistent error occurs 
when  two  similar  instances  belong  to  different  (or  conflicting)  classes,  and 
misclassification error is found when instances are classified into the wrong classes. It 
has been shown that noise can directly impact the classification performance. Not only 
can noise increase the complexity of the learning algorithm and the training time but 
also  it  tends  to  degrade  the  classification  accuracy  [4].  Generally,  there  are  two 
approaches to handle noise: noise tolerance and noise elimination [5]. While the noise 
tolerance approach attempts to design a robust learning algorithm which is insensitive 
to noise, the noise elimination approach attempts to identify and eliminate noise before 
the learning algorithm is trained. The limitation of the noise tolerance approach is that 
this approach is algorithm-dependent. Thus, it can only perform effectively in a certain 
context.  Furthermore,  a  classifier  trained  by  noisy  data  tends  to  be  less  predictive 
especially when the training data consists of a great number of noise instances [6]. For 
the noise elimination approach, the noise identification process can affect the quality of 
a  training  set  negatively  if  the  technique  selected  is  ineffective.  The  ineffective 
technique may risk losing useful information because it may not distinguish between 
noise and rare cases (exceptions) [7], [8]. As a result, it tends to eliminate both noisy 
instances and the rare cases from the training set. These shortcomings present the need 
for further studies to overcome noise problems in order to enhance the classification 
performance. 
   4 
Imbalanced data problem is another significant problem for inductive ML. In recent 
years, many research groups have investigated the class imbalance problem. They have 
found  that  an  imbalanced  data  set  could  be  one  of  the  obstacles  for  several  ML 
algorithms  [9], [10], [11], [12].  Generally,  an  imbalanced  data  set  occurs  when  the 
number  of  instances  in  some  classes  outnumbers  the  other  classes,  that  is,  the 
distribution is uneven. The classes which have more instances are called the majority 
classes while the other classes which have fewer instances are commonly known as 
minority classes. In the learning process of the ML algorithms, if the ratio of minority 
classes  and  majority  classes  is  highly  different,  ML  tends  to  be  dominated  by  the 
features of the majority class and recognises the features only slightly in the minority 
class. As a result, the classification accuracy of the minority classes may be remarkably 
low when compared to the classification accuracy of the majority classes. 
 
Therefore, in order to address the issue of the minority classes in an imbalanced data 
set, techniques with specific characteristics are required to enhance the ML algorithm. 
There  are  two  major  approaches  to  deal  with  imbalanced  data  sets:  the  data-level 
approach and the algorithm-level approach [12]. While the data-level approach aims to 
re-balance  the  class  distribution  before  a  classifier  is  trained,  the  algorithm-level 
approach aims to strengthen the existing classifier by adjusting algorithms to recognise 
the small class. There are three categories of the data-level approach. These are the 
under-sampling technique, the over-sampling technique and the combined technique 
[12]. While the over-sampling technique aims to increase instances of minority classes, 
the  under-sampling  technique  aims  to  balance  a  data  set  by  removing  instances  of 
majority  classes.  In  addition,  the  combined  technique  is  a  technique  that  integrates 
different techniques of both under-sampling and over-sampling techniques.  
   5 
Although both algorithm-level and data-level approaches have been applied to several 
problem domains, there are some shortcomings that need consideration. The algorithm-
level  approach  is  application-dependent  or  algorithm-dependent  [13].  Therefore,  it 
performs effectively only in a limited situation. For the data-level approach, while the 
under-sampling  technique  can  eliminate  useful  data  from  the  training  set,  the  over-
sampling technique may lead to the over-fitting problem over the minority class [9].  
 
Furthermore,  when  the  problem  domains  become  too  complex,  such  as  the 
classification of multi-class data with the class imbalance problem, the prior approaches 
may not be applicable to solve this problem. Some research studies argue that they 
cannot enhance the performance by using techniques from the binary classification to 
handle the imbalanced data problem in the multi-class classification.  Zhou and Liu [14] 
concluded  that  re-sampling  techniques  perform  well  only  on  the  imbalanced  data 
problem in binary classification, and they tend to decrease the performance of multi-
class classification. 
 
Several problems caused by noise and imbalanced data indicate that additional research 
studies for these data problems are needed. The topics of noise problem and imbalanced 
data problems in binary and multi-class classification are still challenging tasks to be 
investigated further. 
 
1.2  Motivations and Objectives 
 
There are still many critical issues related to noise and imbalanced data that need to be 
addressed. Thus, this research aims to propose and investigate effective solutions to   6 
handle the noise and imbalanced data problems. The scope of the research and the main 
objectives are defined in the following paragraphs. 
 
For the noise problem, this research focuses on the noise elimination approach rather 
than  the  noise  tolerant  approach.  This  is  because  the  noise  elimination  approach  is 
independent  of  particular  learning  algorithms  or  specific  applications.  The  noise 
elimination approach can also apply easily to various problem domains. Furthermore, 
this research concentrates mainly on the class noise (misclassification error) rather than 
the attribute noise. It has been found that for high level of noise, eliminating the class 
noise  from  the  training  data  tends  to  provide  better  classification  accuracy  than 
eliminating attribute noise [15]. The main question of improving the quality of data is 
how to eliminate noise with confidence without removing the useful information. 
 
For  the  imbalanced  data  problem,  it  has  been  shown  that  a  number  of  solution 
techniques proposed are based on the binary classification [16]. They cannot be used 
directly to handle the imbalanced data problem in multi-class classification. Moreover, 
in order to deal with the imbalanced data problem, not many of the researchers have 
investigated  further  on  misclassification  patterns.  This  forms  the  motivation  of  this 
research  to  move  one  step  forward  in  misclassification  analysis  to  improve  the 
performance on both binary classification and multi-class classification. 
 
In order to enhance the classification performance using the misclassification analysis, 
the objectives of this research are presented as follows: 
 
1.  Develop and apply a data cleaning technique using misclassification analysis in 
order to eliminate noise with confidence.   7 
2.  Develop  and  apply  an  approach  extended  from  the  results  of  objective  one 
above  to  solve  the  imbalanced  data  problem  on  the  binary  classification 
problem.  
3.  Develop and apply an algorithm extended from the results of objective two in 
order to overcome the imbalanced data problem on the multi-class classification 
problem.  
 
In  order  to  achieve  the  objectives  above,  this  research  consists  of  several  tasks  as 
described below: 
 
1.  Investigate theories, techniques and concepts related to noise and imbalanced 
data problems. 
2.  Investigate  the  applicable  conditions  of  soft  computing  techniques  such  as 
Artificial  Neural  Network,  Decision  Tree,  and  Support  Vector  Machine  for 
classifying data. 
3.  Investigate and develop applicable techniques with misclassification analysis to 
eliminate noise. 
4.  Investigate and develop applicable approaches with misclassification analysis to 
both  binary  classification  and  multiple  classifications  with  imbalanced  data 
problems. 
 
 
1.3  Contributions  
 
The significance of this research is the creation of methodologies to handle noise and 
imbalanced data problems. Furthermore, these  approaches can be  applied to several   8 
classification algorithms without modifying the classifiers. The key contribution of this 
thesis is the successful development of new techniques of misclassification analysis in 
the following three areas: 
 
•  Successfully developed a technique for data cleaning or data filtering by using 
misclassification analysis to eliminate noise with confidence. 
•  Successfully developed a data balancing algorithm to handle imbalanced data 
problems  in  binary  classification.  It  was  developed  by  integrating  an  over-
sampling technique and the data cleaning technique. This algorithm can achieve 
better  classification  results  for  the  minority  class  when  compared  with  other 
conventional techniques. 
•  Successfully  enhanced  the  performance  of  multi-class  classification  with 
imbalanced  data  problems  by  integrating  the  data  balancing  algorithm  and  a 
conventional multi-binary classification technique. This algorithm successfully 
enhances  the  classification  performance  for  the  minority  classes  without 
reducing the overall classification accuracy when compared with other reported 
solutions. 
 
1.4  Thesis Organisation 
 
Six chapters are presented in this thesis. Figure 1.1 is a visual structure of the thesis. 
The introduction chapter has mainly presented the overview of this research.  It also 
described the objectives, methodologies and contributions. This chapter also presented 
the motivations of this research, that is, why it is necessary for noise and imbalanced 
data problems to be investigated further.   9 
 
 
 
Figure 1.1: Overview of the thesis 
 
In Chapter 2, the data problems of noise and imbalanced data are discussed. The past 
techniques used to handle noise and imbalanced data problems are reviewed. The basic 
concepts of several classification techniques such as Artificial Neural Network (ANN), 
Support Vector Machine (SVM), k-Nearest Neighbor (k-NN), and Decision Tree (DT) 
are  described.  In  Chapter  2,  the  technique  of  the  Complementary  Neural  Network 
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(CMTNN) proposed by Kraipeerapun et al. [17] is presented before it is used to develop 
a misclassification analysis technique. 
 
In  Chapter  3,  the  data  cleaning  techniques  using  misclassification  analysis  are 
investigated. The two data cleaning algorithms applied by CMTNN are proposed. The 
experimental results are compared with other techniques such as the majority voting 
and  the  consensus  voting  techniques.  Finally,  the  discussions  on  the  classification 
performance of each technique are described. 
 
In  Chapter  4,  the  re-sampling  techniques  for  imbalanced  data  problems  in  binary 
classification are proposed. The techniques investigated include two under-sampling 
techniques  and  four  combined  techniques.  While  the  under-sampling  techniques are 
developed by using CMTNN, the combined techniques are the integration of Synthetic 
Minority  Over-sampling  Technique  (SMOTE)  and  the  CMTNN  under-sampling 
technique. The performances of the proposed techniques  are compared with several 
other re-sampling techniques such as Tomek links, Wilson’s Edited Nearest Neighbor 
Rule (ENN), and the conventional SMOTE technique. 
 
In Chapter 5, the imbalanced data problem in multi-class classification is investigated. 
A new algorithm is proposed to enhance the classification performance of the multi-
class imbalanced data. This algorithm combines a multi-binary classification technique 
and the data balancing technique. While SMOTE and CMTNN are employed as the 
data balancing technique, the multi-binary classification called One-Against-All (OAA) 
is adopted to classify the multi-class data. The experimental results are compared with 
other  techniques  before  the  discussion  on  each  comparison  technique  is  finally 
presented.   11 
In  Chapter  6,  the  thesis  conclusion  is  presented.  The  major  contributions  and 
significance  of  this  research  are  summarised.  The  presentation  of  limitations  and 
recommendations for future studies are also presented. 
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Chapter 2 
Background of Research 
 
2.1  Introduction  
 
As discussed in Chapter 1, the main objective of this research is to develop and apply 
new  approaches  to  handle  noise  and  imbalanced  data  issues  in  the  classification 
problem. The purpose of this chapter is to provide the fundamental principles related to 
the objectives of the study.  This chapter begins with the discussion of the problems of 
noise and imbalanced data that are normally found in data classification. It also presents 
why  noise  and  imbalanced  data  problems  can  affect  the  classification  performance. 
Subsequently, the classification techniques employed in the experiments are described 
including  Artificial  Neural  Networks  (ANN),  Support  Vector  Machine  (SVM),  k-
Nearest Neighbor (k-NN), and Decision Tree (DT).  These techniques are chosen for 
this research because they are widely used in the literature [2]. In addition, the selected 
classification technique named the Complementary Neural Network (CMTNN) is then 
presented in detail in terms of its features and characteristics. The CMTNN technique is 
one  of  the  major  techniques  employed  in  the  experiment.  It  is  mainly  applied  as  a 
misclassification  analysis  technique  in  this  research.  Besides  this,  reports  from  the 
literature about solutions used to handle noise and imbalanced data are reviewed. As 
noise  is  a  significant  problem  in  data  classification,  there  are  many  techniques 
developed to address this problem. After each technique of noise handling is presented, 
the advantages and disadvantages of each approach are then compared. Subsequently,   13 
the  solutions  associated  with  the  imbalanced  data  problem  are  shown  in  two  parts. 
These are general techniques to handle imbalanced data, which are usually applied to 
the binary classification, and the specific techniques used for the multi-class imbalanced 
data.  
 
2.2  Data Problem 
 
Generally,  the  performance  of  classification  depends  on  two  significant  factors:  the 
quality of the training data and the competence of the learning algorithm [4]. Therefore, 
one of possible approaches to enhance the performance in any classification system is 
by improving the quality of training data. In classification problems, there are normally 
several data problems affecting the classification performance. The two major problems 
found commonly in a given data set are noise and imbalanced data problems.  
 
2.2.1  Noise 
Noise is defined as an instance which is inconsistent with the remaining instances in a 
data set [18]. Noisy data is normally created in the data collection process. The data 
collected may contain incomplete, wrong or distorted, and corrupted instances. In order 
to understand the characteristics of the noise in data classification, Libralon et al. [18] 
categorised instances of a given data set into five groups as illustrated in Figure 2.1. 
These are: 
•  Mislabelled cases, Figure 2.1 (b): instances are wrongly classified. It is also called 
misclassification instances. Mislabelled cases are parts of noisy instances. 
•  Redundant data, Figure 2.1 (c): instances are repetitive and they form clusters in a 
given data set. These redundant instances can be minimised in order to represent a    14 
cluster with the minimum number of instances.  
•  Outliers, Figure 2.1 (d): instances are too distinct in a given data set when compared 
to other instances. They can be either rare cases or noisy instances.  
•  Borderlines,  Figure  2.1  (e):  instances  locate  along  the  decision  border.  These 
instances are unreliable because noisy instances may influence them to locate at the 
wrong side of the decision border. 
•  Safe  cases,  Figure  2.1  (f):  remaining  instances  locate  at  the  correct  side  of  the 
decision border. They are saved for the learning process. 
 
 
 
Figure 2.1: Different types of instances: a) simple data set; b) mislabelled cases;         
c) redundant data; d) outliers; e) borderlines; f) safe cases [18]   15 
The effects of noise could degrade the predictive performance of learning algorithms. It 
also increases the model complexity and affects the time necessary for machine learning 
(ML) induction [18]. Furthermore, noisy instances could modify the class boundaries in 
a given data set. Consequently, ML may have difficulty identifying noise in the learning 
process [19]. As a result, the classification accuracy tends to decrease because learning 
models  trained  by  noisy  instances  probably  increase  misclassification  of  predicted 
outcomes.  Moreover,  the  noisy  instances  can  cause  an  over-fitting  problem  in  the 
learning process [20]. Learning algorithms may fit the noisy training data and perform 
classification ineffectively. 
 
According  to  Zhu  and  Wu  [4],  the  quality  of  data  set  depends  on  two  information 
sources, which are attributes and class labels. The quality of the attributes presents how 
well the attributes represent instances for classification purposes while the quality of the 
class labels presents whether the class of instances is correctly assigned. There are two 
major causes of noise based on these quality concepts. They are considered as attribute 
noise and class noise. The first cause (attribute noise) is errors of attribute values in the 
training instances, for example, missing values and incomplete attributes. The second 
cause (class noise) is errors of the class labels. They are composed of inconsistent error, 
and misclassification error. The inconsistent error is found when the same instances 
appeared more than once in a data set, but belonging to two or more different classes. In 
Figure 2.2, each instance is represented by the cloud of points between two classes. The 
noisy instances are misclassification error when they are wrongly located at the other 
class boundary [19].   16 
 
Figure 2.2: Class noise (misclassification error) [19] 
 
2.2.2  Imbalanced Data 
The imbalanced data problem is a significant problem affecting learning algorithms 
when some classes have a much larger number of instances than the others. In a binary 
classification problem, the class imbalance problem occurs when a data set is composed 
of more training instances to one class (majority class) than another class (minority 
class). In a multi-class classification problem, the class imbalance is shown when the 
class  distribution  in  a  data  set  is  unequal.  This  issue  attracted  interest  in  research 
because a number of data sets from real-world applications usually have the problem of 
imbalanced data. The examples of cases with an imbalanced data set are fraud detection  
[21],  medical  diagnosis  [10],  oil  spills  detection  [22],  and  credit  assessment  [23]. 
Generally, in some of these problem domains, the interest of the minority class could be 
more  important  than  that  of  the  majority  class.  For  example,  in  a  medical  data  set 
concerning cancer [12], the number of patients who do not have cancer is considerably 
larger compared to the number of cancer patients. The ratio between two classes of 
patients may be greatly different such as 1:100. In classification, while cancer patients 
are represented by the positive class, the non-cancer patients are represented by the 
negative class. Normally, standard classifiers tend to ignore the positive class because   17 
the classifiers could be dominated by a number of negative class instances. Therefore, 
in this case, if cancer patients are misclassified, the implication could be much more 
serious than the misclassification of non-cancer patients [12]. The cancer patients could 
be in danger when the diagnosis is incorrect and the treatment is delayed. In such a 
problem, the accuracy of the minority class instances is more critical than that of the 
majority class instances. 
 
There  are  two  types  of  class  imbalance:  between-class  imbalance  and  within-class 
imbalance. While the between-class imbalance shows the different size of instances 
between classes [24], the within-class imbalance occurs when some subsets of one class 
have larger instances than the other subsets of the same class [25]. In Figure 2.3 and 
Figure  2.4  [26],  the  minority  and  majority  classes  are  represented  by  the  stars  and 
circles  respectively.    Figure  2.3  shows  the  between-class  imbalance  in  a  data  set 
whereas Figure 2.4 presents the within-class imbalance in each class. In Figure 2.4, 
while sub-class A and D represent the within-class imbalance of the majority class, sub-
class B and C represent the within-class imbalance of the minority class. 
 
 
 
 
 
Figure 2.3: The between-class imbalance in a data set [26] 
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Figure 2.4: The within-class imbalance in a data set [26] 
 
The within-class and between-class imbalance problem can also be called the problem 
of  small  disjuncts  [27].    In  learning  systems,  a  target  class  is  often  described  as  a 
disjunction of conjunctions of conditions [27], [28].  Small disjuncts cover only a few 
training instances while large disjuncts cover a large proportion of the training instances 
[29].  In  the  training  phase,  a  classifier  tends  to  bias  towards  large  disjuncts  and 
recognise them correctly while over-fitting and misclassifying problems could occur in 
small disjuncts [27].  In most classification problems, the within-class imbalance is an 
implicit  problem  that  can  affect  the  classification  performance  and  increase  the 
complexity of the learning process [30]. However, most available techniques tend to 
focus  only  on  the  between-class  imbalance  problem  and  ignore  the  within-class 
imbalance problem [31]. 
 
Although  the  class  imbalance  problem,  which  includes  the  between-class  and  the 
within-class imbalance, is a major factor in reducing the classification performance, 
there are also other factors that can increase negative effects of the imbalanced data 
problem on the performance of ML. These include highly overlapped classes, complex 
boundaries  among  classes,  a  small  size  of  data  set,  and  a  high  degree  of  noise  in   19 
imbalanced data [25], [31], [32] . As these are still critical factors to be solved, the 
imbalanced  data  problem  is  one  of  the  interesting  topics  in  the  research  of  data 
classification these days. 
 
2.3  Classification Techniques 
 
In this section, general classification techniques are first described. Subsequently, the 
classification technique named the Complementary Neural Network (CMTNN) is then 
presented in detail. In the experiments, CMTNN is fundamentally employed to develop 
cleaning techniques and data balancing techniques to handle noise and class imbalance 
problems respectively. 
 
2.3.1  General Classification Techniques 
In  order  to  solve  the  classification  problems  and  predictions,  many  classification 
techniques have been proposed. Some of the commonly used techniques over the past 
decades  are  Artificial  Neural  Networks  (ANN),  Support  Vector  Machine  (SVM),  
Decision Tree (DT), and k-Nearest Neighbor (k-NN). These techniques are selected to 
employ  in  the  experiment  because  they  are  popular  supervised  machine  learning 
classification algorithms [2]. 
 
Artificial Neural Network (ANN). ANN is a technique based on the neural structure 
of the brain that mimics the learning capability from experience.  It means that if a 
neural network is trained from past data, it will be able to generate new outputs based 
on the patterns extracted from the training data [33].   20 
Many research projects have shown that ANN is a powerful technique for classification 
[1]. There are several advantages of using ANN for classification. Firstly, within the 
constraint of the ANN structure, it can adapt itself to the data without making prior 
assumptions  about  the  functions.  Secondly,  ANN  is  a  nonlinear  model  that  can  be 
implemented for most complex real-world applications. Finally, ANN can estimate the 
posterior  probabilities,  which  is  the  basis  of  developing  a  classification  rule  and 
conducting statistical analysis [1]. There are many successful real-world applications 
using ANN in industry, business, and science [34]. These are, for example, bankruptcy 
prediction  [35],  handwriting  recognition  [36],  fault  detection  [37],  and  medical 
diagnosis [38]. Moreover, many research efforts associated with noise and imbalanced 
data problems have employed ANN as the key learning model in their studies [23], 
[31], [39], [40], [41], [42], [43], [44].  
 
There are several types of neural network models used to handle classification problems 
these days, for example, back-propagation neural network (BPNN) [45], radial basis 
function neural network (RBFNN) [46], and probabilistic neural network (PNN) [47]. 
However, the most popular neural network used is BPNN [48]. 
 
BPNN is a simple and effective model of ANN. It contains three or more layers which 
are the input, hidden and output layers as shown in Figure 2.5 [49]. In the learning 
process of BPNN presented in Figure 2.6, each node in the input layer, hidden layer and 
output layer calculates and adjusts the appropriate weight between nodes and generates 
output values of the resulting sum. The actual output values are then compared with the 
target  output  values.  The  errors  between  these  outputs  are  re-calculated  and  then 
propagated back to the hidden layer in order to update the weight of each node. During   21 
the testing phase, a testing input is fed into the input layer, and then the feedforward 
network can generate results from the trained network. [50]  
 
 
Figure 2.5:  Feedforward back-propagation neural network 
 
 
 
Figure 2.6:  Learning process of the feedforward back-propagation  
neural network [51] 
 
BPNN is a robust neural network that can be applied easily to various problem domains 
[45]. However, there are also limitations in BPNN. This network requires a lot of input 
and target pairs for training the network. Furthermore, the internal mapping procedures 
work as a black box that may not be easily understood [49].    22 
Support Vector Machine (SVM). SVM is another technique providing solutions to 
classification problems. SVM was originated for handling binary classification and it 
was introduced by Vapnik [52]. This technique is based on the notation of margin. The 
margin means the minimal distance from the closest data points to a hyperplane that 
separates two data classes. SVM aims to find the maximal margin that can create the 
largest  distance  between  the  separating  hyperplane  and  the  data  points  of  different 
classes as shown in Figure 2.7 [2]. These data points are known as support vectors.  
 
Figure 2.7:  Maximum margin of SVM [2] 
 
SVM can be explained in four basic concepts: the separating hyperplane, the maximal 
margin hyperplane, the soft margin, and the kernel function [53]. The advantage of 
SVM is that it can provide a good generalisation when the parameters of SVM are 
selected appropriately. It is also a robust model, even if the training instances have 
some bias [54]. Furthermore, SVM still perform well even if the training data has large 
numbers of features. However, SVM needs a large sample size of training data in order 
to achieve the high classification accuracy [2]. 
   23 
Presently, there are several techniques applied to modify SVM in order to increase the 
performance of the basic SVM. Some of them have a faster learning process or provide 
less computational complexity than the conventional SVM. These include the  Least 
Squares SVM (LS-SVM), Proximal Support Vector Machine (PSVM) classification, 
Fuzzy Proximal Support Vector Machine (FPSVM), and Generalised Eigenvalue and 
Proximal Support Vector Machine (GEPSVM) [53]. In terms of applications, there are 
quite  a  number  of  classification  problems  successfully  applied  by  SVMs.  They  are 
image classification, handwriting recognition, speech recognition, fraudulent credit card 
activity  recognition,  and  the  automatic  classification  of  microarray  gene  expression 
profiles  [55].  Moreover,  there  are  many  research  studies  focusing  on  noise  and 
imbalanced data problems using the SVM classifier [18], [39], [41], [44], [56], [57], 
[58].  
 
Decision Tree (DT). DT is a popular classification tool because it can represent rules 
for classifying data. A decision tree can be formed by using a tree structure where each 
node is either a decision node or a leaf node. A decision tree can be implemented to 
classify data  by  starting  at  the  root  of  the  tree  and  then moving down through a 
leaf node. The leaf node is able to provide a classification outcome. [59] There are 
several advantages in using a decision tree as the classification tool. For instance, it is 
self-explanatory and comprehensible, so it can be easily converted itself to a set of 
rules.  Also,  it  can  handle  a  data  set  that  may  have  errors  and  missing  values. 
Furthermore, it is able to handle both nominal and numeric input attributes. [60] These 
days, decision trees are implemented widely for classification problems with many real-
world applications including agriculture, astronomy, biomedical engineering,  control 
systems,  financial  analysis,  image  processing,  manufacturing  and  production,  law, 
medicine, and pharmacology [61]. There are a number of commonly used decision tree   24 
algorithms, for example, C4.5, CART, CHAID, SLIQ, and SPRINT. One of the most 
well-known decision tree algorithms is C4.5. This algorithm can be used to construct 
decision trees and production rules. C4.5 is the extended algorithm of ID3 designed by 
Quinlan [62]. It has the feature of high classification speed and accuracy.  While ID3 
algorithm  can  only  deal  with  the  discrete  attributes,  C4.5  can  process  continuous 
attributes  and  null  attribute  values.  Furthermore,  C4.5  can  avoid  the  over-fitting 
problem and it is able to improve computational efficiency [62], [63]. In order to handle 
noise  and  class  imbalance  problems,  several  research  works  using  DT  have  been 
reported [4], [20], [10], [43], [64], [7], [6], [65].   
 
k-Nearest Neighbor (k-NN). k-NN is one of the classification techniques called an 
instance-based learning algorithm or a lazy-learning algorithm [66]. This is because the 
induction or generalisation process is conducted only when classification is performed 
[2]. Therefore, k-NN requires less processing time during the training phase but it needs 
more processing time during the testing phase. The training instances of k-NN approach 
are  represented  by  a  point  in  n  dimensional  numeric  attributes.  When  an  unknown 
instance needs to be classified, the k-NN classifier searches the k training instances that 
are  closest  to  the  unknown  instances.  The  distance  between  two  instances  can  be 
defined by the Euclidean distance method. The Euclidean distance between instance X 
=  (x1,x2,….xn)  and  Y  =  (y1,y2,…yn)  can  be  computed  by  the  equation  2.1  [67].  To 
classify the unknown instances, an instance is assigned to a class label by a majority 
vote amongst its k neighbors. The most frequent class label of the k nearest instances is 
assigned as the predicted class to an unknown instance.  
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Although k-NN is a simple technique, some disadvantages need to be considered. First, 
the k-NN technique consumes much computational time for classification because each 
unknown  instance  needs  to  calculate  the  distance  between  itself  and  all  training 
instances in order to define the k closest neighbors. As a result, this technique requires 
large storage for processing.  Secondly, there is still no rule to define the best k value. 
The k value selected can affect the classification performance of the k-NN classifier. A 
larger k may suit the classification problem with noisy data while a smaller k may suit 
the classification problem with a small region or small fragment of the class [2]. In 
noise and data imbalanced problems, there are a number of reported research studies 
using k-NN as a classifier [19], [10], [41], [42], [44], [68], [69], [8]. 
 
Others Classification Techniques.  Apart from the four techniques described, there are 
a number of other techniques that can be applied to classification problems. They are 
linear regression, logistic regression, discriminant analysis, genetic algorithms, fuzzy 
logic, and Bayesian networks [2]. Moreover, a number of hybrid techniques have also 
been implemented such as a neuro-fuzzy based classification technique [70], and the 
fuzzy probabilistic neural network [71]. 
 
2.3.2  Complementary Neural Network (CMTNN) 
As discussed before, CMTNN is used as a misclassification analysis technique in order 
to  enhance  the  quality  of  the  training  data  in  the  experiments.  CMTNN  is  chosen 
because of its special feature of predicting not only the “truth” classified data but also 
the “false” data. It can integrate the truth and false membership values to deal with the 
uncertainty in classification problems. Because of this unique feature, CMTNN is one 
of the fundamental techniques used to develop cleaning techniques and re-sampling   26 
techniques as seen in Chapter 3 to 5, the chapters that deal with the experiments done in 
this research. 
 
CMTNN  [17]  is  a  technique  using  a  pair  of  complementary  feedforward  back-
propagation  neural  networks  called  Truth  Neural  Network  (Truth  NN)  and  Falsity 
Neural Network (Falsity NN) as shown in Figure 2.8.  
 
 
 
Figure 2.8: Complementary Neural Network [72] 
 
While the Truth NN is a neural network that is trained to predict the degree of truth 
memberships, the Falsity NN is trained to predict the degree of false memberships. 
Although the architecture and inputs of the Falsity NN are the same as the Truth NN, 
the Falsity NN uses the complement of target outputs of the Truth NN to train the 
network. For example, in binary classification problems, if the target output used to 
train the Truth NN is zero, the complement of this target output to train the Falsity NN 
will be one. In the testing phase, a test set is applied to both networks to predict the 
degree of truth and false membership values. For each input pattern, the prediction of 
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false membership value is expected to be the complement of the truth membership 
value [73]. 
 
Instead of using only the truth membership value to classify the data, which is normally 
done by most conventional neural networks, the predicted results of Truth NN and 
Falsity NN are compared in order to provide the classification outcomes. The difference 
between the truth and false membership values (indeterminacy membership) can also be 
used to represent uncertainty in the classification [53].  
 
In  binary  classification,  CMTNN  represents  an  output  in  the  form  of  an  interval 
neutrosophic set. Let X be the output of the CMTNN model. X = the {x1, x2, …, xn}. An 
interval neutrosophic set A in X can be represented as 
 
∧ → ∧ ∈ = ] 1 , 0 [ : | )) ( ), ( ), ( ( { X T X x x F x I x T x A A A A A  
]} 1 , 0 [ : ] 1 , 0 [ : → ∧ → X F X I A A         (2.2) 
where   
TA is the truth membership function,  
IA is the indeterminacy membership function,  
TA is the false membership function. 
 
For xi, the indeterminacy membership I(xi) is composed of two causes of uncertainty, 
vagueness and error. 
)} ( ), ( ), ( { ) ( i f i t i i x E x E x V x I =        (2.3) 
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V(xi) is a vagueness value at xi, 
Et(xi) is the estimated error of the truth membership value, 
Ef(xi) is the estimated error of the false membership value, 
T(xi) is the truth membership value, 
F(xi) is the false membership value. 
 
In order to classify the outcomes of CMTNN into a binary class, there are several 
proposed  methods  employing  the  truth  membership,  false  membership  and 
indeterminacy membership values. For example: 
 
•  Assign the classification outcome using T > F 
The  CMTNN  outcome  of  xi  is  classified  as  a  value  of  one  if  the  truth 
membership value is greater than the false membership value. Otherwise, it is 
classified as a value of zero. 
T (xi) > F(xi)          (2.5) 
 
•  Assign the classification outcome using equal weighted combination 
By using this method, the truth membership value and the complement of the 
false membership value are averaged as   
 
2
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=         (2.6) 
 
If the output O(xi) is greater than the threshold value, such as the value at 0.5, 
the  CMTNN  outcome  of  xi  is  classified  as  a  value  of  one.  Otherwise,  it  is 
classified as a value of zero.   29 
•  Assign the classification outcome using dynamic weighted combination 
In this method, the uncertainty factors, which are composed of vagueness and 
error, are employed for weighting the average of the truth and false membership 
values.  The  dynamic  combination  output  O(xi)  can  be  calculated  as  the 
equations 2.7 to 2.11. Similar to the equal weight method, the CMTNN outcome 
of  xi  is  classified  as  a  value  of  one  if  the  output  O(xi)  is  greater  than  the 
threshold value, for example, if the value is at 0.5. Otherwise, it is classified as a 
value of zero. 
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CMTNN has been implemented for both binary and multi-class classification problems  
[53],  [17],  [72],  [73].  While,  in  binary  classification,  a  pair  of  neural  networks  is 
implemented in order to predict degrees of truth and false membership values, in multi-
class classification, two approaches are used, which are a pair of neural networks with 
multiple outputs and multiple pairs of binary neural networks. Furthermore, when the 
bagging technique is applied to an ensemble of pairs of neural networks, it can provide 
better performance than a single pair of neural networks.    30 
The  experiments  by  CMTNN  for  both  the  binary  and  multi-class  classification 
problems have shown that it can improve the classification performance better than the 
existing techniques applying only the truth membership values [53], [17], [72], [73]. 
Also, it can estimate the classification uncertainty by using truth and false membership 
values for classification. Therefore, in order to deal with noise and imbalanced data 
problems, the CMTNN characteristics of using a pair of neural networks are mainly 
applied in the experiments. 
 
2.4  Review of Noise Handling Techniques  
 
In  order  to  reduce  the  effects  of  noisy  data,  the  noise  handling  technique  can  be 
categorised into two approaches which are the noise tolerant technique and the noise 
elimination  technique  [5].    The  noise  tolerant  technique  aims  to  avoid  over-fitting 
problems  due  to  the  noisy  instances  during  the  training  phase  [8].  This  approach 
handles  noise  implicitly  by  improving  mechanisms  of  a  learning  algorithm  without 
removing noisy instances, for example, rule truncation [74], decision tree pruning [75] 
and noise tolerant boosters [76]. In addition, the noise elimination technique aims to 
handle  noise  explicitly  by  removing  noisy  instances  from  the  training  data.  The 
elimination technique can be either a single algorithm or an ensemble technique [7]. 
While the single algorithm employs the same learning model to filter noise and classify 
data, the ensemble technique uses the ensemble of different types of learning algorithms 
to filter noisy data. The advantages and the disadvantages between the noise tolerant 
and noise elimination approaches can be summarised in Table 2.1. 
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Table 2.1: Advantages and disadvantages of techniques handling noise. 
 
Techniques  
 
 
Advantages 
 
Disadvantages 
Noise Tolerant  •  Does not require data 
pre-processing  
 
 
•  Learning algorithm-  
dependent technique 
•  A classifier created from a 
noisy data may be less 
predictive 
•  Performs effectively only 
when applied under a 
certain context 
Noise Elimination  •  Easily applies to various 
problem domains or 
applications 
•  Learning algorithm-
independent technique 
•  May not distinguish 
between noise and rare 
cases (exceptions) 
•  Can remove the useful 
information  
 
For  the  noise  tolerant  approach,  although  this  approach  does  not  require  data  pre-
processing, a classifier developed from noisy data could be less predictive if it can 
tolerate only a certain amount of noise [6]. Furthermore, it tends to perform effectively 
only when applied under a certain context. For the noise elimination approach, although 
it is independent of learning algorithms and it can be applied easily to various problem 
domains, this approach may remove some useful data from the training set because it 
may not distinguish between noise and rare cases (exceptions) [7], [8].  
 
In the literature, the noise elimination approach is widely used in data classification. 
Many research studies have presented that they can improve the quality of training data 
by eliminating the class noise instances. For example, Brodley and Friedl [7] proposed   32 
their approaches to identify and eliminate misclassification errors from the training data 
set. They evaluated and compared the classification accuracy using three noise filtering 
techniques:  a  single  algorithm,  majority  voting  and  consensus  voting.  The  results 
showed  that  after  removing  the  class  noise  from  the  training  set,  the  classification 
accuracies improved significantly. Miranda et al. [41] compared three techniques for 
noise detection and elimination in bioinformatics data sets. The three techniques are 
removal of noise instances, reclassifying noise instances, and a hybrid of removal and 
reclassifying techniques. They concluded that the noise removal technique provided 
more accurate classification than the other two techniques, reclassifying and the hybrid 
method. Verbaeten and Assche [20] applied ensemble methods to identify and remove 
noisy instances from the training set in classification tasks. These methods are cross-
validated  committees,  bagging  and  boosting  for  pre-processing.  They  also  used  the 
consensus  voting  and  the  majority  voting  techniques  to  identify  and  clean  up 
misclassifications from  the training set. They  found that majority voting  filters and 
bagging majority voting filters provided satisfactory results.  
 
Zhu  et al. [65] proposed a new technique called Partitioning Filter (PF) to remove 
misclassifications from large data sets. The results showed that at any noise level, the 
training  sets  that  were  filtered  by  Partitioning  Filter  always  presented  significantly 
improved classification accuracy when compared to the outcomes using unclean data 
sets.  Furthermore,  Libralon  et  al.  [18]  applied  distance-based  techniques  mainly  to 
detect and remove noisy instances from the training data set.  Mislabelled tissues were 
detected and removed in gene expression classification problems. The results of the 
experiments showed that the performance of the classifiers were better when compared 
with the classification results using the original data sets. Moreover, the Tomek links 
algorithm [77] which is a form of the k-Nearest Neighbor (k-NN) algorithm was applied   33 
as a data cleaning method in order to remove the noisy and borderline instances from 
the training set. Tomek links are identified by a 1-NN classifier if a pair of instances 
belongs to different classes.  This data cleaning technique has been used in several 
experiments. For example, Sun et al. [78]  applied the Tomek links technique to remove 
noisy  data  for  improving  binding  site  predictions  on  sequences  of  DNA.  They 
concluded  that  by  removing  Tomek  links  from  the  training  data,  the  classifier  can 
improve the classification accuracy. 
 
2.5  Review  of  Techniques  Handling  Imbalanced  Data 
Problems 
 
In  this  section,  the  discussion  of  the  imbalanced  data  problem  in  classification  is 
divided  into  two  parts.  These  are  general  techniques  to  handle  imbalanced  data 
problems,  which  are  normally  employed  in  binary  classification,  and  the  specific 
techniques to handle the more complicated problem, the multi-class imbalanced data. 
 
2.5.1  General Techniques to Handle Imbalanced Data Problems 
Presently,  there  are  a  number  of  research  studies  attempting  to  overcome  the 
imbalanced  data  problem  in  classification.  They  can  be  categorised  into  two  major 
approaches:  algorithm-level  approach  and  data-level  approach  [12].  While  the 
algorithm-level approach aims to adjust ML algorithms to recognise the small class, the 
data-level approach aims to re-balance the class distribution of training data.  
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2.5.1.1  The Algorithm-Level Approach 
For the algorithm approach, several algorithms have been proposed for each learning 
model. For example, in DT the proposed techniques such as adjusting the probabilistic 
estimate at the tree leaf and developing new pruning methods were employed [79]. For 
SVM,  some  proposed  techniques  were  adopted  such  as  applying  different  penalty 
constants to different classes [80], and modifying the kernel by adjusting the SVM class 
boundary [81], [82]. For ANN, a number of techniques were used such as optimising 
the weights of neural networks to recognise the smaller class [83], training the ANN 
with  only  the  target  class  instances  (one  class  learning)  [84],  and  integrating  the 
misclassification cost to neural networks (cost-sensitive learning) [85]. In the algorithm 
approach,  it  performs  as  applicant-dependent  or  algorithm-dependent  techniques. 
Therefore,  the  understanding  of  an  application  domain  and  the  knowledge  of  ML 
architecture are needed before the solutions of this approach can be implemented.  
 
2.5.1.2  The Data-Level Approach 
Generally,  the  data-level  approach  can  be  applied  to  the  training  data  before  the 
learning algorithm is employed. There are three categories of the data-level approach. 
These are the under-sampling technique, the over-sampling technique and the combined 
technique  [12].  While  the  under-sampling  technique  aims  to  balance  a  data  set  by 
removing instances of majority classes, the over-sampling technique aims to increase 
the  number  of  minority  class  instances.  In  addition,  the  combined  technique  is  the 
combination of under-sampling and over-sampling techniques.  For the under-sampling 
techniques, several algorithms have been proposed with examples as follows:  
 
Random under-sampling [9] is a non-heuristic method to balance class distribution. It 
performs under-sampling by eliminating majority class instances randomly.   35 
The Tomek links [77] technique performs by identifying a pair of instances which 
belong to different classes. The nearest neighbour method is used to find a Tomek link 
pair.  Instances in a Tomek link pair can be noise or borderline. As an under-sampling 
technique, only the majority class instances in the Tomek link pairs are eliminated [9].  
 
Condensed Nearest Neighbor Rule (CNN) [86] aims to reduce the number of training 
instances and retain only the instances needed to define the decision border for the 
learning algorithm as shown in Figure 2.9.  Therefore, in order to apply CNN as the 
under-sampling technique, the majority class instances that are distant from the decision 
boundary have to be eliminated. The instances removed are considered less relevant to 
the learning process.  
 
Figure 2.9: Training instances before and after CNN implemented [86] 
 
One-Sided Selection (OSS) [87], is an under-sampling technique which integrates the 
Tomek links and CNN. Tomek links is first applied by removing noisy and majority 
class  instances  close  to  the  borderline,  and  CNN  is  then  implemented  in  order  to 
eliminate the majority class instances that are located far from the decision border. The   36 
remaining instances for learning are all minority class instances and “safe” majority 
class instances [9]. 
 
Wilson’s Edited Nearest Neighbor Rule (ENN) [88] is used as an under-sampling 
technique by eliminating an instance which belongs to the majority class and where at 
least two of its three nearest neighbors are minority class instances. 
 
Neighborhood  Cleaning  Rule  (NCL)  [10]  extends  the  fundamentals  of  the  ENN 
under-sampling technique.  First, the majority class instances are eliminated if at least 
two of their three nearest neighbors belong to the minority class. Secondly, when the 
minority class instances are considered, if at least two of three nearest neighbors belong 
to the majority class, these majority class instances are also removed. 
 
There are also several techniques applied for over-sampling methods, for example: 
 
Random over-sampling [9]. This technique is another non-heuristic method to handle 
the imbalanced data problem. It performs over-sampling by replicating minority class 
instances randomly. 
 
Synthetic Minority Over-sampling Technique (SMOTE) [11].  SMOTE is an over-
sampling  technique.  This  technique  increases  the  number  of  new  minority  class 
instances by the interpolation method. The minority class instances that lie together are 
identified  first,  before  they  are  employed  to  form  new  minority  class  instances.  In 
Figure 2.10, it shows how the SMOTE algorithm creates synthetic data. Instance r1, r2, 
r3, and r4 are formed as new synthetic instances by interpolating instances xi1 to xi4 that 
lie together.   37 
 
 
Figure 2.10: The creation of synthetic data points in the SMOTE algorithm [89] 
 
This technique is able to generate synthetic instances rather than replicate minority class 
instances; therefore, it can avoid the over-fitting problem. The SMOTE algorithm is 
outlined in Figure 2.11. 
 
 
O is the original data set 
P is the set of positive instances (minority class instances) 
For each instance x in P 
    Find the k-Nearest Neighbors (minority class instances) to x in P  
      Obtain y by randomising one from k instances 
     difference = x – y 
     gap = random number between zero and one 
     n = x + difference * gap 
      Add n to O  
End for 
 
 
Figure 2.11: The SMOTE algorithm [11] 
 
There are also research studies combining the under-sampling technique and the over-
sampling technique. The combined techniques aim to overcome some of the drawbacks 
of  both  re-sampling  techniques.  While  the  under-sampling  technique  may  eliminate   38 
potentially useful instances, the over-sampling technique may lead to the over-fitting 
problem over the minority class [13]. The following are some examples of combined 
techniques. 
 
The  combination  of  SMOTE  and  Tomek  links  [90].  By  applying  the  combined 
technique, the over-sampling using SMOTE algorithm is first implemented, and then 
followed by applying the Tomek links technique. The Tomek links is used as a data 
cleaning technique by eliminating instances on both classes of Tomek link pairs. 
 
The  combination  of  SMOTE  and  ENN  [9].  This  technique  is  similar  to  the 
combination of SMOTE and Tomek links. ENN is implemented as under-sampling after 
the over-sampling technique, SMOTE, has been performed. ENN is also applied to 
eliminate both class instances in the same way as the previous combined technique. The 
benefit of using ENN is that it can eliminate instances more than the Tomek links 
technique. 
 
In Table 2.2, the advantages and disadvantages of techniques to handle imbalanced data 
problems  are  presented.  Even  though  the  data-level  approach  is  simple  to  apply  to 
various problem domains as it is a learning algorithm-independent technique, it may 
either  create  the  over-fitting  problem  over  the  minority  class  or  eliminate  useful 
information  from  the  training  data.  For  the  algorithm-level  approach,  although  the 
training  data  is  not  modified,  it  is  generally  more  complicated  than  the  data-level 
approach. Furthermore, the algorithm-level approach needs to be applied specifically 
for  a  learning  algorithm  (algorithm-dependent)  or  a  problem  domain  (application-
dependent). As a result, it only performs effectively in certain contexts. 
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Table 2.2: Advantages and disadvantages of techniques handling imbalanced data 
problems. 
 
Techniques  
 
 
Advantages 
 
Disadvantages 
Algorithm-Level 
Approach 
•  The training data is 
not modified  
•  Algorithm-dependent technique 
•  Application-dependent 
technique 
•  Some techniques are 
complicated and require more 
understanding of  the ML 
functions 
•  Performs effectively only in 
certain contexts 
Data-Level 
Approach 
•  Easily applies to 
problem domains or 
applications 
•  Learning algorithm -
independent 
technique 
•  The over-sampling technique 
tends to create the over-fitting 
problem over the minority class  
•  The under-sampling technique 
can eliminate useful data from 
the training set 
 
2.5.2  Multi-class Imbalanced Classification 
The class imbalance problem in multi-class data includes two sub-problems which are 
the multi-class classification problem and the imbalanced data problem. Therefore, in 
order to understand the nature of these problems, this section is separated into two sub-
sections. These are the general multi-class classification techniques and the specific 
techniques proposed to handle imbalanced data problems in multi-class classification. 
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2.5.2.1  General Multi-Class Classification Techniques 
 
Generally,  there  are  two  classification  approaches  to  handle  the  multi-class 
classification  problem.  They  are  the  single  classifier  with  multiple  outputs  and  the 
multi-binary classification techniques. The features of both approaches are described as 
follows: 
 
I. Single Classifier with Multiple Outputs 
 
 
Using this approach, in the training phase, a single classifier is trained by instances with 
multiple outputs. For example, in [91], the single classifier using a neural network was 
implemented for multi-class classification. Each class is defined as a binary string of 
length n. It is called a codeword. There are several techniques to define a codeword. A 
simple method to define a codeword is to assign the number of bits in a codeword equal 
to the number of classes. To indicate a class in a codeword, one bit is assigned as a 
value of one while the rest is defined as a value zero. Thus, the neural network classifier 
is trained by instances with outputs in the form of the codeword. In the testing phase, 
multiple predicted outcomes are interpreted before the class is assigned. For example, 
when an unknown instance is classified, the bit with the highest value of its outcome is 
assigned as a desired class. Although this approach is easy to manage by using only a 
single classifier, it tends to increase the complexity of ML in the learning process. As a 
consequence, it needs much time for training the network [91]. 
 
II. Multi-Binary Classification Techniques 
 
When performing multi-class classification, there are many algorithms decomposing the 
multi-class classification into binary classification in order to reduce the complexity of   41 
ML. The examples of techniques that have been reported are One-Against-All (OAA), 
One-Against-One (OAO), and All and One (A&O).  
 
One-Against-All (OAA) [92] [91]. In this algorithm, the K-classes data is decomposed 
into K binary classification problems. Each given class instance is trained as a positive 
class while the instances of other K-1 classes are trained as a negative class. When an 
unknown pattern is tested, the outputs of K binary classifiers are compared. Finally an 
instance is classified into the class in which the classifier produces the highest output 
value. The advantage of this method is that the number of binary classifiers that OAA 
uses is less than other methods. In K-class data, the number of binary classifiers of 
OAA employed is equal to K, while those of One-Against-One (OAO) and All and One 
(A&O) as detailed later are equal to K(K-1)/2 and K(K+1)/2 respectively. As a result, 
the  total  training  time  of  the  OAA  approach  is  shorter  than  the  OAO  and  A&O 
approaches. However, the imbalanced data problem between the positive class and the 
negative class is still a major concern of OAA because each class has to be compared 
with the other K-1 classes. If the ratio of the minority class and the majority class is 
significantly different, ML tends to bias toward the majority class, and the features of 
the minority class are barely recognised. 
 
One-Against-One  (OAO)  [91].  In  this  method,  each  class  is  compared  one-to-one 
against other classes. The K class data is decomposed into K(K-1)/2 pairs of classes. 
Therefore, the K(K-1)/2 binary classifiers are created for the training data. When an 
unknown  pattern  is  tested,  a  class  label  is  decided  by  a  “winner-takes-all”  voting 
technique. The class with the maximum votes is the winning class. The benefit of the 
OAO technique is that it does not suffer the effect of the imbalanced data problem as 
much as the OAA approach. This is because in the OAO technique, only two classes are   42 
compared one-to-one, while in the OAA technique each class is compared with other K-
1  classes  in  each  comparison.  The  disadvantage  of  the  OAO  technique  is  that  the 
number  of  binary  classifiers  increases  exponentially  when  the  number  of  classes 
increases. The more pairs of classes that need to be compared, the longer training time 
and classifying time are required. Generally, when the number of classes is high, the 
OAO approach requires longer training time than the OAA approach. 
 
All and one (A&O) [93]. This technique combines OAA and OAO in order to gain the 
benefits of both of these techniques. This approach is proposed because two classes 
with  the  highest  output  value  from  OAA  classifiers  are  recognised  as  the  possible 
classes to be assigned as the desired class. Therefore, in this approach, OAA is first 
employed in order to obtain the two classes with highest output values among OAA 
classifiers. Subsequently, the OAO approach is used to compare one-to-one these two 
classes. As a result, the class label can be finally assigned. The disadvantage of the 
A&O technique is that it has a higher number of binary classifiers than the OAA and 
OAO approaches. For any data with K classes, this technique needs to train K binary 
classifiers  for  OAA  and  K(K-1)/2  binary  classifiers  for  OAO.  The  total  number  of 
binary  classifiers  is  equal  to  K(K+1)/2.  As  a  result,  the  training  time  of  the  A&O 
approach is much longer than that of the OAA and the OAO approaches. Furthermore, 
the use of OAA in the A&O approach still causes the imbalanced data problem in the 
training phase. 
 
In Table 2.3, the advantages and disadvantages of multi-class classification techniques 
are presented.  
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Table 2.3: Advantages and disadvantages of multi-class classification techniques. 
 
Techniques  
 
 
Advantages 
 
Disadvantages 
Single Classifier 
with Multiple 
Outputs  
 
•  Easy to manage 
•  Less effect of 
imbalanced data 
•  Classification 
boundaries are sharper 
•  High degree of complexity  
•  Longer training time 
Multi-Binary 
Classification 
Techniques  
•  Less complexity  
•  Each binary classifier 
can be modelled 
independently  
•  Flexibility in making 
changes to each 
classifier 
•  Overlaps or gaps  at 
classification boundaries 
may occur 
•  Can cause ambiguity 
 
For  the  advantages  of  the  single  classifier  with  multiple  outputs  technique,  as  it  is 
developed by a single classifier it is easier to manage the training and testing of data. It 
has  also  less  effect  on  the  imbalanced  data  when  compared  to  multi-binary 
classification techniques. Furthermore, the single classifier with multiple outputs is able 
to define the classification boundaries sharply without the overlap or gaps between the 
classification boundaries. However, this technique has a higher degree of complexity 
than  the  multi-binary  classification  technique.  As  a  result,  this  can  cause  a  longer 
training time. For the multi-binary classification technique, the main advantage is that it 
has  less  degree  of  complexity.  This  is  because  it  can  simplify  the  multi-class 
classification problem into the series of binary classifications. Moreover, each binary 
classifier can be modelled independently. Each classifier can be trained separately with 
different features or different architectures. It is also flexible enough to make changes   44 
on a classifier without affecting others. However, the major disadvantage of using the 
multi-binary classification technique is the problem of overlaps or gaps at classification 
boundaries. Since each classifier is trained based on local knowledge, overlaps or gaps 
at boundaries can cause ambiguity when a class label is assigned to an instance [91].  
2.5.2.2  Multi-Class Classification for Imbalanced Data 
The  multi-class  classification  problem  with  imbalanced  data  has  recently  received 
significant  attention.  This  is  because  some  research  reported  that  the  performance 
cannot be enhanced when the techniques for taking care of the imbalanced data used in 
the  binary  classification  are  applied  to  handle  the  problem  in  the  multi-class 
classification [14]. A research study has presented that re-sampling techniques are only 
effective when used for handling imbalanced problems in the binary classification, and 
they presented a negative effect when applied to the multi-class classification [14]. This 
is because the under-sampling technique can weaken the learning process if a number 
of  useful  instances  in  each  large  class  are  removed.  The  over-sampling  technique, 
SMOTE, also can cause a negative effect because the highly imbalanced data could 
hamper  the  generation  of  synthetic  instances.  The  synthetic  instances  generated  by 
SMOTE may be misleading when the small class instances are surrounded by a number 
of large class instances [14]. However, there are some research studies which have tried 
to propose using data distribution techniques to handle imbalanced data problems in the 
multi-class classification. They are as follows: 
 
One  Against  Higher  Order  (OAHO)  [94].  This  approach  is  proposed  in  order  to 
enhance  the  performance  of  multi-class  learning  from  imbalanced  data.  They  used 
Artificial  Neural  Network  (ANN)  as  a  basic  learning  model  to  create  multi-binary   45 
classifiers.  In this approach, each class is listed in descending order according to the 
size of instances. The K classes are the list of {c1, c2, … , cK}. The OAHO technique 
creates K-1 binary classifiers for K classes, and the binary classifiers are constructed as 
a hierarchy. The first binary classifier is trained with instances of class c1 (positive 
class)  against  instances  of  the  other  classes  c2,…cK  (negative  class).  The  second 
classifier is then trained with instances of class c2 (positive class) against the instances 
of the higher order classes c3,…cK (negative class). The classifiers are implemented by 
this  technique  until  the  last  classifier  is  trained  with  instances  of  class  cK-1  against 
instances of class cK. By using this approach, a larger class is always compared with a 
group of smaller classes in order to reduce the effect of an imbalanced situation. For the 
testing phase, an instance is classified through the hierarchy of binary classifiers. When 
the first binary classifier is employed to classify a testing instance, if an instance is 
classified  as  class  c1,  then  the  classification  process  ends,  and  the  class  label  c1  is 
assigned to the instance. Otherwise, the next classifier is used and so on until the last 
classifier is used. The classification process is stopped only if the classifier can assign a 
class label to the instance. The architecture of OAHO is illustrated in Figure 2.12. 
 
Figure 2.12: Classification process of the OAHO approach [91] 
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Multi-IM  [95].  This  approach  extends  the  fundamentals  from  the  Probabilistic 
Relational Models for Imbalanced Relational Data (PRMs-IM). Multi-IM is proposed to 
handle the multi-class classification problem with imbalanced data in both relational 
and non-relational domains. It combines two main approaches, which are PRMs-IM and 
All  and  One  (A&O).  In  this  algorithm,  the  data  balancing  concept  of  PRMs-IM  is 
applied before the multi-binary classifiers using the A&O approach are created. The 
data balancing concept of PRMs-IM is similar to the random under-sampling technique. 
It balances class distribution by randomly eliminating the majority class instances. For 
the data preparation of each classifier, the training data is prepared by combining all 
instances  of  the  minority  class  with  the  same  number  of  random  instances  of  the 
majority class. Each classifier of the A&O approach is then trained and tested by the 
balanced  subset  data.  The  classifiers  implemented  by  the  Multi-IM  approach  are 
Probabilistic Relational Models (PRMs) and Bayesian Networks (BNs). While PRMs 
are used to classify the relational domain data set, BNs are employed to classify the flat 
domain data set. 
 
In Table 2.4 the advantages and disadvantages of the two multi-class imbalanced data 
techniques are compared. Although OAHO and Multi-IM are developed in order to 
overcome  the  imbalanced  data  problem  in  the  multi-class  classification,  some 
disadvantages  over  these  techniques  still  present.  For  the  OAHO  approach,  binary 
classifiers are ordered and they are constructed as a hierarchy. Therefore, if one of the 
top classifiers misclassifies the data, the wrongly classified data cannot be corrected by 
the other lower classifiers [95]. This is a potential risk which can affect the overall 
performance.  Besides, for the Multi-IM approach the balancing technique using the 
random under-sampling over the majority class may affect the ability of classification 
models. A classifier can eliminate potentially useful data in the majority class that is   47 
needed for the training phase [9]. Although each technique was designed specifically 
for handling imbalanced data problems in the multi-class classification, they still have 
some weaknesses that can affect the classification performance. Thus, in order to obtain 
better solutions for this problem, additional research on this issue is needed. 
 
Table  2.4:  Advantages  and  disadvantages  of  multi-class  imbalanced  data 
techniques. 
 
Techniques  
 
 
Advantages 
 
Disadvantages 
One Against 
Higher Order 
(OAHO) 
•  Can reduce the effect 
of imbalanced 
situation 
•  High risk of creating 
misclassification if one of 
the top classifiers 
misclassifies the data 
Multi-IM   •  Class distribution is 
balanced 
•  Can eliminate useful data 
that is needed for the 
training phase 
 
 
2.6  Summary 
 
This chapter initially provides the background of two significant data problems. These 
are noise and imbalanced data problems. Subsequently, several classification techniques 
are described such as ANN, SVM, DT and k-NN. The concept of CMTNN is also 
explained  in  detail  since  it  will  be  applied  as  misclassification  analysis  in  the 
experiment  chapters.  Afterwards,  the  research  related  to  noise  and  imbalanced  data 
handling are surveyed. In noise handling, several techniques to handle attribute noise 
and  class  noise  are  described.  In  imbalanced  data  handling,  several  techniques  of   48 
algorithm-level and data-level are mentioned.  There are three categories of data-level 
algorithm presented: the under-sampling technique, the over-sampling technique and 
the combined technique. Several re-sampling techniques are summarised, for example, 
random under-sampling, Tomek links, CNN, OSS, ENN, NCL, random over-sampling, 
and SMOTE.  In the last part of this chapter, the techniques of multi-class classification 
with imbalanced data are examined. This section includes the techniques of multi-class 
classification and the existing techniques for multi-class imbalanced data. The multi-
class classification techniques presented are the single classifier with multiple outputs 
and  the  multi-binary  classification  techniques.    The  multi-binary  classification 
techniques reviewed included OAO, OAA and A&O. Finally, the existing techniques to 
handle multi-class imbalanced data are described including OAHO and Multi-IM. 
 
By investigating the limitations of the solutions in handling noise and imbalanced data 
in  classification  problems,  it  is  found  that  every  technique  proposed  has  some 
disadvantages. Hence, it leads to the motivations of this research to propose efficient 
approaches to deal with these problems.  For the noise handling, the proposed technique 
should be applicable to any problem domain due to its characteristic of being algorithm-
independent. Additionally, the proposed technique should focus on how to eliminate 
noise with confidence without removing the useful information. For the imbalanced 
data handling, the proposed technique should be applied widely in different problem 
domains  due  to  it  being  application-independent.  The  study  should  cover  the 
imbalanced  data  problem  in  both  binary  classification  and  multi-class  classification 
problems.  Moreover,  each  technique  proposed  should  provide  better  classification 
performance when compared with the reported solution techniques. 
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Chapter 3 
Noise Detection and Elimination Using 
CMTNN Cleaning Technique 
 
3.1  Introduction 
 
As noisy data can affect the inductive learning algorithms in terms of their prediction 
performance, the main objective in this chapter is to develop and apply a new noise 
detection  and  removal  technique  in  order  to  eliminate  noise  with  confidence. 
Complementary  Neural  Network  (CMTNN)  is  applied  as  a  cleaning  technique  to 
improve the quality of training data. CMTNN is chosen to develop a new data cleaning 
technique because of its particular characteristics. It can integrate the truth and false 
membership values to deal with the uncertainty in classification while other techniques 
use  only  the  truth  membership  value.  Furthermore,  this  technique  can  improve  the 
classification  performance  higher  than  other  techniques,  which  use  only  the  truth 
membership values [73]. In order to explore which technique can identify and eliminate 
noise with confidence, other commonly used techniques such as majority voting and 
consensus voting filtering are also compared.  Four benchmark data sets obtained from 
the University of California Irvine (UCI) machine learning repository are used in the 
experiment  which  are  German  credit  data,  BUPA  liver  disorders,  Johns  Hopkins 
Ionosphere  and  Pima  Indians  Diabetes.  These  data  sets  are  binary  classification 
problems.   50 
This chapter is organised into five sections. Section 3.2 presents two proposed data 
cleaning  algorithms  using  CMTNN.  The  characteristics  of  experimental  data  are 
demonstrated in Section 3.3. Section 3.4 presents the experiments and results of the 
misclassification analysis when used with Artificial Neural Network (ANN), k-Nearest 
Neighbor (k-NN), Decision Tree (DT), and Support Vector Machine (SVM) classifiers. 
Finally, the conclusion is described in the last section. 
 
3.2  The Algorithms of  CMTNN Cleaning Technique 
 
In order to apply CMTNN for data cleaning, Truth Neural Network and Falsity Neural 
Network  are  employed  to  detect  the  misclassification  patterns.  They  are  used  to 
discover and clean misclassification patterns from a training set. In order to develop the 
cleaning technique, there are basically two ways that CMTNN can be applied. These 
two proposed cleaning techniques are described as follows. 
 
3.2.1  CMTNN Cleaning Technique I 
The CMTNN cleaning technique I aims to eliminate noise by eliminating all potential 
misclassification instances from the training set. Truth NN and Falsity NN is employed 
to detect misclassification patterns as shown in Figure 3.1. The steps are then described 
as follows: 
 
 
Figure 3.1: CMTNN Cleaning Technique I (Union data)   51 
a.  The Truth NN and Falsity NN are trained by truth and false membership values.  
b.  The prediction outputs (Y) on the training data (T) of both NNs are compared 
with the actual outputs  (O). The misclassification patterns of Truth  NN and 
Falsity NN (MTruth , MFalsity) are also detected if the prediction outputs and actual 
outputs are different.  
For Truth NN:   If YTruth i  ≠ OTruth i  then MTruth ← MTruth  ∪  {Ti}    (3.1) 
  For Falsity NN:   If YFalsity i  ≠ OFalsity i  then MFalsity  ← MFalsity  ∪  {Ti}  (3.2) 
c.  In  the  last  step,  the  new  training  set  (Tc)  is  cleaned  by  eliminating  all 
misclassification  patterns  detected  by  the  Truth  NN  (MTruth)  and  Falsity  NN 
(MFalsity) respectively. 
Tc ← T  – (MTruth ∪ MFalsity)        (3.3) 
 
 
3.2.2  CMTNN Cleaning Technique II 
Figure 3.2 demonstrates that the CMTNN cleaning technique II aims to clean noisy data 
by eliminating only the high potential misclassification instances from the training set. 
The steps are described as follows: 
a. Repeat steps a and b of CMTNN cleaning technique I. 
 
b. The new training set (Tc) is cleaned by eliminating the misclassification patterns 
detected by both the Truth NN (MTruth) and Falsity NN (MFalsity). 
    Tc  ← T  – (MTruth ∩ MFalsity)         (3.4) 
 
 
   52 
 
 
 
 
 
 
 
Figure 3.2: CMTNN Cleaning Technique II (Intersection data only) 
 
As for training a new neural network classifier, the cleaned data set (Tc) that removes 
those misclassification patterns will be used.  
 
3.3  Data Sets Used in the Experiments 
 
Four  data  sets  from  the  UCI  machine  learning  repository  [96]  are  used  in  the 
experiment. The problem domains for binary classification include German credit data, 
BUPA liver disorders, Johns Hopkins Ionosphere, and Pima Indians Diabetes. 
 
•  The purpose of the German credit data set is to predict whether a loan application is 
a good or a bad credit risk. This data contains 1,000 instances and each instance is 
described by 20 attributes. 
 
•  The purpose of the BUPA liver disorders data set is to predict whether a male 
patient shows signs of liver disorders. There are 345 instances in this data set, and 
each instance is described by 6 attributes. 
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•  The purpose of the Johns Hopkins Ionosphere data set is to predict good or bad 
radar returns from the ionosphere. Each instance is composed of 34 attributes, and 
there are 351 instances in this data set. 
 
•  The purpose of the Pima Indians Diabetes data set is to predict whether a patient 
shows  signs  of  diabetes.  This  data  contains  768  instances  and  each  pattern  is 
described by 8 attributes. 
 
The characteristics of these three data sets are shown in Table 3.1. 
Table 3.1:  Characteristics of data sets used in the experiment. 
Name of data set 
No. of 
instances 
No. of 
attributes 
No. of 
instances 
in class 1 
No. of 
instances in 
class 2 
German credit data  1000  20  700  300 
BUPA liver disorders  345  6  200  145 
Johns Hopkins Ionosphere  351  34  225  126 
Pima Indians Diabetes  768  8  500  268 
 
For the purpose of establishing the classification model and testing it, in Table 3.2 each 
data set is first split into 80% training set and 20% test set. This data ratio selected is 
based on several experiments in the literature which normally confine the experimental 
data to the test set in the range of 10% to 30% [7], [97], [98]. Furthermore, the cross 
validation method is used to obtain reasonable results. Each data set will be randomly 
split ten times to form different training and test data sets. For the purpose of this study, 
the results of the ten experiments of each data set are averaged to indicate the overall 
performance of the proposed techniques.   54 
Table 3.2: Number of patterns in the training and test sets. 
 
Name of data set 
 
No. of training data 
 
No. of test data 
 
Total 
German credit data  800  200  1000 
BUPA liver disorders  276  69  345 
Johns Hopkins Ionosphere  281  70  351 
Pima Indians Diabetes  614  154  768 
 
3.4  Experiments with the CMTNN Cleaning Technique 
There are three experiments in this section. The first experiment is conducted in order 
to investigate the ability of the CMTNN cleaning techniques. In the second experiment, 
the most effective cleaning technique proposed will be further studied by comparing it 
with  other  cleaning  techniques.  Finally,  in  the  third  experiment,  several  types  of 
learning algorithms including ANN, SVM and k-NN are employed in order to evaluate 
whether the CMTNN cleaning technique can improve the results. 
3.4.1  Experiment  I:  Investigating  the  Two  CMTNN  Cleaning 
Techniques 
The first experiment aims to study the two proposed cleaning techniques in order to 
investigate  which  technique  can  provide  better  results  in  terms  of  classification 
accuracy.  The  classification  results  of  both  CMTNN  cleaning  techniques  will  be 
compared  to  the  outputs  of  the  original  data  before  misclassification  patterns  are 
eliminated. As CMTNN is an extended technique of the feedforward back-propagation 
neural network (BPNN), therefore, the first classifier used to classify each test case in 
this experiment will be the same learning algorithm, BPNN.   55 
For the CMTNN cleaning techniques, Truth NN and Falsity NN are created to detect 
the class noise using MATLAB version 7.4. The configuration parameters are selected 
by using the guidelines of the CMTNN technique proposed in [97]. For example, each 
neural network contains only one hidden layer with 2n neurons, where n is the number 
of input attributes.  
 
Table  3.3  shows  the  average  number  of  misclassification  patterns  in  each  data  set 
detected  by  Truth  NN  and  Falsity  NN.  The  results  show  that  the  number  of 
misclassification  patterns  detected  by  both  NNs  is  almost  similar.  For  example,  in 
German credit data, misclassification patterns detected by Truth NN and Falsity NN are 
169 and 165 patterns respectively. Furthermore, there are also misclassification patterns 
discovered by both NNs, which are the same patterns misclassified by Truth NN as well 
as the Falsity NN. They are 125, 55, 6, and 115 such patterns for the German credit 
data, BUPA liver disorders, John Hopkins Ionosphere and Pima Indians Diabetes data 
set respectively. 
Table 3.3: Average number of misclassification patterns of the training sets. 
Name of data set 
No. of 
misclassification 
patterns detected 
by Truth NN 
No. of  
misclassification 
patterns detected 
by  Falsity NN 
No. of the 
misclassification 
patterns detected 
by both NNs 
German credit data  169  165  125 
BUPA liver disorders  79  77  55 
Johns Hopkins Ionosphere  10  7  6 
Pima Indians Diabetes  131  130  115 
 
After the training sets are cleaned by the two CMTNN cleaning techniques, new neural 
network  classifiers  are  trained  by  the  cleaned  training  sets.  The  classification   56 
performance of each test set before and after the cleaning of training data is evaluated. 
The comparison results are shown in Table 3.4. 
Table 3.4: Average classification accuracy (%) of the test sets before and 
after cleaning data. 
Name of data set 
Before 
cleaning 
After cleaning 
training data with 
CMTNN cleaning 
technique I 
After cleaning 
training data with 
CMTNN cleaning 
technique II 
German credit data  76.25  76.95  77.55 
BUPA liver disorders  69.99  70.14  71.45 
Johns Hopkins Ionosphere  90.29  91.71  92.00 
Pima Indians Diabetes  76.17  76.23  76.62 
 
 
In Table 3.4, the comparison results present that CMTNN cleaning technique II can 
increase the classification performance on the test sets better than CMTNN cleaning 
technique I. The classification accuracies using CMTNN cleaning technique I increase 
from 76.25% to 76.95% on German credit data, from 69.99% to 70.14% on BUPA liver 
disorders data, from 90.29% to 91.71% on Johns Hopkins Ionosphere and from 76.17% 
to 76.23% on Pima Indians Diabetes. On the other hand, the performance after cleaning 
with technique II on each data set increases to 77.55%, 71.45%, 92% and 76.62% on 
German credit data, BUPA liver disorders, Johns Hopkins Ionosphere and Pima Indians 
Diabetes respectively. 
 
In order to investigate further which technique can perform effectively when the data 
sets become noisy, different noise levels are added to the original training set from 10% 
to 40%. Noise is generated and added to the data sets in the same way as those in [19], 
[65], [20].  In order to create noise at h % noise level, the h % of training instances are   57 
randomly flipped to the opposite class label before they are combined to the original 
training set. This is to manually generate noisy data in the data set. After noise is added 
to each training set, the classification results of each test set (without noise added) are 
compared.  The  classification  outcomes  after  applying  the  two  proposed  cleaning 
techniques are shown in Table 3.5. 
Table 3.5: The classification outcomes of experimental data sets at different 
noise levels. 
 
Noise level 
  Name of data set 
Cleaning 
technique  Original 
Data 
10%  20%  30%  40% 
  Before cleaning  76.25  75.15  74.40  73.10  68.35 
German credit 
data 
CMTNN cleaning 
technique I 
76.95  76.40  76.20  74.90  73.25 
 
CMTNN cleaning 
technique II 
77.55  76.60  76.40  75.15  73.35 
  Before cleaning  69.99  65.94  60.72  58.12  56.09 
BUPA liver 
disorders 
CMTNN cleaning 
technique I 
70.14  66.96  61.59  59.13  57.54 
 
CMTNN cleaning 
technique II 
71.45  67.97  62.75  61.01  60.14 
  Before cleaning  90.29  88.43  88.00  85.86  81.71 
Johns Hopkins 
Ionosphere 
CMTNN cleaning 
technique I 
91.71  89.43  89.29  88.71  85.29 
 
CMTNN cleaning 
technique II 
92.00  90.43  90.29  90.14  86.86 
  Before cleaning  76.17  75.39  74.16  73.18  71.88 
Pima Indians 
Diabetes 
CMTNN cleaning 
technique I 
76.23  75.84  75.13  75.00  73.96 
 
CMTNN cleaning 
technique II 
76.62  76.23  75.97  75.71  74.94   58 
The  results  in  Table  3.5  show  that  both  proposed  techniques  can  improve  the 
classification  accuracy  after  cleaning  noise  from  the  training  sets.  Each  cleaning 
technique improved the classification performance significantly by up to 5% especially 
when a training set is injected with high level of noise. For example, at 40% of noise 
level,  the  CMTNN  cleaning  technique  I  can  increase  the  accuracy  from  68.35%  to 
73.25% in the German credit data, and the CMTNN cleaning technique II can improve 
the classification performance from 81.71% to 86.86% in the Johns Hopkins Ionosphere 
data. In order to compare which proposed cleaning techniques can perform better when 
the data become noisy, the corresponding classification results at different noise levels 
are illustrated in Figure 3.3.    
 
 
 
 
 
 
 
 
               (a) German credit data                       (b) BUPA liver disorders 
 
 
 
 
 
 
 
 
 
        (c) Johns Hopkins Ionosphere                   (d) Pima Indians Diabetes 
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Figure 3.3: Comparing classification results at different noise levels   59 
In each line graph above, it can be concluded that the CMTNN cleaning technique II 
generally  performs  better  than  the  CMTNN  cleaning  technique  I  at  different  noise 
levels  in  terms  of  classification  accuracies.  In  some  cases,  the  CMTNN  cleaning 
technique II outperforms the CMTNN cleaning technique I by over 2%. For example, in 
BUPA liver disorders data at 40% noise level, the classification result of the CMTNN 
cleaning technique II (60.14% accuracy) is greater than the outcome of the proposed 
cleaning  technique  I  (57.54%  accuracy)  by  2.6%.  The  reason  why  the  CMTNN 
cleaning technique II performs better than the proposed technique I is that it removes 
only the high potential misclassification patterns rather than eliminating all identified 
misclassification patterns from the training set. Thus, the CMTNN cleaning technique II 
can provide more confidence in noise identification. 
 
The CMTNN cleaning technique II, which performed effectively in this experiment, 
needs to be investigated further, and this is done by comparing it with other cleaning 
techniques in the next experiment. 
 
3.4.2  Experiment II: Compared with Other Techniques 
This experiment aims to study the performance of the proposed techniques and compare 
the results with other noise detection and elimination techniques. As has been reported 
in the last section, only the CMTNN cleaning technique II needs to be studied further 
by comparing it with other cleaning algorithms. The comparison algorithms selected are 
the Tomek links data cleaning, majority voting filtering, and consensus voting filtering 
techniques. These techniques are chosen for comparison because they are commonly 
used and have been applied to remove noise effectively in several experiments [7], [20], 
[9], [40]. 
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For the Tomek links cleaning technique, in order to identify a pair of instances which 
belongs to different classes, the nearest neighbour method is used to find a Tomek link 
pair. The noisy and borderline instances (Tomek link pairs) are then cleaned from the 
training set as shown in Figure 3.4. 
 
 
Figure 3.4: Tomek links cleaning technique: a) original data set; b) Tomek links 
identification; c) borderline and noise examples removal [9] 
 
For  the  majority  voting  and  consensus  voting  filtering,  misclassification  patterns 
detected by three different classification algorithms are compared including Artificial 
Neural  Network  (ANN),  Decision  Tree  (DT)  and  k-Nearest  Neighbor  (k-NN).  In 
addition, DT and k-NN classifiers are created by SPSS Statistics Version 17.0. In the 
experiment, a heuristic method for k-NN is applied, therefore, the value of k used in k-
NN classifier is considered as five. In order to apply the majority voting filtering, an 
instance  is  removed  when  it  is  misclassified  by  two  out  of  three  classifiers.   61 
Furthermore, if the instance is misclassified by all three classification algorithms, it is 
considered as noise for consensus voting.  
 
The comparison results before and after cleaning by each technique for the four data 
sets are shown in Table 3.6.  
Table 3.6: Average classification accuracy (%) of the test sets before and after 
cleaning data classified by ANN. 
Name of 
data set 
Before 
cleaning  
After 
cleaning 
training data 
with Tomek 
links 
technique 
After 
cleaning 
training data 
with the 
majority 
voting 
filtering 
After 
cleaning 
training data 
with the 
consensus 
voting 
filtering 
After 
cleaning 
training data 
with the 
CMTNN 
cleaning 
technique II 
German 
credit data 
76.25  77.45  76.35  77.00  77.55 
BUPA liver 
disorders 
69.99  70.72  70.29  71.01  71.45 
Johns 
Hopkins 
Ionosphere 
90.29  88.85  88.56  92.00  92.00 
Pima 
Indians 
Diabetes 
76.17  74.85  76.23  76.36  76.62 
Average  78.18  77.97  77.86  79.09  79.41 
Rank  3  4  5  2  1 
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The results in Table 3.6 show that the CMTNN cleaning technique II outperforms other 
cleaning techniques in all cases. It performs best on all test sets while the consensus 
voting filtering performs second best. Furthermore, not every cleaning technique can 
perform well on every test sets. While the Tomek links technique can only improve the 
classification  performance  on  two  data  sets,  German  credit  data  and  BUPA  liver 
disorders data, the majority voting technique performs well on three out of four data 
sets. 
 
In order to explain why the CMTNN cleaning technique II outperforms other cleaning 
techniques, the percentages of misclassification patterns removed from the training set 
by each cleaning technique are compared in Table 3.7.  It can be observed that the 
average percentage of misclassification patterns removed by the Tomek links technique 
is the highest (27.89 %). It is almost double when comparing the patterns removed by 
the  CMTNN  cleaning  technique  II  (14.10%).  Furthermore,  the  CMTNN  cleaning 
technique II removes misclassification patterns in the average percentage between the 
majority voting (21.81%) and consensus voting techniques (9.10%). This suggests that 
the CMTNN cleaning technique II removes only the highly possible misclassification 
patterns rather than eliminating all possible misclassification patterns, as Tomek links 
and the majority voting filtering technique have performed, or removes only the most 
confident patterns, as the consensus voting technique has done. In other words, the 
Tomek  links  and  the  majority  voting  filtering  technique  have  a  high  probability  of 
cleaning  out  good  patterns  while  the  consensus  voting  filtering  technique  is  too 
conservative. As a result, the consensus voting filtering technique has a high probability 
of retaining bad patterns. 
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In some cases, when the percentages of misclassification patterns of the two techniques 
are almost similar, the classification accuracies obtained by those techniques are the 
same as well. For example, in the experiment on Johns Hopkins Ionosphere data, the 
CMTNN  cleaning  technique  II  and  the  consensus  voting  technique  remove 
misclassification patterns by almost the same amount, 2.06% and 2.63% respectively. 
The classification accuracies obtained by both techniques are 92%.  This shows that the 
amount of noise patterns cleaned is a major factor affecting the quality of training data. 
Table 3.7: Average misclassification patterns (%) removed from the training sets. 
Name of data set 
Tomek 
links 
Majority 
voting 
filtering 
The CMTNN 
cleaning 
technique II 
Consensus 
voting 
filtering 
German credit data  29.58  22.41  15.59  11.7 
BUPA liver 
disorders 
38.19  31.41  20.07  9.63 
Johns Hopkins 
Ionosphere 
13.97  10.96  2.06  2.63 
Pima Indians 
Diabetes 
29.82  22.46  18.67  12.46 
Average  27.89  21.81  14.10  9.10 
 
Although the improvement of the accuracies in this case study may not be obviously 
significant, the CMTNN cleaning technique II is able to provide a means to increase the 
confidence of identifying the noisy data when compared with other cleaning techniques. 
It is still worth cleaning the noisy training data before a learning model is trained. 
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3.4.3  Experiment III: Generalising the CMTNN Cleaning Technique 
The first and the second experiments already presented the increase of classification 
performance when the CMTNN data cleaning technique II is applied. However, these 
experiments are mainly based on ANN. Therefore, in terms of generalisation, the third 
experiment aims to explore whether the CMTNN can prepare the cleaned training data 
for other learning algorithms. In addition, the outcomes of the third experiment need to 
present which classifier can be applied together with the CMTNN cleaning technique 
more  effectively.  Three  learning  algorithms  including  k-Nearest  Neighbor  (k-NN), 
Decision  Tree  (DT),  and  Support  Vector  Machine  (SVM)  are  employed  for  this 
investigation. 
 
3.4.3.1  k-NN Classifier 
In the experiment, two k-NN classifiers, which are 3-NN and 5-NN, are used to classify 
each data set. The results of both classifiers are shown in Table 3.8 and Table 3.9. 
 
The  results  in  Table  3.8  show  that  the  CMTNN  cleaning  technique  II  generally 
outperforms other cleaning techniques.  While the CMTNN cleaning technique presents 
the  best  technique  when  compared  with  other  techniques  at  an  average  of  74.94% 
accuracy,  the  cleaning  technique  with  the  consensus  voting  filtering  performs  the 
second best at an average of 74.08% accuracy. 
 
 
 
 
   65 
Table 3.8: Average classification accuracy (%) of the test sets before and after 
cleaning data classified by 3-NN. 
Name of 
data set 
Before 
cleaning 
After 
cleaning 
training data 
with Tomek 
links 
technique 
After 
cleaning 
training data 
with the 
majority 
voting 
filtering 
After 
cleaning 
training data 
with the 
consensus 
voting 
filtering 
After 
cleaning 
training data 
with the 
CMTNN 
cleaning 
technique II 
German 
credit data 
72.70  74.10  74.70  75.05  75.40 
BUPA 
liver 
disorders 
60.29  58.84  62.17  62.03  64.49 
Johns 
Hopkins 
Ionosphere 
84.29  83.57  82.71  84.00  84.14 
Pima 
Indians 
Diabetes 
74.42  74.55  75.06  75.25  75.71 
Average  72.93  72.77  73.66  74.08  74.94 
Rank  4  5  3  2  1 
 
Similarly, when the value of k used in the k-NN classifier is considered as five, the 
results in Table 3.9 present that the CMTNN cleaning technique still outperforms other 
techniques.  The  CMTNN  cleaning  technique  provides  the  average  of  classification 
accuracy among test sets at 73.81%. Furthermore, the consensus voting filtering still 
performs the second best cleaning technique when the cleaned training data is classified 
by 5-NN. The results show an average accuracy among test sets of 73.65%. 
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Table 3.9: Average classification accuracy (%) of the test sets before and after 
cleaning data classified by 5-NN. 
Name of 
data set 
Before 
cleaning 
After 
cleaning 
training data 
with Tomek 
links 
technique 
After 
cleaning 
training data 
with the 
majority 
voting 
filtering 
After 
cleaning 
training data 
with the 
consensus 
voting 
filtering 
After 
cleaning 
training data 
with the 
CMTNN 
cleaning 
technique II 
German 
credit data 
73.90  74.90  74.80  74.65  74.85 
BUPA 
liver 
disorders 
60.73  58.94  62.90  63.77  63.77 
Johns 
Hopkins 
Ionosphere 
81.86  82.14  81.14  81.57  82.00 
Pima 
Indians 
Diabetes 
74.48  74.29  75.00  74.61  74.61 
Average  72.74  72.57  73.46  73.65  73.81 
Rank  5  4  3  2  1 
 
Because of the results in Table 3.8 and Table 3.9, it is asserted that CMTNN can be 
applied as data pre-processing for k-NN. The CMTNN cleaning technique II presents as 
a robust cleaning technique on k-NN even if the k parameter of k-NN is changed. It is 
an effective cleaning technique that can be employed together with the k-NN classifier.  
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3.4.3.2  Decision Tree 
In this experiment, DT is used as a classifier. The classification accuracies of different 
cleaning techniques are compared.  The classification results of each data set before and 
after cleaning are shown in Table 3.10. 
Table 3.10: Average classification accuracy (%) of the test sets before and after 
cleaning data classified by DT. 
Name of 
data set 
Before 
cleaning 
After 
cleaning 
training data 
with Tomek 
links 
technique 
After 
cleaning 
training data 
with the 
majority 
voting 
filtering 
After 
cleaning 
training data 
with the 
consensus 
voting 
filtering 
After 
cleaning 
training data 
with the 
CMTNN 
cleaning 
technique II 
German 
credit data 
72.35  73.50  73.60  73.45  75.25 
BUPA 
liver 
disorders 
61.16  63.93  62.46  59.70  63.93 
Johns 
Hopkins 
Ionosphere 
85.27  85.71  86.86  88.30  87.72 
Pima 
Indians 
Diabetes 
75.32  73.57  74.23  74.95  74.15 
Average  73.53  74.18  74.29  74.10  75.26 
Rank  5  3  2  4  1 
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The  results  in  Table  3.10  show  that  the  CMTNN  cleaning  technique  II  generally 
performs better than other cleaning techniques. While the CMTNN cleaning technique 
II performs the best (75.26%) when compared with others, the majority voting filtering 
and Tomek links technique are the second best (74.29%) and the third best (74.18%) 
respectively. It is asserted that the CMTNN cleaning technique can be applied as data 
pre-processing for the DT classifier as well. 
 
3.4.3.3  SVM Classifier 
The SVM technique is employed as a classifier in the experiment. The kernel function 
selected to handle a non-linear classification problem is Radial Basis Function (RBF). 
The results in Table 3.11 presented that in general the CMTNN cleaning technique II 
outperforms the other cleaning techniques. The CMTNN cleaning technique II presents 
the best technique of data cleaning when compared with other techniques at an average 
of 79.99% accuracy. 
 
However, in some cases, such as BUPA liver disorder and Pima Indians Diabetes, all 
cleaning techniques applied cannot improve the classification accuracy. There are some 
factors that may have a negative effect when data cleaning is applied. One of them is 
the class imbalance problem. Cleaning techniques may detect rare patterns (exceptions) 
in the minority class as noise before they are removed.  Therefore, a learning model 
may  lose  some  good  patterns  to  generalise  a  correct  classification  and,  finally,  the 
classification  performance  tends  to  decrease.  The  class  imbalance  problem  is  a 
significant issue of the classification problem that will be studied further and reported 
on in the next chapter. 
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Table 3.11: Average classification accuracy (%) of the test sets before and after 
cleaning data classified by SVM. 
Name of 
data set 
Before 
cleaning 
After 
cleaning 
training data 
with Tomek 
links 
technique 
After 
cleaning 
training data 
with the 
majority 
voting 
filtering 
After 
cleaning 
training data 
with the 
consensus 
voting 
filtering 
After 
cleaning 
training data 
with the 
CMTNN 
cleaning 
technique II 
German 
credit data 
75.45  75.30  76.45  76.65  77.75 
BUPA 
liver 
disorders 
72.61  70.87  70.87  71.59  72.32 
Johns 
Hopkins 
Ionosphere 
94.00  94.43  94.57  94.57  94.43 
Pima 
Indians 
Diabetes 
76.17  75.97  75.32  75.46  75.45 
Average  79.56  79.14  79.30  79.57  79.99 
Rank  3  5  4  2  1 
 
 
 
3.5  Summary 
 
This chapter presents how a technique using misclassification analysis can be applied 
successfully for data cleaning. The proposed noise detection and elimination technique 
can increase the confidence of cleaning noisy data used for training. The classification 
problem  using  ANN  is  focused  on  in  the  first  part  of  this  chapter.  Two  cleaning   70 
techniques applied by CMTNN are employed to detect misclassification patterns. The 
training data is cleaned by eliminating the misclassification patterns discovered by the 
Truth  NN  and  Falsity  NN.  After  misclassification  patterns  are  removed  from  the 
training set, a neural network classifier is trained by cleaned data. Finally, after the test 
data is classified, the classification performance in each test set is evaluated in terms of 
classification accuracy. 
 
In the experiment, four data sets from the University of California Irvine (UCI) machine 
learning repository including German credit data, BUPA liver disorders, Johns Hopkins 
Ionosphere, and Pima Indians Diabetes are used. The experimental results show that the 
CMTNN cleaning technique II, which eliminates the misclassification patterns detected 
by both the Truth NN and Falsity NN, outperforms the CMTNN cleaning technique I, 
which eliminates all misclassification patterns detected by the Truth NN and Falsity NN 
respectively. This is because it can identify and eliminate noise with confidence. The 
CMTNN  cleaning  technique  II  removes  only  the  highly  possible  misclassification 
patterns rather than eliminating all possible misclassification patterns. 
 
Furthermore,  the  results  of  the  CMTNN  technique  II  are  compared  with  other 
techniques including the Tomek links cleaning, the majority voting and the consensus 
voting  filtering  techniques.  Results  obtained  from  the  experiment  indicated  that  the 
CMTNN cleaning technique II can perform better than other techniques in most test 
cases. This is because the Tomek links and the majority voting filtering technique have 
the  probability  of  cleaning  out  good  patterns,  while  the  consensus  voting  filtering 
technique is too conservative and has a high probability of retaining bad patterns. 
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In the last part of this chapter, a number of learning algorithms including k-Nearest 
Neighbor  (k-NN),  Decision  Tree  (DT),  and  Support  Vector  Machine  (SVM)  are 
employed in order to explore whether the CMTNN can be used to clean data for other 
learning  algorithms.  The  experimental  results  showed  that  the  CMTNN  cleaning 
technique  II  generally  outperforms  the  other  cleaning  techniques.  However,  it  is 
observed that in some cases, such as John Hopkins Ionosphere data classified by 3-NN, 
Pima Indians Diabetes data classified by DT, and BUPA liver disorders classified by 
SVM, not every cleaning technique applied can improve the classification accuracy. 
There are several factors that may affect the ability of cleaning techniques when the 
different leaning algorithms are employed. One of them is the class imbalance problem. 
Cleaning techniques may detect rare patterns in the minority class as noise before they 
are removed. As a result, a learning model may lose some good patterns to generalise a 
correct classification. The class imbalance problem will be discussed more in the next 
chapter. 
 
Lastly, when the results of the CMTNN cleaning technique II in each classifier are 
compared,  the  CMTNN  cleaning  technique  tends  to  present  as  the  best  cleaning 
technique  on  the  ANN  classifier.  This  is  because  it  can  improve  the  classification 
accuracy in all test cases. The common feature between the data cleaning technique 
using  CMTNN  and  the  learning  model  using  ANN  is  an  important  factor  that  can 
enhance the classification performance. 
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Chapter 4  
CMTNN Re-Sampling Technique for 
Class Imbalance Problems  
 
4.1  Introduction 
 
In classification, when the distribution of the training data among classes is uneven, the 
learning algorithm is generally dominated by the features of the majority classes. The 
features in the minority classes are normally difficult to fully recognise. As a result, the 
classification accuracy of the minority classes may be low when compared with the 
classification accuracy of the majority classes. Therefore, in order to address the issue 
of the minority classes in an imbalanced data set, techniques are needed to enhance the 
machine learning (ML) algorithm. Most reported research dealing with this problem 
aimed to increase the classification performance of imbalanced data. They focused on 
examining the feasibility of re-distribution techniques for handling imbalanced data [9], 
[10], [11], [68]. The problem of conventional re-sampling techniques is that the under-
sampling  technique  may  discard  useful  data  from  the  training  set,  and  the  over-
sampling technique may also create the over-fitting problem over the minority class 
[68], [56]. However, several cases in the literature have presented that the combination 
of under-sampling and over-sampling techniques generally provides better results than a 
single technique [9]. Therefore, by considering in a similar direction, this research takes 
an  alternative  approach  by  proposing  alternative  re-distribution  techniques  using   73 
misclassification  analysis  to  enhance  the  classification  performance.  Both  single  re-
sampling  and  combined  re-sampling  techniques  are  proposed  and  investigated.  The 
main objective in this chapter is to develop and apply a new re-sampling technique to 
handle the imbalanced data problem only on the binary classification while the scope of 
the imbalanced data problem in the multi-class classification is investigated further in 
the next chapter. 
 
In this study, the data cleaning approaches successfully implemented in Chapter 3 are 
applied  as  the  data  re-distribution  technique.  The  new  re-sampling  techniques  are 
introduced in order to balance data between the minority class and the majority class. 
Several under-sampling techniques and combined re-sampling techniques, which are 
based on the Complementary Neural Network (CMTNN) data cleaning and Synthetic 
Minority Over-sampling Technique (SMOTE), are proposed before they are examined 
with real-world data sets.  
 
In the experiments, four classification data sets from the University of California Irvine 
(UCI) machine learning repository [96] are used. These are Pima  Indians Diabetes, 
German credit data, Haberman's Survival data, and Single Proton Emission Computed 
Tomography  (SPECT)  heart  data.  These  data  sets  are  selected  because  they  are 
imbalanced data sets with various ratios between the minority class and the majority 
class.  They  are  also  benchmark  data  sets  which  have  been  commonly  used  in  the 
literature.  Furthermore,  the  results  of  other  techniques  such  as  the  Tomek  links, 
Wilson’s Edited Nearest Neighbor Rule (ENN), SMOTE, SMOTE + Tomek links, and 
SMOTE  +  ENN  are  compared  with  the  proposed  techniques.  These  techniques  are 
selected for comparison in the experiment because they have been applied widely to the 
class imbalance problem [9], [68].   74 
This  chapter  is  structured  into  six  sections.  Section  4.2  presents  the  two  proposed 
under-sampling  techniques  applied  by  CMTNN.  Section  4.3  describes  the 
characteristics of experimental data sets. The evaluation measures including Geometric 
Mean (G-Mean) and the area under the ROC curve (AUC) are demonstrated in Section 
4.4.  Section  4.5  presents  the  investigation  of  six  proposed  re-sampling  techniques 
applied by the CMTNN under-sampling techniques. The experimental results compared 
with  other  re-sampling  techniques  are  also  discussed.  Furthermore,  in  order  to 
generalise  the  CMTNN  re-sampling  techniques,  they  are  implemented  into  several 
classification algorithms including Artificial Neural Network (ANN), Support Vector 
Machine (SVM), and k-Nearest Neighbor (k-NN). Finally, the conclusion is presented 
in Section 4.6. 
 
4.2  The CMTNN Under-Sampling Techniques 
 
In  order  to  apply  CMTNN  as  an  under-sampling  technique,  Truth  Neural  Network 
(Truth  NN)  and  Falsity  Neural  Network  (Falsity  NN)  are  employed  to  detect  and 
remove misclassification patterns from a training set. The CMTNN cleaning techniques 
proposed in Chapter 3 are adapted to perform as under-sampling techniques. The two 
under-sampling techniques proposed are described as follows: 
 
4.2.1  CMTNN Under-Sampling Technique I 
This under-sampling technique I aims to balance class distribution by eliminating the 
highly potential noisy instances from the majority class of a training set. Truth NN and 
Falsity NN is employed to detect misclassification patterns as shown in Figure 4.1. The 
steps of this technique are described as follows.   75 
a.  Prepare the training data for Falsity NN by complementing the target outputs of 
the training set. 
b.  The Truth NN and Falsity NN are trained by truth and false membership values.  
c.  The prediction outputs (Y) on the training data (T) of both NNs are compared 
with the actual outputs (O).  
d.  The misclassification patterns of Truth NN and Falsity NN (MTruth , MFalsity) are 
also detected if the prediction outputs and actual outputs are different.  
For Truth NN:   If YTruth i  ≠ OTruth i  then MTruth ← MTruth  ∪  {Ti}   (4.1) 
  For Falsity NN:   If YFalsity i  ≠ OFalsity i  then MFalsity  ← MFalsity  ∪  {Ti}  (4.2) 
e.  The under-sampling for the new training set (Tu) is performed by eliminating the 
misclassification patterns of the majority class detected by both the Truth NN 
(MTruth) and Falsity NN (MFalsity). 
        Tu  ← T  – (MTruth ∩ MFalsity)Majoirty      (4.3) 
f.  Finally, the training data set that removes those misclassification patterns will be 
used. 
 
 
Figure 4.1: CMTNN under-sampling technique I (Intersection data only)   76 
4.2.2  CMTNN Under-Sampling Technique II 
Figure 4.2 shows that the under-sampling technique II aims to balance class distribution 
by  eliminating  all  potential  noisy  data  from  majority  class  instances.  The  steps  are 
described as follows: 
 
 
Figure 4.2: CMTNN under-sampling technique II (Union data) 
a.  Repeat steps a to d of the CMTNN under-sampling technique I. 
b.  The under-sampling for the new training set (Tu) is performed by eliminating all 
misclassification patterns of the majority class detected by the Truth NN (MTruth) 
and Falsity NN (MFalsity) respectively.  
Tu ← T  – (MTruth ∪ MFalsity) Majoirty        (4.4) 
 
It should be noted that if the misclassification patterns appear in both Truth NN 
and Falsity NN, that is, duplication, only one set will be used. 
 
 
4.3  Data Sets Used in the Experiments 
 
Four data sets from the UCI machine learning repository [96] including Pima Indians 
Diabetes data, German credit data, Haberman's Survival data, and SPECT heart data are   77 
used in the experiment. These four data sets are two-class data with an imbalanced data 
problem. Each data is described as follows: 
 
•  The purpose of the Pima Indians Diabetes data set is to predict whether a patient 
shows  signs  of  diabetes.  This  data  contains  768  instances  and  each  pattern  is 
described by eight attributes. The percentage of the minority class instances is only 
34.90% of total instances. 
 
•  The purpose of the German credit data set is to predict whether a loan application is 
a good or bad credit risk. This data contains 1,000 instances and each instance is 
described by 20 attributes. The ratio of the minority class to the majority class is 
3:7. 
 
•  The purpose of the Haberman's Survival data set is to predict whether a patient, 
who had undergone surgery for breast cancer, survives more than five years or dies 
within five years. Each instance is composed of three attributes, and there are 306 
instances in this data set. In addition, only 26.47% of total instances belong to the 
minority class. 
 
•  The purpose of the SPECT heart data set is to predict whether a patient is normal or 
abnormal on diagnosing of cardiac SPECT images. There are 267 instances in this 
data set, and  each instance is described by 22  attributes. The class distribution 
between  the  minority  class  and  the  majority  class  are  20.60%  and  79.40% 
respectively. 
 
The characteristics of these four data sets are shown in Table 4.1.   78 
Table 4.1:  Characteristics of each data set used in the experiment. 
Name of data set 
No. of 
instances 
No. of 
attributes 
Minority 
class (%) 
Majority 
class (%) 
Pima Indians Diabetes data  768  8  34.90  65.10 
German credit data  1000  20  30.00  70.00 
Haberman's Survival data  306  3  26.47  73.53 
SPECT heart data  267  22  20.60  79.40 
 
In the experiment, the same method of creating the classification model as shown in 
Chapter 3 is employed. Each data set is split into 80% training set and 20% test set as 
shown in Table 4.2. Furthermore, the cross validation method is employed by randomly 
splitting ten times to form different training and test data sets. The results of the ten 
experiments of each data set are averaged. 
Table 4.2: Number of patterns in the training and test sets. 
Name of data set 
No. of 
training 
data 
No. of 
test data 
Total 
Pima Indians Diabetes data  614  154  768 
German credit data  800  200  1000 
Haberman's Survival data  244  62  306 
SPECT heart data  214  53  267 
 
 
4.4  Evaluation measures 
 
In  order  to  evaluate  the  classification  performance  of  an  imbalanced  data  set,  the 
conventional  classification  accuracy  cannot  be  used  for  this  purpose  because  the 
minority class has a minor impact on the accuracy when compared to the majority class   79 
[12].  For example, when a problem domain contains a minority class (positive class) of 
only 2%, if the ML classifies all testing instances as the negative class, the classification 
accuracy would achieve up to 98%. The accuracy measurement may be meaningless if 
the accuracy of the minority class instances is of greater interest when compared to the 
accuracy of the majority class instances. Therefore, alternative measures are employed 
in order to evaluate the classification performance of such an imbalance problem. The 
widely used measures for the class imbalance problem are the Geometric Mean (G-
Mean)  and  the  area  under  the  ROC  curve  (AUC)  [12],  [68].  They  are  applied  to 
evaluate the classification performance in the experiments of this chapter. These are 
good indicators for the class imbalance problem because they attempt to maximise the 
accuracy between the minority class and the majority class. The AUC and G-Mean are 
also independent of the imbalanced distribution [68], [87]. 
 
In binary classification, there are four groups of positive and negative class instances as 
denoted in the confusion matrix, which are presented in Table 4.3. While ACTUAL 
represents the true output, PREDICTED represents the output assigned by the classifier. 
TP and TN denote the number of positive and negative instances which are classified 
correctly.  FN  and  FP  also  represent  the  number  of  misclassification  instances  of 
positive and negative classes respectively. 
Table 4.3: Confusion matrix for binary classification [99]. 
  ACTUAL 
  Positive class  Negative class 
Positive 
class 
True positive 
(TP) 
False positive 
(FP) 
 
 
PREDICTED 
Negative 
class 
False negative 
(FN) 
True negative 
(TN)   80 
There  are  several  measures  that  can  be  derived  by  using  the  confusion  matrix,  for 
example: 
True Positive Rate: TPrate =
FN TP
TP
+
        (4.5) 
False Positive Rate: FPrate = 
FP TN
FP
+
      (4.6) 
True Negative Rate: TNrate =
FP TN
TN
+
        (4.7) 
False Negative Rate: FNrate =
FN TP
FN
+
        (4.8) 
 
These  measures  can  be  devised  into  different  evaluation  criteria,  and  they  are  also 
employed by G-Mean and AUC as described in the following section. 
 
4.4.1  Geometric Mean (G-Mean) 
G-Mean [12] is defined as the square root of the product of sensitivity, True Positive 
Rate (TPrate), and specificity, True Negative Rate (TNrate), as shown by the equation 4.9. 
While  sensitivity  is  the  classification  accuracy  on  the  minority  class  instances  (the 
positive class instances), specificity is the classification accuracy on the majority class 
instances (the negative class instances). The benefit of G-Mean is that it can balance the 
performance of ML algorithm between a minority class and a majority class. 
 
G-Mean =   y Specificit y Sensitivit ×             (4.9) 
 
4.4.2  The Area Under the ROC Curve (AUC) 
The Receiver Operating Characteristic (ROC) curve [12] is a two-dimensional graph 
which  is  the  trade-off  between  True  Positive  Rate  (TPrate),  and  False  Positive  Rate   81 
(FPrate ). While TPrate  is represented on the Y-axis, the FPrate is represented on the X-
axis as shown in Figure 4.3. 
 
 
Figure 4.3: ROC Curve 
 
The advantage of the ROC curve is that it can provide a visual representation of the 
relative  trade-offs  between  benefits  (TPrate)  and  costs  (FPrate)  of  classification  with 
regard to data distribution [26]. The ideal classification model can plot the ROC curve 
which equal to one of TPrate and zero of FPrate. Therefore, the effective classification 
model  tends  to  plot  the  ROC  curve  close  to  the  upper  left  corner  of  the  diagram. 
Generally,  the  ROC  curve  is  used  to  present  the  classification  performance  of  a 
classifier.  However,  when  several  classification  models  need  to  be  compared,  it  is 
difficult to use several curves to determine which model is better, unless one of them 
can obviously dominate the other curves [100]. Therefore, the area under the ROC 
curve (AUC) is used as an alternate measure.  
 
AUC is a single scalar representing the total area that falls under the ROC curve. It 
normally shows the values between zero and one. The benefit of AUC is that it can be   82 
used to evaluate the classification performance even if the class distribution of minority 
and majority instances is highly imbalanced [101]. The larger the AUC value that is 
generated, the better the classification performance that is provided.  
 
 
4.5  Experiments with the Re-Sampling Techniques 
 
This section presents two experiments. The first experiment is conducted in order to 
investigate the ability of the proposed re-sampling techniques dealing with the class 
imbalance  problem.  In  the  second  experiment,  the  effective  re-sampling  techniques 
proposed are studied further by comparing them with other re-sampling techniques. 
Furthermore, they are tested on several types of learning algorithms including ANN, 
SVM and k-NN.  
 
4.5.1  Experiment  I:  Applying  and  Investigating  the  Re-Sampling 
Techniques 
The  two  CMTNN  under-sampling  techniques  are  applied  differently  into  six  re-
sampling  methods.  These  methods  are  implemented  into  the  training  set  as  pre-
processing before the classification model is trained. The six re-sampling techniques are 
shown as follows: 
a.  Apply the CMTNN under-sampling technique I. 
b.  Apply the CMTNN under-sampling technique II. 
c.  Apply the CMTNN under-sampling technique I to the majority class and then 
employ the over-sampling technique, SMOTE, to the minority class. 
d.  Apply the CMTNN under-sampling technique II to the majority class and then 
employ the over-sampling technique, SMOTE, to the minority class.   83 
e.  Over-sampling  the  minority  class  using  SMOTE  technique  before  under-
sampling both classes using the CMTNN under-sampling technique I. 
f.  Over-sampling  the  minority  class  using  SMOTE  technique  before  under-
sampling both classes using the CMTNN under-sampling technique II. 
 
The re-sampling method c and d can be demonstrated by Figure 4.4, and the re-
sampling method e and f can be demonstrated by Figure 4.5. 
 
 
 
Figure 4.4: The re-sampling method c and d 
 
 
 
 
Figure 4.5: The re-sampling method e and f 
 
It should be noted that the ratio between the minority and majority class instances after 
over-sampling is 1:1. This ratio is recommended by several research studies of class 
distribution  [32],  [102].  After  the  training  sets  are  processed  by  each  re-sampling   84 
technique,  new  neural  network  classifiers  are  trained  by  the  new  training  sets.  The 
classification performance on each test set is evaluated. The experimental results are 
shown in Table 4.4 to Table 4.7. 
 
Table 4.4: The results of each re-sampling technique on Pima Indians 
Diabetes data. 
 
Techniques  G-Mean  AUC 
Original Data  70.12  0.8276 
a. CMTNN under-sampling technique I   72.64  0.8235 
b. CMTNN under-sampling technique II  74.16  0.8292 
c. CMTNN under-sampling technique I +     
    SMOTE  75.55  0.8332 
d. CMTNN under-sampling technique II +  
    SMOTE  74.53  0.8300 
e. SMOTE + CMTNN under-sampling    
   technique I (both classes) 
75.00  0.8285 
f. SMOTE + CMTNN under-sampling    
   technique II (both classes) 
74.96  0.8300 
The best technique  c.  c. 
Second best  e.  d., f. 
 
In  Table  4.4,  the  results  of  each  proposed  re-sampling  technique  on  Pima  Indians 
Diabetes  data  are  demonstrated.  The  results  show  that  all  proposed  re-sampling 
techniques  generally  provide  better  outcomes  in  terms  of  G-Mean  and  AUC  when 
compared with the classification results of the original data. The combined technique c, 
CMTNN under-sampling technique I + SMOTE, can generate the best outcome among 
the proposed techniques (75.55% of G-Mean and 0.8332 of AUC). The second best 
techniques  are  technique  d,  e  and  f.  While  technique  e  generates  the  second  best   85 
outcome on G-Mean (75.00%), technique d and f provide the second best outcome on 
AUC (0.8300). 
 
Table 4.5:  The results of each re-sampling technique on German credit data. 
Techniques  G-Mean  AUC 
Original Data  63.92  0.7723 
a. CMTNN under-sampling technique I   67.79  0.7763 
b. CMTNN under-sampling technique II  70.26  0.7774 
c. CMTNN under-sampling technique I +     
    SMOTE  72.03  0.7855 
d. CMTNN under-sampling technique II +  
    SMOTE  73.32  0.7873 
e. SMOTE + CMTNN under-sampling    
   technique I (both classes) 
71.52  0.7844 
f. SMOTE + CMTNN under-sampling    
   technique II (both classes) 
72.07  0.7860 
The best technique  d.  d. 
Second best  f.  f. 
 
In Table 4.5, the results of the proposed re-sampling technique on German credit data 
are compared with the results of the original data. Similar to the outcomes in Table 4.4, 
each proposed re-sampling techniques significantly improves the results of G-Mean and 
AUC when compared with the results of the original data (63.92% of G-Mean and 
0.7723 of AUC). While technique d, CMTNN under-sampling technique II +SMOTE, 
provides  the  best  results  at  73.32%  of  G-Mean  and  0.7873  of  AUC,  technique  f, 
SMOTE + CMTNN under-sampling technique II (both classes), shows the second best 
outcomes at 72.07% of G-Mean and 0.7860 of AUC. 
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Table 4.6:  The results of each re-sampling technique on Haberman's 
Survival data. 
Techniques  G-Mean  AUC 
Original Data  33.11  0.5885 
a. CMTNN under-sampling technique I   34.66  0.5930 
b. CMTNN under-sampling technique II  46.77  0.6378 
c. CMTNN under-sampling technique I +     
    SMOTE  60.00  0.6452 
d. CMTNN under-sampling technique II +  
    SMOTE  62.78  0.6770 
e. SMOTE + CMTNN under-sampling    
   technique I (both classes) 
61.41  0.6653 
f. SMOTE + CMTNN under-sampling    
   technique II (both classes) 
58.59  0.6248 
The best technique  d.  d. 
Second best  e.  e. 
 
Table  4.6  show  the  classification  results  on  Haberman’s  Survival  data  after  each 
proposed  re-sampling  technique  is  applied  to  the  training  data.  Each  re-sampling 
technique can improve the performance in terms of G-Mean and AUC significantly. 
Technique  d,  CMTNN  under-sampling  technique  II  +  SMOTE,  shows  considerable 
improvement (62.78% of G-Mean, 0.6770 of AUC) compared with the results of the 
original data (33.11% of G-Mean, 0.5885 of AUC). In addition, technique e, SMOTE + 
CMTNN under-sampling technique I (both classes), provides the second best results at 
61.41% of G-Mean and 0.6653 of AUC. 
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Table 4.7:  The results of each re-sampling technique on SPECT heart data. 
Techniques  G-Mean  AUC 
Original Data  64.05  0.7590 
a. CMTNN under-sampling technique I   69.07  0.7763 
b. CMTNN under-sampling technique II  67.94  0.7783 
c. CMTNN under-sampling technique I +     
    SMOTE 
73.86  0.8374 
d. CMTNN under-sampling technique II +  
    SMOTE 
74.32  0.8273 
e. SMOTE + CMTNN under-sampling    
   technique I (both classes) 
73.00  0.8264 
f. SMOTE + CMTNN under-sampling    
   technique II (both classes) 
74.04  0.8373 
The best technique  d.  c. 
Second best  f.  f. 
 
In  Table  4.7,  the  classification  outcomes  after  applying  re-sampling  techniques  on 
SPECT heart data are shown. Each re-sampling technique still presents considerable 
improvement when compared with the outcome of the original data. While technique d, 
CMTNN under-sampling technique II + SMOTE, generates the best result of G-Mean 
at 74.32%, technique c, CMTNN under-sampling technique I + SMOTE, provides the 
best outcome of AUC at 0.8374. Furthermore, technique f, SMOTE + CMTNN under-
sampling technique II (both classes), presents the second best results at 74.04% of G-
Mean and 0.8373 of AUC. 
 
 
When the proposed re-sampling techniques are compared with each other, the results in 
Tables  4.4  to  4.7  show  that  generally,  of  the  proposed  combined  re-sampling 
techniques,  techniques  c,  d,  e  and  f  perform  better  than  the  single  under-sampling   88 
techniques, techniques a and b. This is because the combined re-sampling techniques 
perform re-balancing up to 1:1 ratio between the minority and the majority classes 
while techniques a and b still show a number of imbalanced instances between both 
classes. 
 
Generally,  the  re-sampling  technique  d,  CMTNN  under-sampling  technique  II  + 
SMOTE, provides satisfactory results with the best or the second best technique when 
compared with other techniques in each data set. In order to explain why this combined 
re-sampling  technique  can  generate  satisfactory  outcomes,  the  characteristics  of  the 
combined technique needs to be discussed. On one hand, the misclassification analysis 
using CMTNN can enhance the quality of the training data by removing all identified 
misclassification  patterns  from  the  majority  class.  On  the  other  hand,  SMOTE 
technique gains the benefits of avoiding the over-fitting problem of the minority class 
by  interpolating  new  minority  class  instances  rather  than  duplicating  the  existing 
instances [9].  
 
The experiment in this section is only a preliminary investigation of each proposed re-
sampling technique. The combined re-sampling techniques c, d, e and f, which perform 
effectively in this experiment, will be studied further in the next section.  They will be 
compared  to  other  re-sampling  techniques  including  Tomek  links,  ENN,  SMOTE, 
SMOTE + ENN, and SMOTE + Tomek links. The combined re-sampling techniques 
are also investigated in several types of learning algorithms. These include ANN, SVM, 
and k-NN.    
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4.5.2  Experiment II: Comparing the Re-Sampling Techniques in 
Several Learning Algorithms 
In experiment II, after the training sets are applied by the four combined re-sampling 
techniques, three different learning algorithms, which are ANN, SVM—kernel function 
=  Radial  Basis  Function  (RBF)—and  k-NN  (k=5)  are  used  for  the  classification. 
Furthermore, in order to compare the performance of the proposed techniques with 
others,  the  over-sampling  technique,  SMOTE,  and  the  other  two  under-sampling 
approaches, Tomek links and ENN, are used for this purpose. The combined techniques 
of  over-sampling  and  under  sampling  algorithms  including  SMOTE  +  ENN,  and 
SMOTE  +  Tomek  links  are  also  employed  to  compare  the  performance.    The 
classification results in terms of G-Mean and AUC of each data set are shown in Table 
4.8 to Table 4.10. 
 
The results of the ANN classifier in Table 4.8 present that the proposed re-sampling 
techniques (techniques 1, 2, 3 and 4) show considerable improvement when compared 
with  the  results  of  G-Mean  on  original  test  sets,  from  5.43%  to  29.67%.    The  re-
sampling  technique  2,  CMTNN  under-sampling  technique  II  +  SMOTE,  generally 
provides the best outcome among the comparison techniques in most test cases. This 
technique generates the best results in three data sets, which are German credit data    
(G-Mean = 73.32%, AUC = 0.7873), Haberman's Survival data (AUC = 0.6770), and 
SPECT heart data (G-Mean = 74.32%).  
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Table 4.8: The results of G-Mean and AUC for each data set classified by ANN. 
 
Pima Indian 
Diabetes data 
German 
credit data 
Haberman’s 
Survival data 
SPECT 
heart data 
Techniques  GM  AUC  GM  AUC  GM  AUC  GM  AUC 
Original Data  70.12  0.8276  63.92  0.7723  33.11  0.5885  64.05  0.7590 
1. Technique I  +   
     SMOTE  75.55  0.8332  72.03  0.7855  60.00  0.6452  73.86  0.8374 
2. Technique II +     
     SMOTE  74.53  0.8300  73.32  0.7873  62.78  0.6770  74.32  0.8273 
3. SMOTE  +  
    Technique I    
    (both classes)  75.00  0.8285  71.52  0.7844  61.41  0.6653  73.00  0.8264 
4. SMOTE  +  
   Technique II  
   (both classes)  74.96  0.8300  72.07  0.7860  58.59  0.6248  74.04  0.8373 
5. ENN  72.64  0.8298  70.74  0.7794  50.45  0.6305  71.80  0.7895 
6. Tomek links  73.11  0.8288  70.48  0.7793  51.88  0.6323  72.88  0.8178 
7. SMOTE  74.30  0.8281  71.48  0.7777  58.60  0.6345  73.59  0.8241 
8. SMOTE  +   
   Tomek links  74.91  0.8311  71.79  0.7808  62.81  0.6770  72.65  0.8257 
9. SMOTE + ENN  75.53  0.8346  70.91  0.7810  57.91  0.6320  73.01  0.8400 
Average 1-9  74.50  0.8305  71.59  0.7824  58.27  0.6465  73.24  0.8251 
Best technique  1  9  2  2  8  2,8  2  9 
Second best  9  1  4  4  2  3  4  1 
 
In order to investigate which technique generally performs well across test cases, the 
results of each re-sampling technique compared with the average of G-Mean and AUC 
are examined. The highlighted values in the table represent the outcomes which are 
above the average. As shown in Table 4.8, there are five techniques performing well 
across the test cases. These are the technique 1 (CMTNN under-sampling technique I + 
SMOTE), technique 2 (CMTNN under-sampling technique II + SMOTE), technique 3 
(SMOTE + CMTNN under-sampling technique I, both classes), technique 4 (SMOTE + 
CMTNN under-sampling technique  II, both classes), and the combined technique 8   91 
(SMOTE+ Tomek links). These techniques can provide the outcomes above the average 
in most test cases. For the other techniques, although SMOTE, ENN and Tomek links 
are able to improve the performance results compared with the outcomes of the original 
data, they provide classification performance lower than the average across the test 
cases. Furthermore, technique 9 (SMOTE + ENN) does not show results above the 
average across test cases. It performs well only on two data sets, which are Pima Indian 
Diabetes data and SPECT heart data. 
Table 4.9: The results of G-Mean and AUC for each data set classified by SVM. 
 
 
Pima Indian 
Diabetes data 
German 
credit data 
Haberman’s 
Survival data 
SPECT 
heart data 
Techniques  GM  AUC  GM  AUC  GM  AUC  GM  AUC 
Original Data  67.81  0.8294  56.78  0.7660  19.13  0.6520  71.81  0.7249 
1. Technique I  +   
     SMOTE  74.75  0.8144  60.03  0.7573  61.16  0.6505  73.08  0.7349 
2. Technique II +     
     SMOTE  74.89  0.8177  66.84  0.7626  60.92  0.6732  74.80  0.7503 
3. SMOTE  +  
    Technique I    
    (both classes)  74.11  0.8262  67.87  0.7805  62.13  0.6599  74.39  0.7466 
4. SMOTE  +  
   Technique II  
   (both classes)  75.57  0.8306  71.22  0.7902  58.32  0.6204  75.33  0.7555 
5. ENN  73.04  0.8281  70.01  0.7842  53.71  0.6964  77.15  0.7717 
6. Tomek links  72.83  0.8231  70.73  0.7846  49.61  0.6982  76.72  0.7681 
7. SMOTE  74.32  0.8247  58.03  0.7381  58.33  0.6336  71.59  0.7253 
8. SMOTE  +   
   Tomek links  75.99  0.8252  62.11  0.7520  63.22  0.6754  76.66  0.7670 
9. SMOTE + ENN  74.50  0.8162  64.31  0.7571  62.31  0.6712  74.55  0.7476 
Average 1-9  74.44  0.8229  65.68  0.7674  58.86  0.6643  74.92  0.7519 
Best technique  8  4  4  4  8  6  5  5 
Second best  4  Origin  6  6  9  5  6  6 
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In Table 4.9, SVM is employed as a classifier. The classification results of each re-
sampling technique applied are presented. The results show that technique 4, SMOTE + 
CMTNN under-sampling technique II (both classes), presents the best performance on 
two  test  sets,  Pima  Indian  Diabetes  data  (G-Mean  =  75.57%,  AUC  =  0.8306)  and 
German credit data (G-Mean = 71.22%, AUC = 0.7902). The significant improvement 
by this re-sampling technique is up by 13.19% for German credit data when compared 
to SMOTE, which is the basis of this technique. ENN and Tomek links techniques also 
generally perform well on each test set. This is because they can broaden the margin 
between two classes by eliminating instances near the separating hyperplane [9].  
 
When each classification result is compared with the average of re-sampling techniques 
in the experiments, it is found that there are five re-sampling techniques that generally 
perform well with the SVM classifier as shown by the highlight in Table 4.9. These are 
technique 3 (SMOTE + CMTNN under-sampling technique I, both classes), technique 4 
(SMOTE + CMTNN under-sampling technique II, both classes), technique 5 (ENN), 
technique 6 (Tomek links), and the combined technique 8 (SMOTE+ Tomek links). 
 
In Table 4.10, k-NN (k=5) is used as a classifier. Technique 4, SMOTE + CMTNN 
under-sampling  technique  II  (both  classes),  shows  the  best  and  the  second  best 
performance  in  most  test  sets.  Technique  3,  SMOTE  +  CMTNN  under-sampling 
technique I (both classes), shows the best performance in two test sets, Pima Indian 
Diabetes data (G-Mean =73.95% and AUC = 0.8104) and German credit data (G-Mean 
= 72.35% and AUC = 0.7785) while ENN show the best results only on SPECT heart 
data (G-Mean = 77.56% and AUC = 0.8369).    93 
Table 4.10: The results of G-Mean and AUC for each data set classified by k-NN 
(k=5). 
 
Pima Indian 
Diabetes data 
German 
credit data 
Haberman’s 
Survival data 
SPECT 
heart data 
Techniques  GM  AUC  GM  AUC  GM  AUC  GM  AUC 
Original Data  65.27  0.7665  59.35  0.7483  40.11  0.5741  68.00  0.8121 
1. Technique I  +   
     SMOTE  72.11  0.7938  69.32  0.7572  56.28  0.5927  74.64  0.8264 
2. Technique II +     
     SMOTE  73.17  0.7956  69.94  0.7686  57.50  0.6050  74.53  0.8030 
3. SMOTE  +  
    Technique I    
    (both classes)  73.95  0.8104  72.35  0.7785  56.39  0.6226  74.13  0.8121 
4. SMOTE  +  
   Technique II  
   (both classes)  73.42  0.8058  71.21  0.7719  59.30  0.6302  75.30  0.8179 
5. ENN  71.15  0.7817  64.40  0.7566  46.47  0.5915  77.56  0.8369 
6. Tomek links  72.06  0.7865  67.42  0.7625  47.57  0.5918  74.10  0.8148 
7. SMOTE  71.78  0.7742  68.69  0.7518  55.82  0.5836  74.20  0.8005 
8. SMOTE  +   
   Tomek links  73.18  0.7835  69.60  0.7590  57.15  0.6120  72.20  0.8032 
9. SMOTE + ENN  73.01  0.7922  68.86  0.7577  57.61  0.6108  71.78  0.8089 
Average 1-9  72.65  0.7915  69.09  0.7626  54.90  0.6045  74.27  0.8137 
Best technique  3  3  3  3  4  4  5  5 
Second best  4  4  4  4  9  3  4  1 
 
 
When each classification result is compared with the average of re-sampling techniques, 
the re-sampling technique 4, SMOTE + CMTNN under-sampling technique II (both 
classes),  performs  better  when  compared  with  other  techniques.  It  can  provide  the 
classification results above the average in every test case as shown by the highlight in 
Table 4.10. Technique 2 and technique 3 also perform well in some test cases. While 
technique  2,  CMTNN  under-sampling  technique  I  +  SMOTE,  performed  above  the   94 
average on two test sets, which are Pima Indian Diabetes data (G-Mean = 73.17%, 
AUC = 0.7956) and Haberman’s Survival data (G-Mean =57.50 %, AUC = 0.6050 ), 
technique  3,  CMTNN  under-sampling  technique  II  +  SMOTE,  performs  above  the 
average on three test sets, which are Pima Indian Diabetes data (G-Mean =73.95 %, 
AUC  =  0.8104),  German  credit  data  (G-Mean  =  72.35%,  AUC  =  0.7885),  and  
Haberman’s Survival data (G-Mean = 56.39 %, AUC = 0.6626). 
 
The  experimental  results  in  Tables  4.8,  4.9  and  4.10  show  that  the  four  proposed 
techniques  combining  CMTNN  and  SMOTE  generally  perform  better  than  other 
techniques, in terms of G-Mean and AUC in each learning algorithm (ANN, SVM, and 
k-NN). They improve the performance significantly when compared with the results of 
the original data sets.  
 
For  generalisation,  when  the  proposed  techniques  are  compared,  technique  2  can 
provide the best classification results in most test sets classified by ANN. Therefore, 
technique 2, CMTNN under-sampling technique II + SMOTE, can be recommended to 
be  used  in  handling  the  imbalanced  data  problem  when  ANN  is  selected  as  the 
classification algorithm.  
 
Furthermore,  technique  4,  SMOTE  +  CMTNN  under-sampling  technique  II  (both 
classes), consistently shows performance results above the average in most test cases 
among  different  classification  algorithm.  This  is  because  when  the  training  data  is 
applied  by  the  SMOTE  technique,  it  can  create  larger  and  less  specific  decision 
boundaries  for  the  minority  class  [11].  Subsequently,  when  the  data  is  applied  by 
CMTNN  as  under-sampling,  the  training  data  is  eliminated  all  possible 
misclassification patterns detected by both the Truth NN and Falsity NN. Moreover,   95 
when a number of instances removed from the training sets are compared, it is found 
that  misclassification  instances  eliminated  by  technique  4  are  greater  than  other 
combined  techniques.  This  is  because  this  technique  removes  all  identified 
misclassification instances on both classes.  The lesser noise the training set retains the 
better performance the learning algorithm performs.  
 
However, the limitation of technique 4 has been found when it performs together with 
the SVM classifier. For the case of Haberman’s Survival data, the results of technique 4 
are less than the average of G-Mean and AUC.  This is because technique 4 removes a 
lot  of  instances  from  this  data  set.  While  technique  4  removes  misclassification 
instances between 14% and 24% in other data sets, it eliminates instances up to 55% in 
Haberman’s Survival data. As a consequence, the number of remaining instances of this 
data is not enough for the SVM classification algorithm to generalise the correct results. 
The number of input attributes of this data set can be a factor that causes technique 4, 
SMOTE + CMTNN under-sampling technique II (both classes), to eliminate a lot of 
misclassification instances. As Haberman’s Survival data has too low number of input 
attributes (only three input attributes), the synthetic patterns created by SMOTE tend to 
be redundant. As a result, the CMTNN under-sampling technique II (both classes) used 
in technique 4 might easily detect and eliminate a number of misclassification instances 
from the training set.  
 
Therefore, in summary, technique 4 can be recommended to be used in handling the 
imbalanced  data  problem  when  k-NN  is  conducted  as  a  classifier.  For  the  SVM 
classifier,  technique  4  can  also  be  recommended  if  the  number  of  misclassification 
instances normally removed are around 10% to 30%. Otherwise, the other conventional 
re-sampling  techniques,  which  generally  perform  well  with  SVM,  can  be  optional   96 
techniques  selected  for  handling  imbalanced  data.  The  conventional  re-sampling 
techniques  such  as  technique  5  (ENN)  and  technique  6  (Tomek  links)  can  be 
recommended to be used alternatively. 
 
4.6  Summary 
 
This chapter presents the proposed misclassification technique to re-distribute the data 
in  order  to  solve  the  class  imbalance  problem.  CMTNN  is  applied  to  detect 
misclassification patterns. For the CMTNN under-sampling technique I, the majority 
class data is downsized by eliminating the misclassification patterns discovered by both 
the  Truth  NN  and  Falsity  NN.  For  the  CMTNN  under-sampling  technique  II,  the 
majority class data is reduced by eliminating all misclassification patterns discovered 
by the Truth NN and Falsity NN. The combined techniques are also proposed to assist 
with  the  class  imbalance  problem  by  combining  the  CMTNN  under-sampling 
techniques  and  the  over-sampling  technique,  Synthetic  Minority  Over-sampling 
Technique (SMOTE).  
 
In the experiment, four data sets from the University of California Irvine (UCI) machine 
learning repository including Pima Indians Diabetes, German credit data, Haberman's 
Survival data, and SPECT heart data are employed. These four data sets are imbalanced 
data sets with various ratios between the minority class and the majority class. 
 
In the first experiment, ANN is employed as the core technique for classification. After 
the training sets are re-distributed by several techniques, neural network classifiers are 
trained by new training data sets. The ANN classifiers are then evaluated and compared   97 
in  terms  of  their  performances  using  the  widely  accepted  measures  for  the  class 
imbalance problem, which are G-Mean and AUC. Finally, the results obtained from the 
experiment  indicated  that  several  combined  techniques  using  the  CMTNN  under-
sampling technique  and SMOTE present satisfactory  results in the  experiment. The 
proposed  re-sampling  techniques  can  improve  the  performance  significantly  when 
compared with the results of the original data sets. 
 
In the second experiment, the proposed combined techniques are studied further. The 
experiment employs three types of machine learning algorithms to classify the test sets, 
that is, ANN, SVM, and k-NN. The results of classification are evaluated and compared 
with several re-sampling techniques for the class imbalance problem. These are Tomek 
links,  ENN,  SMOTE,  SMOTE  +  ENN,  and  SMOTE  +  Tomek  links.  The  results 
obtained  from  the  experiment  indicated  that  the  proposed  combined  technique  by 
SMOTE  and  CMTNN  generally  performs  better  than  other  techniques  in  most  test 
cases.  
 
The combined technique 2, CMTNN under-sampling technique II + SMOTE, presents 
the best re-sampling technique in most data sets when classified by ANN. Furthermore, 
the  combined  technique  4,  SMOTE  +  CMTNN  under-sampling  technique  II  (both 
classes), performs effectively in the experiments across learning algorithms especially 
when the test cases are classified by SVM and k-NN. It can be concluded that these two 
re-sampling techniques, technique 2 and technique 4, are the effective techniques that 
can be recommended to handle the class imbalance problem in binary classification.  
   98 
Chapter 5  
Handling the Class Imbalance Problem 
in Multi-Class Classification  
 
5.1  Introduction 
 
Multi-class  classification  is  a  problem  of  categorising  data  instances  into  multiple 
predefined classes. For a training set T with n training instances T = { (x1, y1), (x2, y2), 
…. (xn,yn)} , where each instance is a member of a problem domain xi ∈ Rm and a class 
label, yi ∈ {c1,c2, … cK}, where cj ≠ ch for all h ≠ j. A multi-class classification is a 
mapping function between instance X and class label Y where the number of K classes 
is greater than two, that is,  f: X → Y , K > 2. Generally, the multi-class classification 
problem  is  more  difficult  to  handle  than  the  binary  classification  problem.  This  is 
because the number of classes could increase the complexity of the inductive learning 
algorithm.  However,  many  research  studies  have  simplified  the  multi-class 
classification into a series of binary classifications in order to reduce the complexity of 
the classifier [92], for example, One-Against-All (OAA) [92], One-Against-One (OAO) 
[91], and All and One (A&O) [93]. By doing this, it is able to efficiently solve the 
multi-class problem using multi-binary classifiers.  
 
In  the  classification  problem,  when  the  distribution  of  the  data  in  each  class  is 
imbalanced, it is a challenging task to overcome this problem and obtain satisfactory   99 
results. This is because the learning algorithm tends to be overwhelmed by the feature 
of the majority classes. Some research studies present that they cannot enhance the 
performance  by  using  re-sampling  techniques  for  binary  classification  to  solve  the 
imbalanced data problem in the multi-class classification [14]. Although there are some 
proposed  techniques  which  are  specifically  designed  to  handle  the  multi-class 
classification problem with imbalanced data, such as the One Against Higher Order 
Approach (OAHO) [94] and Multi-IM approach [95], these techniques still have some 
drawbacks. As discussed in Chapter 2, the features of these techniques might affect the 
classification performance and the ability of the learning model.  
 
When the re-sampling techniques are employed to handle the class imbalance problem, 
some issues need to be considered. For example, the overall accuracy is not what is 
preferred to measure the classification performance. There is a reason why re-sampling 
techniques can cause a negative effect on the overall accuracy. While the classification 
accuracy on the minority class is improved, the accuracy on the majority class tends to 
decrease.  Finally,  because  of  the  high  ratio  of  the  majority  class  compared  to  the 
minority class, the overall accuracy tends to be reduced.  
 
This problem leads to the research focus in this chapter on how to maintain the overall 
classification  accuracy  and  enhance  the  classification  performance  for  the  minority 
class at the same time. Moreover, as mentioned above, it is difficult to handle the multi-
class imbalanced data using re-sampling techniques. This also leads to another research 
focus on how to apply the re-sampling techniques to classify the multi-class imbalanced 
data in order to obtain satisfactory classification results. Therefore, the main objective 
of this chapter is to propose a new multi-class classification algorithm with the data   100 
balancing technique in order to enhance the classification performance of multi-class 
imbalanced data without reducing the overall classification accuracy. 
 
In this chapter, the combined techniques of Complementary Neural Network (CMTNN) 
and Synthetic Minority Over-Sampling Technique (SMOTE) are applied for balancing 
the  class  distribution.  This  technique  was  implemented  effectively  to  the  binary 
classification with imbalanced data in Chapter 4. While CMTNN is applied as an under-
sampling technique, SMOTE is used as an over-sampling technique. Furthermore, in 
order to extend this combined technique to the multi-class imbalanced data, the One-
Against-All (OAA) approach with the Artificial Neural Network (ANN) classifier can 
be integrated with the combined re-sampling technique before the experimental data is 
trained and tested. The OAA approach is selected as a basic technique for the multi-
class classification in the experiment because the number of binary classifiers used is 
less  than  the  other  approaches,  such  as  One-Against-One  (OAO)  and  All  and  One 
(A&O).  In addition, the fewer number of classifiers trained, the shorter overall training 
time is spent by the OAA approach. 
 
This chapter is organised into seven sections. Section 5.2 presents the new algorithm 
named One-Against-All with Data Balancing (OAA-DB). This algorithm combines the 
multi-binary  classification  technique  called  One-Against-All  (OAA)  and  a  data 
balancing technique using Synthetic Minority Over-sampling Technique (SMOTE) and 
Complementary  Neural  Network  (CMTNN).  Section  5.3  presents  the  characteristics 
and the distribution of experimental data sets. In Section 5.4, F-measure which is the 
evaluation measure for  the class imbalance problem is presented. The  experimental 
results are presented in Section 5.5 before they are discussed in Section 5.6. Finally, the 
conclusion is presented in the last section.   101 
5.2  The OAA-DB Techniques 
 
The One-Against-All technique with Data Balancing (OAA-DB) algorithm is proposed 
to  deal  with  the  multi-class  classification  with  imbalance  data  problems.  The 
fundamental principles under this approach are based on the research direction on [94] 
and [95] which attempt to balance data among classes before performing multi-class 
classification. This approach combines the OAA and the data balancing technique using 
the combination of SMOTE and CMTNN,  which was proposed in Chapter 4. This 
technique is an extended algorithm from the OAA. It aims to improve the weakness of 
OAA because OAA has highly imbalanced data between classes when  one class is 
compared  with  all  the  remaining  classes.  Moreover,  if  OAA  uses  only  the  highest 
output value to predict an outcome, there is a high potential risk that the majority class 
can  dominate  the  prediction.  The  concept  of  codeword  which  is  used  in  [97]  also 
applied to this proposed technique in order to define the confidence value of prediction 
outcomes. In this section, the combined technique for data balancing is first presented, 
and is then followed by the algorithm of OAA-DB. 
5.2.1 The Combined Technique for Data Balancing 
In order to obtain the advantages of using the combination of under-sampling [9] and 
over-sampling  [11]  techniques,  CMTNN  is  applied  as  an  under-sampling  technique 
while SMOTE is used as an over-sampling technique. They are combined in order to 
better  handle  the  imbalanced  data  problem.  The  data  balancing  technique  can  be 
described by the following steps:  
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a.  The over-sampling technique is applied to the minority class using the SMOTE 
algorithm. The  ratio between the minority and  majority  class instances after 
implementing the SMOTE algorithm is 1:1. 
 
b.  The under-sampling technique is employed on both classes using the CMTNN 
under-sampling  technique  II  by  eliminating  all  misclassification  patterns 
detected by the Truth NN and Falsity NN. 
5.2.2 The OAA-DB Algorithm 
OAA-DB  is  proposed  by  integrating  the  OAA  approach  and  the  combined  data 
balancing technique. A series of binary classifiers using ANN are created before each 
subset data is trained and tested by each learning model. The steps of the OAA-DB 
approach are shown as follows: 
 
a.  For K-classes of the OAA approach, fj(xi) is a mapping function of a binary 
classifier where j = 1 to K. The outputs of instance i (Yi) are the results of the 
map function between each positive class j compared to all other classes. 
 
   Yi   =   {f1(xi), f2(xi) , …. , fK(xi)}     for all j from 1 to K            (5.1) 
 
 b.  For each bit of a codeword 
                                        1   if fj(xi)  ≥ 0.5               
                      cwj(xi)   =                        for all j from 1 to K        (5.2) 
      0   if fj(xi) <  0.5 
 
c.  if  cw (xi) contains only one bit of  “1”  
             then the class label is cj with bit “1”   103 
else each training set is applied by the re-sampling technique using SMOTE     
       and CMTNN before K-binary classifiers are re-trained again 
          if  cw (xi) after using data balancing contains only one bit of “1”  
               then the class label is cj with bit “1” 
          else the class label for xi = cj with Max (Yi) for all j from 1 to K. 
 
In Figure 5.1, the flowchart of the OAA-DB algorithm is presented. The OAA-DB 
algorithm starts with using the OAA technique to classify multi-class data. When the K 
outputs of K-classes data are produced by multi-binary classifiers, rather than using the 
highest value to categorise the class label, each K output is converted to a binary bit at a 
threshold equal to 0.5. A binary codeword is represented by the K bits class output of 
each testing instance. If only one bit of the codeword indicates “1”, it means that only 
one class provides the most confidence over other classes. This indicated bit class can 
be used to label the class. If there is more than one bit of “1” in the codeword, the 
confidence to provide the class label is still low and the class label is not conclusive at 
this  stage.  The  combined  re-sampling  technique  of  SMOTE  and  CMTNN  will  be 
employed to balance the size of the minority class and majority class. After the training 
data is balanced, K binary classifiers are re-trained again. The codeword method is 
again used to find the class with the most confident bit. Finally, if there is more than 
one bit indicating “1”, it implies no class with the most confident bit is found, and the 
conventional method is used. The highest output value of the OAA approach before re-
balancing is employed to generate the class label. At this stage, the conventional OAA 
approach is used to predict the class label rather than using the OAA approach after re-
balancing because the OAA-DB algorithm attempts to protect the negative effect of the 
re-sampling technique. Therefore, this technique aims to improve the performance of 
the minority class without degrading the overall accuracy.   104 
 
 
 
Figure 5.1: The OAA-DB algorithm 
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Moreover,  the  purpose  of  the  OAA-DB  algorithm  aims  to  reduce  the  ambiguity 
problem of the OAA approach. This is because the OAA approach consists of K binary 
classifiers and they are trained separately. This can cause the classification boundary to 
be drawn independently by each classifier as shown in Figure 5.2. As a result, some 
regions in the feature space may not be covered (an uncovered region) or they may be 
covered by more than one class (an overlapped region) [91]. Due to these problems, the 
OAA approach may not generalise well on the test data. In this case, the confident bit of 
codeword and the data balancing technique of the OAA-DB algorithm are proposed in 
order to reduce these problems. The confident bit of codeword can be used to decide a 
class label with confidence at the overlapped region. The data balancing technique also 
aims to reduce the problem at the uncovered region. 
 
 
Figure 5.2: The example of classification boundaries drawn by classifiers trained 
with the OAA approach [91] 
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5.3  Data Sets Used in the Experiments  
 
Three  data  sets  from  the  University  of  California  Irvine  (UCI)  machine  learning 
repository  [96]  are  used  in  the  experiment.  The  data  sets  for  multi-class  problems 
include Balance Scale data, Glass Identification data, and Yeast data. These data sets 
are selected because they are multi-class imbalanced data sets with different numbers of 
classes. Each data is described as follows: 
 
•  Balance Scale data set was generated to model a psychological experiment. This 
data set is classified into three classes by having the balance scale tip to the left, 
tip to the right, or be balanced. This data contains 625 instances and each pattern 
is described by four attributes. 
 
•  The purpose of the Glass Identification data set is to determine a type of glass. 
The study of this data set was motivated by criminological investigation. At the 
scene  of  crime,  the  glass  may  be  left  as  evidence.  Thus,  an  effective 
classification technique is needed to identify the glass. This data set contains 
214 instances associated with six classes. Each instance is composed of nine 
attributes. 
 
•  The purpose of the Yeast data set is to predict the cellular localisation sites of 
proteins.  This  data  set  can  be  classified  into  ten  classes.  It  contains  1,484 
instances, and each instance is described by eight attributes.  
 
The characteristics of these data sets are shown in Table 5.1. The data distribution of 
each data set is also presented in Table 5.2.    107 
Table 5.1: Characteristics of the experimental data sets. 
Name of data set 
No. of 
instances 
No. of 
attributes 
No. of 
classes 
Balance Scale data  625  4  3 
Glass Identification data  214  9  6 
Yeast data  1,484  8  10 
 
 
Table 5.2:  Data distribution of the experimental data sets. 
Ratio of classes (%)  Name of  
data set  C1  C2  C3  C4  C5  C6  C7  C8  C9  C10 
Balance 
Scale data 
8.00  46.00  46.00  -  -  -  -  -  -  - 
Glass Ident. 
data 
32.71  35.51  7.94  6.07  4.21  13.55  -  -  -  - 
Yeast data  31.20  28.91  16.44  10.98  3.44  2.96  2.36  2.02  1.35  0.34 
 
 
 
5.4  Evaluation Measure 
 
F-measure (F1) [12] is used to evaluate the classification performance when only the 
positive  class  (the  minority  class)  needs  to  be  considered.  It  is  the  integration  of 
precision  and  recall.  While  the  Positive  Predictive  Value  (PPvalue)  is  defined  as 
Precision  (P),  the  True  Positive  Rate  (TPrate)  is  defined  as  Recall  (R)  as  shown  by 
equations 5.3 and 5.4. While recall or sensitivity denotes the percentage of real positive 
instances  that  are  correctly  predicted,  precision  or  confidence  is  the  percentage  of 
predicted positive instances that are real positive classes [103].  
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FP TP
TP
PP P value +
= =           (5.3) 
 
 
     
FN TP
TP
TP R rate +
= =            (5.4) 
 
 
F-measure is an effective measure for evaluating results with imbalanced data because 
it can evaluate the classification performance by focusing on the minority class [57]. To 
generate F-measure (F1), the integration of precision and recall is shown by equation 
5.5. 
P R
RP
F
+
=
2
1             (5.5) 
 
In the multi-class classification using multi-binary classifiers, the average F1 of each 
binary classifier for K-class data called macro-F1, which is presented by equation 5.6, is 
used to represent the classification performance of class imbalance data. 
 
∑
=
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K
i
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1 1
1
          (5.6) 
 
 
 
5.5  Experiments with the OAA-DB Algorithm 
 
In  the  experiment,  after  the  OAA-DB  approach  is  implemented,  the  classification 
performance is then evaluated by the percentage of accuracy and F-measure (F1). While 
the  accuracy  is  evaluated  for  the  overall  classification  performance,  F1  is  used  to 
evaluate  the  classification  performance  for  imbalanced  classes.  For  the  purpose  of 
establishing the classification model, each data set is split into 80% training set and 
20%  test  set,  the  same  method  used  in  Chapter  3.  The  cross  validation  method  is   109 
applied in order to reduce inconsistent results. Each data set will be randomly split ten 
times to form different training and test data sets. The results of the ten experiments of 
each data set are averaged.  
 
In order to compare the performance of the OAA-DB algorithm with others, OAA, 
OAO, A&O and OAHO techniques are employed. They are selected because OAA is 
the basic technique of the OAA-DB algorithm. Furthermore, the OAO techniques have 
been applied widely to the multi-class classification. The A&O technique is also the 
combination of OAA and OAO techniques which have provided good results in the 
literature [94]. Moreover, OAHO is chosen because it is designed specifically for the 
multi-class imbalanced data. In addition, OAHO has been experimented with originally 
by  using  ANN  as  a  classifier,  which  is  the  same  learning  model  of  the  OAA-DB 
algorithm. 
 
Tables 5.3 and 5.4 show the classification results of Balance Scale Data. This data set is 
composed of three classes. The classification performance in Table 5.3 shows that the 
OAA-DB algorithm outperforms other techniques in terms of accuracy and macro-F1. 
While the OAA-DB technique provides the best results (accuracy: 94.56%, macro-F1: 
85.37%), OAHO presents the second best (accuracy: 94.08%, macro-F1: 84.65%). The 
OAA-DB algorithm can improve the classification performance for the minority class 
significantly when compared with the basic algorithm, OAA. The results of macro-F1 
show the improvement up by 16.63%, from 68.74% for OAA to 85.37% for the OAA-
DB algorithm. Furthermore, when the accuracy of each class is compared, the OAA-DB 
algorithm improves the accuracy of the minority class significantly. The minority class 
increases up to 60.21% compared with the basic technique, OAA, 9.01%.  
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Table 5.3: The classification results of Balance Scale Data. 
Evaluation Measure  OAA  OAO  A&O  OAHO  OAA-DB 
Accuracy (%)  92.72  93.36  91.52  94.08  94.56 
Macro-F1 (%)  68.74  82.72  67.66  84.65  85.37 
 
In Table 5.4, although  OAHO has accuracy on class one (68.66%) higher than the 
OAA-DB algorithm (60.21%), it provides lower accuracies on class two and class three, 
which are the majority classes. While OAHO provides accuracy at 95.08% on class two 
and at 96.70% on class three, the OAA-DB algorithm shows higher accuracy at 96.26% 
on  class  two  and  at  97.70%  on  class  three.  Although  the  OAA-DB  algorithm  can 
improve the classification performance better than OAHO in terms of overall accuracy, 
and macro-F1 as shown in Table 5.3, it provides an average accuracy among classes 
slightly less than the OAHO algorithm. These are 84.72% and 86.81% performed by the 
OAA-DB and the OAHO algorithms respectively. The discussion in Section 5.6 will 
present the reasons why OAHO performs well only with this data set, which consists of 
a fewer number of classes, and why the performance results decline when the feature of 
empirical data sets becomes more complex with a large number of classes.  
Table 5.4: The classification accuracy of each class on Balance Scale Data. 
 
Accuracy (%) 
Class 
Ratio of 
classes 
(%)  OAA  OAO  A&O  OAHO  OAA-DB 
1  8  9.01  64.43  8.67  68.66  60.21 
2  46  98.11  95.26  97.12  95.08  96.26 
3  46  99.14  95.80  97.69  96.70  97.70 
Average  68.75  85.16  67.83  86.81  84.72 
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Table 5.5 and 5.6 show the classification results of Glass Identification data, which is 
composed of six classes. The OAA-DB algorithm still outperforms other techniques in 
terms of accuracy and macro-F1. 
Table 5.5:  The classification results of Glass Identification data. 
Evaluation Measure  OAA  OAO  A&O  OAHO  OAA-DB 
Accuracy (%)  63.26  62.33  62.09  60.93  67.44 
Macro-F1 (%)  44.14  40.62  37.68  49.89  58.15 
 
Table 5.6: The classification accuracy of each class on Glass Identification data. 
Accuracy (%) 
Class 
Ratio of 
classes 
(%)  OAA  OAO  A&O  OAHO  OAA-DB 
1  32.71  78.47  83.57  83.25  77.05  78.51 
2  35.51  65.15  62.19  62.89  48.67  62.46 
3  7.94  0.00  2.78  0.00  6.30  1.85 
4  6.07  41.67  22.92  12.50  79.17  81.25 
5  4.21  17.59  11.11  5.56  62.04  72.22 
6  13.55  78.71  71.71  74.14  72.21  81.81 
Average  46.93  42.38  39.72  57.57  63.02 
 
In Table 5.5, the results show that the OAA-DB technique has higher accuracy than 
OAA, OAO and A&O by around 4% to 5%. It is also higher than OAHO by around 
7%.  Furthermore,  when  the  macro-F1  of  the  OAA-DB  algorithm  is  compared  with 
OAHO, the macro-F1 of the OAA-DB algorithm is significantly greater than the macro-
F1 of OAHO by around 8%. When each class is considered in Table 5.6, the OAA-DB 
algorithm can produce the improvement on several minority classes including  class   112 
four, class five and class six. It increases the accuracies up to 81.25%, 72.22% and 
81.81% for class four, class five, and class six respectively. 
 
In this data set, although the total accuracy of OAHO presents the lowest (60.93%) 
compared with others, the macro-F1 of OAHO is still the second best at 49.89%. It 
means that although the OAHO technique performs effectively on the imbalanced data 
problem, it cannot maintain overall accuracy. The inconsistency on these results occurs 
because of the effect of the balancing technique of OAHO on the overall accuracy. 
While  the  balancing  technique  can  enhance  the  classification  performance  on  the 
minority class, it can affect the global accuracy as discussed in Section 5.1. In Table 
5.6, although the accuracies of minority classes performed by OAHO increase from 0% 
to 6.3% (class three, ratio 7.94%), from 41.67% to 79.17% (class four, ratio 6.07%) and 
from  17.59%  to  62.04%  (class  five,  ratio  4.21%)  when  compared  to  the  OAA 
technique, the accuracies of the majority classes tends to decrease; for example, the 
accuracy of the majority class two (ratio 35.51%) decreases from 65.15% to 48.67%. 
As a result, the global accuracy is reduced because the majority class two has a greater 
ratio than other minority classes. The decrease of accuracy on the majority class two 
tends to have more impact on the global accuracy than the increase of accuracy on other 
minority classes. 
 
In Table 5.7, the classification results of Yeast data, which contains ten classes, are 
presented.  The  OAA-DB  technique  outperforms  the  other  techniques  with  the  best 
outcomes of accuracy (60.37%) and macro-F1 (53.80%). Similar to the previous case, 
the Glass Identification data, OAHO produces the lowest accuracy at 52.69% which is 
lower than the other methods by around 6 to 8%. In addition, OAHO performs in third 
place for the macro-F1 at 45.33%.    113 
Table 5.7:  The classification results of Yeast data. 
Evaluation Measure  OAA  OAO  A&O  OAHO  OAA-DB 
Accuracy (%)  59.87  59.87  58.96  52.69  60.37 
Macro-F1 (%)  44.57  50.47  44.93  45.33  53.80 
 
In  Table  5.8,  when  the  accuracy  of  each  class  is  compared  between  the  OAA-DB 
algorithm  and  the  basic  technique,  OAA,  the  OAA-DB  algorithm  presents  better 
accuracies on five minority classes. These are class three, class seven, class eight, class 
nine, and class ten. In some classes, the OAA-DB algorithm can increase the accuracies 
significantly, such as class nine which increases from 10.83% to 43.89%, and class ten 
which increases from 33.33% to 50.00%. 
Table 5.8:  The classification accuracy of each class on Yeast data. 
Accuracy (%) 
Class 
Ratio of 
classes 
(%)  OAA  OAO  A&O  OAHO  OAA-DB 
1  31.20  68.80  65.93  66.16  36.38  67.85 
2  28.91  52.48  52.24  51.98  61.43  52.37 
3  16.44  57.92  57.20  56.36  60.47  58.72 
4  10.98  85.01  84.69  85.24  77.83  85.01 
5  3.44  27.28  31.57  30.80  30.98  27.28 
6  2.96  76.67  77.08  73.67  67.59  76.67 
7  2.36  47.28  63.03  56.36  60.05  48.28 
8  2.02  0.00  0.00  0.00  6.25  1.67 
9  1.35  10.83  33.61  10.83  38.61  43.89 
10  0.34  33.33  44.44  33.33  33.33  50.00 
Average  45.96  50.98  46.47  47.29  51.17 
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5.6  Discussion 
 
The  results  in  Tables  5.3  to  5.8  show  that  there  are  some  factors  related  to  the 
performance results, such as the size of the training set and the number of classes. 
Similar to results as those in [91], the OAO approach performs well when the training 
data is large while the OAA algorithm provides better results when the size of the 
training data is small. The results in Tables 5.5 and 5.6 show that the OAA algorithm 
performs better than the OAO approach on the Glass Identification data, which contains 
fewer training instances, 171 training instances. On the other hand, the OAO algorithm 
shows better results than the OAA approach on the Balance Scale Data and Yeast data, 
which contain more training instances at 500 and 1,187 training instances respectively.  
 
Furthermore, in order to discuss why the OAHO approach, which is designed for the 
multi-class imbalanced data, provides less performance in terms of the overall accuracy 
and  macro-F1  when  compared  with  the  OAA-DB  approach,  some  disadvantages  of 
OAHO are explained as follows.  
 
Due to the hierarchical structure of the OAHO approach, the misclassification at the 
upper levels of the OAHO hierarchy cannot be corrected by the lower levels. When the 
number of classes increases, the number of levels under the OAHO hierarchy needs to 
be  increased  as  well.  As  a  result,  the  OAHO  could  have  a  high  risk  of  assigning 
misclassification results at the upper levels. Therefore, the OAHO technique tends to 
not perform effectively in the problem domains which have a high number of classes. 
The larger the number of classes contained in a data set, the lower performance can be 
generated by the OAHO technique. The experiment results indicate that OAHO can   115 
improve the overall classification accuracy only on the Balance Scale data set (three-
class data) whereas the classification accuracies of the Glass Identification data set (six-
class  data)  and  the  Yeast  data  set  (ten-class  data)  are  shown  as  lower  than  other 
approaches.  
 
Moreover, the OAHO technique cannot overcome the imbalanced data problem in some 
test cases. This is because the imbalanced data problem still occurs even though the 
OAHO technique aims to reduce the effect of this problem by comparing a larger class 
with a group of smaller classes. In Figure 5.3, the comparison between classes in the 
OAHO hierarchy is shown. When ci is compared to higher order data {ci+1,…,cK}, there 
is a possibility that comparison classes are imbalanced. For example, in the Yeast data 
set, the classifier one performs the comparison between class one (ratio 31.20%) and 
classes two to ten (ratio 68.80%), and then the classifier two performs the comparison 
between class two (ratio 28.91%) and classes three to ten (ratio 39.89%). As can be 
seen, the class imbalance problem still exists by using the OAHO approach in this data 
set. Consequently, the OAHO technique shows lower performance in terms of macro-F1 
than  the  conventional  approach,  OAO,  as  shown  in  Table  5.8.  While,  the  OAHO 
technique can provide 45.33% of macro-F1, the OAO technique produces the better 
result at 50.47% of macro-F1. 
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Figure 5.3: The comparison classes in the OAHO Hierarchy [94] 
 
In order to explain why the OAA-DB algorithm performs effectively on the multi-class 
imbalanced data, and why it can increase the overall performance and the performance 
for  minority  classes,  each  technique  used  in  the  OAA-DB  algorithm  has  to  be 
discussed.  The  OAA-DB  algorithm  combines  three  major  techniques  in  order  to 
enhance the classification performance. These are the OAA approach, data balancing 
technique, and the codeword method. The OAA approach is first integrated into the 
proposed algorithm because of its major benefits. As mentioned in Chapter 2, OAA can 
provide some benefits over the OAO and A&O approach, such as using less number of 
binary classifiers, and shorter total training time. Secondly, the data balancing feature, 
which combines the re-sampling techniques of SMOTE and CMTNN, can also support 
the  improvement  of  classification  performance  for  the  minority  classes.  While  the   117 
SMOTE algorithm is used to increase a number of minority class instances in order to 
reduce  bias  toward  the  majority  class,  the  CMTNN  technique  is  used  for  under-
sampling in order to clean noisy data from the training data. When the training data 
between classes becomes more balanced, the features in the minority classes can be 
more recognised by the learning algorithm. As a result, the learning algorithm tends to 
generalise the accurate prediction for the minority class. Lastly, the OAA-DB algorithm 
also attempts to reduce the negative effect of the data balancing technique by using the 
codeword technique. The most confident bit of codeword is used to assign the class 
label. If the most confident bit cannot be defined, the conventional OAA approach is 
still employed to assign the class label.  
 
By integrating these three techniques above, the results of three experimental data sets 
show that the OAA-DB algorithm performs effectively in each data set. It can enhance 
the  classification  performance  evaluated  by  the  total  accuracy  and  macro-F1.  This 
algorithm can enhance the overall performance in terms of the global accuracy and the 
classification performance for the minority class.   
 
Finally, in order to compare the computational cost of the OAA-DB algorithm to other 
approaches,  the  total  number  of  binary  classifiers  trained  in  each  approach  can  be 
considered. For the K-class data set, in ascending order, the number of binary classifiers 
needed for training are K-1 binary classifiers for OAHO, K binary classifiers for OAA, 
2K binary classifiers for OAA-DB,  K(K-1)/2 binary classifiers for OAO, and K(K+1)/2 
binary classifiers for A&O. It can be concluded that the OAA-DB approach stands at 
the medium level of computational cost. While the approaches with high computational 
cost are A&O and OAO, the techniques with low computational cost are OAHO and 
OAA.    118 
5.7  Summary 
 
This  chapter  uses  the  technique  named  the  One-Against-All  with  Data  Balancing 
(OAA-DB) algorithm to solve the multi-class imbalanced problem. It applies the multi-
binary classification techniques called the One-Against-All (OAA) approach and the 
combined data balancing technique, which was proposed in Chapter 4. The combined 
data  balancing  technique  is  the  integration  of  the  under-sampling  technique  using 
Complementary  Neural  Network  (CMTNN)  and  the  over-sampling  technique  using 
Synthetic Minority Over-sampling Technique (SMOTE). The experiment is conducted 
by  using  three  multi-class  data  sets  from  the  University  of  California  Irvine  (UCI) 
machine learning repository, that is, Balance Scale data, Glass Identification data, and 
Yeast  data.    The  results  of  classification  are  evaluated  and  compared  in  terms  of 
performance using accuracy and macro-F1. While the accuracy is used to evaluate the 
overall performance, macro-F1 is employed to evaluate the classification performance 
on  the  minority  classes.  The  results  obtained  from  the  experiment  indicate  that  the 
OAA-DB  algorithm  can  enhance  the  classification  performance  for  the  multi-class 
imbalanced data, and it performs better than the other techniques in each test case. The 
OAA-DB algorithm can increase the classification performance of the minority classes 
and maintain the overall performance in terms of the accuracy. 
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Chapter 6 
Conclusion and Future Research 
 
6.1  Introduction 
 
This  research  concentrates  mainly  on  noise  and  imbalanced  data  problems  that  are 
found  in  data  classification.  These  problems  normally  affect  the  classification 
performance. From the literature review, various approaches have been proposed in 
order  to  overcome  these  problems.  However,  each  approach  still  has  some 
disadvantages as discussed in Chapter 2.  
 
The  motivation  of  this  research  originates  from  the  shortcomings  of  available 
approaches to deal with noise and class imbalance problems. The challenging task of 
this research study is to create techniques on how to handle noise and imbalanced data 
problems effectively in order to obtain better classification performance. This research 
study  has  investigated  and  explored  applicable  techniques  to  handle  noise  and 
imbalanced data problems using misclassification analysis. As a result, a number of 
algorithms to handle noise and class imbalance problems have been proposed. They 
were implemented and tested on nine real-world classification data sets obtained from 
the  University  of  California  Irvine  (UCI)  machine  learning  repository.  Finally,  the 
research study has deduced that the effective approaches are those developed by using 
Complementary  Neural  Network  (CMTNN)  to  handle  noise  and  imbalanced  data 
problems. These approaches are able to provide satisfactory outcomes in terms of the   120 
overall accuracy, Geometric Mean (G-Mean), the area under the ROC curve (AUC), 
and F-measure (F1).  
 
The concluding chapter is organised into four sections. In Section 6.2, the summary of 
contributions is presented. Each technique, which can handle noise and imbalanced data 
problems  effectively,  is  summarised.  Section  6.3  presents  the  limitations  of  this 
research  study,  and  the  suggested  future  research  studies  are  discussed  in  the  last 
section. 
 
6.2  Summary of Contributions 
 
According to the research objectives as stated in Section 1.2, the major contributions 
and  significance  of  the  research  can  be  summarised  by  the  achievement  of  the 
algorithms for data cleaning and class imbalance problems in both binary classification 
and  multi-class  classification.  These  approaches  are  the  CMTNN  data  cleaning 
technique,  the  CMTNN  re-sampling  technique,  and  the  One-Against-All  with  Data 
Balancing (OAA-DB) technique. The following section presents the summary. 
 
6.2.1  The CMTNN Data Cleaning Technique  
The  data  cleaning  technique  is  proposed  to  identify  and  eliminate  noise  from  the 
training set. The CMTNN is employed to detect misclassification patterns before they 
are eliminated. In data preparation, two methods applied by CMTNN were explored. 
For  technique  I,  the  training  data  was  cleaned  by  eliminating  all  misclassification 
patterns  discovered  by  the  Truth  Neural  Network  (Truth  NN)  and  Falsity  Neural 
Network (Falsity NN).  For technique II, the training data was cleaned by eliminating   121 
only the misclassification patterns discovered by both the Truth NN and Falsity NN. It 
was found that the cleaned training data processed by the cleaning technique II can 
perform better than that processed by the cleaning technique  I. This is because the 
cleaning technique II removes only the probable misclassification patterns rather than 
eliminating all identified misclassification patterns from the training set.  Thus, this 
cleaning  technique  can  provide  higher  confidence  in  noise  identification  and 
elimination.  
 
In order to conduct the experiment, four benchmark data sets from the UCI machine 
learning  repository  were  selected.  They  include  German  credit  data,  BUPA  liver 
disorders, Johns Hopkins Ionosphere and Pima Indians Diabetes. When the quality of 
training data is improved by removing noise, learning algorithms tend to increase their 
classification performance. The CMTNN cleaning technique has already shown that it 
can  provide  higher  classification  accuracy  over  other  cleaning  techniques  such  as 
Tomek links, the majority voting filtering, and the consensus voting filtering. In terms 
of generalisation, the CMTNN cleaning technique is not only an effective data cleaning 
technique associated with the Artificial Neural Network (ANN) classifier, but it can 
also be applied to other learning models such as Support Vector Machine (SVM), k-
Nearest Neighbor (k-NN) and Decision Tree (DT). The experiment results assert that 
the CMTNN cleaning technique can increase the classification accuracy across these 
learning models. 
 
6.2.2  The CMTNN Re-Sampling Technique 
In order to handle data imbalanced problems in binary classification, the CMTNN data 
cleaning techniques proposed are applied as re-sampling techniques. Several methods   122 
applied  by  CMTNN  re-sampling  techniques  were  explored.  They  have  been 
implemented with four imbalanced data sets with various ratios between the minority 
class and the majority class. They include Pima Indians Diabetes, German credit data, 
Haberman's Survival data, and SPECT heart data. The first experiment has shown that 
the combined techniques, which are the integration of the under-sampling and the over-
sampling techniques, normally presented better outcomes than single under-sampling or 
single  over-sampling  techniques.  For  the  proposed  combined  techniques,  while  the 
Synthetic Minority Over-sampling Technique (SMOTE) was used as over-sampling, 
CMTNN  was  applied  as  under-sampling.  The  benefits  of  combined  re-sampling 
techniques has presented that while the over-sampling technique, SMOTE, can reduce 
bias  through  the  majority  class,  the  under-sampling  technique  using  CMTNN  can 
enhance the quality of the training data by removing misclassification patterns from the 
training  set.  In  the  second  experiment,  three  types  of  learning  algorithms  were 
employed including ANN, SVM, and k-NN. The results indicated that the combined 
techniques by SMOTE and the CMTNN re-sampling technique generally perform better 
than  other  re-sampling  techniques  such  as  Tomek  links,  Wilson’s  Edited  Nearest 
Neighbor Rule (ENN), SMOTE, SMOTE + ENN, and SMOTE + Tomek links. In this 
experiment,  after  the  training  data  was  re-distributed  by  the  proposed  combined 
techniques, the classification results in most test cases indicated the improvement of 
classification performance of the minority class in terms of G-Mean and AUC.  
 
When every experimental result is compared, it can be concluded that there are two re-
sampling techniques that can be recommended to handle class imbalance problems in 
binary  classification.  Firstly,  if  ANN  is  employed  as  a  classifier,  the  re-sampling 
technique two, which is the integration of the CMTNN under-sampling technique II and 
SMOTE (Figure 6.1), can be recommended to deal with this problem.  Secondly, if   123 
SVM and k-NN are used to classify data, the re-sampling technique four, which is the 
combination of SMOTE and CMTNN under-sampling technique  II for both classes 
(Figure 6.2), can be an alternative technique. 
 
 
Figure 6.1: The re-sampling technique 2, the integration of the CMTNN under-
sampling technique II and SMOTE 
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Figure 6.2: The re-sampling technique 4, the combination of SMOTE and the 
CMTNN under-sampling technique II for both classes 
 
6.2.3  The One-Against-All with Data Balancing (OAA-DB) 
 This algorithm is proposed to handle the multi-class classification with imbalanced 
data problem. This algorithm aims to provide the solution to two questions on how to 
apply the re-sampling techniques to classify the multi-class imbalanced data with better 
classification  results,  and  how  to  increase  the  classification  performance  for  the 
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minority  class  without  reducing  the  overall  classification  accuracy.  The  OAA-DB 
algorithm  combines  three  major  techniques  in  order  to  enhance  the  classification 
performance. These are the multi-binary classification techniques called One-Against-
All (OAA), the data balancing technique which is the integration of SMOTE and the 
CMTNN re-sampling technique, and the codeword method. In the experiment, three 
multi-class  classification  problems  are  used.  These  include  Balance  Scale  data  set 
(three-class data), Glass Identification data set (six-class data) and Yeast data set (ten-
class  data).  It  is  shown  that  the  OAA-DB  algorithm  can  enhance  the  overall 
performance in terms of the overall accuracy and the classification performance for the 
minority class in each test case. It performs better than other multi-class classification 
approaches such as the One-Against-All (OAA), One-Against-One (OAO), All and One 
(A&O), and One Against Higher Order (OAHO) approaches. The OAA-DB algorithm 
can be an alternative technique to handle the class imbalance problem in the multi-class 
classification.  It  not  only  increases  the  classification  performance  of  the  minority 
classes  but  also  maintains  the  overall  accuracy  for  most  cases.  Furthermore,  it  can 
overcome the limitation identified in a research study in the past which presented that 
re-sampling  techniques  were  effective  only  when  used  on  the  imbalanced  binary 
classification problem, and that they also provided negative effects when applied to the 
multi-class imbalanced data [14].  
 
6.3  Limitations  
 
While CMTNN is successfully adapted for data cleaning and data balancing, there are 
some limitations when CMTNN is applied [72]. 
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1.  As CMTNN is designed by incorporating the concept of the feedforward back-
propagation  neural  network  (BPNN),  CMTNN  has  a  limitation  similar  to 
BPNN. For example, it requires a large number of training instances for training 
the neural network, and it cannot classify the unknown instances if they are 
located beyond the range of the training set. 
 
2.  As CMTNN is designed by using Truth NN and Falsity NN, the training time is 
two times more than the conventional BPNN. However, the higher training time 
is not a critical issue for this research because the performance of the computer 
hardware these days can help to reduce this. 
 
6.4  Suggestions for Future Research  
 
Many  possible  directions  related  to  this  research  can  be  continued  for  future 
investigation. Several interesting issues are demonstrated as follows: 
 
1.  In this study, the experiments have focused only on the class noise rather than 
the  attribute  noise.  More  complicated  problem  domains  associated  with  the 
attribute noise need to be explored such as the class imbalance problem with 
missing attribute values (attribute noise) in both binary classification and multi-
class classification.  
 
2.  In the class imbalance problem, the optimal class distribution is still unknown. 
In this research study, the ratio between the minority class and the majority class 
after the data balancing applied is 1:1.  This assumption is based on the research   126 
studied by Weiss and Provost [32] and Visa and Ralescu [102]. They concluded 
that the best ratio of class distribution is near the balanced ratio 1:1 but it may 
not be optimal. The optimal class distribution could be different from data set to 
data  set.  However,  in  order  to  overcome  the  class  imbalance  problem  more 
effectively, further studies are required to discover the optimal class distribution 
in different problem domains.  
 
3.  Lastly, as there are a number of re-sampling techniques proposed these days, a 
deterministic  model  based  on  the  class  ratio  between  the  minority  and  the 
majority  classes  can  be  developed  in  order  to  select  the  most  effective  re-
sampling technique suited to the different proportion of imbalanced data.  
 
This study has explored the use of data cleaning and data re-distribution techniques to 
overcome  the  issues  of  noise  and  imbalanced  data  in  classification  problems.  It  is 
believed that the experimental studies and results from this research have contributed to 
the improvement of classification performance in practical applications. Although many 
other  possible  research  directions  are  not  included  in  this  section,  it  is  hoped  that 
research studies of noise and imbalanced data problems will continue further in order to 
solve many other complex problems. 
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Appendixes 
 
Appendix A: Attribute Information of Data Sets 
I.  German Credit Data [96] 
No.  Attribute  Type  Description 
1  Status of existing 
checking account 
qualitative  A11 :          ... <    0 DM 
A12 : 0 <= ... <  200 DM 
A13 :      ... >= 200 DM /salary 
assignments for at least 1 year 
A14 : no checking account  
2  Duration  in month  numerical   
3  Credit history  qualitative  A30 : no credits taken/ all credits           
          paid back duly 
A31 : all credits at this bank  paid  
          back duly 
A32 : existing credits paid back duly  
          till now 
A33 : delay in paying off in  the past 
A34 : critical account/other credits        
           existing (not at this bank)  
4  Purpose  qualitative  A40 : car (new) 
A41 : car (used) 
A42 : furniture/equipment 
A43 : radio/television 
A44 : domestic appliances 
A45 : repairs 
A46 : education 
A47 : vacation 
A48 : retraining 
A49 : business   128 
A410 : others   
5  Credit amount  numerical   
6  Savings  qualitative  A61 :                  ... <  100 DM 
A62 :   100 <= ... <  500 DM 
A63 :   500 <= ... < 1000 DM 
A64 :       .. >= 1000 DM 
A65 :   unknown/no savings account 
7  Employment 
duration 
qualitative  A71 : unemployed 
A72 :        ... < 1 year 
A73 : 1  <= ... < 4 years   
A74 : 4  <= ... < 7 years 
A75 :       .. >= 7 years   
8  Instalment rate  numerical   
9  Personal status  qualitative  A91 : male   : divorced/separated 
A92 : female : divorced/separated/  
                                      married 
A93 : male   : single 
A94 : male   : married/widowed 
A95 : female : single 
10  Debtors  qualitative  A101 : none 
A102 : co-applicant 
A103 : guarantor   
11  Residence  numerical   
12  Property  qualitative  A121 : real estate 
A122 : if not A121 : building society  
            savings agreement /life  
                   insurance 
A123 : if not A121/A122 :   car or  
            other, not in attribute 6 
A124 : unknown/no property   
13  Age  numerical   
14  Instalment plans  qualitative  A141 : bank 
A142 : stores   129 
A143 : none   
15  Housing  qualitative  A151 : rent 
A152 : own 
A153 : for free   
16  Existing credit  numerical   
17  Job  qualitative  A171 :  unemployed/unskilled 
                    -  non-resident 
A172 : unskilled - resident 
A173 : skilled employee/official 
A174 : management/self-employed/  
            highly qualified employee/  
                  officer   
18  Liable people  numerical   
19  Telephone  qualitative  A191 : none 
A192 : yes, registered under  
            the customer’s name   
20  Foreign worker  qualitative  A201 : yes 
A202 : no   
21  Customer 
classification 
class  1: good credit risk 
2: bad credit risk 
 
II.  BUPA Liver Disorders [96] 
No.  Attribute  Type  Description 
1  Mean corpuscular volume (mcv)  numerical  mcv value of blood test 
2  Alkaline phosphatase (alkphos)  numerical  alkphos value of blood 
test 
3  Alanine aminotransferase (sgpt)  numerical  sgpt value of blood test 
4  Aspartate aminotransferase (sgot)  numerical  sgot value of blood test 
5  Gamma-glutamyl transpeptidase 
(gammagt) 
numerical  gammagt value of blood 
test 
6  Drinks  real   Number of half-pint 
equivalents of alcoholic   130 
beverages drunk per day. 
7  Person classification  class  1: healthy person 
2: unhealthy persons who   
    have liver disorder  
    problem 
 
III.  Johns Hopkins Ionosphere [96] 
No.  Attribute  Type  Description 
1-34  Received signal no. 1 - no. 35  real  Received signal of the  radar 
system from ionosphere 
35  Classification of radar returns  class  g: good 
b: bad 
 
IV.  Pima Indians Diabetes [96] 
No.  Attribute  Type  Description 
1  Number of times 
pregnant 
numerical   
2  Plasma glucose 
concentration 
numerical  A two hours in an oral glucose 
tolerance test 
3  Blood pressure  numerical  Diastolic blood pressure (mm Hg) 
4  Triceps  numerical  Triceps skin fold thickness (mm) 
5  Insulin  numerical  2-Hour serum insulin (mu U/ml) 
6  Body mass index   real  weight in kg/(height in m)
2 
7  Diabetes pedigree 
function 
real   
8  Age   numerical   
9  Diabetes classification  class  0: negative for diabetes 
1: positive for diabetes 
 
   131 
V.  Haberman's Survival Data [96] 
No.  Attribute  Type  Description 
1  Age  numerical  Age of patient at time of operation 
2  Year  numerical  Patient's year of operation 
3  Axillary nodes  numerical  Number of positive axillary nodes detected 
4  Survival status  class  1 : the patient survived 5 years or longer 
2 : the patient died within 5 year 
 
VI.  SPECT Heart Data [96] 
No.  Attribute  Type  Description 
1-22  F1 - F22  binary  Features that summarise the original 
SPECT images 
23  Overall diagnosis  class  0: abnormal 
1: normal 
 
VII.  Balance Scale Data [96] 
No.  Attribute  Type  Description 
1  Left-Weight  numerical  Number between 1 to 5 
2  Left-Distance  numerical  Number between 1 to 5 
3  Right-Weight  numerical  Number between 1 to 5 
4  Right-Distance  numerical  Number between 1 to 5 
5  Class name  class  L: scale tip to the left 
B: scale is balanced 
R: scale tip to the right 
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VIII. Glass Identification Data [96] 
No.  Attribute  Type  Description 
1  RI   real  Refractive index 
2  Na  real  Weight percent of Sodium in corresponding oxide 
3  Mg  real  Weight percent of Magnesium in corresponding 
oxide 
4  Al  real  Weight percent of Aluminium in corresponding 
oxide 
5  Si  real  Weight percent of Silicon in corresponding oxide 
6  K  real  Weight percent of Potassium in corresponding 
oxide 
7  Ca  real  Weight percent of Calcium in corresponding 
oxide 
8  Ba  real  Weight percent of Barium in corresponding oxide 
9  Fe  real  Weight percent of Iron in corresponding oxide 
10  Type of glass  class  1: building windows float processed 
2: building windows non-float processed 
3: vehicle windows float processed 
4: vehicle windows non-float processed   
    (none in this database) 
5: containers 
6: tableware 
7: headlamps 
 
IX.  Yeast Data [96] 
No.  Attribute  Type  Description 
1  Mcg  real  McGeoch's method for signal 
sequence recognition. 
2  Gvh  real  Von Heijne's method for signal 
sequence recognition. 
3  Alm  real  Score of the ALOM membrane   133 
spanning region prediction program. 
4  Mit  real  Score of discriminant analysis of the 
amino acid content of the N-terminal 
region (20 residues long) of 
mitochondrial and non-mitochondrial 
proteins. 
5  Erl  binary   Presence of "HDEL" substring 
(thought to act as a signal for retention 
in the endoplasmic reticulum lumen).  
6  Pox  real  Peroxisomal targeting signal in the C-
terminus. 
7  Vac  real  Score of discriminant analysis of the 
amino acid content of vacuolar and 
extracellular proteins. 
8  Nuc  real  Score of discriminant analysis of 
nuclear localisation signals of nuclear 
and non-nuclear proteins. 
9  Sequence Name  class  CYT: Cytosolic or cytoskeletal 
NUC: Nuclear                               
MIT: Mitochondrial                            
ME3: Membrane protein, no N-  
          terminal signal 
ME2: Membrane protein, uncleaved  
          signal 
ME1: Membrane protein, cleaved  
          signal 
EXC: Extracellular                                
VAC: Vacuolar 
POX: Peroxisomal                                
ERL : Endoplasmic reticulum lumen                 
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Appendix B: Data Preparation and Normalisation 
 
In order to prepare the data for training learning algorithms, data in each attribute is 
required to be converted to numeric value and fall in the range zero to one. Firstly, all 
qualitative data must be converted to numeric value. For example, in German credit 
data, the data A201 and A202 of the foreign worker attribute can be converted to one 
and two respectively. After each qualitative data is converted to numeric value, the data 
normalisation for the required interval range is performed by the following equation 
[104]. 
  
             newValue    =     originalValue – minimumValue 
   maximumValue -  mininumValue 
     where 
•  newValue is the computed value falling in the [0,1] interval range. 
•  originalValue is the value to be converted. 
•  minimumValue is the smallest possible value for  the attribute. 
•  maximumValue is the largest possible attribute value. 
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