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Abstract
The least-squares spectral element method has been applied to the one-dimensional inviscid Burgers equation which allows for
discontinuous solutions. In order to achieve high order accuracy both in space and in time a space–time formulation has been
applied. The Burgers equation has been discretized in three different ways: a non-conservative formulation, a conservative system
with two variables and two equations: one ﬁrst order linear PDE and one linearized algebraic equation, and ﬁnally a variant on this
conservative formulation applied to a direct minimization with a QR-decomposition at elemental level. For all three formulations
an h/p-convergence study has been performed and the results are discussed in this paper.
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1. Introduction
The least-squares ﬁnite element method (LS-FEM) as described in [11–13,1,2] forms an interesting alternative to
Galerkin and Petrov–Galerkinweak formulations. In contrast to theGalerkin formulation, LS-FEMdoes not suffer from
the compatibility requirements in mixed/constrained formulations, which implies that no inf–sup condition between
the approximating function spaces needs to be imposed. Furthermore, least-squares methods transform a well-posed
system of partial differential equations into a symmetric positive deﬁnite system of algebraic equations, for which
efﬁcient iterative solvers like the preconditioned conjugate gradient method (PCG) and multigrid methods exist. The
symmetric positive-deﬁniteness is independent of the type of the underlying partial differential equation, which allows
for a uniﬁed approach of a variety of problems in the engineering and scientiﬁc ﬁeld.
In order to obtain high order accuracy the least-squares formulation has been extended to spectral elements as
described in [3,14]. The least-squares spectral element method (LS-SEM)was ﬁrst presented in [17–19]. Independently
the method was developed and investigated in [15,16]. The convergence rate with h-reﬁnement and p-enrichment is
comparable to Galerkin methods and so is the accuracy in terms of the L2- and the H 1-norm. For sufﬁciently smooth
exact solutions the convergence rate with polynomial enrichment is exponential.
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A space–time formulation allows high order accuracy both in space and in time. In this formulation time is considered
as an additional spatial dimension. A space–time LS-FEM has been studied, both numerically and theoretically [8,9].
Independently De Maerschalck and Gerritsma applied the space–time formulation to the LS-SEM [4,7,5]. One can
solve the whole space–time domain at once, or for long duration computations one can consider to construct a semi-
discrete formulation by solving the solution per time-step on space–time slabs. This semi-discrete formulation is the
applied strategy in this paper.
In general, spectral element methods perform best when the underlying exact solution is smooth. The use of spectral
methods for hyperbolic systems which allow for discontinuities traditionally has been viewed as problematic and
therefore very little work has been done in this ﬁeld. In [4,7,5] it has been demonstrated that LS-SEM is capable
to predict discontinuities at the right place, at the right time and with the correct strength. However, some concerns
about the convergence of non-linear systems with discontinuous solutions occurred. It was also observed that in
case of convergence, different linearization methods could lead to different solutions. In [6] the role of the Gauss-
integration on the convergence has been discussed. In classical spectral element approach it is common to use the same
Gauss–Lobatto grid for approximation of the integrals involved as is used for the representation of the solution. In [6] it
has been demonstrated that when a sufﬁciently high GL-grid is used for the integration, discrepancies between different
linearization methods can be considerably reduced. However, even with this over-integration, it was still hard to ﬁnd a
fully converged solution for the conservative formulation of the one-dimensional Burgers equation. In this paper some
new conservative formulations in the least-squares sense are presented and compared to the previous non-conservative
formulation.
2. Least-squares spectral element formulation
2.1. Least-squares formulation
The least-squares formulation is based on the minimization of a norm-equivalent functional. Consider the system of
ﬁrst order linear partial differential equations:
Lu = f in , (2.1)
Ru = g on  ⊂ , (2.2)
with L a linear ﬁrst order partial differential operator and R the trace operator. It is assumed that the system is
well-posed and the operator (L,R) is a continuous mapping from an underlying function space X onto the space
Y () × Y (). Without loss of generality, we can set g = 0 which will be the case in the remainder.
The least-squares formulation seeks tominimize the residual of (2.1) and (2.2) in a certain norm.The norm-equivalent
functional becomes
J(u) = 12 (‖Lu − f‖2Y () + ‖Bu − g‖2Y ()). (2.3)
MinimizingJ means: ﬁnd u ∈ X such that
lim
→0
d
d
J(u +  v) = 0 ∀ v ∈ X. (2.4)
Consequently, one can write the necessary condition for a minimizer as: ﬁnd u ∈ X such that
B(u, v) =F(v) ∀v ∈ X, (2.5)
whereB:X×X → R is a symmetric, continuous bilinear form, deﬁned byB(u, v)= (Lu,Lv)Y () + (Ru,Rv)Y ()
andF ∈ X′:X → R is a continuous linear functional, deﬁned byF(v) = (f,Lv)Y () + (g,Rv)Y () .
The inclusion of the boundary residual in (2.3) allows for the use ofminimization spacesX() that are not constrained
to satisfy the boundary condition (2.2), i.e., the boundary conditions are enforced weakly through the variational
principle. This is advantageous whenever the boundary condition is difﬁcult to satisfy computationally. In the present
work the functions belonging to the space X() are required to satisfy the boundary conditions. Consequently, the
boundary terms in (2.3) can be omitted and the boundary conditions are enforced strongly on candidate minimizers.
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The H 1- and L2-spaces are particularly suitable as function spaces X and Y, respectively, in least-squares ﬁnite or
spectral element methods with strongly imposed boundary conditions. Assume that the following relation holds:
C1‖u‖H 1()‖Lu‖L2()C2 ‖u‖H 1() ∀u ∈ X = {u ∈ H 1() |Ru = 0 on }, (2.6)
where X represents the space of functions which already satisfy the homogeneous boundary condition and for which
the function itself and its ﬁrst derivatives is square integrable over the domain . If the differential operatorL is linear
one can easily show that the following a priory error estimate holds:
C1‖u − uexact‖H 1()‖Lu − f‖L2()C2 ‖u − uexact‖H 1(). (2.7)
However, for non-linear differential operators no such estimate is available.
In LS-SEM the variational problem is restricted to a ﬁnite-dimensional subspaceXh ⊂ X parameterized by h, hmay
refer to a characteristic mesh width, a polynomial degree or a combination of both. The discrete variational problem is
then given by: Seek uh ∈ Xh, such that
B(uh, vh) =F(vh) ∀vh ∈ Xh. (2.8)
2.2. Spectral elements
In order to obtain a discrete variational problem the domain is decomposed into a ﬁnite number of non-overlapping
quadrilateral elements e with =⋃Nce=1e, with Nc the number of elements.
In spectral element methods each element is mapped onto the parent element via an isoparametric mapping, i.e.,
a unit line [−1, 1] in one dimension and the bi-unit square, [−1, 1] × [−1, 1] in two dimensions. Within the parent
element the approximate solution is expanded with respect to continuous basis functions
uNe () =
N∑
i=0
uhi hi(), (2.9)
with  = −1e (x) the local coordinate of x in the parent element, −11, and uhi the N + 1 unknown coefﬁcients
in the expansion. The basis functions consist of Lagrangian interpolants through the Gauss–Lobatto–Legendre (GLL)
collocation points
hi() = (
2 − 1)dLN()/d
N(N + 1)LN()(− i ) . (2.10)
TheN+1 GLL-points, i , are the roots of the ﬁrst derivative of the Legendre polynomial of degreeN, extended with the
boundary nodes of the parent element. In [5] Chebyshev polynomials have been used instead of Legendre polynomials.
In multiple dimensions and in a space–time formulation, the basis functions can be obtained in terms of tensor
products
uh(, ) = uM,N(, ) =
M∑
i=0
N∑
j=0
uhi,j hi() hj (), (2.11)
with M the polynomial degree in the -direction and N the order in the -direction.
The integrals in (2.8) are evaluated numerically using Gauss–Lobatto integration:
∫ 1
−1
f () d ≈
P∑
i=0
wi f (i ), (2.12)
with i the P + 1 GLL-roots and wi the GLL-weights
wi =
∫ 1
−1
hi() d. (2.13)
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Generally, the same GLL-roots are used for the evaluation of the integrals as for the representation of the solution, i.e.,
P =N . However, in [6] the role of P on the convergence has been discussed. For non-linear systems of equations with
possible discontinuities in the exact solution it is advised to do the integration on a ﬁner mesh. Often it is sufﬁcient to
take only a few GLL-points more for the integration, see [6] for details.
3. Non-linear hyperbolic equations
In the next sections wewill compare different weak formulations for the one-dimensional nonlinear Burgers equation
of the form
Lu = 0 on st = {(x, t) | 0xL, 0 tT }, (3.1)
with
Lu = u
t
+ u
2
x
, (3.2)
and initial condition u(x, 0) = uin(x) and a Dirichlet boundary condition at x = 0.
3.1. Non-conservative formulation
Before applying the discrete variational problem (2.8)–(3.1), the differential operatorLu is linearized. Call u0 the
solution at the previous iteration step and u = u − u0 the difference between two consecutive steps, then one can
linearizeLu around u0
Lu ≈Lu0 + u(∇uLu)u0 + O(u2) ≈Lu0 +L′u. (3.3)
L′u for (3.2) is then given by
L′u = u(∇uLu)u0 =
u
t
+ 2u0 u
x
+ 2u0
x
u. (3.4)
This linearization is known as Newton’s method. An alternative linearization is obtained by Picard linearization:
Lu ≈ u
t
+ 2u0 u
x
. (3.5)
In the presented work Newton’s method has been applied. The least-squares functional for the linearized Burgers
equation is then given by
J(u) = 12‖L′u +Lu0‖L2(). (3.6)
This formulation works well for smooth underlying exact solutions. If one works out the Gauss-type integrations
carefully, also for non-smooth solutions a fully converged solution can be obtained [6].
An h/p-convergence study has been performed for two different test cases. The ﬁrst test case is the advection of a
small single cosine hill, where the calculation is stopped before a shock develops. The initial condition is given by
uin(x)= 1− 0.01 cos(2	x), for 0x1 and uin(x)= 0.99 in the remainder of the domain. The calculation is stopped
ad T = 1. For this test case the exact solution is smooth in the whole space–time domain. The second test case is a
discontinuous step function with initial condition a step at x = 0.5. Left from the discontinuity the solution is constant
and equal to one, right the solution is equal to 0.5. Also for this test case the ﬁnal time level is set to T = 1. For both
the test cases the length of the spatial domain is 4.
Figs. 1 and 2 show the convergence of the error and the residual in case of h-reﬁnement and p-enrichment. The error
and the residual are both measured in the L2-norm
‖‖0 = ‖‖L2 =
(∫ L
0
(uh(x, T ) − uexact(x, T ))2 d
)1/2
, (3.7)
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Fig. 1. h-Convergence of the error and residual in the L2-norm for the smooth test case with the non-conservative formulation.
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Fig. 2. p-Convergence of the error and residual in the L2-norm for the smooth test case with the non-conservative formulation.
with uh(x, T ) the LS-SEM solution at the ﬁnal time level and uexact(x, T ) the exact solution, and for the residual
‖R‖0 = ‖R‖L2 =
(∫
st
(Luh)2 d
)1/2
, (3.8)
withst the entire space–time domain. The numbers in the graphs present the local convergence rates. Since the solution
is smooth, but not inﬁnitely smooth the convergence is in all cases algebraic.
Figs. 3 and 4 show the same convergence study, but now for the second test case with discontinuous solutions. It
is obvious that the residual in the L2-norm does no longer converge. Instead the right graphs in Figs. 3 and 4 show a
diverging behavior. Remember from (2.7) that the L2-norm of the residual gives an estimate on the error in the H 1-
norm.Although (2.7) is only applicable to linear differential equations, we cannot guarantee with the current approach
that we even solve the linearized Burgers’ equation. For this test case we see convergence of the error in the L2-norm,
so not matter the behavior of the residual, we clearly approximate the exact solution in the L2-norm. However, in
general we do not know the exact solution and we therefore have no way of establishing convergence of the error in the
L2-norm. If we apply (2.7) to the linearized equations we can ensure that convergence in the L2-norm is guaranteed if
convergence of the residual norm is observed. Only this norm of the residual is computable and therefore we need to
ﬁnd a formulation in which both the error and residual converge with h- or p-reﬁnement.
362 B. De Maerschalck, M.I. Gerritsma / Journal of Computational and Applied Mathematics 215 (2008) 357–367
-1.8 -1.6 -1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2
-1.7
-1.6
-1.5
-1.4
-1.3
-1.2
-1.1
-1
-0.9
-0.8
-0.7
0.738
0.6
0.4
0.883
0.612
0.459
0.51
L
o
g
 (
||
ε|
| 0
)
Log (Δx)
N = 1
N = 2
N = 3
N = 4
N = 5
N = 8
-1.8 -1.6 -1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.452
0.488
0.552
0.518
0.509
0.484
0.464
0.537
0.471
L
o
g
 (
||
R
||
0
)
Log (Δx)
N = 1
N = 2
N = 3
N = 4
N = 5
N = 8
Fig. 3. h-Convergence of the error and residual in the L2-norm for the discontinuous test case with the non-conservative formulation.
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Fig. 4. p-Convergence of the error and residual in the L2-norm for the discontinuous test case with the non-conservative formulation.
3.2. Conservative formulation
In many numerical schemes for conservation laws, a conservative formulation is desired. It is possible to rewrite the
Burgers equation into a system of equations by adding the ﬂux as additional unknown
L(u, F ) = f ⇐⇒
{
ut + Fx = 0,
F = F(u), (3.9)
with ut = u/t , Fx = F/x and F(u) = u2. The ﬁrst equation is a linear ﬁrst order partial differential equation and
the second equation is a non-linear algebraic equation for the ﬂux. One can linearize this second equation around u0 by
F(u) ≈ F(u0) + J0 (u − u0) = J0 u + (F (u0) − J0 u0), (3.10)
with, for a system of equations, J0 the Jacobian matrix of F(u) evaluated in u = u0, thus in this case J0 = 2u0 and
(F (u0) − J0 u0) = −u20.
This formulation for the Burgers equation has been discussed before [4,6] however, it was hard to ﬁnd a fully
converged solution, even when over-integration for the Gauss-integrations was applied. However, for these calculations
both the solution u and the ﬂux F were approximated by equal order polynomials. Reconsider for a moment the
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Fig. 5. h- and p-convergence of the residual in the L2-norm for the discontinuous test case with the conservative formulation using a higher order
ﬂux approximation. (a) h-reﬁnement; (b) p-enrichment.
(linearized) algebraic equation
F − 2u0 u = −u20. (3.11)
Suppose that u is approximated by piecewise polynomials of order Nu. Then also u0 is a piecewise polynomial of the
degree Nu and both the product of u and u0, and the right-hand side of (3.11) are piecewise polynomials of degree
2Nu. By choosing now the polynomial degree for the approximation of the ﬂux equal to Nu, one might loose accuracy
and the method may become unstable. From (3.11) one can notice that it is necessary to choose NF = 2Nu to fully
represent the ﬂuxes.
Fig. 5 shows the convergence of the residual for the discontinuous test case, when the discrete variational principle
is applied to the linearized formulation (3.9). Both for the h-reﬁnement as for the p-type enrichment the L2-norm
of the residual converges algebraically. For the error one could ﬁnd analogous behavior as for the non-conservative
formulation. Keep in mind that for this deﬁnition of the L2-norm of the residual holds:
‖R‖L2 =
(∫
st
(L(u, F ) − f)2 d
)1/2
=
(∫
st
(ut + Fx)2 d+
∫
st
(F − u2)2 d
)1/2
(3.12)
This conservative formulation has also the advantage that is very straightforward tomake the formulation discontinuous.
For the convergence results of the conservative formulation using a higher order ﬂux approximation, the solutions u
was made discontinuous in spatial direction while the ﬂux was made discontinuous in temporal direction.
3.3. Conservative formulation with QR-decomposition at element level
In the conservative formulation the ﬂux has been introduced as an extra unknown. Introducing this new variable
more than doubles the degrees of freedom. If we would apply this formulation to a multi-dimensional problem the
system becomes too large compared to other types of solvers and the element matrices would grow dramatically. For
the two-dimensional Euler equations this would already require 12 unknowns and equations instead of four equations
and unknowns used in conventional Euler solvers. In addition, the ﬂuxes that need to be introduced require much more
reﬁned grids as argued above. It would therefore be interesting if one could reduce the size of the element matrices
before assembly in the global matrix.
The linearized form of equation (3.9) can be written as
L(F, u) =
[
I −J0

x

t
](
F
u
)
=
(
FF
Fu
)
, (3.13)
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with FF = −u20 and Fu = 0. This operator can be discretized directly, [10], which leads to
L(Fh,uh) =
[
Ih −Jh0
Dhx D
h
t
](
Fh
uh
)
=
(
FhF
Fhu
)
, (3.14)
where uh and Fh are discretized by uh =∑Nui=1uhi hui () and Fh =∑NFi=1Fhi hFi (). Then [Dhx ]ij = hFj /x|i and
[Dht ]ij = huj /t |i with i the Nu GLL-roots, and [Jh0 ]ij = 2u0(i)huj (i) with in this case i the NF GLL-roots. Ih
is a unit matrix with dimension NF × NF .
Next a QR-decomposition is performed at elemental level for the left part of the discrete element matrix in (3.14)
(
Ih
Dhx
)
= Q
(
R
0
)
. (3.15)
The matrix R is an upper triangular matrix with positive entries on the diagonal. Premultiplying (3.14) with QT results
in [
R A
0 B
](
Fh
uh
)
=
(
c
d
)
, (3.16)
with (
A
B
)
= QT
(−Jh0
Dht
)
and
(
c
d
)
= QT
(
FhF
Fhu
)
. (3.17)
The problem is now reduced to solve
Buh = d (3.18)
in the least-squares sense. Notice that the QR-decomposition is independent of the solution of the previous iteration
step, u0. Therefore, when solving the solution iteratively, it is sufﬁcient to calculate QT and R only once. Once uh is
solved for all the element, the ﬂuxes can be obtained by
Fh = R−1 (−Auh + c). (3.19)
Since R is an upper-triangular matrix, obtaining R−1 is straightforward.
Fig. 6 shows the results for this formulation applied to the discontinuous test case. The convergence rates for the
h-type reﬁnements are comparable to the previous conservative formulation.
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Fig. 6. h- and p-convergence of the residual in theL2-norm for the discontinuous test case with the conservative formulation with QR-decomposition.
(a) h-reﬁnement; (b) p-enrichment.
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Fig. 7. Final (left) and full space–time (right) LS-SEM solution for the discontinuous test case for the different formulations (number of cells:
8 × 8, fourth order in space and time). (a) Non-conservative formulation. (b) Continuous conservative formulation. (c) Discontinuous conservative
formulation. (d) Conservative formulation with QR-decomposition (continuous).
366 B. De Maerschalck, M.I. Gerritsma / Journal of Computational and Applied Mathematics 215 (2008) 357–367
x
u
0 0.5 1 1.5 2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
EXACT
LS-SEM
x
u
0 0.5 1 1.5 2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
EXACT
LS-SEM with reconstruction
Fig. 8. Original LS-SEM solution (left) and LS-SEM approximation with postprocessing reconstruction (right) applied to the strong non-linear
advection equation with initial cosine hill. Number of cells: Nc = 20 with polynomial order 4 in space and time.
Fig. 7 shows the ﬁnal and full space–time solution for all the above discussed formulations. For the conservative
formulation a comparison is made between a fully continuous formulation and a discontinuous formulation where
uh is only continuous in the temporal direction and the ﬂux Fh is set continuous only in spatial direction. For all
computations the grid consists of 8 × 8 cells, all fourth order in space and time. Notice the spurious wiggles around
the discontinuities. For all formulations these wiggles only occur right in front and behind of the shock. They do not
intend to pollute the whole space–time domain. Therefore, these discrepancies can be reduced by a smart adaptive
h/p-reﬁnement in combination with a postprocessing algorithm as discussed in [4,7,5]. Fig. 8 shows an example of
such a postprocessing reconstruction method as explained in detail in these references. For these plots the LS-SEM is
applied to a strong non-linear advection equation, q/t + q5/x = 0, with an initial cosine hill. Twenty fourth-order
element are used. The left plot shows the original LS-SEM solution, while the right plot shows the result of a simple
postprocess algorithm applied to the original numerical solution. Notice that for none of the formulations additional
diffusive terms have been added to render a stable scheme. This makes the scheme low diffusive which makes it suitable
for, e.g., long time integration.
4. Conclusions
The least-squares spectral element formulation has been applied to the one-dimensional Burgers equation with a
smooth and discontinuous underlying exact solution. Three different ways to discretize this conservation law have been
proposed. For the non-conservative formulation no additional equations and unknowns have to be introduced. However,
h/p-convergence displays a divergent behavior for the residual measured in the L2-norm. Therefore a conservative
formulation is proposed. In this formulation the one-dimensional Burgers equation is rewritten as a system consisting
of a linear ﬁrst order partial differential equation and a non-linear algebraic equation for the ﬂux, which has been
introduced as an extra variable. For this formulation the residual converges algebraically. This second formulation
allows for a straightforward discontinuous approach. One has to take care to approximate the different unknowns by
a suitable polynomial degree. Therefore, for a one-dimensional problem the degrees of freedom more than double
compared to the non-conservative formulation. For multi-dimensional systems of equations, it gets even worse and the
element matrices become very big. In order to keep the size of the global discrete system manageable, a reduction in
the degrees of freedom in the global system is obtained by performing a QR-decomposition at elemental level. For
this formulation, the convergence rates for the error and the residual both measured in the L2-norm are comparable to
the full conservative formulation. The expensive QR-decomposition only has to be applied once and can be re-used in
all non-linear iterations and all time steps. The use of the QR-decomposition to eliminate the ﬂuxes leads to a global
discrete system with the size of the non-conservative formulation, but displays the convergence of the residual norm
of the conservative formulation.
Notice that for none of the schemes a stabilization technique is required to render a stable, high order scheme. This
makes the scheme very low diffusive.
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