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Pre´face
Le de´veloppement de moteurs a` faible pousse´e arrive a` maturite´ aussi bien
sur le plan technique que dans les esprits. Plusieurs missions d’exploration spa-
tiale utilisant des moteurs plasmiques se sont acheve´es avec succe`s, d’autres
sont planifie´es. Ces nouveaux moteurs pre´sentent la caracte´ristique d’avoir une
vitesse d’e´jection beaucoup plus e´leve´e que les fuse´es classiques, ainsi la masse
de carburant ne´cessaire pour produire une acce´le´ration donne´e est moindre avec
cette nouvelle technologie. Ils permettent d’augmenter sensiblement la masse
utile des ve´hicules spatiaux et de re´duire les couˆts de mise en orbite. Cependant
ils pre´sentent l’inconve´nient d’avoir un module de pousse´e beaucoup plus faible.
Par conse´quent les temps de transferts orbitaux sont beaucoup plus longs : com-
parer les quelques heures de la premie`re mission d’exploration spatiale extrater-
restre Lunik 1 (expulse´e hors d’une orbite terrestre par un moteur chimique,
cette sonde passa au voisinage de la Lune le 2 janvier 1959) aux trois anne´es de
transfert de la mission Smart-1 (mise en orbite terrestre le 21 septembre 2003
par une fuse´e Ariane 5).
Ces nouvelles caracte´ristiques impliquent de revoir les strate´gies de mises a`
poste. Pour l’industrie spatiale il est impe´ratif de pouvoir re´aliser des mises a`
poste au moindre couˆt. Outre de calculer les trajectoires optimales (proble`mes
de transfert en temps minimum ou en masse finale maximale), il est ne´cessaire de
renforcer l’autonomie des ve´hicules spatiaux afin d’augmenter leur inde´pendance
par rapport au sol. Pour re´aliser cet objectif il nous semble opportun de recher-
cher des lois de commandes stabilisantes et robustes aux perturbations.
Il faut remarquer qu’il existe de nombreuses lois de commande stabilisant
une orbite keplerienne. Nous avons voulu comparer l’efficacite´ de ces lois de
commande par rapport a` certains couˆts optimaux, en particulier le temps mi-
nimum de transfert. La conclusion de nos simulations est que des lois de com-
mande stabilisantes, simples a` calculer, s’ave`rent particulie`rement efficaces pour
re´aliser des transferts a` faible pousse´e. Ces re´sultats ont motive´ une e´tude ri-
goureuse du syste`me a` deux corps controˆle´, avec le secret espoir que les pro-
prie´te´s remarquables du mouvement keplerien se transmettent et permettent
une compre´hension ge´ome´trique des transferts optimaux.
Ce programme est en partie re´ussi. Nous pouvons ainsi caracte´riser le com-
portement asymptotique de certains couˆts optimaux quand le module maxi-
mal de pousse´e tend vers ze´ro et montrer l’efficacite´ de quelques lois de com-
mande stabilisantes. La diversite´ des re´sultats expose´s te´moigne de la richesse
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du syste`me de Kepler controˆle´. Cette the`se ne peut eˆtre qu’une e´tape vers une
compre´hension plus globale de ce syste`me ; en effet, de nombreux points ne sont
que partiellement analyse´s et demandent a` eˆtre approfondis.
Remerciements
Je suis since`rement reconnaissant a` Jean-Baptiste Pomet de la confiance qu’il
m’a accorde´e en me proposant ce sujet de the`se. Ces trois anne´es passe´es a` l’IN-
RIA ont e´te´ riches de fructueux e´changes constructifs. J’espe`re que nous aurons
a` nouveau la possibilite´ de poursuivre cette collaboration initie´e au printemps
2002.
Laurent Baratchart m’a accueilli au sein du projet Apics, je l’en remercie
vivement. Je ne sais comment exprimer ma gratitude a` l’ensemble des membres
de ce projet. Leurs encouragements m’ont aide´ tous les jours a` poursuivre mes
recherches. Le soutien constant de France, Juliette, Ste´phanie, Martine, Fabien,
Jose´, Vincent, Mario, m’a permis de traverser les moments de doute et de trouver
la se´re´nite´ ne´cessaire a` l’aboutissement de ma the`se.
Je n’oublie pas ma dette envers Thierry Dargent et Joe¨l Amalric. Ils ont
suivi ma the`se chez Alcatel Space, avec un regard critique, de´fendant le point
de vue de l’industriel, aussi ont-ils apporte´ une autre perspective a` mon travail
de recherche.
Je remercie Bernard Bonnard et Ludovic Rifford pour leur lectures critiques
de mon manuscrit. Je sais gre´ a` Pierre Bernhard, qui a pre´side´ avec rigueur et
dignite´, a` Josep Masdemont et a` Richard Epenoy d’avoir sie´ge´ dans le jury ma
soutenance.
Finalement, je souhaite rendre hommage a` Jonathan Chetboun et Youssef
El Fassy Fihry avec qui j’ai eu le plaisir de collaborer.
iii
iv
Sommaire
Pre´face i
Remerciements iii
Re´sume´ ix
Abstract xiii
1 Les syste`mes de Kepler controˆle´s 1
1.1 Le mouvement keplerien . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Un syste`me hamiltonien . . . . . . . . . . . . . . . . . . . 1
1.1.2 Les orbites kepleriennes non-de´ge´ne´re´es . . . . . . . . . . 3
1.1.3 Les orbites ke´ple´riennes elliptiques . . . . . . . . . . . . . 4
1.2 Le syste`me a` deux corps controˆle´ . . . . . . . . . . . . . . . . . . 6
1.2.1 Le choix des coordonne´es . . . . . . . . . . . . . . . . . . 6
1.2.2 Le sous-syste`me plan . . . . . . . . . . . . . . . . . . . . . 8
1.3 Controˆlabilite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.1 Transfert et rendez-vous . . . . . . . . . . . . . . . . . . . 10
1.3.2 Sur le domaine des orbites non-de´ge´ne´re´es . . . . . . . . . 12
1.3.3 Masse variable . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Les syste`mes de Kepler controˆle´s . . . . . . . . . . . . . . . . . . 16
1.4.1 Changement d’e´chelle de temps . . . . . . . . . . . . . . . 17
1.4.2 Choix de la variable libre, temps ou longitude ? . . . . . . 17
1.4.3 Controˆlabilite´ . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Optimalite´ et stabilisation 21
2.1 Controˆle optimal . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1 Les proble`mes optimaux . . . . . . . . . . . . . . . . . . . 22
2.1.2 Trajectoires optimales . . . . . . . . . . . . . . . . . . . . 22
2.1.3 Les proble`mes de transferts optimaux . . . . . . . . . . . 24
2.2 Stabilisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Stabilite´ asymptotique uniforme . . . . . . . . . . . . . . 25
2.2.2 Stabilisation de Jurdjevic-Quinn . . . . . . . . . . . . . . 28
2.3 L’oscillateur harmonique en pousse´e faible . . . . . . . . . . . . . 30
v
vi SOMMAIRE
2.3.1 Synthe`se optimale . . . . . . . . . . . . . . . . . . . . . . 30
2.3.2 Commande Jurdjevic-Quinn . . . . . . . . . . . . . . . . . 32
2.3.3 Optimalite´ et stabilisation . . . . . . . . . . . . . . . . . . 33
3 Le syste`me controˆle´ moyen 35
3.1 Dynamiques lentes et rapides . . . . . . . . . . . . . . . . . . . . 35
3.2 Le syste`me controˆle´ moyen . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 De´finition . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 The´ore`me de convergence . . . . . . . . . . . . . . . . . . 40
3.2.3 Proprie´te´s du syste`me moyen . . . . . . . . . . . . . . . . 43
3.2.4 Extre´males temps minimum . . . . . . . . . . . . . . . . . 46
3.3 Conse´quences pour les transferts optimaux . . . . . . . . . . . . 48
3.3.1 Temps minimum a` masse constante . . . . . . . . . . . . . 49
3.3.2 Temps minimum a` masse variable . . . . . . . . . . . . . 50
3.3.3 Masse finale maximale et e´nergie minimale . . . . . . . . 53
3.4 Les transferts coplanaires . . . . . . . . . . . . . . . . . . . . . . 54
3.4.1 Le syste`me moyen . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Temps minimum . . . . . . . . . . . . . . . . . . . . . . . 56
3.4.3 Analyse du syste`me moyen . . . . . . . . . . . . . . . . . 57
4 Autour de Jurdjevic-Quinn 65
4.1 Stabilisation exponentielle des syste`mes de Kepler . . . . . . . . 65
4.2 A propos du controˆle sature´ . . . . . . . . . . . . . . . . . . . . . 69
4.2.1 Une commande en boucle ferme´e discontinue . . . . . . . 69
4.2.2 Inclusion diffe´rentielle et principe d’invariance . . . . . . . 70
4.2.3 Proprie´te´ de stabilite´ de la commande discontinue . . . . 72
4.3 L’interpolation de Lyapunov . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.2 Interpolation exacte . . . . . . . . . . . . . . . . . . . . . 76
4.4 Maximiser la masse . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5 Etudes nume´riques 79
5.1 Cas particuliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.1 Deux transferts de re´fe´rence . . . . . . . . . . . . . . . . . 79
5.1.2 Estimation du temps de transfert du feedback . . . . . . . 81
5.1.3 Analyse de robustesse . . . . . . . . . . . . . . . . . . . . 83
5.2 Interpolation de Lyapunov . . . . . . . . . . . . . . . . . . . . . . 83
5.3 Un algorithme na¨ıf . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.1 Le cas plan . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.2 Des transferts en 3 dimensions . . . . . . . . . . . . . . . 97
6 Rendez-vous 99
6.1 Par rapport au transfert . . . . . . . . . . . . . . . . . . . . . . . 99
6.2 A propos du rendez-vous par feedback . . . . . . . . . . . . . . . 100
6.2.1 Condition ne´cessaire . . . . . . . . . . . . . . . . . . . . . 100
6.2.2 Existence, le controˆle Kellett-Praly . . . . . . . . . . . . . 101
SOMMAIRE vii
6.3 Une strate´gie de rendez-vous hybride . . . . . . . . . . . . . . . . 104
6.3.1 Pour des syste`mes kepleriens quelconques . . . . . . . . . 104
6.3.2 Application au proble`me de Kepler controˆle´ . . . . . . . . 105
Postface 109
viii SOMMAIRE
Re´sume´
Chapitre 1
On pre´sente le syste`me a` deux corps controˆle´ a` faible pousse´e : un satel-
lite muni d’un moteur plasmique soumis au champs gravitationnel d’un astre
central. On e´tudie ses proprie´te´s de controˆlabilite´, la possibilite´ de re´aliser un
transfert ou un rendez-vous entre deux orbites kepleriennes. On de´montre la
controˆlabilite´ globale de ce syste`me pour toute contrainte sur le module maxi-
mal de pousse´e [13]. Puis on propose une classe de syste`mes appele´e “syste`mes
de Kepler controˆle´s” a` masse constante et a` masse variable. Elle est une abs-
traction du syste`me e´tudie´ dans le domaine des e´nergies ne´gatives. L’e´tude de
cette classe de syste`mes permet de traiter le cas plan, ou en trois dimensions,
de manie`re unifie´e, et de s’affranchir d’un choix pre´cis de coordonne´es.
– Controˆlabilite´, syste`me a` deux corps controˆle´, transfert orbital, rendez-
vous.
Chapitre 2
On pre´sente les proble`mes de controˆle en temps minimum, e´nergie mini-
male et masse maximale, et les proble´matiques de stabilisation, en particulier la
me´thode de Jurdjevic-Quinn pour un syste`me affine. L’oscillateur harmonique,
avec de faibles pousse´es, est un cas simple de syste`me de Kepler controˆle´, qui
illustre le lien entre controˆle optimal et stabilisation Jurdjevic-Quinn pour ces
syste`mes. La commande optimale et la commande stabilisante convergent vers
une limite commune quand le module maximal du controˆle tend vers ze´ro.
– Commande temps minimum, feedback Jurdjevic-Quinn, oscillateur har-
monique controˆle´.
Chapitre 3
Le module maximal de pousse´e est un petit parame`tre ε qui appelle une e´tude
asymptotique. Ce chapitre est de´die´ a` la “moyennisation” qui rend compte du
comportement limite quand le module maximal de pousse´e ε tend vers 0. On
de´finit le syste`me moyen associe´ a` un syste`me controˆle´ line´aire avec des champs
de vecteurs pe´riodiques [12]. Cette construction permet d’e´tudier les proprie´te´s
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asymptotiques des couˆts optimaux de transfert en temps minimum, e´nergie mi-
nimale et masse maximale, pour les syste`mes de Kepler controˆle´s, quand le
module maximal du controˆle tend vers ze´ro. Nous montrons en particulier une
conjecture propose´e dans [17]. On de´montre aussi la comple´tude des solutions
minimisantes des proble`mes de transfert en temps minimum, pour le syste`me
moyen a` deux corps controˆle´ plan, re´duit au demi-grand axe et a` l’excentricite´.
– Syste`me moyen controˆle´.
– De´veloppement asymptotique des couˆts de transferts optimaux.
– Transferts orbitaux en demi-grand axe et excentricite´, comple´tude des
trajectoires minimisantes.
Chapitre 4
On de´montre la convergence exponentielle des controˆles en boucle ferme´e de
type Jurdjevic-Quinn pour les syste`mes de Kepler controˆle´s a` masse variable
[11]. On s’inte´resse au comportement de la commande sature´e pour un syste`me
affine satisfaisant les conditions de Jurdjevic-Quinn. Les solutions de Fillipov ne
sont pas pe´nalisantes et ces controˆles assurent une stabilisation pratique. Puis
on introduit le concept d’interpolation de Lyapunov pour les syste`mes controˆle´s
line´aires [8]. Pour chaque controˆle en boucle ouverte re´gulier et une solution
associe´e, il existe un controˆle, stabilisant au sens de Lyapunov le point final, qui
e´tend la boucle ouverte a` un voisinage. Enfin, on propose une loi de commande
en boucle ferme´e hybride base´e sur les controˆles de type Jurdjevic-Quinn afin
d’ame´liorer la consommation de masse.
– Convergence exponentielle des feedbacks Jurdjevic-Quinn pour les syste`mes
de Kepler controˆle´s a` masse variable.
– Commande Jurdjevic-Quinn sature´e, solutions de Fillipov.
– Interpolation de Lyapunov.
– Feedback hybride pour maximiser la masse.
Chapitre 5
On compare l’efficacite´ des lois de commande stabilisantes a` la commande de
transfert en temps minimum pour le syste`me a` deux corps controˆle´. Les simu-
lations nume´riques montrent que ces lois de commande sont tre`s performantes.
Simples a` calculer, robustes aux perturbations et efficaces par rapport au couˆt
optimal elle peuvent contribuer de fac¸on positive a` l’autonomie des satellites
pendant les transferts orbitaux.
– Etude nume´rique de l’efficacite´ des feedbacks Jurdjevic-Quinn.
– Logiciel pour Alcatel Space.
Chapitre 6
On e´tudie la particularite´ des proble`mes de rendez-vous par rapport au
proble`me de transfert orbital. On commence par rappeler un re´sultat d’existence
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de loi de commande stabilisant une orbite keplerienne et on e´tudie l’efficacite´
de cette commande : contrairement aux transferts orbitaux avec les feedbacks
Jurdjevic-Quinn le temps de transfert est tre`s sensible a` la longitude sur l’or-
bite initiale. Cette proprie´te´ peut s’expliquer par un autre re´sultat : chaque
fonction de Lyapunov pour un rendez-vous doit de´pendre du module maximal
de pousse´e. Puis, nous proposons une me´thode de rendez-vous base´e sur les
feedbacks Jurdjevic-Quinn re´alisant un transfert. Nous soulignons la ne´cessite´
d’estimer l’ensemble des perturbations pour achever un rendez-vous effectif dans
un environnement perturbe´ en un temps proche du temps optimal sans pertur-
bations.
– Strate´gie de rendez-vous utilisant les feedbacks Jurdjevic-Quinn.
Autres
Mentionnons deux rapports de recherche sur des sujets indirectement lie´s a`
cette the`se fruits de deux collaborations diffe´rentes :
– Une e´tude de la mission Smart-1 mode´lise´e par le syste`me a` trois corps
re´duit ou` le satellite est controˆle´ a` l’aide des lois de commandes hybrides
de types Jurdjevic-Quinn pre´servant la masse du satellite [9].
– Une e´tude the´orique du vol en formation, un premier pas vers une ca-
racte´risation ge´ome´trique du domaine de viabilite´ de n-corps inertiels
controˆle´s sphe´riques contraints de rester dans une boule en e´vitant les
collisions, une caracte´risation du bord du domaine de viabilite´ par des
proble`mes de temps maximal [10].
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Abstract
Chapter 1
We present the low thrust control 2-body system : a satellite equipped with
a plasmic engine subject to the gravitational field of a central body. We study
its controllability properties, the possibility to achieve a transfer or a rendez-
vous between two Keplerrian orbits. We prove the global controllability of this
system for all constraints on the maximal thrust [13]. Then we propose a class
of systems, called ”control Keplerrian system”, an abstraction of the satellite
system in the domain of negative mechanical energies.
– Controllability, control 2-body system, orbital transfer, rendez-vous.
Chapter 2
We present the problems of transfers in minimum time, minimal energy or
mass maximal, and the problem of stabilization, in particular the Jurdjevic-
Quinn’s method for an affine system. Hence we illustrate the relationship bet-
ween these two different problems on the control harmonic oscillator, a simple
control Keplerrian system. For this particular system, the time optimal control
and the Jurdjevic-Quinn’s control have somehow the same limit when the thrust
tends toward zero.
– Time optimal control, Jurdjevic-Quinn’s feedback, control harmonic oscil-
lator.
Chapter 3
The maximal thrust is a small parameter ε that motivates an asympto-
tic study. We define the average system associated to a control system linear
in control with periodic vector fields [12]. This construction provide a tool to
study the asymptotic properties of the transfer in minimal time, minimal energy
and mass maximal for a control Keplerrian systems. We prove in particular a
conjecture exposed in [17].
– Average control system.
– Asymptotic development of optimal transfer costs.
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– Orbital transfers in semi-major axis and eccentricity for the averaged sys-
tem associated to the time optimal transfer problem of the control 2-body
system.
Chapter 4
We prove the exponential convergence of the Jurdjevic-Quinn’s control for
the control Keplerrian system [11]. We focus on the behavior of the saturated
discontinuous control for a system satisfying to the Jurdjevic-Quinn’s condi-
tions. The Fillipov’s solutions are not penalizing, the saturated discontinuous
control insures a practical stabilization. We introduce the concept of Lyapunov’s
interpolation for the linear control systems [8]. Finally we propose an hybrid
feedback based on Jurdjevic-Quinn’s control to improve mass consumption.
– Exponential convergence of Jurdjevic-Quinn’s feedbacks for control Ke-
plerrian systems.
– Study of the saturated discontinuous Jurdjevic-Quinn’s control, Fillipov’s
solutions.
– Lyapunov’s interpolation.
– Hybrid feedback to spare propellent.
Chapitre 5
We compare the efficiency of the Jurdjevic-Quinns control in regards to the
transfer time for the control 2-body system. Numerical simulations show that
these commands can achieve a transfer in a time very close to the optimal, even
in a perturbed environment.
– Numerical study of the efficiency of the Jurdjevic-Quinn’s feedbacks.
Chapitre 6
We study the particularities of the rendez-vous problem in comparison with
the transfer problem. We remind the reader the existence of stabilizing feedbacks
of Keplerrian trajectories. Contrary to the Jurdjevic-Quinn’s control for orbi-
tal transfers, the transfer time of these feedbacks is very sensitive to the initial
longitude, hence to eclipses. This property may be explain by another result. In-
deed the Jurdjevic-Quinn’s method admits Lyapunov functions independent of
the thrust, whereas each Lyapunov function for a feedback achieving a rendez-
vous must depend on the thrust constraint. Finally we propose a shooting me-
thod to achieve a rendez-vous using the Jurdjevic-Quinn’s control. However it
is necessary to estimate properly all the major perturbations in a perturbed
environment to achieve a rendez-vous within a time close to the optimal.
– Rendez-vous strategy using Jurdjevic-Quinn’s controls.
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Other
Two research reports on subjects indirectly related to this manuscript, fruits
of two collaborations :
– A study of the Smart-1 mission modeled by the restricted planar 3-body
system and controlled by hybrid feedback laws [9].
– A theoretical study of formation flying, a first step toward the geometri-
cal characterization of the viability domain of control inertial bodies, a
characterization associated to time maximal problems [10].
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Chapitre 1
Les syste`mes de Kepler
controˆle´s
Dans ce chapitre nous commenc¸ons par pre´senter le mouvement keplerien
et nous introduisons le syste`me a` deux corps controˆle´. Nous discutons ensuite
des proprie´te´s de controˆlabilite´ satisfaites par ce syste`me et nous proposons la
notion plus ge´ne´rale de syste`mes de Kepler controˆle´s, notion qui ge´ne´ralise le
proble`me a` deux corps controˆle´ dans le domaine elliptique en conservant et en
accentuant certaines de ses caracte´ristiques fondamentales.
1.1 Le mouvement keplerien
1.1.1 Un syste`me hamiltonien
Le syste`me constitue´ d’un satellite de masse m soumis a` l’attraction d’un
astre se re´duit classiquement a` un point de vecteur position r et de vecteur
vitesse v. Soit R∗ = R \ {0} ; l’espace des phases est le fibre´ tangent TR3∗,
identifie´ a` R3∗ × R3, et la dynamique est re´gie par les e´quations diffe´rentielles,{
r˙ = v
v˙ = −µ r|r|3 , (r,v) ∈ R
3
∗ × R3, (1.1)
avec µ une constante positive. Nous faisons de plus l’hypothe`se que la masse
de l’astre central est pre´ponde´rante devant la masse du satellite et que l’astre
central est positionne´ a` l’origine.
Le syste`me de Kepler (1.1) peut s’e´crire de manie`re abstraite et compacte en
utilisant le formalisme de la ge´ome´trie diffe´rentielle. Soit f0 le champ de vecteurs
sur TR3∗ de´fini dans les coordonne´es carte´siennes par
f0 =
3∑
i=1
vi
∂
∂ri
− µ ri|r|3
∂
∂vi
. (1.2)
1
2 CHAPITRE 1. LES SYSTE`MES DE KEPLER CONTROˆLE´S
Nous noterons etf0 le flot du champ de vecteur f0. Etant donne´e une condition
initiale q(0) = q0 ∈ TR3∗, nous noterons etf0(q0), ou plus brie`vement q(t) quand
il n’y a pas d’ambigu¨ıte´ sur la condition initiale, la solution du proble`me de
Cauchy, {
q˙ = f0(q) ,
q(0) = q0 .
(1.3)
Soit I ⊂ R l’intervalle de de´finition maximale de la solution q(t), nous appelons
orbite keplerienne Oq0 l’ensemble des points de cette solution,
Oq0 =
{
etf0(q0), t ∈ I
}
. (1.4)
C’est le grand succe`s de la the´orie de Newton [40] qui marque le de´but de
la science moderne. Cette formulation dynamique ve´rifie les trois lois e´nonce´es
par Kepler [33] [34] pour de´crire le mouvement des plane`tes du syste`me solaire :
– Les plane`tes parcourent des orbites planes, elliptiques, paraboliques ou
hyberboliques dont le Soleil occupe l’un des foyers.
– En des dure´es e´gales, une plane`te balaye des aires e´gales.
– Pour les orbites elliptiques, le rapport du carre´ de la pe´riode de rotation au
cube du demi-grand axe est identique pour toutes les plane`tes du syste`me
solaire.
Ces proprie´te´s se re´sument par le fait que le syste`me a` deux corps est hamil-
tonien avec cinq inte´grales premie`res inde´pendantes, que toutes les orbites du
mouvement keplerien induit par la fonction e´nergie (1.5) sont des sous-varie´te´s
diffe´rentielles plonge´es dans R6 qui forment un feuilletage de TR3∗.
H(r,v) =
v2
2
− µ‖r‖ . (1.5)
En effet. la fonction H, appele´e aussi e´nergie me´canique, est invariante le long
des trajectoires q(t) de (1.1) ;
H˙ =
d
dt
H(q(t)) (1.6)
= 〈dH, f0〉 (1.7)
= 〈
3∑
i=1
vidvi + µ
ri
|r|3 dri, f0〉 (1.8)
= 0 (1.9)
De meˆme le vecteur moment cine´tique
c = r× v , (1.10)
et le vecteur excentricite´
e =
v × c
µ
− r|r| . (1.11)
sont des inte´grales premie`res du syste`me (1.1).
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Ces fonctions ne sont pas inde´pendantes mais lie´es par diffe´rentes relations,
c.e = 0, (1.12)
et si H < 0,
e2 = 1 + 2
H
µ2
c2, (1.13)
avec c = ‖c‖, le moment cine´tique, et e = ‖e‖, l’excentricite´.
Remarque 1. Si le moment cine´tique c, ou l’e´nergie H, est nul alors l’excentricite´
e vaut 1. Aussi quand le moment cine´tique c est non nul, il est possible de
retrouver la valeur de l’e´nergie H connaissant l’excentricite´ e, alors que quand
le moment cine´tique s’annule ce changement de variable devient singulier. Les
trajectoires du mouvement keplerien ne sont pas comple`tes, de´finies pour tous
les temps, mais sortent de la varie´te´ TR3∗ quand le moment cine´tique est nul.
Quand c = 0, les trajectoires sont rectilignes et il existe un temps fini pour lequel
la distance a` l’astre central s’annulle, ‖r‖ = 0, et la vitesse infinie, ‖v‖ = +∞.
Ces trajectoires de´ge´ne´re´es sont les chocs.
1.1.2 Les orbites kepleriennes non-de´ge´ne´re´es
Conside´rons la varie´te´ C des points de TR3∗ ayant un moment cine´tique non
nul,
C = {(r,v) ∈ R3∗ × R3, c 6= 0} .
Proposition 2. Les orbites keplerienne de´finies sur C sont comple`tes, non-
de´ge´ne´re´es, c’est-a`-dire de´finies pour tous les temps, et la varie´te´ C est feuillete´e
par des coniques.
De´monstration: Cette pre´sentation des orbites keple´riennes est base´e sur
l’article de John Milnor [38]. Introduisons un repe´re carte´sien, r = (x, y, z),
tel que le vecteur moment cine´tique c pointe dans la direction z. La relation
r × r˙ = c = (0, 0, c) implique que le vecteur r appartient au plan (x, y). En
introduisant les coordonne´es polaires dans ce plan r(t) = (r cos θ, r sin θ, 0), un
calcul rapide montre que
c = r2θ˙. (1.14)
L’invariance de cette expression r2θ˙ traduit simplement la seconde loi de Kepler
en terme moderne : le vecteur r(t) balaye des aires e´gales en des dure´es e´gales 1.
Ecrivons l’e´quation de Newton, v˙ = −µ(cos θ, sin θ, 0)/r2 et divisons par θ˙.
d
dθ
v = −µ
c
(cos θ, sin θ, 0), (1.15)
1”Il est inte´ressant de remarquer que l’interpre´tation de Kepler e´tait diffe´rente de l’in-
terpre´tation newtonienenne. En effet en l’absence du concept d’inertie, il croyait que le Soleil
exerc¸ait une force de re´pulsion inversement proportionnelle a` la distance qui repousserait les
plane`tes sur leur orbite.” [38]
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en inte´grant on obtient
v =
µ
c
(− sin θ, cos θ, 0) + b, (1.16)
ou` b = (bx, by, 0) est une constante d’inte´gration, une inte´grale premie`re.
L’e´quation 1.16 implique que le vecteur vitesse v parcoure le cercle centre´
en b et de rayon µ/c. Le vecteur b est un invariant dynamique qui est relie´ aux
vecteurs moment cine´tique et excentricite´ par la relation
b =
µ
c2
c× e. (1.17)
ll est inte´ressant de remarquer que le vecteur v − b est toujours orthogonal au
vecteur position r.
Soit des coordonne´es (x, y) telles que b soit sur l’axe des y positif. Avec cette
convention on a
v =
µ
c
(− sin θ, e+ cos θ, 0). (1.18)
En substituant cette expression dans c = r × v, on obtient la formule c2 =
µr(1 + e cos θ),
r =
c2
µ(1 + e cos θ)
. (1.19)
C’est pre´cise´ment l’e´quation, en coordonne´e polaire, d’une conique d’excentricite´
e ayant l’origine pour foyer. Cette conique est un cercle, une ellipse, une parabole
ou une hyperbole selon que, respectivement, e = 0, 0 < e < 1, e = 1 ou e > 1.
Remarques 3.
Soit K le domaine des vecteurs orthogonaux de R3∗ × R3,
K = {(x,y) ∈ R3∗ × R3, x.y = 0} ,
soit l’application J : C → K de´finie par J(r,v) = (c, e). Pour tout point (τ, ρ) ∈
K il existe une unique orbite O ⊂ C telle que pour tout point (r,v) ∈ O,
J(r,v) = (τ, ρ).
La varie´te´ C ⊂ TR3∗ est feuillete´e par une famille de courbes qui se proje`tent selon
des coniques non-de´ge´ne´re´es sur R3∗ et des cercles sur R3. Il n’est pas possible de
choisir la conique et le cercle inde´pendamment l’un de l’autre. Plus pre´cise´ment
e´tant donne´e une conique de R3∗, il existe deux cercles de vitesses admissibles,
en effet la conique peut eˆtre parcourue dans deux sens distincts, deux sens de
rotations qui correpsondent a` des vecteurs moment cine´tique oppose´s.
1.1.3 Les orbites ke´ple´riennes elliptiques
De´finissons C−, l’ouvert de TR3∗ des orbites elliptiques non de´ge´ne´re´es,
C− =
{
(r,v) ∈ R3∗ × R3, c 6= 0,H < 0
}
. (1.20)
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Corollaire 4. Sur C− les orbites keple´riennes sont compactes et les trajectoires
pe´riodiques2.
Pour les applications il est utile d’introduire un repe`re orthonorme´ (X,Y,Z)
oriente´ selon une direction particulie`re. Par exemple l’astre central, un solide,
admet ge´ne´ralement une dynamique propre et il peut-eˆtre inte´ressant alors de
choisir son axe de pre´cession comme direction privile´gie´e. Soit (cx, cy, cz) les
coordonne´es du vecteur moment cine´tique c dans ce repe`re. On de´finit le vecteur
(hx, hy) = (
−cy
c+cz
, cxc+cz ). On de´finit le vecteur (ex, ey) comme l’image du vecteur
excentricite´ e dans le plan XY par la rotation de´finie par le vecteur cc × Z qui
envoie c sur Z. Ce changement de variable devient singulier pour les orbites
de´ge´ne´re´es.
Soient
Z = {(r,v) ∈ C−, c× Z = 0, c.Z < 0} , (1.21)
E = {(c, (ex, ey), (hx, hy)) ∈ R+∗ × D× D}, (1.22)
avec D = {x ∈ R2, ‖x‖ < 1}. L’application J : C− \ Z → E× [0, 2pi[ de´finie par
J(r, v) = (c, ex, ey, hx, hy, L) est un diffe´omorphisme.
Il est possible de parame´trer la famille d’orbite C−, avec d’autres inte´grales
premie`res. Ainsi, pour les orbites elliptiques non circulaires n’appartenant pas
au plan e´quatorial XY , on utilise classiquement les coordonne´es (a, e, i,Ω, ω, ν)
(voir [18] page 186) ;
– Le demi-grand axe (a = c2/µ
√
1− e2),
– L’excentricite´ (e2 = e2x + e
2
y),
– L’inclinaison i (l’angle de la rotation qui envoie c sur Z),
– L’ascension droite Ω (l’angle entre le vecteur X et le nœud ascendant),
– L’argument du pe´ricentre ω (l’angle entre le nœud ascendant et le pe´rige´e),
– L’anomalie vraie (ν = θ), (L = Ω+ ω + ν).
Notons que hx = 2 cosΩ tan i/2 et hy = 2 sinΩ tan i/2.
Remarque 5. Etant donne´ I un jeu d’inte´grales premie`res inde´pendantes pa-
rame´trant un sous-domaine des orbites elliptiques C− il est tentant de vouloir
mesurer la distance entre les orbites par une distance sur R5. A toute matrice
Q de´finie positive on peut associer une distance entre les orbites elliptiques du
domaine C−,
dQ(I0, I1) = (I0 − I1)TQ(I0 − I1) ,
qui de´pend de Q et des coordonne´es choisies. Dans le chapitre 4 on montre
comment a` partir de chacune de ces distances on peut construire un controˆle en
boucle ferme´e stabilisant localement une orbite cible.
2Toutes les solutions du proble`me a` deux corps d’e´nergie ne´gative et de moment cine´tique
non nul sont pe´riodiques. Parmis les potentiels en rα, cette proprie´te´ n’est partage´ que par le
mouvement e´lastique α = 2. Pour toutes les valeur de α ∈ R \ {−1, 2} les trajectoires peuvent
eˆtre anime´es d’un mouvement de pre´cession, elles sont pe´riodiques ou quasi-pe´riodiques selon
les valeurs de l’e´nergie. Notons d’autre part que cette proprie´te´ n’est pas conserve´e pour les
petites variations du champs de de´rive f0, meˆme quand la variation est une perturbation
hamiltonienne, seule une infime partie des orbites pe´riodiques sont transforme´es en orbites
pe´riodiques [39].
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Fig. 1.1 – Coordonne´es carte´siennes et coordonne´es de Gauss
1.2 Le syste`me a` deux corps controˆle´
Dans cette section nous pre´sentons le proble`me de Kepler controˆle´ en coor-
donne´es carte´siennes et coordonne´es orbitales.
1.2.1 Le choix des coordonne´es
Nous appelons syste`me a` deux corps controˆle´ le syste`me constitue´ d’un satel-
lite soumis a` la force gravitationnelle d’un astre central et e´quipe´ d’une fuse´e ;
le mode`le d’un tel satellite s’obtient en ajoutant une force de controˆle u aux
e´quations (1.1), {
r˙ = v ,
v˙ = −µ r|r|3 + um . (1.23)
Chaque moteur pre´sente des limitations intrinse`ques a` sa conception technique.
En particulier la force de controˆle est borne´e, on appelle ε le module maximal
de la force de pousse´e,
‖u‖ ≤ ε. (1.24)
Notons que si le mouvement Keplerien (1.1) est inde´pendant de la masse du
satellite m, le syste`me a` deux corps controˆle´ en de´pend. Ces moteurs sont re´gis
par le principe de la conservation du mouvement. Ainsi, la masse du satellite
de´croˆıt quand le moteur est allume´ et pour obtenir une mode´lisation pre´cise
du syste`me de Kepler controˆle´ il est ne´cessaire d’inclure aux e´quations (1.1) et
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(1.24) la dynamique de la masse,
m˙ = − ‖u‖
g0Isp
(1.25)
avec g0 l’acce´le´ration de la pesanteur a` l’e´quateur et Isp l’impulsion spe´cifique du
moteur. La quantite´ g0Isp est le de´bit massique maximal de notre moteur, ainsi,
plus l’impulsion spe´cifique du moteur est grande, plus le moteur est efficace,
e´jecte la matie`re a` une vitesse e´leve´e, consomme moins de masse pour acce´le´rer.
Pour re´sumer donnons les e´quations du syste`me a` deux corps controˆle´ associe´es
a` la borne ,
K
{
r˙ = v ,
v˙ = −µ r|r|3 + um , m˙ = −
‖u‖
g0Isp
, ‖u‖ ≤ . (1.26)
Le syste`me a` deux corps controˆle´ e´volue comme le syste`me a` deux corps
lorsque le controˆle u est nul. Ainsi, quand le controˆle u est petit, les solutions
du syste`me a` deux corps controˆle´ sont proches des solutions du mouvement
keplerien. En particulier la dynamique des inte´grales premie`res est lente quand
le controˆle est petit,
c˙ = r× u
m
, (1.27)
e˙ =
u× c
mµ
+
v × c˙
µ
(1.28)
Soit (ξ, η, ζ) une base ortho norme´e, soient (uξ, uη, uζ) les composantes dans
cette base du vecteur de controˆle, soit (fξ, fη, fζ) les champs de vecteurs de
controˆles associe´s a` cette base ; le syste`me (1.26) s’e´crit de manie`re synthe´tique
sous la forme suivante
dq
dt
= f0 +
uξ
m
fξ +
uη
m
fη +
uζ
m
fζ . (1.29)
Le champ de vecteur f0, appele´ de´rive, correspond au champs de vecteur du
mouvement keplerien. Dans la base XY Z associe´e a` l’astre central, la de´rive f0
est de´finie par l’e´quation (1.2) et les champs de vecteurs de controˆle
fi =
∂
∂vi
, i ∈ {X,Y, Z}. (1.30)
Si nous choisissons de travailler avec les inte´grales premie`res (c, ex, ey, hx, hy)
et la longitude cumule´e L, que nous de´composons le controˆle u dans le repe`re
QSW associe´ au satellite, ou` Q de´signe la direction radiale, S la direction or-
thoradiale dans le plan orbital et W la direction normale au plan orbital (voir
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Fig. 1.2 – Les repe`res othonorme´s QSW et NTW
la figure 1.2), alors
f0 =
µ2Z2
c3
∂
∂L
, (1.31)
fS =
c2
µZ
∂
∂c
+
cA
µZ
∂
∂ex
+
cB
µZ
∂
∂ey
, (1.32)
fQ =
c
µ
sinL
∂
∂ex
− c
µ
cosL
∂
∂ey
, (1.33)
fW = − cY
µZ
ey
∂
∂ex
+
cY
µZ
ex
∂
∂ey
(1.34)
+
cX
2µZ
cosL
∂
∂hx
+
cX
2µZ
sinL
∂
∂hy
+
cY
µZ
∂
∂L
,
avec 
Z = 1 + ex cosL+ ey sinL ,
A = ex + (1 + Z) cosL ,
B = ey + (1 + Z) sinL ,
X = 1 + h2x + h
2
y ,
Y = hx sinL− hy cosL .
Ces formules ont e´te´ e´tablies d’abord pour traiter les perturbations d’orbite [18],
ce n’est que plus tard avec l’apparition des moteurs a` faible pousse´e que l’on
s’est inte´resse´ a` ces e´quations en tant que syste`me controˆle´ [15].
1.2.2 Le sous-syste`me plan
Avec le controˆle u exprime´ dans le repe`re tangentiel-normal TN , le syste`me
a` deux corps controˆle´ plan est de´fini dans le domaine des orbites elliptiques avec
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les coordonne´es
(a, e, ω, θ) ∈ R+∗ × [0, 1[×[0, 2pi]× R ,
par les e´quations :

da
dt
de
dt
dω
dt
dθ
dt
 =

0
0
0√
µ
a3/2
w(e, ν)
+ ut

2a
3/2√
µ αa(e, ν)
2
√
a
µαe(e, ν)
2
√
a
µαω(e, ν)
0
+ un

0√
a
µβe(e, ν)√
a
µβω(e, ν)
0
 ,
(1.35)
avec la longitude orbitale θ = ν + ω et la contrainte ‖u‖ ≤ .
Les fonctions αi, βi et w de´pendent uniquement des variables e et ν et sont
2pi-pe´riodiques par rapport a` ν.
αa =
√
1 + 2e cos ν + e2√
1− e2 ,
αe =
√
1− e2(e+ cos ν)√
1 + 2e cos ν + e2
, (1.36)
αω =
√
1− e2
e
sin ν√
1 + 2e cos ν + e2
,
βe = − (1− e
2)3/2 sin ν
(1 + e cos ν)
√
1 + 2e cos ν + e2
, (1.37)
βω =
√
1− e2
e
2e+ (1 + e2) cos ν
(1 + e cos ν)
√
1 + 2e cos ν + e2
,
et
w =
(1 + e cos ν)2
(1− e2)3/2 . (1.38)
1.3 Controˆlabilite´
Dans cette section nous pre´sentons quelques notions de controˆlabilite´. Outre
la controˆlabilite´ globale et les ensembles accessibles, nous de´finissons les notions
de transfert et de rendez-vous ainsi que la notion de controˆlabilite´ incondition-
nelle. Ces notions de controˆlabilite´ se focalisent sur les orbites de la de´rive au
lieu des points de l’espace des phases. La notion de controˆlabilite´ incondition-
nelle souligne qu’une proprie´te´ ne de´pend pas du module maximal du controˆle.
Puis, nous nous inte´ressons aux proprie´te´s de controˆlabilite´ satisfaites par le
syste`me a` deux corps controˆle´, a` masse constante puis a` masse variable.
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1.3.1 Transfert et rendez-vous
Avant de de´finir les notions de transfert et de rendez-vous rappelons quelques
de´finitions essentielles associe´es a` un syste`me controˆle´ (voir [26] et [30]).
Soit un syste`me controˆle´,
q˙ = f(q, u), q ∈M, , u ∈ U ⊂ Rm, (1.39)
avec M une varie´te´ diffe´rentielle lisse.On suppose que le membre de droite sa-
tisfait aux hypothe`ses suivantes :
– Pour chaque point u ∈ U , l’application q 7→ f(q, u) est un champ de
vecteurs re´guliers.
– L’application (q, u) 7→ f(q, u) est continue sur M × U .
– Dans des coordonne´es locales sur M , l’application (q, u) 7→ ∂f∂q (q, u) est
continue sur M × U .
Les controˆles admissibles sont les applications mesurables localement borne´es,
u(.) ∈ L1loc(R, U). En substituant un tel controˆle u = u(t) dans le syste`me
(1.39), on obtient une e´quation diffe´rentielle non autonome q˙ = f(q, u(t)). Le
the´ore`me de Carathe´odory implique que pour chaque point q0 ∈M le proble`me
de Cauchy
q˙ = f(q, u(t)), q(t0) = q0,
admet une unique solution. On notera par q0 exp
∫ t
t0
fu, ou plus brie`vement par
qu(t), cette solution.
De´finition 6 (Ensembles accessibles). L’ensemble accessible du syste`me (1.39)
au temps t a` partir de q0 ∈M est de´fini par
Aq0(t) =
{
qu(t) |u ∈ L1loc([0, t], U)
}
.
De la meˆme fac¸on on de´finit l’ensemble accessible pour les temps infe´rieurs a` t
Atq0 =
⋃
0≤τ≤t
Aq0(τ).
et pour tous les temps positifs
Aq0 =
⋃
0≤τ
Aq0(τ).
De´finition 7. Le syste`me S est globalement controˆlable si et seulement si
∀q0 ∈M , Aq0 =M .
C’est-a`-dire que pour chaque couple (q0, q1) ∈ M2, il existe un controˆle
admissible tel que la solution du syste`me (1.39) qu : [0, T ] → M relie ces deux
points, q(0) = q0 et q(T ) = q1.
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Controˆlabilite´ en rendez-vous
Supposons que 0 ∈ U , on appelle de´rive le champ de vecteur a` controˆle nul,
f0 = f(., 0). (1.40)
Une notion de controˆlabilite´ qui se focalise sur les orbites de la de´rive plutoˆt
que sur les points de M est introduite par les de´finitions suivantes.
De´finition 8. Soit q0 et q1 deux points de M ,
1. Un transfert a` partir de q0 vers q1 est une trajectoire admissible qui relie
le point q0 a` l’orbite de la de´rive associe´e a` q1, Oq1 = {etf0(q1), t ∈ R}.
2. Un rendez-vous a` partir de q0 vers q1 est une trajectoire admissible qu(t)
initialise´e en q0 telle qu’il existe un instant T ≥ 0, qu(T ) = eTf0(q1).
Le rendez-vous est un transfert synchronise´ avec la solution de la de´rive ini-
tialise´e a` q1. Conside´rons l’exemple d’un bateau sans inertie e´quipe´ d’un moteur
trop faible pour remonter le courant,
q˙ = 1 + u, |u| ≤ 1/2, q ∈ R. (1.41)
La de´rive du syste`me (1.41) n’admet qu’une orbite R, ainsi toutes les lois de
controˆle admissibles re´alisent le transfert. Par contre supposons que notre bateau
de´marre a` 0 et veuille rejoindre un radeau a` la de´rive situe´ a` l’instant initial a`
une distance 1, il faudra en poussant au maximum un temps 2 pour rejoindre
le radeau.
De´finition 9. Le syste`me (1.39) est controˆlable en rendez-vous si pour chaque
couple (q0, q1) ∈M2, il existe un rendez-vous.
La controˆlabilite´ en rendez-vous n’implique pas la controˆlabilite´ comple`te.
Un contre exemple est donne´ par le syste`me (1.41). De meˆme, la controˆlabilite´
comple`te n’implique pas la controˆlabilite´ en rendez-vous. Un contre-exemple est
donne´ par le syste`me constitue´ d’un point tournant a` vitesse constante sur un
cercle,
q˙ = 1, q ∈ S. (1.42)
Le point atteint tous les points du cercles en un temps fini mais ne peut jamais
en rattraper un autre, tournant a` la meˆme vitesse que lui.
Controˆlabilite´ inconditionnelle
Conside´rons une famille de syste`mes indexe´e par  > 0,
S : q˙ = f(q, u), ‖u‖ ≤ 
ou` l’e´tat du syste`me q appartient a` un ouvert de Rn et le controˆle u appartient
a` la boule dans Rn centre´e a` l’origine, de rayon , Bn .
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De´finition 10. La famille de syste`mes {S} est inconditionnellement globale-
ment controˆlable (IGC) si pour tout  positif, le syste`me S est comple`tement
controˆlable.
Cette notion caracte´rise les syste`mes dont la controˆlabilite´ ne de´pend pas
de la “force” disponible. Ce phe´nome`ne conduit a` la notion de controˆlabilite´ en
rendez-vous inconditionnelle, analogue a` la notion correspondante de controˆlabilite´
comple`te inconditionnelle introduite par Y.Chitour et M. Sigalotti.
De´finition 11. La famille de syste`mes {S} est inconditionnellement rendez-
vous controˆlable (IRVC) si pour tout  positif, le syste`me S est controˆlable en
rendez-vous.
1.3.2 Sur le domaine des orbites non-de´ge´ne´re´es
Une condition ne´cessaire pour la controˆlabilite´ d’un syste`me affine sur une
varie´te´ diffe´rentielle est que l’alge`bre de Lie engendre´e par les champs de vecteur
de ce syste`me soit de dimension pleine en chaque point de la varie´te´. La condition
de Rachevsky-Chow correspond a` la ge´ne´ralisation aux syste`mes non line´aires
de la condition de controˆlabilite´ de Kalman pour les syste`mes line´aires.
De bref calculs montrent que les champs de vecteur du syste`me K en coor-
donne´es carte´siennes sont de rang plein pour chaque point q ∈ TR3∗,
dim {fX , fY , [fX , f0], [fZ , f0]} = 4 , (1.43)
et
dim {fX , fY , fZ , [fX , f0], [fZ , f0], [fZ , f0]} = 6 . (1.44)
Comme le rang d’une alge`bre de Lie ne de´pend pas du choix de coordonne´es
le syste`me K est totalement non-holonome. Par ailleurs le flot de de´rive, e´tant
pe´riodique, est re´current, stable au sens de Poisson, sur le domaine C− des or-
bites elliptiques non de´ge´ne´re´es. J.-B. Caillau, dans son me´moire de the`se [16],
remarque que le the´ore`me 5 du chapitre 4 de [30], implique la controˆlabilite´
comple`te de (K) restreint a` C−. La famille de syste`me {K} est incondition-
nellement comple`tement controˆlable. L’e´galite´ (1.44) est une condition d’acces-
sibilite´ forte, elle implique que pour chaque q0 ∈ TR3∗ l’ensemble accessible Atq0
contient un ouvert de TR3∗ pour tout t > 0.
Remarquons que sur C le champ de de´rive est complet, c’est a` dire que le flot
keplerien est de´fini pour tous les temps t ∈ R. C’est une condition ne´cessaire
pour eˆtre IRVC.
Proposition 12 ([13]). Le syste`me de Kepler controˆle´  7→ K sur C− est
IRVC.
De´monstration: Soit q0 et q1 dans C−. Soit τ1 la pe´riode de l’orbite q1.
On e´tend les champs f0, fx, fy et fz du syste`me (K) de´finie sur C− en des
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champs de vecteurs X0,Xx,Xy et Xz de´finie sur S1 × C− simplement par X0 =
∂
∂θ + f0 et Xi = fi pour i ∈ {x, y, z}. Comme l’e´galite´ (1.44) est ve´rifie´e en
tout point de C−, l’alge`bre de Lie engendre´e par (X0, Xx, Xy, Xz) est de rang
plein dim Lie(X0, X1, ..., Xm) = 7. Comme X0 est re´current, le the´ore`me 5 du
chapitre 4 de [30] implique que le syste`me e´tendu est comple`tement controˆlable.
Ce re´sultat implique la controˆlabilite´ en rendez-vous du syste`me K sur C−. 
Proposition 13 ([13]). Pour tout  > 0, le syste`me de Kepler controˆle´ K
sur C est comple`tement controˆlable.
De´monstration: Soit (r0,v0) et (r1,v1) dans C. Nous voulons montrer qu’il
existe une trajectoire admissible (r,v) : [0, T ]→ C telle que (r,v)(0) = (r0,v0)
et (r,v)(T ) = (r1,v1).
Commenc¸ons par le cas ou` (r1,v1) ∈ C−. Comme le syste`me (K) est
comple`tement controˆlable sur C−, il suffit de montrer qu’il existe une trajectoire
admissible (r,v) : [0, T ]→ Ω telle que (r,v)(0) = (r0,v0) et (r,v)(T ) ∈ C−.
L’ide´e est d’appliquer le controˆle en boucle ferme´e
u = − v‖v‖ , (1.45)
pour lequel on a les e´galite´s suivantes :
d
dt
c(r,v)(t) = −c(r,v)(t)‖v(t)‖ , (1.46)
d
dt
H(r,v)(t) = −‖v(t)‖, (1.47)
d2
dt2
H(r,v)(t) = −v(t).v˙(t)‖v(t)‖ , (1.48)
= 
r(t).v(t)
‖r(t)‖3‖v(t)‖ − 
2. (1.49)
Appelons (r,v)(.) la trajectoire dans C associe´e au controˆle (1.45) et telle que
(r,v)(.) = (r0,v0). Soit [0, T ) le plus large intervalle de de´finition de (r,v)(.),
T ∈ (0,+∞].
Si T est fini alors c(r,v)(t) tend vers 0 quand t tend vers T parce que
(r,v)(.) ne peut pas exploser en temps fini. L’e´quation (1.46) implique que v(t)
tend vers 0 quand t tend vers T . Donc, pour les temps assez proches de T ,
(r,v)(t) appartient a` C−.
Pour le cas T = +∞, raisonnons par contradiction et supposons que (r,v)(t)
n’appartienne jamais a` C−, H ≥ 0. Comme H˙ ≤ 0 (1.47), H admet une li-
mite positive quand t tends vers l’infini. Donc lim inft→+∞ ‖v(t)‖ = 0. Mais si
‖v(t)‖   alors H  , 1/‖r‖   et d2dt2H − 2, en contradiction avec le fait
que H est de´croissante et admet une limite finie positive.
Enfin remarquons que si t 7→ (r,v)(t) est une trajectoire admissible de (K)
alors la trajectoire t 7→ (r,v)(−t) est aussi une trajectoire admissible. Ainsi
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T+t
0 T
Fig. 1.3 – Un exemple de fonction λ satisfaisant les e´quations (1.52) et(1.53)
en renversant le temps dans l’argumentation pre´ce´dente nous concluons que le
syste`me de Kepler controˆle´ (K) est controˆlable de C vers C− et donc en fixant
un point interme´diaire dans C−, globalement controˆlable dans C. 
Proposition 14 ([13]). Pour tout  > 0, le syste`me de Kepler controˆle´ K
sur C est controˆlable en rendez-vous, IRVC.
De´monstration: Soit  > 0, t > 0 et q0, q1 ∈ C, nous allons montrer que pour
T assez grand, il existe une trajectoire q : [0, T ]→ C qui re´alise le rendez-vous,
q(0) = q0 , (1.50)
q(T ) = q1e(T+t)f0 . (1.51)
Si q1 ∈ C−, la proprie´te´ 12 implique l’existence d’une telle trajectoire.
Conside´rons le cas d’une orbite hyperbolique ou parabolique, soit q1 ∈ C \ C−,
sur de telles orbites la composante de la de´rive (1.31) sur v, ψ = −µ r|r|3 , tend
vers 0 quand le rayon tend vers l’infini. Donc pour tout q0 ∈ C \ C− il existe
c1 > 0, ‖ψ(q0eτf0)‖ ≤ c1 pour tout temps τ positif.
Soit δ > 0, on peut choisir T > 0 et une fonction λ ∈ C∞([0, T + t]) tels que
λ(0) = 0 , λ˙(0) = 1 ,
λ(T + t) = t , λ˙(T + t) = 1 ,
(1.52)
∀τ ∈ [0, T + t] , |λ˙(τ)− 1| ≤ δ ,
∀τ ∈ [0, T + t] , |λ¨(τ)| ≤ δ , (1.53)
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Soit (r,v)(.) la solution q0eτf0 du syste`me a` deux corps controˆle´ dans les
coordonne´es carte´siennes
(r(τ),v(τ)) = q0eτf0 , τ ∈ [0, T + t]. (1.54)
La trajectoire q˜(τ) = (r(τ), λ˙(τ)v(λ(τ)) est une solution du proble`me a` deux
corps controˆle´.
En effet,
˙˜q = (λ˙v(λ)), λ¨v(λ) + λ˙2ψ(q˜), (1.55)
de plus, soit c2 = supτ∈R ‖v‖, alors
‖ψ(q˜)(1− λ˙2)− λ¨v(λ)‖ ≤ c1|1 + λ˙||1− λ˙|+ c2|λ¨|,
≤ (c1(2 + δ) + c2)δ, (1.56)
et donc pour δ assez petit,
‖ψ(q˜)(1− λ˙2)− λ¨v(λ))‖ ≤ ε . (1.57)
Par construction cette trajectoire admissible re´alise le rendez-vous,
q˜(0) = q0 , (1.58)
q˜(T ) = q1e(T+t)f0 . (1.59)

1.3.3 Masse variable
Les de´monstrations pre´ce´dentes ont e´te´ effectue´es a` masse constante. La
controˆlabilite´ a` masse constante implique la controˆlabilite´ a` masse variable [16].
Proposition 15 ([16]). S’il existe un chemin accessible qui relie q0 a` q1 a` masse
constante, alors pour toute masse initiale m0 > 0 il existe un chemin admissible
qui relie ces deux points a` masse variable.
De´monstration: En effet conside´rons l’acce´le´ration de controˆle Γ a` la place
de la force de controˆle u.
Γ =
u
m
. (1.60)
Soit Γ un controˆle en acce´le´ration admissible qui conduit le satellite d’une po-
sition q0 a` une position q1 en un temps T .
‖Γ‖ ≤ 
m0
, (1.61)
Alors en conside´rant le facteur m
m = m0 exp
(
− 1
g0Isp
∫ t
0
‖Γ(s)‖ds
)
. (1.62)
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et le controˆle en pousse´e
u(t) = m(t)Γ(t) (1.63)
en masse variable, la masse du satellite
m(t) = m(t), (1.64)
‖u‖ ≤ , (1.65)
u(t)
m(t)
= Γ(t). (1.66)
Le controˆle u est donc un controˆle admissible qui conduit le satellite de q0 a` q1,
pour le syste`me a` masse variable ayant pour masse initiale m0. 
1.4 Les syste`mes de Kepler controˆle´s
Par la suite notre e´tude se focalise essentiellement sur le syste`me de Kepler
controˆle´ dans le domaine C− des orbites kepleriennes elliptiques non-de´ge´ne´re´es.
Il est souvent plus simple d’e´tudier un syste`me ge´ne´rique d’une certaine classe
qu’un syste`me particulier e´crit dans un jeu de coordonne´es pre´cis. On introduit
maintenant la classe des syste`mes de Kepler controˆle´s dont l’e´tat (I, θ,m) est
de dimension n + 2 et le controˆle u de dimension l. Cette classe de syste`mes
ge´ne´ralise le syste`me a` deux corps controˆle´ (1.29) (1.31) sur le domaine des
orbites elliptiques en conservant la proprie´te´ si caracte´ristique et si singulie`re
que toutes les solutions de la de´rive soient pe´riodiques.
De´finition 16. Soit σ > 0 et (I, θ,m) ∈ Rn × R × R+∗ , un syste`me de Ke-
pler controˆle´ est de la forme suivante
I˙ = F (I, θ)u/m ,
θ˙ = w(I, θ) + g(I, θ)u/m , u ∈ Blε . (1.67)
m˙ = −σ ‖u‖ ,
ou` F (I, θ)u =
∑l
i=1 uifi(I, θ) et g(I, θ)u =
∑l
i=1 uigi(I, θ) avec fi et gi des
champs de vecteurs re´guliers, dans C∞(Rn × R), et 2pi-pe´riodique par rapport
a` la variable θ. On suppose que la fre´quence w est strictement positive sur
K × [0, 2pi], avec K un compact de Rn. Cette hypothe`se implique que θ est
strictement croissant pour les petits modules maximales de pousse´e ε.
Les e´quations (1.67) de´finissent une abstraction du syste`me a` deux corps
controˆle´ (1.29) ainsi que du cas plan (1.35). En effet, les champs de vecteurs
(1.31), (1.32), (1.33) et (1.34) constituent sur C− \ Z un syste`me de la forme
(1.67) avec n = 5, m = 3, I = (c, ex, ey, hx, hy), θ = L et σ = 1/(g0 Isp) (voir la
section 1.1.3).
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1.4.1 Changement d’e´chelle de temps
Le changement de variables
θ = φ/ε ,
u = ε v , (1.68)
t = τ/ε ,
transforme le syste`me (1.67) en
dI
dτ
= F (I, φ/ε) v/m ,
dφ
dτ
= w(I, φ/ε) + ε g(I, φ/ε)v/m , v ∈ B1 . (1.69)
dm
dτ
= −σ‖v‖ ,
Ainsi l’inverse du module maximum de pousse´e ε peut-eˆtre interpre´te´ comme
une fre´quence, une fre´quence qui devient infinie quand ε tend vers 0.
Pour comprendre le comportement du syste`me a` masse variable (1.69) il
peut-eˆtre utile de conside´rer le syste`me avec la variation de masse maximale,
dI
dτ
= F v ,
dφ
dτ
= w + ε g v , v ∈ B
m
1
m
. (1.70)
dm
dτ
= −σ ,
Remarquons que ce syste`me n’est de´fini que sur l’intervalle des temps [0, 1/σ[.
1.4.2 Choix de la variable libre, temps ou longitude ?
Naturellement on de´sire exploiter la remarque pre´ce´dente, exclure le mouve-
ment rapide et s’inte´resser au mouvement lent. Pour cela il nous semble plus aise´
de changer la variable libre en inversant le temps τ et l’angle φ. On obtient alors
des syste`mes controˆle´s de´pendant line´airement des controˆles avec des champs
de vecteurs pe´riodiques par rapport a` la variable libre de fre´quence inversement
proportionnelle a` ε,
dI
dφ
=
F v
w + ε g v
,
dτ
dφ
=
1
w + ε g v
, v ∈ B1/m . (1.71)
dm
dφ
= − σ ‖v‖
w + ε g v
,
Au chapitre 3 nous construisons un syste`me controˆle´ moyen, le syste`me limite
de ces syste`mes originaux, quand le module maximal de pousse´e tend vers ze´ro.
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Pour comprendre le comportement du syste`me a` masse variable (1.71) nous
conside´rerons le syste`me limite des syste`mes a` masse constante m0,
dI
dφ
=
F v
w + ε g v
,
dτ
dφ
=
1
w + ε g v
, (1.72)
v ∈ B
m
1
m0
,
et nous utiliserons le syste`mes avec variations de masse maximale (1.70), trans-
forme´ par ce changement de variable en
dI
dφ
=
F v
w + ε g v
,
dτ
dφ
=
1
w + ε g v
, v ∈ B1/m . (1.73)
dm
dφ
= − σ
w + ε g v
,
1.4.3 Controˆlabilite´
Conside´rons un syste`me affine aux champs de vecteurs autonomes,
q˙ = f0(q) +
m∑
i=1
uifi(q) , u ∈ Rm, (1.74)
Soit q(t) une trajectoire de la de´rive f0. Le syste`me line´arise´ le long de q est
le syste`me controˆle´ line´aire de´pendant du temps ayant pour e´tat z ∈ Tq(t)M et
pour controˆle u,
z˙ = A(t)z +B(t)u (1.75)
avec
A(t) =
∂f0
∂q
(q(t)) (1.76)
B(t)u =
m∑
i=1
uifi(q(t)) (1.77)
Proposition 17 (the´ore`me 1 p. 57 dans [47]). Soit u un controˆle admissible
de´fini sur [0, T ], et soit la trajectoire qu,δ la solution de (1.74) associe´e au
controˆle u et initialise´e a` qu,δ(0) = q0 + δ. Alors
qu,δ(t) = q(t) + zu,δ(t) + o(‖u‖, ‖δ‖) (1.78)
ou` zu,δ est la solution du syste`me line´raire non-autonome (1.75) associe´e au
controˆle u et initialise´ a` zu,δ(0) = δ.
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On de´finit a ⊂ TqM , la famille de vecteurs
a = Span
{
(ad f0)kfi(q), k ≥ 0, i ∈ [0,m]
}
. (1.79)
avec les notations usuelles (ad f0)0fi = fi et (ad f0)kfi = [f0, (ad f0)k−1fi]. Un
calcul montre que 3
a = Span
{((
d
dt
−A(t)
)i
B(t)
)
t=0
u, u ∈ Rm, i ≥ 0
}
. (1.80)
Proposition 18. Si dim a = n alors l’ensemble accessible est d’interieur non-
vide et q(t) appartient a` l’interieur de Aq0(t) pour tout t > 0.
Il est important de remarquer que les syste`mes de Kepler controˆle´ sont des
syste`mes affines tre`s particuliers pour lesquels la de´rive est simplement e´gale au
champ de vecteur constant f0 = ∂∂φ . Pour de tels syste`mes l’e´quation (1.79) est
e´quivalente a`
a = Span
{
∂k
∂θk
F (I, θ), k ∈ N.
}
(1.81)
Nous supposons que l’hypothe`se de la proposition 18 est satisfaite,
dim a = n . (1.82)
Soient I0 ∈ Rn et m0 > 0, on de´note par
– AτI0 la restriction a` la composante I de Aτ(I0,0,m0) l’ensemble accessible du
syste`me (1.69),
– AτI0 la restriction a` la composante I de Aτ(I0,0) l’ensemble accessible du
syste`me (1.70),
– AφI0 la restriction a` la composante I de l’ensemble accessible A
φ
(I0,0,m0)
du
syste`me a` masse variable (1.71).
Proposition 19. Quelques proprie´te´s de ces ensembles accessibles
1. Des restrictions croissantes,
∀τ0, τ1, 0 < τ0 < τ1, Aτ0I0 ⊂ Aτ1I0 , (1.83)
∀φ0, φ1, 0 < φ0 < φ1, Aφ0I0 ⊂ A
φ1
I0
. (1.84)
2. Pour tous les temps τ ∈ [0, 1/σ[, AτI0 = AτI0 , et si τ > 0, il n’existe aucune
longitude φ telle que AτI0 = A
φ
I0
.
3. Pour tout ensemble compact K ⊂ Rn, il existe τK < 1/σ, pour tout I0 ∈ K,
K ⊂ AτKI0 .
3Le membre de droite de l’e´quation (1.80) est l’alge`bre d’accessibilite´ forte e´value´e a` t = 0
pour le syste`me line´aire (1.75).
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De´monstration: Le controˆle constant e´gal a` ze´ro implique pour tout I ∈ Rn,
I ∈ AφI pour tout φ > 0, donc Aφ0I0 ⊂ A
φ1
I0
, idem pour AτI0 . 
Lemme 20. Pour tout ρ0 > 0 il existe une constante c2 > 0 tel que pour
tout ρ ≤ ρ0,
Bc1 ρ ⊂ Ac2ρI1 (1.85)
De´monstration: Cette proprie´te´ de´coule de la controˆlabilite´ du syste`me
line´arise´ le long du controˆle nul, la trajectoire I(t) = I1. Conside´rons l’applica-
tion point final Pf : L1loc([0, 1], U) → Rn qui a` un controˆle u associe le point
I(1) de la trajectoire I(t) solution de l’inclusion diffe´rentielle (3.11) initialise´e a`
I(0) = I1.
Cette application est continuˆment de´rivable en u = 0 et sa de´rive´e est donne´e
par la solution du syste`me line´arise´ (voir le the´ore`me 1 p. 57 dans [47]). Comme
le syste`me line´arise´ est controˆlable, la diffe´rentielle est de rang plein. Le the´ore`me
du rang (voir le the´ore`me 52 p 464 dans [47]), implique l’existence d’une appli-
cation inverse continuˆment de´rivable. Ainsi il existe un voisinage VI1 du point
I1 et une application continuement diffe´rentiable Υ : VI1 → L1loc([0, 1], U) telle
que Υ(I1) = 0 et Pf(Υ(I)) = I pour tous points I ∈ VI1 .
La constante c2 peut-eˆtre choisie e´gale a` la constante de Lipschitz de Υ sur
un voisinage V˜I1 de I1 compact inclu dans VI1 et la constante ρ0 peut eˆtre choisi
tel que Bc1 ρ0 soit incluse dans le voisinage compact V˜cI1 . 
Chapitre 2
Optimalite´ et stabilisation
Soit un syste`me controˆle´, on distingue classiquement deux proble´matiques,
les proble`mes de controˆle optimal et les proble`mes de stabilisation. Ces deux
proble´matiques sont souvent conside´re´es comme antagonistes, chacune condui-
sant a` un type de loi de commande diffe´rent : la boucle ouverte, c’est a` dire une
fonction du temps pour le controˆle optimale, et la boucle ferme´e, une fonction de
l’e´tat pour la stabilisation. L’objet de ce chapitre est de faire un bref rappel des
diffe´rentes notions et outils mathe´matiques associe´es a` ces deux proble´matiques.
Puis, nous conside´rons un cas simple qui illustre la corre´lation possible entre op-
timalite´ et stabilisation pour les syste`mes de Kepler controˆle´s.
Soulignons, sans pre´tendre a` une liste exhaustive, les recherches fructueuses
conduites ces dernie`res anne´es, qui ont contribue´ a` ame´liorer la compre´hension
de la nature des transferts optimaux en pousse´e faible [28], [16], [29] et [14].
Par ailleurs il faut aussi mentionner les travaux de stabilisation concernant le
syste`me a` deux corps controˆle´, stabilisation d’une orbite elliptique [23], [21] et
stabilisation du mouvement keplerien [32].
Dans la section 2.1 nous pre´sentons les proble`mes de transferts optimaux
dans un cadre ge´ne´ral. Dans la section 2.2 nous pre´sentons la notion de stabilite´
asymptotique pour un syste`me pe´riodique, et nous rappelons la proprie´te´ de
robustesse qui lui est associe´e. Dans la section 2.3 nous pre´sentons un proble`me
simple qui pre´sente de nombreuses similitudes avec les transferts orbitaux en
pousse´e faible, le transfert en temps minimum pour l’oscillateur harmonique a`
petit controˆle
2.1 Controˆle optimal
Dans cette section nous pre´sentons les proble`mes de controˆle optimal dans
un cadre plus ge´ne´rale que celui de Kepler.
21
22 CHAPITRE 2. OPTIMALITE´ ET STABILISATION
2.1.1 Les proble`mes optimaux
Soit un syste`me controˆle´ affine,
q˙ = f0(q) +
m∑
i=1
uifi(q) , u ∈ U ⊂ Rm . (2.1)
On suppose que le membre de droite satisfait aux hypothe`ses du syste`me (1.39).
Soit t1 > 0, pour chaque loi de commande t 7→ u(t) et trajectoire associe´e
qu de´finie sur [0, t1], on de´finit le couˆt,
J(u(.)) =
∫ t1
0
ϕ(qu(t), u(t)) dt. (2.2)
On suppose que l’inte´grante ϕ satisfait aux meˆmes hypothe`ses de re´gularite´ que
f .
Par la suite on s’inte´ressera en particulier aux couˆts suivants :
– Temps minimal : t1 libre, ϕ = 1,
– Masse ou e´nergie : t1 fixe´, ϕ = ‖u‖ ou ϕ = ‖u‖2,
avec l’ensemble des controˆles admissibles U valant simplement la boule de rayon
ε centre´e sur 0, Bmε = {u ∈ Rm, ‖u‖ ≤ ε}.
De´finition 21 (Proble`me optimal). Soit q0, q1 ∈ M et t1 > 0 le proble`me
optimal, t1 libre,
P : (2.1) , q(0) = q0, q(t1) = q1,min J. (2.3)
consiste a` chercher le minimum de la fonction couˆt J parmi l’ensemble des
solutions q(.) du syste`me (2.1) reliant q0 a` q1.
2.1.2 Trajectoires optimales
Une remarque fondamentale est que l’e´tude des trajectoires optimales est
tre`s lie´e a` l’e´tude de l’ensemble accessible (voir la de´finition a` la section 1.3)
d’un syste`me e´tendu, constitue´ du syste`me (1.39) et du couˆt (2.2).
Soient qˆ = (q, y) et Mˆ =M × R, le syste`me e´tendu est de´fini par
˙ˆq = fˆu(qˆ) , qˆ ∈ Mˆ, u ∈ U , (2.4)
avec
fˆu =
(
fu(q)
ϕ(q, u)
)
,
ou` ϕ est l’inte´grante de la fonction couˆt J , voir (2.2). On de´note par qˆu la
solution du syste`me e´tendu (2.4) associe´e a` une loi de commande u et initialise´e
a`
qˆu(0) =
(
q0
0
)
.
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Proposition 22 ([1]). Soit u˜ une loi de commande admissible, si la trajectoire
qu˜ de´finie sur [0, T ] est une solution du proble`me optimal (2.3), alors la solu-
tion correspondante qˆu˜(s) appartient pour tout s ∈ [0, T ] au bord de l’ensemble
accessible du syste`me controˆle´ e´tendu :
qˆu˜(τ) ∈ ∂Aˆ(I0,0)(τ). (2.5)
Ainsi l’e´tude des trajectoires optimales se rame`ne a` l’e´tude du bord d’un
ensemble accessible. Le the´ore`me de Fillipov donne des conditions suffisantes
pour l’existence d’une trajectoire optimale.
The´ore`me 23 (Fillipov, [1]). Si l’ensemble des controˆles admissibles U ⊂ Rn
est compact, s’il existe un compacte K ⊂ M tel que fu(q) = 0 pour tout q 6∈ K,
si de plus l’ensemble des vitesses
fU (q) = {fu(q) |u ∈ U} ⊂ TqM, q ∈M,
est convexe, alors les ensembles accessibles Aq0(t) et Atq0 sont compacts pour
tout q0 ∈M et t > 0.
Remarque 24. Pour appliquer ce the´ore`me il est souvent ne´cessaire de restreindre
la dynamique a` un compacte K ⊂ M . On appelle restriction a` un compact K
la multiplication des champs de vecteurs par une fonction plateau re´gulie`re qui
s’annulle a` l’exte´rieur du compacte K.
D’autre part le principe du maximum de Pontryagin caracte´rise les trajec-
toires appartenant au bord d’un ensemble accessible. Rappelons que la premie`re
version de ce the´ore`me a e´te´ obtenu par L.S. Pontryagin et ses collabora-
teurs [42]. C’est un outil tre`s efficace pour re´duire la famille des trajectoires
parmi lesquelles rechercher une trajectoire optimale.
Soit le pseudo hamiltonien1 h : T ∗M × U → R de´fini par
h(p, q, u) = 〈p, f(q, u)〉 . (2.6)
The´ore`me 25 ([1]). Soit u˜(.) un controˆle admissible tel que q˜(.) soit la so-
lution de (1.39) initialise´e a` q0. Si
q˜(t1) ∈ ∂Aq0(t1),
alors il existe une courbe lipschitzienne p(t) dans le fibre´ cotangent,
p(t) ∈ T ∗q˜(t)M, 0 ≤ t ≤ t1,
1Si le maximum (2.10) est atteint pour un unique u∗(p, q), alors la fonction h∗ =
h((p, q), u∗(p, q)) de´finit un flot hamiltonien sur la varie´te´ cotangente T ∗M .
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telle que
p(t) 6= 0, (2.7)
p˙ = −〈p.∂f
∂q
(q˜, u˜)〉 , (2.8)
˙˜q = f(q˜, u˜) . (2.9)
hu˜(t)(λ) = max
u∈U
hu(λ). (2.10)
pour presque tout t ∈ [0, t1].
2.1.3 Les proble`mes de transferts optimaux
Pour l’industrie spatiale, e´tant donne´ une valeur de la pousse´e maximale ε, il
est tre`s inte´ressant de connaˆıtre le temps minimal ne´cessaire pour joindre deux
orbites, ainsi qu’une loi de controˆle qui re´alise le transfert optimal, une solution
du proble`me,
P εT : Kε, q(0) = q0, q(T ) = q1,minT (2.11)
Etant donne´e deux orbites dans C−, l’existence d’une trajectoire optimale reste
a` ce jour un proble`me sans re´ponse. En effet il se pourrait que la “trajectoire
optimale” passe par les chocs, les orbites de´ge´ne´re´es ou meˆme par l’origine. Par
contre, si on se restreint a` un domaine compacte connexe par arc K de C−,
strictement a` l’inte´rieur de l’ensemble des orbites elliptiques, alors le the´ore`me
de Fillipov implique l’existence d’une trajectoire optimale solution du proble`me
P εT .
La connaissance du temps minimal permet de de´finir un autre proble`me
important pour l’industrie spatiale, les transferts a` temps final fixe´ maximisant
la masse finale du satellite. Pour une dure´e de transfert plus grande que le temps
minimal, les lois de l’e´conomie donnent toute la priorite´ a` une commande qui
consomme le moins de carburant, c’est-a`-dire qui maximise la masse final du
satellite, en re´alisant un transfert, dans le temps imparti, vers l’orbite cible,
permettant ainsi de multiples e´conomies, que ce soit pour prolonger la dure´e
de vie du satellite a` poste, ou de re´duire le couˆt du lancement en re´duisant
sa masse initiale... La particularite´ essentielle des nouveaux moteurs fuse´e a`
faible pousse´e est que la constante ε est petite. Ainsi l’approximation par des
commandes impulsionnelles ne´cessaire pour re´aliser un transfert de Hohman
(voir la section 7.4 “Optimal Guidance between Planetary Orbits” dans [36])
avec des moteurs a` forte puissance n’est plus valide et il ne´cessaire de conside´rer
des lois de commande de´pendantes du temps.
Soit T ε0 la solution du proble`me P
ε
t restreint a` l’ensemble compact K. Soit
T1 ≥ T0 un temps plus grand que le temps de transfert minimal. Comme la masse
du satellite de´croˆıt proportionnellement a` la norme euclidienne du controˆle, le
proble`me de maximisation de la masse finale est e´quivalent au proble`me d’op-
timiser le couˆt
Jm =
∫ T1
0
‖u‖dt . (2.12)
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On de´finit le proble`me de maximisation de la masse finale par les e´quations
suivantes,
P εm : Kε, q(0) = q0, q(T1) = q1,min Jm . (2.13)
L’e´tude des trajectoires optimales du proble`me de maximisation de la masse est
rendu encore plus de´licate que celle du temps minimum, car les extre´males so-
lutions du principe du maximum pre´sentent alors de nombreuses discontinuite´s.
Il est donc plus difficile de trouver une approximation nume´rique d’une solu-
tion du proble`me P εm qu’une au proble`me P
ε
T . Ne´anmoins par des me´thodes de
continuation entre proble`me de maximisation de l’e´nergie
JE =
∫ T1
0
‖u‖2 dt . (2.14)
plus re´gulier de´fini par les e´quations suivantes
P εE : Kε, q(0) = q0, q(T1) = q1,min JE , (2.15)
et le proble`me de maximisation de la masse finale, il est aujourd’hui possible
de calculer tre`s efficacement des approximations aux trajectoires optimales so-
lutions du proble`me P εm [29].
2.2 Stabilisation
Dans cette section on rappelle les notions de stabilite´ associe´es a` un point
d’e´quilibre d’une e´quation diffe´rentielle ordinaire et on pre´sente la me´thode de
Jurdjevic-Quinn qui permet de renforcer la stabilite´ d’un point d’e´quilibre pour
les syste`mes controˆle´s affines. Pour une pre´sentation plus comple`te nous ren-
voyons le lecteur a` l’ouvrages de re´fe´rence [6].
2.2.1 Stabilite´ asymptotique uniforme
Soit f(x, t) un champs de vecteur sur Rn × R, 2pi-pe´riodique par rapport a`
t. Nous supposons que ce champs de vecteur appartient a` la classe des fonction
C∞(Rn×R). On peut de´crire un tel champ par un champ autonome sur Rn×S1,
avec S1 = R \ 2piZ, {
x˙ = f(x, θ) ,
θ˙ = 1 .
Ainsi le champ de vecteur f est localement lipschitz en x, uniforme´ment en t,
et sur tout compact de Rn, il existe une constante c > 0 tel que ‖f(x, t)‖ ≤
c(1 + ‖x‖). Ces hypothe`ses garantissent l’existence et l’unicite´ de la solution
x(t, t0, x0) au proble`me de Cauchy
x˙ = f(x, t), x(t0) = x0 . (2.16)
Soit x?, un point d’e´quilibre de ce champs de vecteur,
f(x?, t) = 0, ∀t ∈ [0, 2pi].
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De´finition 26 (Stabilite´ de Lyapunov). Le point x? est uniforme´ment stable
au sens de Lyapunov si pour tout voisinage O1x? du point x?, il existe un voi-
sinage O2x? tel que pour tout point x0 ∈ O2x? et tout instant t0 ∈ R, alors
x(t, t0, x0) ∈ O1x? pour t ≥ t0.
De´finition 27 (Attractivite´). Le point x? est uniforme´ment attractif si il existe
un voisinage Ox? du point x?, tel que pour tout point x0 ∈ Ox? et tout instant
t0 ∈ R, la trajectoire x(t, t0, x0) tend vers x? quand t tend vers +∞. Le plus
grand Ox? est le bassin d’attraction de x?.
De´finition 28 (Stabilite´ asymptotique). Le point x? est uniforme´ment asymp-
totiquement stable si il est uniforme´ment stable et uniforme´ment attractif.
De´finition 29 (Stabilite´ exponentielle). Le point x? est uniforme´ment expo-
nentiellement stable si il existe un voisinage Ox? et K > 0 et τ > 0, telle que
toutes les solutions x initialise´e a` x0 ∈ Ox? satisfont l’ine´galite´,
‖x(t, t0, x0)− x?‖ ≤ K e−t/τ . (2.17)
Dans chacune des de´finitions pre´ce´dentes on peut remplacer le point e´quilibre
x? par une solution particulie`re x?(.) de x˙ = f(x, t) initialise´e a` t = 0,
De´finition 30 (Stabilite´ de Lyapunov). Une solution x?(.) est uniforme´ment
stable au sens de Lyapunov si pour tout instant t0 ≥ 0 et tout  > 0 il existe
δ > 0 tel que si ‖y0−x?(t0)‖ ≤ δ alors pour tout t ≥ t0, ‖x(t, t0, x0)−x?(t0)‖ ≤ .
La me´thode de Lyapunov directe
Pour les syste`mes non-line´aires, la me´thode de Lyapunov directe est sou-
vent tre`s efficace pour e´tablir la stabilite´ asymptotique d’un point d’e´quilibre.
L’ide´e intuitive derrie`re cette me´thode est que s’il existe une sorte de “mesure
e´nerge´tique” des e´tats du syste`me, telle que cette e´nergie de´croisse le long de
certains chemins, alors le syste`me doit converger vers un minimum de l’e´nergie,
tel un pendule convergeant vers son point d’e´quilibre. Cette fonction ”e´nergie”
est aussi appele´e fonction de Lyapunov.
Soit V : Rn×R 7→ R une fonction de (x, t) continuˆment de´rivable, on appelle
LfV la de´rive´ de Lie le long du champ de vecteur f ,
LfV (x, t) = dV.f(x, t) . (2.18)
De´finition 31. Une fonction V (x, t) re´gulie`re, propre, C∞ et 2pi-pe´riodique
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par rapport a` t est une fonction de Lyapunov forte (faible) pour le champs de
vecteur f(., .) et le point d’e´quilibre x? si elle satisfait aux conditions suivantes
V (x, t) ≥ 0 , (2.19)
V (x, t) = 0 ⇒ x = x? , (2.20)
LfV (x, t) < (≤) 0 ,∀x 6= x? . (2.21)
Les qualificatifs “fort” ou “faible” accole´s a` l’expression “fonction de Lya-
punov” mettent l’accent sur le caracte`re de l’ine´galite´ (2.21) stricte ou simple.
L’existence d’une fonction de Lyapunov forte permet de conclure a` la stabilite´
asymptotique uniforme du point d’e´quilibre sans devoir faire appel aux trajec-
toires du syste`me,
The´ore`me 32. Si il existe une fonction de Lyapunov forte (relativement au
champs de vecteurs f) alors le point d’e´quilibre x? est uniforme´ment asympto-
tiquement stable.
Dans le cas d’une fonction de Lyapunov faible le principe d’invariance de
LaSalle permet ne´anmoins une caracte´risation du comportement asymptotique
des trajectoires engendre´es par le champs de vecteur f ,
The´ore`me 33. Soit V une fonction de Lyapunov faible, alors x? est stable
au sens de Lyapunov et les solutions de x˙ = f(x, t) converge vers le plus grand
ensemble invariant contenu dans
W = {x ∈ Rn,∀ t ∈ R, LfV (x, t) = 0} .
L’inconve´nient de la me´thode directe de Lyapunov est de devoir trouver une
fonction de Lyapunov stricte. Ne´anmoins elle est me´thodologiquement fonde´e
car le the´ore`me 32 admet une re´ciproque,
The´ore`me 34 (Kurzweil [35], the´ore`me 3.4 dans [6]). Si un point d’e´quilibre
x? ∈ Rn est localement (globalement) uniforme´ment asymptotiquement stable,
alors il existe une fonction de Lyapunov C∞ stricte pe´riodique de´finie sur un
voisinage de x? (sur Rn).
Robustesse
Le proble`me de stabilisation est intrinse`quement lie´ au concept de robustesse,
on cherche a` pre´server le comportement du syste`me en pre´sence de perturba-
tions. Il existe de nombreuses notions de stabilite´ et de robustesse ; la notion
de stabilite´ asymptotique uniforme pour un syste`me pe´riodique permettra de
garantir la robustesse des controˆles, en boucles ferme´es, utilise´s dans nos simu-
lations nume´riques.
28 CHAPITRE 2. OPTIMALITE´ ET STABILISATION
En effet l’existence d’une fonction de Lyapunov forte est une proprie´te´ puis-
sante qui garantit une stabilisation pratique en pre´sence de perturbations. Soit
V une fonction de Lyapunov forte (relativement au champ de vecteur f et au
point d’e´quilibre x?) de´finie sur un compact V α. Pour toutes constantes ρ > 0
assez petites, il existe un voisinage Ox? tel que pour toutes perturbations e
continues par rapport a` x, inte´grables par rapport a` t et borne´es ‖e‖ ≤ ρ,
dV.f + dV.e < 0, ∀x 6∈ Ox? , t ∈ [0, 2pi].
Le principe d’invariance de LaSalle implique que les trajectoires de f + e initia-
lise´es en x0 ∈ V α convergent en un temps fini vers Ox? .
2.2.2 Stabilisation de Jurdjevic-Quinn
Stabilisation
Pour un syste`me controˆle´, on appelle stabilisation, la recherche de lois de
commande en boucle ferme´e, qui induisent des proprie´te´s de stabilite´ et de
robustesse pour le syste`me boucle´.
La me´thode de Jurdjevic-Quinn
Pour les syste`mes affines, dont la de´rive admet une inte´grale premie`re V qui
est minimale dans la configuration de´sire´e, proprie´te´ qui implique la stabilite´ de
cet e´tat, au sens de Lyapunov, la strate´gie de Jurdjevic-Quinn permet d’obtenir
la stabilite´ asymptotique de cet e´tat, par l’utilisation d’un controˆle en boucle
ferme´e, qui rend de´croissante la fonction V en chaque point [31]. Cette me´thode,
aussi appele´e ”damping control”, permet de renforcer la stabilite´ de l’e´tat de´sire´,
d’une stabilite´ de Lyapunov on passe a` une stabilite´ asymptotique de l’e´tat cible.
Les the´ore`mes dit de Jurdjevic-Quinn donnent des conditions suffisantes sur
les champs de vecteurs d’un syste`me controˆle´ affine,
q˙ = f0(q) +
m∑
i=1
uifi(q) , (2.22)
et sur une fonction de Lyapunov associe´e, conditions qui garantissent l’exis-
tence, et proposent une construction possible d’un controˆle continu, stabilisant
un point d’e´quilibre de la de´rive. Le the´ore`me suivant donne des conditions suf-
fisantes assurant la stabilisation d’une orbite pe´riodique de la de´rive f0 par un
feedback continu.
The´ore`me 35. Supposons qu’il existe Γ, une orbite compacte de la de´rive f , et,
V , une fonction re´elle, continuˆment de´rivable sur M et ve´rifiant les conditions
suivantes :
1. Lf0V = 0.
2. V est propre, les ensembles Vα = {q ∈ M, V (q) ≤ α} sont compactes et
en particulier il existe un domaine Vα qui contient l’orbite Γ.
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3. La famille de vecteurs F(q) = {f0(q), (ad f0)kfi(q), i ∈ [1, 2, . . . ,m], k ∈
N} est de rang n = dim(M) en tout point q de M .
4. L’e´galite´ dV (q) = 0 implique q ∈ Γ.
Alors toute commande en boucle ferme´e (feedback) continue q 7→ u(q) =
(u1(q), ..., um(q)) tel que pour tout q,
m∑
i=1
ui(q)LfiV (q) ≤ 0 , (2.23)
m∑
i=1
ui(q)LfiV (q) = 0 ⇒ Lf1V (q) = · · · = LfmV (q) = 0 , (2.24)
stabilise asymptotiquement l’orbite pe´riodique Γ.
De´monstration: L’application V est une fonction de Lyapunov relativement
au champs de vecteurs
h(q) = f0(q) +
m∑
i=1
ui(q)fi(q), (2.25)
en effet LhV =
∑m
i=1 ui(x)LfiV (x) avec
|LfV | =
√√√√ m∑
i=1
LfiV
2 . (2.26)
Ainsi selon le principe d’invariance de LaSalle, les solutions partant d’un point
q0 ∈ Vα convergent vers le plus grand ensemble h−invariant I inclus dans
W = {q ∈M, LfiV (q) = 0 ,∀i ∈ [1, . . . ,m]} .
Notons que l’orbite compacte Γ est incluse dans I. Les hypothe`ses 3-4 impliquent
que I est re´duit a` l’orbite compacte Γ.
En effet, soit un point q0 ∈ I \ Γ, comme I est positivement h−invariant,
alors ethq0 ∈ I ∀t ≥ 0, et comme I ⊂ W , ethq0 = etf0q0, LfiV (ethq0) = 0,
∀t ≥ 0. Par re´currence, ∀k ≥ 0, ∀i ∈ [0..m],
dk
dtk
(LfiV (e
tf0q0)) = L(ad f0)kfiV (e
tf0q0) = 0 . (2.27)
Comme la famille de vecteurs F(q0) est de rang plein d’apre`s l’hypothe`se 3, ces
e´galite´s impliquent que la diffe´rentielle de V s’annule au point q0, contredisant
l’hypothe`se 4. 
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2.3 L’oscillateur harmonique en pousse´e faible
L’oscillateur harmonique controˆle´ est un syste`me de Kepler controˆle´ au sens
de la section 1.4 simple. Ce syste`me permet d’analyser le rapport entre stabili-
sation et optimalite´ dans le cadre des petits controˆles.
L’oscillateur harmonique est un syste`me hamiltonien.{
x˙1 = x2
x˙2 = −x1 (2.28)
En effet l’e´nergie V = x21 + x
2
2 est invariante le long d’une trajectoire (x, y)(.) :
R→ R2 solution de l’e´quation (2.28). De la meˆme fac¸on que pour le syste`me a`
deux corps, on peut construire l’oscillateur harmonique controˆle´ par une com-
mande a` faible pousse´e (2.29).{
x˙1 = x2
x˙2 = −x1 + u , |u| ≤ ε (2.29)
2.3.1 Synthe`se optimale
Conside´rons le proble`me du temps minimal pour joindre l’origine,
P ′0 : (2.29), (x1, x2)(0) = (x
0
1, x
0
2), (x1, x2)(T ) = (0, 0),min→ T. (2.30)
Pour ce syste`me tre`s simple les e´quations ne´cessaires du principe du maximum
de Pontryagin permettent d’obtenir la synthe`se optimale du proble`me P ′0.
La fonction hamiltonienne associe´e a` ce proble`me,
hu(p, x) = p1x1 − p2x2 + p2u, (p, x) ∈ T ∗R2 = R2∗ × R2,
et le syste`me hamiltonien{
x˙1 = x2,
x˙2 = −x1 + u,
{
p˙1 = p2,
p˙2 = −p1,
La maximisation de hu, condition impose´e par le principe du maximum, im-
plique
p2(t)u˜(t) = max|u|≤ε
hu
ainsi le controˆle satisfait a` la condition
u˜(t) = sgn p2(t) si p2(t) 6= 0.
La variable p2 satisfait a` l’e´quation diffe´rentielle ordinaire
p¨2 = −p2,
donc
p2 = α sin(t+ β), α, β = const.
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u=1
x2
x1
−1
1
u=−1
Fig. 2.1 – La synthe`se optimale, ε = 1
Comme d’apre`s le PMP, le covecteur p ne peut s’annuler α 6= 0,
u˜(t) = sgn (α sin(t+ β)).
Cette dernie`re e´galite´ permet de de´crire totalement la structure du controˆle
optimal. L’intervalle entre deux points de commutation de u˜(t) a une longueur
pi. Soit τ ∈ [0, pi) le premier point de commutation de u˜(t). Alors
u˜(t) =
{
ε sgn u˜(0), t ∈ [0, τ) ∪ [τ + pi, τ + 2pi) ∪ [τ + 3pi, τ + 4pi) ∪ ...
−ε sgn u˜(0), t ∈ [τ, τ + pi) ∪ [τ + 2pi, τ + 3pi) ∪ ...
C’est a` dire que le controˆle u˜(t) est parame´tre´ par deux nombres : le premier
temps de commutation τ ∈ [0, pi) et le signe initial sgn u˜(0) ∈ {±ε}.
Le controˆle optimal u˜ est bang-bang, il ne prend que les valeurs extre´males
±ε. Ainsi une trajectoire optimale (x1(t), x2(t)) se divise en morceaux qui sa-
tisfont le syste`me {
x˙1 = x2,
x˙2 = −x1 ± ε, , (2.31)
c’est a` dire des arcs de cercles centre´s en (±ε, 0) parcourus dans le sens des
aiguilles d’une montre.
Maintenant nous de´crivons les trajectoires optimales qui rejoignent l’origine.
Soit γ une telle trajectoire. Si γ ne pre´sente pas de commutations, alors c’est
un arc appartenant a` l’un des demi-cercles
(x1 − ε)2 + x22 = ε2, x2 ≤ 0 (2.32)
(x1 + ε)2 + x22 = ε
2, x2 ≥ 0 (2.33)
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Si γ a des commutations alors la dernie`re commutation peut apparaˆıtre sur
tous les points, sauf l’origine, de ces demi-cercles. Supposons que γ a sa dernie`re
commutation sur le cercle (2.32). Alors la partie de γ entre cette commutation
et la possible pre´ce´dente est un demi-cercle (x1 − ε)2 + x22 = R2 passant par le
dernier point de commutation. La commutation pre´ce´dant la dernie`re apparaˆıt
sur la courbe obtenue par la rotation du plan (x1, x2) centre´e en (−epsilon, 0)
et d’angle pi du demi cercle (2.32) ; c’est a` dire sur le demi-cercle
(x1 + 3 ε)2 + x12 = ε
2, x2 ≥ 0. (2.34)
De meˆme on obtient le lieu ge´ome´trique de la commutation pre´ce´dente par la
rotation centre´e sur (ε, 0) et d’angle pi du demi-cercle (2.34), soit le demi-cercle
(x1 − 5 ε)2 + x12 = ε2, x2 ≤ 0. (2.35)
Par ite´rations on construit ainsi la courbe de commutation dans le plan (x1, x2) :
(x1 − (2k − 1)ε)2 + x22 = ε2, x2 ≤ 0, k ∈ N,
(x1 + (2k − 1)ε)2 + x22 = ε2, x2 ≥ 0, k ∈ N, (2.36)
La courbe de commutation se´pare le plan (x1, x2) en deux parties. Chaque so-
lution des e´quations diffe´rentielles (2.31) avec −ε dans la partie supe´rieure et
ε dans la partie infe´rieure est une trajectoire extre´male. De plus pour chaque
point du plan (x1, x2) il existe une unique solution partant de ce point qui joint
l’origine. Cette solution a la forme d’une spirale avec un nombre fini de com-
mutations (voir la figure 2.1). Comme la trajectoire optimale existe, la courbe
ainsi construite est la trajectoire optimale.
2.3.2 Commande Jurdjevic-Quinn
Le controˆle qui maximise la de´rive´e V˙ sous la contrainte |u| ≤ ε est donne´
par la loi de commande u∗ = −ε sgn x2. Ce controˆle n’est pas de´fini sur l’axe
des abscisses, {x2 = 0}, et est discontinu le long de chaque trajectoire qui
traverse cette droite. Ne´anmoins on peut e´tudier les solutions du syste`me en
boucle ferme´e avec une dynamique discontinue en (x1, x2),{
x˙1 = x2
x˙2 = −x1 − ε sgn x2 , (2.37)
Au sens de Fillipov, les solutions du syste`me (2.37) sont les solutions de l’inclu-
sion diffe´rentielle x˙1 = x2 ,x˙2 ∈ { {−x1 − ε sgn x2} if x2 6= 0[−x1 − ε,−x1 + ε] if x2 = 0 (2.38)
L’ensemble des points d’e´quilibre de ce syste`me discontinu (2.37) est e´gal au
segment sur l’axe y = 0 forme´ des points x1 ∈ [−ε, ε]. Toutes les trajectoires
de ce syste`me convergent vers l’ensemble des points d’e´quilibre ; a` la section 4.2
nous ge´ne´ralisons ce re´sultat a` l’ensemble des syste`mes affines satisfaisant les
conditions de Jurdjevic-Quinn.
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2.3.3 Optimalite´ et stabilisation
La courbe de commutation du controˆle optimal γε est constitue´e de demi-
cercles de rayon ε de part et d’autre de l’axe x2 = 0. Quand le module maximal
du controˆle ε tend vers 0, la courbe γε converge vers l’axe x2 = 0. Or cet axe est
e´gal a` l’axe de commutation du controˆle en boucle ferme´e discontinu qui sature
le module du controˆle a` ε. Ainsi la commande optimale tend vers la commande
en boucle ferme´e quand ε tend vers 0. Au chapitre suivant nous introduisons
un syste`me controˆle´ moyen pour l’ensemble des syste`mes de Kepler controˆle´.
L’ensemble des solutions du syste`me moyen est e´gal a` l’ensemble des valeurs
limites des suites de solutions des syste`mes originaux.
Pour l’oscillateur harmonique le syste`me moyen vaut simplement, apre`s le
changement de l’e´chelle de temps τ = εt et un passage en coordonne´e polaire,
dr
dθ
∈ [−1, 1] . (2.39)
La commande en boucle ferme´e est donc optimale pour le syste`me moyen. Re-
marquons que pour l’oscillateur harmonique le syste`me moyen est de dimension
1, il n’y a qu’un chemin possible, que toutes les fonctions de Lyapunov possibles
sont e´quivalentes.
Il est possible que cette proprie´te´ soit valable pour d’autres syste`mes satis-
faisant les conditions de Jurdjevic-Quinn : que les transferts temps optimaux
entre deux surfaces de niveaux de la fonction V convergent vers la commande
Jurdjevic-Quinn quand le module maximal du controˆle tend vers ze´ros.
Comme nous l’avons de´ja` fait remarquer la the´orie du controˆle pre´sente
historiquement deux objectifs aux sensibilite´s oppose´es. Etant donne´ un syste`me
controˆle´, une proble´matique est de rechercher un chemin admissible optimal
entre deux e´tats d’un syste`me, une autre est de stabiliser le syste`me dans un e´tat
pre´cis. Il existe d’autres proble´matiques qui relient des proble`mes de controˆle
optimal a` des proble`mes de stabilisation.
Par exemple ces proble`mes n’en forment plus qu’un quand on de´sire suivre
une trajectoire admissible qui relie deux e´tats du syste`mes. La technique clas-
siquement employe´e consiste a` line´ariser le syste`me la long de cette trajectoire
(voire la section 1.4.3). Si le syste`me line´arise´ est controˆlable il est alors pos-
sible de suivre la trajectoire. Cette technique a e´te´ exploite´e pour stabiliser une
trajectoire de rentre´e dans l’atmosphe`re d’une navette spatiale [7]. Lorsque la
trajectoire de´sire´e est une trajectoire temps minimale alors le syste`me line´arise´
n’est pas controˆlable et la technique pre´ce´dente doit eˆtre adapte´e en fractionnant
le module maximal de pousse´e en deux, une partie principale pour construire
une trajectoire sous-optimal, et la fraction comple´mentaire pour stabiliser cette
trajectoire.
D’autre part le controˆle optimal conduit implicitement a` un controˆle qui,
bien que donne´ comme une fonction du temps par le principe du maximum,
ne de´pend en re´alite´ que de l’e´tat. La synthe`se optimale est la re´alisation du
controˆle optimal par une commande en boucle ferme´e. Le controˆle en boucle
ferme´e ainsi de´fini pre´sente ge´ne´ralement de nombreuses discontinuite´s et n’est
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pas stabilisant. Dans [43] les auteurs construisent une commande stabilisante
quasi-optimale a` partir d’une synthe`se non stabilisante. Pour la plupart des
proble`mes on ne sait pas calculer les trajectoires optimales, et, a fortiori, une
synthe`se. On doit se contenter de calculer des approximations nume´riques.
Pour le proble`me quadratique line´aire la commande optimale est re´alise´e par
un controˆle line´aire stabilisant ; cette proprie´te´ ce ge´ne´ralise aux syste`mes non-
line´aires qui satisfont aux conditions de Jurdjevic-Quinn. Le feedback Jurdjevic-
Quinn re´alise la commande optimale d’un certain couˆt quadratique (voir la
section 3.5 “Inverse Optimal Design” dans [45]).
Chapitre 3
Le syste`me controˆle´ moyen
On a vu dans la section 1.4 que la faible pousse´e induit naturellement, sur
les syste`mes de Kepler controˆle´s, une dynamique rapide, celle de la variable
angulaire, et une dynamique lente, celle des inte´grales premie`res. Les syste`mes
de Kepler controˆle´s, de´finis dans cette meˆme section, constituent une famille
de syste`mes de´pendant line´airement des controˆles, avec des champs de vecteurs
pe´riodiques par rapport a` la variable libre, de fre´quence inversement proportion-
nelle au parame`tre ε. Pour cette famille de syste`mes controˆle´s, nous construi-
sons un syste`me controˆle´ moyen. L’ensemble accessible du syste`me moyen est
une approximation des ensembles accessibles des syste`mes originaux, quand le
parame`tre ε tend vers 0. Nous utilisons cette construction, pour e´tudier le com-
portement asymptotique des couˆts optimaux, associe´s aux syste`mes de Kepler
controˆle´s.
3.1 Dynamiques lentes et rapides
Equations diffe´rentielles ordinaires
Les me´thodes de “moyennisation”, de´nomme´es ”averaging” dans la litte´rature
scientifique internationale, sont utilise´es depuis de nombreuses anne´es pour
e´tudier les petites perturbations d’e´quations diffe´rentielles qui admettent des
trajectoires pe´riodiques, ou quasi-pe´riodiques [2]. L’ide´e est qu’on obtient une
bonne estimation du mouvement perturbe´ en conside´rant une moyenne de la
perturbation sur tous les points visite´s par la solution du syste`me non perturbe´.
Le mouvement sur cette trajectoire est souvent appele´ dynamique rapide, et le
mouvement relativement a` cette trajectoire, duˆ a` la perturbation, de´signe´ sous
l’appellation mouvement lent. En ge´ne´ral, il est possible de choisir des coor-
donne´es telles que la dynamique soit rapide sur une composante et lente sur les
autres. Sans vouloir faire un historique exhaustif rappelons quelques re´sultats
inte´ressants des techniques dˆıtes de “moyennisation”.
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Dynamiques lentes et rapides
Soit une e´quation diffe´rentielle autonome q˙ = F (q), q ∈ Rd. Supposons
que toutes les solutions sont pe´riodiques, et conside´rons une perturbation de
cette e´quation diffe´rentielle, q˙ = F (q) + εG(q). Sous de bonnes hypothe`ses de
re´gularite´, on peut choisir, au voisinage de l’une de ces orbites pe´riodiques, des
coordonne´es (x, θ) avec θ ∈ S1 (scalaire modulo 2pi) et x de dimension d − 1,
telles que F = a ∂/∂θ. La fonction a ne s’annulant pas, l’e´quation “perturbe´e”
s’e´crit
x˙ = ε g(x, θ) , θ˙ = a(x, θ) + ε g2(x, θ) , (3.1)
ou` a, g et g2 sont 2pi-pe´riodiques par rapport a` θ. Il est clair que x varie lentement
lorsque ε est petit alors que c¸a n’est pas le cas de θ. Comme la fonction a ne
s’annule pas, elle est minore´e et la vitesse de θ est de l’ordre de a quand ε est
petit. On dit que les coordonne´es x portent la dynamique lente et θ la dynamique
rapide.
Pour observer des variations de x qui restent “du meˆme ordre” lorsque ε
tend vers 0, il faut conside´rer les solutions de l’e´quation diffe´rentielle (3.1) sur
un intervalle de temps de longueur inversement proportionnelle a` ε ; on peut
proce´der a` un changement d’e´chelle de temps qui nous rame`ne, avec ce nouveau
temps, a` un intervalle fixe, en prenant comme nouveau temps εθ (ou` θ n’est
plus compte´ modulo 2pi). En supposant, pour simplifier, sans justification, que
a = 1 et g2 = 0, on a θ(t) = θ(0) + t et l’e´quation (3.1) se normalise en
dx
dt
= f(x,
t
ε
) (3.2)
avec f(x, τ) = g(x, θ(0)+τ). On peut conside´rer cette e´quation sur un intervalle
de temps de longueur fixe. Plus le parame`tre ε devient petit, plus le second
argument de f , t/ε, varie rapidement alors que la variation du premier argument
x reste mode´re´e puisque la vitesse x˙ de x reste borne´e. La variable rapide est
t/ε et x est la variable lente.
Un re´sultat classique
Le re´sultat de moyennisation le plus simple peut eˆtre donne´ sur une e´quation
diffe´rentielle non stationnaire du type (3.2) :
dx
dt
= f(x,
t
ε
) , x ∈ Rn , (3.3)
ou` f est continuˆment diffe´rentiable et 2pi-pe´riodique par rapport a` son second
argument. Pour appre´hender le comportement de la dynamique lente x quand
le parame`tre ε tend vers 0, on introduit la dynamique moyenne de´finie par f le
champs de vecteur moyen du membre de droite de (3.3) :
f(x) =
1
2pi
∫ 2pi
0
f(x, θ) dθ . (3.4)
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Les solutions de (3.3) sont proches des solutions du syste`me moyen
dx¯
dt
= f(x¯). (3.5)
Plus pre´cise´ment,
The´ore`me 36 ([2]). Soit K un compact de Rn et f de´finie et de classe C1 sur
un ouvert contenant K×R. Si t 7→ x¯(t) est une solution du syste`me moyen (3.5)
de´finie sur l’intervalle de temps [0, 1], et qui reste dans l’inte´rieur de K, alors il
existe une constante k telle que la solution xε de (3.3) partant de xε(0) = x¯(0)
satisfait ‖xε(t) − x¯(t)‖ < kε, pour ε assez petits. La constante k de´pend seule-
ment de l’application f sur le compact K.
Ce principe a e´te´ applique´ a` de nombreux syste`mes dynamiques, notam-
ment en me´canique ce´leste pour e´tudier les syste`mes hamiltoniens inte´grables
faiblement perturbe´s [3].
Utilisation en the´orie du controˆle
Cette technique puissante pour de´crire la dynamique des syste`mes pre´sentant
des variations lentes et rapides a bien-suˆr e´te´ utilise´ en the´orie du controˆle. En
effet il existe de nombreux syste`mes qui pre´sentent des oscillations rapides au-
tour d’un comportement lent. Parmi les diverses publications concernant l’ap-
plication de cette technique a` la the´orie du controˆle, il faut souligner l’e´tude de
Franc¸ois Chaplais [22].{
x˙ = f(x, u, t, t/ε)u ∈ U ⊂ Rm
min
∫ T
0
φ(x, u)dt ,
(3.6)
Sous re´serve de quelques hypothe`ses, en particulier que les controˆles ne soient
soumis a` aucune contrainte, U = Rm, et que l’hamiltonien maximise´ du principe
du maximum soit tre`s re´gulier, coercitif (H5), Franc¸ois Chaplais a de´montre´ que
les solutions du proble`me (3.6), pre´sentant des variations rapides, sont proches
a` ε pre`s en norme L∞ des solutions du syste`me limite (3.7) de´fini ci-dessous.{
x˙ = 1ω
∫ ω
0
f(x, u(t, θ), t, θ)dθ
min
∫ T
0
(
1
ω
∫ ω
0
φ(x, u(t, θ))dθ
)
dt
(3.7)
Ce re´sultat demande non seulement d’appliquer le the´ore`me 36 aux e´quations
re´sultant du principe du maximum, mais aussi de ve´rifier l’optimalite´ des solu-
tions.
Applications au syste`me de Kepler controˆle´
Les hypothe`ses de re´gularite´ exige´es par le the´ore`me principal de [22] ne sont
pas satisfaites pour les proble`mes de transferts orbitaux en temps minimum ainsi
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que pour les transferts en masse maximale. Ne´anmoins, en s’appuyant sur cette
publication, Richard Epenoy et Sophie Geffroy ont eu l’ide´e de construire un
syste`me moyen pour e´tudier les proble`mes de transferts orbitaux en temps mi-
nimum. Ils ont de´veloppe´ un logiciel de re´solution du principe du maximum
pour les proble`mes temps minimum de transferts orbitaux en pousse´e faible en
estimant nume´riquement un syste`me moyen [27]. Ce logiciel donne des re´sultats
tre`s satisfaisants. L’inte´reˆt du syste`me moyen est d’e´viter le mauvais condi-
tionnement duˆ a` la pre´sence d’une dynamique rapide. Par ailleurs, en utilisant
cette approche, Bernard Bonnard et Jean-Baptiste Caillau ont calcule´ le syste`me
moyen associe´ aux extre´males du proble`me de minimisation de la norme L2 du
controˆle en relaxant la contrainte sur le controˆle [14]. Dans ces deux approches,
la variation du controˆle, en particulier ses variations rapides et lentes par rapport
au temps ou a` l’e´tat, voir meˆme un e´tat e´tendu comme dans le cas du principe
du maximum, ont e´te´ prescrites a priori, satisfaisant le principe du maximum,
le syste`me moyen calcule´ ensuite. On voudrait pouvoir moyenner sans choisir a
priori une loi de commande.
3.2 Le syste`me controˆle´ moyen
Dans cette section nous de´finissons le syste`me controˆle´ moyen et nous de´-
montrons un the´ore`me de comparaison entre les trajectoires des syste`mes avec
variations rapides et celles du syste`me moyen quand la fre´quence devient de
plus en plus rapide, quand le parame`tre ε tend vers ze´ro. Ce concept de syste`me
moyen controˆle´ s’apparente a` une simplification de la notion de “chaterring
system” applique´ a` un syste`me pe´riodique [4].
3.2.1 De´finition
Conside´rons la famille des syste`mes originaux indexe´s par le parame`tre ε
de´finis sur Rn par les e´quations suivantes,
dI
ds
= F(I, s/ε)u + εR(I, s, ε, u) , u ∈ U . (3.8)
avec U un compact convexe de Rm. La fonction (I, θ) 7→ F(I, θ) est C∞, 2pi-
pe´riodique par rapport a` la variable θ (rappelons que F(I, s/ε)u est une e´criture
condense´e de
∑m
i=1 uifi(I, s/ε) ), et la fonction R est continue et borne´e. Les
syste`mes de Kepler controˆle´s a` masse constante (1.72) appartiennent cette classe
de syste`me.
Soit un point I dans Rn, on de´finit l’application E(I, .) : L∞(S1,Rm)→ TIRn
qui a` une variation possible de u sur une pe´riode associe le vecteur E(I, u) de´fini
par
E(I, u) = 1
2pi
∫ 2pi
0
F(I, θ)u(θ)dθ. (3.9)
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De meˆme, e´tant donne´e la contrainte U on de´finit le sous-ensemble de TIRn
constitue´ de toutes les valeurs moyennes possibles,
EU (I) =
{E(I, u), u(.) ∈ L1loc(S1, U)} . (3.10)
Le syste`me controˆle´ moyen associe´ a` la famille des syste`mes originaux (3.8)
est de´fini par l’inclusion diffe´rentielle sur Rn :
I˙ ∈ EU (I) . (3.11)
Le syste`me moyen est e´crit comme une inclusion diffe´rentielle. Il existe des
the´ore`mes ge´ne´raux pour analyser ces syste`mes. Mais, en tenant compte de
la structure de ce syste`me, on peut caracte´riser simplement ses solutions. Le
lemme 37 caracte´rise les solutions de cette inclusion diffe´rentielle particulie`re.
L’ide´al serait de pouvoir e´crire un ve´ritable syste`me controˆle´ I˙ = g(I, v), v ∈ V
avec g suffisament re´gulie`re et V un domaine d’un espace vectoriel de dimension
finie tel que g(I, V ) = EU (I). Nous verrons a` la section 3.2.3 que cela` est possible
si U est strictement convexe et son bord lisse.
Une solution de (3.11) sur l’intervalle [0, T ] est une fonction absolument
continue I : [0, T ] → Rn, ou` l’application mesurable I˙ satisfait I˙(t) ∈ E(I(t))
pour presque tous les temps t. Par de´finition de (3.10), pour presque tout temps
t il existe une application mesurable u˜t : S1 → U telle que
I˙(t) =
1
2pi
∫ 2pi
0
F(I, θ) u˜t(θ) dθ .
Le membre de droite est mesurable par rapport a` la variable t mais a priori le
controˆle u˜t(θ) n’est pas mesurable par rapport a` t ; cependant il est toujours
possible d’en choisir un mesurable.
Lemme 37. Une application I : [0, T ] → Rn est une solution de (3.11) si,
et seulement si, il existe û ∈ L1loc([0, T ]× S1, U) telle que
I(t) = I(0) +
∫ t
0
(
1
2pi
∫ 2pi
0
F(I(t), θ) û(t, θ) dθ
)
dτ (3.12)
pour tout temps t dans [0, T ].
De´monstration: Soit I(t) ∈ AC([0, T ],Rn) une solution de (3.11) de´finie
sur [0, T ], I(t) = I(0)+
∫ t
0
I˙(s) ds avec I˙(.) une fonction inte´grable appartenant a`
E(I) pour presque tout t ∈ [0, T ]. Soit φ : L∞ ([0, T ]× S1,Rm)→ L2 ([0, T ],Rn),
l’ope´rateur line´aire continu de´fini par
φ(u)(t) =
1
2pi
∫ 2pi
0
F(I(t), θ1)u(t, θ1) dθ1.
Conside´rons l’application Ψ : L∞
(
[0, T ]× S1,Rm)→ R de´finie par
Ψ(u) = ‖I˙ − φ(u)‖2L2 .
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Comme U ⊂ Rm est compact, donc borne´, L1loc([0, T ] × S1, U) est inclus dans
une boule de L∞([0, T ] × S1, U) pour rayon ρ assez grand. Donc l’image par φ
de L1loc([0, T ] × S1, U) est compacte dans L2 ([0, T ],Rn) et la borne infe´rieure
des valeurs de Ψ est atteinte. De plus, l’application Ψ est quadratique, et ainsi
diffe´rentiable ; soit h ∈ L∞ ([0, T ]× S1,Rm),
DΨ(u)(h) =
∫ T
0
(
I˙(t)− 1
2pi
∫ 2pi
0
F(I(t), θ1)u(t, θ1) dθ1
)>
(
1
2pi
∫ 2pi
0
F(I(t), θ2)h(t, θ2)dθ2
)
dt.
En choisissant pour u un point de L1loc([0, T ]× S1, U) qui re´alise le minimum et
en choisissant
h(t, θ2) =
(
I˙(t)− 1
2pi
∫ 2pi
0
F(I(t), θ1)u(t, θ1) dθ1
)>
F(I(t), θ2) ,
comme par de´finition pour presque tous t, I˙(t) ∈ Span {F(I(t), θ), θ ∈ [0, 2pi]},
DΨ(u)(h) = 0 implique que pour presque tous t ∈ [0, T ],
I˙(t) =
1
2pi
∫ 2pi
0
F(I(t), θ1)u(t, θ1) dθ1 .

3.2.2 The´ore`me de convergence
Nous allons maintenant e´noncer le the´ore`me de comparaison entre les tra-
jectoires des syste`mes originaux et les trajectoires du syste`me moyen. Les tra-
jectoires de ces syste`mes se rapprochent quand ε tend vers ze´ro.
The´ore`me 38. Soit I0 ∈ Rn, une condition initiale. Soit K un ensemble com-
pact de Rn contenant I0 tel que pour tout ε > 0, chaque solution Iε de (3.8)
initialise´e a` Iε(0) = I0 reste dans K pour tous les temps t ∈ [0, T ].
1. Soit I0(t) une solution de (3.11) de´finie sur t ∈ [0, T ] et initialise´ a` I0(0) =
I0. Il existe une famille, indexe´e par , de controˆles mesurables, uε(.) ∈
L1loc([0, T ], U), telle que la famille de solutions Iε(t) de (3.8) avec u = uε(t)
et Iε(0) = I(0) converge uniforme´ment sur [0, T ] vers I0(.) lorsque ε tend
vers ze´ro.
2. Re´ciproquement, soit {εn}n∈N une suite de re´els positifs convergeant vers
ze´ro et une suite de controˆles un(.) ∈ L1([0, T ], B1). Soit In(.) la suite
des solutions du syste`me (3.8) avec ε = εn, u = un(t) et In(0) = I0. Si
In(.) converge uniforme´ment sur [0, T ] vers I?(.), alors I? est une solution
de (3.11).
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De´monstration: Soit LipF la constante de Lipschitz de la fonction F sur K
et supF et supR une borne supe´rieure de ‖F‖ et de ‖R‖ sur K× [0, T ]×S1×U .
Montrons d’abord le point 1 :
Soit I : [0, T ] → Rn une solution de (3.11), d’apre`s le lemme 37 il existe
une loi de commande mesurable u0 ∈ L1loc([0, T ]× [0, 2pi[, U) telle que l’e´quation
(3.12) soit satisfaite pour presque tous les temps t ∈ [0, T ]. Pour chaque ε > 0
on de´finit a` partir de u0 le controˆle uε(t, θ) par
uε(t, θ) = u0(t+ ε φ,
t
ε
) , φ ∈ [0, 2pi[, φ ≡ θ . (3.13)
Par convention, et pour donner un sens a` uε pour tout t, on prolonge u0 de
fac¸on pe´riodique en dehors de t ∈ [0, T ],
u0(t+ T, θ) = u0(t, θ) .
Chaque fonction uε(s, .) est donc 2pi-pe´riodique.
on de´finit le controˆle moyen uε(t) par
uε(t) =
1
2pi
∫ 2pi
0
uε(t, θ) dθ . (3.14)
auquel on associe la trajectoire Iε la solution de (3.8) avec uε(t) pour controˆle
initialise´e a` Iε(0) = I0. Par de´finition,
Iε(t) = I0(0) +
∫ t
0
F(Iε(s), s/ε)uε(s) ds + o(ε) , (3.15)
I0(t) = I0(0) +
∫ t
0
1
2pi
∫ 2pi
0
F(I0(s), θ)u0(s, θ) dθ ds , (3.16)
Utilisons la de´finition de uε ; les inte´grales sur s et θ commutent et
Iε(t)− I0(t) + o(ε) = 12pi
∫∫
θ∈[0,2pi]
s∈[0,t]
(
F(Iε(s), s
ε
)uε −F(I0(s), θ)u0
)
dθ ds ,
(3.17)
avec uε et u0 des fonctions de s et θ. En prolongeant les trajectoires Iε par 0
a` l’exte´rieur de [0, T ], et en introduisant le terme de´cale´, F(Iε(s + ε θ), sε )uε,
l’inte´grande se de´coupe en,
F(Iε, s
ε
)uε −F(I0, θ)u0 = F(Iε, s
ε
)uε −F(Iε(s+ ε θ), s
ε
)uε
+ F(Iε(s+ ε θ), s
ε
)uε −F(I0, θ)u0 ,
Or
‖F(Iε, s
ε
)uε −F(Iε(s+ ε θ), s
ε
)uε‖ ≤ LipF ‖Iε(s)− Iε(s+ θε)‖(3.18)
≤ 2pi LipF supF ε , (3.19)
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de plus
‖ ∫∫θ∈[0,2pi]
s∈[0,t]
F(Iε(s+ ε θ), sε )uε −F(I0(s+ ε θ), sε )uεdθ ds ‖
≤ 2pi supF ε+ LipF ∫ t
0
‖Iε(s)− I0(s)‖ds ,
(3.20)
et
‖ ∫∫θ∈[0,2pi]
s∈[0,t]
F(I0(s+ ε θ), sε )uε −F(I0(s), θ)u0(s, θ)dθ ds ‖
≤ 2pi supF ε ,
(3.21)
ainsi
‖Iε(t)− I0(t)‖ ≤ k1ε+ k2
∫ t
0
‖Iε(t)− I0(t)‖ , (3.22)
avec k1 = supR+ (8pi + 2pi LipF) supF et k2 = LipF . Finalement, le lemme
de Gronwall implique la premie`re partie du the´ore`me,
∀t ∈ [0, T ], ‖Iε(t)− I(t)‖ ≤ k ε avec k = k1 T
(
eLipF − 1) . (3.23)
Montrons la re´ciproque 2 :
Soit un une suite de controˆles appartenant a` L1loc([0, T ], U) telle que la suite
des trajectoires In(.) converge uniforme´ment sur [0, T ]. Il existe une suite εn de
re´els positifs convergeant vers 0 telle que pour tous t ∈ [0, T ],
‖In(t)− I∗(t)‖ ≤ εn.
Comme pour la de´monstration pre´ce´dente on fait un peu de de´coupage,
In(t)− I0 = 12pi
∫ 2pi
0
∫ t
0
F(In(s), s
ε
)un(s) dsdθ (3.24)
=
1
2pi
∫ 2pi
0
∫ t−εnθ
−εnθ
F(In(τ + εnθ), τ
εn
+ θ)un(τ + εnθ) dτ dθ ,
=
∫ t
0
(
1
2pi
∫ 2pi
0
F(In(τ + εnθ), τ
εn
+ θ)un(τ + εnθ) dθ
)
dτ +∆n ,
avec ∆n de taille εn. Soit κ(τ) ∈ [0, 2pi[ de´finit par
τ
ε
+ κ(s) ≡ 0 [2pi].
Soit
A =
1
2pi
∫ 2pi
0
F(In(τ + εnθ), τ
εn
+ θ)un(τ + εnθ) dθ (3.25)
Posons φ = θ − κ(s) comme F(I, .) est 2pi-pe´riodique,
A =
1
2pi
∫ 2pi−κ(s)
−κ(s)
F(In(τ + εn(φ+ κ(s))), φ)un(τ + εn(φ+ κ(s))) dφ , (3.26)
=
1
2pi
∫ 2pi
0
F(In(τ + εn(φ+ κ(s))), φ) uˆn(τ, φ) dφ . (3.27)
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avec uˆn ∈ L∞(Rn × [0, 2pi[, U) de´finit par
uˆn(s, φ) =
{
un(τ + εn(φ+ κ(s))) φ < κ(s)
un(τ + εn(φ+ κ(s) + 2pi)) φ < κ(s)
(3.28)
Il existe une sous-suite de uˆn convergeant faiblement vers une fonction uˆ? ∈
L1loc(Rn × [0, 2pi[, U) ; uˆn de´note cette sous-suite.
In(t)−I0 = 12pi
∫ t
0
∫ 2pi
0
F(In(τ + εn(φ+ κ(s)), ϕ) ûn(τ, ϕ) dϕdτ +∆n, (3.29)
Comme In converge uniforme´ment sur [0, T ] vers I?, la line´arite´ de l’inte´grale
par rapport a` ûn et la convergence faible de cette suite impliquent que pour
tous les temps t ∈ [0, T ],
I?(t)− I0 =
∫ t
0
(
1
2pi
∫ 2pi
0
F(I?(τ), θ) û?(τ, θ)dθ
)
dτ . (3.30)
Cette e´galite´ implique que I? est une solution de (3.11). 
Soient A et B, deux compacts de Rn, on de´finit la distance entre ces deux
ensembles par
d(A,B) = max
(
max
a∈A
min
b∈B
‖a− b‖,max
b∈B
min
a∈A
‖a− b‖
)
.
Soit AI0,τ les ensembles accessibles des syste`mes originaux (3.8), soit A0I0,τ
l’ensemble accessible du syste`me (3.11), le the´ore`me pre´ce´dent implique la pro-
position suivante.
Corollaire 39. Si les ensembles accessibles AI0,τ sont uniforme´ment borne´s
par rapport a` , alors il existe k > 0 tel que pour tout  > 0,
d(AI0,τ ,A0I0,τ ) ≤ k  (3.31)
3.2.3 Proprie´te´s du syste`me moyen
Apre`s avoir e´tabli des proprie´te´s de convergence entre les solutions des
syste`mes originaux (3.8) et celles du syste`me moyen (3.11) quand le parame`tre
ε tend vers 0, nous e´tudions maintenant le syste`me moyen par lui-meˆme.
Compacte convexe syme´trique
Nous avons de´fini le syste`me moyen par une inclusion diffe´rentielle (3.11)
avec l’ensemble EU (I) de´fini par (3.10). Cet ensemble pre´sente quelques pro-
prie´te´s remarquables.
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Proposition 40. Si U est compact, convexe, syme´trique par rapport a` l’ori-
gine alors, pour tout I ∈ Rn, l’ensemble EU (I) est compact, convexe, syme´trique
par rapport a` l’origine.
De´monstration: L’application line´aire u 7→ E(I, u), de´finie par l’e´quation
(3.9), de L1(S1,Rm) → Rn, est continue. Comme U est compact, L1loc((S1, U)
est un sous ensemble compact de L1(S1,Rm) donc EU (I), la convexite´ et la
syme´trie sont des conse´quence de la line´arite´. 
Plac¸ons nous dans le cadre des hypothe`ses de la proprie´te´ 40. Sous re´serve
d’une condition supple´mentaire la controˆlabilite´ du syste`me moyen devient tri-
viale, toutes les directions de l’espace tangent sont admissibles.
Proposition 41. Soit I ∈ Rn, si U est compact, convexe, syme´trique par rap-
port a` l’origine, d’inte´rieur non-vide, et si
Rang
{
∂jF
∂θj
(I, θ), j ∈ N
}
= n (3.32)
pour tout θ, alors l’inte´rieur de EU (I) est non vide.
Si la dimension k de la famille de vecteurs
{
∂jF
∂θj (I, θ), j ∈ N
}
est constante
pour tout θ et infe´rieur a` n alors E(I) est un convexe d’interieur non vide dans
un sous espace vectoriel de Rn de dimension k.
De´monstration: Supposons le contraire, alors il existe p ∈ T ∗I Rn, une forme
line´aire non-triviale (p 6= 0) sur TIRn telle que
〈p, v〉 = 0, ∀v ∈ EU (I),
en choisissant le controˆle u ∈ L1(S1, U) de´fini par ui(θ) = 〈p, fi(I, θ)〉 (prendre
p de norme plus petite pour que u(θ) ∈ U),
〈p, fi(I, θ)〉 = 0
et en conside´rant les de´rive´es successives par rapport a` θ on obtient une contra-
diction avec l’hypothe`se de rang plein (3.32).
Pour la seconde proposition il suffit de se restreindre au sous espace vectoriel
engendre´ par la famille
{
∂jF
∂θj (I, θ), j ∈ N
}
et d’appliquer le re´sultat pre´ce´dent.

La condition (3.32) est e´quivalente a` la condition de controˆlabilite´ du syste`me
line´arise´ autour de la trajectoire I0 obtenue a` controˆle nul (voir l’e´quation (1.80)
dans la section 1.4.3).
Proposition 42. Si les hypothe`ses de la proposition 41 sont ve´rifie´es en tous
points de Rn alors le syste`me (3.11) est globalement controˆlable.
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De plus pour chaque courbe γ absolument continue de Rn qui relie deux
points de K en restant dans le compact K, il existe un parame´trage tel que γ(.)
soit solution de (3.11) et γ˙(t) ∈ ∂EU (γ(t)) pour presque tout temps.
De´monstration: Soit une courbe γ absolument continue qui relie deux
points I0 et I1 en restant dans le compact K. Il existe f ∈ L1loc(R,Rn) telle
que
γ(s) = I0 +
∫ s
0
f(s′)ds′ . (3.33)
Il existe λ ∈ L1loc(R,R+) telle que presque partout,
λ(s)f(s) ∈ ∂E(γ(s)) . (3.34)
Ainsi, la courbe γ parame´tre´e par t =
∫
1/λ(s)ds est une solution du syste`me
(3.11). 
Une norme sur chaque espace tangent
Supposons que l’hypothe`se de controˆlabilite´ (3.32) soit ve´rifie´e. Convexe,
compacte, d’inte´rieur non-vide, EU (I) pre´sentent toutes les proprie´te´s de la boule
unite´ d’une norme. Pour tout I ∈ Rn et v ∈ TIRn\{0} il existe un unique nombre
positif ψ(I, v) tel que
v/ψ(I, v) ∈ ∂E(I) .
Si on pose de plus que ψ(I, 0) = 0, alors ψ(I, .) de´finit une norme sur TIRn.
L’inclusion diffe´rentielle I˙ ∈ EU (I) est donc e´quivalente a` ψ(I, I˙) ≤ 1 et si
l’application ψ est assez re´gulie`re alors on obtient ainsi une ge´ome´trie de Finsler
sur TRn [46].
Caracte´risation du bord de EBm1 (I)
Proposition 43. Soit Bm1 = {u ∈ Rm, ‖u‖ ≤ 1}, le bord de EBm1 (I) est couvert
par la famille de vecteurs
E(I, u∗) = 1
2pi
∫ 2pi
0
F(I, θ)u? dθ ,
avec les controˆles u?(p, I, θ) sont de´finis par
u?i (p, I, θ) =
〈p.fi〉√∑m
j=1〈p.fj〉2
. (3.35)
avec p ∈ T ∗I Rn, forme line´aire non-triviale sur TIRn.
De´monstration: Le vecteur E(I, u?(p)) appartient au bord de EBm1 (I), en
effet le controˆle u?(p, I, .) maximise la forme line´aire p : u 7→ 〈p, Eu(I)〉.
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Inversement comme EBm1 (I) est convexe, pour chaque vecteur v? appartenant
au bord de EBm1 (I) il existe une forme line´aire p qui se´pare l’espace : ∀v ∈EBm1 (I), 〈p, v〉 ≥ 〈p, v?〉, de plus v? = E(I, u∗(p)). 
Une inclusion diffe´rentielle est un syste`me controˆle´ : en chaque point on a
le choix entre plusieurs champs de vecteurs. Avec U = Bm1 , l’inclusion diffe´ren-
tielle (3.11) est e´quivalente a` l’e´quation
I˙ = E(I, u) , u ∈ L1loc(S1, Bm1 ) , (3.36)
bien-suˆr, le parame´trage de EBm1 par toutes les fonctions mesurables de S1 dans
Bm1 , les controˆles, est redondant. De´finissons l’application v 7→ G(I, v), Rn → Rn
avec
G(I, v) = ‖v‖ E(I, u?(v)) . (3.37)
D’apre`s la proposition 43 le syste`me I˙ ∈ E est e´quivalent a` I˙ = G(I, v), v ∈ Bn1 .
Exemple
Conside´rons l’exemple acade´mique d’un syste`me controˆle´ avec un champs de
vecteur pe´riodique (3.8). Soit (m,n) = (1, 2) et une constante ϕ :(
x˙1
x˙2
)
= u
(
cos θ
cos(θ + ϕ)
)
, θ˙ =
1
ε
, |u| ≤ 1 .
Pour ce syste`me simple nous pouvons de´crire l’ensemble E(x1, x2). Il ne de´pend
pas de l’e´tat du syste`me (x1, x2). Nous pouvons montrer que (x˙1, x˙2) appartient
a` E(x1, x2) si et seulement si x˙21 + (x˙2 − cosϕ x˙1)2 / sin2ϕ ≤ 4/pi2. De plus nous
pouvons e´crire l’inclusion diffe´rentielle (3.11) comme un syste`me controˆle´. Si ϕ
est un multiple entier de pi, l’hypothe`se (3.32) n’est pas satisfaite et on obtient
un syste`me moyen non controˆlable :(
x˙1
x˙2
)
=
2 v
pi
(
1
±1
)
, |v| ≤ 1 .
Si ϕ n’est pas un multiple entier de pi, on obtient un syste`me controˆle´ avec deux
champs de vecteurs inde´pendants,(
x˙1
x˙2
)
=
2 v1
pi
(
1
cosϕ
)
+
2 v2
pi
(
0
sinϕ
)
avec la contrainte v12 + v22 ≤ 1. Dans ce cas la contrainte est quadratique, la
me´trique est non seulement de Finsler, mais riemannienne et meˆme triviale, une
me´trique qui pre´serve la structure euclidienne de R2.
3.2.4 Extre´males temps minimum
Pour les petits controˆles
Conside´rons les extre´males des proble`mes de transfert en temps minimum
pour les syste`mes originaux (3.8) avec R = 0 et U = Bm1 . Pour ces proble`mes,
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le pseudo-hamiltonien induit par le principe du maximum est de´fini par
Ht/ε(I, p, u) = 〈p,F(I, t
ε
)〉u =
m∑
i=1
ui〈p, fi(I, t
ε
)〉, p ∈ T ∗I Rn ,
et le controˆle u˜(I, p, t/ε) qui maximise Ht/ε est de´fini pour presque tout t par
u˜i =
〈p, fi(I, tε )〉√∑m
i=1〈p, fi(I, tε )〉2
, i ∈ [1,m] .
Remarquons que si les champs de vecteurs sont analytiques alors les points
θ ∈ [0, 2pi] ou` 〈p, fi(I, θ)〉 = 0, ∀i ∈ [1,m] sont en nombre fini, remarquons
aussi que le controˆle u˜(I, p, .) est 2pi-pe´riodique. Les extre´males des syste`mes
originaux sont les solutions de
p˙Ij = −〈p, ∂F∂Ij (I, p)〉 u˜ ,
I˙j = Fj(I, p) u˜ ,
j ∈ [1, n] . (3.38)
Pour le syste`me moyen
Supposons que l’application G(I, v) soit de´rivable par rapport a` v et que
G(I,Bn1 ) soit strictement convexe. Alors il est aise´ de de´finir les extre´males du
syste`me moyen. Soit le pseudo-hamiltonien,
H(I, p, v) = 〈p,G(I, v)〉 , (3.39)
le controˆle qui maximise H est simplement v = p‖p‖ . Les extre´males du syste`me
moyen sont donc les solutions de la dynamique,
p˙Ij = −〈p, ∂G∂Ij (I, p)〉,
I˙j = Gj(I, p),
j ∈ [1, n] . (3.40)
Les ope´rations “e´criture du principe du maximum” et “moyennisation” com-
mutent, la moyenne du syste`me des e´quations diffe´rentielles ordinaires obtenues
par le PMP e´tant e´gale au syste`me des e´quations obtenues en appliquant le
PMP au syste`me moyen.
The´ore`me 44. Les e´quations (3.40) sont formellement e´quivalentes a` la dyna-
mique moyenne des e´quations des extre´males pour les syste`mes originaux (3.38).
De´monstration: Montrons que
〈p, ∂G
∂Ij
(I, p)〉 = 1
2pi
∫ 2pi
0
〈p. ∂F
∂Ij
(I, p)〉 u˜(I, p, θ) dθ ,
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or
〈p, ∂G
∂Ij
(I, v)〉 =
∑m
i=1〈v, fi〉〈p, ∂fi∂Ij 〉√∑m
i=1〈v, fi〉2
(3.41)
+
∑m
i=1〈v, ∂fi∂Ij 〉〈p, fi〉√∑m
i=1〈v, fi〉2
(3.42)
+
∑m
i=1〈v, fi〉〈p, fi〉
(
∑m
i=1〈v, fi〉2)3/2
(
m∑
i=1
〈v, fi〉〈p, ∂fi
∂Ij
〉
)
(3.43)
et e´value´ a` v = p
〈p, ∂G
∂Ij
(I, p)〉 =
∑m
i=1〈p, ∂fi∂Ij 〉〈p, fi〉√∑m
i=1〈p, fi〉2
. (3.44)

3.3 Conse´quences pour les transferts optimaux
Dans cette section nous analysons comment le syste`me moyen de´fini dans
la section pre´ce´dente permet d’e´tudier le comportement asymptotique des tra-
jectoires optimales, pour les diffe´rents couˆts temps minimum, norme L1 ou L2
du controˆle, des syste`mes de Kepler controˆle´s originaux quand le parame`tre ε
devient petit.
Dans ce chapitre nous proposons une de´monstration du the´ore`me suivant,
conjecture e´nonce´e dans [17] et observe´e expe´rimentalement dans [27], [28],
Conside´rons un proble`me de transfert entre deux orbites elliptiques restreint
a` un domaine compact connexe par arc K ⊂ C−. Soit ε > 0 on de´signe par Tε
la solution du proble`me en temps minimum P εT de´fini par les e´quations (2.11)
page 24,
The´ore`me 45. Le produit ε Tε admets une limite finie positive τ0 quand ε
tend vers ze´ro.
Soit τ1 ≥ τ0, posons T1 = τ1/ε, mε et Eε les solutions respectives des
proble`mes optimaux P εm (2.13) et P
ε
E (2.15) : les quantite´esmε et Eε/ε convergent
vers des limites finies positives quand ε tend vers ze´ro.
Pour montrer ce re´sultat nous utilisons la construction pre´ce´dente : extraire
le mouvement lent des variations rapides en moyennant. En effet cette proce´dure
est valable pour la famille des syste`mes de Kepler controˆle´ introduit a` la section
1.4 et permet de de´montrer le the´ore`me 45.
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3.3.1 Temps minimum a` masse constante
Soit K ⊂ Rn un compact connexe par arc tel que pour tous points I ∈ K
et tous θ ∈ [0, 2pi], ω(I, θ) ≥ ω0 > 0. Le syste`me moyen associe´ aux e´quations
(1.72), la forme normale du proble`me de Kepler controˆle´ de´finie dans la sec-
tion 1.4, est de´fini par
dI
dφ
= E(I, u)/m0 , u ∈ L1loc(S1, Bm1 ) ,
dτ
dφ
= 1/ω(I) ,
(3.45)
avec 1/ω(I) = 12pi
∫ 2pi
0
1/ω(I, θ)dθ.
Conside`rons les proble`mes de transfert optimal a` masse constante pour les
syte`mes originaux (1.72) avec ε > 0 restreint au compact K,
(1.72), I(0) = I0, I(φ1) = I1, min τ(φ1) , (3.46)
et le syste`me moyen (3.45) aussi restreint au compact K connexe par arcs,
(3.45), I(0) = I0, I(φ1) = I1, min τ(φ1) . (3.47)
The´ore`me 46. Il existe ε0 > 0, tel que pour chaque ε ∈]0, ε0] il existe une
solution minimisante au proble`me (3.46) qui re´alise le temps minimum τminε .
Soit τmin0 la solution du proble`me (3.47), τ
min
ε converge vers τ
min
0 quand ε tend
vers 0.
De´monstration: Pour ε assez petit, le the´ore`me 23 implique l’existence de
solutions minimisantes aux proble`mes (3.46) et (3.47).
Soit (I˜ , τ˜) une solution minimisante du proble`me moyen (3.47) de´finie sur
[0, φ˜1], la proposition 2 du the´ore`me 38 implique qu’il existe une famille de
solutions {(I˜ε, τ˜ε)} solutions des syste`mes originaux (1.72) de´finies sur [0, φ˜ε]
telles que
lim
ε=0+
φ˜ε = φ˜1 , (3.48)
‖I˜ε(φ˜ε)− I1‖ ≤ k ε . (3.49)
Le lemme 20 implique que ces solutions peuvent eˆtre comple´te´es uniforme´ment
avec des solutions joignant l’orbite cible I1 pour les contraintes ε assez petites
sans alte´rer la convergence. Plus pre´cise´ment il existe une constante c1 > 0 telle
que pour chaque ε ≤ ε0 il existe une trajectoire qui joint le point I˜ε(φ˜ε) au
point I1 en une longitude infe´rieure a` c1 ε. On conserve la notation {(I˜ε, τ˜ε)}
pour de´signer la famille des solutions comple´te´es de´finies sur un interval e´tendu
[0, φ˜ε] et il existe c2 > 0 telle que φ˜ε ≤ φ˜1 + c2ε. Par de´finition de τminε ,
τ˜ε(φ˜ε) ≥ τminε . (3.50)
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Soit {(Iε, τminε )} une famille de solutions des proble`mes originaux (3.46).
Comme la famille des solutions {(I˜ε, τ˜ε)} convergent uniforme´ment, l’ine´galite´
(3.50) implique que les temps optimaux τminε sont uniforme´ment borne´s pour
tout ε ≤ ε0. Comme par hypothe`se, les vitesses admissibles sont uniforme´ment
borne´es, cette famille de fonctions est equi-continue. Le the´ore`me d’Arzela`-
Ascoli implique qu’il existe une sous-suite uniforme´ment convergente
{(Iεn , τminεn )}
de´finie sur [0, φε]. Soit (I, τ) la trajectoire limite de´finie sur [0, φ]. D’apre`s la pro-
position 1 du the´ore`me 38, I est une solution admissible du syste`me moyen (3.45)
telle que I(0) = I0 et I(φ) = I1 ; donc par optimalite´ de τmin0 ,
τ(φ) ≥ τmin0 . (3.51)
Comme les suites τ˜ε(φ˜ε) et τminε convergent respectivement vers τ
min
0 et
τ(φ), les ine´galite´s (3.51) et (3.50) impliquent
lim
ε=0+
τminε = τ
min
0 . (3.52)

3.3.2 Temps minimum a` masse variable
A la section 1.2 nous avons pre´cise´ qu’une mode´lisation pre´cise du syste`me
de Kepler controˆle´ se devait de tenir compte de la variation de la masse du
satellite. Soit K ⊂ Rn × R×]0,m0] un compact connexe par arc tel que pour
tous points (I, τ,m) ∈ K et tous θ ∈ [0, 2pi], ω(I, θ) > 0. Conside´rons le syste`me
moyen associe´ aux e´quations (1.71), la forme normale du proble`me de Kepler
controˆle´ de´finie dans la section 1.4,
dI
dφ
= E(I, u)/m , u ∈ L1loc(S1, Bm1 ) ,
dτ
dφ
= 1/ω(I) , (3.53)
dm
dφ
∈ −[ inf
{v∈L1loc(S1,Bm1 ),E(I,v)=E(I,u)}
α
2pi
∫ 2pi
0
‖v(θ)‖
w(I, θ)
dθ, 1/ω(I)] .
avec 1/ω(I) = 12pi
∫ 2pi
0
1/ω(I, θ)dθ.
Conside`rons les proble`mes de transfert optimal pour les syte`mes originaux
(1.71) et le syste`me moyen (3.53) restreint a` un compact I ∈ K ⊂ Rn connexe
par arcs, de´fini respectivement par les e´quations suivantes ou` φ1 > 0 est libre,
(1.71), I(0) = I0, m(0) = m0, I(φ1) = I1, min τ(φ1) , (3.54)
(3.53), I(0) = I0, m(0) = m0, I(φ1) = I1, min τ(φ1) . (3.55)
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The´ore`me 47. Il exite une masse mf > 0 et il existe ε0 > 0, tel que pour
chaque ε ∈ [0, ε0] il existe une solution minimisante τminε au proble`me (3.54)
tel que la masse finale reste positive m ≥ mf .
Soit τmin0 la solution du proble`me (3.55), τ
min
ε converge vers τ
min
0 quand ε
tend vers 0.
De´monstration: Le syste`me moyen, ainsi que les syste`mes orginaux, ne sont
pas complets : il existe des trajectoires telles que la masse tend vers 0 en une
longitude φ fini. Pour e´tablir l’existence de trajectoires minimisantes, solutions
du proble`me 3.55, il faut remarquer que la masse ne peut pas de´croˆıtre plus vide
que −α et donc reste borne´e infe´rieurement par rapport a` τ ,
m(φ) ≥ m0 − α τ(φ) . (3.56)
Les conditions de controlabilite´ impliquent l’existence d’une solution reliant
I0 a` I1 avec une masse finale strictement positive. D’autre part il existe une
solution qui parcourt cette trajectoire avec une vitesse en chaque point apparte-
nant au bord du convexe compact d’inte´rieure non vide
(
m.1/ω(I)
)−1
E(I, u),
re´alise´e par un controˆle de norme maximale tel que la masse de´croisse a` sa vitesse
maximale. Cette solution relie donc I0 a` I1 en un temps τf avec la masse finale
mf = m0−α τf . Cette solution implique l’existence d’une solution du proble`me
en temps minimum pour le syste`me moyen et on peut restreindre l’ensemble
K au sous ensemble compact {(I, τ,m) ∈ K,m ≥ mf/2}. Soit (I˜ , τ˜ , m˜) une
solution du proble`me moyen (3.55) de´finie sur [0, φ˜1],
τ˜(φ˜1) ≤ τf , (3.57)
m˜(φ˜1) ≥ mf , (3.58)
m˜(φ˜1) = m0 − α τ˜(φ˜1) . (3.59)
Le the´ore`me 38 s’applique au syste`me a` masse variable (1.71) en introduisant
le syste`me convexifie´, ou “relaxed control”, comme syste`me interme´diare (pour
un de´veloppement de la notion de “relaxed control” voir [37] et le chapitre 8.2
“Compatible vector fields and relaxation” dans [1]),
dI
dφ
= F (I, φ/ε)u/m , u ∈ Bm1 ,
dτ
dφ
= 1/ω(I, φ/ε) , (3.60)
dm
dφ
= −1/ω(I, φ/ε)v , v ∈ [‖u‖, 1] .
Sur tout intervalle compact, chaque solution du syste`me a` masse variable (1.71)
peut eˆtre approche´e uniforme´ment par une suite de solutions du syste`me (3.60)
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et re´ciproquement. Ainsi il existe une famille de solutions des syste`mes origi-
naux (1.71) {(I˜ε, τ˜ε, m˜ε)} de´finies sur [0, φ˜1] telles que
‖I˜ε(φ˜1)− I1‖ ≤ kε , (3.61)
|τ˜ε(φ˜1)− τ˜(φ˜1)| ≤ kε , (3.62)
|m˜ε(φ˜1)− m˜(φ˜1)| ≤ kε , (3.63)
et
m˜ε(φ˜1) = m0 − α τ˜(φ˜1) + o(ε) . (3.64)
Le lemme 20 implique que ces solutions peuvent eˆtre comple´te´es de manie`re
uniforme avec des solutions joignant l’orbite cible I1 pour les contraintes ε assez
petites sans alte´rer la convergence. Plus pre´cise´ment il existe une constante c1 >
0 telle que pour chaque ε ≤ ε0 il existe une trajectoire qui joint le point I˜ε(φ˜ε)
au point I1 en une longitude infe´rieure a` c1 ε. On conserve la notation {(I˜ε, τ˜ε)}
pour de´signer la famille des solutions comple´te´es de´finies sur un interval e´tendu
[0, φ˜ε] et il existe c2 > 0 telle que φ˜ε ≤ φ˜1 + c2ε. Par de´finition de τminε ,
τ˜(φ˜ε) ≥ τminε . (3.65)
Ces solutions impliquent l’existence des solutions τminε des proble`mes opti-
maux originaux (3.54) et par hyptothe`se d’optimalite´ de τminε ,
τminε ≤ τ˜ε(φ˜ε) , (3.66)
mε ≥ m˜ε(φ˜ε) . (3.67)
Soit {(Iε, τminε ,mε)} une famille de solutions des proble`mes originaux (3.54).
D’apre`s l’ine´galite´ (3.66), les temps optimaux sont uniforme´ment borne´s pour
tout ε ≤ ε0, et, les vitesses admissibles e´tant uniforme´ment borne´e, cette suite
de fonstions est equi-continue. Le the´ore`me d’Arzela`-Ascoli implique qu’il existe
une sous-suite uniforme´ment convergente {(Iεn , τminεn ,mεn)} de´finie sur [0, φεn ].
Soit (I, τ ,m) la trajectoire limite de´finie sur [0, φ]. D’apre`s la proposition 1 du
the´ore`me 38, I est une solution admissible du syste`me moyen (3.45) telle que
I(0) = I0 et I(φ) = I1 ; donc par optimalite´ de τmin0 ,
τ(φ) ≥ τmin0 . (3.68)
Comme les suites τ˜ε(φ˜ε) et τminε convergent respectivement vers τ
min
0 et
τ(φ), les ine´galite´s (3.68) et (3.65) impliquent
lim
ε=0+
τminε = τ
min
0 . (3.69)

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3.3.3 Masse finale maximale et e´nergie minimale
Fixons un temps de transfert supe´rieur au temps de transfert optimal, soit
τ1 ≥ τmin0 , les couˆts masse ou e´nergie sont de´finis par
y =
∫ τ1/ε
0
ϕ(u)dt,
avec ϕ(u) = ‖u‖ pour la masse ou ϕ(u) = ‖u‖2 pour l’e´nergie.
Nous avons de´fini un syste`me moyen pour les syste`mes line´aires pe´riodiques.
Pour de´finir un syste`me moyen associe´ a` d’autres couˆts que le temps minimum, il
est ne´cessaire de conside´rer les syste`mes e´tendus (2.4) et d’utiliser le principe de
relaxation pour les syte`mes controˆle´s (voir chapitre 8.2 de [1]) : seule l’enveloppe
convexe des vitesses admissibles de´termine l’ensemble accessible. En effet, si
ϕ(u) = ‖u‖ ou ϕ(u) = ‖u‖2, l’ensemble accesible du syste`me e´tendu{
I˙ = F u , u ∈ Bm1 ,
y˙ = ϕ(u) ,
(3.70)
est e´gal a` l’ensemble accessible du syste`me relaxe´, line´aire convexe,{
I˙ = F u , u ∈ Bm1 ,
y˙ = v , v ∈ [ϕ(u), 1] . (3.71)
D’autre part si l’objectif de l’optimisation est la masse finale du satellite,
ϕ(u) = ‖u‖, alors l’extension du changement d’e´chelle (1.68) a` la variable y est
trivial,
Y = y .
Par contre si l’objectif de l’optimisation est l’e´nergie, ϕ(u) = ‖u‖2, alors l’ex-
tension du changement d’e´chelle (1.68) a` la variable y est de´fini par
Y = ε y .
Comme pour de´finir le syste`me moyen du syste`me de Kepler controˆle´ a` masse
variable, il est ne´cessaire de modifier les e´quations (3.53) pour tenir compte de
la variable supple´mentaire Y qui compte le couˆt a` optimiser,
dI
dφ
∈ E(I, u)/m , u ∈ L1loc(S1, Bm1 ) ,
dm
dφ
∈ −
[
inf
{v∈L1loc(S1,Bm1 ),E(I,v)=E(I,u)}
α
2pi
∫ 2pi
0
‖v(θ)‖
w(I, θ)
dθ, 1/ω(I)
]
,(3.72)
dY
dφ
∈
[
inf
{v∈L1loc(S1,Bm1 ),E(I,v)=E(I,u)}
1
2pi
∫ 2pi
0
ϕ(v(θ))
w(I, θ)
dθ, 1/ω(I)
]
.
Conside`rons maintenant les proble`mes de transfert optimal pour les syte`mes
originaux (1.71) et le syste`me moyen (3.53) restreint au compact K connexe par
arcs, de´fini respectivement par les e´quations
(1.71), I(0) = I0, m(0) = m0, I(φ1) = I1, minY (φ1) , (3.73)
(3.72), I(0) = I0, m(0) = m0, I(φ1) = I1, minY (φ1) . (3.74)
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The´ore`me 48. Il existe ε0 > 0, tel que pour chaque ε ∈ [0, ε0] il existe une
unique solution Yε au proble`me (3.73). Soit Y0 la solution du proble`me (3.74),
Yε converge vers Y0 quand ε tend vers 0.
De´monstration: Reprendre la preuve du the´ore`me 47 en changeant τ par
Y . 
Pour une me´trique de Finsler, comme pour les me´triques riemanienne, la
longueur d’une courbe ne de´pend pas de la parame´trisation choisie. Ainsi on
peut de´finir l’e´nergie d’une courbe et rechercher les ge´ode´siques en minimisant
l’e´nergie. Il est important de noter que ce proble`me n’est pas e´quivalent au
proble`me de minimisation de la norme L2 du controˆle sous la contrainte d’ef-
fectuer un transfert pour les syste`mes originaux. Par ailleurs, si on calcule le
syste`me moyen, associe´ au syste`me relaxe´ pour l’e´nergie, avec des temps τ1 assez
grand et pour des orbites assez proches, on retrouve le syste`me e´tudie´ dans [14].
3.4 Les transferts coplanaires
Dans ce chapitre nous conside´rons le cas particulier des transferts a` masse
constante entre deux orbites elliptiques coplanaires. Nous e´tudions les transferts
en demi-grand axe et excentricite´, l’orientation des ellipses e´tant laisse´e libre.
Pour les transferts plan en demi-grand axe et excentricite´ le syste`me moyen
associe´ au temps minimum est ge´ode´siquement complet.
Dans [14] les auteurs ont construit un syste`me moyen associe´ aux extre´males
du proble`me P εE en relaˆchant la contrainte sur le module de pousse´e. Ils ont mis
en e´vidence que le syste`me moyen ainsi construit est associe´ a` une me´trique rie-
mannienne sur C−, mais que cette me´trique n’est pas ge´ode´siquement comple`te :
e´tant donne´e deux points de C− il n’existe pas toujours une ge´ode´sique restant
a` l’inte´rieur de C− qui les relie.
3.4.1 Le syste`me moyen
Commenc¸ons par e´crire le syste`me (1.35) a` masse constante sous sa forme
normale de´finie a` la section 1.4, dθdt est strictement positif pour tout e ∈ [0, 1[.
Apre`s changement d’e´chelle et inversion du temps et de l’angle, on obtient la
dynamique des inte´grales premie`res (a, e, ω) par rapport a` θ, dadθde
dθ
dω
dθ
 =
ut
 2
a3
µ αa/w
2a
2
µ αe/w
2a
2
µ αω/w
+ un
 0a2µ βe/w
a2
µ βω/w

 , ‖u‖ ≤ 1 , (3.75)
ou` αa, αe, αω, βe, βω sont les fonctions de (a, e, θ) de´finies par les e´quations
(1.36), (1.37) et (1.38). La dynamique du temps,
dτ
dθ
=
a3/2√
µ
1
w
. (3.76)
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Le syste`me moyen par rapport a` la variable d’angle θ,
dI
dθ
∈ E˜ , (3.77)
avec
E˜ = a
2
2piµ

∫ 2pi
0
ut(v)
 2aαaw2αew
2αωw
+ un(v)
 0βe
w
βω
w
 dv, u ∈ L1loc(S1, B21)

(3.78)
Et en utilisant la proprie´te´ classique de l’anomalie excentrique moyenne,
∀e ∈ [0, 1[, (1− e
2)
3
2
2pi
∫ 2pi
0
1
(1 + e cos ν)2
dν = 1, (3.79)
le syste`me moyen peut se re´e´cire en utilisant comme variable libre τ ,
dI
dτ
∈ E , (3.80)
avec
E(a, e, ω) =
√
µ
a3/2
E˜ , (3.81)
Pour tout a > 0, e ∈]0, 1[ et ω ∈ S1, l’ensemble E(a, e, ω) est un compact
convexe d’inte´rieur non vide, syme´trique par rapport a` l’origine.
Le membre de droite dans l’e´quation (3.81) ne de´pend pas de la variable ω,
on peut donc conside´rer les transferts en demi-grand axe et excentricite´ (a, e) ∈
R+∗ × [0, 1[ dont la dynamique moyenne est donne´e par
d(a, e)
dτ
∈ E(a, e) , (3.82)
avec
E(a, e) =
√
a
2pi
√
µ
{∫ 2pi
0
ut
(
2aαaw
2αew
)
+ un
(
0
βe
w
)
dv, u ∈ L1loc(S1, B1)
}
(3.83)
D’apre`s la proprie´te´ 40, l’ensemble E(a, e) est un compact convexe syme´trique
par rapport a` l’origine et d’interieur non-vide pour tous les points (a, e) ∈
]0,∞[×[0, 1[. Le syste`me moyen est de´fini sur la bande semi ouverte
B =]0,+∞[×[0, 1[ . (3.84)
D’apre`s la proposition 43, les vecteurs vitesse v appartenant a` ∂E , le bord
de E , sont entie´rement couverts par les vecteurs v(pa, pe) = E((a, e), u?(pa, pe))
avec (pa, pe) ∈ R2∗ et les controˆles u?(pa, pe) de´finis par
u?t =
2aαapa + 2αepe√
(2aαapa + 2αepe)2 + (βepe)2
, (3.85)
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Et en utilisant la proprie´te´ classique de l’anomalie excentrique moyenne,
∀e ∈ [0, 1[, (1− e
2) 32
2pi
∫ 2pi
0
1
(1 + e cos ν)2
dν = 1, (3.72)
le syste`me moyen peut se re´e´cire en utilisant comme variable libre τ ,
dI
dτ
∈ E , (3.73)
avec
E(a, e,ω) =
√
µ
a3/2
E˜θ , (3.74)
Pour tout a > 0, e ∈]0, 1[ et ω ∈ S1, l’ensemble E(a, e,ω) est un compact
convexe d’inte´rieur non vide, syme´trique par rapport a` l’origine.
Le membre de droite dans l’e´quation (3.74) ne de´pend pas de la variable ω,
on peut donc conside´rer les transferts en demi-grand axe et excentricite´ (a, e) ∈
R+∗ × [0, 1[ dont la dynamique moyenne est donne´e par
d(a, e)
dτ
∈ E(a, e) , (3.75)
avec
E(a, e) =
√
a
2pi√µ
{∫ 2pi
0
ut
(
2aαaw
2αew
)
+ un
(
0
βe
w
)
dv, u ∈ L1loc(S1, B1)
}
(3.76)
D’apre`s la proprie´te´ 44, l’ensemble E(a, e) est un compact convexe syme´trique
par rapport a` l’origine et d’interieur non-vide pour tous les points (a, e) ∈
]0,∞[×[0, 1[. Le syste`me moyen est de´fini sur la bande semi ouverte
B =]0,+∞[×[0, 1[ . (3.77)
D’apre`s la proposition 47, les vecteurs vitesses v appartenant a` ∂E , le bord
de E , sont entie´rement couverts par les vecteurs v(pa, pe) = E((a, e), u%(pa, pe))
avec (pa, pe) ∈ R2∗ et les controˆles u%(pa, pe) de´finis par
u%t =
2aαapa + 2αepe√
(2aαapa + 2αepe)2 + (βepe)2
, (3.78)
et
u%n =
βepe√
(2aαapa + 2αepe)2 + (βepe)2
. (3.79)
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et
u?n =
βepe√
(2aαapa + 2αepe)2 + (βepe)2
. (3.86)
Remarque 49. Contrairement a` l’oscillateur harmonique controˆle´ (voir la section
2.3 le syste`me a` deux corps controˆle´ admet de nombreuses fonctions de Lyapunov
possibles, l’e´tat du syst`me moyen est de dimension supe´rieure a` 1, il existe de
nombreux chemins qui relient deux orbites.
3.4.2 Temps minimum
Dans cette sous-section on utilisera la variable I pour de´signer le couple demi
grand axe excentricite´ (a, e). Conside´rerons le roble`me de transfert entre deux
points I0 = (a0, e0) et I1 = (a1, e1) appartenant a` B,
dI
dτ ∈ E(I) ,∀ τ ∈ [0, τ1], I(τ) ∈ B ,
I(0) = I0 , I(τ1) = I1 .
(3.87)
La condition de controˆlabilite´ (1.43) implique qu’il existe une trajectoire qui
relie (a0, e0) a` (a1, e1) en un temps fini, c’est a` dire qu’il existe au moins une
solution aux e´quations (3.87). Comme tous ces temps de transfert sont des re´els
positifs, il existe une borne infe´rieure
τ0 = inf {τ1, γ solution de (3.87) de´finie sur [0, τ1]} . (3.88)
The´ore`me 50. Il existe une solution minimisante du syste`me (3.87), solution
qui relie I0 a` I1 en un temps τ0.
De´monstration: Nous allons montrer qu’il existe un compact K ⊂ B, tel
que toutes les suites de trajectoires minimisantes du proble`me (3.87) restent
dans K a` partir d’un certain rang.
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Fig. 3.2 – Feuilletage du domaine par les familles de solutions Ia et Ie
Les proprie´te´s 54 et 56 impliquent qu’il existe un point A ∈ B tel que
I0, I1 ∈ {(a, e) ∈ B, a ≥ IeA(e), e ≤ IaA(a)} , (3.82)
ou` IeA et IaA sont les courbes de {Ia}, {Ie} initialise´es a` A.
Les proprie´te´s 55, 57 et 61 impliquent qu’il existe a˜ < +∞ et n1 tels que
pour tout n > n1 chaque trajectoire γn appartient a` l’ensemble compacte K
contenu dans B de´fini par
K = {(a, e) ∈ B, a ≥ IeA(e), e ≤ IaA(a), a ≤ a˜} , (3.83)
car chaque solution de (3.80) qui sort de K peut eˆtre remplace´e par une solution
plus rapide qui reste dans K. !
3.4.3 Analyse du syste`me moyen
Deux types de solutions sont importantes pour de´crire qualitativement le
comportement du syste`me moyen (3.75) : les solutions {Ie} obtenues en maximi-
sant localement e˙ donne´es par le controˆle u!(0, 1) et les solutions {Ia} obtenues
en maximisant localement a˙ donne´es par le controˆle u!(1, 0).
Maximisation locale de e˙
Nous analysons maintenant la dynamique re´sultant de la maximisation locale
de e˙, de´crite par les e´quations suivantes :(
da
dτ
de
dτ
)
=
2
√
a√
µ
(
a Iea(e)
Iee (e)
)
, (3.84)
avec
Iea(e) =
1
2pi
∫ 2pi
0
4αaαe
w
√
(2αe)2 + β2e
dθ,
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Les proprie´te´s 54 et 56 impliquent qu’il existe un point A ∈ B tel que
I0, I1 ∈ {(a, e) ∈ B, a ≥ Ie (e), e ≤ IaA(a)} , (3.82)
ou` IeA et IaA sont les courbes de {Ia}, {Ie} initialise´es a` A.
Les proprie´te´s 55, 57 et 61 impliquent qu’il existe a˜ < +∞ et n1 tels que
pour tout n > n1 chaque trajectoire γn appartient a` l’ensemble compacte K
contenu dans B de´fini par
K = {(a, e) ∈ B, a ≥ IeA(e), e ≤ IaA(a), a ≤ a˜} , (3.83)
car chaque solution de (3.80) qui sort de K peut eˆtre remplace´e par une solution
plus rapide qui reste dans K. !
3.4.3 Analyse du syste`me moyen
Deux types de solutions sont importantes pour de´crire qualitativement le
comportement du syste`me moyen (3.75) : les solutions {Ie} obtenues en maximi-
sant localement e˙ donne´es par le controˆle u!(0, 1) et les solutions {Ia} obtenues
en maximisant localement a˙ donne´es par le controˆle u!(1, 0).
Maximisation locale de e˙
Nous analysons maintenant la dynamique re´sultant de la maximisation locale
de e˙, de´crite par les e´quations suivantes :(
da
dτ
de
dτ
)
=
2
√
a√
µ
(
a Iea(e)
Iee (e)
)
, (3.84)
avec
Iea(e) =
1
2pi
∫ 2pi
0
4αaαe
w
√
(2αe)2 + β2e
dθ,
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Pour constuire ce domaine compact K, on utilise les familles {Ia}, {Ie} solu-
tions particulie`res du syste`me (3.82) qui respectivement maximisent localement
a˙ (3.97) et e˙ (3.92). Chacune des deux familles {Ia}, {Ie} de´finit un feuilletage
de la bande B, l’une par des courbes strictement de´croissantes, en fonction de
a, l’autre par des courbes strictement croissantes, en fonction de a. On conserve
la notation Ia (Ie) pour de´signer la courbe engendre´e par une trajectoire Ia(.)
(Ie(.)) appartenant a` la famille {Ia} ({Ie}). Selon le context on choisira de
parame´trer ces courbes par le temps, le demi-grand axe, ou l’excentricite´.
Les proprie´te´s 51 et 53 impliquent qu’il existe un point A ∈ B tel que
I0, I1 ∈ {(a, e) ∈ B, a ≥ IeA(e), e ≤ IaA(a)} , (3.89)
ou` IeA et I
a
A sont les courbes de {Ia}, {Ie} initialise´es a` A.
Les pr prie´te´s 52, 54 et 58 impliquent qu’il existe a˜ < +∞ et n1 tels que pour
tout n > n1 chaque trajectoire γn appartient a` l’ensemble compact K contenu
dans B de´fini par
K = {(a, e) ∈ B, a ≥ IeA(e), e ≤ IaA(a), a ≤ a˜} , (3.90)
car chaque solution de (3.87) qui sort de K peut eˆtre remplace´e par une solution
plus rapide qui reste dans K. 
3.4.3 Analyse du syste`me moyen
Deux types de solutions sont importantes pour de´crire qualitativement le
comportement du syste`me moyen (3.82) : les solutions {Ie} obtenues en maximi-
sant localement e˙ donne´es par le controˆle u?(0, 1) et les solutions {Ia} obtenues
en maximisant localement a˙ donne´es par le controˆle u?(1, 0).
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Maximisation locale de e˙
Nous analysons maintenant la dynamique re´sultant de la maximisation locale
de e˙, de´crite par les e´quations suivantes :(
da
dτ
de
dτ
)
=
2
√
a√
µ
(
a Iea(e)
Iee (e)
)
, (3.91)
avec
Iea(e) =
1
2pi
∫ 2pi
0
4αaαe
w
√
(2αe)2 + β2e
dθ,
et
Iee (e) =
1
2pi
∫ 2pi
0
√
(2αe)2 + β2e
w
dθ .
Proposition 51. Soit (a˜, e˜) ∈ B, il existe une unique solution maximale Ie de
la dynamique (3.91) initialise´e a` Ie(0) = (a˜, e˜) de´finie sur [τ0, τ1[ et il existe
a0 ∈]0,+∞[, a1 ∈]0,+∞], a0 < a1 tels que Ie(τ0) = (a0, 0) et limτ→τ−1 I
e =
(a1, 1).
De plus le graphe de cette solution est aussi le graphe d’une fonction crois-
sante de e de´finie sur [0, 1[ et le graphe d’une fonction croissante de a de´finie
sur [a0, a1[.
De´monstration:
Clairement Iea(0) = 0, et pour tout e ∈]0, 1[, Iea(e) > 0. En effet, soit e ∈]0, 1[,
Iea =
1
pi
∫ pi
0
A√
1− e2√B dν ,
avec
A = (1 + e cos ν)(e+ cos ν)
√
1 + e2 + 2e cos ν ,
B = 4(e+ cos ν)2(1 + e cos ν)2 + (1− e2)2 sin2 ν .
Utilisons le changement de variable ν = tan t/2, cos ν = 1−t
2
1+t2 , sin ν =
2t
1+t2 ,
dν = 21+t2 et κ =
1−e
1+e ; de bref calculs conduisent a`
A =
(1 + e)3
(1 + t2)5/2
(1− κ t2)(1 + κ t2)
√
1 + κ2t2 ,
et
B = 4
(1 + e)4
(1 + t2)4
(
(1− κ t2)2(1 + κ t2)2 + κ2t2) .
Ainsi
Iea =
(1 + e)
pi
∫ +∞
0
A(t) dt ,
avec
A(t) = (1− κt
2)(1 + κt2)
√
1 + κ2t2
(1 + t2)1/2
√
(1− κt2)2(1 + κt2)2 + κ2t2 ,
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or
A( 1
κt
)
1
κt2
= −A(t)
(
κ
1 + t2
1 + κ2t2
)3
,
donc ∀e ∈]0, 1[, Iea(e) > 0.
D’autre part Iee (a) = 1 et la fonction Iee (.) est strictement positive sur [0, 1[
et tend vers 0 quand e tend vers 1 par valeurs infe´rieures. En effet,
√
(2αe)2+β2e
w =
(1−e2)3/2
(1+e cos ν)2√
2(1−e2)(e+cos ν)2
(e+cos ν)2+sin2 ν
+ (1−e
2)3 sin2 ν
(1+e cos ν)2((e+cos ν)2+sin2 ν)
donc
0 <
√
(2αe)2 + β2e
w
≤ 6
√
3
√
1− e, ∀e ∈ [0, 1[ .
Ainsi pour tout e ∈ [0, 1[, a Iea(e)/Iee (e) ≥ 0, donc la solution Ie de (3.97)
initialise´e a` (a˜, e˜) peut eˆtre parame´tre´e par e et est la solution du proble`me de
Cauchy,
da
de
= a
Iea
Iee
, a(e˜) = a˜ . (3.92)
C’est a` dire,
Ie(e) = a˜ exp
∫ e
e˜
Iea(s)/Iee (s) ds . (3.93)

Proposition 52. Pour chaque solution γ = (γa, γe) du syste`me (3.82) qui
passe a` gauche d’une solution Ie du syste`me (3.91),
γa ≥ Ie(γe) . (3.94)
il existe une solution plus rapide qui reste a` droite de la trajectoire Ie.
De´monstration: Cette proprie´te´ est une conse´quence de la dilatation des
vitesses admissibles E quand a augmente
∀ e ∈ [0, 1[, a0 < a1, E(a0, e) ⊂ E(a1, e) . (3.95)
Soit γ = (aγ(s), eγ(s)), une solution de (3.82), on de´finit sa projection a` droite
sur Ie par
ΠγIe(s) = (max (I
e( eγ(s)), aγ(s)) , eγ(s)) . (3.96)
Cette courbe e´tant absolument continue1, la proprie´te´ 42 implique qu’il existe
une solution de (3.82) qui la parcourt en maximisant la norme de la vitesse
presque partout. La dilatation (3.95) implique que cette solution joint les points
I0 et I1 en un temps plus court que la solution γ. 
1Une fonction f est dite absolument continue si pour tout ε > 0 il existe δ > 0 tel quePN
i=1(bi−ai) < δ implique
PN
i=1 |f(bi)− f(ai)| < ε, pour toute famille de segments disjoints
]a1, b1[, . . . , ]aN , bN [ (voir [44]) ; or |min(a, 0)−min(b, 0)| ≤ |a− b|.
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Maximisation locale de a˙
Nous analysons maintenant le controˆle qui maximise localement la croissance
du demi grand axe a, soit la dynamique :(
da
dτ
de
dτ
)
=
2
√
a√
µ
(
a Iaa (e)
Iae (e)
)
, (3.97)
avec
Iaa (e) =
1
2pi
∫ 2pi
0
αa/w dθ , (3.98)
Iae (e) =
1
2pi
∫ 2pi
0
αe/w dθ . (3.99)
Proposition 53. Soit (a˜, e˜) ∈ B. Il existe une unique solution maximale Ia de
la dynamique (3.97) initialise´e a` Ia(0) = (a˜, e˜). Cette solution est de´finie sur
]−∞, τ1[, limτ→−∞ Ia = (0, 1) et limτ→τ−1 I
a = (+∞, 0).
De´monstration: Pour caracte´riser les fonctions Iaa et Iae il est tre`s pratique
d’utiliser l’anomalie excentrique moyenne ψ de´fini par
cos ν =
cosψ − e
1− e cosψ , (3.100)
sin ν =
√
1− e2
1− e cosψ , (3.101)
et
dν =
√
1− e2
1− e cosψdψ . (3.102)
En utilisant ce changement de variable, ces inte´grales peuvent s’exprimer a` partir
des fonctions elliptiques
Iaa (e) =
1
2pi
∫ 2pi
0
√
1− e2 cos2 ψ dψ , (3.103)
et
Iae (e) =
(1− e2)
2pi e
∫ 2pi
0
√
1− e2 cos2 ψ
(
1
1 + e cosψ
− 1
)
dψ , (3.104)
= −e(1− e
2)
pi
∫ pi
0
cos2 ψ√
1− e2 cos2 ψ dψ , (3.105)
= −1− e
2
e
[
1
pi
∫ pi
0
dψ√
1− e2 cos2 ψ − I
a
e
]
. (3.106)
En particulier ∀e ∈]0, 1[, Iae (e) < 0, les solutions de (3.97) apre`s un repa-
rame`trage par e sont les solutions du syste`me inte´grable
da
de
=
a Iaa (e)
Iae (e)
. (3.107)
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Soit Ia, la solution initialise´e a` a(e˜) = a˜,
Ia(e) = a˜ exp
−∫ e
e˜
Iaa (ξ) dξ
1−ξ2
ξ (
1
pi
∫ pi
0
dψ√
1−ξ2 cos2 ψ − I
a
a (ξ))
 (3.108)
L’e´galite´ (3.105) implique que Ia est une fonction de´croissante de e. L’inte´grale
dans l’exponentielle diverge en e = 1. En effet, posons ξ = 1− , comme sinψ ≥
2
piψ,
1√
1− ξ2 cos2 ψ =
1√
(2− ) + (1− )2 sin2 ψ
, (3.109)
≤ 1√
(2− ) + 4(1−)2pi2 ψ2
, (3.110)
1
pi
∫ pi
0
dψ√
1− (1− )2 cos2 ψ ≤
2
pi
1√
(2− )
∫ pi/2
0
dψ√
1 + ( 4(1−)
2
pi(2−)ψ
2)
,
≤ 1
1−  Argsh
1− √
(2− ) . (3.111)
Donc au voisinage de e = 1−, c’est a` dire au voisinage de  = 0+, l’inte´grante est
supe´rieure a` − 1 log 1/ dont l’inte´grale diverge en  = 0+. Ainsi lime=1− Ia(e) =
0. 
Proposition 54. Pour chaque solution γ = (γa, γe) du syste`me (3.82) qui
passe au dessus d’une solution Ia du syste`me (3.97),
γe ≥ Ia(γa) , (3.112)
il existe une solution du syste`me (3.82) plus rapide qui reste en dessous de la
trajectoire Ia. Soit a1 > a0.
De´monstration: Cette proprie´te´ est une conse´quence de la contraction des
vitesses admissibles E quand e augmente ; en effet la fonction e 7→ Iaa (e) de´finie
par l’e´quation (3.103) est de´croissante sur [0, 1]. Soit γ = (aγ(s), eγ(s)), une
solution de (3.82), on de´finit sa projection a` droite sur Ia par
ΠγIa(s) = (aγ(s) , max (I
a(aγ(s)), eγ(s))) . (3.113)
Cette courbe e´tant absolument continue, la proprie´te´ 42 implique qu’il existe
une solution de (3.82) qui la parcourt en maximisant la norme de la vitesse
presque partout. La de´croissance (3.103) implique que cette solution joint les
points I0 et I1 en un temps plus court que la solution γ. 
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Les transferts entre niveaux d’e´nergie
Rappellons que pour les orbites elliptiques l’e´nergie est inversement propor-
tionnelle au demi-grand axe
H = − µ
2 a
. (3.114)
Dans les coordonne´es (a, e) ∈ B les niveaux d’e´nergie, les ensembles d’orbites
elliptiques de meˆme e´nergie (1.5) sont de´finis par les segments verticaux,
Ea0 = {(a, e) ∈ B, a = a0}. (3.115)
Proposition 55. Soit 0 < a0 < a1 < +∞, le temps optimal pour joindre
les deux niveaux d’e´nergie Ea0 et Ea1 vaut
τa0,a1 = |
√
µ√
a0
−
√
µ√
a1
| , (3.116)
et la droite des orbites circulaire (e = 0) est le chemin le plus rapide pour joindre
deux niveaux d’e´nergie.
De´monstration: L’e´quation (3.103) implique qu’a` demi-grand axe fixe´ la
vitesse maximum possible pour faire croˆıtre a est atteinte pour e = 0 et est telle
que
da
dτ
=
2 a3/2√
µ
, (3.117)
de
dτ
= 0 . (3.118)

La proprie´te´ 55 implique qu’il faut un temps fini pour atteindre les orbites
paraboliques H = 0, a = +∞ et un temps infini pour atteindre l’e´nergie H =
−∞, a = 0.
Soit (a0, e0) ∈ B et a1 ∈]a0,+∞[. Conside´rons le proble`me de transfert en
temps minimum entre le point (a0, e0) et le niveau d’e´nergie Ea1 ,
dI
dτ ∈ E(I) ,∀ τ ∈ [0, τ1], I(τ) ∈ B ,
I(0) = I0 , I(τ1) = I1 .
(3.119)
Proposition 56. Soit (a0, e0) ∈ B et a1 ∈]a0,+∞[, pour chaque suite {γn}
de solutions minimisantes pour le proble`me (3.119) il existe N ∈ N tel que pour
tous n ≥ N
γn ∈
{
(a, e) ∈ B, a ∈ [Ie(a0,e0)(e), a1], e ∈ [0, Ia(a0,e0)(a)]
}
. (3.120)
De´monstration: C’est une conse´quence des proprie´te´s 52 et 54. 
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Changement d’e´chelle
Soit k > 0, conside´rons l’application suivante :
Rk : (t, a, e)→ (t
√
k, k a, e). (3.121)
Proposition 57. Soit (a, e) ∈ B. Pour tout k > 0, l’application Rk est une
bijection des solutions du syste`me controˆle´ de´fini par (3.82). De plus[
k 0
0 1
]
Aτ(a,e) = Aτ/
√
k
(k a,e) . (3.122)
De´monstration:
Soit (a, e)(t) une solution de (3.82) de´finit sur l’intervalle [0, T ], il existe
une application u ∈ L1loc([0, T ] × S1, B1) tel que pour presque tout t ∈ [0, T ],
(a˙, e˙) = E(a, e, u). Soit (aˆ, eˆ)(t) = (k a, e)(t), en choisissant le controˆle uˆ(t, v) =
u(
√
kt, v), on a pour presque tout t ∈ [0, T√
k
], ( ˙ˆa, ˙ˆe) = E(aˆ, eˆ, uˆ). 
Proposition 58. Pour tous e ∈ [0, 1[ et a ∈]0,+∞[ il existe a˜ < +∞ tels
que pour tous e0, e1 ∈ [0, e] chaque solution qui relie (a, e0) a` (a, e1) et qui
de´passe le niveau d’e´nergie a˜ peut eˆtre remplace´e par une solution plus rapide
qui reste dans {(a, e) ∈ B, a ≤ a˜}.
De´monstration: Soient e0, e1 ∈ [0, e], supposons e0 < e1. Soit γ0 une tra-
jectoire temps minimum qui joint (a, e0) a` a = +∞ et γ1 qui joint en temps
minimum (a, e1) a` a = +∞. La proprie´te´ 56 implique qu’une trajectoire I+∞ qui
joint (a, e0) a` a = +∞ en temps minimum converge vers l’axe e = 0 quand a de-
vient grand. La proprie´te´ 57 implique qu’il existe un point (a˜0, e˜0) appartenant
a` la trajectoire γ0 et un temps τ˜ > 0 tels que
Aτ˜(a˜0,e˜0) ⊂ B , (3.123)
Aτ˜(a˜0,e˜0) ∩ γ1 6= ∅ , (3.124)
et donc une valeur maximale du demi-grand axe qu’il n’est pas ne´cesaire de
de´passer pour joindre les points (a, e0) et (a, e1).
La compacite´ du segment [0, e] implique l’existence une valeur maximale du
demi-grand axe,a˜ , qu’il n’est pas ne´cessaire de de´passer, pour joindre tous les
points (a, e0) et (a, e1) avec e0, e1 ∈ [0, e]. 

Chapitre 4
Autour de Jurdjevic-Quinn
Dans ce chapitre on de´montre la convergence exponentielle des controˆles en
boucle ferme´e, de type Jurdjevic-Quinn, pour les syste`mes de Kepler controˆle´s
a` masse variable. On s’inte´resse au comportement de la commande sature´e pour
un syste`me controˆle´ affine satisfaisant les conditions de Jurdjevic-Quinn. On
de´montre qu’il n’existe pas de solutions de Fillipov pe´nalisantes pour assurer
une stabilisation pratique quand le module maximal du controˆle est petit. Puis
on introduit le concept d’interpolation de Lyapunov pour les syte`mes controˆle´s
line´aires dans les controˆles avec des champs de vecteurs pe´riodiques par rapport
a` la variable libre : on e´tudie la possibilite´, connaissant une loi de commande
en boucle ourverte et sa trajectoire associe´e, d’e´tendre a` un voisinage de la tra-
jectoire cette commande par une loi de commande en boucle ferme´e stabilisant
au sens de Lyapunov le point final de cette trajectoire. Enfin on propose une
loi de commande en boucle ferme´e hybride afin de re´duire la consommation de
carburant.
4.1 Stabilisation exponentielle des syste`mes de
Kepler
Dans [23] J.-M. Coron souligne que le syste`me a` deux corps controˆle´s a` masse
constante satisfait aux conditions de la me´thode Jurdjevic-Quinn. Bien suˆr les
syste`mes de Kepler controˆle´s (1.69)
dI
dτ
= F (I, φ/ε) v/m ,
dφ
dτ
= w(I, φ/ε) + ε g(I, φ/ε)v/m , v ∈ B1 .
dm
dτ
= −α‖v‖ ,
satisfont aux hypothe`ses du the´ore`me de Jurdjevic-Quinn.
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Soit I1 une orbite cible, conside´rons la famille de fonctions de´finies positives
V =
{
Vk(I) =
m∑
i=1
ki(Ii − I1i )2, ki > 0
}
. (4.1)
Soit Vk une fonction appartenant a` V, Vk est une inte´grale premie`re de la de´rive.
Lf0Vk = 0. (4.2)
La fonction Vk est propre,
∀β ∈ R, V βk = {(q, φ), Vk(q, φ) ≤ β} est compacte, (4.3)
et n’a pas de point critique en dehors de l’orbite cible,
dVk(I, φ) = 0 ⇒ I = I1. (4.4)
Ces deux conditions impliquent que Vk atteint son minimum en I1. Ainsi qu’il
est de´veloppe´ dans la section 1.4.3, la condition de controˆlabilite´ forte, ne´cessaire
au the´ore`me de Jurdjevic-Quinn, est remplie. La distribution :
F(q, φ) = SpanR
{
dkF
dφk
, k ∈ N
}
, (4.5)
est par hypothe`se de rang plein en chaque point. Donc les conditions 1, 2, 3
et 4 du the´ore`me 35 sont satisfaites. Mais a` cause de la masse variable il est
ne´cessaire d’adapter ce the´ore`me.
Nous allons montrer directement la convergence exponentielle de ces lois
de commande comme une conse´quence du caracte`re quadratique des fonctions
appartenant a` la famille V. En effet, en posant X = I − I1 et a` un changement
de coordonne´es line´aire pre`s on peut supposer que
V = ‖X‖2 . (4.6)
The´ore`me 59. Soit δ > 0, la commande continue uδ de´finie par{
‖FT X‖ > δ, uδi = − F
T X
‖FT X‖ ,
‖FT X‖ ≤ δ, uδi = −F
T X
δ ,
(4.7)
stabilise exponentiellement le point d’e´quilibre X = 0 et la masse m converge
vers une limite strictement positive.
De´monstration: Dans un voisinage de I1, le controˆle en boucle ferme´e, uδ,
vaut simplement
uδ = −F
T X
δ
. (4.8)
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On suppose pour clarifier les notations que δ = 1. Il est utile alors de conside´rer
la dynamique en utilisant φ comme variable libre,
dX
dφ
= − F F
T X/m
w − ε gFT X/m , (4.9)
dm
dφ
= − α ‖F
T X‖
w − ε gFT X/m . (4.10)
Sur un voisinage compact de 0 et pour m ≥ 2m′ > 0, le de´nominateur w −
ε gFT X/m est borne´ infe´rieurement par w0 > 0 et supe´rieurement par w1.
Comme
V˙ = − ‖F
T X‖2/m
w − ε gFT X/m , (4.11)
le lemme 60 implique que pour un point initial X0 proche de 0, les suites Vk =
V (X(2k pi)) et mk = m(2k pi) satisfont les ine´galite´s
Vk − Vk+1 ≥ 2pi β
w1
Vk
mk
, (4.12)
mk −mk+1 ≤ 2pi α
w0
√
Vk , (4.13)
tant que mk > 2m′.
Ainsi soit β′ ∈]0, 1[, β′ < 1− 2pi βw1m0 et α′ = 2pi αw0
√
V0,
Vk ≤ β′k V0 , (4.14)
mk ≥ α′
k∑
i=0
√
β′
i
, (4.15)
≥ m0 − α
′
1−√β′ . (4.16)
Comme α′ est proportionnel a` ‖X0‖, pour X0 assez proche de 0, V , et donc X
converge exponentiellement vers 0 et la masse m tend vers une limite supe´rieure
a` m0 − α′1−√β′ . 
Lemme 60. Si les conditions de controˆlabilite´ sont satisfaites alors pour tout
m′ > 0 il existe β > 0 et un voisinage de l’origine compacte, W ⊂ Rn, tel
que pour tous les points initiaux appartenant a` ce voisinage, X0 ∈ W, et toutes
masses initiales assez grandes, m0 ≥ 2m′,∫ 2pi
0
‖FTX‖2
m
dφ ≥ β
∫ 2pi
0
‖X‖2
m
dφ , (4.17)
ou` X et m sont les solutions des e´quations (4.9) et (4.10) initialise´es a` X0 et
m0.
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De´monstration: Remarquons tout d’abord qu’il existe β′ > 0,
dm
dφ
≥ −β′‖X0‖ . (4.18)
Donc si ‖X0‖ ≤ m′2pi β′ , la masse m ne peut s’annuler sur une pe´riode,
m(2pi) ≥ m′ . (4.19)
Soit W un voisinage compact de l’origine satisfaisant cette condition.
Supposons la contrapose´e de la proposition que nous souhaitons de´montrer :
il existe une suite de conditions initiales X0n ∈ W et m0n ≥ 2m′ telle que les
solutions Xn et mn correspondantes satisfont l’ine´galite´∫ 2pi
0
‖FT Xn‖2
mn
dφ <
1
n
∫ 2pi
0
‖Xn‖2
mn
dφ . (4.20)
Conside´rons la suite des solutions normalise´es, Yn(t) = Xn(t)/‖X0n‖, solutions
des e´quations
dYn
dφ
= −FFTYn/mn , Yn(0) = X
0
n
‖X0n‖
, (4.21)
dmn
dφ
= −α‖X0n‖‖FTYn‖ , mn(0) = m0 . (4.22)
Il existe une sous suite convergeant uniforme´ment sur [0, 2pi] vers une fonction
(Y,m) continuˆment de´rivable solution de
dY
dφ
= −FFTY/m , ‖Y (0)‖ = 1 , (4.23)
dm
dφ
= −α′‖FTY ‖ , m(0) = m0 . (4.24)
telle que ∫ 2pi
0
‖FTY ‖2
m
= 0 . (4.25)
Donc FT Y = 0 pour tous φ ∈ [0, T ], c’est a` dire que la fonction Y (φ) est
constante, e´gale a` Y (0). En de´rivant FT Y par rapport a` φ on arrive a` une
contradiction avec l’hypothe`se de controˆlabilite´ forte,
Rang F = n . (4.26)

Ces controˆles uδ respectent la contrainte 1.24. S’ils convergent en un temps
infini vers l’orbite de´sire´e I1, ils entrent dans chaque voisinage compacte de la
cible en un temps fini. Au chapitre 5 nous comparons le temps de ces transferts
aux temps de transferts optimaux pour le syste`me de Kepler controˆle´.
Remarquons de plus que si l’orbite I1 appartient au domaine des orbites
elliptiques non-de´ge´ne´re´es C− de´fini par l’e´quation (1.20) alors il existe β0 > 0
telle que V β0k ⊂ C−.
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4.2 A propos du controˆle sature´
Dans cette section nous e´tudions les trajectoires d’un syste`me controˆle´ satis-
faisant les hypothe`ses du the´ore`me de Jurdjevic-Quinn quand la commande est
choisie sature´e et donc discontinue. Notez cependant que la fonction de Lyapu-
nov V est toujours suppose´e lisse. Cette commande discontinue est le controˆle
limite obtenu en prenant δ = 0 dans (4.7). Cette e´tude s’e´carte quelques peu
du sujet principal, dans la pratique on ne choisira pas ces lois de commande.
Ne´anmoins c’est un premier pas pour essayer de comprendre les transferts op-
timaux entre niveaux d’e´nergie, pour les syste`mes satisfaisant les conditions de
Jurdjevic-Quinn, et d’e´tendre les re´sultats obtenus pour les syste`mes de Kepler
controˆle´s. D’autre part le re´sultat principal de cette section, le the´ore`me 64,
explique en quelque sorte qu’il n’y pas de mauvaise re´gion, en terme d’efficacite´,
pour les controˆles Jurdjevic-Quinn.
4.2.1 Une commande en boucle ferme´e discontinue
Conside´rons un syste`me controˆle´ affine
q˙ = f0(q) +
m∑
i=1
ui fi(q). (4.27)
avec une contrainte sur le controˆle
‖u‖ =
√√√√ m∑
i=1
u2i ≤ . (4.28)
Nous supposons que ce syste`me satisfait les hypothe`ses 1 − 4 du the´ore`me 35.
Quand on veut tenir compte d’une contrainte telle que (4.28) et rendre V˙
ne´gative il est naturel de choisir le controˆle en boucle ferme´e u qui minimise
en chaque point la de´rive´e V˙ ,
ui(q) = −ε
LfiV
|LfV | (q), 1 ≤ i ≤ m, q 6∈W , (4.29)
avec |LfV | =
√∑m
i=1 LfiV
2 et
W = {q ∈ Rn, LfiV (q) = 0, i ∈ {1..m}} . (4.30)
Ce controˆle est continu en dehors de l’ensemble W mais il est discontinu le long
de chaque courbe qui traverse W .
Ainsi le syste`me (1.74) boucle´ avec le controˆle discontinu (4.29) est une
e´quation diffe´rentielle ordinaire avec un membre de droite discontinu, q˙ = h(q)
ou` le champs de vecteur h est de´fini par
h(q) = f0(q) +
m∑
i=1
ui(q)fi(q) . (4.31)
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De tels controˆles, aussi appelle´s “sliding control”, sont parfois utilise´s pour
des applications particulie`res, mais il n’est bien suˆr pas raisonnable de vouloir
les imple´menter pour commander un satellite. D’une part ils demanderaient un
design particulier pour pouvoir changer tre`s rapidement la direction de pousse´e
en son oppose´ ; et d’autre part ils engendreraient de trop nombreuses vibra-
tions, a priori inde´sirables, voire destructrices, pour les diffe´rents composants
embarque´s a` son bord.
4.2.2 Inclusion diffe´rentielle et principe d’invariance
Il existe diverses notions de solutions pour un tel syste`me, les solutions de
Fillipov ou les solutions de Krasovskii [19]. Nous avons choisi d’e´tudier les so-
lutions de Fillipov, car contrairement aux solutions de Krasovskii, les solutions
de Fillipov sont robustes aux perturbations ; en particulier on peut les observer
en inte´grant nume´riquement des e´quations diffe´rentielles discontinues. Ces solu-
tions ne sont pas uniques et des points d’e´quilibres nouveaux peuvent apparaˆıtre
dans l’ensemble W ; des points ou` les solutions connaissent de brusques varia-
tions, mais malgre´ leurs efforts ne peuvent se de´gager et restent prisonnie`res
de l’ensemble W au lieu de converger vers la cible. Les solutions de Fillipov
ne sont pas des curiosite´s mathe´matiques, ces solutions apparaissent autour de
l’ensemble W .
Les solutions de Filippov d’une e´quation diffe´rentielle ordinaire x˙ = f(x)
avec un membre de droite discontinu sont les solutions de l’inclusion diffe´rentielle
x˙ ∈ Kf(x) , (4.32)
avec
Kf(x) =
⋂
ρ>0
⋂
µ(N)=0
co {f(B(x, ρ) \N)} , (4.33)
ou` B(x, ρ) de´note la boule de centre x et de rayon ρ, co de´note la fermeture
convexe d’un ensemble et µ la mesure de Lebesgue sur Rn. Si la fonction f ap-
partient a` l’espace des fonctions inte´grables, essentiellement borne´es L∞loc, il est
de´montre´ que l’application multi value´e Kf est semi continue supe´rieurement,
et localement borne´e avec des valeurs non-vides, compactes et convexes. Ainsi
pour chaque x0 il existe au moins une solution au proble`me de Cauchy x˙ ∈
Kf(x), x(0) = x0 [24]. Dans sa de´finition de l’inclusion diffe´rentielle associe´e
a` l’e´quation diffe´rentielle avec membre de droite discontinu, contrairement a` la
de´finition propose´ par Krakovskii, Filippov retire les ensembles de mesures nulles
des voisinages du point x. Ainsi l’inclusion diffe´rentielle Kf est bien de´finie pour
un champ de vecteur f discontinu sur un ensemble de mesure nulle.
Comme exemple conside´rons l’oscillateur harmonique controˆle´.{
x˙ = y
y˙ = −x+ u , |u| ≤ .
Il admet l’inte´grale premie`re V = 12 (x
2+y2). Le controˆle qui maximise la de´rive´e
V sous la contrainte |u| ≤  est donne´ par la loi de commande u∗ = − sgn y.
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Ce controˆle n’est pas de´fini sur l’axe des abscisses, {y = 0}, et est discontinu le
long de chaque trajectoire qui traverse cette droite. Le syste`me boucle´ avec ce
controˆle {
x˙ = y
y˙ = −x−  sgn y , (4.34)
admet comme solution de Filippov les solutions de l’inclusion diffe´rentielle x˙ = y,y˙ ∈ { {−x−  sgn y} if y 6= 0[−x− ,−x+ ] if y = 0 (4.35)
L’ensemble des points d’e´quilibre de ce syste`me discontinu est e´gal au segment
{(x, y), x ∈ [−, ], y = 0}. Toutes les trajectoires de ce syste`me convergent vers
l’ensemble des points d’e´quilibre.
Dans cette section nous rappelons le principe d’invariance pour les inclusions
diffe´rentielles duˆ a` Andrea Bacciotti et Francesca Ceragioli. Dans [5] ce principe
est e´nonce´, pour des fonctions de Lyapunov seulement Lipstchiz et la preuve uti-
lise des notions de diffe´rentiation d’analyse non lisse. Nous e´nonc¸ons un the´ore`me
plus faible qui nous suffira pour notre e´tude. Pour e´noncer ce re´sultat nous avons
besoin de quelques notions de la the´orie des inclusions diffe´rentielles [24].
Soit F : Rn → 2R une application multi value´e semi-continue supe´rieurement
avec des valeurs non-vide, compactes et convexes. Une solution de l’inclusion
diffe´rentielle,
x˙ ∈ F (x). (4.36)
sur un intervalle non de´ge´ne´re´ I ⊂ R est une fonction absolument continue de I
dans Rn telle que φ˙(t) ∈ F (φ(t)) pour presque tout les temps t ∈ I. On de´note
Sx0 l’ensemble des solutions du proble`me de Cauchy solution de la dynamique
(4.36) initialise´e a` l’instant t = 0 a` x0, φ(0) = x0. On dit qu’une solution est
maximale si I = [0,+∞[.
La de´rive´e multi value´e d’une fonction re´gulie`re V : Rn → R par rapport a`
F est de´finie par
V˙ (x) = {dV (x).v, v ∈ F (x)} . (4.37)
De´finition 61. Une fonction de Lyapunov re´gulie`re V pour F est une ap-
plication de´finie positive, continuˆment diffe´rentiable telle que
∀x ∈ Rn, V˙ (x) ⊂]−∞, 0]. (4.38)
De´finition 62. Un ensemble W est dit faiblement invariant pour F si par
chaque point x0 ∈ W il passe une solution maximale de (4.36) incluse dans W.
On dit faiblement car on ne demande pas que toutes les solutions de (4.36)
initialise´es en x0 restent dans W.
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The´ore`me 63. Soit V : M → R une fonction de Lyapunov re´gulie`re pour
F , soit φ une solution de (4.36) initialise´ a` x0 ∈ Vα. Soit
W =
{
x ∈ Rn, 0 ∈ V˙ (x)
}
, (4.39)
et soit W le plus grand ensemble faiblement invariant inclus dans W∩Vα, alors
lim
t=+∞ d(φ(t),W) = 0 . (4.40)
4.2.3 Proprie´te´ de stabilite´ de la commande discontinue
On suppose que l’ensemble Γ des points ou` la fonction V s’annule est un
compact de Rn, Γ peut eˆtre par exemple une orbite compacte de la de´rive
f0. Le controˆle u de´fini par (4.29) stabilise Γ au sens de Lyapunov car pour
chaque α > 0, l’ensemble {V ≤ α} est invariant. De plus le re´sultat suivant de
stabilisation pratique est ve´rifie´,
The´ore`me 64. Soit h de´fini par (4.31).
– Pour tout  ≥ 0, l’ensemble Γ est stable pour le syste`me en boucle ferme´e
q˙ = h(q).
– Pour chaque ensemble compact K et chaque voisinage OδΓ de l’ensemble
Γ, il existe 0 > 0 tel que pour chaque syste`me en boucle ferme´e q˙ = h(q)
avec  ≤ 0 :
Chaque solution φ, au sens de Fillipov, telle que φ(0) ∈ K, rentre dans
OδΓ en temps fini et y reste pour les temps plus grands.
ou` OδΓ = {q ∈M,d(q,Γ) < δ} de´signe l’ensemble ouvert des points a` une
distance strictement infe´rieure a` δ de la courbe Γ.
De´monstration: Comme la fonction V est propre, les ensembles Vα =
{q, V (q) ≤ α} sont compacts et il existe α > 0 tel que K ⊂ Vα.
L’inclusion diffe´rentielle
q˙ ∈ Khε(q), (4.41)
avec Khε(q) de´fini par 4.33, peut-eˆtre caracte´rise´e en utilisant la structure de
hε. En effet,
h = f0 + ψ, (4.42)
avec
ψ(q) =
m∑
i=1
ui(q)fi(q) . (4.43)
Comme f0 est continue et ψ localement borne´e,
Kh(q) = f0(q) +K(ψ)(q). (4.44)
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Rede´finissons l’ensembleW , l’ensemble des points ou` la fonction h n’est pas
de´finie, en le restreignant a` Vα et en supprimant le voisinage de l’orbite OδΓ,
W = {q ∈ Vα \ OδΓ, LfiV = 0} . (4.45)
Cet ensemble est de mesure nulle. Il est aise´ alors d’estimer Kψε de´fini par 4.33 :
– Si q ∈W , Kψε(q) = ⋂ρ∈N co {(∑mi=1 uεifi)(B(q, 1/ρ) \W )},
Kψε(q) ⊂

m∑
i=1
uifi(q),
√√√√ m∑
i=1
u2i ≤ ε
 , (4.46)
et V˙ ε de´fini par (4.37) est re´duit au singleton {0}.
– Si q 6∈W , alors ψ(.) est continu en q et Kψ(q) = {ψ(q)}.
Ainsi l’ensemble des points de discontinuite´ W (4.30) du champs de vecteur hε
(4.31) et l’ensemble W, des points ou` V˙ ε s’annule de´fini par (4.39), restreint a`
Vα \ OδΓ, sont donc e´gaux,
W =W ∩ Vα \ OδΓ (4.47)
D’apre`s le the´ore`me 63, si φ(0) ∈ Vα, alors la solution φ(.) est maximale,
pour chaque t ≥ 0, φ(t) ∈ Vα, et de plus la distance entre la solution et le plus
grand ensemble faiblement invariant W inclus dans W ∩Vα tends vers ze´ros. Le
lemme 65 implique qu’il n’y a pas d’ensemble faiblement invariant dans Vα\OδΓ.

Lemme 65. Supposons que les conditions 1 − 4 du the´ore`me 35 soient sa-
tisfaites, alors, pour chaque ensemble compact K, il existe 0 tel que pour tous
 ≤ 0, le plus grand ensemble invariant pour la dynamique (4.41) soit inclus
dans l’ouvert OδΓ.
De´monstration: Si l’ensemble W est vide, alors le lemme est trivial. Sup-
posons que W soit non vide. Afin de de´montrer le lemme nous allons diviser
l’ensemble Vα ∩W \ OδΓ en sous ensembles, sur lesquels la de´rive f0 est trans-
versale. Notez que sur l’orbite Γ la diffe´rentielle de V s’annule (4.4).
Soit Wk (4.48) le sous ensemble de Vα \ OδΓ, ou` tous les crochets de Lie de
longueur infe´rieure a` k sont dans le noyau de la diffe´rentielle de la fonction V .
Wk =
{
q ∈ Vα \ OδΓ, L(ad f0)sfiV (q) = 0, 0 ≤ s ≤ k
}
, (4.48)
Remarquez que W0 = W ∩ Vα \ OδΓ de plus la condition de controˆlabilite´
(hypothe`se 3 du the´ore`me 35) implique qu’il existe un entier l tel que Wl = ∅.
Ensuite nous de´finissons l’ensemble W τk (4.49) , sous ensemble de Wk, ou` le
vecteur f0 est transversal.
W τk =
{
q ∈Wk, |L(ad f0)k+1fiV (q)| ≥ τ
}
. (4.49)
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Comme Wl = ∅, ∃s < l, ∃τs > 0, W τss =Ws et Ws 6= ∅.
Par induction le lemme 66 implique que pour les petits ε il existe γi ≥ 0,
i ∈ [0..s] tel que en un temps fini infe´rieur a` (γ0+ ...+γs), toutes les trajectoires
de l’inclusion diffe´rentielle (4.41) de´butant a` W0 sortent de W0. Il n’existe pas
d’ensemble faiblement invariant dans W0. 
Remarquons que la re´gularite´ de V et des champs de vecteurs fi, implique
l’existence M > 0, tel que pour tout q ∈ Vα ∩ OδΓ, k ∈ [0..l] and i ∈ [1..m],
|L(ad f0)kfiV (q)| ≤M , de plus M devient de plus en plus grand quand δ tends
vers ze´ro.
Lemme 66. Soit k ≥ 0 et δk−1 = (τk − mM)/2M . Soit φ(.) une solution
de la dynamique (4.41) initialise´e dans W τkk . Si 0 <  < min(τk/(Mm), 1/m)
alors
– ∀t ∈]0, 2δk−1[, φ(t) 6∈Wk.
– si k ≥ 1 alors ∀τk−1 ∈]0,Mδ2k−1[, ∃γk−1 ∈]0, δk−1[, tel que
∀t ∈ [γk−1, δk−1 − γk−1], soit φ(t) 6∈Wk−1 soit φ(t) ∈W τk−1k−1 .
De´monstration: La kiem de´rive´e de Lie de la fonction LfiV le long de la
de´rive f0,
t 7→ L(ad f0)kfiV (φ(t)), (4.50)
est absolument continue et de´rivable pour presque tout temps, car L(ad f0)kfiV ∈
C∞(Rn) et φ(.) ∈ A.C.(R),
d
dtL(ad f0)kfiV (φ(t))
∈ {L(ad f0)k+1fiV (φ(t)) + d(L(ad f0)kfiV )(φ(t)).v, v ∈ Kψ(φ(t))} .
(4.51)
L’e´galite´ (4.44) implique,
| d
dt
L(ad f0)kfiV (φ(t))| ≤ (1 +m)M ≤ 2M. (4.52)
Comme φ(0) ∈ W τkk , |L(ad f0)k+1fiV (φ(0))| ≥ τk et |L(ad f0)kfiV (φ(0))| = 0,
pour tous t ≥ 0,
|L(ad f0)k+1fiV (φ(t))| ≥ τk − 2Mt, (4.53)
en particulier,
∀t ∈ [0, τk/2M [, |L(ad f0)k+1fiV (φ(t))| > 0. (4.54)
De plus si k ≥ 1, pour tout t ≥ 0, | ddtL(ad f0)kfiV (φ(t))| ≥ τk− 2Mt−mM,
donc
|L(ad f0)kfiV (φ(t))| ≥ ((τk −mM)−Mt) t,
et finalement
∀t ∈ [γk−1, δk−1 − γk−1], |L(ad f0)kfiV (φ(t))| > 0. (4.55)

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Remarque 67. La condition de controˆlabilite´ 1.44 implique qu’il n’existe pas de
mode glissant loin de l’orbite cible pour le syste`me de Kepler boucle´ avec un
controˆle discontinu uε.
4.3 L’interpolation de Lyapunov
4.3.1 De´finitions
Soit un syste`me controˆle´ affine satisfaisant aux conditions du the´ore`me de
Carathe´odory et soit Ξ ∈ L1([0, T ], U) une commande en boucle ouverte. Le
syste`me conduit par le controˆle Ξ admet une unique solution γ : [0, T ] −→ Rn,
γ(0) = q0, γ(T ) = q1.
De´finition 68. Soit ρ > 0, une interpolation feedback d’ordre ρ de Γ le long
de γ est une fonction uρ de l’e´tat q, telle que
1
T
∫ T
0
‖uρ(γ(t))− Ξ(t)‖2dt ≤ ρ. (4.56)
On dit que l’interpolation est exacte quand ρ est e´gal a` ze´ro.
Cette de´finition est pertinente. Le controˆle en boucle ferme´e u e´tend la com-
mande en boucle ouverte Ξ dans un voisinage de la solution de re´fe´rence γ et
la distance entre la trajectoire ge´ne´re´e par le feedback u et la trajectoire de
re´fe´rence γ tend vers ze´ro quand ρ tend vers ze´ro. La notion de interpolation
feedback s’introduit naturellement, mais reste trop ge´ne´rale. En effet il existe de
nombreuses lois de commande en boucle ferme´e u(q) telle que u(qΞ(t)) = Ξ(t).
Une question non-triviale est de conside´rer les interpolations de Lyapunov.
Existe-t-il une interpolation feedback qui stabilise q1 au sens de Lyapunov ?
Nous restreignons notre e´tude aux syste`mes affines pe´riodiques par rapport
au temps t, la forme normale du syste`me de Kepler controˆle´ (voir la section 1.4),
q˙ =
m∑
i=1
uigi(q, t), q ∈ Rn. (4.57)
Les champs de vecteurs gi sont des fonctions 2pi pe´riodiques en temps. Soit Ξ ∈
C1([0, T ], U) une loi de commande en boucle ouverte re´gulie`re et γ : [0, T ] −→
Rn sa trajectoire associe´e initialise´e a` l’e´tat q0. Soit q1 = γ(T ) et Oγ , l’ensemble
des voisinages de γ \ q1. Nous conside´rons la famille V des fonctions de´finies
positives sur un e´le´ment de Oγ ,
V =
V | ∃O ∈ Oγ , V ∈ C∞(O), V (q) ≥ 0, limq∈O
q→q˜
V (q) = 0⇒ q˜ = q1.
 (4.58)
A une fonction V on associe le controˆle en boucle ferme´e,
ui = −LgiV (q, t). (4.59)
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Fig. 4.1 – Redressement
De´finition 69. Soit  > 0, une interpolation de Lyapunov d’ordre  du controˆle
Ξ, le long de la trajectoire γ, est une interpolation en boucle ferme´e, d’ordre ,
de´rive´ d’une fonction V ∈ V selon l’e´quation (4.59).
4.3.2 Interpolation exacte
The´ore`me 70. Supposons que pour chaque couple (q, t), les vecteurs gi(q, t),
i ∈ [0,m] sont line´airement inde´pendants, que le controˆle en boucle ouverte Ξ(t)
est une fonction re´gulie`re Ξ ∈ C∞([0, T ],Rm), que la trajectoire associe´e γ est
une sous-varie´te´ diffe´rentielle plonge´e dans Rn et que la vitesse est strictement
positive γ˙(t) > 0 ∀t ∈ [0, T [. Alors il existe une interpolation exacte u qui de´rive
d’une fonction de Lyapunov V centre´e en γ(T ),
ui = −LgiV.
De´monstration: La trajectoire γ e´tant injective et les champs de vecteurs
line´airement inde´pendants il existe une application F ∈ C([0, 1], T ∗γRn) telle
que < F (t), gi(γ(t)) >= Ξi(t). Ainsi il est suffisant de chercher une fonction de
Lyapunov V solution de
dV (γ(t)) = −F (t). (4.60)
Rappelons que
LgiV =< dV, gi >=
−−−→
grad V · gi.
La trajectoire γ e´tant un diffe´omorphisme, soit O un voisinage de γ ⊂ R5 et
V un voisinage de S ⊂ R5 il existe une application Φ : O → O qui envoie γ sur
le segment S = {x ∈ [0, 1]}.
Ce diffe´omorphisme implique que le proble`me (4.60) est e´quivalent a` chercher
une fonction V˜ solution de l’e´quation
dV˜ = G, (4.61)
avec
G = −(Φ−1)∗F. (4.62)
En effet si V˜ est solution de l’e´quation pre´ce´dente alors la fonction V = V˜ ◦ Φ
est une solution du proble`me original.
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Notons que G1 est une fonction strictement positive sur [0 1[.
G1 = < G, ∂∂x >
= < F, τ >
= < F, (F.gi)giv >
= v.
Le vecteur τ est le vecteur oriente´ unitaire tangent a` la trajectoire γ. Par hy-
pothe`se sur γ, la vitesse v est strictement positive.
Nous utilisons maintenant la syme´trie du segment S en fixant une structure,
a priori, de la fonction candidate a` eˆtre solution,
V˜ = Q(x, yi)2, (4.63)
Q(x, y) = P (x) +
m∑
i=1
yi
Pi(x)
P (x)
. (4.64)
Cette structure implique quelques proprie´te´s topologiques sur les courbes de
niveaux de V˜ , en particulier au point 1, voir la figure 4.2.
Par cette construction on transforme un proble`me en dimension m en m
proble`me inde´pendant unidimensionnel. Le calcul des de´rive´es partielles de V˜
le long du segment S {
∂V˜
∂x = 2Q(P
′ + yi
P ′iP−PiP ′
P 2 ),
∂V˜
∂yi
= 2QPiP ,
(4.65)
nous conduit a` m e´quations inde´pendantes{
2P (x)P ′(x) = G1(x),
2Pi(x) = Gi(x).
∣∣∣∣
x∈[0 1]
(4.66)
Une extension de Ξ est donc donne´e par une extension de{
P (x) =
√∫ 1
x
G1(s)ds,
Pi(x) =
Gi(x)
2 ,
∣∣∣∣∣
x∈[0 1]
dans un voisinage du segment S ⊂ Rn. 
L’inte´reˆt pratique du the´roe`me 70 est limite´. En effet les proprie´te´s de sta-
bilite´ de ces feedback d’interpolation sont tre`s re´duites. Si V est la fonction de
Lyapunov centre´e au point q1 pour le syste`me ayant la pre´ce´dente extension pour
feedback. Mais la de´rive´e temporelle de V n’est pas strictement ne´gative, elle
peut s’annuler et nous ne sommes pas en mesure de caracte´riser le plus grand en-
semble invariant des point qui annule V˙ . A priori, le syste`me en boucle ferme´e
n’est donc pas asymptotiquement stable. Il ne nous a pas semble´ inte´ressant
d’approfondire cette approche car les controˆles que nous souhaitons approcher
se limitent aux controˆles optimaux.
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Fig. 4.2 – Illustration des courbes de niveaux de V˜
4.4 Maximiser la masse
Pour le syste`me a` deux corps controˆle´, les fonctions LfiV sont 2pi pe´riodiques
par rapport a` une variable d’angle, telle que l’anomalie vraie, la quantite´ (4.67)
n’est pas constante le long des orbites d’excentricite´ non nulle.
|LfV | =
√√√√ 3∑
i=1
LfiV
2 (4.67)
L’ide´e de cette section est d’utiliser cette proprie´te´ pour mesurer l’effica-
cite´ d’un controˆle. Divisons l’espace des longitudes en intervalles de longueur
2pi, [2ipi, 2(i + 1)pi]. En effet, on peut fixer un seuil si, pour chaque intervalle
[2ipi, 2(i + 1)pi], tel que si |LfV | ≥ si alors le moteur est allume´ ; sinon il reste
e´teint.
Soit Mi et mi le maximum et le minimum de |LfV | sur l’intervalle i. Soit
0 ≤ p ≤ 1
Mˆi = 2Mi−1 −Mi−2, (4.68)
mˆi = 2mi−1 −mi−2, (4.69)
si = mˆi + p (Mˆi − mˆi). (4.70)
Soit δ > 0, la 
|LfV | ≥ s > δ, ui = − LfiV|LfV | ,
δ < |LfV | < s, ui = 0,
|LfV | ≤ δ, ui = −LfiVδ ,
(4.71)
Chapitre 5
Des controˆles stabilisants,
robustes et rapides
Dans ce chapitre nous e´tudions a` nouveau le syste`me de Kepler controˆle´ a`
masse variable. Nous comparons nume´riquement les temps des transferts par
les controˆles en boucle ferme´e introduits a` la section 4.1 aux temps de trans-
ferts optimaux : des temps de re´fe´rences issus d’une publication scientifique ou
calcule´s par le logiciel Mipelec. De cette e´tude il ressort qu’il existe certaines
lois de commande en boucle ferme´e, tre`s simples, qui permettent de re´aliser
des transferts en des temps tre`s proches des temps optimaux1. A la section 5.1
nous analysons quelques transferts particuliers. A la section 5.3 nous pre´sentons
une me´thode na¨ıve pour se´lectionner une loi de commande efficace parmi un
ensemble de controˆles en boucle ferme´e. A la section 5.2 nous appliquons la
me´thode d’interpolation de Lyapunov pour se´lectionner parmi une famille de
feedback la loi de commande la plus proche de la commande optimale associe´e
au transfert orbital de re´fe´rence.
5.1 Cas particuliers
5.1.1 Deux transferts de re´fe´rence
Dans cette section nous conside´rons deux cas de transferts entre une orbite
d’injection du lanceur Ariane 4 et l’orbite ge´ostationnaire e´quatoriale. Le ta-
bleau 5.1 contient les caracte´ristiques pre´cises de ces transferts, le demi-grand
1Le Jet Space Laboratory e´tudie depuis l’anne´e 2003 des lois de commande en boucle
ferme´e sous l’acronyme “Q-law” [41]. Ces lois de commande sont calcule´es a` partir de fonc-
tions positives appele´es quotient de proximite´. Les quotients de proximite´ sont des formes
quadratiques sur les inte´grales premie`res dont les coefficients de´pendent eux aussi de la valeur
des parame`tres orbitaux. Donc leur diffe´rentielle peut a priori s’annuler en d’autres points que
l’orbite cible, et aucun re´sultat de stabilite´ asymptotique ne peut eˆtre de´duit. Si on choisit
des coefficients constants on obtient la famille de commande pre´sente´e au chapitre 4.
79
80 CHAPITRE 5. ETUDES NUME´RIQUES
Cas 1 [25] 2 [16]
a0 (m) 24505900 2.458e7
e0 0.725 0.75
i0 (deg) 5.2 7
m0 (kg) 2000 1500
Isp (s) 2000 1994.75
 (N) 0.35 0.2
Tab. 5.1 – Les caracte´ristiques des deux transferts.
axe et l’excentricite´ de l’orbite initiale, l’impulsion spe´cifique et la pousse´e maxi-
male des moteurs et la masse initiale des satellites. Notons que les deux orbites
initiales sont proches l’une de l’autre, mais qu’au contraire les caracte´ristiques
des satellites diffe`rent sensiblement. En particulier l’acce´le´ration maximale, le
ratio /m0, vaut 1.75e−4ms−2 dans le cas 1 et 1.33e−4ms−2 dans le cas 2. En
quelques mots le satellite 2 est moins ”puissant” que le satellite 1 ce qui ex-
plique que le temps optimal du transfert 2 est plus long que le temps optimal
du transfert 2, 177 jours contre 137 (voir le tableau 5.2). Chacun de ces deux
transferts a fait l’objet, respectivement dans [25] et [16], d’une e´tude particulie`re
pour montrer l’efficacite´ de deux logiciels, Mipelec et Tfmin.
Nous voulons montrer l’efficacite´ des controˆles Jurjevic-Quinn introduits
dans la section 4.1. Comme l’orbite cible est une orbite circulaire d’inclinai-
son nulle nous pouvons faire le choix particulier d’une fonction de Lyapunov V
qui ne de´pende que du demi-grand axe, de l’excentricite´ et de l’inclinaison.
V (q) = 4(
a
ageo
− 1)2 + 3e2 + 10i2. (5.1)
Soit δ = 10−5 le seuil de saturation de la loi de commande en boucle
ferme´e uδ, de´fini par l’e´quation (4.7), le the´ore`me 59 implique que le controˆle
uδ est un controˆle en boucle ferme´e stabilisant asymptotiquement l’orbite cible
ge´ostationnaire (a = ageo, e = 0, i = 0). Afin d’obtenir un transfert en temps
fini nous appliquons le controˆle en boucle ferme´e uδ tant que |LfV | > δ ; puis
nous re´solvons le proble`me de transfert en temps minimum pour joindre l’orbite
courante a` l’orbite cible ge´ostationnaire. Il faut remarquer que le long des tran-
ferts en boucle ferme´e on ne passe pas proche d’une re´gion ou` |LfV | s’annule
avant d’eˆtre proche de la trajectoire cible. Ainsi ces proble`mes de transferts op-
timaux ne sont plus a` faible pousse´e. On appelle temps de transfert du feedback,
le temps passe´ avec la commande en boucle ferme´e, plus le temps du transfert
temps minimum pour joindre l’orbite cible.
Quand on compare sur le tableau 5.2 les temps de transferts du feedback aux
temps optimaux calcule´ par Mipelec et Tfmin la conclusion s’impose d’elle
meˆme : ils sont singulie`rement proches. Dans le cas 1 le transfert feedback est
meˆme plus rapide de pre`s d’un jour que le transfert de re´fe´rence. Cette anomalie
provient sans doute du fait que Mipelec calcule des trajectoires moyennes.
Les controˆles en boucle ferme´e, base´s sur la fonction V (5.1), pourraient donc
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Cas 1 2
Temps de re´fe´rence (en jours) 137.38 [25] 177.36 [16]
Fonction de Lyapunov V (5.1) V (5.1)
Temps total de transfert (feedback+fin) 136.45 177.41
Temps passe´ avec le feedback 134 175
Tab. 5.2 – Comparaison des temps de transfert entre la boucle ferme´e et les
temps optimaux. Pour estimer le temps de transfert avec le feedback on remplace
a` la fin, proche de l’orbite cible, la loi de commande en boucle ferme´e par une
commande optimale.
approcher, de manie`re tre`s efficace et tre`s simple, la commande optimale pour
les transferts partant d’une orbite ”proche” de GTO, vers l’orbite GEO. Il est
remarquable que cette fonction ne de´pende aucunement des caracte´ristiques des
satellites, mais seulement de l’orbite finale ; bien suˆr le controˆle qui en de´coule
selon (4.7) lui, en de´pend.
Bien suˆr le choix des coefficients ka = 4, ke = 3, ki = 10 est important.
Par exemple, si on conside`re ka = 1, ke = 1, ki = 1 les temps de transferts des
feebacks sont plus e´leve´s de quelques dizaines de jours. Nous sommes arrive´s
au choix de 4− 3− 10 par taˆtonnement, a` la section 5.3 nous formalisons cette
me´thode en un algorithme simple, et a` la section 5.2 nous proposons la me´thode
d’interpolation de Lyapunov, qui utilise la connaissance de la commande et de
la trajectoire optimale.
5.1.2 Estimation du temps de transfert du feedback
Dans les deux simulations pre´ce´dentes nous avons re´alise´ un transfert effectif
vers l’orbite cible en juxtaposant une commande en boucle ferme´e et une com-
mande optimale. Pour calculer le temps de transfert de la commande en boucle
ferme´e nous avons calcule´ des trajectoires temps optimales, car les trajectoire
en boucle ferme´e convergent en un temps infini vers l’orbite cible.
Cependant ce calcul n’est pas ne´cessaire pour estimer la dure´e du transfert
feedback T εf . En effet si δ est choisi proportionnel a` ε,
δ = α ε ,
les lois de commandes uα ε engendrent une trajectoire limite sur le syste`me
moyen. En particulier la masse du satellite admet une limite finie mf et
lim
ε→0+
ε T εf = g0 Isp (m0 −mf ). (5.2)
Par conse´quent on utilisera ce de´veloppement asymptotique pour estimer le
temps de transfert du feedback T εf . Sur les figures 5.1 et 5.2 on peut observer
que la diffe´rence est tre`s faible entre l’estimation asymptotique du temps de
transfert avec la formule pre´ce´dente et le calcul du temps de transfert effectif
par une re´alisation de la fin avec une commande optimale.
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Fig. 5.1 – Evolution des parame`tres orbitaux pour le transfert 1
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5.1.3 Analyse de robustesse
Nous avons proce´de´ a` quelques simulations pour mettre en e´vidence la robus-
tesse des commandes en boucle ferme´e e´voque´e a` la section 2.2 du chapitre 2.
En paralle`le de ces simulations nous pre´sentons les trajectoires optimales de
re´fe´rences sans perturbations, ainsi que l’interpolation en longitude des ces lois
de commandes avec les perturbations. Pour calculer la dynamique du syste`me
en boucle ouverte en pre´sence d’e´clipses il est plus judicieux d’utiliser une com-
mande qui de´pend de la longitude plutoˆt que du temps. Ces lois de commande ne
sont plus de´finies lorsque la trajectoire a atteint la longitude finale de la trajec-
toire de re´fe´rence. Bien suˆr ces courbes ne joignent pas l’orbite cible, ne´anmoins
elles n’en sont pas trop e´loigne´es a` la fin quand le controˆle n’est plus de´fini. Pour
re´aliser le transfert il serait ne´cessaire d’estimer les perturbations et de relancer
un calcul de trajectoire optimale apre`s chaque interruption moteur impre´vue.
Sur les figure 5.4 et 5.3 (la figure 5.3 e´tant un zoom autour de l’orbite
cible) on peut observer le comportement des diffe´rentes lois de commande dans
diffe´rents contextes :
– sans perturbations,
– avec des e´clipses (la chronologie des e´clipses est la meˆme dans tous les
cas),
– avec des e´clipses et un biais de quelques degre´s dans la direction de
pousse´e,
La courbe bleue repre´sente la trajectoire de re´fe´rence calcule´e sans perturba-
tion. Les courbes jaune et vertes repre´sentent l’interpolation en longitude de la
trajectoire de re´fe´rence en pre´sence respectivement d’e´clipses et d’e´clipses plus
biais moteur.
La courbe noire repre´sente la trajectoire feedback sans perturbation, la
courbe rouge et bleu ciel avec les perturbations. Ces trajectoires convergent vers
l’orbite cible. On peut observer la robustesse d’un controˆle en boucle ferme´e par
rapport a` un controˆle en boucle ouverte tout le long d’un transfert soumis a`
diverses perturbations. .
Sur les figures 5.5 et 5.6 on peut observer l’influence d’un biais de +10% et
−10% sur le module maximal de pousse´e ε pour les diffe´rentes lois de commande
interpolation en longitude et boucle ferme´e. Le temps de transfert optimal est
sensible a` une telle erreur avec le meˆme ratio. Au chapitre 3 nous avons montre´
que ε Tε converge vers une limite finie quand le module maximal de pousse´e
converge vers 0. On peut observer que le temps de transfert en boucle ferme´e
est dans une certaine mesure inversement proportionnel a` ε.
5.2 Interpolation de Lyapunov
Dans l’e´tude de la section 4.3 nous avons cherche´ a` e´tendre un controˆle
en boucle ouverte par un controˆle en boucle ferme´e. Nous avons de´montre´ un
re´sultat d’existence, mais sur une classe de controˆle aux proprie´te´s de stabili-
sation tre`s faible. On se pose maintenant une question qui est sans doute plus
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GTO vers GEO, masse initiale 3000kg, module maximal de pousse´e 1N, de´tail
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GEO, 3000kg 1N
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inte´ressante en pratique, et , que le re´sultat de la section 4.3 rend extre´mement
le´gitime. On se donne une trajectoire en boucle ouverte calcule´e par ailleurs,
et une famille de fonction de Lyapunov Vk (de´pendant du parame`tre k de di-
mention finie), et les controˆles feedback associe´s selon (4.7) qui ont tous de tre`s
bonnes proprie´te´s de stabilisation. On recherche parmi ces lois de commandes
celle qui est la plus proche de la commande en boucle ouverte le long de la tra-
jectoire de re´fe´rence. Par exemple on peut choisir de minimiser sur k un crite`re
moindre carre´s sur l’e´cart entre un controˆle de la famille Vk et le controˆle de
re´fe´rence.
Appliquons cette technique au syste`me de Kepler controˆle´ pour la classe de
controˆle, et les trajectoires temps optimal calcule´es par le logicielMipelec [25].
Soient Γ une loi de commande en boucle ouverte et γ sa trajectoire associe´e.
Soit T , le temps ou` le trajectoire de re´fe´rence γ atteint la cible. Nous pouvons
rechercher une fonction Vk qui minimise le crite`re,
J = min
u∈Vk
∫ T
0
‖u(γ(t)− Γ(t)‖dt, (5.3)
ou` u est le controˆle en boucle ferme´e
ui = − LgiVk|LgVk| , i ∈ {s, q, w} (5.4)
avec |LgVk| =
√
Lg1V
2
k + Lg2V
2
k + Lg3V
2
k (voir la section 4.1).
Nous conside´rons plus pre´cise´ment les transferts plans vers l’orbite ge´osta-
tionnaire. On parame`tre les orbites par l’altitude du pe´rige´e, le point d’une
orbite elliptique le plus rapproche´ de la Terre, hp et de l’apoge´e, le point d’une
orbite elliptique le plus e´loigne´ de la Terre ha. Si RT est le rayon terrestre,
ces altitudes sont relie´es au demi grand axe et a` l’excentricite´ par les relations
suivantes
ha = (1 + e)a−RT , (5.5)
hp = (1− e)a−RT . (5.6)
Quand ha = hp l’orbite est circulaire. L’orbite ge´ostationnaire a donc pour
coordonne´e ha = hp = 36 000 km.
Le satellite est caracte´rise´ par une masse initiale m0 de 1000kg, une im-
pulsion spe´cifique Isp de 1500 s et un module maximal de pousse´e ε de 0.1N .
L’ensemble des orbites initiales est le domaine des orbites elliptiques ayant une
altitude de pe´rige´e hp comprise entre 10 000 km et 90 000 km et une altitude
d’apoge´e ha infe´rieure a` 90 000 km. Les controˆles et trajectoires de re´fe´rences Γ
et γ sont calcule´es par le logiciel Mipelec. Le temps de re´fe´rence est de´note´ par
Tmipf (voir la figure 5.7).
On recherche la meilleure interpolation de Lyapunov parmi, la famille de loi
de commande en boucle ferme´e uδ induite par les fonctions de´finies positives
Vθ = cos θ (
a
ageo
− 1)2 + sin θ e2, (5.7)
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ou` θ ∈ [0, pi].
Sur la figure 5.8 on a trace´ les temps de transferts des meilleures interpola-
tions de Lyapunov, estime´s en utilisant la valeur limite de la masse (5.2).
Le re´sultat principal se re´sume simplement comme suit : l’erreur relative
entre le temps optimal et le temps de l’interpolation Lyapunov est infe´rieur a` 1%
loin de l’orbite cible ha = hp = 36 , 000 km (voir la figure 5.9). Sur la figure 5.11
on observe que le couˆt (5.3) des meilleures interpolations de Lyapunov est corre´le´
avec l’erreur relative. Ne´anmoins on peut observer que l’erreur relative pre´sente
deux droites de discontinuite´ : au niveau des orbites de meˆme e´nergie, de meˆme
demi-grand axe que l’orbite ge´ostationnaire,
ha + hp
2
= ageo −RT ,
avec RT le rayon de la Terre, et au niveau des orbites circulaires e = 0,
ha = hp.
La valeur de θ pour les meilleures interpolations de Lyapunov pre´sente les meˆmes
droites de discontinuite´ (voir la figure 5.10). Une faiblesse dans notre algorithme
pour rechercher la meilleure interpolation de Lyapunov pourrait expliquer la
pre´sence de ces solutions de continuite´. Notons que par ailleurs on retrouve que
la meilleure loi de commande pour un transfert entre deux orbites circulaires
consiste a` pousser au maximum dans la direction de la vitesse (voir la section
3.4)
5.3 Un algorithme na¨ıf
Dans la section pre´ce´dente nous avons pre´sente´ une me´thode pour trouver
une loi de commande en boucle ferme´e efficace en connaissant une trajectoire
optimale. Nous proposons maintenant un algorithme qui imple´mente de fac¸on
syste´matique la me´thode par taˆtonnement, qui sans aucune connaissance a priori
d’une trajectoire optimale nous a conduit a` la fonction (5.1). L’ide´e na¨ıve est
simplement d’appliquer une recherche dichotomique sur les coefficients de la
famille de fonction conside´re´e pour ge´ne´rer les controˆles en boucle ferme´e.
Soit Vk une fonction appartenant a` la famille V de´finie par l’e´quation (4.1) a`
la section 4.1. Nous voulons minimiser le temps T mis par le satellite pour entrer
dans une boule carre´e B de rayon ρ centre´e sur l’orbite cible I1. Pour remplir
cet objectif on de´finit les temps partiels TIi . Pour chaque inte´grale premie`re Ii
il existe un temps TIi tel que pour tous les temps t supe´rieure a` TIi , la distance
entre la valeur de l’inte´grale premie`re Ii(t) a` la cible I1i reste petite
|Ii(t)− I1i | < ρ (5.8)
Remarquons que les temps TIi peuvent eˆtre des fonctions discontinues des pa-
rame`tres kj .
L’algorithme suivant mode´lise notre me´thode de recherche a` taˆtons. Soit h
une constante positive parame´trant le pas de notre algorithme, initialisons les
parame`tres de la fonction V , kold = k0 , par exemple koldi = 10,
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1. Calculer la trajectoire avec V oldk ,
2. Estimer les temps Tkoldi
, soit T old = maxi Tkoldi
leur maximum,
3. Choisir l tel que Tkold
l
soit minimal,
4. Faire de´croı^tre kl, si k
old
l < h alors k
new
l = 0 sinon k
new
l = k
old
l − h,
5. Estimer les nouveaux temps Tknewi ,
6. Soit Tnew = maxi Tknewi leur maximum,
7. Si Tnew < T old alors set kold = knew et aller a` 4,
8. Stop.
A chaque ite´ration de boucle cet algorithme fait de´croˆıtre un des parame`tres.
L’algorithme se termine en un nombre fini de pas. Nous pouvons de´finir l’appli-
cation
Φ−(k0, h, ρ) (5.9)
qui retourne le dernier kold. De fac¸on similaire nous pouvons de´finir un algo-
rithme dual qui essaye de faire augmenter un parame`tre kl correspondant au
maximum des temps Tkl et nous pouvons de´finir l’application
Φ+(k0, h, ρ) (5.10)
associe´e a` cet algorithme.
5.3.1 Le cas plan
A priori l’algorithme de´fini a` la section pre´ce´dente ne converge certainement
pas vers une trajectoire optimale. Ne´anmoins pour quelques familles d’inte´grales
92 CHAPITRE 5. ETUDES NUME´RIQUES
premie`res inde´pendantes les simulations nume´riques donnent des re´sultats sur-
prenants.
Nous e´tudions les transferts plan vers l’orbite ge´ostationnaire pour un satel-
lite de masse initiale m0 = 1000 kg, d’impulsion spe´cifique Isp = 1500 s et de
pousse´e maximale  = 0.1N . Les orbites initiales appartiennent a` l’ensemble des
orbites elliptiques ayant une altitude de pe´rige´e hp comprise entre 10 000 km et
90 000 km et une altitude d’apoge´e ha supe´rieure a` hp et infe´rieure a` 90 000 km.
Nous avons utilise´ le logiciel Mipelec pour estimer le transfert optimal et dis-
poser ainsi d’un temps de re´fe´rence T reff . Le temps de re´fe´rence est trace´ sur la
figure 5.14. Les orbites circulaires sont obtenues pour ha = hp et que les orbites
ge´o-synchrones pour ha+hp2 = hgeo avec hgeo = 36 000 km l’altitude de l’orbite
ge´ostationnaire. Il est commode de distinguer parmi l’ensemble des orbites ini-
tiales, les orbites pre´-synchrones ayant une pe´riode plus rapide que la pe´riode de
l’orbite ge´ostationnaire ha+hp2 < hgeo et les orbites post-synchrones ayant une
pe´riode plus grande ha+hp2 > hgeo.
Nous avons calcule´ Φ+([11], 1, 10−3), ou` Φ+ est l’application (5.10), pour
deux sous classes de fonctions de Lyapuonv : la classe V ck de´pendante du moment
cine´tique et de l’excentricite´ et la classe V ak de´pendante du demi-grand axe et
de l’excentricite´,
V ck = kc(
c
cgeo
− 1)2 + kee2 , (5.11)
V ak = ka(
a
ageo
− 1)2 + kee2 . (5.12)
Les temps de transfert feedback estime´s avec la formulle (5.2) sont de´note´s
respectivement par T cf et T
a
f . Sur les figures 5.15 et 5.19. Le re´sultat principal,
qui ressort de ces simulations, est la proximite´ des temps des transferts feedback
de meilleure interpolation avec les temps de transferts optimaux.
On remarque sur les figures 5.17 et 5.16 que la famille V ck est efficace pour
effectuer un transfert des orbites post-synchrones vers l’orbite ge´ostationnaire
(les erreurs ne´gatives avec les temps de re´fe´rence doivent eˆtre interpre´te´es comme
un artefact de la formulle (5.2)) . Alors que sur les figures 5.21 et 5.20 on constate
que la famille V ak est efficace pour effectuer un transfert entre des orbites pre´-
synchrones vers l’orbite ge´ostationnaire.
Comme les trajectoires finales ne de´pendent que des rapports entre les coef-
ficients ki, on de´finit les parame`tres
θc = arctan
ke
kc
, (5.13)
θa = arctan
ke
ka
, (5.14)
qui permettent de comprendre l’e´volution de la fonction de Lyapunov retourne´e
par l’algorithme Φ+([11], 1, 10−3) en fonction de l’orbite initiale. Sur les fi-
gures 5.18 et5.22 on observe que cette optimisation simple ne de´pend que faible-
ment de l’orbite initiale, les parame`tres θc et θa sont en effet presque constants.
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Fig. 5.14 – Temps de re´fe´rence T reff (en jours)
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Fig. 5.15 – Temps T cf (en jours)
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Fig. 5.18 – L’argument de l’optimisation na¨ıve : θc
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Fig. 5.19 – Temps T af (en jours)
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Fig. 5.22 – Argument de l’optimisation na¨ıve θa
5.3.2 Des transferts en 3 dimensions
Conside´rons le satellite PPS 1350 (Isp = 1630 s,  = 0.088N), divers types
d’orbites initiales, soit ha l’altitude de l’apoge´e, hp celle du pe´rige´e et dh la
variation d’altitude.
– GSO (ha=hs+dh, hp=hs-dh) ,
– SPTO (ha=hs+dh, hp=hs),
– MEO (ha=hp=hs-dh) ,
– HCEO (ha=hp=hs+dh) ,
et appliquons l’algorithme
Φ−(Φ+([111], 1, 10−3), 0.1, 10−3) , (5.15)
pour rechercher un transfert efficace vers l’orbite ge´ostationnaire. Sur la fi-
gure 5.23 page 98 nous avons trace´ le ∆V des transferts de re´fe´rences, donne´es
qui nous ont e´te´s fournies par Alcatel Space, et ceux re´sultant de l’algorithme.
Le ”delta V” est une quantite´ fort prise´e dans le monde de l’astronautique.
Il repre´sente un crite`re simple qui permet d’e´valuer la masse de carburant
ne´cessaire a` la re´alisation d’une mission spatiale. En effet pour une fuse´e en
mouvement libre dans l’espace, e´jectant de la masse a` une vitesse constante v,
la diffe´rence entre la vitesse finale et la vitesse initiale est proportionnelle au
ratio des masses finale et initiale,
∆V = v log
m0
m1
. (5.16)
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Fig. 5.23 – ∆V : grille fine transferts optimaux, grille large algorithme na¨ıf Φ.
Comme pour un transfert en temps minimum le temps de transfert est pro-
portionnel a` la diffe´rence entre la masse intiale et la masse finale, le “delta V”
continue d’eˆtre une mesure pertinente de l’efficacite´ des transferts orbitaux a`
faible pousse´e. De plus comme cette proportionalite´ entre temps de transferts
et diffe´rences des masses continue d’eˆtre ve´rifie´e pour les transferts en boucle
ferme´e uδ (voir la relation (5.2) a` la section 5.1.2), le crite`re “delta V” est valable
pour estimer l’efficacite´ d’un transfert feedback uδ.
Chapitre 6
Rendez-vous
Dans ce chapitre nous voulons analyser la spe´cificite´ des controˆles stabilisant
un rendez-vous, et expliquer pourquoi nous n’avons pu trouver de feedback sta-
bilisant un rendez-vous de fac¸on efficace. Dans la section 6.2.1 nous pre´sentons
un re´sultat duˆ a` Antoine Chaillet et Jean-Baptiste Pomet, qui ont analyse´ la
de´pendance par rapport au module maximal de pousse´e, ε, des fonctions Lya-
punov associe´e aux lois de commande continue stabilisant asymptotiquement
une trajectoire keplerienne pe´riodique. Dans la section 6.2.2 nous analysons le
temps ne´cessaire pour effectuer un rendez-vous a` l’aide des lois de commandes
de´veloppe´es dans [32] qui assurent une stabilisation asymptotique locale d’une
trajectoire keplerienne. Pour les transferts, la me´thode de Jurdjevic-Quinn im-
plique qu’il existe des fonctions de Lyapunov inde´pendantes du module maxi-
mal de pousse´e ε, mais pour les rendez-vous chaque fonction de Lyapunov doit
de´pendre de ε. Enfin, dans la section 6.3, nous pre´sentons une me´thode de
synchronisation hybride, une boucle ouverte base´e sur la famille des controˆles
re´alisant un transfert, et nous analysons ses performances en pre´sence de per-
turbations.
6.1 Par rapport au transfert
Dans le chapitre 1 nous avons distingue´ la notion de rendez-vous de la no-
tion de transfert. Conside´rons un syste`me de Kepler controˆle´ (section 1.4), un
syste`me affine avec un champs de de´rive pe´riodique,
I˙ = F (I, θ)u , (6.1)
θ˙ = w(I, θ) + g(I, θ)u , u ∈ Bmε , (6.2)
avec (I, θ) ∈ Rn × S1.
Soit une orbite cible Ic ∈ Rn, dans le chapitre 4 nous avons propose´ une classe
de lois de commande u(I − Ic, θ) stabilisant asymptotiquement cette orbite Ic,
re´alisant donc des transferts vers cette orbite. Il est remarquable que pour toutes
les valeurs du module maximal de pousse´e ε, il existe une fonction de Lyapunov
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commune a` chacun des syste`mes ainsi boucle´. Dans le chapitre pre´ce´dant nous
avons de plus observe´ que ces controˆles en boucle ferme´e peuvent eˆtre tre`s
proches des commandes optimales.
Mais un rendez-vous c’est non seulement se donner une orbite cible Ic, mais
aussi une longitude finale θc(.), une fonction du temps, solution des e´quations
I˙c = 0 , (6.3)
θ˙c = w(Ic, θc) , θc(0) = θ0c , (6.4)
le rendez-vous est re´alise´ quand
I = Ic , (6.5)
θ = θc [2pi] . (6.6)
Soient (I0, θ0(.)) la solution d’origine et (Ic, θc(.)) la solution cible, on de´finit
Tt(ε, θ0) le temps minimum de transfert et Tr(ε, θ0, θc) le temps minimum de
rendez-vous. Les temps optimaux de transfert de´pendent peu de la longitude
initiale θ0(0) et beaucoup du module maximal de pousse´e ε. Soit deux longitudes
initiales, la diffe´rence entre Tt(ε, θ0) et Tt(ε, θ˜0) est d’au plus une pe´riode
1/2pi
∫ 2pi
0
1/w(Ic, θ)dθ . (6.7)
D’autre part d’apre`s le the´ore`me 46 ces temps sont e´quivalents a` τ/ε quand ε
tend vers 0. Remarquons aussi qu’un transfert optimal re´alise aussi un rendez-
vous pour une valeur particulie`re de θ0c . Par contre, si I0 = Ic, le temps optimal
de transfert Tt est nul, alors que le temps optimal de rendez-vous est non nul
de`s que θ0 6= θc. Un rendez-vous n’est possible que si il existe un point I tel que
w(I, θ) 6= w(Ic, θ). Ces remarques constituent autant d’obstacles a` la re´alisation
d’un feedback stabilisant un rendez-vous de fac¸on efficace, en une dure´e proche
du temps optimal de transfert.
6.2 A propos du rendez-vous par feedback
6.2.1 Condition ne´cessaire
A la section 6.2.2 nous avons pre´sente´ un re´sultat qui e´tablit l’existence
d’un controˆle en boucle ferme´e stabilisant asymptotiquement une orbite cible Ic
pour le syste`me de Kepler controˆle´. Le controˆle et le syste`me boucle´ de´pendent
explicitement du module maximal de pousse´e ε, mais la stabilite´ est de´montre´e
en utilisant une fonction de Lyapunov inde´pendante du module maximal de
pousse´e. Nous allons voir qu’il est moins aise´ de construire un feedback qui
stabilise une solution cible (Ic, θc(.)). Nous reformulons dans cette section un
re´sultat qui e´tablit la non-existence d’une fonction de Lyapunov valable pour
toutes constante ε > 0 [20].
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Soit une trajectoire cible (Ic, θc), conside´rons le syste`me e´tendu en (I, θ, θc) ∈
Rn × S1 × S1,
I˙ = F (I, θ)u ,
θ˙ = w(I) + g(I, θ)u , u ∈ Bmε , (6.8)
θ˙c = w(Ic) .
The´ore`me 71. Soit (εn)n∈N une suite de re´els positifs convergeant vers ze´ro,
et pour chaque n soit un ∈ C(Rn, Bmεn) un feedback continu stabilisant asympto-
tiquement (Ic, θc(.)) pour le syste`me (6.8) avec ε = εn. Il n’existe pas de fonc-
tion de Lyapunov V continuˆment diffe´rentiable commune a` tous les syste`mes en
boucle ferme´e.
De´monstration: Supposons qu’il existe V (I, θ, θc) une fonction de Lyapu-
nov continuˆment diffe´rentiable valable pour tous les syste`mes boucle´s avec un ;
pour tout (I, θ, θc),
V˙ =
∂V
∂I
.F (I, θ)un +
∂V
∂θ
(w(I) + g(I, θ)un) +
∂V
∂θc
w(Ic) (6.9)
≤ 0 . (6.10)
donc pour tout I, θ et θc,
∂V
∂θ
w(I) +
∂V
∂θc
w(Ic) ≤ 0 . (6.11)
Cette ine´galite´ ne peut eˆtre ve´rifie´e que si V est une inte´grale premie`re sur le
tore (θ, θc) ∈ S1 × S1 de la dynamique
θ˙ = w(I) , (6.12)
θ˙c = w(Ic) . (6.13)
Or pour presque tout I ∈ Rn, le rapport de pulsation w(I)/w(Ic) est irration-
nelle donc les trajectoires de (6.12) sont dense dans S1×S1. Ainsi pour presque
tout I et par continuite´ pour tous les points I, la fonction V ne de´pend ni de θ
ni de θc. Donc V , contrairement a` notre supposition, ne peut pas atteindre son
minimum seulement si I = Ic et θ = θc. 
6.2.2 Existence, le controˆle Kellett-Praly
Laurent Praly et Christopher M. Kellett ont construit, a` l’aide des me´thodes
de “backstepping” et de “feedforwarding”, un feedback assurant the´oriquement
la stabilisation asymptotique locale d’une trajectoire keplerienne, un rendez-
vous en respectant la contrainte de pousse´e sur un domaine compact des orbites
elliptiques [32].
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Cette famille de controˆle en boucle ferme´e re´alise d’abord le transfert vers
l’orbite cible puis dans voisinage de l’orbite cible, de´pendant de la taille du
module maximal de pousse´e, commence a` synchroniser la longitude avec la lon-
gitude de la trajectoire de´sire´e. Ce controˆle permet de stabiliser une trajectoire
keplerienne, mais malheureusement, de part sa construction, cette loi de com-
mande demande un re´glage fin et difficile a` re´aliser pour e´quilibrer la puissance
disponible ε entre la fraction du controˆle, qui essaye de synchroniser, et l’autre
fraction qui essaye d’effectuer le transfert. Nous avons effectue´ quelques simula-
tions pour comprendre l’efficacite´ de ce controˆle.
Les auteurs montrent, tout d’abord que le rendez-vous est re´alisable par
un feedback, pour la famille des orbites elliptiques coplanaires et de moment
cine´tique constant e´gal au moment cine´tique de l’orbite cible, ge´ostationnaire.
Pour cette famille d’orbites le controˆle satisfait a` la contrainte de pousse´e. Puis,
ils e´tendent ce controˆle a` l’ensemble des orbites elliptiques, en ajoutant des
termes, qui restent petits sur un compact, et tendent a` ramener l’orbite cou-
rante vers la famille des orbites elliptiques coplanaires de moment cine´tique
constant. Notons que la convergence asymptotique locale est de´montre´e en ex-
hibant une fonction de Lyapunonv qui de´pend du module maximale de pousse´e
ε contrairement aux controˆles assurant un transfert base´s sur la me´thode de
Jurdjevic-Quinn de´veloppe´e dans le chapitre 4.
Laurent Praly et Christopher M. Kellett ont construit cette famille de lois
de commande en boucle ferme´e en utilisant les coordonne´es suivantes,
x1 = L− Lc
x2 =
c2c
c2 (1 + ex cosL+ ey sinL)− 1
x3 = ccc (ex sinL− ey cosL)
x4 = ccc − 1
Dans ces coordonne´es avec x4 = 0 la dynamique devient
x˙1 = (2 + x2)x2
x˙2 = −(1 + x2)2 x3
x˙3 = (1 + x2)2 x2 + uq
(6.14)
Il s’ave`re, tout au moins pour le re´glage des simulations repre´sente´es a` la
figure 6.1, que le temps pour effectuer le rendez-vous avec ce feedback de´pend
fortement de la longitude initiale. Pour ces simulations nous n’avons pas cherche´
a` imposer une contrainte sur le module maximal de pousse´e, on ve´rifie simple-
ment, a posteriori, que la loi de commande reste borne´e le long de la trajectoire
(voir la figure 6.2). Sur cette figure on remarque aussi que la norme du controˆle
varie fortement le long de la trajectoire. Si ε/m0 est la valeur maximale de
la norme du controˆle, cette trajectoire n’est certainement pas la trajectoire de
rendez-vous, en temps minimum, avec la contrainte sur le module maximale de
pousse´e ε.
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Fig. 6.1 – Sensibilite´ du feedback Kellett Praly a` la longitude initiale
– Condition initiale x1(0) ∈ [0 2pi], x2(0) = 0.5, x3(0) = 0.5 ,
– Pour toutes les conditions initiales x1 se stabilise a` la valeur −10pi ∼ 31.4 ,
– Le temps du rendez-vous vers (0 [2pi], 0, 0) de´pend de la valeur initiale de x1
– Pour la valeur de la condition initiale x1 = 2.87 le rendez-vous se fait en moins
de 50 jours, pour les autres conditions initiales la dure´es est bien plus longue !
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Fig. 6.2 – Un exemple de loi de commande Kellett-Praly
– Le controˆle uq est la somme de trois controˆles uq = u1 + u2 + u3.
– La partie u1 du controˆle assure le rendez-vous, les parties u2 et u3 le transfert.
– Condition initiale x1(0) = 5.17, x2(0) = 0.5, x3(0) = 0.5.
6.3 Une strate´gie de rendez-vous hybride
Faute de pouvoir construire un feedback nous de´crivons une strate´gie qui est
une modification “boucle ouverte” du feeback pre´sente´ dans le chapitre 4.
6.3.1 Pour des syste`mes kepleriens quelconques
Soit a` nouveau un syste`me de Kepler controˆle´ (1.69),
dI
dτ
= F (I, φ/ε) v/m ,
dφ
dτ
= w(I, φ/ε) + ε g(I, φ/ε)v/m , v ∈ B1 .
dm
dτ
= −α‖v‖ ,
et une orbite cible Ic. On a vu a` la section 2.2.2, qu’il existe de nombreuses
familles de feedback, de´pendant continuˆment d’un vecteur k positif et de di-
mension finie, qui permettent de stabiliser asymptotiquement l’orbite cible. On
note u(k, I, φ/ε) cette famille de controˆles.
Soit (I(I0, θ0, k, t), θ(I0, θ0, k, t),m(I0, θ0, k, t)) la solution de l’e´quation dif-
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fe´rentielle ordinaire de´pendant du parame`tre k,
dI
dτ
= F (I, φ/ε)u(k, I, φ/ε)/m , (6.15)
dφ
dτ
= w(I, φ/ε) + ε g(I, φ/ε)u(k, I, φ/ε)/m , (6.16)
dm
dτ
= −α‖u(k, I, φ/ε)‖ . (6.17)
Cette fonction (I0, θ0, k) → (I(t), θ(t),m(t)) est continuˆment diffe´rentiable par
rapport aux conditions initiales (I0, θ0,m0) et au parame`tre k.
Proposition 72. Le de´phasage θ(t)− θc(t) entre la longitude courante et celle
de l’orbite cible admet une limite finie quand t tend vers l’infini,
φ(I0, Ic, θ0(0), θc(0), k) = lim
t→+∞ θ(t)− θc(t) . (6.18)
De´monstration: Le caracte`re stabilisant se traduit par
lim
t→+∞ I(I0, θ0, k, t) = Ic , ∀I0 ∈ Ω, k > 0 , (6.19)
et la convergence exponentielle de I(t) vers Ic (voir le the´ore`me 59) implique
que le de´phasage
θ(t)− θc(t) = θ(0)− θc(0) , (6.20)
+
∫ t
0
[w(I(s), θ(s))− w((Ic, θc(s))]ds , (6.21)
+
∫ t
0
g(I(s), θ(s))u(k, I(s), θ(s))/mds , (6.22)
admet une limite finie φ quand t tend vers l’infini, 
Si on savait calculer φ, qui est une inte´grale premie`re du syste`me boucle´,
(6.15) on pourrait essayer de construire une loi de commande en boucle ferme´e
pour stabiliser φ a` 0 [2pi]. Malheureusement la valeur de φ ne nous est accessible
que par inte´gration nume´rique. Ne´anmoins on peut espe´rer pouvoir ajuster la
valeur de φ en modifiant la valeur de k.
6.3.2 Application au proble`me de Kepler controˆle´
La trajectoire d’un syste`me dynamique re´gulier de´pend continuˆment de sa
condition initiale. D’autre part notre feedback, base´ sur les inte´grales premie`res
converge assez vite vers l’orbite cible, de telle sorte que le de´phasage φ = L−Lc
admet une limite finie, qui de´pend re´gulie`rement de la condition initiale. La
valeur de ce de´phasage de´pend tre`s fortement de la trajectoire suivie. Contrai-
rement aux lois de commande de type Jurdjevic-Quinn re´alisant un transfert, il
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Fig. 6.3 – Sensibilite´ du de´phasage φ a` diverse perturbations sur un transfert
GTO-GEO
est ne´cessaire, pour construire une commande re´alisant un rendez-vous efficace,
avec un temps de transfert proche du temps optimal, d’estimer pre´cise´ment
toutes les perturbations, et, en particulier le biais sur le module maximal de
pousse´e, les e´clipses et autres interruptions de pousse´e, les impre´cisions sur la
de´rive, champs gravitationnels et autres forces, telles les pressions solaire et at-
mosphe´rique (pour une description de l’ensemble de ces perturbations voir [18]).
Une me´thode pour synchroniser consiste a` modifier le´ge`rement une loi de
commande en boucle ferme´e re´alisant un transfert. Nous allons voir aux tra-
vers des simulations que deux me´thodes sont possibles : soit de substituer au
feedback une autre loi de commande pendant une dure´e limite´e, soit de changer
le´ge`rement un parame`tre du feedback. Ne connaissant pas, sous une formule
simple, la de´pendance du de´phasage par rapport a` une modification de la loi
de commande, la seule me´thode envisageable, pour estimer les variations du
de´phasage final, est une me´thode de tir. Cette une me´thode de tir est mono-
dimentionnelle, et donc, nume´riquement bien plus stable et le´ge`re, que une re-
cherche de la condition initiale du vecteur adjoint pour le calcul de la commande
optimale. Sur la figure 6.4 on peut observer qu’il est possible de corriger une
erreur de 0.75 radian deux semaine avant la fin du transfert.
Il faut noter en effet que la synchronisation est modulo [2pi] et donc les
erreurs ne s’additionnent pas toujours, mais peuvent se compenser. Pour chaque
transfert il convient donc de de´terminer le moment ou` il devient inte´ressant et
important de synchroniser ; synchroniser a` la fin du transfert permet d’oublier
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Fig. 6.4 – Synchronisation par changement de condition initiale
– En bleu le de´phasage L− Lc sans synchronisation,
– A 80 jours on de´cide de synchroniser L− Lc → 0 [2 pi]
– En vert on pousse a` puissance maximale dans la direction us pendant 0.19
jour avant de remettre le feedback, la valeur limite du de´phasage vaut 157.06.
L’erreur relative en longitude modulo 2pi est de 0.002.
– En rouge on a pousse´ pendant 0.2 jour, c’est trop long.
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Fig. 6.5 – Sensibilite´ du de´phasage φ au parame`tre ka
toutes les perturbations qui ont eu lieu avant. Notons que la pe´riode T d’une
orbite elliptique de´pend uniquement de son niveau d’e´nergie, soit a le demi-
grand axe,
T = 2pi
√
a3
µ
. (6.23)
Il est donc naturel d’analyser la variation du de´phasage final en fonction du
parame`tre ka. L’e´tude de sensibilite´ sur un transfert GTO-GEO nous montre
que le de´phasage est tre`s sensible aux variations de ce parame`tre alors que le
temps de transfert reste pratiquement inchange´ (voir la figure 6.5 ).
Postface
En conclusion de cette the`se nous pre´sentons brie`vement une strate´gie de
mise a` poste, simple et efficace pour une utilisation effective des moteurs a` faible
pousse´e. Les lanceurs proposent classiquement deux types d’orbites d’injection,
les orbites basses et les orbites de transferts ge´ostationnaires (premie`re phase
d’un transfert de GTO-GEO). Veuillez noter que le prix de lancement d’un
kilogramme sur une orbite basse est pre`s du tiers du couˆt pour atteindre une
orbite de transfert ge´ostationnaire. A la section 3.4 nous avons vu que, quand le
module de pousse´e est petit, la trajectoire optimale entre deux orbites circulaires
coplannaires suit les orbites circulaires. D’autre part les commandes, en boucle
ferme´e stabilisantes, de type Jurdjevic-Quinn, avec des fonctions de Lyapunov
quadratiques 4.1, suivent aussi le chemin des orbites circulaires quand le module
de pousse´e est petit. La commande optimale est donc parfaitement approche´e
par ces commandes stabilisantes, simples a` calculer, pour les transferts entre
deux orbites circulaires coplanaires.
Cette simplicite´ et cette robustesse permettent d’envisager des mises a` poste
a` moindre couˆt. C’est-a`-dire tirer partie de l’efficacite´ des moteurs a` faible
pousse´e par rapport aux moteurs chimiques. En effet ses commandes renforcent
sensiblement l’autonomie des ve´hicules spatiaux et permettraient ainsi de conser-
ver des couˆts de suivi de mission, entre l’orbite d’injection et l’orbite de fonc-
tionnement, similaires aux missions actuelles, tout en augmentant la masse utile
des ve´hicules spatiaux. Cependant, pour pouvoir utiliser effectivement ces lois
de commande en boucle ferme´es, il est ne´cessaire de disposer d’un observa-
teur fiable de la position du satellite. C’est nous semble-t-il un facteur limitant,
de´terminant, pour une utilisation des moteurs a` faible pousse´e lors de transferts
d’orbites.
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Re´sume´ : Cette the`se pre´sente une e´tude du syste`me a` deux corps controˆle´
en pousse´e faible, et en particulier, des proble`mes de transferts orbitaux. Apre`s
une e´tude de controˆlabilite´, nous nous focalisons sur le lien entre la commande
optimale en temps minimum et les controˆles en boucle ferme´e construits a` par-
tir de la me´thode de JurdjevicQuinn. Des simulations nume´riques montrent que
les commandes JurdjevicQuinn peuvent eˆtre proches de la commande temps
minimum. Pour comprendre cette proprie´te´ nous e´tudions un syste`me controˆle´
moyen dont les trajectoires approchent celles des syste`mes a` faible pousse´e.
Cette technique nous permet de re´pondre a` une conjecture concernant le com-
portement asymptotique du temps minimum quand la pousse´e tends vers ze´ro.
D’autre part elle constitue une piste prometteuse pour construire une fonction
de Lyapunov associe´e la me´thode de Jurdjevic-Quinn efficace : un controˆle en
boucle ferme´e proche de la commande optimale.
Mots cle´s : syste`me a` deux corps controˆle´, transfert orbital, pousse´e faible,
Jurdjevic-Quinn, stabilisation, commande optimale, temps minimum.
Summary : This thesis presents a study of the low thrust two body control
system and in particular orbital transfer problems. After a controllability study,
we focus on the link between the optimal control in minimum time and the
feedbacks built from the Jurdjevic-Quinn method. Numerical simulations show
that the Jurdjevic-Quinn feedbacks can be close to the optimal command. In
order to understand this property we study an average control system whose
trajectories approximate these of low thrust systems. This technique allows us
to give a positive answer to a conjecture on the asymptotic behavior of the
minimum time. Moreover it is a promising way to build an efficient Lyapunov
function associated to the Jurdjevic-Quinn method : a feedback close to the
optimal control.
Key words : two body control system, orbital transfer, low thrust, Jurdjevic-
Quinn, stabilization, optimal control, minimal time.
