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Abstract: Landslides are natural disasters that cause extensive environmental, infrastructure and
socioeconomic damage worldwide. Since they are difficult to identify, it is imperative to evaluate
innovative approaches to detect early-warning signs and assess their susceptibility, hazard and
risk. The increasing availability of airborne laser-scanning data provides an opportunity for modern
landslide mapping techniques to analyze topographic signature patterns of landslide, landslide-prone
and landslide scarred areas over large swaths of terrain. In this study, a methodology based on several
feature extractors and unsupervised classification, specifically k-means clustering and the Gaussian
mixture model (GMM) were tested at the Carlyon Beach Peninsula in the state of Washington to map
slide and non-slide terrain. When compared with the detailed, independently compiled landslide
inventory map, the unsupervised methods correctly classify up to 87% of the terrain in the study
area. These results suggest that (1) landslide scars associated with past deep-seated landslides
may be identified using digital elevation models (DEMs) with unsupervised classification models;
(2) feature extractors allow for individual analysis of specific topographic signatures; (3) unsupervised
classification can be performed on each topographic signature using multiple number of clusters;
(4) comparison of documented landslide prone regions to algorithm mapped regions show that
algorithmic classification can accurately identify areas where deep-seated landslides have occurred.
The conclusions of this study can be summarized by stating that unsupervised classification mapping
methods and airborne light detection and ranging (LiDAR)-derived DEMs can offer important surface
information that can be used as effective tools for digital terrain analysis to support landslide detection.
Keywords: DEM; landslide; detection; feature extraction; LiDAR; K-means clustering; Gaussian
mixture model (GMM)
1. Introduction
Landslides are known to cause distress worldwide and are considered the third most significant
natural hazard [1–3]. They are a form of mass wasting that includes a wide range of ground movements,
such as rock falls, deep failure of slopes and shallow debris flows [4]. They are caused by pre-conditional
surface and/or sub-surface instability that occurs after slope changes, rainfall or land topography
manipulation [5]. Thus, landslides usually occur on steep slopes of mountains or hills [6]. Landscape,
climate, quarrying and construction are human factors, in addition to natural factors that impact
landslides. Landslides pose a global threat as they affect human conditions and extensively damage
the environment and infrastructure; they are natural disasters for highways, buildings, residential
developments, bridges and other human-inhabited areas [7,8]. For these reasons, it is imperative to
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prevent future risk posed by these natural disasters. Accurate landslide mapping and cataloging are
essential in the mitigation of the damages caused by these hazardous events [9].
Conventional landslide mapping methods include aerial photograph interpretation, field
inspection and contour map analysis [2,6–8,10,11]. However, despite the accuracy and precision
of these traditional landslide mapping methods, they are limited; field inspection sites are dangerous
or inaccessible, contour maps do not have the spatial resolution required to analyze small slides, and
aerial photograph interpretation cannot penetrate highly vegetated areas [7,10,12]. These methods have
proven to be time consuming, costly, difficult to implement, subjective and unable to detect smaller
slope failures [6–8,10,11,13]. These disadvantages in traditional landslide mapping techniques make
them ineffective to support the mitigation of landslide hazard events. For these reasons, contemporary
methods are needed to map and catalogue landslides.
Modern mapping algorithms have shown incredible improvements in detecting, classifying and
monitoring landslides [14–16]. Most proposed methods implement remote-sensing technologies due to
their incredible advancements in spatial resolution, accuracy and accessibility [6–8,10,11,13,14,17–20].
Remote-sensing technologies have supported the development of intricate models based on surface
features that can help detect landslide susceptible areas [21,22]. One of the remote-sensing techniques
that can be used for landslide monitoring is the interferometric synthetic aperture radar (InSAR), which
has been evaluated in previous studies [23]. However, InSAR at higher C- or X-band frequencies, is
limited in vegetated areas, since the radar signals of two repeat-pass acquisitions are incoherent. One
particular remote-sensing technology that has supported the landslide community is laser scanning.
Light detection and ranging (LiDAR) sensors provide an opportunity to map and model surfaces and
have improved from a resolution greater than 10 m to less than 1 m [7], thus allowing for the detection
of finer spatial features that are typically found in slower mass movements, and/or small failures.
One particular laser scanning system that is of interest is airborne LiDAR. This system is capable of
penetrating vegetative cover with filtering processes to reveal the bare Earth surface and map large
swaths of terrain up to thousands of square meters [24]. Airborne LiDAR technologies allow for the
mapping of small failures in areas of slow mass movement for monitoring and offer the detection of
landslide/non-landslide surface terrain [25]. In particular, airborne LiDAR provides an opportunity
to analyze topographic features related to past deep-seated landslides [10]. They also provide great
opportunities for studies about earth surfaces and their surface features [24,25].
The use of digital elevation models (DEMs) in landslide mapping has improved the safety of
infrastructures and reduced the hazard caused by landslides. To further analyze landslide occurrences,
studies have concentrated not only on the slides, but on different aspects of the area such as water flow,
rock and sediment types, as these can affect the stability of the terrain [7,26,27]. Using these newer
technology-based methods has improved the analysis of the different aspects of the terrain. Feature
extraction is used on DEMs to identify and isolate landslides by examining the surface models [7,11,25].
Various feature extraction models have been used in landslide studies including slope, hillshade,
aspect and statistics [6,7,10,11,13]. A few of these features have been tested through automated and
semi-automated algorithms [28,29]. For example, statistics have been used in a very specific length
scale to compute roughness in order to isolate the landslide-scarred area [6]. While such features are a
key method to identifying landslide terrain, studies suggest that the type of features used to identify
slides can be subjective to each site [30]. Different features are able to characterize and map landslide
and non-landslide areas. Knowing the quantity of vegetation, in addition to the features already
included within the site, is a crucial component that enables the use of these features from DEMs [31].
Furthermore, feature properties do not always correspond to data classes, therefore, after classification
is complete an evaluation of the classification results is required. To support the detection of landslides
by using surface features they need to be combined with a classifier, such as an unsupervised classifier.
Unsupervised classification is the process where features/pixels of common characteristics are
grouped together into clusters/classes [32]. This process is performed without providing prior
information to the classifier and is solely based on similarity [33]. Some of the advantages of
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performing unsupervised classification techniques is that they are fast, easy to perform, do not require
prior knowledge and are feature-based. Some limitations include the fact that feature classes do not
always correspond to data classes, therefore time needs to be spent after the classification is complete
to analyze the results, and the fact that feature properties can change over time [32,33]. Nonetheless,
prior studies have shown that these classification techniques provide an opportunity to analyze earth
surfaces applied to landslide detection [34–38]. The coupling of airborne LiDAR-derived DEMs with
unsupervised classification methods offer an opportunity to develop semi-automated algorithms that
can help support the initial process of landslide mapping.
However, airborne LiDAR-derived DEMs are currently used operationally to generate landslide
inventory maps. The common practice to produce landslide inventory maps which incorporate LiDAR
data are based on manual identification of landslide surface features (e.g., surface roughness and
scarps), as described for instance in [39] and [40], where the identification of landslides is performed by
spatially identifying and tabulating landslides manually into categories using a geographic information
system (GIS). However, this approach is time consuming, subjective and inefficient, especially when
time-sensitive events occur (e.g., emergency and disaster events). For these reasons, it is critical to
develop and test semi-automatic methods to support the initial process of landslide mapping.
In this paper, we aim to evaluate two unsupervised classification methods to detect and map the
topographic signatures of landslide and non-landslide terrain utilizing an airborne LiDAR-derived
DEM. Specifically, the unsupervised techniques are based on k-means and Gaussian mixture model
(GMM) clustering. These methods will use characteristics of feature extractors to evaluate the surface
topography, specifically: slope, roughness, local topographic range, and local topographic variability.
The techniques evaluated fuse feature extraction and unsupervised classification to identify areas
where deep-seated landslides have occurred. To evaluate the performance of the proposed algorithms,
a study area susceptible to sliding in the Carlyon Beach Peninsula in the state of Washington was used
for testing. Subsequently, the resulting landslide map was compared to an independently compiled
landslide inventory map and the methods were shown to correctly identify up to 87% of the terrain in
the study area. The results obtained from the test indicate that the proposed unsupervised classification
algorithms and LiDAR-derived DEMs provide important surface information for the detection of
landslide surface features that can cause continuous damage to inhabited areas.
2. Study Area, Light Detection and Ranging (LiDAR) Data and Inventory Map
The study area was the Carlyon Beach (Hunter Point landslide) in northwestern Thurston County,
Washington (Approx. Latitude: N 47◦10′46”, Longitude: W 122◦56′24”), see Figure 1. The general
location resides at an elevation of 165 feet above mean sea level with slopes ranging from 7 to 20
degrees. Carlyon Beach has a sparsely developed amount of vegetation that consists of sub-mature,
second growth coniferous trees, deciduous trees and sword fern that play a crucial role in deeper-seated
slope movement.
The landslide was located along the northern end of the Steamboat Island Peninsula and includes
a portion of the private community of Carlyon Beach, as well as a number of rural residential dwellings
along Northwest Hunter Point Road [41]. Significant landslide movement was detected in early
1999 from cracks in various residences and city infrastructure, distressed building foundations, and
damaged subsurface utilities. In addition, the area has experienced a continuous amount of movement
due to the soil composition [10]. Soil boring was performed in the area to analyze soil composition and
engineers concluded that the area resides on unstable soils including soft silt, stiff silt and clay, which
are heavily affected by weather, construction and the environment itself [41]. The topographic features
visible by the bluff-forming landslide are scarps, blocks and hummocky terrain.
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Figure 1. Vicinity ap of the study area in Carlyon Beach, ashington. Part of the figure is from [10].
Carlyon Beach failures can also be somewhat attributed to a shallow groundwater table that proves
detrimental to slope stability when compounded with the weak overlying soil. The Carlyon Beach
Peninsula experiences above average rainfall, between 3% and 65% above the average in neighboring
regions [42]. The increased rainfall contributes to an increased amount of groundwater flow to the area,
resulting in a higher landslide probability [41]. About 26% of the Carlyon Beach site has deep-seated
landslides [10]. Landslide conditions have caused considerable damage to hundreds of homes that
have now been declared uninhabitable or have decreased in value. Human development of the area
around the Carlyon Beach Peninsula has also removed some visible surface features of landslides,
which may cause difficulty when determining potentially problematic areas [10].
The DEM used in this study for topographic signature analysis was made available by
the Puget Sound LiDAR Consortium (http://pugetsoundlidar.ess.washington.edu/), see Figure 2.
The high-resolution LiDAR-derived DEM data was collected in 2002, and had a point spacing of 1.8 m
(6-ft). The landslide inventory map was compiled by the Geology and Earth Resources division of the
Washington State Department of Natural Resources (WA DNR) using a combination of LiDAR-derived
DEMs together with aerial photographs and field inspection [10] to identify landslide scars and
unaffected regions as landslide and unfailed terrain, respectively, seen in Figure 2.
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Figure 2. LiDAR-derived hillshade map of the Carlyon Beach Peninsula study area is shown on the
left. The independently compiled landslide inventory map on the right shows the landslide (red) and
unfailed (blue) terrain.
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3. Methodology
Airborne laser scanning provides high-resolution surface information and accuracy needed for
landslide detection. Landslide surface feature extraction is conducted by applying individual feature
extractors to the DEM of the study area to identify topographic signatures of landslide morphology.
The geomorphological features are extracted by applying a sliding window that analyzes the terrain,
in particular, the surface topographic variability. Prior studies have shown that higher topographic
variations in the terrain result in a rough surface as found in landslide terrain, whereas low variations
result in a smooth surface found in unfailed terrain [6,7,10].
3.1. Algorithm
To support traditional mapping methods and reduce the efforts conventionally required to
detect landslide surface features, we propose to evaluate unsupervised classification methods for
landslide mapping. The steps followed by the proposed workflow can be described as follows: first,
geomorphologic surface feature extraction is performed to analyze the variability of roughness, slope,
local topographic range and local topographic variability for each DEM cell. Next, unsupervised
classification methods, in particular, k-means and GMM clustering are applied to quantify and map
the topographic signatures of landslide and unfailed terrain by employing the aforementioned surface
feature extractors. Subsequently, the airborne LiDAR-derived DEM is classified into various clusters,
also known as classes. The number of clusters can be selected manually by the user and is dependent
on the complexity of the terrain and landslides. Then, the user manually classifies the various clusters
into landslide and unfailed terrain based on prior knowledge of the study area. Prior knowledge may
come from existing or previously known landslide locations. Finally, to assess the performance of the
unsupervised classification methods, an evaluation is performed in reference to the independently
compiled landslide inventory map (detection validation). The workflow of the methodology is
described in Figure 3, which outlines the process of the landslide detection and validation.
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3.2. Landslide Surface Feature Extraction
Feature extraction is a type of dimensionality reduction that efficiently represents specific parts
of an image or DEM as a compact feature vector [43]. It performs a neighborhood operation where
a specified algorithm visits each cell of the raster and calculates an allotted value within a selected
neighborhood. Optimal landslide readings are identified after altering window sizes, neighborhood
types and feature extractors, as performed in our study, where several of each were evaluated. However,
only the optimal results observed are shown.
To quantify topographic variations found in the terrain, a fixed window size of 39 × 39 was
used to evaluate the local variability (a statistic measure of the standard deviation) of the surface
features obtained from roughness, slope and local topographic range detailed below. Subsequently, the
resulting local variability parameters were input in our unsupervised classification methods. A total of
four feature extractors are analyzed in our evaluation.
3.2.1. Roughness
Determining the greatest difference between the center pixel and its neighborhood generates a
value to describe the roughness of the surface terrain. This computation utilizes the following formula






The slope of the surface is defined as the greatest rate of change among the center cell and the
adjacent cells. Calculating the value of the sharpest gradient of a DEM can evaluate the slope. This can





, where, i = 0–2, j = 0–2. Use the




3.2.3. Local Topographic Range
The local topographic range describes the difference between the highest and lowest elevations of
a local neighborhood. This is essentially the range of elevations for the particular section of the surface,
which can be evaluated using Equation (1), and the following formula: Range = Max(Zij) −Min(Zij),
where i = 0–2, j = 0–2.
3.2.4. Local Topographic Variability
Local topographic variability assesses the standard deviation of local neighborhoods in a DEM.
This technique is applied to the pure surface elevation data and is used as an input parameter in our
unsupervised classification techniques. A fixed window size of 39 × 39 was used in our evaluation.
3.3. Clustering Methods
In the unsupervised k-means clustering method, any individual data point is clustered based on
similarity [44]. A map of all data points in the DEM, classified by which cluster each data point belongs
to is produced [32]. The goal of the k-means algorithm is to group the data by iteratively assigning each
data point to one of the clusters based on similarities. Some of the advantages of k-means clustering
is that it is simple and efficient. Some drawbacks are that it does not develop an optimal number of
clusters, does not provide association to a cluster based on likelihood and is sensitive to the scale of the
input data. This classification method was tested using a class setting from two through five. A second
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common unsupervised classification model used for data classification is a GMM clustering method.
GMMs cluster data based on assigning each data point to a cluster that will maximize the statistical
probability that a hypothesis is true, relative to the data set. Clusters for GMM are defined as Gaussian
distributions that are centered on their barycenters [33]. GMM clustering is flexible because it has
the option of hard or soft/fuzzy clustering [45]. Hard clustering is when one data point is assigned
to exactly one cluster, whereas soft/fuzzy clustering is where each data point is assigned a score for
each cluster, representing the probability of it belonging to the latter. Although, the option of hard or
soft/fuzzy clustering is available, a hard clustering approach was followed. GMM employs model
clustering as a mixture of multivariate normal density components [46]. Some of the advantages of
GMM clustering is that it is efficient and flexible. Some disadvantages are that the user manually sets
the number of clusters that the algorithm will fit and that the approach assumes a normal distribution
across dimensions. This classification method was tested using a class setting from two through five.
Both methods were tested to compare their classification performance when delineating surface
features extracted from a LiDAR-derived DEM. Although, GMM clustering is more complex than
k-means clustering, the classification outcomes are expected to be similar based on the fact that k-means
clustering is a form of GMM clustering.
3.4. Accuracy Assessment
The accuracy assessment method used is the confusion matrix, which will provide an evaluation
of the unsupervised methods tested [47,48]. The confusion matrix provides assessment methods,
specifically: accuracy (AC), true positive (TP), false positive (FP), true negative (TN), false negative
(FN), and precision (P) [49]. AC is the overall performance of the unsupervised clustering method,
in other words, how often does the algorithm correctly identify landslide and non-landslide terrain.
The positive/negative portion of the labels refer to the identification of the terrain: positive for
landslide terrain and negative for non-landslide terrain. The true/false nomenclature indicates whether
the clustering correctly identified the terrain: true for correct identification and false for incorrect
identification. For example, FP means that an area was incorrectly identified as landslide terrain.
In other words, it was false that the terrain exhibited landslide surface features, and thus in reality
a non-landslide area. FP is known as a type I error, while FN is known as a type II error. A type II
error is more severe as it neglects to identify a landslide, and may potentially lead to severe damage to
structures built on top under the assumption that it was safe from any sliding. The confusion matrix
is used to compare the percentage of matching terrain between the algorithm mapped areas and the
landslide inventory map. The algorithm mapped terrain in this step would be the results from the
k-means and GMM clustering techniques. It is noted that each resulting classification map from the
unsupervised classifiers need to be designated landslide or non-landslide manually.
4. Results and Discussion
For each of the four topographic signatures extracted, two to five classes are evaluated by applying
GMM and k-means clustering. However, only a sample based on each technique was selected and
shown. After clustering the data from the feature extractors, an evaluation process of selecting which
group (landslide or non-landslide) the various classes pertain to is performed manually. Figures 4
and 5 demonstrate the process, it begins with the features being extracted (Figures 4A and 5E),
followed by the clustering (Figures 4B and 5F), then the manual designation of each cluster to a
landslide or non-landslide group (Figures 4C and 5G), and finally the process ends with a comparison
between algorithm-mapped landslide locations and the inventory-mapped landslides (Figure 4D,
and Figure 5H). Figure 4 demonstrates the results and process based on the GMM clustering method
after applying the local topographic range feature extractor and clustering the data into five different
groups. Figure 5 shows the results obtained from the roughness feature extractor, clustering the data
into 3 classes, and by applying the k-means clustering method. In Figures 4D and 5H the locations
marked in gray signify correctly mapped areas (TP and TN), while the black define incorrectly mapped
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locations (FP and FN). The confusion matrix results for Figure 4 are shown in Table 1, while the results
for Figure 5 are shown in Table 2. The evaluation process was performed similarly for all feature
extractors (roughness, slope, local topographic range and local topographic variability) that were
evaluated, where two through five clusters were examined by applying both the GMM and k-means
clustering methods. In general, the process is the same for both algorithms, other than the two different
unsupervised classification clustering methods tested (k-means and GMM).
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Tables 1 and 2 display the confusion matrix results from the feature extractors tested with their
corresponding classes. Shown in Table 1 are the results obtained by applying the GMM clustering, and
in Table 2 are those based on k-means clustering. Two important factors analyzed from the confusion
matrix are AC and FN. AC is the overall matching percentage between algorithm-mapped locations
and the landslide inventory map. Thus, a higher AC indicates that most locations were mapped
correctly. However, FN should be minimized due to the fact that it defines falsely identified landslide
areas as non-landslide. FN areas can be hazardous as it may define an area as stable, when in reality
it is not. FN values are inversely related to TP, by minimizing FN it ensures a higher TP value. It is
noted that the best results do not necessarily reflect the lowest possible FN values. In our case, some
of the data shows that the AC for the lowest FN values are lower than acceptable. The results may
have been impacted by an over classification that resulted in a low FN; however, the AC classification
performance is lower than desired (43.69% and 54.54%, see Tables 1 and 2, respectively). Therefore,
the results must be carefully evaluated and an overall balance must be found amongst the confusion
matrix results.
In Table 2, the k-means clustering method demonstrates that the highest AC value for the slope
feature extractor is 85.47% with an FN value of 13.95%. The slope feature with four clusters, yielded an
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AC of 85.45% and a FN value of 8.45%. It did comparatively better, and performed similarly as the
roughness, local topographic variability and local topographic range features. When comparing AC
values of different number of classes within each feature extractor, results were generally within ±2%
of each other. The only two exceptions to this is the local topographic variability where AC values
ranged from approximately 72% to 85%, and slope from approximately 55% to 85%. Two of the best
performing results were the local topographic range and roughness feature extractors with 3 clusters.
The k-means method with the roughness feature extractor and with three clusters achieved an AC of
86.28% and an FN of 6.30%, see Table 2. The FN value was 0.19% higher than that found through the
local topographic range filter with three clusters, which on its own, is not significantly different. The
AC value was 0.28% more than local topographic range, in this instance it is slightly more accurate.
When comparing TP and FN values, GMM performed differently than k-means clustering. Using
GMM clustering, approximately 75% of all values had a FN value equal to or less than 10% compared
to the 44% that passed the same criteria using k-means clustering. The opposite is true with AC
values, where 50% of values found through k-means analysis were over 86% accurate, compared to the
25% of GMM values with the same cut-off value. This data shows that the GMM clustering method
had a higher performance when classifying landslides than k-means clustering, but was not done as
accurately, therefore, there was an over classification.
The roughness and local topographic range feature extractors performed similarly amongst all
clusters in the GMM analysis, see Table 1. The FN values were all under 9% and had AC values in the
82% range. These results were generally better than those found through slope and local topographic
variability. For local topographic range and roughness, clusters of four and five had an AC of at least
86% while clusters of 2 and 3 were slightly lower, closer to approximately 82%. The FN values were 2 to
3% higher in the larger number of clusters than in the lower number of clusters. Again, the difference
in AC gives a slightly higher FN value in these results by not overclassifying. From the GMM analysis,
one of the top-performing results was from the range filter with 5 classes having an AC of 86.50% and
an FN of 7.31%.
The algorithms that showed the best performance had similarities in their landslide classified
maps (see Figures 4 and 5). The locations detected as landslide were areas that displayed rough
surfaces, while areas that were undetected were smooth. This is evident in Figures 4A and 5E, and
is an important step within the proposed approach. There needs to be a difference observed when
the surface feature extractors are applied between landslide and unfailed terrain, otherwise, the
unsupervised classification algorithms will have difficulties in delineating the two. Areas identified
as having high topographic variability coincide with those mapped in the landslide inventory map,
validating the suggested approach and its likelihood to detect landslide terrain (see Figures 4 and 5).
Although, the proposed approach performs well, there are a few limitations that occur. The first clear
drawback is shown in areas where there are sharp edges in the surface. The algorithm over classifies
these locations as being landslide, and although these locations are on the landslide limits, not all
locations are landslide, and are incorrect predictions by the approach. In our study area, sharp edge
locations that incline to be misclassified as landslide, include top and toe of slopes (see Figures 4D
and 5H). Therefore, any abrupt change in elevation will be classified as landslide (e.g., roads along
hillslopes, bluffs, narrow valley bottoms, etc.). Conversely, the approach tends to overlook topographic
signatures that have endured erosive processes or terrain improvements that mimic unfailed surfaces.
Nonetheless, the performance of the classification results for both unsupervised methods were similar,
as expected.
Landslides, in general, experience numerous activity levels, and have various ages, so the
landslides will typically endure different levels of post-failure changes. Typically, soil transport will
probably subdue the topographic signatures of old landslides, minimizing the local topographic
variability and making them challenging to detect. For example, our approach overlooks the smooth
topography in the Southeast corner of Figures 4D and 5H. The smooth topography of the area is caused
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by the age of the landslide being ancient [10], and may be also caused by man-made improvements
that have impacted the landscape of the area.
Despite the misclassifications observed, our results illustrate that the proposed landslide mapping
approach can produce an accurate landslide map of our study area. The topographic signatures in
Figures 4A and 5E, indicate that the landslide signatures are similar in our study area. The clusters
of the landslide signatures in Figure 4B,C and Figure 5F,G, specify that the topographic variability
contained within the landslide can be delineated and grouped. Finally, Figures 4D and 5H, quantify
the performance and support that landslide mapping can be performed with high confidence from the
proposed approach (See Tables 1 and 2 for confusion matrix results). The applicability and reliability
of the proposed approach is demonstrated throughout the study area by evaluating the results as a
landslide inventory, assessing the sensitivity of the approach to changes in input parameters, such
as; number of clusters and feature extractors. In addition, we explored how the different clustering
methods impacted the resulting landslide inventory maps.
A thorough evaluation would be incomplete without recommending the preferred surface feature
extractor, the number of clusters required and the unsupervised classification algorithm needed to
classify deep-seated landslides with high-confidence. The preferred surface feature extractors for both
algorithms are roughness and local topographic range (see Tables 1 and 2). Both of these surface feature
extractors perform well for all cluster sizes tested (2–5). They maximize the TP and FN performance for
both k-means and GMM classification algorithms. When applying the same unsupervised classification
algorithm amongst both surface feature extractors they have similar performance. The performance
related to the number of clusters needed differs based on the surface feature extractor and unsupervised
classification algorithm tested. Higher fluctuations in performance is seen across the k-means results
shown in Table 2 and the performance outcomes vary based on the surface feature extractor evaluated
and number of clusters chosen. This fluctuation shown may be a drawback of the simplicity of the
k-means clustering algorithm. The GMM clustering method demonstrates results where a pattern is
more clearly defined and can be deciphered, especially amongst the roughness and local topographic
range surface features. Since these two feature extractors perform the best we will focus on those two
clustering results. To maximize the performance of the algorithm a cluster size of 4 and 5 will increase
the performance for the GMM clustering method and a cluster size of 3 and 5 for the k-means clustering
technique. Given that a drawback was seen earlier in the k-means clustering method that leads to
results that fluctuate, the GMM clustering method would be the preferred unsupervised technique.
Landslides in the Carlyon Beach Peninsula have caused a major impact on human life, infrastructure
and the economy. As a result, modern geospatial mapping technologies, and contemporary classification
algorithms were applied to detect landslides affecting the area. By applying the unsupervised
classification algorithms; k-means, and GMM clustering, we were able to group/cluster topographic
signatures revealed through feature extraction on the LiDAR-derived DEM. Furthermore, we were
able to identify the following: (1) stable terrain with smooth surface features, and (2) landslide terrain
with rough surface features. These results support prior findings that describe landslide terrain with
high topographic variations and unfailed terrain with low topographic variations [6,7,10].
5. Conclusion
The purpose of the proposed semi-automatic approach was to evaluate techniques that fuse
feature extraction and unsupervised classification to identify areas where deep-seated landslides have
occurred to aid landslide mapping. The core idea is that the method will be able to rapidly perform an
evaluation of a LiDAR-derived DEM and generate a landslide inventory map that may be comparable
to that of an expertly mapped landslide inventory.
Two semi-automatic methods are presented to support the initial process of landslide mapping.
The methods were evaluated using a LiDAR-derived DEM of the Carlyon Beach Peninsula. Qualitative
and quantitative evaluations were made from the results, producing the following conclusions: (1)
landslide scars associated with past deep-seated landslides may be identified using DEMs with
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unsupervised classification models; (2) feature extractors allow for individual analysis of specific
topographic signatures; (3) unsupervised classification can be performed on each topographic signature
using multiple number of clusters; (4) comparison of documented landslide prone regions to algorithm
mapped regions show that algorithmic classification can accurately identify areas where deep-seated
landslides have occurred. The conclusions of this study can be summarized by stating that unsupervised
classification mapping methods and airborne LiDAR-derived DEMs can offer important surface
information that can be used as effective tools for digital terrain analysis to support landslide detection.
Compared to previous studies, this study did not require substantial prior information for training
a supervised classification algorithm successfully, which is an advantage. Yet, the classification results
from k-means and GMM clustering are able to attain an accuracy up to 87% when compared to the
landslide inventory map. Both unsupervised classification methods displayed comparable performance
statistically and visually when inspecting manually the classified landslide map.
From the observations, it can be said that unsupervised classification algorithms fused with proper
feature extraction procedures can support landslide mapping when prior information is unknown
and/or a landslide sample is unavailable for training. As a result, modern techniques are able to detect
landslide terrain using DEMs in a time-effective manner that is affordable and accessible. It is not to
say that the proposed approach is without limitations, therefore, future recommendations include;
(1) the use of a larger dataset for testing, (2) the evaluation of additional unsupervised classification
algorithms, and (3) the implementation of several other feature extractors. These suggestions may
help determine if the results can be improved, the techniques are robust and can be employed to
other regions.
It is noted that in most cases, especially in areas that are uninhabited, there is no prior knowledge
of landslide hazards affecting the habitat. For this reason, it is projected that the proposed approach in
this paper will play a significant role in the initial process of landslide mapping.
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