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The study of “independence spaces” (or “matroids”) was initiated about 
40 years ago in Whitney’s fundamental paper [7], where the point of departure 
is the axiomatic characterization of certain (set-theoretic) features of linear 
independence. Since then, and especially during the last decade, the study 
of independence spaces has been pursued very successfully by a large number 
of mathematicians; and the resulting body of knowledge is now recognized as 
a significant part of combinatorial mathematics, with striking applications to 
the theory of graphs and to transversal theory. 
In the present note, we introduce a special class of independence spaces, 
which we propose to call “circuit spaces” (and of which finite-dimensional 
vector spaces form a sub-class). We seek to establish the beginnings of a 
systematic theory of such spaces by examining, as far as we are able, their 
positive and negative properties and by elucidating, in particular, their 
relationships with the more familiar class of “truncated spaces.” No decisive 
breakthrough has yet been achieved; and the present account is offered as a 
brief preliminary survey of the ground. 
1. DEFINITION AND EXAMPLES 
Throughout, the independence structures considered will be defined on 
arbitrary (nonempty) sets. If d is an independence structure on the set E, 
then the pair (E, E) is called an independence space. Many technical terms 
in the theory of independence spaces can now be regarded as (almost) 
standard. We refer, in particular, to items [3, 5-71 of the bibliography for the 
definition of the terms left unexplained in the account which follows. For the 
reader’s convenience, we explicitly recall two particular constructions on 
independence spaces: truncation and contraction. Let (E, 8’) be an inde- 
pendence space, and let n be a nonnegative integer strictly less than the rank 
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of 6’. If G is the collection of independent sets of 6’ with cardinality not 
greater than n, then (E, 8) is called the “truncation of (E, 8’) at n.” Any 
space (E, 6) (of finite rank) obtained in this way from one of strictly higher 
rank is called a “truncated space.” (This is a slight departure from common 
terminology, and we should more accurately speak of a “properly truncated 
space ” in this situation.) 
Again, let (E, &) be an independence space, and let F C E, F J’- E. If 
L YE,tF is the collection defined by the equation 
t c,E\F = (x’ c E\F: X U B E 6 for some basis B of 6 ! F), 
then (El,F, 6 ,: E,F) is called the “contraction of (E, 8) to the set E\F.” Trunca- 
tions and contractions of independence spaces are themselves independence 
spaces. (The term “contraction” is used in more than one sense in the 
literature. The definition given here is equivalent to that used in [5], for 
example, although it is stated in a different form.) 
DEFINITION. An independence space (E, 6) is called a circuit space if 
every basis of 8 is contained in a circuit of 6. 
Since circuits are finite sets, it follows at once that every circuit space has 
finite rank. 
EXAMPLES. (1) Every vector space T;,(F) of finite dimension n > I 
over a division ring F is a circuit space. For, let {el, ,..., z.,), be a basis of 
V,(F). Then, for each K with 1 < K s: n, a relation 
where c1 and each 01~ lie in F, implies that 0~~ = ... == LY~-~ = ak+l = ... == 
a- 01 = 0. Therefore {z+ ,..., z’, , zyl + ... + v,,); is a circuit of I’,(F). 
I:(F) is also a circuit space provided F # GF(2). 
(2) If (E, &) is the truncation at n of an independence space (E, 8’) of 
rank n + 1, then (E, 8) is a circuit space. For, let B be a basis of 8. Then 
R E 8’ and so can be augmented to a basis C of 6”. Since C\(x) is a basis of B 
for every x E C, it follows that C is a circuit of 8; and thus (E, 6) is a circuit 
space. In fact, of course, any truncated space is a circuit space. For if its 
rank is n, and if it is the truncation of (E, &*) whose rank is greater than 1z 4 1, 
then it is the truncation at n of the truncation of (E, CT’*) at n + 1. 
(3) The only graphic independence space (whose underlying graph is 
undirected and without loops and multiple edges) which is a circuit space is 
one which consists of a single circuit. For, apart from isolated vertices, the 
underlying graph must be connected (since cycles are connected) and no 
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vertex can have valency greater than 2. We note as a corollary that the only 
graphic spaces which are truncated spaces are single circuits. 
(4) Let (E, 8) b e an independence space of rank n with the property 
that every circuit in E has the same cardinality, m say. Then either m < n, 
in which case no basis of d can be contained in a circuit, or m = n + 1, 
in which case every subset of E of cardinality n is independent and so, 
trivially, (I$ ~9) is a circuit space and indeed a truncated space. 
We conclude this section by observing that every independence space of 
finite rank is the restriction of a circuit space, in fact of a truncated space. 
For, let (E, 8) be an independence space of rank 71. Let w # E and put 
E’ = E u {w}. Let b* be the collection of all members of &together with all 
sets of the form X u {w] (X E 8). T runcate (E’, a*) at n to form (E’, 8’). 
Evidently (E, 6) is the restriction of (E’, 8’) to E. 
2. PROPERTIES OF CIRCUIT SPACES 
We shall now derive some simple properties of circuit spaces, not all of 
which will be stated formally as propositions. 
A circuit space can have no coloops. For, let B be a basis of &. Then, if 
(E, 6’) is a circuit space, there exists an element xa such that B u (xs} is a 
circuit. Let x E B. Then (B u {xg))\{ x is a basis of & which does not contain } 
X. Thus x is not a coloop. However, the nonexistence of coloops is certainly 
not sufficient for (E, 8) to be a circuit space. For example, the cycle structure 
of K4 is coloop-free, whereas the basis (a, b, f} (see Fig. 1) is not contained in 
any circuit. 
As we have seen, any truncated space is a circuit space. Therefore, in 
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following proposition asserts that the property of being a circuit space is also 
closed under the operation of contraction. 
PROPOSITION 2.1. The contraction of a circuit space is itself a circuit space. 
Proof. Let (E, 8) be a circuit space and let F C E, F + E. Let X be a 
basis of t”,?,,,>, . Then, if B is any basis of 8 1 F, S u B is a basis of 8. If 
X = JZ, then the rank of geE,r is 0 and any singleton subset of E\F is a 
circuit (containing the unique basis :Z of e,,,,); so that (E\F, eGEIF) is a 
circuit space. Suppose, then, that X f 7. Now there exists .v E E\(S u B) 
such that S u B u (x} is a circuit of 6’. If x E F, then, for any F ES, 
(S!{vj) u B u (~1. E 6 and so B u {x] E 6; which is impossible. Therefore 
XE E,,F. But then, for y E I’, (X\(l}) u {x) u B ~8 and so (X\(y)) u 
(x) E G y, ,c ) and hence is a basis of rYeElF . Therefore ,Ti u (x> is a circuit of 
B , :JE, F which contains S. 
An analogous result for truncated spaces is true, namely that the contraction 
of any such space is itself a truncated space. As this is probably well known, 
we omit the proof. Clearly, in view of the observation at the end of Section I, 
the property of being a circuit space is not closed under the operation of 
restriction. 
PROPOSITION 2.2. If (E, 6) is a circuit space and ever>1 singleton subset E 
belongs to 8, then & is nonseparable. 
Proof. Assume the contrary; and let 
E = El u Ez (E,,E,f ;7,ElnE,= :) 
and 
Let B be a basis of 8. Then B n El + 2, B n E, + !.I;, and these are bases 
of F 1 E, , 8 / E, , respectively. Since (E, &) is a circuit space, there exists 
x E E\B such that B u {x} is a circuit of 8’. If x E Ei, then (B n Ej) u {x) E 
8 1 Ei (; = 1,2); and we are led to a contradiction. 
However, (E, 8) is not necessarily a circuit space whenever B is non- 
separable: the cycle structure of K4 provides once more a counter-example. 
In passing, we refer to the work of Dinolt [4], who has shown that, if 8 is 
nonseparable of rank r on a set E of cardinality n, then the number of bases of 
8 is at least r(n -- r) + 1. Further, for any n, r with n > r, there exists 
exactly one nonseparable independence structure d on E with 1 E 1 = n, 
rank 8 = r, whose number of bases is r(n - r) + 1. In fact, this unique 
“minimal” space (E, 8) is a circuit space, and indeed a truncated space. 
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3. PROJECTIVE SPACES AND VECTOR SPACES 
We have not so far shown that there are any circuit spaces which are 
different from truncated spaces. Such circuit spaces do, however, exist, and in 
this section we shall exhibit a large class of these. It is not difficult to verify 
(with the aid of the Blackburn-Crapo-Higgs catalog [2]) that the smallest 
circuit spaces which are nontruncated contain seven elements. It is also a 
matter of routine to check that a circuit space of rank not greater than 2 is 
necessarily a truncated space. 
Although it treats a rather special situation, the proposition which follows 
may have some independent interest. 
PROPOSITION 3.1. A circuit space of rank at least 3 in which every 
basis lies in a unique circuit and which possesses at least two disjoint bases cannot 
be a truncated space. 
Proof. Let (E, ~9) be of rank n > 2 and have the stated properties. Take 
two disjoint bases, say (x1 ,..., x,}+ , (yr ,..., yn}+ of d and let the unique 
circuits which contain them be {x1 ,. . ., rn , x}+ , (yr ,... , yn , y>+ , respectively. 
Now, for some i with 1 <i <n, we must have y #xi, say y #x1. If 
(E, 8) is a truncated space, say the truncation at n of the space (E, 8’) of rank 
(n + I), then {x1 ,..., X, , x}+ and (yr ,..., yn , y}+ must be bases of 8’. 
Thus, one of {yj , .‘c* ,..., x, , x>; {y, xz ,..., X, , x> (1 <j < n), must be a 
basis of 8’ and hence a circuit of 6. But the only circuit of d which contains 
{x2 ,..., X, , x}+ is (2~~ , xq ,..., x, , x}, and x1 f yr ,..., yn , y. This yields the 
desired contradiction. 
The next proposition on vector spaces is an easy consequence of Proposition 
3.1. We shall omit the proof since it is an entirely routine one, and the 
assertion is a special case of a more comprehensive result proved indepen- 
dently below (in Proposition 3.6). 
PROPOSITION 3.2. The vector space VJGF(2)) of dimension n over the jeld 
GF(2) is not a truncated space for any n 2 2. 
In what follows, we shall find combinatorial geometries (independence 
spaces with no dependent doubletons) easier to handle than more general 
independence spaces. We shall recall, therefore, how to associate a unique 
(combinatorial) geometry with each independence space (E, 8) of positive 
finite rank, and shall then summarize the results which will be needed 
subsequently. 
Let us assume that (E, 8) has no dependent singletons (otherwise, we 
simply restrict 8’ to the subset of E consisting of the independent singletons). 
Define an equivalence relation N on E by the requirement that, for X, y E E, 
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x ~3’ precisely when x = y or {x, JJ} is a dependent doubleton of (E, 6). 
Denote by (x) the equivalence class containing s and by (E) the collection 
of all classes (x) for x E E. We define a collection, geom 6, of finite subsets of 
(E) in the following way. Let {x1 ,..., xp}+ C E and suppose it contains no 
dependent doubleton. Then {(NJ,..., (x&}+ E geom t: if and only if 
{x1 ,... , .v,J- E 6. We note that, if {xl ,..., xk}+ E G and x1’ E (x1), then 
{-Tl’, x2 ,..., .rh-jF E 6; thus the definition of geom 6 is meaningful. Also, 
evidently, ((E), geom 8) is a geometry, whose rank is equal to the rank of 
(E, L ). 
We shall make use of the following lemmas where verification is left to the 
reader. 
LEMMA 3.3. Let (E, 8) have rank not less than 2. Then it is a circuit space ;f 
and on+ if ((E), geom 8) is a circuit space. 
LEMMA 3.4. Let (E, 6) have rank not less than 2. Then it is a truncated 
space if and only if ((E), geom 6) is a truncated space. 
When (E, 6) is a vector space IJ’~(F) of d’ lmension n, over a division ring F, 
with the zero vector removed, then ((E), geom b), written geom V,(F), is the 
associated projective space, and the equivalence classes are the classes of 
proportional n-ads. We have already seen that I/,(F) is always a circuit space, 
and therefore by Lemma 3.3, so is its associated projective space. However 
we have the following result. 
PROPOSITION 3.5. d projective space of the form geom T’,(F), for n > 2 
and an! division ring F, is a nontruncated space. 
Proof. For typographical convenience, we shall write a,a, ... a,, without 
parentheses or commas for the set of all n-ads proportional to (al , a, ,..., a,). 
Assume that there is a set % of circuits of geom V,(F), each of cardinality 
n f 1, containing all bases of geom I,‘,(F) as their subsets, and themselves 
satisfying the basis-exchange property. Without loss of generality-, we may 
suppose that 
(i) [l 0 ... 0, 0 10 *.. 0, ..., 0 0 ... 0 1, 1 1 ... l} E ‘6 and, since 
(0 1 1 ‘.. 1, 10 1 .‘. 1, ..‘) 1 1 ... 0 1, 1 1 ‘.’ 1; 
is a basis of geom VJF), at least one of 
10 . ..o 
... (0 1 1 ... 1, 10 1 ... l)..., 1 1 ..’ 0 1, 1 1 .‘. 1 O 1 O 
loo ‘.’ 1 
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belongs to V. The first n - 1 choices are impossible (for n > 2). Therefore 
it must follow that 
(ii) {011~~~1,101~~~1,~~~,11~~~01,11~~~1,00~~~01)~~. The 
basis exchange applied to (i) and (ii) implies that one of 
01 1 .‘. 11 
... (0 1 0 **. o,..., 0 0 ~~~10,00~~~01,1  *.*I 1.P’ 1 1 } 
belongs to V; and none of these cases can occur. 
Proposition 3.5 and Lemma 3.4 together give the following result which 
generalizes Proposition 3.2. 
PROPOSITION 3.6. The vector space VJF) of dimension n over the division 
ring F is not a truncated space for any n > 2 and any choice of F. 
It is, of course, well known that, for k > 2, every projective space of 
dimension R is of the type geom V*+,(F) for some vector space VL+,(F) of 
dimension K + 1 and some division ring F. However, not every projective 
plane (projective space of dimension 2) arises in this way from a vector 
space; that is to say, “non-field-planes” exist (see, for example, [l, p. 881). 
Projective planes are combinatorial geometries (of rank 3) and it is readily 
verified that they are circuit spaces. 
In conclusion, we list a few open questions and suggestions for possible 
further investigations. 
(1) Is every projective plane nontruncated ? 
(2) How many nonisomorphic circuit spaces are there on a set of n 
elements ? 
(3) Which transversal spaces are cicuit spaces ? (A rather special class 
of transversal spaces which are truncations may be constructed in the follow- 
ing way. Let 1 E 1 = n > 4, and let r, K be positive integers such that 
1 < r < n, k < r, kr < n. If we partition any subset of E of cardinality kr 
into k subsets, each of cardinality T, say X1 ,..., X, , then the collection of 
all r-subsets of E different from X1 ,..., X, form the bases of a transversal 
structure 8 on E and, provided n # Y + 1, (E, E) is a truncated space.) 
(4) What can be said about the “presentations” of a transversal space 
which is also a circuit space ? (Trivially, since such a space has no coloops, it 
cannot be presented by more than n nonempty sets, where n is its rank.) 
(5) Can a strengthened form of the basis-exchange property be esta- 
blished for circuit spaces? (It is not true that circuit spaces in general are 
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base-orderable, since this is a property which is closed under the operation 
of restriction.) 
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