



Journal of Computational and Applied Mathematics 51(1994) 305-316 
Hermite predictor-corrector scheme for regular Volterra integral 
equations and for some integro-differential equations 
of turbulent diffusion 
Bui Doan Khanh 
Mathkmatiques, tour 46, Uniuersite Pierre-et-Marie-Curie, 4place Jussieu, 75252 Paris Cedex 0.5, France 
Received 12 December 1991; revised 23 September 1992 
Abstract 
In this paper, we present a Hermite predictor-corrector scheme for the nonlinear regular Volterra equations of 
the second kind, and some integro-differential equations of turbulent diffusion. The method developed here closely 
parallels the corresponding theory for ordinary differential equations. 
Keywords: Regular Volterra integral equations; Integro-differential equations; Numerical treatment; Hermite 
corrector formula 
0. Introduction 
There are many different numerical methods for solving the second-kind regular Volterra 
integral equations, mostly by a Runge-Kutta-type formula or by polynomial spline collocation, 
see [1,3-5,7,9] 
In this paper, we present a Hermite predictor-corrector scheme for the nonlinear regular 
Volterra equations of the second kind, and some integro-differential equations of turbulent 
diffusion. The method developed here closely parallels the corresponding theory for ordinary 
differential equations [S]; this method for ordinary differential equations is A-stable [8, p.791. 
1. Hermite predictor-corrector scheme for regular Volterra integral equations 
Consider the nonlinear Volterra integral equation of the second kind 
g(t) =f(t) + /$(t, S, f(s)) ds, 0 <t < T, (14 
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where g and K are smooth functions for 0 G s < t G T. If we differentiate (1.1) TZ times, we find 
g’“‘(t) =f’“‘(t) + c d”-l-’ K(j)(t, t, f(t)) + /:( $~(f, s, f(s))) ds, 
O<j<n dtn-‘-j n 2 1, 
where K(j) (t, t, f(t)) = ((aj/aP)K(t, s, f(s)>>,,,, 0 4 <n, see, for example, E4 PJ241. 
When n = 1, 2, Eq. (1.2) yields 
g’(t) =f’(t) +qt, t, f(t)) + /:( &K(r, s, f(4)) ds7 (1.3) 
g”(t) =f”(t) + $K(t, f(t)) + $K(t, $K(f, s, f(s)) 
(1.4) 
Then, consider a uniform partition of the interval [0, Tl: 
T 
O=t,< **. <t,_,<t,=T, ti-ti_I=h=--, l<i<N. 
When t = 0, Eqs. (l.l), (1.3) and (1.4) give the initial conditions f(O), f’(O), f”(O): 
g(0) =f(O), g’(0) =f’(O> + q07 0, f(O)), 
(1.5) 
g”(0) =f”(O) + ($K(r, t, f(r))) 
t=o 
+ ($K(r, s, f(sJ)),_,=o* (1.6) 
Now, consider a point t,, 1 < n <N, of the partition (1.5); we shall evaluate the values of f(t,), 
f’(t,), f”(t,). By induction, the values of f<ti>, f’(ti)p f”(ti). 0 < i < n - 1, are already cab- 
lated. Eqs. (l.l), (1.3) and (1.4) yield 
g( tn) =f(t,) + ik( t,, ST f(s)) ds, (1.7) 
g’(t,) =f’(t,) +qt,, t,, f(Q) + /:f -&(L s, f(s))) ds, (1.8) 




o $(f,, ST f(s)) ds. I (1.9) 
Then, we recall the approximation of a finite integral by Hermite corrector formula of order 
9 2 1 &?I: 
L%(s) ds= c /‘i F(s) ds= c c 
l<i<n ri-l 
Cj,qhj[ F”-l’(ti_,) + (- l)‘-lF”-l’(ti)], 
l<ign 1 GjGq 
(1.10) 
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where C, 4 = i, Cj+l,q = (4 -j)Cj,,/(2q -j)(j + l), 1 <j Q q - 1, and F is a smooth function. 
We get tke maximal error [2]: 
ILcnF(s) ds - c c C,,,h’[ F”-“(ti_,) + (- l)‘-‘F”-“(ti)] 1 
l<i<n lgj<q 
Th2q q! 2 
< 11 F(2q) II m- - 
I 1 2q + 1 (2q)! . 
Then, setting F,(S) =K(t,, s, f(s)), s E LO, t,l, Eq. (1.10) yields the appro~mation 
p(t,, s, f(s))ds 
g C [ih(Fl(ti_,) +F,(ti)) + &h”(Fi(ti-1) -F;(ti)) + &h3(FY(ti-,) +FY(ti))] 
lgi<n 
= c, + ;h(F,(t,_,) + F&J) + &h’(F;(t,-1) -Fl(tn)) + ibh3(F;(tn-1) +F;(tn)), 
(1 .ll) 
where 
Cl = C [ih(Fl(ti_,) +Fl(ti)) + &h2(F;(ti-1) -F;(ti)) + &h3(F;(ti-,) +FY(ti))I 
l<i<n 
and 
g(t,) =f(t,) + C, + $(F,(t,-,) +F,(t,)) + kh’(F;(t,-1) -F;(b)) 
+&v”(F;‘(t,_,) +F;‘(t,)). (1.12) 
Similarly, setting F,(s) = ((a/at)K(t, s, f(~))>~=~,, s E [0, t,], Eqs. (1.8) and (1.10) yield 
g’(t,) =.I=‘@,,) +Q, t,, f(t,,)) + C2 + if@?-@n-J +F2W) 
+ &h”(F;(tn_l) -F;(Q) + &h3(F;(tn-1) +F;(t,)), (1.13) 
where 
C,= C [~h(F,(ti_l) +Fz(ti)) + &h’(F;(ti-1) -F;(ti)) + &h3(F;‘(ti-1) +Fl(ti))]* 
19i<n 
With F,(s) = ((a2/at2>K(tn, s, f(~)))~=~,, s E [0, t,], Eqs. (1.9) and (1.10) yield 
g”(t,) =f”(t,) + ($(I, t, f(t),) + ($K(r, s, f(s))) + c3 t=t n s=t=t, 
+ th(F3(tn-l) + F3(t,)) + &h”(F;<tn-1) -Fj(tn>) + hh3(F;‘(fn-1) +Fi(tn)), 
(1.14) 
where 
C, = lcFcn [+h(F,(ti_,) +F3(ti)) + &h2(Fj(ti-,) -F;(ti)) •t Ah3(F3”(ti-,) +F;(ti))I* 
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Then, the set of Eqs. (1.12)-(1.14) is a nonlinear system of three unknowns f(t,), f’(t,), 
f”(t,), which can be solved by simple iteration, when h is sufficiently small. The starting values 
of f(t,), f’(t,>, f”(t,) for this iteration are given by Taylor’s formula: 
f(t,) =.f(t,-1) +hf’(tn-1) + ;h*f”k-I), 
f’(t,) E:f’(fn-1) +hf”(tn-I), f”(t,) =f”(t,_& 
(1.15) 
Such a method is analogous to the use of a predictor-corrector scheme for the numerical 
solution of ordinary differential equations. 
Convergence 
Let f, =f(t,), j’; -f’ (t,>, fl =f”(t,> be the solution of the nonlinear system (1.12)-(1.14) 
and 
Ei =f(Q -fi, .S; =f’(Q -fi’, &I =f”(fi) -fi”, (1.16) 
0 < i < IZ. We have Ed = 0, &b = 0, ei = 0. 
Eqs. (1.7) and (1.11) yield 
+ &h*(&'(ti_l) -F;(ti)) + &h3(Fy(ti-l) + F;‘(ti))) 
of + h C ‘YiK( 
O<i<?l 
t,, ti, f(ti)) +h* C PikK(tnT ti, f(ti))
O<i<n 
+ h3 C yi$K(t,, ti, f(ti>), 
O<i<n 
(1.17) 
where ai, pi, yi, 0 < i < it, are constant coefficients. In a similar manner, we get 
g(t,) =fn + h C aiK(tn7 
O<i<fi 
ti, fi) +h* C PigK(tnT ti, fi) 
Ogign 
Then (1.17) and (1.18) yield 
I &,I = I f(t,) -f, I Gh C I ai I I K(t,, ti, f(ti)) -K(tny tiy fi) I 
O<i<n 
(1.18) 
+h* C I~iI/~~(t,,‘i~f(ti))-$K(tn~ri~h)l 
O<i<n 
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Then we obtain 
Thzq q! 2 
+ )I F1(2@ Ilm7-- - I 1 2q + 1 (2q)! ’ where q=3. (1.19) 
C Iail IK(ln7 ti,f(ti))-K(t,Y ti7fi)I GcI C Iail If(ti)-fi I =‘I C IEily 
O<i<n Ogign Ogign 
where C, is a positive constant. We have 
s7 f(4)f’(4 
where aK/af is the partial derivative of the function K with respect to the third variable. We 
get 
$K(f,, ti, f(ti)) - $K(‘n, ‘i, fi) 
< $K(fn, tif(ti)) - $K(fn. ‘i, fi)
+ $K(tny ti, f(ti))f’(ti) - $K(fny ‘i, fi)fi’ 7 
$K(tn, tif(ti))f’(ti) - $K(tn, ‘iy .fi)fi’ 
+ $K(t,, ti, fi)f’(ti) - $K(tn, ti, fi).f; 
G c2 II f’ II I f(li) -_fi I + c3 I f’(ti) -f; I = c2 II f’ II I&i I + c3 I &i I* 
In a similar manner, we get 
sK(‘n7 ‘i, .f([i>) - $K(‘,y ti, fi) G cJ I &i I + c, I &i I + c, I &I I) 
where C,, C,, C,, C,, C, are positive constants. Hence, (1.19) yields 
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Hence, 
where L,, L,, L,, L, M,, M2, M3 and M are positive constants. By a well-known lemma (see, 
for example, [7, p.10111, we get 
(1.21) 
Hence, E, + 0, EL + 0, C: --) 0, as h + 0. 
Numerical example 
Consider the following Volterra integral equation [6, p.4001: 
f(t) + j:K( t, s, f(s)) ds =g(t), 0 <t < 5, (1.22) 
where g(t) = 2t + 3, K(t, s, f(s)> = (3 + 2(t - s>>f(s>, 0 < s < t G 5. The exact solution of (1.22) 
is 
f(t)=4exp(-2t)-exp(-t), OGtG5. 
By differentiating, we get 
(1.23) 
;qt, s> f(s)) = 2fW7 = W), 
s=t 
and K(t, t, f(t)) = 3f(t). Then, (1.0, (1.3) and (1.4) yield 
f(t) + jf(3 + 2(t -s))f(s) ds = 2t + 3, f’(t) + 3f(t) + 2@s) ds = 2, 
(1.24) 
f’l(t)+3f’(t)+2f(t)=O, o<t<5. 
Eq. (1.6) becomes 
f(0) = 3, f’(0) = -7, f”(0) = 15. 
Then, consider a uniform partition of 10, 51: 
(1.25) 
O=t,< .-* <t,_,<t,=5, ti-ti_,=h=i, l<i<N. 
Setting F,(s) = (3 + 2(t, - s)>fLs), s E LO, t,l, we get 
F;(s) = -2f(s) + (3 + 2(tn -s))f’(s), 
F;‘(s) = -4f’(s) + (3 + 2(tn -s))f”(s), s E [O, t,]. 
Eqs. (1.7) and (1.12) yield 
f(L) + /6”(3 + 2k -s))f(s) ds =&I), (1.26) 
f(t,) + c, + +h(FI(t,_l) +F,(t,)) + +,h’(F;(t,-1) -F;(t,)) + ikh3(F;(tn-d +F;(tn)) 
= 2t, + 3. (1.27) 
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where 
c, = c [$(F,(ti-,) +F,(tJ) + $z2(F;(t,_,) -F;(Q) + &h3(FT(ti-,) +Fl’(t,))]. 
lGi<n 
Hence, 
(1 + +h + fh2)f( t,) = 2 t, + 3 + ( $,h2 + $h”)f’( t,) - $h3f”( t,) 
- C, - (;h + &h2)f(t,_l) - (Ah2 + +h”)f’(t,_,) 
- &(3h3 + 2h4)f”(t,_,). (1.28) 
Similarly, with F,(s) = ((a/at)(3 + 2(t - s))f(s)),=,, = 2f(s), s E LO, t,l, Eqs. (1.8) and (1.13) 
yield 
f’(t,) + 3f(t,) + 2/ctn@) ds = 2, (1.29) 
f’(tn) + 3f(t,) + c2 + h(f(tn-l) +f(tn)) + ih2(f’(tn-l) -f’(tn)) 
+&h3(f”(t,_,) +f”(t,)) = 2, (1.30) 
where 
C2= C [h(f(ti-1) +f(ti)) + +h2(f’(ti-,) -f’(ti)) + &h3(f”(ti-l) +f”(ti))]* 
l<i<n 
Hence, 
(1 - fh2)f’( t,) = 2 - (3 + h)f( t,) - &h3f”( t,) - C, - hf( t,_ 1) 
- +h2f’(t,_,) - &h”f”(t,_,). (1.31) 
Eq. (1.9) becomes 
f”(t,) = -3f’(tn) - 2f(tn)* (1.32) 
The set of Eqs. (1.281, (1.31) and (1.32) is a nonlinear system of the three unknowns f(t,), 
f’(t,>, f”(tJ. Wh en h = A, the simple iteration gives the following result, by comparing with 
the exact solution (1.23): 
t = 1.0: z = 1.734616917750077. lo-‘, Z = 1.734616917750080. lo-‘, 
t = 2.0: z = - 6.207 272 768 167 962 . 10-2, Z= -6.207272768167599. 10-2, 
t = 3.0: z = - 3.987 205 966 119 972. 10-2, Z= -3.987205966119911.10-2, 
t = 4.0: z= -1.697378837713806*10-2, Z= -1.697378837712478.10-2, 
t = 5.0: z = -6.556347280029379. 10-3, Z= -6.556347280035924.10-3. 
2. Hermite predictor-corrector scheme for integro-differential equations 
Consider the integro-differential equation 
b(t)=u’(t)+a(t)u(t)+jbH(t,s)ds, 
(24 
H(t, s) = qt, s)u(t - s)u(s), u(0) = c, t E [O, T]) 
where the functions a(t), b(t) and K( t, s) are smooth for 0 G s G t G T, and c is a constant. 
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Equations of this type arise as model equations for describing turbulent diffusion, see [lo]. 
Recently, in [ll] the existence and uniqueness properties of the solution of (2.1) were given, 
and an implicit Runge-Kutta method for obtaining an approximate solution of (2.1) was 
introduced. 
We present a Hermite predictor-corrector scheme for (2.1). If we differentiate the integral 
Eq. (2.1), we find 
b’(t) = u”(t) + a’(t)u(t) +a(t)u’(t) +H(t, t) + j-j $H(t, s)) ds, (2.2) 




H(t, t) =K(t, t)u(O)u(t), 
($H(f, s)i,_ =u(t)( u(O);~(f, t> + u’(O)% t)), 
( $wT s)i,-, = u(t) u(O)&, t) + 2u’(o);qt, t) + u”(O)K(t, t) . [ 1 
Then, consider a uniform partition of the interval [0, T]: 
T 
O=t,<t,< ..a <t,_,<t,=T, ti-tj_,=h=z, l<i<N. 
When t = 0, Eqs. (2.11, (2.3) and (2.4) yield 
b(0) = U’(0) + a(O)u(O), U(0) = c, 
b’(0) = u”(0) + a’(O)u(O) + a(O)u’(O) + H(0, 0), 





Then we get the initial conditions 
U(O)) u’(O), u”(O), u”’ (0) . 
Now we shall evaluate u(t,>, u’(tJ, u”(tJ, u”‘(t,) at each point t,, 1 <n G N. By induction, 
the values of u(t,), u’(t,), u”(ti), u”‘(ti), 0 G i G n - 1, are already calculated. Then, setting 
F,(s) = H(t,,s) = k(t,,s)u(t, - s)u(s), s E [O, t,], Eq. (1.101, with q = 4, yields 
j:“H(t,, s) ds g c [+h(Fo(ti_l) +F&)) + &h2(F;(ti_,) -F&)) 
l<i<tl 
+&h3(F;;(ti_l) +F;(ti)) + &h4(Ft-“(ti_,) -&“(ti))]. (2.7) 
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Eqs. (2.1) and (2.7) yield 
b(t,) = u’(Q +a(t,)u(t,) + /:?I(f,, s) ds 
=U’(tn> +a(t,)u(t,) + C [+h(FO(ti-l) +FO(ti)) + $h2(FA(ti-*) -FA(ti)) 
l<iG?l 
+ $z3(F;r(ti_,) + F;;(tJ) 
+&z4(F;l’(ti_J -qyt,))]. (2.8) 
Similarly, setting F,(s) = (a/at)H(t, s>>,=,~, s E [0, t,], (l.lO), with 4 = 3, yields 
b’(t,) = u”(tJ + a’(t,)u(t,) + a(t,)u’(t,) +H(t,, t,) + /j $H(f,, s)) ds 
= Ld’(t,) + u’(t,)u(t,) + u(t,)u’(t,) +H(t,, t,) 
+ lcF<n [th(Fl(ti-l) +Fl(ti)) + ikh2(Fi(ti-l) Fl(ti)) 
. . 
+&h3(F;(tj_l) +Fr(ti))]* 
Similarly, setting F2(s) = (a2/at2>H(t, s>jfzfn, s E [0, t,], Eq. (1.101, with 4 = 2, yields 
(2.9) 
b”(t,) =zP(t,J +a”(t,)u(t,) +2u’(t,)u’(t,) +a(tn)u”(t,) + ( d ;H(t, t) L” 
+ ($H(ty so)_ + I<~cn[ih(F2(‘il) +F2(ti)) + iih2(Fi(ti-l> -F;(ti)>ls _ _ 
(2.10) 
We get the following equation by the Hermite correction formula [2]: 
L&J = u(t,_,) + $z(u’(t,_,) + U’(Q) + &h2(U”(t,J -U”(&)) 
+ $z3(U”‘(tn_J + LL”‘(tJ). (2.11) 
Then, the set of Eqs. (2.8)-(2.11) is a nonlinear system of four unknowns u(t,), u’(tn), u”(tn), 
I”‘, which can be solved by simple iteration. 
3. Numerical example 
Consider the following example of [ll]: 
u’(t) + u(t) - $/‘u(, -s)u(s) ds = 30(1 + t) cos(3t), 0 G t < T = 4, u(0) = 0. (3.1) 
0 
We have 
H(t, s) = -$u(t - s)u(s), K(t, s) = -$, 
a(t) = 1, b(t) = 30(1 + t) cos(3t), forallO9s~~t4. 
The exact solution of (3.1) is 
u(t) = 10 sin(3t), 0 < t G 4. (3 4 
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Eq. (2.6) yields 
u(0) = 0, u’(0) = 30, u”(0) = 0, u”‘(0) = -270. 
We get 
H(t, t) = - ~u(O)u(t) = 0, 
$N(t, S) = - $L(s)u’(t -S), -+(r, t) = - l&L(l), 
&z(r, S) = -$+)u”(t-s), -$I(& t) = 0. 
(3.3) 
(3.4) 
Then (2.8) becomes 
30( 1 + t,) cos(3tJ = u’( t,) + u( t,) + c, 
+ [ ~qw,) + 40,)) + ~~2(mO) -WI)) 
+&h3(F;((t,) +F;;(Q) + &jh4(F;I’(t,) -F;;‘(Q)] 
+ [+h(FO(tn-l) +FO(tn)) + &h2(FA(tn-l) -Fh(tn)) 
+&Jz3(F;;(tnJ +Fo”(tJ) + &h4(F;I’(tn_1) -F;“(t,))], (3.5) 
where F,(s) = - @t, - s)u(s) and 
C,= c [;hp&-,) +&I(4)) + &h2(4x4-,) -G(4)) 
Z=si<n 
++$3(F;l(ti_l) +F;;(t,)) + &h4(F;;‘(tj_J -F,“‘(Q)]. 
Eq. (2.9) becomes 
30 cos(3tJ - 90(1 + t,) sin(3tJ = u”(tJ + u(t,) + C, 
+ [ih(F,(tn-I) +Fl(tn)) + i?lh2(F;(tn-l) -F;(tn)) 
+ is3(~l’(4-1) + F;)(fn))l 
+[ih(Fl(tn-l) +Fl(tn)) + &h2(Fl(tn-l) -F;(tn)) 
+ &h3(qyfn-J + F;‘(Q)] 7 
(3.6) 
where F,(s) = ((a/at)H(t, s)>~=~, = - $‘(t,, - s)u(s), and 
Cl = C [+h(F,(ti_,) +F,(fi)) + +jh2(F;(ti-l) -F;(ti)) + &jh3(F;l(ti-l) +F;‘(tL))]* 
2<i<n 
Eq. (2.10) becomes 
- 180 sin(3f,) - 270(1+ tn) cos(3t,) 
= u”‘(f,) + u”(t,) - 18u(t,) + C, 
+ [th(F,(4A + F,(h)) + ik~2(wo) - WI))1 
+[;h(F,(L_,) +F,(&J) + ikh2(W-d -wn,,L (3.7) 
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Table 1 
t h=O.l h = 0.05 h = 0.025 h = 0.01 
0.5 6.91.10-’ 1.08.10-’ 1.69.10-‘* 6.91.10-I3 
1.0 2.25.10-6 3.52.10-’ 1.51’10~“’ 2.24. lop” 
2.0 1.40.10-5 2.19.10-’ 3.42,10-9 1.40. lo-” 
3.0 9.16.10-5 1.43.10-6 2.23.10-’ 9.38.10-” 
4.0 5.97.1oP 9.35.10-h 1.46.10-’ - 6.08.10 ‘* 
where F,(S) = ((@/at*)H(t, s>)~,~, = - $~“(t, - S)U(S) and 
c, = c [tqF,(L,) + F*(4)) + ilZh2(W-l) -F;(4))] * 
2Ci<n 
When IZ = 1, from (3.5)-(3.7) and (2.111, we get 
u’(h) = 
b(h) - u(h) + +Jz*U’(o)u(h) + &h”(3U’(O)u”(h) + U”‘(O)U(h)) 
1 + &h%‘(O) 
7 
u”(h) = 
b’(h) - u’(h) + 0.3 hu’(O)u( h) + 0.005 h3u”‘(0)u(h) 
1 + 0.005 h%&‘(O) 
> 
u”‘(h) = b”(h) -u”(h) + l&L(h) + 0.05 h2(u’(0)u”(h) + u’“(O)u(h)), 
u(h) = U(0) + @(u’(O) + u’(h)) + ++z2(U”(0) -u”(h)) + &jk+“‘(O) + U”‘(h)). 
Then we get the values of u(h), u’(h), u”(h), I”‘, by simple iteration based on (3.8). 
With h = 0.025 and these values of u(h), u’(h), u”(h) and u”‘(h), a simple iteration based on 
(3.5)-(3.7) and (2.11) gives the following result, by comparing with the exact solution (3.2): 
t = 0.5: z = 9.974 949 866 209 917, z = 9.974 949 866 040 545) 
t = 1.0: 2 = 1.411200 81150 157, 2 = 1.411200 80 598 659, 
t = 2.0: t = - 2.794 154 978 564 984, Z = - 2.794 154 981989 344, 
t = 3.0: z = 4.121184 874 810 721, 2 = 4.121184852417744, 
t = 4.0: z = - 5.365 729 033 884 842, Z = - 5.365 729 180 004 605. 
In Table 1 the resulting errors are shown, while those of [ll] are shown in Table 2. Thus, our 
method is more accurate than the fourth-order implicit Runge-Kutta method of [ll]. 
The programs for this method can be obtained from the author. 
Table 2 
t h=O.l h = 0.05 h = 0.025 
0.5 3.99.10-S 2.36.10-6 1.44.10-7 
1.0 6.85.10p5 4.31.10-6 2.99.10-’ 
2.0 7.24.10p4 4.54.10-5 2.84.10-6 
3.0 4.29.10W3 2.68.10-4 1.68.10-5 
4.0 2.84.10-’ 9.59.10-3 1.12.10-4 
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