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Abstract  
We propose a method to track the iris surface deformation in image sequences captured by a special infrared 
illuminated high-speed camera using elastic graph matching. A circular grid elastic graph (iris graph) to track 
the iris radial and circular movement of pupillary activity caused by varying lighting conditions is introduced. 
We compare the phase similarity with the magnitude similarity for tracking iris features and we also relate the 
determination of the weight of topography preservation in the similarity cost function to the amount of 
movement of the object being tracked. The algorithm is tested with a series of synthetic iris images and a series 
of real iris images. We show that the deformation of the iris surface area during the constriction of the pupil 
operates mainly in the middle and the peripheral parts of the iris and that this deformation is non linear. 
Keywords: Iris movement, iris recognition, elastic graph matching, Gabor filters, tracking   
1 Introduction 
The role of the iris has become increasingly important 
compared to many other biometrics in many human 
recognition systems [1]. This is because of the 
exceptionally unique characteristics of the irises of 
every individual. However, one of the problems this 
technology still needs to address is its sensitivity to 
variations in the pupil size [2]. Since our pupil size 
fluctuates all the time as it responds to the ambient 
brightness conditions, chances of capturing images of 
the same person with a different pupil size are high 
[3]. This would affect the performance of iris 
recognition systems. For example, in a verification 
scenario, if the iris image captured on the spot 
registers a pupil size very different from the pupil size 
of the original iris image captured during the 
enrolment, the verification may fail. 
There are several ways to deal with the problem. One 
way is to ensure that the iris image captured during 
the recognition stage has the same as the pupil size as 
the one captured during the enrolment stage. However, 
this is not a feasible solution because of the constant 
fluctuation of pupil size with the existence of light. 
Furthermore, the size of the pupil is also controlled by 
other factors. For example, a drowsy person or a 
person who has been affected by certain drugs will 
have a different pupil size [3]. Another way to address 
the problem is to study and model the physiology 
behaviour of iris surface deformation for various 
irises. Such a model can be integrated into iris 
recognition systems to improve their performance.  
In this paper, we introduce a method for iris surface 
deformation tracking using the Elastic Graph 
Matching (EGM) algorithm. This algorithm was 
initially proposed for translation invariant object 
recognition [4]. This algorithm has also been 
successfully applied to face and gesture recognition [4, 
5]. The robustness to varying face position and facial 
expressions (e.g. smile, cry, and laugh) of EGM 
algorithm has inspired us to use it to track a 
deformable object like the iris surface. The algorithm 
then uses the convolution coefficients of an image 
with a family of Gabor wavelets of different 
frequencies and orientations to compare the similarity 
between two objects. These convolution coefficients 
are referred as Gabor wavelets’ responses.  EGM has 
also been extended to Morphological Elastic Graph 
Matching for face tracking purposes [6], where 
instead of using the Gabor wavelets’ responses, it uses 
responses from various morphological operations.  
In brief, EGM algorithm is a basic process to compare 
graphs with images and to generate new graphs. A 
single labelled graph is matched onto an image. This 
labelled graph has sets of convolution coefficients 
extracted from the image by a family of wavelets 
where each set is centred on one image point. The sets 
are referred to as jets and are arranged in a particular 
spatial order. The image jets initially have the same 
relative spatial arrangement as the graph jets, and 
each image jet corresponds to one graph jet. The 
similarity of the graph with the image is simply the 
average jet similarity between image and graph jets. 
The graph is allowed to translate, scale and distort to 
some extent, resulting in a different selection of image 
jets to increase the similarity. The distortion and 
scaling is limited by a penalty term in the matching 
cost function [5]. Our experiments show that this 
penalty term plays an important role for the elastic iris 
graph.  
The paper is organized as follows. In the next section, 
we provide the details of our iris surface tracking 
method. In section 3, experimental results are 
presented and discussed. The conclusions are given in 
section 4. 
2 Method for Iris Surface Movement 
Tracking 
The iris surface tracking process consists of four steps, 
as follows: 
(i) Pre-processing the iris image to determine 
the iris parameters.  
(ii) Constructing the elastic iris graph and 
locating the graph on the iris in the image. 
(iii) Performing image Gabor transformation. 
(iv) Tracking the iris surface deformation 
between two consecutive images in a 
sequence using elastic graph matching.   
This section describes these four steps. 
2.1 Iris Image Pre-processing 
The iris images to be processed are captured from a 
video sequence. This consists of a series of iris images 
of increasing or decreasing pupil size. In some cases, 
unwanted eye blinking may be captured in a video 
sequence. We eliminate those images by exploiting 
the fact that the total grey level value of an image 
with the blink is much higher than the one without the 
blink. By assuming the first few images are good 
quality images (i.e. consist of sufficient iris surface 
area for tracking), we calculate an average sum of the 
grey level values, A, of these images from the video 
sequence, as in equation (1). The sum of the grey 
level values of current image being processed is 
calculated using equation (2). We exclude the image 
if its average grey level value is larger than a certain 
threshold, t, given by equation (3). 
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Where ny and nx are the rows and columns in each 
image.  N is the number of images and we used N=5 
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For each iris image, we determine the centre and the 
boundary of the limbus and the pupil. We use our 
previous work in [7] for this purpose. In summary, we 
first find the initial centre of the eye by exploiting the 
circular symmetry property of the pupil. Then, we 
identify the limbus sectors (which is the area of an iris 
between the upper and lower eyelid that contains the 
transition from the limbus to the sclera). Next, we 
transform the image into a polar coordinate 
representation and determine the limbus and pupil 
edges by zero crossing. We use the detected candidate 
points of the limbus and pupil to estimate the 
parameters of the pupil and limbus models. We model 
the limbus with a circle and model the pupil boundary 
with an ellipse.  
2.2 Elastic Iris Graph 
An elastic graph is a set of nodes connected by edges. 
The edges are used to code the topography (i.e. where 
the features of interest are located) and are labeled 
with distances. Each node is labeled with a jet. Such a 
local description of, for example, a specific iris 
feature can be used to search for the same or a similar 
feature in the subsequet image (we give more about 
this in section 2.3). Thus, the geometry of an object is 
encoded by the edges while the grey value distribution 
is patchwise encoded by the nodes. 
An elastic graph can take various geometry structures. 
A rectangular grid graph or a face graph is generally 
used in face recognition. The nodes of a face graph 
are located at points of interest such as face contour, 
eyes, nose and lips. Since the iris has a circular shape 
and its movements are in the radial and circular 
directions, to track these two movements effectively, 
we introduce an iris graph, which is a non-regular 
grid graph as shown in Figure 1.  
 
Figure 1. Example of an 18x5 nodes iris graph.  
The graph nodes are the intersection points between 
radial lines (seperated by a fix angle oθ ), and piece-
wise linear concentric circles (seperated by equal 
intervals, r, in pixles). The origin of the system is 
places at the centre of the iris. Each meridian has the 
same number of nodes. We determine the number of 
nodes by dividing the smallest radial iris length with a 
fixed radial spacing (in pixel). Then, we equally space 
the node radially for each meridian from the limbus to 
the pupil edge. Figure 1 shows an example of such a 
grapgh consisting of 18x5 nodes, with o20=θ and r = 
20 pixels. 
2.3 Gabor Transformation of Images 
As mentioned in the previous section, each node of 
the elastic graph is a jet and EGM uses jets between 
two images to determine their similarity.  We extract 
the jet from the Gabor wavelet tranformation of an 
image. Since Gabor tranformation is computationally 
expensive, we reduce the processing time by limiting 
to the area containing the iris. We use the limbus 
centre to register and align the position of the eye. 
A Gabor wavelet is a complex sinusoid multiplied by 
a two dimensional Gaussian. When a function is 
convolved with a Gabor wavelet, the frequency 
information near the centre of the wavelet is captured, 
and frequency information far away from the centre of 
the Gaussian is filtered out. In order to describe the 
frequency information of a local feature in an image 
accurately, it is necessary to convolve the pixel values 
of that location of an image with a variety of Gabor 
wavelets. Gabor wavelets can take a variety of forms. 
We employ the Gabor formulation of Petkov and 
Kruizinga [8] and this may be written as: 
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where χ  =(x,y) specify the position of a light impulse 
in the visual field. The parameters γσϕθλ ,,,, of 
equation (4) are the wavelengths, orientations, 
frequency offsets, standard deviation of the Gaussian 
factor and the spatial aspect ratio of the Gabor 
wavelet respectively. For simplicity, let us 
denote ( ) ( )χχ γσϕθλ ,,,,gg j = , with the subscript, j, refers 
to the combination of these parameters. 
Let I( χ ) be the grey level distribution of the input 
image. Convolving a Gabor function, ( )χjg , with the 
image at location χ  gives a jet ( )χjJ  that describes a 
small patch of grey values around that pixel location: 
( ) ( ) ( )χχχ jgIjJ  ∫=                  (6) 
The integral here produces complex coefficients ( )χjJ  of a jet that consists of real ( ) rja  and imaginery 
( )
 
i
ja parts. This complex coefficient can be 
represented in polar coordinates having a total 
magnitude of ( )χja  and phase angle of ( )χφ j  and 
using equations (7) and (8).  
( ) ( )22 ijrjj aaa +=                         (7) 
( )
( )







−
+
=
2/
2/
/arctan
/arctan
pi
pi
piφ
r
j
i
j
r
j
i
j
j
aa
aa
    
0&0
0&0
0
0
<=
≥=
<
>
i
j
r
j
i
j
r
j
r
j
r
j
aa
aa
a
a
        (8) 
2.4 Tracking Using Elastic Graph 
Matching (EGM) 
The idea behind of the EGM algorithm is the concept 
of Dynamic Link Architecture. It exploits the 
correlations in the fine-scale temporal structure of 
cellular signals, in order to group neurons 
dynamically into higher order entities, where these 
entities represent a very rich structure [4, 5]. The 
graph matching algorithm tries to find a position for 
each node of the graph which maximizes the feature 
similarity and minimizes the topography costs at the 
same time. The rigidity or flexibility of the graph can 
be determined by weighting the topography costs in 
the overall cost function.  
The EGM algorithm consists of two phases. The first 
phase is called a Global Move, where we try to 
approximate the best matching position by not 
allowing distortion of the graph. This means that each 
time we move the graph on the image we are moving 
all nodes uniformly. The second phase is called Local 
Move, where we allow each node to move 
individually to a new position around its search 
neighbourhood that has the maximum feature 
similarity. 
Before we go into the mathematical details of the 
EGM algorithm, let us define the first iris image 
frame  presented to the algorithm to be I
 
and the next 
frame with slightly deformed iris to be I’. With the 
assumption that the iris surface deformation is small 
(e.g. 4ms interval between two frames), EGM 
algorithm is able to identify the most matching 
position of each of the nodes of the iris graph in the 
new image. We use the distorted iris graph from the 
previous tracking as the initial iris graph for the 
tracking of subsequent frames. The direction and 
magnitude of displacement information of each node 
is used to decide certain parameters (describe below) 
of EGM tracking algorithm. 
In matching a landmark in image I to I’, we use two 
similarity functions: a similarity based on Gabor 
wavelet response ( vS ) and a similarity based on the 
geometry topography ( eS ) and a cost function totalC  
introduced in Martin et. al. works [3]: 
vetotal CCC += κ              (9) 
where       
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vC  is the cost relating to the Gabor jet similarity and 
eC is the cost relating to the connecting edges at the 
nodes of the iris graph. The κ in equation (9) controls 
the topography of the elastic graph. Small κ  values 
allow the graph to distort while large κ values make 
the elastic graph more rigid. The choice of κ  depends 
on the amount of movement or deformation. If the 
movement between frames is large, then a smaller 
κ value should be used. We discuss the choice of κ in 
section 3. 
During the matching, we try to preserve the 
topography between the iris graph in I and iris graph 
in I’. This is imposed by allowing minimum change to 
the edge distance of the connecting nodes. The 
connection between nodes iχ  and jχ in iris graph is 
labelled as Euclidean distance vector: 
                       ji -  χχ=∆ ∈Eij                 (12) 
where E is the set of edges in the iris graph. The 
labels of the iris graph in I are compared to those in I’ 
by a quadratic comparison function, eS : 
                   ( ) ( )2
,
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The square term ensures that the Euclidean distance is 
positive value and helps to differentiate the nodes 
with small Euclidean distance from those nodes with 
large Euclidean distance from their connecting nodes. 
The similarity based on Gabor wavelet response, vS  
can be devided into two measures: magnitude 
similarity ( aS ) and phase similarity ( φS ). The first 
measure’s results is a similarity measure based on the 
covariance of the magnitudes: 
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where M is the number of Gabor wavelets, 
while ja and ja' are the magnitude of Gabor wavelet 
response in polar coordinate (see equation 7) for 
image I and I’ respectively. 
This method is tolerant of small displacement. It 
measures the energy of the frequency responses and is 
unaffected if the frequencies are out of phase. Hence, 
we use this similarity for global move to position the 
iris graph in image I’ more accurately. In global move, 
we let the topography of the graph to be unchanged. 
Thus, eC is zero in this case. Since the phase 
information is excluded, the measure can be easily 
confused and may respond to an incorrect spatial 
feature. Hence, we use the second similarity measure 
( φS ) for local move, to improve the localisation of the 
nodes of the iris graph in image I’.  
A Gabor wavelet responds strongly to edges if the 
direction is perpendicular to its wave vector, but when 
hitting an edge, the real and the imaginary parts 
oscillate with the characteristic frequency instead of 
providing a smooth peak. Since phase varies rapidly 
with displacement, jets taken from an image a few 
pixels apart from each other have very different 
coefficients, although they represent almost the same 
local feature. This allows us to discriminate between 
patterns with similar magnitudes. Indeed, the phase 
similarity measure also based on the magnitude 
response, but these values are weighted by the 
similarity of phase angles. Thus high scores are 
achieved only when both the magnitude and phase 
angle are similar. This measure effectively computes a 
similarity between -1.0 and 1.0. 
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During the local move graph distortion, with the 
assumption that the displacement is not too big, we 
define a search area of ( yx ∆±∆± , ) around each node 
for iris graph in I’. For simplicity of explanation, let 
us consider matching a node at χ  in I to I’ only. We 
compute the φS  and eS  around the defined 
neighbourhood of χ  in I’, and the cost totalC  for each 
pixel in the defined search neighbourhood area. We 
identify the pixel position that constitutes a local 
minimum of totalC  as the most matching pixel 
location to node χ  in I. Each node in the elastic 
graph is visited sequentially and in random order until 
all the vertices in the graph have found their new 
position. The label (i.e. the edge’s Euclidean distance) 
vector is updated dynamically.  
The distorted iris graph is then used as the initial 
graph for I’ and I’+1. The direction and amount of 
displacement of each node in previous tracking is 
used to estimate the displacement of the node in next 
frame. The amount of displacement is also used to 
determine the size of the search neighbourhood and 
the parameter κ of a node in the next frame tracking.  
3 Experimental Results 
We tested the proposed method on a sequence of 
synthetic iris images with dilating pupil size. The 
circular band with darker grey colour is the pupillary 
region and the circular band with lighter grey colour 
is the ciliary iris region. The size of the synthetic iris 
image is 256x256. The iris graph consists of 4x5 
nodes, which has a radial spacing of 20 pixels apart 
starting from the limbus edge and o20 spacing starting 
from  o150 to o210  as measured from the positive x-
axis with the origin at the centre of the iris,  as shown 
in Figure 2a. In first test, we dilated the pupil by five 
pixels for each frame and moved the features in a 
radial direction linearly. All the features have been 
moved about three to ten pixels in their radial 
direction, with features closer to the pupil edge moved 
more than features closer to the limbus edge. The 
radius of the neighbourhood search size should be at 
least twice the size of the expected object's 
displacement. In this case, we also tried using a 
denser iris graph of 4x10 nodes (as shown in Figure 
3a) with a radial spacing of 10 pixels and circular 
spacing of o20  starting from  o150 to o210  to 
determine the sensitivity of the algorithm to the grid 
size.  
In the second test, we introduced nonlinear circular 
movement of the middle two synthetic iris features by 
additional ooo 12,6,4 apart. We used an iris graph of 
4x10 nodes for this test. In third test, we evaluated the 
sensitivity of the algorithm by tracking the features in 
every other frame and compared this result with the 
result of frame-by-frame tracking. Finally, we tested 
our algorithm with a series of real iris images. 
The parameters of the Gabor wavelets used in this 
algorithm are:- { }16,88,8,24,4∈λ , 
8/µpiθ = where 7,...,0=µ , 1=γ  and 
{ }4/,4/ pipiϕ −=  where 4/piϕ −=  is thought to be 
the real part of the wavelet and 4/piϕ = is thought to 
be the imaginary part of the wavelet. This created two 
wavelet masks that are mirror image of each other. 
We used a circular wavelet support ( 1=γ ) to ensure 
the wavelet responses of a node has an equal effect of 
surrounding movement of the node. The size of the 
wavelength λ  depends on the resolution of the image 
and how much surrounding features we want taken 
into account. Reducing the λ value helps the local 
features to stand out during image localisation, while 
increasing this value help in tracking the movement of 
homogeneous regions. This yields eight orientations, 
five frequencies, and two phases for a total of 80 
different wavelets (40 complex convolution values). 
As mentioned in section 2.4, the value of κ  depends 
on the amount of movement of the node and the value 
of eS  as given by equation (13). Since φS  is a value 
between -1 to 1, then κ should be a factor that brings 
eS   to a value between 0 and 1. This depends on the 
amount of distortion allowed for a node. For the 
synthetic images, we used 310−=κ  for nodes that 
have distortion less than 10 pixels and 510−=κ  for 
nodes that have distortion of 10 pixels or more.  
Test one tracking results are shown in Figure 2. Most 
of the nodes of the iris graph are located on the edge 
of the synthetic iris features. We can notice from the 
results that most of the nodes are remained at the 
same edge location of the synthetic iris features after 
tracking. The tracking result is compared with their 
known displacement, and we found errors of less than 
1.5 pixels for most of the nodes. The result of the 
second test is shown in Figure 3. The algorithm is 
able to track non-linear circular object’s movement. 
However, as we can notice, the algorithm fails to 
track the middle iris feature at o210 of Figure 3d. This 
is because the algorithm tracks the middle iris feature 
at o150 first then updates its new location. This new 
position has increased the edge distance between the 
node of the feature at o210 and the feature at o150 , 
and this large change has caused the algorithm to fail 
to track that feature. In order to address this problem, 
the phase similarity should be given more weight than 
togograpghy similarity by setting a smaller κ  value 
for that node. We did not find any significant 
difference for the third test between the results of 
frame-by-frame tracking and every other frame 
tracking. The two tracking results are identical for 
these synthetic images. Therefore, the algorithm is not 
sensitive to its initial graph for small displacements.  
  
(a)  (b) 
  
(c)  (d) 
Figure 2. Results of the 1st test. Iris features are 
moved linearly in the radial direction from (a) to 
(c). Figure (d) shows the final deformed graph. 
 
Figure 3. Results of the 2nd test. The two middle 
iris features are moved non-linearly in circular 
direction from (a) to (d). 
Figure 4 gives the tracking results of a series of real 
iris images. We only performed the tracking on the 
lower right quadrant of the iris surface. The full image 
resolution is 1024x1024 and the image size after pre-
processing and cropping is 400x400. We used 
310−=κ for nodes within the ciliary iris region (i.e. 
radial nodes one to five from the limbus edge) 
and 510−=κ for nodes within the pupillary region (i.e. 
radial nodes six to eight from the limbus edge). We 
used an iris graph of 8x8 nodes with a radial spacing 
of 30 pixels apart and o10  spacing starting from 
o280 to  o350 . We can see that the graph’s nodes 
located at the iris features remained attached to the 
nodes during the tracking. We found that there is no 
significant cyclo-rotation of iris surface movement. 
We also found that the iris surface area increases 
during constriction are mainly from the middle and 
the peripheral parts of the iris. This gain seems to be 
linear until the pupil loses it ellipticity, as we can 
notice the surface gain of peripheral iris area between 
oo 300~280  is greater than the surface gain of 
peripheral iris area between oo 350~310 .   
4 Conclusions 
In this paper, a method for tracking 2D iris surface 
movement using Elastic Graph Matching is presented.  
The algorithm uses an iris graph that allows us to 
track radial and circular movements of iris features. 
The initialization of the iris graph is based on the 
results of the pre-processing stage. We tested the 
algorithm on a series of synthetic iris images with 
known movements and the algorithm gives an overall 
tracking error of less than 1.5 pixels compares to their 
known displacements. We also tested the algorithm 
with a series of real iris images. We found that the iris 
extends its surface area from the middle part of the 
iris during pupillary constriction. The obtained 
tracking results show that this method is able to track 
the iris surface deformation during pupillary activities. 
This is an on going research and for future work, a 
method to determine an appropriate value for κ based 
on  the values of radial edge distance and elliptical 
edge distance (i.e. the edge distance between two 
nodes separated by a large angle) to encounter the 
problem of significant change in edge distance of 
circular connecting nodes. 
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