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Abstract
This paper considers the Poisson equation for general state-space Markov chains in
continuous time. The main purpose of this paper is to present specific bounds for the
solutions of the Poisson equation for general state-space Markov chains. The solutions
of the Poisson equation are unique in the sense that they are expressed in terms of
a certain probabilistically interpretable solution (called the standard solution). Thus,
we establish some specific bounds for the standard solution under the f -modulated
drift condition (which is a kind of Foster-Lyapunov-type condition) and some moderate
conditions. To demonstrate the applicability of our results, we consider the workload
processes in two queues: MAP/GI/1 queue, and M/GI/1 queue with workload capacity
limit.
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1 Introduction
In this paper, we consider an ergodic continuous-time Markov chain {X(t); t ∈ R+ :=
[0,∞)} with a topological state space X and extended generator A (which is formally de-
fined in the next section). Let {P t; t ∈ R+} denote the transition semigroup of the Markov
chain {X(t)}, i.e.,
P t(x,A) = Px(X(t) ∈ A), t ∈ R+, x ∈ X, A ∈ B(X),
where Px( · ) = P( · |X(0) = x) and B(X) denotes the Borel σ-field on X. For later use,
we introduce some conventions. Let R denote the set of all real numbers. For any function
f : X → R, let |f | denote a function X → R+ such that |f |(x) = |f(x)| for all x ∈ X. Let
〈ν, f〉 =
∫
x∈X
ν(dx)f(x) for any measure ν on B(X) and any real Borel (measurable) function
f on X, .
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In this paper, we consider the Poisson equation for the Markov chain {X(t)}:
−A h = g − 〈π, g〉 , (1.1)
where g : X → R is a given Borel function, and where π is the invariant probability mea-
sure of {X(t)}. Poisson equation (1.1) and its variants appear in various studies on Markov
chains [24], such as the functional central limit theorem ([11], [31, Section 17.4]), stochastic
approximation algorithms [23, 27], perturbation analysis [5, 4, 17], and augmented truncation
approximation [18, 19, 26].
We now suppose that | 〈π, g〉 | <∞. We then define h(g) as a function X→ R such that
h(g)(x) = Ex
[∫ τα
0
g(X(t))dt
]
− 〈π, g〉Ex[τα], x ∈ X, (1.2)
where τα := inf{t > 0 : X(t) ∈ α,X(t−) 6∈ α} is the first return time to an atom α ∈ B(X)
(see Condition 2 below). The function h(g) is a solution of Poisson equation (1.1), which
follows from Proposition 2.1 below and [2, Theorem 3.1].
It is known [11, Proposition 1.1] that if h is a solution of (1.1) and 〈π, |h|+ |h(g)|〉 < ∞
then, for any c ∈ R,
h(x) = h(g)(x) + c for π-almost everywhere x ∈ X.
Therefore, the solutions of Poisson equation (1.1) are unique except the constant term if they
are absolutely integrable solutions with respect to π. In addition, according to (1.2), h(g)
is probabilistically interpretable and thus is tractable. From these reasons, we focus on the
solution h(g) hereafter and, for convenience, we refer to it as the standard solution of Poisson
equation (1.1).
Some researchers studied the standard solutions of the Poisson equations for structured
Markov chains with countable state spaces. Dendievel et al. [7] derive computable results
on the standard solution of the Poisson equation for quasi-birth-and-death processes (QBDs).
Liu et al. [20] extend the results of [7] to GI/M/1-type Markov chains. Furthermore, Bini et
al. [3] discuss a general solution of the Poisson equation for QBDs.
There are a few studies on the case of uncountable state spaces. Glynn [10] derive the
standard solution of the Poisson equation for the waiting time sequence of the M/GI/1 queue.
Asmussen and Baldt [2] extend Glynn [10]’s results to the workload process in a single-server
queue with a Markovian arrival process (MAP; see [22]) and state-dependent service times,
which is a generalization of the MAP/GI/1 queue considered in [22]. However, in general, the
uncountability of state spaces leads to a difficulty in computing the standard solutions.
The main purpose of this paper is to present specific and tractable bounds for the solutions
of Poisson equation (1.1) in the general setting. To this end, we assume the f -modulated drift
condition (which is a kind of Foster-Lyapunov-type condition).
Condition 1 (f -modulated drift condition) For a given Borel function f : X → (0,∞)
with infx∈X f(x) > 0, there exist some b ∈ (0,∞), closed small set C ⊆ X (see Remark 1.1
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below), and an extended-valued nonnegative function V onX satisfying V (x∗) <∞ for some
x∗ ∈ X, such that
A V ≤ −f + b1C, (1.3)
where, for any set A ⊆ X, a function 1A : X→ {0, 1} is defined as
1A(x) =
{
1, x ∈ A,
0, x ∈ X \ A.
Remark 1.1 A set C ⊆ X is said to be small if there exist some constant T > 0 and nonneg-
ative measure ν on (X,B(X)) such that ν(X) > 0 and
P T (x,A) ≥ ν(A) for all x ∈ X and A ∈ B(X). (1.4)
Furthermore, suppose that (1.4) holds, and let m denote a measure on (R+,B(R+)) such that
B({T}) = 1 and B(R+) <∞. It then follows from (1.4) that∫
t∈R+
m(dt)P t(x,A) ≥ P T (x,A) ≥ ν(A), A ∈ B(X).
which shows that the small set C is an m-petite set (see, e.g., [28, Section 4]).
Remark 1.2 Suppose that {X(t)} is non-explosive and ψ-irreducible. If Condition 1 holds,
then {X(t)} is positive Harris recurrent and its invariant probability measure π is unique (see
[30, Theorem 7]). Furthermore, π satisfies
πA = 0, (1.5)
which is proved in Appendix A.1.
Under Condition 1, Glynn and Meyn [11] prove that Poisson equation (1.1) has a solution
h such that, for some c0 > 0 and any |g| ≤ f ,
|h| ≤ c0(V + 1),
where the constant c0 is not specified (see Theorem 3.2 therein). Masuyama [26] provides a
procedure for computing such a constant, though the state spaceX is assumed to be countable.
In this paper, we derive specific bounds for the standard solution h(g) on the general space
X, though we need some additional conditions. We assume (see Condition 3 and Lemma 2.1
below) that for some T > 0 there exists a constant ξT ∈ (0, 1) such that
inf
x∈C
P T (x, α) ≥ ξT . (1.6)
Under this condition, we show that
|h(g)| ≤
(
1 +
| 〈π, g〉 |
infy∈X f(y)
)(
V0 +
bT
ξT
)
for all |g| ≤ f , (1.7)
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where
V0 = V − inf
y∈α
V (y). (1.8)
We now note that the bound (1.7) requires |g| ≤ f , though this does not cause any restric-
tion on its applicability. Indeed, it follows from (1.1) and (1.2) that
ch(g) = h(cg), c > 0, (1.9)
that is, ch(g) is the standard solution of the following Poisson equation:
A h = cg − 〈π, cg〉 .
It also follows from (1.3) that
A (cV ) ≤ −cf + cb1C.
Therefore, (1.7) implies that, for all |g| ≤ f and c > 0,
|h(cg)| ≤
(
1 +
| 〈π, cg〉 |
c infy∈X f(y)
)(
cV0 +
cbT
ξT
)
= c
(
1 +
| 〈π, g〉 |
infy∈X f(y)
)(
V0 +
bT
ξT
)
.
Combining this and (1.9) yields
|h(g)| ≤ c
(
1 +
| 〈π, g〉 |
c infy∈X f(y)
)(
V0 +
bT
ξT
)
for all |g| ≤ cf and c > 0.
Finally, we remark that if the small set C is finite then there exists a pair (T, ξT ) satisfying
(1.6) (which is proved in Lemma A.1 below). Thus, we can readily find such a pair (T, ξT )
for specific Markov chains associated with familiar queueing models, such as M/GI/1 and
MAP/GI/1 queues. Indeed, to demonstrate the applicability of our bounds, we apply them
to the workload processes in two queues: a MAP/GI/1 queue; and an M/GI/1 queue with
workload capacity limit (WCL), where the capacity can be infinite. For the first queue, we
derive a computable bound for the standard solution to the Poisson equation of the workload
process. For the second queue, we consider the workload processes of the finite and infinite
models (the latter one is equivalent to an ordinary M/GI/1 queue), and establish an explicit
bound for the difference between the stationary distributions of the two models.
The rest of this paper is divided into three sections. Section 2 presents the main results of
this paper. Sections 3 and 4 applies them to the queueing examples.
2 Main results
This section presents the main results of this paper. We first introduce the formal definitions of
the Markov chain {X(t); t ∈ R} and required notation together with technical conditions. We
then present bounds for the standard solution h(g), given in (1.2), of Poisson equation (1.1).
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Let {X(t); t ∈ R+} denote a continuous-timeMarkov chain on a Polish space X equipped
with its Borel σ-field B(X). We then assume that {X(t)} is a non-explosive Borel right
process with the transition semigroup {P t} and thus it is strongly Markovian with right-
continuous sample paths (see, e.g., [25, pages 67–68 and Theorem 3.2.1]). We also assume
that {X(t)} is ψ-irreducible (see, e.g., [31, Section 20.3.1]); that it, the ψ-irreducibility of
{X(t)} is equivalent to
ψ(A) > 0 =⇒ Ex
[∫ ∞
0
1l(X(t) ∈ A)dt
]
> 0 for all x ∈ X,
where Ex[ · ] = E[ · |X(0) = x] and 1l( · ) denotes the indicator function.
Let B denote a Banach space that consists of real Borel functions F ’s on X such that∫
x∈X
|F (x)|ϕ(dx) < ∞ for some probability measure ϕ on B(X). Let D denote the set of
functions V ’s in B such that, for each V ∈ B, there exists a Borel function U : X → R that
satisfies the following (see [29, Section 1.3]): For any initial condition on X(0),
M(t) := V (X(t))−
∫ t
0
U(X(u))du, t ∈ R+,
is a local martingale (see, e.g., [14] and [6, Section 26]). We then write A V = U and refer
to the operator A as the extended generator of the ψ-irreducible Markov chain {X(t)}.
Remark 2.1 According to the definition ofA , there exists an increasing sequence of stopping
times, {sm;m ∈ Z+}, such that limm→∞ sm = ∞ with probability one and, for t ∈ R+ and
m ∈ Z+,
Ex[V (X(t ∧ sm))] = V (x) + Ex
[∫ t∧sm
0
A V (X(u))du
]
, ∀V ∈ D. (2.1)
where x ∧ y = min(x, y) for x, y ∈ R.
Remark 2.2 Let A˜ denote a linear operator such that
A˜ V (x) = lim
t↓0
P tV (x)− V (x)
t
, x ∈ X, (2.2)
on
D˜ = {V ∈ B : the limit in (2.2) exists for each x ∈ X}.
The operator A˜ is referred to the weak generator of {X(t)} (see, e.g., [8, Chapter 1, Section
6]). It follows from Fubini’s theorem and Dynkin’s formula (see [9, Proposition 1.5] and [29,
Equation (8)]) that, for t ∈ R+,
Ex[V (X(t))] = V (x) + Ex
[∫ t
0
A˜ V (X(u))du
]
, ∀V ∈ D˜,
Therefore, the optional sampling (stopping) theorem (see, e.g., [15, Section 5.3]) yields, for
t ∈ R+ andm ∈ Z+,
Ex[V (X(t ∧ sm))] = V (x) + Ex
[∫ t∧sm
0
A˜ V (X(u))du
]
, ∀V ∈ D˜.
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This equation together with (2.1) implies that D˜ ⊂ D and
A˜ V = A V, ∀V ∈ D˜. (2.3)
We nowmake the following condition, which is necessary for the definition of the standard
solution h(g).
Condition 2 There exists a set α ∈ B(X) such that ψ(α) > 0 and, for all t > 0,
P t(x,A) = νt(A), x ∈ α, A ∈ B(X),
where, for each t > 0, νt is a probability measure on B(X). The set α is referred to as an
(accessible) atom (see, e.g., [31, Chapter 5]).
Proposition 2.1 If Conditions 1 and 2 hold, then (i) the Markov chain {X(t)} is a regenera-
tive process (see, e.g., [1, Chapter VI]) such that the return times to atom α are regeneration
points; and (ii) the function h(g), given in (1.2), satisfies
h(g)(x) = 0, x ∈ α, (2.4)
h(g)(x) = Ex
[∫ τ˜α
0
g(X(t))dt
]
− 〈π, g〉Ex[τ˜α], x ∈ X, (2.5)
where τ˜α := inf{t ∈ R+ : X(t) ∈ α} is the first hitting time to atom α.
Proof. The statement (i) follows from the strong Markov property and the definition of atom
α. It also follows from the first equation at page 244 of [2] that
〈π, g〉 =
1
Ex[τα]
Ex
[∫ τα
0
g(X(t))dt
]
, x ∈ α.
Combining this and (1.2) leads to (2.4).
It remains to prove (2.5). By definition, τ˜α = 0 if X(0) ∈ α. Therefore, for x ∈ α,
Ex
[∫ τ˜α
0
g(X(t))dt
]
− 〈π, g〉Ex[τ˜α] = 0 = h
(g)(x).
where the second equality is due to (2.4). Furthermore, if X(0) 6∈ α then τα = τ˜α and thus,
for x 6∈ α,
h(g)(x) = Ex
[∫ τ˜α
0
g(X(t))dt
]
− 〈π, g〉Ex[τ˜α].
As a result, (2.5) holds for all x ∈ X. ✷
Proposition 2.1 together with [2, Theorem 3.1] implies that h(g), given in (1.2), is a solution
of Poisson equation (1.1). Namely, the standard solution h(g) is well-defined.
Remark 2.3 We can define the standard solution h(g) as in (2.5). Indeed, this alternative
definition is adopted in [19, 26].
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To proceed further, we require Condition 3 below.
Condition 3 For some T∗ ∈ R+, there exists a constant ξT∗ ∈ (0, 1] such that
inf
x∈C
P T∗(x, α) ≥ ξT∗ ,
where C is the closed small set that appears in Condition 1.
Remark 2.4 Condition 3 is satisfied if the small set C is finite (see Lemma A.1).
Under Conditions 1, 2 and 3, we show a lemma used to derive bounds for |h(g)|.
Lemma 2.1 If Conditions 1, 2 and 3 are satisfied, then, for each T ≥ T∗ there exists some
constant ξT ∈ (0, 1] such that
inf
x∈C
P T (x, α) ≥ ξT . (2.6)
Proof. Since α is an atom, there exists some c∗ > 0 such that
P(X(u) ∈ α, ∀u ∈ [0, t] | X(0) ∈ α) = e−c∗t for all t ∈ R+. (2.7)
Using (2.7) and Condition 3, we have, for all t ∈ R+,
inf
x∈X
P t+T∗(x, α) ≥ inf
x∈X
P T∗(x, α)P t(α, α)
≥ ξT∗P
t(α, α)
≥ ξT∗P(X(u) ∈ α, ∀u ∈ [0, t] | X(0) ∈ α)
≥ ξT∗e
−c∗t,
which completes the proof. ✷
We are now ready to present the bound (1.7) for |h(g)|.
Theorem 2.1 Suppose that Conditions 1, 2 and 3 are satisfied. For T ≥ T∗, let ξT be a
constant such that (2.6) holds. We then have the bound (1.7), more precisely,
|h(g)| ≤
(
1 +
| 〈π, g〉 |
infy∈X f(y)
)(
V0 +
bT
ξT
)
for all |g| ≤ f and T ≥ T∗. (2.8)
We also have a weaker bound insensitive to g:
|h(g)| ≤
(
1 +
bπ(C)
infy∈X f(y)
)(
V0 +
bT
ξT
)
for all |g| ≤ f and T ≥ T∗. (2.9)
Proof. See Appendix A.3. ✷
Remark 2.5 Since π(C) ≤ 1, the bound (2.9) yields
|h(g)| ≤
(
1 +
b
infy∈X f(y)
)(
V0 +
bT
ξT
)
for all |g| ≤ f and T ≥ T∗.
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When C = α, we have the following result.
Corollary 2.1 If Conditions 1, 2 and 3 hold with C = α, then
|h(g)| ≤
(
1 +
| 〈π, g〉 |
infy∈X f(y)
)
V0 ≤
(
1 +
bπ(α)
infy∈X f(y)
)
V0 for all |g| ≤ f. (2.10)
Proof. From (2.7), we have
P T (α, α) ≥ e−c∗T for all T ∈ R+.
Thus, Theorem 2.1 yields the bounds (2.8) and (2.9) with ξT = e
−c∗T . Letting T ↓ 0 in these
bounds, we obtain (2.10). ✷
3 Application to a MAP/GI/1 queue
This section discusses the application of Theorem 2.1 to a MAP/GI/1 queue. The system
has a single server and a waiting room of infinite capacity. The arrivals of customers form a
Markovian arrival process (MAP) [22], which is controlled by an irreducible Markov chain
{J(t); t ∈ R+} with a finite state space M := {1, 2, . . . ,M}. Let N(t), t ∈ R+, denote the
total number of arrivals in the interval (0, t]. We assume that N(0) = 0 and, for i, j ∈M,
P(N(t +∆t)−N(t) = k, J(t+∆t) = j | J(t) = i)
=

δi,j + Ci,j∆t + o(∆t), k = 0,
Di,j∆t + o(∆t), k = 1,
o(∆t), k = 2, 3, . . . ,
where δi,j denotes the Kronecker delta, and where o(t) represents some function such that, if
divided by t, it converges to zero as t→ 0. Let C = (Ci,j)i,j∈M andD = (Di,j)i,j∈M. It then
follows thatC +D is the infinitesimal generator of the irreducible Markov chain {J(t)} and
thus has a unique stationary probability vector, denoted by ̟ := (̟i)i∈M. We now define
λ =̟De, where e = (1, 1, . . . , 1)⊤. The factor λ is called the arrival rate.
As described above, customers arrive according to MAP characterized by a pair (C,D).
We assume that arriving customers are served on a first-come-first-served basis and their ser-
vice times are independent and identically distributed (i.i.d.) with a distributionH such that
H(0) = 0, µ−1 :=
∫ ∞
0
xH(dx) ∈ (0,∞).
This queue is referred to as MAP/GI/1 queue.
Let W (t), t ∈ R+, denote the workload (i.e., the total unfinished work) in the system at
time t. Assume that ρ := λ/µ ∈ (0, 1). Thus, {X(t) := (W (t), J(t)); t ∈ R+} is an ergodic
Markov chain with state space X := {(x, i) ∈ R+ ×M} (see, e.g., [21]). Let {P
t; t ∈ R+}
be the transition semigroup of the Markov chain {X(t)}. Moreover, let V : X → R+ be a
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function such that, for any fixed i ∈ M, V (x, i) is differentiable with respect to x ∈ R+, and
let v(x) = (V (x, i))i∈M for x ∈ R+. It then follows that, for x ∈ R+,
P tv(x) =
(∫
y∈R+
∑
j∈M
P t((x, i), (dy, j))V (y, j)
)
i∈M
= (I +Ct)v((x− t)+) +
∫ ∞
0
DtH(dy)v(x+ y) + o(t), (3.1)
where I denotes the identity matrix and (x)+ = max(x, 0) for x ∈ R+. It also follows from
(3.1) (see (2.3) in Remark 2.2) that
A v(x) = lim
t→0
P tv(x)− v(x)
t
=

Cv(0) +
∫ ∞
0
Dv(y)H(dy), x = 0,
−v′(x) +Cv(x) +
∫ ∞
0
Dv(x + y)H(dy), x > 0,
(3.2)
where v′(x) = (V ′(x, i))i∈M for x ∈ R+.
We assume that H is light-tailed, i.e.,
θ := sup
{
θ ∈ R+ :
∫ ∞
0
eθxH(dx) <∞
}
> 0. (3.3)
Let σ(θ), θ ∈ (−∞, θ), denote a real maximum eigenvalue of C + Ĥ(θ)D, where
Ĥ(θ) =
∫ ∞
0
eθxH(dx), θ < θ.
There exists someK := K(θ) > 0 such thatC + Ĥ(θ)D +KI ≥ O is irreducible and thus
it has a positive right eigenvector, denoted by u(θ) := (u(θ, i))i∈M > 0, belonging to Perron-
Frobenius eigenvalue σ(θ) +K (see, e.g., [13, Theorem 8.4.4]). Therefore, for θ ∈ (−∞, θ),
σ(θ) is a simple eigenvalue of C + Ĥ(θ)D and
{C + Ĥ(θ)D}u(θ) = σ(θ)u(θ). (3.4)
Clearly, C + Ĥ(θ)D is differentiable (with respect to θ). Thus, we can assume that u(θ)
is differentiable (see [16, Chapter 9, Theorem 8]). Furthermore, σ(θ) is differentiable (see
[16, Chapter 9, Theorem 7]). Note here that̟(C +D) = 0, σ(0) = 0 and u(0) = ce for
some c > 0. Using these facts, we calculate σ′(0) from (3.4), which results in
σ′(0) =̟De
d
dθ
Ĥ(θ)
∣∣∣∣
θ=0
= λ/µ = ρ < 1.
Therefore, σ(θ) < θ for some θ > 0.
In what follows, we fix θ such that θ > 0 and σ(θ) < θ. We also assume, without loss of
generality, that
max
j∈M
u(θ, j) = 1. (3.5)
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We then fix v(x) = (V (x, i))i∈M such that
v(x) = eθxu(θ), x ∈ R+. (3.6)
Substituting (3.6) into (3.2), and using (3.4) yields
A v(0) = {C + Ĥ(θ)D}u(θ) = σ(θ)u(θ),
and
A v(x) =
[
−θI + {C + Ĥ(θ)D}
]
eθxu(θ)
= −(θ − σ(θ))eθxu(θ)
= −(θ − σ(θ))v(x) < 0, x > 0.
These equations together with (3.5) lead to
A V ≤ −(θ − σ(θ))V + θ1{0}×M.
Therefore, Condition 1 holds with
b = θ, f = (θ − σ(θ))V, C = {0} ×M, (3.7)
where V is given in (3.6).
Let i0 ∈ argmaxj∈M u(θ, j). Equation (3.5) then lead to u(θ, i0) = 1. Thus, (1.8) and
(3.6) yield
V0(x, i) = u(θ, i)e
θx − 1, (x, i) ∈ R+ ×M. (3.8)
Note here that α := (0, i0) ∈ X is an atom, which shows that Condition 2 holds.
We now fix x0 > 0 such thatH(x0) > 0, and recall thatC+D is an irreducible generator
of the Markov chain {J(t)} with state spaceM = {1, 2, . . . ,M}. It then follows that, for any
t0 > 0 and i ∈M,
P t0+Mx0((0, i), (0, i0)) ≥
[
exp{Ct0} (H(x0)D exp{Cx0})
M
]
i,i0
> 0,
where [ · ]i,j denotes the (i, j)-th element of the matrix in the square brackets. Therefore,
Condition 3 holds with
α = (0, i0),
T = t0 +Mx0, (3.9)
ξT = [H(x0)]
M min
i∈M
[
exp{Ct0} (D exp{Cx0})
M
]
i,i0
. (3.10)
We have confirmed that the conditions of Theorem 2.1 are satisfied in the present setting.
Note here that (by Little’s law)
π(C) = π({0} ×M) = 1− ρ.
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It thus follows from Theorem 2.1, (3.7) and (3.8) that, for all (x, i) ∈ R+ × M and |g| ≤
(θ − σ(θ))V ,
|h(g)(x, i)| ≤
1 + θ(1− ρ)
{θ − σ(θ)}min
j∈M
u(θ, j)
{u(θ, i)eθx − 1 + θT
ξT
}
, (3.11)
where T and ξT are given in (3.9) and (3.10), respectively.
The bound (3.11) includes σ(θ), u(θ), and exp{Ct} (t = t0, x0). The Perron-Frobenius
eigenvalue σ(θ) and vector u(θ) can be computed by a common method, such as the power
method. The matrix exponential exp{Ct} can be computed by the uniformization technique
(see, e.g., [33, Section 4.5.2]):
exp{Ct} =
∞∑
ℓ=0
e−ζt
(ζt)ℓ
ℓ!
[I + ζ−1C]ℓ, t ∈ R+,
where ζ = maxi∈M |Ci,i|. Therefore, the bound (3.11) can be computable, provided that T/ξT
is given. However, we cannot readily obtain an explicit expression of ξT in the general setting.
We now consider a special case. Suppose that
Ci,i0 > 0 for all i ∈M \ {i0}, (3.12)
and fix
ξT = min
i∈M
[exp{CT}]i,i0 > 0, T > 0, (3.13)
which leads to
P T ((0, i), (0, i0)) ≥ ξT , T > 0.
Therefore, substituting (3.13) into (3.11) yields
|h(g)(x, i)| ≤
1 + θ(1− ρ)
{θ − σ(θ)}min
j∈M
u(θ, j)

×
u(θ, i)eθx − 1 + θTmin
i∈M
[exp{CT}]i,i0
 , T > 0.
Letting T ↓ 0 in this inequality, we obtain, for (x, i) ∈ R+ ×M,
|h(g)(x, i)| ≤
1 + θ(1− ρ)
{θ − σ(θ)}min
j∈M
u(θ, j)
u(θ, i)eθx − 1 + θmin
i∈M
Ci,i0
 . (3.14)
Compared with (3.11), this bound (3.14) replaces the troublesome factor T/ξT by 1/mini∈MCi,i0
under the additional condition (3.12). Recall here that T/ξT vanishes if C = {0} ×M is an
atom (see Corollary 2.1). Such a favorable queueing model is considered in the next section.
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4 Application to an M/GI/1–WCL queue
4.1 Model description and basic results
This section considers an M/GI/1 queue with workload capacity limit (WCL) L ∈ (0,∞] [32].
Customers arrive at the system according to a Poisson process with rate λ ∈ (0,∞), and their
service times are positive (with probability one) and i.i.d. with distribution H having mean
µ−1 ∈ (0,∞).
An arriving customer is accepted if the total workload including its service time is not
greater than the limit L; otherwise the customer is rejected. We refer to this queueing model
as the M/GI/1–WCL queue. Note that if L = ∞ then the M/GI/1–WCL queue is reduced to
an ordinary M/GI/1 queue, which accepts all arriving customers.
We first consider the finite model, i.e., the case of L <∞. Let XL(t), t ∈ R+, denote the
workload in the finite model at time t. The workload process {XL(t); t ∈ R+} is a positive
Harris chain with state space X = [0, L] and that its transition semigroup {P tL; t ∈ R+}
satisfies the following:
P tLV (x) =
∫ L
0
P tL(x, dy)V (y)
= [1− λtH(L− x)]V ((x− t)+)
+
∫ L−x
0
λtH(dy)V (x+ y) + o(t), x ∈ [0, L], (4.1)
where V : R+ → R+ (which appears hereafter in this section) denotes a differentiable func-
tion. Furthermore, letAL denote the extended generator of {XL(t)} (see (2.3) in Remark 2.2).
It then follows from (4.1) that, for 0 ≤ x ≤ L,
ALV (x) = −1(0,∞)(x)V
′(x)− λH(L− x)V (x) + λ
∫ L−x
0
H(dy)V (x+ y)
= −1(0,∞)(x)V
′(x) + λ
∫ L−x
0
H(dy){V (x+ y)− V (x)}. (4.2)
Since {XL(t)} is positive Harris, it has a unique invariant probability measure, denoted by
πL, on B([0, L]). The invariant probability measure πL satisfies the equilibrium equation:
0 = πLA V =
∫ L
0
π(dx)
[
− 1(0,∞)(x)V
′(x)
λ
∫ L−x
0
H(dy){V (x+ y)− V (x)}
]
. (4.3)
Next we consider the infinite model, i.e., the case of L = ∞. Let X(t), t ∈ R+, denote
the workload in the infinite model at time t. Let {P t; t ∈ R+} denote the transition semigroup
of the Markov chain {X(t); t ∈ R+}. We then have
P tV (x) = (1− λt)V ((x− t)+) +
∫ ∞
0
λtH(dy)V (x+ y) + o(t), x ∈ R+. (4.4)
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Therefore, the extended generator of {X(t)}, denoted by A , satisfies the following (see Re-
mark 2.2):
A V (x) = −1(0,∞)(x)V
′(x) + λ
∫ ∞
0
H(dy){V (x+ y)− V (x)}, x ∈ R+. (4.5)
Remark 4.1 Suppose that
lim
y→∞
H(y)V (x+ y) = 0 for any fixed x ∈ R+. (4.6)
It then follows from (4.5) that
A V (x) = −1(0,∞)(x)V
′(x) + λ
∫ ∞
0
H(y)V ′(x+ y)dy, x ∈ R+. (4.7)
In what follows, we assume that ρ = λ/µ ∈ (0, 1), under which {X(t)} is positive Harris
recurrent with a unique invariant probability measure, denoted by π, on B(R+). It is known
(see, e.g., [12, Section 5.1.5]) that
π(dx) = (1− ρ)
∞∑
n=0
H∗ne (dx), (4.8)
where He is the equilibrium distribution ofH andH
∗n
e is the n-fold convolution of itself, i.e.,
H∗0e (x) = 1R+(x), x ∈ R+,
H∗1e (x) = He(x) = µ
−1
∫ x
0
H(y)dy, x ∈ R+,
H∗ne (x) =
∫ x
0
H∗(n−1)e (x− y)He(dy), n ≥ 2, x ∈ R+,
where H = 1−H .
4.2 A bound for the distance between the stationary distributions of the
finite and infinite models
In this subsection, we consider a distance between the stationary distributions πL and π. To
this end, we extend the finite chain {XL(t)} on [0, L] to the infinite spaceR+, and then modify
its transition semigroup {P tL} in such a way that
P tLV (x) = [1− λtH(L− x)]V ((x− t)
+)
+
∫ L−x
0
λtH(dy)V (x+ y) + o(t), 0 ≤ x ≤ L, (4.9)
P tLV (x) = (1− λt)V ((x− t)
+)
+
∫ ∞
0
λtH(dy)V (x+ y) + o(t), x > L. (4.10)
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For this modified chain {XL(t)}, we denote by πL and AL, its invariant probability mea-
sure and extended generator, respectively. Note that (4.9) is the same as (4.1) and thus (4.2)
still holds for 0 ≤ x ≤ L. Furthermore, (4.4) and (4.10) show that the modified chain {XL(t)}
evolves in the same way as the infinite chain {X(t)}while the former is in (L,∞). Therefore,
we have
ALV (x)
=
 −1(0,∞)(x)V ′(x) + λ
∫ L−x
0
H(dy){V (x+ y)− V (x)}, 0 ≤ x ≤ L,
A V (x), x > L,
(4.11)
where the generator A is specified by (4.5). In addition, (4.9) implies that {XL(t)} never
reaches from [0, L] to any state in (0, L) and thus
πL((L,∞)) = 0.
As a result, the original equilibrium equation (4.3) still holds.
In the above setting, we estimate the difference π − πL. Let
‖π − πL‖g˘ :=
∫
x∈R+
g˘(x)|π(dx)− πL(dx)|,
where g˘ : X → R+ is an arbitrary Borel function belonging to both domains of A and AL.
Let g denote a function R+ → R such that, for any A ∈ B(R+),
g(A) =
{
g˘(A), π(A)− πL(A) ≥ 0,
−g˘(A), π(A)− πL(A) < 0,
which yields
‖π − πL‖g˘ = 〈π − πL, g〉 . (4.12)
We now introduce the Poisson equation:
−ALh = g − 〈πL, g〉 .
We then define h
(g)
L : R+ → R as the standard solution of this Poisson equation; that is (see
(1.1) and (1.2)),
h
(g)
L (x) = Ex
[∫ τL,0
0
g(XL(t))dt
]
− 〈πL, g〉Ex[τL,0], x ∈ R+,
where τL,0 := inf{t > 0 : XL(t) = 0, XL(t−) 6= 0}. By definition,
−ALh
(g)
L = g − 〈πL, g〉 . (4.13)
Using (4.12) and (4.13), we have
‖π − πL‖g˘ = 〈π, g〉 − 〈πL, g〉
= 〈π, g − 〈πL, g〉 · 1R+〉
= 〈π,−ALh
(g)
L 〉
= 〈π, (A −AL)h
(g)
L 〉 , (4.14)
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where the last equality holds because π satisfies (1.5).
Let |A −AL| denote a generator such that
|A −AL|V (x) =
 λ
∫ ∞
L−x
H(dy){V (x+ y) + V (x)}, 0 ≤ x ≤ L,
0, x > L.
(4.15)
It then follows from (4.5), (4.11) and (4.15) that
|(A −AL)h
(g)
L | ≤ |A −AL|h
(g)
L ≤ |A −AL| |h
(g)
L |.
Combining this and (4.14) results in
‖π − πL‖g˘ ≤ 〈π, |(A −AL)h
(g)
L |〉
≤ 〈π, |A −AL| |h
(g)
L |〉 . (4.16)
Therefore, bounding |h
(g)
L |, we can obtain a bound for ‖π − πL‖g.
To achieve this, we assume that the f -modulated drift condition (Condition 1) holds for
C = α = {0}, where V is increasing and differentiable (Indeed, we will later construct such
f -modulated drift conditions in the present setting). It then follows from (4.5), (4.11) and the
increasingness of V that
ALV ≤ A V ≤ −f + b1{0}. (4.17)
Corollary 2.1, together with (4.17) and (4.8), yields
|h
(g)
L | ≤
(
1 +
bπ({0})
infy∈X f(y)
)
V0 =
(
1 +
b(1 − ρ)
infy∈X f(y)
)
V0 for all |g| ≤ f. (4.18)
We now substitute (4.18) into (4.16), which results in
‖π − πL‖g˘ ≤
(
1 +
b(1− ρ)
infy∈R+ f(y)
)
〈π, (A −AL)V0〉 , 0 ≤ g˘ ≤ f. (4.19)
From (1.8) and (4.15), we also have
|A −AL|V0(x) =
 λ
∫ ∞
L−x
H(dy){V0(x+ y) + V0(x)}, 0 ≤ x ≤ L,
0, x > L.
Combining this and (4.19), and using (4.8), we obtain the following bound: For all 0 ≤ g˘ ≤ f ,
‖π − πL‖g˘ ≤ λ
(
1 +
b(1− ρ)
infy∈R+ f(y)
) ∞∑
m=0
(1− ρ)ρm
×
∫ L
0
H∗me (dx)
∫ ∞
L−x
H(dy){V0(x+ y) + V0(x)}. (4.20)
In summary, we can obtain (4.18) and thus (4.20), provided that the f -modulated drift
condition (4.17) holds for increasing and differentiable V . In the next subsection, we construct
such drift conditions, and combining them with (4.18), we derive some explicit bounds for
h
(g)
L . Similarly, substituting the specified expressions of V and f into (4.20), we can obtain
bounds for ‖π − πL‖g˘. However, those bounds would not be much simpler than the original
bound (4.20). Thus, we omit the bounds to save space.
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4.3 Specific bounds for the standard solution of the Poisson equation
We consider three cases: (i) the asymptotic tail decay of H is light-tailed; (ii) moderately
exponential; and (iii) polynomial. For the three cases, we derive specific bounds (4.23), (4.34)
and (4.40) in Sections 4.3.1, 4.3.2, and 4.3.3, respectively.
4.3.1 Light-tailed case
Suppose that H is light-tailed, i.e., (3.3) holds. Let σ(θ), θ < θ, denote
σ(θ) = −λ + λĤ(θ). (4.21)
Clearly, σ(0) = 0 and
σ′(0) = λ
d
dθ
Ĥ(θ)
∣∣∣∣
θ=0
= λ/µ = ρ < 1.
Therefore, σ(θ) < θ for some θ > 1.
We fix θ > 1 such that σ(θ) < θ. We also fix
V (x) = eθx, x ∈ R+. (4.22)
It then follows from (4.5), (4.21) and (4.22) that
A V (0) = −λ+ λĤ(θ)
= σ(θ)
= −(θ − σ(θ))V (0) + θ,
and
A V (x) =
[
−θ − λ+ λĤ(θ)
]
eθx
= −(θ − σ(θ))eθx
= −(θ − σ(θ))V (x) < 0, x > 0.
These results lead to
A V = −(θ − σ(θ))V + θ1{0}.
Thus, Condition 1 holds with
b = θ, f = (θ − σ(θ))V, C = {0},
where V is given in (4.22). Therefore, (4.18) yields, for |g| ≤ (θ − σ(θ))V ,
|h
(g)
L (x)| ≤
(
1 +
θ(1− ρ)
θ − σ(θ)
)
(eθx − 1), x ∈ R+, (4.23)
where σ(θ) is given in (4.21).
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4.3.2 Moderately exponential case
We assume that, for some β ∈ (0, 1), γ > 0 and C > 0,
H(x) ≤ C exp{−γxβ} for all x ∈ R+. (4.24)
We then fix
V (x) = exp{ε(x+ x0)
β}, x ∈ R+, (4.25)
where ε ∈ (0, γ) and
x0 ≥
(
1− β
εβ
)1/β
. (4.26)
The constraint (4.26) ensures that
V ′′(x) = εβ(x+ x0)
β−2
{
εβ(x+ x0)
β − (1− β)
}
V (x) ≥ 0, x ∈ R+. (4.27)
It follows from (4.24) and (4.25) that (4.6) and thus (4.7) hold (see Remark 4.1). Substi-
tuting (4.25) into (4.7) with x > 0, we have
A V (x) = −βε(x+ x0)
β−1 exp{ε(x+ x0)
β}
+ βελ
∫ ∞
0
H(y)(x+ x0 + y)
β−1 exp{ε(x+ x0 + y)
β}dy, x > 0. (4.28)
Note here that the following limit holds (which is proved in Appendix A.4): For x ∈ R+,
lim
x0→∞
lim
ε→0
∫ ∞
0
H(y)
(x+ x0 + y)
β−1 exp{ε(x+ x0 + y)
β}
(x+ x0)β−1 exp{ε(x+ x0)β}
dy
=
∫ ∞
0
H(y)dy = µ−1 < λ−1, (4.29)
where the last inequality is due to λ/µ = ρ < 1. Therefore, we can fix x0 > 0, ε ∈ (0, γ) and
ρ˜ ∈ (ρ, 1),
λ
∫ ∞
0
H(y)(x+ x0 + y)
β−1 exp{ε(x+ x0 + y)
β}dy
≤ ρ˜(x+ x0)
β−1 exp{ε(x+ x0)
β}, x ∈ R+. (4.30)
Applying (4.30) to the right hand side of (4.28), we obtain, for x > 0,
A V (x) ≤ −(1 − ρ˜)βε(x+ x0)
β−1 exp{ε(x+ x0)
β} = −(1− ρ˜)V ′(x). (4.31)
We now fix C = α = {0}, and fix b ≥ 0 such that
b ≥ (1− ρ˜)V ′(0) + λ
∫ ∞
0
H(y)V ′(y)dy. (4.32)
It then follows from (4.7), (4.31) and (4.32) that
A V ≤ −(1− ρ˜)V ′ + b1{0}. (4.33)
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Thus, letting f = (1− ρ˜)V ′, and using the increasingness of V ′ (due to (4.27)), we have
inf
x∈R+
f(x) = f(0) = (1− ρ˜)βεxβ−10 exp{εx
β
0}.
As a result, by (4.18), we obtain, for |g| ≤ (1− ρ)V ′,
|h
(g)
L (x)| ≤
(
1 +
b(1− ρ)
(1− ρ˜)βεxβ−10 exp{εx
β
0}
)
×
[
exp{ε(x+ x0)
β} − exp{εxβ0}
]
, x ∈ R+, (4.34)
where x0 > 0, ε ∈ (0, γ) and ρ˜ ∈ (ρ, 1) are constants satisfying (4.26) and (4.30).
4.3.3 Polynomial case
We assume that, for some κ > 1 and C > 0,
H(x) ≤ C(x+ 1)−κ for all x ∈ R+. (4.35)
We then fix
V (x) = (x+ x0)
κ˜, x ∈ R+, (4.36)
where κ˜ ∈ (1, κ) and x0 ≥ 1. As in Section 4.3.2, we can use (4.7). Thus, substituting (4.36)
into (4.7) with x > 0, we have
A V (x) = −κ˜(x+ x0)
κ˜−1 + κ˜λ
∫ ∞
0
H(y)(x+ x0 + y)
κ˜−1, x > 0. (4.37)
We also obtain the following limit (which is proved in Appendix A.5):
lim
x0→∞
∫ ∞
0
H(y)
(x+ x0 + y)
κ˜−1
(x+ x0)κ˜−1
= µ−1, x ∈ R+, (4.38)
Therefore, we can fix x0 ≥ 1 and ρ˜ ∈ (ρ, 1) such that
λ
∫ ∞
0
H(y)(x+ x0 + y)
κ˜−1 ≤ ρ˜(x+ x0)
κ˜−1, x ∈ R+. (4.39)
Substituting (4.39) into (4.37) yields
A V (x) ≤ −(1 − ρ˜)κ˜(x+ x0)
κ˜−1 = −(1 − ρ˜)V ′(x), x > 0,
which is an inequality of the same type as (4.31) in Section 4.3.2. Thus, (4.33) holds for
C = α = {0} and b ≥ 0 satisfying (4.32). Consequently, following the derivation of the
bound (4.34), we obtain, for |g| ≤ (1− ρ)V ′,
|h
(g)
L (x)| ≤
(
1 +
b(1− ρ)
(1− ρ˜)κ˜xκ˜−10
)
[(x+ x0)
κ − xκ0 ] , x ∈ R+, (4.40)
where x0 ≥ 1 and ρ˜ ∈ (ρ, 1) are constants satisfying (4.39).
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A Proofs
A.1 Proof of (1.5)
Let R denote a resolvent kernel such that
R(x,A) =
∫ ∞
0
e−tP t(x,A)dt, x ∈ X, A ∈ B(X).
It follows from [11, Eq. (13) and Lemma 3.1] that A and R are commute, i.e.,
AR = RA . (A.1)
Let V = (I − R)−1F , where F is an arbitrary function in the domain of A . Clearly, F =
(I − R)V . Using this together with (A.1) and πR = π, we have
πA F = πA (I − R)V
= πA V − πARV
= πA V − πRA V
= πA V − πA V = 0,
which implies that (1.5) holds.
A.2 Sufficient condition for Condition 3
The following lemma provides a sufficient condition for Condition 3.
Lemma A.1 Suppose that Conditions 1 and 2 are satisfied. If the petite set C (which appears
in Condition 1) is finite, then Condition 3 holds.
Proof. Condition 2 shows that the set α is an accessible atom. Therefore, for each x ∈ C,
there exist positive numbers tx, εx > 0 such that
P(X(tx) ∈ α | X(0) = x) ≥ εx,
and thus
P(X(tx) ∈ α | X(0) = x) ≥ min
y∈C
εy =: ε∗ for all x ∈ C. (A.2)
Furthermore, by the Markov property, there exists some c∗ > 0 such that, for all t ∈ R+ and
x ∈ C,
P(X(u+ tx) ∈ α, ∀u ∈ [0, t] | X(tx) ∈ α) = e
−c∗t. (A.3)
Combining (A.2) and (A.3) yields
P(X(t+ tx) ∈ α | X(0) = x) ≥ ε∗e
−c∗t for all t ∈ R+ and x ∈ C. (A.4)
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We now fix
T = max
x∈C
tx, ξT = ε∗e
−c∗(T−tx) > 0.
It then follows from (A.4) that, for all x ∈ C,
P(X(T ) ∈ α | X(0) = x) = P(X(T − tx + tx) ∈ α | X(0) = x)
≥ ε∗e
−c∗(T−tx) = ξT ,
which implies that (1.6) holds. ✷
A.3 Proof of Theorem 2.1
Premultiplying by π both sides of (1.3) yields
〈π, f〉 ≤ bπ(C), |g| ≤ f.
Thus,
| 〈π, g〉 | ≤ 〈π, |g|〉 ≤ 〈π, f〉 ≤ bπ(C), |g| ≤ f.
Applying this inequality to the first bound (2.8) results in the second one (2.9). Therefore, we
prove (2.8).
We first note that
Ex[τα] ≤
1
infy∈X f(y)
Ex
[∫ τα
0
f(X(t))dt
]
. (A.5)
From (1.2) and (A.5), we have
|h(g)(x)| ≤ Ex
[∫ τα
0
|g(X(t))|dt
]
+ | 〈π, g〉 |Ex[τα]
≤ Ex
[∫ τα
0
f(X(t))dt
]
+ | 〈π, g〉 |Ex[τα]
≤
(
1 +
| 〈π, g〉 |
infy∈X f(y)
)
Ex
[∫ τα
0
f(X(t))dt
]
, x ∈ X. (A.6)
From Dynkin’s formula (see, e.g., [6]) and (1.3), we also have
Ex[V (X(τα))] = V (x) + Ex
[∫ τα
0
A V (X(t))dt
]
≤ V (x)− Ex
[∫ τα
0
f(X(t))dt
]
+ bEx
[∫ τα
0
1C(X(t))dt
]
.
Using this result together with Ex[V (X(τα))] ≥ infy∈α V (y), we obtain
Ex
[∫ τα
0
f(X(t))dt
]
≤ V (x)− inf
y∈α
V (y) + bEx
[∫ τα
0
1C(X(t))dt
]
= V0(x) + bEx
[∫ τα
0
1C(X(t))dt
]
, x ∈ X, (A.7)
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where the last equality holds due to V0 = V − infy∈α V (y). Furthermore, substituting (A.7)
into (A.6) yields
|h(g)(x)| ≤
(
1 +
| 〈π, g〉 |
infy∈X f(y)
)
×
(
V0(x) + bEx
[∫ τα
0
1C(X(t))dt
])
, x ∈ X. (A.8)
To complete the proof, we estimate Ex[
∫ τα
0
1C(X(t))dt]. Lemma 2.1 yields
1C(x) ≤
P T (x, α)
ξT
, x ∈ X, T ≥ T∗.
Using this inequality, we obtain
Ex
[∫ τα
0
1C(X(t))dt
]
≤
1
ξT
Ex
[∫ τα
0
P T (X(t), α)dt
]
=
1
ξT
Ex
[∫ τα
0
E[1α(X(t+ T )) | X(t)] dt
]
=
1
ξT
Ex
[∫ τα
0
1α(X(t+ T ))dt
]
, x ∈ X. (A.9)
Note here that∫ τα
0
1α(X(t+ T ))dt ≤
∫ T
0
1α(X(t+ T ))dt ≤ T, if T ≥ τα,∫ τα
0
1α(X(t+ T ))dt =
∫ τα+T
τα
1α(X(t))dt ≤ T, if T < τα,
which lead to
Ex
[∫ τα
0
1α(X(t+ T ))dt
]
≤ T.
Thus, from (A.9), we have
Ex
[∫ τα
0
1C(X(t))dt
]
≤
T
ξT
, x ∈ X. (A.10)
Substituting (A.10) into (A.8) results in (2.8).
A.4 Proof of (4.29)
Since 0 < β < 1, the following holds for x ∈ R+, x0 > 0 and ε ∈ (0, γ):∫ ∞
0
H(y)
(x+ x0 + y)
β−1 exp{ε(x+ x0 + y)
β}
(x+ x0)β−1 exp{ε(x+ x0)β}
dy
≤
∫ ∞
0
H(y)
exp{ε(x+ x0 + y)
β}
exp{ε(x+ x0)β}
dy
=
∫ ∞
0
H(y) exp
{
ε(x+ x0)
β
[(
1 +
y
x+ x0
)β
− 1
]}
dy. (A.11)
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Furthermore, for any 0 < β < 1,(
1 +
y
x+ x0
)β
≤ 1 +
(
y
x+ x0
)β
, x, y ∈ R+, x0 > 0.
Applying this to the right hand side of (A.11) yields∫ ∞
0
H(y)
(x+ x0 + y)
β−1 exp{ε(x+ x0 + y)
β}
(x+ x0)β−1 exp{ε(x+ x0)β}
dy
≤
∫ ∞
0
H(y) exp{εyβ}dy
≤ C
∫ ∞
0
exp{−(γ − ε)yβ}dy <∞ for all ε ∈ (0, γ) and x0 > 0,
where the second inequality holds due to (4.24). Therefore, by the dominated convergence
theorem, we obtain
lim
x0→∞
lim
ε→0
∫ ∞
0
H(y)
(x+ x0 + y)
β−1 exp{ε(x+ x0 + y)
β}
(x+ x0)β−1 exp{ε(x+ x0)β}
dy
=
∫ ∞
0
H(y) lim
x0→∞
lim
ε→0
[
(x+ x0 + y)
β−1
(x+ x0)β−1
exp{ε(x+ x0 + y)
β}
exp{ε(x+ x0)β}
]
dy
=
∫ ∞
0
H(y)dy = µ−1,
which shows that (4.29) holds.
A.5 Proof of (4.38)
It follows from (4.35), 1 < κ˜ < κ and x0 > 1 that, for x ∈ R+,∫ ∞
0
H(y)
(x+ x0 + y)
κ˜−1
(x+ x0)κ˜−1
dy
≤ C
∫ x0
0
(y + 1)−κ
(
1 +
y
x+ x0
)κ˜−1
dy
+ C
∫ ∞
x0
(y + 1)−κ
(
1 +
y
x+ x0
)κ˜−1
dy
≤ C
∫ x0
0
(y + 1)−κ · 2κ˜−1dy + C
∫ ∞
x0
(y + 1)−κ (1 + y)κ˜−1 dy
≤ 2κ˜−1C
∫ x0
0
(y + 1)−κdy + 2κ˜−1C
∫ ∞
x0
(y + 1)−κ+κ˜−1dy
≤ 2κ˜−1C
∫ ∞
0
(y + 1)−κ+κ˜−1dy =
2κ˜−1C
κ− κ˜
<∞.
Therefore, by the dominated convergence theorem, we have
lim
x0→∞
∫ ∞
0
H(y)
(x+ x0 + y)
κ˜−1
(x+ x0)κ˜−1
dy =
∫ ∞
0
H(y) lim
x0→∞
(
x+ x0 + y
x+ x0
)κ˜−1
dy
=
∫ ∞
0
H(y) = µ−1,
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which shows that (4.38) holds.
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