Abstract. Mechanisms for adapting models, filters, regulators and so on to changing properties of a system are of fundamental importance in many modern identification, estimation and control algorithms. This paper presents a new method based on Genetic Algorithms to improve the results of other classic methods such as the extended least squares method or the Kalman method. This method simulates the gradient mechanism without using derivatives and for this reason, it is robust in presence of noise.
Introduction
Tracking is the key factor in adaptive algorithms of all kinds. In the problems of adaptive control, it is necessary to adapt the control law on-line. This adaptation can be done by using recursive rules (like MIT rule) or by using an on-line identification of the system (usually a least-squares-based method). A similar problem is the estimation of the state vector of a stochastic system. When trying to estimate the state of a system at the current time-step k provided, there are: knowledge about the initial state, all the measurements up to the current time, the system and the observation models. Because the system model and the observation model are corrupted with noise, some kind of state estimation method must to be used.
This estimate lets us integrate all the previous knowledge about the system with the new data observed by the sensors in order to obtain a precise state estimation of the system real state. Due to the stochastical nature introduced by the noise at the sensors and the system it is necessary to use a probabilistic formulation of the estimators to reach reliable values of the state estimate. This estimation problem can be formulated as a Bayesian filtering problem, where the construction of the posterior density p{x k |Z k } of the current state conditioned on all measurements up to the current time is intended.
Efficient function optimization algorithms are generally limited to regular and unimodal functions like those originated by the assumption of Gaussian noise at sensors measurement and system. However, many functions are multimodal, discontinuous and non differentiable.
In order to optimize this kind of functions, some stochastic methods have been used, like those methods based on the Monte-Carlo technique, which requires a high computational effort. These computational requirements strongly limit the possibility of being used as an on-line adaptive parameters algorithm.
Traditional optimization techniques use the problem characteristic as a way of determining the next parameter adaptation point by using some kind of local slope to determine the best direction, (i.e. gradients, Hessians,etc .) which somehow requires linearity, continuity and differenciability at that point. The stochastic search techniques use some kind of sampling rules and the stochastic decision in order to determine the next adaptation point.
Genetic algorithms are a special and efficient kind of stochastic optimization method, which has been used for the resolution of difficult problems where objective functions do not have good mathematical properties [Davis [1] , Goldberg [5] , Holland [6] , Michalewicz [8] ]. These algorithms make their search by using a complete population of possible solutions for the problem and they implement a 'best adapted survival' strategy as a way of searching better solutions.
An interesting type of problems with poor mathematical properties are the problems of optimization where functions are time varying, non-linear, discontinuous and have non Gaussian noise. In this kind of problems, it is almost impossible to use gradient methods because the functions are not differentiable. This kind of problems is frequent in Identification and Control Theory.
Introduction to the Restricted Genetic Optimization
In literature, the use of Genetic Algorithms as an stochastic optimization method is traditionally carried out off-line because the computing time is usually quite long. This high computational effort is due to two main reasons: the first one is that Genetic Algorithms are sampling-based methods and the second one is the difficulty of covering a global solution space with a limited number of samples.
The technique proposed in this paper tries to imitate the Nature: it works on-line. When Nature uses Genetic Optimization, it uses it locally, that is: at a given moment and to adapt to determined environmental conditions. For this reason, it is possible to get a fast rate adaptation to changing conditions. We have demonstrated [ [2] , [3] , [4] ], that Genetic Algorithms operating in restricted areas of the solution space can be a fast optimization method for time-varying, non linear and non differentiable functions. That is why, the technique proposed is called Restricted Genetic Optimization(RGO).
Usually, GAs are used as a parallel, global search technique. It evaluates many points simultaneously, improving the probability of finding the global optimum.
In Dynamic Optimization, finding the global optimum is useful for the first generations to find the correct basin of attraction. However, it consumes a large computation time. Therefore, a fast semi-local optimization method, such as RGO, is better.
Evolution of the System
Region of search with radius proportional to the uncertainty The different points represent the possible changes respect the last estimator, that is the center of the ball.
The balls represent the regionsof search of the different iterations The search of this solution is stochastically made by using a genetic search technique, which has the advantage of being a non gradient-based optimization method (the genetic optimization techniques constitute a probabilistic search method which imitates the natural selection process based on genetic laws).
The proposed method consists of carrying out the search in the point neighborhood, and it takes the best adapted point of the new generation as the search center.
The set of solutions (the population) is modified according to the natural evolution mechanism: selection, crossover and mutation, in a recursive loop. Each loop iteration is called generation, and represents the set of solutions (population) at that moment.
The selection operator tries to improve the medium quality of the solution set by giving a higher probability to be copied to next generation. This operator has a substantial significance because it focuses of the search of best solutions on the most promising regions in the space. The quality of an individual solution is measured by means of the fitness function.
We get new generations oriented in the direction of the steepest slope of the cost function, and with a distance to the center as close as possible to the correct one. This distance corresponds to the velocity at which the system is changing.
Each chromosome represents the difference with the best point of the last generation
Vectors length correspond to the change velocity of the system
It is an incremental method
The new generations are oriented in the direction of the biggest decrease of the cost function This behaviour simulates the gradient method without using derivatives and can be used when signals are very noisy. If these signals are not very noisy, a gradient-based method can be used.
We can carry out a search in a big neighborhood in the beginning and then reduce its radius (the radius is taken as proportional to uncertainty). In fact, the method makes a global search at the beginning and a semi-local search at the end. This method reduces the probability of finding a local minimum.
RGO
In the RGO method the search is done in a neighborhood of the point that corresponds to the last identified model. The best adapted point is taken as the center of the search neighborhood of the new generation and the uncertainty is taken as the radius. This process is repeated for each generation.
Each chromosome corresponds to the difference vector of the point with respect to the center of the neighborhood, in order to get a search algorithm that works incrementally. The center is also introduced to the next generation (it is the zero chain). The best point of each generation that will become the neighborhood center of the next generation is saved apart of the generation and represents absolute coordinates.
In order to evaluate the fitness function, the coordinates of the center are added to the decoded chromosome of each point. This way, the method works incrementally. This behavior simulates the gradient method, but without using derivatives and can be used when signals are noisy.
The radius is proportional to the uncertainty of the estimation with upper and lower extremes. The way of calculating the uncertainty depends of the application of the optimization. For example, in the case of state estimation, the Mahalanobis distance is used:
It measures the uncertainty of the estimationx(k). In the case of systems identification, the radius is taken as proportional of the MDL criterium (Minimum Description Length) with upper and lower extremes. Other criteria such as AIC (Akaike's Information theoretic Criterion) or FPE (Final Prediction-Error criterion) can be used ( Ljung [7] ). In the proposed algorithm, the next operators have been implemented: reproduction, cross, mutation, elitism, immigration, ranking y restricted search.
The ranking mechanism has been used to regulate the number of offspring that a chromosome can have, because if it has a very high fitness, it can have many descendants and the genetic diversity can become very low.
This mechanism has been implemented using F n (i) = (y n−k −ŷn − k) 2 is the loss function and c is a constant. If the system is changing quickly with time, it is possible to include the re-scale mechanism, trialelic dominance and inmigration.
It is important to tell that the RGO method realizes a preferent search in the direction of the steepest slope and it has a preferential distance (that corresponds to the change velocity of the system). This fact permits to reduce the number of dimensions of the search ball. For this reason, this method is comparable to the gradient method but it is applicable when expressions are not differentiable and signals contain noise.
Algorithm
1. A first data set is obtained. 2. The initial population is made in order to obtain the type and the characteristics of the system. 3. The individual fitness is evaluated. 4. The order and the time delay and the kind of model of the system that fits better are evaluated. 5. Data u(k), y(k) are collected. 6. A first model estimation is obtained by using extended least squares. 7. k = 1 8. A first population is made, using the difference with the previous model as phenotype. 9. The fitness of individuals is evaluated. 10. Begining of the loop. 11. Selection, cross and mutation mechanisms are applied. 12. The best of the previous generation is cloned. 13. Inmigration mechanism is applied. The estimation obtained by using Extended Least Squares (or other technique) is introduced. This way, the algorithm makes sure the improvement of the previous method. 14. The fitness of the individuals of the new generation. 15. The fittest chromosome respect to the desired criterium is selected to be added to the center of the next neighborhood of search.
16. The uncertainty of the model is calculated to be used as new radius of the search region. 17. u(k), y(k) data are collected. 18. k = k + 1 is done and steps 10-19 are repeated.
