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ROTOR POSITION AND VIBRATION CONTROL 
FOR AEROSPACE FLYWHEEL ENERGY STORAGE DEVICES AND OTHER 
VIBRATION BASED DEVICES 
 
 
B.X.S. ALEXANDER 
 
 
ABSTRACT 
 
Flywheel energy storage has distinct advantages over conventional energy storage 
methods such as electrochemical batteries. Because the energy density of a flywheel rotor 
increases quadratically with its speed, the foremost goal in flywheel design is to achieve 
sustainable high speeds of the rotor. Many issues exist with the flywheel rotor operation 
at high and varying speeds. A prominent problem is synchronous rotor vibration, which 
can drastically limit the sustainable rotor speed.  
In a set of projects, the novel Active Disturbance Rejection Control (ADRC) is 
applied to various problems of flywheel rotor operation. These applications include rotor 
levitation, steady state rotation at high speeds and accelerating operation. Several models 
such as the lumped mass model and distributed three-mass models have been analyzed. In 
each of these applications, the ADRC has been extended to cope with disturbance, noise, 
and control effort optimization; it also has been compared to various industry-standard 
controllers such as PID and PD/observer, and is proven to be superior. The control 
  v
performance of the PID controller and the PD/observer currently used at NASA Glenn 
has been improved by as much as an order of magnitude. 
Due to the universality of the second order system, the results obtained in the 
rotor vibration problem can be straightforwardly extended to other vibrational systems, 
particularly, the MEMS gyroscope. Potential uses of a new nonlinear controller, which 
inherits the ease of use of the traditional PID, are also discussed.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  vi
TABLE OF CONTENTS 
 
 
 
ABSTRACT……………………………………………………………………………..iv 
 
LIST OF TABLES……………………………………………………………...………..ix  
 
LIST OF FIGURES…………………………………………………………………....…x 
 
CHAPTER 
 
   I. INTRODUCTION ........................................................................................................ 1 
1.1 Background ..................................................................................................... 1 
1.2 Motivation ....................................................................................................... 4 
1.3 ADRC as a Control Paradigm ......................................................................... 5 
   II. DISCUSSION OF VARIOUS FLYWHEEL ROTOR CONTROL ACTUATORS .. 9 
2.1 Literature Review............................................................................................ 9 
2.2 Mass Redistributors ...................................................................................... 10 
2.3 Piezoelectric Actuators ................................................................................. 11 
2.4 Active Magnetic Bearing .............................................................................. 12 
2.5 Load and Frequency Limitations of AMB .................................................... 14 
    III. ROTOR LEVITATION CONTROL ...................................................................... 17 
3.1 Problem Formulation .................................................................................... 17 
3.2 Physical Model.............................................................................................. 18 
3.3 PD Controller Design .................................................................................... 20 
3.4 State Observer Design – Observer Gain Parameterization ........................... 21 
3.5 Active Disturbance Rejection ....................................................................... 25 
3.6 Extended State Observer ............................................................................... 26 
  vii
3.7 Comparison of Magnetic Bearing Plant Control .......................................... 32 
3.8 Levitation ...................................................................................................... 32 
3.9 Constant Force Disturbance .......................................................................... 34 
   IV. INVESTIGATION OF ROTOR VIBRATION DYNAMICS ................................ 37 
4.1 Background ................................................................................................... 37 
4.2 Rotor Vibration Dynamics ............................................................................ 38 
4.3 Steady State Operation .................................................................................. 41 
4.4 From Vibration Dynamics to Vibration Control ........................................... 47 
4.5 Rotor Vibration Control ................................................................................ 49 
   V. THE DISTRIBUTED MASS MODEL FOR ROTOR VIBRATION CONTROL .. 58 
5.1 Model and Open Loop Simulation ................................................................ 59 
5.2 Closed Loop Simulation Comparison ........................................................... 64 
5.3 Two-pair Configuration ................................................................................ 64 
5.4 Three-pair Configuration .............................................................................. 67 
5.5 Rotor Vibration Control Simulation – Rotor Acceleration ........................... 69 
5.6 Open loop simulation .................................................................................... 71 
5.7 Closed loop simulation ................................................................................. 72 
5.8 ESO Noise Sensitivity................................................................................... 75 
   VI. AN EXPLORATION OF PID-INSPIRED NONLINEAR CONTROL ................. 80 
6.1 Han’s Nonlinear Controller ........................................................................... 81 
6.2 Construction of the Nonlinear Controller ..................................................... 85 
6.3 Matlab Simulation ......................................................................................... 86 
6.4 Distinctive Features of Nonlinear Control Results ....................................... 88 
  viii
6.5 Sigmoidal Nonlinear Control ........................................................................ 89 
   VII. CONCLUDING REMARKS ................................................................................. 91 
7.1 Summary of the Work ................................................................................... 91 
7.2 Discussion of the Results .............................................................................. 93 
REFERENCES ................................................................................................................. 95 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  ix
LIST OF TABLES  
Table 1: Controller comparison for flywheel rotor levitation…………………………..92 
Table 2: Controller comparison for accelerating operation (point-mass model)……….92 
 
Table 3: Controller comparison for accelerating operation (distributed-mass model)…92 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  x
LIST OF FIGURES 
 
Figure 1: Two-degrees-of-freedom ADRC control flow, an illustration of the ADRC 
paradigm ............................................................................................................................. 8 
Figure 2: Mass redistribution actuator .............................................................................. 11 
Figure 3: Piezoelectric (PZT) patches on rotor shaft surface ........................................... 12 
Figure 4: Schematic AMB configuration of rotor vibration control ................................. 13 
Figure 5: An example of AMB force actuation ................................................................ 14 
Figure 6: Dependence of maximum achievable load on bearing dimensions .................. 15 
Figure 7: Force diagram for rotor position model ............................................................ 19 
Figure 8: Simulink block diagram of ADRC for a second order plant ............................. 31 
Figure 9: Performance comparison (noise-free) ............................................................... 33 
Figure 10: Control effort comparison (noise-free) ............................................................ 34 
Figure 11: Performance comparison under constant force disturbance ............................ 35 
Figure 12: Top view of the rotor showing location of mass imbalance ............................ 38 
Figure 13: Rotation geometry of Jeffcott rotor ................................................................. 39 
Figure 14: Rotation geometry (top view) .......................................................................... 39 
Figure 15: Time domain steady state response (x direction) ............................................ 43 
Figure 16: Time domain steady state response (y direction) ............................................ 43 
Figure 17: Rotor orbit (parametric plot) with w=1 rad/s .................................................. 43 
Figure 18: Rotor orbit with w=2 rad/s .............................................................................. 44 
Figure 19: Rotor orbit with w=3 rad/s .............................................................................. 45 
Figure 20: Bode magnitude plot ....................................................................................... 46 
Figure 21: Time domain response (w = 3rad/s) ................................................................ 48 
Figure 22: Steady state response at final operating speed (w  = 30000 rpm) ................... 48 
Figure 23: Rotor orbit during accelerating operation ....................................................... 50 
Figure 24: Rotor displacement comparison,  ω = 100 rad/s ............................................. 51 
Figure 25: Actuation force comparison,  ω = 100 rad/s .................................................... 53 
Figure 26: Actuation force comparison (zoomed in),  ω = 100 rad/s ............................... 53 
Figure 27: Rotor displacement comparison,  ω = 3142 rad/s (60,000 RPM) ................... 55 
Figure 28: Actuation force comparison,  ω = 3142 rad/s .................................................. 56 
Figure 29: Actuation force comparison (zoomed in) ........................................................ 56 
Figure 30: Simply supported beam modeled by three lumped masses ............................. 59 
Figure 31: Matlab Simulink representation of the system given by equation (5.5) .......... 62 
Figure 32: Open loop (displacement) ............................................................................... 63 
Figure 33: A Typical Closed Loop Control Simulation .................................................... 65 
Figure 34: Two-Bearing PID Control (displacement) ...................................................... 66 
Figure 35: Two-Bearing ADRC Control (displacement) .................................................. 66 
Figure 36: Three-Bearing PID Control (displacement) .................................................... 67 
Figure 37: Three-Bearing ADRC Control (displacement) ................................................ 68 
Figure 38: Three-Bearing PID Control (control effort) .................................................... 68 
Figure 39: Angular velocity profile .................................................................................. 71 
Figure 40: Open loop (displacement) ............................................................................... 72 
Figure 41: PID Control (displacement)............................................................................. 73 
Figure 42: PID Control (control effort) ............................................................................ 73 
  xi
Figure 43: ADRC Control (displacement) ........................................................................ 74 
Figure 44: ADRC Control (control effort) ........................................................................ 74 
Figure 45: Closed-loop rotor vibration with sensor noise (wo=5000, wc=1000) ............. 76 
Figure 46: Actuation forces with sensor noise (wo=5000, wc=1000) .............................. 76 
Figure 47: ESO tracking under noise (wo=5000, wc=1000) ............................................ 76 
Figure 48: Actuation forces with sensor noise (wo=50000, wc=10000) .......................... 77 
Figure 49: ESO tracking with increased bandwidths (wo=50000, wc=10000) ................ 77 
Figure 50: Closed-loop rotor vibration with sensor noise (wo=5000, wc=1000) ............. 78 
Figure 51: ESO tracking with lowered bandwidths (wo=1000, wc=200) ........................ 78 
Figure 52: Linear vs. Han’s nonlinear proportional control ............................................. 84 
Figure 53: Simulink block diagram of the nonlinear controller of equation (6.8) ............ 85 
Figure 54: Block diagram of function g(e) of Figure 53 .................................................. 86 
Figure 55: Rotor vibration reduction with traditional PD controller ................................ 87 
Figure 56: Control effort of the traditional PD controller................................................. 88 
Figure 57: Rotor vibration reduction with Han’s nonlinear controller ............................. 89 
Figure 58: Rotor vibration control with sigmoidal nonlinearity (w=100) ........................ 90 
Figure 59: Control effort with sigmoidal nonlinearity (w=100) ....................................... 90 
 
 
 
 
 
 
 
 
 
 
 
  1
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER I 
INTRODUCTION 
 
1.1 Background 
 
The flywheel is a mechanical device which consists of a rotor, most commonly of 
cylindrical shape, that stores kinetic energy when set in motion. The flywheel’s kinetic 
energy depends linearly on I, the moment of inertia of the rotor, and quadratically on the 
angular velocity of rotation, .  
 21
2kin
E Iω=  (1.1) 
A unique aspect is that the energy density (energy per unit mass) of the flywheel can be 
increased with increasing rotation speed. Equation (1.1) reveals that the energy density is 
solely dependent on angular velocity. 
 
ω
  2
 2E
m
ω∝  (1.2) 
  
The mechanical nature of the flywheel energy storage has distinct advantages over 
conventional energy storage systems such as batteries. A prominent feature is ultra-fast 
power storage and release capabilities (pulsed applications). The energy content of the 
flywheel can be easily modified by regulating the rotor speed, as evident from equation 
(1.1). Through the use of modern power controls systems, this process has been very 
efficient and rapid. Charging is achievable in less than 15 minutes in high speed 
flywheels, and the round trip energy efficiency can be as high as 80%, if frictional losses 
are checked.  
 
Unlike conventional batteries, the energy storage capability of flywheels is insensitive to 
variations in temperature and pressure, and the device itself has relatively long life times. 
This property has attracted applications in aerospace engineering, where a main concern 
is to develop devices with adequate energy density and long life times. The NASA Glenn 
Research Center (GRC) is currently developing high-speed flywheels for use on 
spacecraft, with the objective of doubling the life and payload capabilities of satellites 0. 
Since the energy density of a flywheel increases quadratically with its rotor speed, the 
foremost goal in flywheel design is to achieve sustainable high speed operation of the 
rotor. However, many factors can limit the achievable speed. 
 
The material strength of the flywheel rotor predicts an upper limit on its speed, referred to 
as the burst speed. At this speed the material would disintegrate due to high centrifugal 
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forces. This theoretical limit is rarely achieved due to prominent rotor vibrations at 
critical speeds below the burst speed. 
 
Reports from NASA Glenn Research Center 0, [4] suggest that rotor vibration is the 
practical limiting factor on rotor speeds. Rotor vibration manifests itself as the deviation 
of the rotor from its equilibrium position. Large amplitudes of vibration thus cause the 
rotor to significantly deviate from its equilibrium position and hit other objects in the air 
gap, causing catastrophic failure.  
 
Aerospace flywheel rotor control requires adequate actuators. The most common choice 
is active magnetic bearing (AMB) because it allows no-contact actuation and has 
comparatively higher actuation speeds. The AMB works by generating magnetic forces 
on the rotor. This method has distinct advantages over other actuation methods, which 
will be discussed and evaluated in detail in Chapter II.  
 
The rotor operation of aerospace flywheels can be characterized in terms of three distinct 
operational modes. Different physical models are used to describe each individual 
operational mode. Firstly, the rotor needs to be levitated into its equilibrium position 
when the flywheel rotor is not spinning. The physical model used to describe the 
levitation treats the flywheel rotor as a lumped mass. Secondly, the flywheel is spun up to 
its operating angular speed. During this process, the rotor undergoes accelerating angular 
motion. Afterward, the rotor enters steady state operation, where its angular speed is 
constant.  In this research, all three modes of flywheel operation will be addressed.   
  4
 
Due to the complexity of the rotor vibration problem, most engineers have resorted to 
primitive control technologies such as the proportional-integral-derivative (PID) 
controller [5], which presently accounts for over 95% of all industrial control 
applications. This is not because practicing engineers are unaware of recently developed 
control methods, but because they find the advanced controllers difficult to tune and that 
it requires years of training. The aerospace group at NASA Glenn presently only uses 
PID controllers for exactly this reason. The overwhelming advantage in selecting PID 
over more advanced controllers is its ease of use, with only three tuning parameters and 
applicability to a vast range of plant models. It is very important to reduce the controller 
complexity whenever possible, and thus the overall complexity of the closed loop system.  
 
1.2 Motivation 
 
The overall objective of this research is to apply a practical control method to flywheel 
operations. This practical control method should improve on the PID in terms of 
performance, while retaining its simplicity of use with only a small number of tuning 
parameters. Such a control technique has been recently proposed and termed Active 
Disturbance Rejection Control (ADRC), which is based on the PD controller with a 
disturbance observer. The tuning parameters of both the controller and observer have 
been systematically parameterized so as to reduce the total number of tuning parameters 
to two.  
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1.3 ADRC as a Control Paradigm 
 
In this section, the PID control scheme and the active disturbance rejection scheme are 
compared from a high-level perspective. A philosophical account of ADRC is presented, 
which lays out its fundamental ideas while only using rudimentary algebra. I hope that it 
would appeal to the general audience. 
 
A PID controller monitors the output of the plant and compares it, in real time, to the 
desired set point to generate an error signal. When disturbance is present, it affects the 
plant output and leads to an increase in the error signal.  The control law computes the 
control output based on this error signal, in an attempt to reject the disturbance by driving 
the error to zero. In each specific application, the PID controller can be tuned based on 
trial-and-error, a technique followed in most industrial applications. The controller has to 
be retuned for different plants. The small number of controller tuning parameters makes 
such a technique feasible. 
 
PID control is an example of Passive Disturbance Rejection (PDR) control. The PDR 
functions by driving the difference between plant output and set point to zero, but does 
not do so by actively rejecting disturbances. There exists a distinct trade-off between the 
controller’s ability to reject disturbance and to track the set point.  
 
A controller’s ability to reject disturbance can be drastically improved if the disturbance 
is estimated, and compensated for, in real time.  Just like the feedback sensor that 
monitors the difference between the plant output and the desired set point, one can design 
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an observer to monitor the deviation of the actual plant dynamics from a desired nominal 
model. The difference can be cancelled out via the control input so to reduce the plant to 
a nominal plant. This is the idea behind the Active Disturbance Rejection (ADR) 
paradigm, on which ESO is based. This is the motivation behind my hypothesis that both 
PID and ESO are “error-based”: in the case with ESO, the measured error is between the 
observed, real-time plant and the desired, nominal plant. The choice of the nominal plant 
is conditioned by the circumstances of the control design. Take a motion control problem 
for instance, which is governed by Newton’s Law 
                                                            F mx= &&                               (1.3) 
For control purposes, the forces affecting the position output x can be distinguished as   
 int ernal actuator disturbanceF F F mx+ + = && (1.4) 
The internal forces arise from the dynamics of the plant model. The actuator forces 
convey the control input, affecting the dynamics of the system. Both forces are thus given 
by the model and the control law and are assumed to be known. The disturbance force 
represents unknown external disturbances and plant variations not included in the model. 
Its real-time value can be estimated if the mass and the acceleration are known:  
                                                 int( )disturbance ernal actuatorF mx F F= − +&&                              (1.5) 
 
Once estimated, the disturbance can be actively compensated for by incorporating it into 
the control law, such as 
  7
             actuator disturbanceF F= −                                            (1.6) 
This reduces the plant (1.4) to the nominal plant given by     
 int ernalF mx= &&                                                 (1.7) 
By choosing different control laws, equation (1.4) can be reduced to different nominal 
plants. One could even use the control law to cancel out the internal forces in addition to 
disturbance, which is what ESO amounts to. The ESO is designed such that all internal 
forces in (1.7) are reduced to a constant value.  
 
Purged of unknown dynamics, nominal plants such as (1.7) can be now controlled with 
an additional PDR controller to achieve set point tracking. Since the previous disturbance 
cancellation has led to a high disturbance rejection capacity, the PDR controller can be 
tuned for tracking optimization. The combination of both active and passive disturbance 
rejection gives rise to a control strategy capable of both disturbance rejection and high 
performance set-point tracking. The recently proposed Active Disturbance Rejection 
Control (ADRC) is a practical implementation of this new paradigm. By targeting the 
issues of disturbance rejection and set point tracking successively and separately, one 
obtains a two-degrees-of-freedom control flow (Figure 36).  
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Figure 1: Two-degrees-of-freedom ADRC control flow, an illustration of the ADRC 
paradigm 
 
This completes the analysis of the Active Disturbance Rejection Control.  
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CHAPTER II 
DISCUSSION OF VARIOUS FLYWHEEL ROTOR CONTROL ACTUATORS 
2.1 Literature Review 
Vibration is a main problem in rotor dynamics, and most flywheel rotor actuators were 
designed with vibration control in mind. Rotor mass imbalance is the main cause of 
vibration, and it is an unavoidable result of imperfection in rotor manufacturing. The 
physical effect of imbalance can be compensated through force actuators which in a sense 
rebalance the rotor during operation. Various methodologies have been proposed to 
address the issue.  
Vibration control devices can be roughly categorized as active and passive devices. 
Passive devices have been employed early on in rotating machinery design due to their 
simple operation. Examples are purely mechanical dampers based on flexible structures 
[6] or squeeze-film dampers [7]. More recently, advanced materials such as 
magnetorheological fluids [8] have also been proposed. Passive magnetic bearings have 
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been researched at NASA Glenn [9]. All such devices rely on the presence of a medium 
surrounding the rotor surface which exerts a constant frictional force on the rotor. Passive 
devices cannot be adjusted during operation; thus the actuation force is not variable. 
Moreover, overall energy losses are considerable in such damped systems. For this 
reason, passive devices are rarely used for flywheel energy storage; the energy losses 
would de facto defy the purpose of energy storage.  
By contrast, active devices can be adjusted during operation according to the vibration 
characteristic. This allows for closed loop control. Active vibration control devices are far 
more efficient in terms of energy consumption, and far more effective. Almost all 
vibration control devices for flywheel energy storage are active devices. There are three 
main types of active vibration control devices used today: mass redistribution actuators, 
piezoelectric actuators, and active magnetic bearings (AMB).  
2.2 Mass Redistributors 
Mass redistribution actuators are mounted on the rotor and allow for the center of mass of 
the rotor to be changed. The vibration of the rotating machinery is directly suppressed by 
canceling out the rotor imbalance, and the associated centrifugal force. In order for this 
method to work, the imbalance has to be estimated. This can be achieved through 
measuring the vibrations at very low speed. A schematic drawing of a mass-redistribution 
actuator is shown in Figure 2, demonstrating the movable ring structure used to achieve 
mass redistribution. Such a device has been successfully implemented in a closed loop 
configuration by Dyer [10]. 
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Figure 2: Mass redistribution actuator 
The first implemented mass redistributor was based on the motion of correction masses 
along two perpendicular axes fixed to the rotating system [10]. The masses are driven by 
two small servomotors, and the power for the motors was supplied by slip rings. The only 
input to the active balancing system is the vibration measurement. Subsequent studies 
[12], [13] found that if the rotating frequency is close to the resonant frequency of the 
system, errors in measurement can lead to serious errors in the closed loop system. The 
performance inaccuracy of mass redistribution devices has been often criticized [14], and 
remains one of the unresolved issues in this application: Due to the use of small 
servomotors to drive the correcting masses, the actuation speed of the device is low. 
Flywheel rotors operating at high steady state speeds do not require large actuation force, 
but actuation speed is essential. Mass redistribution actuator will thus not suffice for high 
speed operations.      
2.3 Piezoelectric Actuators  
Piezoelectric actuators are a new type of force actuator which operates through voltage 
induced deformation of material. This is known as the piezoelectric effect [15]. Such 
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actuators are small patches attached to the rotor [16], [17]. Due to the nature of the 
piezoelectric effect, such devices are capable of fast dynamic response in force actuation. 
Another significant advantage is high stiffness and accuracy [18], [19]. For instance, in a 
recent study [20], Lead Zirconate Titanate [21] patches are surface-bounded on the rotor 
shaft surface (Figure 3).  
 
Figure 3: Piezoelectric (PZT) patches on rotor shaft surface 
The major disadvantage of piezoelectric actuators is the low actuation force deliverable 
due to the small size of the patches. Such small forces are insufficient for high-speed 
flywheel operations. Larger patch sizes constitute a problem in manufacturing.  
2.4 Active Magnetic Bearing 
Currently, the most widely employed rotor vibration control device is the active magnetic 
bearing (AMB) [24], which creates magnetostatic forces on the rotor, and is thus a non-
contact actuator, offering advantages such as reduced frictional losses and reduced 
mechanical wear and tear. Because of its importance in closed loop control systems, we 
shall give a more detailed account of the AMB vibration control system. When used with 
a power amplifier, the AMB is capable of delivering relatively large actuation forces.  
  13
The schematic arrangement of pairs of AMBs for rotor vibration control is shown in 
Figure 4; only the AMB pair in one dimension is shown. In practice at least two pairs are 
needed to control the vibrations, since the vibration orbit of the rotor is circular. The 
magnetic forces on the rotor are induced by a ferromagnetic sheet on the surface of the 
rotor. 
 
 
Figure 4: Schematic AMB configuration of rotor vibration control 
The active magnetic bearing is constructed using electro-magnets, and the output flux can 
be controlled by varying the voltage or current in the magnet coils, via Ampere’s law 
[27]. Figure 5 shows a schematic representation of AMB force actuation. The design in 
Figure 4 also provides additional robustness protection in the face of external 
disturbances.   
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Figure 5: An example of AMB force actuation 
2.5 Load and Frequency Limitations of AMB 
The operation of AMBs for rotor control is characterized by how much force the magnets 
can generate and how fast the forces can be generated. The amount of deliverable force is 
termed load, and how fast the forces are generated is described in terms of power 
bandwidth. These two qualities are fundamental in rotor control, especially when 
vibrations are present, since the load and bandwidth of the AMB limit the achievable 
speed of the rotor.   
The maximum load, fmax, is physically dictated by the saturation properties of the 
magnets.  This is because the amount of flux the magnets can generate cannot grow 
infinite, and thus there is always an upper limit to the force the magnet can deliver. Any 
overload beyond this maximum load will cause the rotor to break away from the 
equilibrium position and crash against the bearing. The maximum load depends on the 
geometrical properties of the bearing magnets, such as size. The maximum load is 
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inversely proportional to the bearing diameter and bearing width. It has been estimated 
[24] that for radial magnetic bearings (with conventional ferromagnetic coating of the 
rotor), the following relationship holds:  
 max 232( )
f N
d b cm
=⋅  (2.1) 
Where d denotes the bearing diameter, and b denotes the bearing width of the 
magnetically active part. The quantity on the left hand side of the equation is called 
specific load. The value of 32 N/cm2 is four times lower than that for oil lubricated 
bearing, a passive vibration control device discussed at the beginning of this chapter. The 
relationship (2.1) also shows that in order to increase the maximum achievable load, the 
dimensions of the bearing have to be increased, according to Figure 6. The range of fmax is 
thus in the kilo Newtons range. 
 
 
Figure 6: Dependence of maximum achievable load on bearing dimensions 
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The power bandwidth ωpbw is essentially the highest frequency at which the actuator 
magnets can still operate. The power bandwidth can be improved with a higher output 
power amplifier. The power bandwidth also depends on the air gap and maximum load 
according to the following relationship [24]: 
 max
0 max
0.92pbw
P
s f
ω =  (2.2) 
Where Pmax is the output of the power amplifier and s0 is the air gap distance. From this 
relationship, a force of 1000N can be generated with a 1kW amplifier in an air gap of 
1mm only with a frequency of 920 rad/s. This value, as we shall see in the chapter on 
vibration control, is sufficient for rotor control at a speed below 10,000 RPM. Obviously, 
the power bandwidth can be increased with a smaller air gap. Most air gap distances 
range from 0.1 to 0.7 mm.   
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CHAPTER III 
ROTOR LEVITATION CONTROL 
3.1 Problem Formulation 
The object of rotor levitation control is to move the rotor from its initial position (where 
the rotor is situated when not in operation) up to its equilibrium position (where the rotor 
then can be spun to its operating speed). AMB is used in general to achieve this 
levitation. In this control problem, the initial rotor position may be taken as zero, while 
the equilibrium position is the air gap distance (the distance between the rotor and the 
bearing). The rotor is physically described as a point mass, and the model leads to a 
second order transfer function with an unstable pole. This simple model is also often used 
to study the effect of external disturbances on the rotor [25], and the related disturbance 
rejection control issues.  
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The levitation problem has been well addressed in literature, as various experimental and 
model setups have been studied. Hubbard [31] used linear-quadratic design in their 
pendulous supported flywheel. Stanway [32] used eigenstructure assignment for the 
control of suspension systems for rotating machinery within a magnetic field. Sinha [33] 
considered sliding mode control of a rigid motor via magnetic bearings. Salm [34] 
demonstrated modal control of a flexible rotor. Matsumura [35] used an integral type 
servo-controlled design via solution of a linear quadratic regulator problem, for a 
horizontal rotor-magnetic-bearing system, and Hung [36] considered magnetic bearing 
control using fuzzy logic. These proposed controllers are often of such great complexity 
that they have become highly impractical. Most of the aforementioned controllers have 
never been implemented in industry because of the tuning effort associated with the 
application of the controller. As a result, the PID controller, benefiting from its ease of 
use, is by still far the most prevalent, and cost-effective controller used for active 
magnetic bearing control. 
The flywheel group at GRC has recently implemented a PD controller with a velocity 
observer for the levitation problem [4]. The goal of this chapter is to apply a PD 
controller with a disturbance observer for better performance. The latter control strategy 
is also known as active disturbance rejection control (ADRC). A systematic 
parameterization strategy is introduced aimed at reducing the tuning effort of the user. 
Finally, the two control strategies will be compared and evaluated in simulation both in 
terms of performance as well as control effort. 
3.2 Physical Model 
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The position transfer function of the rotor can be obtained by mechanical modeling of the 
electromechanical components. The rotor of mass m is assumed to be rigid. Then the 
plant can be represented by a mass-spring system. The corresponding force diagram, 
drawn by Dever [4], for a rigid body in a magnetic bearing system is shown in Figure 7.  
 
Figure 7: Force diagram for rotor position model 
The position of the rotor, y, can be controlled through the actuator force, F, which is 
generated via the electromagnets. The functional relationship between magnetic coil 
current and output magnetic force is normally known with relative high accuracy. 
Therefore, in designing the control law, one may treat the actuator force as the control 
signal. In actual implementation, the control force can be easily converted into a control 
current signal.  
From Figure 7, the differential equation for rotor dynamics can be derived, 
 bmy K y F− =&&  (3.1) 
where m is the mass of the rotor, and Kb is the experimentally determined stiffness 
constant (its negative sign is due to the fact that the force from the bearing is attractive). 
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By taking the Laplace transform of (3.1), one can obtain the open-loop position transfer 
function, 
  (3.2) 
which has poles at . The presence of one of the poles in the right half plane 
makes the system unstable. Hence closed-loop control must be applied to stabilize it.  
 
The physical significance of closed loop control is to allow the magnetic bearing to have 
a positive, variable stiffness, in lieu of the negative stiffness. In addition, since the system 
given by equation  (3.2) does not contain a damping term, the closed-loop should ideally 
provide a variable damping force. 
 
3.3 PD Controller Design  
NASA Glenn’s flywheel module High Speed Shaft (HSS) was originally implemented 
using only a proportional-derivative (PD) controller, which successfully levitated the 
flywheel shaft [4]. From a theoretical perspective, the PD controller provides the system 
with positive stiffness and damping. The PD-Controller Transfer function is given by, 
  (3.3) 
so that the closed-loop transfer function becomes  
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Equation (3.4) reveals that the closed-loop system has the form of a mass-spring-damper 
system. The damping term can be regulated by the derivative parameter kd. The poles of 
this system can be conveniently placed in the left half-plane by tuning both kd and kp. The 
value of the proportional gain kp should be chosen to be larger than the stiffness constant 
Kb.  
The PD controller suffers from a major drawback. Noise present in the output position 
sensor signal is increased by the use of the derivative term, which can substantially 
degrade the control quality. In response, the control signal can also become extremely 
noisy, leading to unnecessary control energy expenditure. Even though low pass filtering 
can be added to the sensor signals in an attempt to palliate high frequency noise; the 
filtering also adds phase lag to the system.  
To address this issue, an observer was added, which estimates the velocity of the rotor 
and thus generates the feedback signal needed for damping control [4].   The observer 
employed is a classical state observer, whose inputs are a) position error and b) the 
control signal. The output of the observer is the estimated radial velocity of the rotor. In 
order for the observer’s velocity estimation to converge to the actual value of the 
velocity, the observer has to be tuned adequately.  
 
3.4 State Observer Design – Observer Gain Parameterization  
In this section, the velocity observer is developed with a systematic parameterization, 
which reduces the number of observer tuning parameters to one.  This would provide a 
drastic simplification in tuning effort. It also allows us to later better compare the velocity 
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observer to the disturbance observer, which also uses the parameterization technique for 
control effort reduction as part of the ADRC.   
First a state space model of the plant is to be developed. The second order differential 
equation (3.1) can be rendered into two first order differential equations, by defining, 
                                                  (3.5) 
so that (3.1) can be now written as 
                                                  (3.6) 
Equation (3.6) can be represented in matrix notation, 
                                       (3.7) 
which describes the dynamics of the state-vector x. The output of the system, usually 
denoted by y, is the position x1. The relationship between the output and state-vector can 
be described by the following matrix multiplication  
                                                  (3.8) 
Thus for any given second order linear plant, the canonical plant model is given by a set 
of two equations: 
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                                                  (3.9) 
where A and B are the 2x2 matrix  and 2x1 column vector, respectively, in equation (3.7), 
and C is the 1x2 row vector in (3.8). The control input, u, is the actuation force F.   
The state space model of the observer is given by,  
ˆ ˆ ˆ( )
ˆ ˆ
x Ax Bu L y y
y Cx
= + + −
=
&
                                        (3.10) 
where variables representing the estimated values of the states are denoted by a hat above 
the symbols. The observer gain vector, L, is chosen in such a way to guarantee the 
convergence of the error term to zero. The performance of the observer hinges on 
the choice of the observer gain vector. Substituting the second equation in (3.10) into the 
first one,  
                                                            (3.11) 
the stability criterion translates into the requirement that the eigenvalues of the matrix 
 are in the left half-plane. This put a restriction on the choice of the elements of 
the gain vector L.  
As an attempt to reduce tuning effort, the observer gains may be parameterized so that the 
eigenvalues of the   matrix are placed at the same location. This parameterization 
technique was developed by Gao [37], to reduce the tuning effort associated with ADRC.  
The parameterization is in terms of the elements of the control gain matrix, 
x Ax Bu
y Cx
= +
=
&
ˆy y−
ˆ ˆ ˆ
ˆ( )
x Ax Bu Ly LCx
A LC x Bu Ly
= + + −
= − + +
&
A LC−
A LC−
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                                                                 (3.12) 
Using (3.12),  and the expressions of the A and C matrix from (3.7) and (3.8), we can 
write out explicitly the matrix :  
  (3.13) 
The eigenvalues of  are obtained as 
 
                                                            (3.14) 
Gao’s observer gain parameterization technique suggests to place the eigenvalues of 
(3.14) at the same pole location in the left half plane, that is, 
                                                 (3.15) 
The pole location, , is referred to as the observer gain. Equating the right hand side of 
(3.14) and (3.15), we obtain a parameterization of the observer gains in terms of the 
observer  bandwidth:   
                                                                                             (3.16) 
This parameterization procedure effectively reduces the number of observer tuning 
parameter from two down to one. To implement the observer in Matlab Simulink for  
simulation of closed loop control, the observer matrixes elements are parameterized 
explicitly:    
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  (3.17) 
  (3.18) 
With the observer properly designed, we can use the estimated position and velocity 
values for the PD controller. The resulting control law is given by, 
 1 2ˆ ˆ( ) ( )p du k r x k r x= − + −& . (3.19) 
3.5 Active Disturbance Rejection  
As experienced by Dever and Jansen in their HSS module observer implementation [4], 
the observer gains are difficult to tune due to their sensitivity to variations in plant 
parameters. The fact is that during the operation of the flywheel, the measured parameter 
values of the plant may change due to vibration, friction, coil resistance changes. There 
exist a slew of unpredictable sources of uncertainty during actual control implementation. 
The classical Luenberger observer (3.10) is sensitive to changes in plant parameters 
because they affect the observer matrix elements.  
It would be highly desirable to design an observer that can actually “detect” changes in 
the plant parameters and compensate for them. In particular, such an observer could be 
used to compensate for any real-time variations of the plant with respect to a desired 
nominal model plant. This would reduce the dependence of the observer/controller on the 
parameters of the plant. These are the essential ideas behind Active Disturbance 
Rejection Control (ADRC), for which such an observer was originally developed [38]. 
2
2 1
0
O
O
A LC
ω
ω
−⎡ ⎤− = ⎢ ⎥−⎣ ⎦
[ ] 20 21/ / Ob OB L m K m
ω
ω
⎡ ⎤= ⎢ ⎥+⎣ ⎦
M
  26
This observer is called an Extended State Observer (ESO), because its output includes all 
the states of the plant, and an extra state which measures the deviation of the plant from a 
given nominal plant. The ESO is a disturbance observer. In the following, the notions of 
the extra state and the nominal plant are explained in detail, as well as how they are used 
in ADRC’s framework. The mathematical development of the ESO then follows, where 
the observer gain parameterization technique introduced in the last section will be used. 
The complete ADRC control law will also be presented.  
3.6 Extended State Observer 
In the broadest sense, an observer is an estimator whose outputs are the states of the 
plant, and whose inputs are the input and output of the plant. The classical Luenberger 
observer only estimates the states which were defined as the states of the plant (e.g. 
equation (3.5)). However much more information of the plant can be extracted based on 
the knowledge of its input and output.  The key idea of ESO deals with how to extract 
valuable information by going beyond the original states of the plant. The following 
mathematical development applies to any second-order plant, whether linear or non-
linear. It can be generalized to systems of any arbitrary order.   
As an example, consider the second order plant (3.1) which can be rendered in the 
following general form, 
 ( , )x f x t bu= +&& & , (3.20) 
where the variable x denotes the output of the plant (rotor position), and u denotes the 
control input of the plant (the external force F). The control input gain, b, can be 
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identified as 1/b m=  from equation (3.1). The function ( , )f x t&  represents all the 
remaining terms in the differential equation. This term includes most of the information 
about the plant. It even captures possible time variation in plant parameters and may also 
include external disturbance.  Gao [37] referred to this term as the generalized 
disturbance. If the generalized disturbance was absent, the plant (3.20) would simply 
reduce to a double integrator plant, x bu=&& . The goal of ESO design is to estimate the 
generalized disturbance, and to compensate for it in real-time, so that the system is forced 
to be like a double integral plant.  
The key to ESO design is to make the generalized disturbance an additional state. For a 
second order system, the number of states would now increase from two to three. And the 
states variables for the ESO can be chosen as follows: 
                                                                                               (3.21)            
The inclusion of f as an augmented third state is what motivated the term extended state. 
The extended state representation of the system dynamics can be derived directly from 
(3.20), 
                                                                                    (3.22)                     
where h is the time derivative of  f. The corresponding state space model is 
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                                                                          (3.23)         
where the matrixes are  
                  
                     
(3.24) 
Now the ESO can be constructed in analogy to the classical Luenberger observer (see 
equation (3.10)) :  
                                                            (3.25) 
The output states of this observer correspond to the estimated values of the quantities, 
                                                                                        (3.26) 
and the observer gain vector L can be denoted as  
                                                         (3.27) 
Now the observer gains can be computed following the parameterization technique 
introduced earlier (see (3.15)), by requiring all eigenvalues of the matrix A-LC to be 
placed at the pole wo            
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And the results become:  
                                                  (3.29)       
Substituting (3.29) into (3.27), one obtains 
,  ,  
                
(3.30) 
As mentioned before, the classical Luenberger observer requires detailed knowledge of 
the plant, determined by the matrices A and B, is required for the determination of the 
observer gains. Yet in the extended state representation, the A and B matrices are 
constants. This feature enables one to choose the observer gains without detailed 
knowledge of the plant. This also is one of the reasons, as we shall see later, why the 
ADRC is less sensitive to variations in plant parameter. This can be a huge advantage in 
controller tuning.  
With the extended state observer properly designed, the generalized disturbance can be 
compensated for. Assuming accurate estimation of f and b, that is 
 
                                                     (3.31) 
the compensated plant will be a double integral plant, which is then controlled using a PD 
controller.  The resulting ADRC control law is 
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                         ,                                         (3.32) 
where the term 3xˆ−  compensates for the generalized disturbance. The term u0 is the PD 
control law and is given by   
 0 1 2ˆ ˆ( ) ( )p du k r x k r x= − + −& , (3.33) 
where r is the setpoint. Gao [37] developed a systematic method to select the PD 
controller gains, so to attain critical damping. The idea here is to parameterize both 
controller gains in terms of a single tuning parameter, wc, the controller bandwidth:  
                              .                               (3.34)                 
The parameterization scheme is motivated by the following ideas. Assuming proper 
cancellation of generalized disturbance, the double integrator plant is given by 
 0y u=&&  (3.35) 
While assuming that the estimated values are accurate, we have,  
 
 ( )p dy k r y k y= − −&& &  (3.36) 
The closed-loop transfer function is thus given by 
 
 2
( )
( )
p
d p
kY s
R s s k s k
= + +  (3.37) 
where Y(s) is the Laplace transform of y and R(s) is the Laplace transform of r. With the 
choice of controller gains given by (3.34), the closed-loop transfer function achieves 
critical damping:  
3 0 0ˆ( ) /u x u b= − +
2
cp wk = cd wk 2=
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= +  (3.38) 
The ADRC control law (3.32) can be given in terms of the PD tuning parameters, 
 1 2 3
0
1 ˆ ˆ ˆ( ) ( )p du k r x k r x xb
⎡ ⎤= − + − −⎣ ⎦& , (3.39) 
Because the ESO is a linear observer, it can be properly referred to as Linear Extended 
State Observer (LESO) to distinguish it from Han’s original, non-linear ESO design [38]. 
And the resulting linear ADRC is hence referred to as LADRC. A Simulink 
implementation of LADRC to a second order plant is shown in Figure 8. 
 
Figure 8: Simulink block diagram of ADRC for a second order plant 
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3.7 Comparison of Magnetic Bearing Plant Control 
The LADRC magnetic bearing control is compared to PD/observer in simulation (Matlab 
Simulink 7.0.4). The PD/observer is a PD controller which uses a velocity observer. The 
mass m of the flywheel rotor is chosen as 1kg. The stiffness is Kb = 0.4 N/m. This choice 
of parameters renders the open loop plant transfer function (3.2) to be: 
 2
( ) 1( )
( ) 0.4
Y sP s
F s s
= = −  (3.40) 
The bandwidth of the plant can be determined from the Bode amplitude of (3.40), or from 
the equation 20log ( )P jw = -3dB. The value is approximately wn=1.08rad/s.  The 
LADRC and PD/observer are implemented with the same controller bandwidth (wc) and 
observer bandwidths (wo), for a fair comparison of the two control techniques. The 
controllers are tested under three different scenarios. First, the levitation performance and 
the control efforts of both controllers are compared. Second, the disturbance rejection 
capabilities of both controllers are tested.  
 
3.8 Levitation 
The initial resting position of the rotor is taken as x0 = 0, whereas the final position is xf = 
1mm. This distance corresponds to the order of magnitude of the air gap between 
flywheel rotor and stator. Even though a step input of amplitude xf would be sufficient for 
this application, the trapezoidal velocity profile is used instead, which avoids a large 
initial spike in control effort associated with the abrupt change of a step input. For the 
trapezoidal velocity profile, the shape of the input is designed so to make its derivative 
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shaped like a trapezoid. When integrated, this motion profile gives rise to a position input 
which settles to a steady state after a given period of time and is much smoother than the 
step input (see the upper graph in Figure 9). The trapezoidal velocity profile was created 
in such a way that the position input reaches a steady state of xf = 1mm in 0.3 seconds.  
For the simulation with the trapezoidal velocity profile, the control parameters are chosen 
as follows. The observer bandwidths of both controller are placed at wo = 2000, whereas 
the PD gains are both wc = 400. This choice of the bandwidth is given by the rule of 
thumb wo ≈ 5 wc, as proposed by [37]. With both controllers having identical tuning 
parameters, their performance and control effort are compared.  
 
 
Figure 9: Performance comparison (noise-free) 
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Figure 9 and Figure 10 show the tracking performance and control effort without 
considering the noise effect. Both controllers exhibit virtually identical behavior, in both 
comparisons. In terms of control effort, the controllers show maximum amplitudes 
reaching just below 0.05 N, as well as constant zero steady state output.  
 
Figure 10: Control effort comparison (noise-free) 
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Like most industrial devices, aerospace flywheels may be subject to external disturbance 
forces. The simplest case is the force of gravity on earth, which is often considered a 
constant disturbance force. In a space environment, the flywheel module will be subject 
to terrestrial or lunar gravitational fields. Because the orientation of the module in the 
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will be varying disturbance forces. From a controls perspective, the PD controller cannot 
reject disturbance without steady state error. PID controllers (with an additional integral 
term) are occasionally used, but the integral term adds phase lag to the controller. In 
NASA’s and many other flywheel designs, disturbance forces are dealt with additional 
pairs of passive magnetic bearings, which cannot be controlled and add weight to the 
module. The ADRC however has intrinsic disturbance rejection properties and does not 
suffer from phase lag due to the integral term. The disturbance rejection properties are 
demonstrated in simulation. Figure 11 shows the controller performance under a constant 
step disturbance of -10 Newtons which is injected into the plant at t = 1s. The tuning 
parameters are the same as used in other simulations (wo = 2000, wc = 400).  
 
Figure 11: Performance comparison under constant force disturbance 
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As expected, the PD/observer controller exhibits a steady state error of approximately 
0.1mm, whereas the LADRC only shows a transient minor dip in rotor position (less than 
0.01 mm) recovers fully from the disturbance with no steady state error.  Note also that 
there is no delay in tracking performance with LADRC, since the graphs show the 
transient behavior of both controllers to be the same.  
In summary, the comparison of the two controllers show that even though there is no 
visible difference in terms of levitation performance, LADRC is superior to PD/observer 
in disturbance rejection. It is the belief of the author that the HSS magnetic bearing 
control would benefit from the implementation of LADRC, for slight disturbances are 
often present in any given system. The implementation of LADRC would neither have 
the drawback of the PID in terms of phase lag, nor does it require the flywheel to be 
equipped with backup passive bearings, as in the case of PD/Observer control currently 
used in NASA’s HSS module.  
Once the flywheel rotor is levitated into its equilibrium position, it will be spun to 
eventually attain its final operating speed. This process is described by a different 
physical model than the lumped mass model considered so far. Because the spinning 
involves angular acceleration, the rotor will exhibit vibrations, during which the rotor will 
deviate from its equilibrium position. The control during both the accelerating and steady 
state operation of the rotor require consideration of rotor vibration dynamics from a 
control perspective, which is presented in the next chapter. 
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CHAPTER IV 
INVESTIGATION OF ROTOR VIBRATION DYNAMICS 
4.1 Background 
 
Closed loop control design relies on the investigations of open loop plant dynamics.  The 
study of rotor vibration dynamics has occupied mathematicians and physicists since at 
least 1919 when Jeffcott [2] proposed a rotor vibration model that has since become the 
most studied model of its kind. It exhibits all the properties of synchronous vibration, the 
most common and deleterious vibration in rotor dynamics. Traditional approaches to 
rotor vibration analysis have focused on understanding the physical phenomenon of 
vibration. For the purposes of vibration control however, mere knowledge of physical 
phenomenon is not sufficient. Despite burgeoning interest within the controls engineering 
community in rotor vibration control, there is currently a lack of literature dedicated to 
the controls aspects of rotor vibration. A more systematic controls approach is needed to 
bridge the disciplinary gap of the physicist and the controls engineer.  
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The purpose of this chapter is to analyze the Jeffcott rotor vibration model from a control 
engineering perspective. The methods employed here rely on the input-output 
relationship, which corresponds closely to the design philosophy of practicing engineers.   
 
4.2 Rotor Vibration Dynamics 
Rotor vibrations are caused by mass imbalance, which is unavoidable due to 
imperfections caused during manufacturing. Imbalance occurs if the center of mass of the 
rotor is not coincident with its geometrical center (Figure 12).   
 
 
 
Figure 12: Top view of the rotor showing location of mass imbalance 
In investigating rotor vibration dynamics, the most common model is the Jeffcott rotor 
[1]. The Jeffcott rotor is made up of a flat disk support by a uniform shaft, which is 
assumed to be massless.  During operation, the rotor disk spins around its principal axis 
of inertia.  Figure 13 shows the rotation geometry, where the principal axis of inertia is 
the z-axis (dashed lines). The rotor disk lies in the plane spanned by the x and y-axes. 
The angle of rotation is φ . 
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Figure 13: Rotation geometry of Jeffcott rotor 
Because the center of mass is not located at the geometrical center of the rotor disk, a 
centrifugal force will be present on the rotor during rotation. The amplitude of this force 
is given by    
 2cF meφ= &  (4.1) 
In equation (4.1), m is the total mass of the rotor, e is the distance from the geometrical 
center to the location of the imbalance (see Figure 14). Hence e is constant for a given 
rotor.  
 
Figure 14: Rotation geometry (top view) 
The set of differential equation of motion for the rotor can be derived from Newton’s 
second law and centripetal force law [2]. In the absence of any external forces,  
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 (4.2) 
The equations (4.2) describe the displacement of the geometrical center of the rotor in the 
x and y directions. In both equations, the three terms on the left hand side are the forces 
on the rotor shaft. The first term is the Newtonian force of acceleration. The second term 
is a restoring force similar to Hooke’s law: if the rotor is displaced from the equilibrium 
position by amount x, then there is a force –kx, which tends to restore the rotor back to its 
equilibrium position. The third term is a damping force. Taken together, the three terms 
on the left hand side can be modeled as a second order mass-spring-damper system. In 
equation (4.2), the terms on the right hand side are the forces due to rotation. The first 
right hand term is the Euler force. It is present only if the angular acceleration is non-
zero. The second right hand term is the centrifugal force which is proportional to the 
square of angular velocity. The equations (4.2) give the dynamics of the rotor in the 
absence of any external or control forces.  
During the operation of the flywheel, the rotor will be spun from a zero initial rotation 
speed to a final speed. The rotation speed is usually measured in revolutions per minute 
(rpm). Butφ&  in (4.2) are given in radians per second (rad/s). Conversion from rpm to 
rad/s is often necessary.  
 21 1 0.1047( / )
60s
revolution radrpm rad s
minute
π= = =  (4.3) 
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After the rotor reaches its final speed, it is in steady state. In that case, acceleration terms 
vanish in equations (4.2), so that they reduce to: 
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+ + =
&&& &
&&& &
 (4.4) 
Since steady state operation is the final goal, most literature use equations  (4.4). In the 
present study, we will consider both steady state and accelerating operations. As a 
general rule, evident from equation (4.1), higher speeds lead to greater centrifugal forces 
due to imbalance.  
 
4.3 Steady State Operation 
Equations (4.4) can be solved to obtain rotor position in steady state, at which the angular 
speed is constant, that is, wφ =& .  
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my ky cy mew wt
+ + =
+ + =
&& &
&& &
 (4.5) 
The analysis of the time-variant differential equations (4.5) can be facilitated from a new 
controls point of view by considering the centrifugal force as a disturbance input, and the 
rotor position as the output,  
 ,
,
c x
c y
mx kx cx F
my ky cy F
+ + =
+ + =
&& &
&& &  (4.6) 
and the disturbance transfer functions can be obtained through taking the Laplace 
transform of equations (4.6):  
  42
 
 
2
,
2
,
( ) 1
( )
( ) 1
( )
c x
c y
X s
F s ms cs k
Y s
F s ms cs k
= + +
= + +
 (4.7) 
This shows that the disturbance transfer functions are identical for both coordinates x and 
y. Equations (4.7) is a linear time-invariant (LTI) second order system. The input 
disturbance forces , ( )c xF s , , ( )c xF s are sinusoids. A fundamental theorem concerning the 
response of LTI systems states that if the input into the system is a sinusoid, then the 
output of the system is a sinusoid of the same frequency In view of equations (4.7), this 
theorem implies that the rotor position behaves in terms of a sinusoid of the same 
frequency w of rotation. This can be seen in a time domain simulation of the system 
described by equations (4.5). Figure 15 and Figure 16 show the time domain steady state 
response of the rotor, in both x and y direction. The frequency of rotation is  w = 1 rad/s. 
The system parameters are: m = 1 kg, k = 4 N/m, c = 1 Ns/m. The eccentricity e = 
0.001m. From the figures the period of oscillation is approximately T = 6.2s, which 
corresponds to a frequency of 
 2 1 /w rad s
T
π= ≈  (4.8) 
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Figure 15: Time domain steady state response (x direction) 
 
Figure 16: Time domain steady state response (y direction) 
Equations (4.5) can also be rendered in a parametric plot, which traces the orbit of the 
rotor center in the x-y plane. Figure 17 shows that the orbit of the rotor in steady state is a 
circle.    
 
Figure 17: Rotor orbit (parametric plot) with w=1 rad/s 
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The controls perspective analysis of equations (4.7) also reveals that the second order 
system encounters resonance if the rotor spins at the frequency  
 n
kw
m
=  (4.9) 
At the frequency nw  (referred to as the resonant or natural frequency), the rotor orbit will 
reach maximum amplitude. This property of system response has important implications 
on the controls aspects of rotor vibrations; in the following, both computational methods 
and control-analytical methods shall be employed to investigate the phenomena 
associated with resonance. Using the same system parameters for the simulation of 
Figure 15, Figure 16 and Figure 17, we arrive at the resonant frequency for our system:  
 
 4 2 /
1n
w rad s= =  (4.10) 
 
Figure 18 shows the rotor orbit at the resonant frequency. Comparing Figure 18 with 
Figure 17, the amplitude of oscillation at the resonant frequency is an order of magnitude 
higher than at w=1 rad/s.  
 
Figure 18: Rotor orbit with w=2 rad/s 
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Figure 19 shows the rotor orbit at a frequency higher than the resonant frequency. The 
rotor orbit amplitude has decreased with respect to the amplitude in Figure 18. This 
computational result demonstrates the fact that the rotor orbit reaches its maximum at the 
resonant frequency of the system. 
 
Figure 19: Rotor orbit with w=3 rad/s 
The dependence of rotor orbit amplitude on the frequency of rotation can be analyzed 
using controls theoretical methods. Without loss of generality, only the equation of 
motion for the y coordinate is considered. The lower one of equation (4.7) can be 
rearranged as  
,2
1( ) ( )c yY s F sms cs k
= + +                                          (4.11) 
Where the disturbance force , ( )c xF s  is given by  
 
2 2
, 2 2
0
( ) [ sin ] stc y
wF s mew wt e dt mew
s w
∞
−= = +∫  (4.12) 
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3
2 2 2
1( ) mewY s
ms cs k s w
= + + +                                          (4.13) 
Equation (4.13) can now be plotted in frequency domain, using familiar frequency 
response methods in linear controls theory [23]. The system parameters are the same used 
to generate Figure 15 and Figure 16. The result is a Bode magnitude plot of Y(s), which 
is a measure of the amplitude of the rotor orbit.  Figure 20 indicates that the largest 
amplitude occurs at w = 2 rad/s (noting that the frequency is plotted in log scale), where 
the magnitude of Y(s) exhibits a sharp peak. This is the resonance phenomenon observed 
in second order systems in controls theory.  
The above analysis has recast steady state vibration dynamics in a familiar controls 
perspective. The next section will make extensive use of this analysis to examine 
different methods of rotor vibration control.  
 
Figure 20: Bode magnitude plot 
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4.4 From Vibration Dynamics to Vibration Control 
 
As mentioned in the preceding sections, the physical cause of vibrations is the centrifugal 
force exerted by a mass imbalance in the rotor. The effect of this centrifugal force on the 
rotor in steady state operation is expressed by equations (4.4). Because the rotor is 
spinning at constant speed, the centrifugal force term is a sinusoid of the same frequency 
as the rotation. This term causes the rotor to follow a circular orbit, which is a 
manifestation of synchronous vibration. Mathematically speaking, rotor vibration can 
thus be suppressed by canceling out the centrifugal force term. From a control 
perspective, this can be achieved by incorporating a physical actuator, which exerts an 
additional force ur  on the system (4.4).  
 
2
2
cos
sin
x
y
mx kx cx mew wt u
my ky cy mew wt u
+ + = −
+ + = −
&& &
&& &  (4.14) 
The force ur  is referred to as the actuation force. The objective is to design a closed-loop 
control system such that the actuation force cancels out the centrifugal force term. In 
practice however, physical limitations on the actuator may prevent satisfactory 
achievement of this objective. It is thus necessary to examine the nature of the actuation 
force required to successfully cancel out the centrifugal force term; only so one can have 
an idea what physical device is needed for an actuator. The analysis of rotor vibration 
dynamics can now be used for the examination of actuation force. The most pertinent 
observations are summarized: 
1. The rotor orbit follows a sinusoid in each dimension (Figure 15 and Figure 16).  
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2. The amplitude of the sinusoid reaches its peak amplitude at the resonant 
frequency (Figure 20). Thus the centrifugal force has its largest effect on the rotor 
orbit at the resonant speed.  
3. The frequency of the rotor response increases with rotor speed. The frequency of 
the actuation force needed to cancel out the centrifugal force term is thus largest 
at the final operating speed (compare Figure 21 and Figure 22).  
 
Figure 21: Time domain response (w = 3rad/s) 
 
Figure 22: Steady state response at final operating speed (w  = 30000 rpm) 
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4.5 Rotor Vibration Control  
 
Since the rotor imbalance force is synchronous in nature, having the same frequency as 
the flywheel rotation, the actuator needed to reject the imbalance force necessary needs to 
work at the same frequency. Event though AMB is considered the fastest non-contact 
actuator currently available, its actuation speed is limited by the power bandwidth of the 
magnets.  Thus regardless of the control algorithm used, there will be issues with 
actuation frequency at high rotor speeds. Industrial flywheel rotors commonly operate at 
30000 rpm. The aerospace flywheel currently in design by GRC is to reach an operating 
speed of 60000 rpm , which uses PD for vibration control. Their design philosophy is to 
use a controller that can be easily tuned. In keeping with this important practical goal, we 
apply Active Disturbance Rejection Control (ADRC) to address vibration issues and 
compare the results with PD control with a velocity observer. Both controllers will be 
parameterized by the same technique described in Chapter III, which renders them 
equally easy to tune. Thus, for a fair comparison, they can be simply compared in terms 
of performance and control effort. The goal is to assess whether ADRC outperforms PD 
in vibration control. The simulations are divided into two sections. First, the accelerating 
operation is addressed; second, the steady state operation is addressed. 
Both operation cases are simulated according to equations (4.2). Since the two equations 
are independent, each one can be controlled separately, using the same control structure. 
For the purpose of comparisons, only the first one for the rotor motion in the x direction 
will be considered. The plant parameters are m = 1 kg, k = 4 N/m, c = 1 Ns/m, e = 
0.001m. The simulation is carried out according to   
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 2sin cosmx kx cx me meφ φ φ φ+ + = +&& &&& &  (4.15) 
The rotor orbit during accelerating operation is complex, despite the fact that it reaches a 
quasi-steady state, circular orbit after an amount of time. The behavior at the resonant 
speed can be seen through the outmost arc reaching an amplitude of 1.5 m.  
 
 
Figure 23: Rotor orbit during accelerating operation 
 
The right hand side of the equation (4.15) is implemented as a sinusoidal disturbance 
force Fx which is injected into the plant (4.7). In the simulation, the rotor is spun from 
zero speed to its final speed, within t = 10s. During this time, the motion profile of φ  is 
taken as a constant accelerating motion. 
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For t > 10s, the rotor achieves its steady state operation, and the speed is φ&= ω = 
constant. In the first simulation, the final speed is chosen φ&= ω = 100 rad/s. The 
corresponding acceleration is a = ω/t = 10 rad/s2.  The rotor displacement of open loop, 
with PD/Observer and LADRC are depicted in Figure 24. The controller and observer 
bandwidths are wo = 1000, and wc = 200, respectively.  
 
Figure 24: Rotor displacement comparison,  ω = 100 rad/s 
In the upper graph of the figure, the resonant peak can be clearly seen at t ≈ 1s, when the 
rotor passes through the critical speed at 2 rad/s (according to equation (4.9)). The 
amplitude of open loop vibration is greatest, and it clearly exceeds the air gap distance of 
1mm. In an actual flywheel system, this would cause the rotor to touch the bearing and 
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thus cause catastrophic system failure. Due to the synchronous nature of vibration, the 
frequency of the vibration is 100 rad/s. Both controllers do very well to reduce the 
vibration during the resonance, as seen in the lower two graphs of Figure 24. They are 
both able to reduce the vibration amplitude by an order of magnitude. However by 
comparison among themselves, the rotor displacement amplitude with LADRC is four 
times less than that with PD/Observer.  
An interesting property of both control performances is that at higher speeds, the 
vibration amplitudes tend to grow larger, even though this is not the case in the open loop 
system. As the rotor reaches its final operating speed, the amplitudes stop growing.  
In terms of control effort, the two controllers are similar (see Figure 25), an even upon 
close inspection, the LADRC actuation force is only 2N lower than that of the 
PD/Observer (Figure 26).  The zoomed in figure allows one to measure the actuation 
frequency of the controllers. Both controllers measure to be around 104 rad/s, which is in 
good agreement with the rotation frequency of 100 rad/s. This frequency can be easily  
achievable with currently available power amplification devices. For instance, the 
example of power electronic amplifier given at the end Chapter II would suffice for this 
application.  
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Figure 25: Actuation force comparison,  ω = 100 rad/s 
 
Figure 26: Actuation force comparison (zoomed in),  ω = 100 rad/s 
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A note on the controller bandwidth should be given. Naturally, the performance of both 
controller can be improved by increasing the bandwidths wo and wc. But with increasing 
speed, the performances of both controllers will deteriorate. For instance, if the speed is 
increased to φ&= ω = 1000 rad/s, and the bandwidths kept at the same values as before, 
then there will be no difference in rotor amplitude at the steady state between open loop 
and closed loop control. Moreover, both controllers will have similar unacceptable 
performance corresponding to a vibration amplitude of 1mm. Thus in order to increase 
the controller performance at higher speeds, the bandwidths must be increased. 
 In the following simulation, the rotor speed is increased to a high speed of 60,000 rpm 
(ω = 3142 rad/s), which is the maximum operating range of NASA’s High Speed Shaft, 
currently under development. In order to handle the high frequency disturbance, the 
bandwidths are generously increased to wo = 1,000,000, and wc = 200,000. The angular 
acceleration is a = ω/t = 314.2 rad/s2.  Due to the very high frequency at the steady state, 
the oscillations are no longer distinguishable on the graph. But Figure 27 still retains the 
same shape as Figure 24, even the amplitudes of the open loop vibrations are the same in 
steady state (still measuring 1mm).  This confirms that the vibration dynamics is essential 
the same at both speeds. When zooming in on Figure 27, the vibration frequency can be 
estimated to be about 3142 rad/s. 
The performances of the controllers are given in the lower two graphs of Figure 27. As in 
the lower speed case, both controllers handle the transient vibrations well, but in the 
steady state, their oscillation amplitude increase. The PD/Observer reduces the open loop 
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vibration by two orders of magnitude, whereas the LADRC reduces it by three orders of 
magnitude.  
 
Figure 27: Rotor displacement comparison,  ω = 3142 rad/s (60,000 RPM) 
The two controllers give rise to very similar actuation forces (Figure 28). The amplitude 
of this force is on the order of 104 N in steady state. The frequency is 3142 rad/s. State of 
the art power amplifiers are capable of achieving such magnitudes and frequency.  
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Figure 28: Actuation force comparison,  ω = 3142 rad/s  
 
Figure 29: Actuation force comparison (zoomed in) 
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Together, these simulation results give convincing evidence that ADRC outperforms 
PD/Observer in this lumped mass model of rotor vibration. In the following chapter, 
ADRC is applied to a three-degree-freedom distributed three-mass model of the rotor 
bearing system.  
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CHAPTER V 
 
THE DISTRIBUTED MASS MODEL FOR ROTOR VIBRATION CONTROL 
 
Flywheel control is an interdisciplinary field spanning both electrical and mechanical 
engineering. In particular, the flywheel rotor modeling is a very well known problem in 
vibration dynamics. Even though a one-degree-of freedom model of the flywheel rotor 
can be used for control purposes, a multiple-degree-of freedom model comprised of a 
distributed mass system gives rise to greater accuracy. Also, for the actual 
implementation of the controller, such a model is more ideal, since more than one pair of 
magnetic bearings are used in practice. This makes the control problem essentially 
multiple input multiple output (MIMO).  
 
In the following, a distributed three-mass model of synchronous vibration of the rotor-
shaft system is presented. The system has three inputs and three outputs, and couplings 
between the three modes exist. The control solution for this problem comprises three 
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single-output ADRC loops running in parallel. The single-degree-of-freedom ADRC can 
be straightforwardly extended to cope with this MIMO problem. The noise sensitivity of 
ESO is also explored in this study.  
 
 
5.1 Model and Open Loop Simulation  
 
Synchronous rotor vibration can be modeled as a flexible shaft (simply supported) which 
is exposed to a sinusoidal rotor imbalance force. The simply supported beam is chosen 
because the magnetic bearings used in flywheel control provide flexible support. In this 
study, the distributed three-mass model is used (Figure 30). This model includes both the 
rotor (m2) and the shaft (m1, m3). According to the vibration analysis of a distributed 
system1, even this simple three-mass model can provide a fair approximation for the first 
three modes of vibration. 
 
Figure 30: Simply supported beam modeled by three lumped masses  
 
The general equation of motion for such a distributed system is 
 ( ) ( )t t+Mx + Cx + Kx = F + u Q&& &  (5.1) 
                                                 
1 Vibration of Mechanical and Structural Systems, James/Smith, 1 ed., p.388.   
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Where M is the mass matrix, C is the damping matrix and K is the stiffness matrix. For 
the system with three lumped masses, x is a vector of three degrees of freedom (x1, x2, 
x3), which gives the vertical displacement of the three masses as shown in Figure 30. The 
terms on the right hand side of equation (5.1) are the imbalance force F(t), and the control 
input u. Moreover, an external force Q(t) may be included, which can be used to model 
the imbalance torque caused by the motor.  The mass and damping matrix contain only 
diagonal elements. The cross-damping terms are negligible. For the three-mass model, 
Equation (5.1) is a system of three equations, the first of which can be written out as 
 1 1 1 1 11 1 12 2 13 3 1 1 1( ) ( )m x c x k x k x k x f t u Q t+ + + + = + +&& &  (5.2) 
and dividing by the mass on both sides of the equation yields the standard form: 
 131 11 12 1 1 11 1 1 2 3
1 1 1 1 1 1 1
kc k k f u Qx x x x x
m m m m m m m
+ + + + = + +&& &  (5.3) 
In order to simulate the plant using Matlab Simulink, equation (5.1) must be rendered in 
state space notation (equation (5.6)).  That is, a state vector is defined as  
 
 1 2 3 1 2 3[ , , , , , ]
TX x x x x x x= & & &  (5.4) 
And equation (5.1) is recast in terms of the state vector, so that the resulting differential 
equation is first order. Equation (5.5) shows the state space representation of the system 
without control input and motor disturbance, whereas equation (5.6) contains all the 
inputs. 
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The rotor imbalance forces are sinusoidal: 
 
 
2
1 1 1
2
2 2 2
2
3 3 3
sin( ),
sin( ),
sin( )
f m e w wt
f m e w wt
f m e w wt
=
=
=
 (5.7) 
The term Q1 may be used to represent the imbalance torque caused by the motor. Since 
the motor is connected only to one side of the shaft, only the first mass point m1 
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experiences this motor imbalance. In the most general case, we may assume the profile of 
this imbalance to be sinusoidal: 
 1 1 1sin( ),Q A w t φ= +  (5.8) 
Where the motor disturbance frequency w1 is different than the rotation frequency w. The 
amplitude and the phase depend on the nature of the disturbance.  
 
Figure 31 is the Matlab Simulink setup. The State-Space block represents the system 
given by equation (5.5) and (5.7). We note that this setup is an open-loop simulation, 
because no control input has been added. (Also, this figure does not explicitly show the 
motor disturbance, however, the motor disturbance is included in the simulation.) 
 
 
Figure 31: Matlab Simulink representation of the system given by equation (5.5) 
 
The six inputs (to the left of the State-Space block) represent the third right hand side 
term in equation (5.5), namely, the imbalance forces. The six outputs (to the right of the 
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State-Space block) are the states of the vector (5.4). Only the first three terms (x1, x2, x3) 
are tracked. 
 
For the open loop simulation, the angular frequency (which is the rotor speed) is w = 300 
rad/s. The plant parameters are taken from an example in vibration literature.2 The 
eccentricities are e1=e3=0.0001m, and e2=0.002m. The motor imbalance is 
 1 sin(315 /10),Q t π= +  (5.9) 
Thus, the motor imbalance is at a frequency slightly higher than the rotor speed, which 
leads to a phase shift with respect to the rotor imbalance forces (5.7).  
 
Figure 32: Open loop (displacement)    
                                                 
2 Vibration of Mechanical and Structural Systems, James/Smith, 1 ed., p.387.   
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According to the open loop simulation results, the displacement x2 is the largest among 
the three, which represents the location of the rotor. All vibration amplitudes are in 
millimeter range. The amplitude of x1 and x3 reach 5×10-3m, and that of x2 reaches 8×
10-3m. 
 
5.2 Closed Loop Simulation Comparison 
In the following, closed loop control of the system is analyzed. The simulation setup for 
typical closed loop control is shown in Figure 33. In the following graphs, PID control is 
compared to ADRC control in terms of reduction in vibration amplitudes (x1, x2, x3), as 
well as the control effort (u1, u2, u3). Both two-pair bearing configurations and three-pair 
bearing configurations are considered. 
 
The same tuning parameters are used in all simulations. The tuning parameters of the PID 
controllers are: kp = (10000)2, kd = 2× (10000), ki = 1000. The tuning parameters of the 
ADRC controllers are: Controller gains: wc1=wc3=40000, wc2=10000; Observer gains: 
wo1=wo2=wo3=80000. 
 
5.3 Two-pair Configuration 
The number of control inputs depends on the number of pairs of magnetic bearings used. 
Figure 34 and Figure 35 show the control performance of PID and ADRC with two pairs 
of bearings, positioned at m1 and m3. In other words, the second control input is zero, 
i.e., u2=0.  
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The PID control reduces the vibration amplitudes x1 and x3 to 5×10-5m, which is two 
orders of magnitude lower than the open loop vibration. The amplitude of x2 is 2×10-3m, 
which is only a four-fold reduction. The ADRC control performs slightly better. The 
amplitude of x1 and x3 are reduced to 4×10-5m. However, there is no improvement over 
the PID for x2. The control efforts of both controllers are the same.  
 
 
Figure 33: A Typical Closed Loop Control Simulation  
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Figure 34: Two-Bearing PID Control (displacement)    
 
 
Figure 35: Two-Bearing ADRC Control (displacement)    
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5.4 Three-pair Configuration 
If an additional third pair of magnetic bearings is positioned at m2, the control 
performance is drastically improved. Figure 36 and Figure 37 show the control 
performance of PID and ADRC with three pairs of bearings, positioned at m1, m2 and 
m3.  
 
 
Figure 36: Three-Bearing PID Control (displacement)    
 
As a general trend, three-bearing configuration achieves a four-order of magnitude 
reduction of vibration amplitude compared to open loop. In this configuration, the ADRC 
control is seen to significantly outperform the PID controller, given the same or lower 
control efforts (Figure 38).  
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Figure 37: Three-Bearing ADRC Control (displacement)    
 
 
Figure 38: Three-Bearing PID Control (control effort)    
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5.5 Rotor Vibration Control Simulation – Rotor Acceleration 
 
A start-up rotor undergoes angular acceleration before finally achieving its operating 
speed. For instance, the rotor may be required to reach an operating speed of 300 rad/s in 
0.5 second, starting from zero initial speed. Such a case is termed accelerating or varying 
speed operation.  In flywheel energy storage applications, the rotor speed is to be 
regulated to achieve varying energy content, and therefore the varying speed operation 
must be addressed in the vibration control design.  
The vibration dynamics of varying speed operation is more complex than the steady state 
case. As the speed varies, the rotor undergoes angular acceleration, and the imbalances 
forces are no longer simple sinusoids and do not solely depend on the angular velocity.  
Rather, they are of the form (5.10),  
 2( sin cos )f m e φ φ φ φ= ⋅ ⋅ +&& &  (5.10) 
where φ  denotes the angle of rotation. If the angular speed is constant, i.e., wφ =& , then 
equation (5.10) reduces to the imbalance force for steady state operation 2 cosf mew wt= . 
To incorporate these imbalance forces into the three-lumped-mass model of the rotor 
(5.6),  the imbalances forces are given in equation (5.7). 
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Where the angle of rotation φ  is obtained by assuming constant acceleration. 
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In the simulation of the system, the angular velocity of the rotor will be varied from zero 
(rotor at rest) to 300 rad/s (operating speed) in 0.5 seconds. The angular velocity profile 
is shown in Figure 39. 
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Figure 39: Angular velocity profile 
 
The term Q1 may be used to represent the imbalance torque caused by the motor. Since 
the motor is connected only to one side of the shaft, only the first mass point m1 
experiences this motor imbalance. In the most general case, one may assume the profile 
of this imbalance to be sinusoidal: 
 
 1 sin(315 /10)Q t π= +  (5.14) 
Note that the motor disturbance frequency w1 is different than the operating frequency w. 
The amplitude and the phase depend on the nature of the disturbance.  
 
5.6 Open loop simulation 
The open loop vibration simulation (Figure 40) of the varying speed operation shows the 
general trend that the vibration amplitude grows with rotor speed, in accordance with 
(5.10). As with the steady state operation, the displacement of mass m2 is largest.  
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
50
100
150
200
250
300
350
400
Time  (s)
A
ng
ul
ar
 v
el
oc
ity
  (
ra
d/
s)
  72
 
Figure 40: Open loop (displacement) 
 
5.7 Closed loop simulation 
When control is added, the vibration amplitude is decreased by several orders of 
magnitude, resulting in negligible vibrations. However, even with closed loop control, the 
vibration amplitude grows with the speed of the rotor. After the rotor reaches steady state 
operation (at t=0.5s), the displacement of the masses m2 and m3 exhibit simple 
sinusoidal motion. The displacement of mass m1 is still slightly affected by the motor 
torque disturbance. The control input is greatest at m2, due to the large mass located there 
(Figure 42 and Figure 44). Even though the magnetic bearings are required to deliver 
forces in the range from -300 to 300N, modern power amplifiers are capable of reaching 
both the required magnitude and frequency for the closed loop control system. The 
simulation comparisons also confirm ADRC’s superior performance to PID in terms of 
vibration reduction, as well as control effort minimization. The following figures show 
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that the vibration amplitude associated with ADRC control is three to four times less than 
those of the PID control. A similar trend holds for the control input, save for u2, which is 
the same for both controllers. 
 
Figure 41: PID Control (displacement) 
 
Figure 42: PID Control (control effort) 
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Figure 43: ADRC Control (displacement) 
 
 
Figure 44: ADRC Control (control effort) 
 
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-1
0
1
x 10
-7
x1
  (
m
)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-5
0
5
x 10
-6
x2
  (
m
)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-1
0
1
x 10
-7
Time  (s)
x3
  (
m
)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-10
0
10
u1
  (
N
)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-500
0
500
u2
 (N
)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-10
0
10
Time  (s)
u3
  (
N
)
  75
5.8 ESO Noise Sensitivity 
The sensor used for detecting rotor vibration amplitude is not perfect, and in practice, the 
sensor signals are corrupted by noise. The presence of sensor noise can have a drastic 
effect on the closed-loop control performance. This effect is more drastic in the case of 
rotor vibration control, since the noise-free sensor signals of vibration amplitude are very 
small to begin with. It is thus necessary to make sure that our controller still operates well 
under the presence of significant noise. In the following, we will compare the effect of 
the observer and controller bandwidths on the noise in the closed loop performance. The 
addition of noise is achieved in Matlab simulink by the injection of band limited white 
noise, a random Gaussian noise generator with a Noise Power of 10-15. 
 
Figure 45 and Figure 46 demonstrate the noisy nature of the rotor deviation and AMB 
actuation force: both graphs exhibit random spikes, which are a manifestation of the 
sensor being corrupted with noise. An illustrative comparison between f and z3 in Figure 
47 shows relatively accurate ESO tracking of the generalized disturbance. Even though 
both f and z3 are corrupted by noise, the spikes of z3 shows that ESO is more affected by 
noise. 
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Figure 45: Closed-loop rotor vibration with sensor noise (wo=5000, wc=1000) 
 
 
Figure 46: Actuation forces with sensor noise (wo=5000, wc=1000) 
 
 
Figure 47: ESO tracking under noise (wo=5000, wc=1000) 
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and wc=10000. The resulting actuation forces in Figure 48 are much noisier and larger 
than the corresponding actuation forces at lower bandwidths (Figure 46). Also, the 
bandwidths increase directly affects the value of f and the performance of the ESO. In 
Figure 49, the noisy nature of both f and z3 have increased compared to Figure 47. 
 
Figure 48: Actuation forces with sensor noise (wo=50000, wc=10000) 
 
 
Figure 49: ESO tracking with increased bandwidths (wo=50000, wc=10000) 
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The effects of lowering the bandwidths have also been examined. The following figures 
show the closed loop performance and ESO tracking with significantly decreased 
bandwidths: wo=1000 and wc=5000. Even though the effect of noise is much smaller 
with lowered bandwidths, the ESO tracking (Figure 51) seems to suffer as a direct result. 
However, the overall closed loop performance (Figure 50) gives rise to even lower rotor 
vibration amplitudes. 
 
Figure 50: Closed-loop rotor vibration with sensor noise (wo=5000, wc=1000) 
 
 
Figure 51: ESO tracking with lowered bandwidths (wo=1000, wc=200) 
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In summary, the effects of increase or decrease in controller and ESO bandwidths are 
complex in the presence of noise. A decrease seems to lead to good overall closed loop 
performance, but this would also sacrifice the ESO accuracy, which affects fault 
detection performance.   
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CHAPTER VI 
AN EXPLORATION OF PID-INSPIRED NONLINEAR CONTROL 
 
 
Active Disturbance Rejection Control, as developed and parameterized by Gao, is a linear 
control method. It has inherited the ease of use and simplicity of the popular PID 
controller, which is also a linear controller. Nonlinear methods for rotor vibration control 
exist, but many of them require complicated design setup. This is due to the complexity 
of the control laws used in most nonlinear control. For instance, an implementation of 
fuzzy logic control for rotor vibration reduction requires the setup of a number of 
inference rules for the synthesis of the control law. These rules are often to be based on 
the intuition of the designer, extensive prior knowledge of the plant, and more often than 
not, necessitate a fair amount of trial-and-error.  
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Controller complexity and the accompanying effect of tuning effort is an inherent issue in 
modern control design, as more and more control techniques developed in academia have 
moved in the direction of increasing controller complexity. A fundamental theme of this 
dissertation is to show that easy to use controllers such as ADRC can be designed and 
implemented to achieve high performance. In this chapter, a nonlinear controller 
developed by Han [43, 44] is applied to rotor vibration reduction. The Han Nonlinear PID 
(NPID) is a natural extension of the popular PID paradigm and has retained the 
precursor’s simplicity and ease of use. In terms of tracking, the NPID has been shown to 
rival the performance of ADRC [45]. However, in terms of disturbance rejection and 
robustness, NPID is weaker.      
 
6.1 Han’s Nonlinear Controller 
It has long been observed in industry that modifications of the PID (such as gain-
scheduling) can improve the performance of the linear PID. But most solutions have been 
implemented on particular problems only and thus are not easily extended to a wider 
class of problems. The nonlinear PID proposed by Han was systematically developed 
based on a new analysis of the traditional PID controller, whose control law is given by 
 PID P D Iu k e k e k edt= + + ∫& , (6.1) 
where e represents the error signal. The controller only has three tuning parameters and is 
linear. The first term acts proportionally to the value of the error, the second term is 
sensitive only to changes in the error and thus helps to improve the transient behavior. 
The last term makes the controller sensitive to small errors as they accumulate over time. 
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It is this integral term that makes the controller effective against steady state error, 
especially if a constant disturbance is present. However, the integral term often causes 
saturations in the controller (integral wind-up) and phase lag, which can make the 
controller unstable. As a result, the integral term is not often used in practice. A common 
solution found in industry, however, stipulates that the integral term should be canceled 
during transient response of the system. Such a design modification makes the controller 
effectively nonlinear. But it was not until recently that such modifications have been 
systematically documented and generalized, such as in the works of Han and Gao [43, 44, 
45].  
  
Han’s nonlinear controller mimics the action of the integral term through a nonlinear 
modification, while avoiding the integral wind-up. The following control law is 
proposed: 
 ( )au k e sign e= ,   for 0<a<1 (6.2) 
where the sign(e) represents the signum function. Its value is equal to 1 if the argument is 
positive, and -1 if the argument is zero or negative. Because the exponent a is between 
zero and unity, the term ae will be large if the error is small. This makes the controller 
more sensitive to small errors, which imitates the effect of the integral term. 
 
It is interesting to note that if the exponent a of (6.2) is reduced to unity, the resulting 
control law is the proportional error law, which is represented by the first term of the 
PID. It has been shown in simulation [45] that for a second order linear system, steady-
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state error, transient behavior and disturbance rejection improve with decreasing values 
of the exponent. In fact, if the exponent is zero, bang-bang control results: 
 ( )u k sign e= ⋅  (6.3) 
The bang-bang control is impractical because the control output vacillates between +k 
and –k, causing excessive chattering. In a real system, such behavior could have 
deleterious effects on the actuator. The control signal becomes steadier with increasing 
values of a. Hence, there is a tradeoff between performance and steadiness of control 
signal. A comprise can be reached if the exponent is chosen to have a middle value, such 
as 0.5. With this choice, equation (6.2) becomes 
 ( )u k e sign e=  (6.4) 
More recently, it has been pointed out that the control law given by (6.2) can be further 
improved for noise sensitivity, if the gain is limited to a linear control law if the errors are 
very small. This is because the high gain is maintained through the entire frequency 
spectrum, thus making the controller more susceptible to noise.  A piecewise defined 
control law has been proposed. 
 ( )u k fal e= ⋅ , (6.5) 
where the fal-function is defined as  
 ( ) ( )afal e k e sign e= ,   if e d>  (6.6) 
 1( ) / afal e e d −= ,  if e d≤  (6.7) 
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This effectively limits the gain of the nonlinear controller to  1/ ak d −  in the neighborhood 
of d. It is interesting to compare the control law given by (6.5) to a proportional control 
law. Both laws are superimposed in Figure 30. 
 
Alternatively, in order to reduce the sensitivity of the controller to noise, we can use an 
observer. Most applications in industry have used observers or filters in conjunction with 
the PID controller.  
 
 Figure 52: Linear vs. Han’s nonlinear proportional control 
 
 
Figure 30 shows certain interesting features that Han’s nonlinear control shares with 
other more complex nonlinear controllers. When the error is small, the gain of Han’s 
controller is larger than that of proportional control. As the error approaches unity, the 
gains of both controllers converge. At large errors, the gain of Han’s controller actually 
becomes less susceptible to error than the proportional controller. As a matter of fact, 
many nonlinear control techniques, in particular, fuzzy logic control mentioned earlier, 
exhibit the same kind of behavior [45]. However, Han’s controller is much easier to 
implement and to tune, and like the PID, it is not model dependent, which means that no 
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prior knowledge of the plant is required. In this aspect, this fact gives Han’s controller a 
definitive advantage. 
 
6.2 Construction of the Nonlinear Controller  
The version of the nonlinear controller used in this study is similar to Han’s originally 
proposed control law. It contains both a proportional and a derivative part.  
 ( ) ( )P Du k e sign e k e sign e= + & &  (6.8) 
The first term of (6.8) is the proportional term which is exactly the same as equation(6.4). 
The second term is an extension of the derivative term of the traditional PID controller, 
which provides additional performance for the transient response. As mentioned before, 
the integral part of the PID is mimicked by the nonlinear nature of the control law.   
 
The Matlab Simulink implementation of the nonlinear controller given by equation (6.8) 
is shown in the following two figures. Figure 53 shows the high-level block diagram of 
equation (6.8), where the blocks g(e) and g(e)1 represent the function ( ) ( )g e e sign e= .  
 
Figure 53: Simulink block diagram of the nonlinear controller of equation (6.8) 
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The details of the blocks which contain the function g(e) are shown in Figure 54. The 
block with the name “sign” represents the signum function. 
 
 
Figure 54: Block diagram of function g(e) of Figure 53 
 
In the following, the simulation results of Han’s nonlinear controller, in the form of 
equation (6.8), will be compared to that of the traditional proportional derivative 
controller. The two controllers share a high degree of similarity; both of them have two 
tuning parameters, the proportional and derivative gains, which have similar physical 
means. However, the nonlinear nature of Han’s controller gives rise to some interesting 
phenomena in the rotor vibration reduction problem. Based on these observations, the 
effectiveness and practicality of the Han’s nonlinear controller will be discussed.   
 
6.3 Matlab Simulation 
The nonlinear control is applied to the rotor vibration reduction problem. The simulation 
is carried out under a sinusoidal disturbance of 300 rad/s. Both controllers are tuned with 
Gao’s parameterization technique, and thus the same gains are obtained for both 
1
g(e)
sqrt
Square
Root
Sign
Product
|u|
Abs
1
e
  87
controllers. The proportional gain is kp=(1000)2, and the derivative gain is kd=2×  
(1000).  
 
Both controllers significantly reduce the amplitude of rotor vibration. Compared to the 
open-loop amplitudes, the reduction is five orders in magnitude. Both controllers also 
give rise to steady, periodic behavior. The results of the PD controller are shown in 
Figure 55 and Figure 56.  
 
Figure 55: Rotor vibration reduction with traditional PD controller 
 
The PD controller gives rise to a circular orbit of the rotor, as shown in Figure 55.  
Moreover, the control output, as shown in Figure 56, is a near-perfect sinusoid. The 
control effort varies between 0.9N and -0.9N, and the rotor deviation from the center is 6
×10-8m. These results are comparable to the ones obtained in the preceding chapters with 
linear controllers. 
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6.4 Distinctive Features of Nonlinear Control Results  
The results of the nonlinear control are shown in Figure 57 and Figure 58. The rotor 
deviation amplitude is 3.7×10-8m, slightly less than that achieved with the linear 
controller. The nonlinear control effort has an amplitude of 0.9N, which is the same as 
with the linear controller.  
 
Figure 56: Control effort of the traditional PD controller 
 
However, the nonlinear control exhibits qualitative differences in terms of the rotor orbit 
as well as the control output. As can been seen from Figure 57, the rotor orbit deviates 
from perfect circularity, even though it is still periodical. The presence of the distorted 
orbit is in itself not a problem. As long as the rotor deviations are within acceptable 
amplitudes, the exact nature of the rotor orbit is not an important factor when considering 
the performance of the controller.  
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Figure 57: Rotor vibration reduction with Han’s nonlinear controller 
 
6.5 Sigmoidal Nonlinear Control 
The signum function is non-continuous and may cause undesirable jitters. To deal with 
this particular problem, alternative functions have been proposed that mimic the signum 
function but are continuous throughout. The saturation function and sigmoid function are 
both viable alternatives. In particular, the sigmoid function is defined as follows. 
 
 
(z) = -1 if z < -1
          = -0.5(2z+3)(3z+1) / (4z2+6z+1) if -1 < z < -0.5
          = -0.5z(2z+3) / (4z2+2z-1) if -0.5 < z < 0
= 0.5z(2z-3)/ (4z2-2z-1) if 0< z < 0.5
= 0.5(2z-3)(3z-1) / (4z2-6z+1) if 0.
sig
5 < z < 1
=1 if z > 1
 (6.9) 
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Figure 58: Rotor vibration control with sigmoidal nonlinearity (w=100) 
 
 
Figure 59: Control effort with sigmoidal nonlinearity (w=100) 
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CHAPTER VII 
CONCLUDING REMARKS 
7.1 Summary of the Work 
In a set of projects, the novel Active Disturbance Rejection Control (ADRC) has been 
applied to various problems involving flywheel rotor operation. These applications 
include rotor levitation, steady state rotation and accelerating operation. Several models 
such as the mass point model and distributed three-mass models have been analyzed. In 
each of these applications, the ADRC has been extended to cope with disturbance, noise, 
and control effort optimization; it also has been compared to various industry-standard 
controllers such as PID and PD/observer, and has proved to be superior. The control 
performance of the PID controller and the PD/observer currently used at NASA Glenn 
has been improved by as much as an order of magnitude. For the sake of summary, the 
main results of the comparisons have been tabulated below.  
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Table 1: Controller comparison for flywheel rotor levitation 
 
 Settling 
Time (s) 
Steady 
State 
Error 
(mm) 
Min/ Max 
Control 
Effort (N) 
Disturbance 
Peak 
Amplitude 
(mm) 
Disturbance 
Recovery 
Time (s) 
PD/Observer 
 
0.32 0.01 -0.05/0.05 0.14 NA 
PID 0.38 0 -0.05/0.05 0.06 0.09 
ADRC 0.31 0 -0.05/0.05 0.01 0.01 
 
 
 
Table 2: Controller comparison for accelerating operation (point-mass model)  
 
 Vibration 
Amplitude (m) 
at t = 5s 
 
Vibration 
Amplitude (m) 
at steady state 
 
Max. Control 
Effort (N) 
at t = 5s 
Max. Control 
Effort (N) 
at steady state 
Open loop 
 
1.1×10-3 1.0×10-3 NA NA 
PD/Observer 
 
0.9×10-5 4.5×10-5 0.3×104 1.05×104 
ADRC 
 
0.4×10-6 3.3×10-6 0.3×104 1×104 
 
 
 
Table 3: Controller comparison for accelerating operation (distributed-mass model)  
 X1 
Vibration 
Amplitude 
(m) 
 
X2 
Vibration 
Amplitude 
(m) 
 
X3 
Vibration 
Amplitude 
(m) 
 
U1 Max. 
Control 
Effort 
(N) 
 
U2 Max. 
Control 
Effort 
(N) 
 
U3 Max. 
Control 
Effort 
(N) 
 
Open 
loop 
 
0.005 0.008 0.005 NA NA NA 
PID 
 
0.9×10-7 3×10-6 0.9×10-7 9.5 300 9.5 
ADRC 
 
0.2×10-7 2×10-6 0.2×10-7 3 300 3 
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7.2 Discussion of the Results 
Throughout these projects, particular attention has been paid to the tuning of the designed 
control systems. It has been emphasized that simplicity and ease of tuning is an industrial 
objective that must not be disregarded in the control design. The ADRC has inherited the 
simplicity of the PID controller and has decreased the number of tuning parameters 
effectively to one. This simplification has additional advantages in implementation. For 
instance, a considerable amount of time was spent on tuning the PID for the distributed 
mass rotor-shaft system, whereas little effort was necessary for tuning the ADRC.  
 
Along the same line of thought, a nonlinear controller, which is an intuitive extension of 
the PID, has been considered. Even though Han’s nonlinear PD controller exhibits similar 
ease of use and is comparable in performance, although it causes the rotor orbit to deviate 
from circularity. Since nonlinear controllers PD controllers can be combined with the 
ESO, such approach offers additional improvement in control performance. One 
promising application is the nonlinear ADRC control of the MEMS gyroscope. The 
similarity between rotor vibration control and the MEMS gyroscope control is striking, 
and preliminary results indicate that nonlinear control may improve existing ADRC 
control of MEMS gyroscopes.   
  
Another innovation of this research is the control application of the disturbed mass 
model. Even though this model is well known in vibration analysis, it has not been 
widely used in vibration control, where the Jeffcott rotor is the dominant approach. The 
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complexity of the Jeffcott model is considerable when analyzing accelerating motion. 
Control researchers seldom deal with accelerating operations, often citing the complexity 
of the rotor model. The distributed mass model, however, is very suitable for vibration 
control studies. The control of accelerating rotor motion can be straightforwardly 
addressed using this approach. Finally, it may be noted that the Jeffcott rotor is most 
applicable for modeling disk-shaped rotors. The rotor described in the distributed mass 
model is a cylinder, which is more common rotor shape in practice. 
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