Introduction
Many organizations address some form of a benchmarking process as an integral part of their performance management system. Such benchmarking is often performed based on internal quality system requirements (e.g. six-sigma or total quality management (TQM)). Benchmarking may be used, for example, to identify those manufacturing cells that achieve consistently higher yields than cells making similar products, or to identify call center operators who perform better or worse than their peers. External requirements also motivate the need for the development of a performance benchmarking system. These motivations may stem from competitive pressures or from requirements imposed by certi®cation or accreditation requirements, governmental regulations, or customers. For example, in the USA, The Joint Commission on Accreditation of Healthcare Organizations (JCAHO) requires a benchmarking process for healthcare facilities.
With the exception of manufacturing entities where measurement data are generally used to analyze performance to design or customer speci®cations, performance indices in the form of a ratio or proportion are very common in most non-manufacturing organizations. For example, the technology employed by call centers may automatically record, for each call, the abandonment rate of calls received, expressed as the ratio of the number of callers that hung up while on hold divided by the number of callers. A hospital may record the mortality rate for a certain disease category (ratio of the number of deaths to the number of patients). In manufacturing, this type of performance index is also used at times. A common example is yield (number of parts conforming to speci®cations divided by the number of parts manufactured).
This paper extends the work of Walsh (2000) who addressed the development of targets and how to use statistical methods, including SPC, to assess performance. However, Walsh presented methods of analysis that required a performance measure rather than a performance index. Methods used to evaluate measurements are typically not appropriate when dealing with an index and, in fact, are often mis-applied in these cases. This paper includes two main components. First, key concepts that involve the analysis of a performance index are provided and pitfalls of some commonly used statistical approaches are discussed. Second, a system is outlined that provides an effective mechanism for benchmarking organizational entities based on a performance index.
Literature review
Performance benchmarking is the merging of two methodologies, benchmarking and performance management. Benchmarking has been de®ned as ªthe search for and the implementation of best practicesº (Camp, 1995, p. 15) , and includes the benchmarking of products and services, business processes, and performance measures. The goal of benchmarking performance measures is ªto establish and validate objectives for the vital few performance measures that guide the organizationº (Camp, 1995, p. 16) . Four types of benchmarking exist:
(1) internal, based on entities within the same organization; (2) industry, based on entities in the same type of business; (3) competitive, based on direct competitors; and (4) process, based on dissimilar companies employing similar processes (Elmuti and Kathawala, 1997) .
When data are used as part of a benchmarking process, the focus of the analysis is on the ªgapsº between the organization's data and the benchmark standard, often without regard for random variations (Camp, 1995, Chapter 5) . Performance management has been de®ned as ªthe use of performance measurement information to effect positive change in organizational culture, systems and processes, by helping to set agreed upon performance goals, allocating and prioritizing resources, informing managers to either con®rm or change current policy or program directions to meet these goals, and sharing results of performance in pursuing those goalsº (Procurement Executives' Association, 1999) . Authors are careful to distinguish performance management from performance measurement which involves the development of metrics that quantify the ªef®ciency and effectiveness of actionº (Neely et al., 1995) . Some authors have been critical of either performance management systems or benchmarking systems. For example, performance management systems have been criticized for the internal focus on measures that may not correlate with the satisfaction of external customers (Swindell and Kelly, 2000) . The balanced scorecard approach appears to offer a solution by consolidating the various dimensions of performance, both internal and external (Gautreau and Kleiner, 2001 ). However, the development of direct cause-and-effect relationships that link performance measures with organizational success remains a challenge (McKenzie and Shilling, 1998) . Another methodology, quality function deployment, has been recommended to help con®rm that the customer viewpoint is being considered during product design (Zairi and Youssef, 1995) or service system development (Pun et al., 2000) . Benchmarking has also been criticized. Some of the criticisms are similar to concerns regarding performance management systems. For example, Freytag and Hollensen (2001) mention the internal focus, without a direct link to customer satisfaction, as a concern along with the tendency of some organizations to use benchmarking as a short-term solution to a problem rather than an ongoing process. Zairi and Ahmed (1999) listed cultural differences as being a concern when transferring best practices in global organizations, and Brownlie (2000) addressed the dif®culty in effectively obtaining useful information from external entities.
Performance benchmarking has become a component of numerous certi®cation and accreditation systems. For example, to be accredited by the JCAHO, healthcare organizations must implement a performance management system based in part on the use of a common set of performance metrics (JCAHO, 2000) . Guidelines for the Baldrige National Quality Program also include performance benchmarking (NIST, 2002) . In conjunction with this requirement, independent organizations have evolved that allow participating entities to submit performance data on a periodic basis, with the organization returning statistical reports that compare the data to suitable benchmarks. For example, Purdue University has designed extensive questionnaires for call center managers to input their call center performance data, which has been consolidated into a database. In return, call center managers get reports that compare their performance with all participants (http://www.benchmarkportal. com).
To be effective, performance benchmarking must be statistically sound, must ensure that performance metrics are correlated with customer needs, and must be part of a continuous process that results in effective management action. The lack of a standardized system for performance benchmarking stems from the difference among industries regarding the nature of the benchmarking process as well as the complexity of the statistical methods involved. For example, Shah and Singh (2001) present a framework for performance benchmarking of supply chains, that involves various metrics Benchmarking performance indices keyed to supply chain performance. Maleyeff et al. (2001a) present a system for benchmarking healthcare facilities using metrics that relate to patient care. The statistical sophistication of these systems ranges from no statistical analysis (where ªgapsº are generally interpreted as a shortfall, without regard for random variation), to more sophisticated methods such as data envelop analysis (Madu and Kuei, 1998) .
Implications for decision makers
When data are used to make decisions, managers must be aware that incentives will be created and that the incentives may con¯ict with company mission or the intention of the manager. The effect of management decision making processes was addressed by W. Edwards Deming (1990 Deming ( -1993 . Consider Deming's ªsystem of profound knowledgeº (Deming, 1993, chapter 4) . The four underpinnings of this system are:
(1) a business system is a series of interconnected processes; (2) every process generates data that behave randomly; (3) probability laws can form the basis of interpreting data; and (4) employees will behave in very predictable ways depending in part on how decisions are made in the presence of uncertainty.
This last point, which Deming referred to simply as ªpsychologyº, is the source of many organizational problems especially when statistical methods are implemented inappropriately. Three examples will be used to illustrate how seemingly valid and wellintended efforts on the part of management can back®re. In these examples, a compensation system that provides incentive pay to employees based on the quality of their work is implemented:
(1) manufacturing cell workers are rewarded an extra bonus on days where the yield for the cell exceeds 95 percent; (2) dealers of a large company's products and services are ranked quarterly based on the rate of complaints received and cash payments are made to managers if they appear in the top 25 percent of dealers; and (3) teachers in a school district are rewarded extra bonus pay when the standardized test scores for students in their class improves over the score of last year's class.
What is wrong with rewarding employees for superior performance and punishing them for sub-standard performance? In Deming's 14 points, he warns against the practice of ªmanagement by numbersº, which can occur when managers reward or punish employees based on performance data (Deming, 1986, p. 75 ). Deming's warning is based on his observation that in these systems, it is rare for an individual employee to have a high degree of control for the quality of the product made or the service provided. In addition, it is rare for managers to account for random statistical variation in these systems. In example (1) above, if a manufacturing cell has a yield of 95 percent, and a worker in the cell receives extra compensation on days where yield equals of exceeds 95 percent, we can expect that the employee will receive the daily bonus on only about half of the days. In this case, even though cell performance is consistent with the target yield, due to random variation, bonuses are rewarded based on what is essentially a¯ip of a coin. Management by numbers can instill fear in the workplace when rewards and punishments appear to be beyond the control of the individual. In example (2) above, a teacher has no control over the quality and makeup of the incoming student class, no control over whether or not the current year's test is similar to the previous year's test, and no control over random statistical variations. As a result, documented cases exist of teachers and administrators who divert their attention from other subjects in order to spend an inordinate amount of time ªteaching to the testº or outright helping students to cheat (Treadway, 2000; Hartocollis, 2000) .
In the end, management by numbers can cause more harm than good to quality and performance. For example (3) above, if bonuses are rewarded for having the lowest rate of complaints received from customers, it would be dif®cult to imagine employees ®nding ways to make it easier for customers to register a complaint. In the long term, the company would be better off if it were made aware of unhappy customers before they defected to other companies, but the management system would make this awareness unlikely.
Key statistical concepts and potential pitfalls
The type of data addressed in this paper is classi®ed as a proportion, de®ned as a number between zero and one that contains a numerator (number of times the event to occurred) and a denominator (number of opportunities for the event to occur). Examples include conformance rate of parts, complaint rate of customers, mortality rate of patients, and abandonment rate of callers. For proportions, the event cannot occur more than once for each opportunity. That is, a part is either conforming or nonconforming, a customer complaints or doesn't complain, etc. At times, other forms of data are assumed to be proportions. One case involves where it is rare for an event to occur more than once per opportunity, for example, hospital-acquired infections per patient-day. While it is not impossible for a patient to acquire two infections in one day, the chance of this occurring is remote and the rate of infections may be analyzed as if it were a proportion.
It is possible to convert any form of data to a proportion so that the methods described in this paper would apply. For example, data from customer satisfaction surveys may be recorded as the proportion of customers who are ªsatis®edº with a service, where all customers who chose ªgoodº or ªexcellentº on their survey are combined. Or, data consisting of the number of errors made Benchmarking performance indices when processing a mortgage may be recorded as the proportion of mortgages on which errors when made during processing. Finally, data consisting of a part measurement may be recorded as the proportion of parts that conformed to speci®cations (i.e. the production yield). When analyzing a performance index, it is common for the analysis to focus on the proportion without regard to the statistical effect of the sample size (e.g. number of parts, number of calls, number of patients). This value appears as the denominator of the index. For example, when comparing yields over a group of manufacturing cells making the same product, a simple comparison of their yields is¯awed if the number of parts manufactured in each cell is not taken into account. A comparison of hospital mortality rates would be¯awed if the number of patients served were not considered as part of the analysis.
Illustrative example
A simple example will be used to illustrate the concepts and methods described in the remainder of this paper. The example is simplistic in form so that the focus on underlying concepts can be done effectively. The concepts illustrated, however, are applicable to any real world situation where a performance index is expressed as a proportion. Assume that twenty individuals are given one coin each and told to¯ip their coin a speci®ed number of times. If all of the coins were balanced, ªheadsº will be shown on 50 percent of the tosses. We do not know, however, that every person has been given a balanced coin. That is, one or more persons in the group may be given an unbalanced coin that generates ªheadsº at a rate that differs from 50 percent. Of the 20 people, ten are asked to¯ip their coin 100 times and ten are asked to¯ip their coin 500 times. Each person is asked to count the number of times their coin showed ªheadsº and, upon completion of their tosses, to calculate their proportion of ªheadsº. A computerized random number generator was used to simulate this exercise, with the summary results provided in Table I .
Improper approaches
An analyst presented with the data shown in Table I may be asked to identify those entities that operated in a fashion inconsistent with an appropriate target, which in this case could be de®ned as a 50 percent probability of obtaining ªheadsº. Alternatively, if a ®xed target were not available, an analyst may wish to identify those entities that operated in a fashion inconsistent with the other entities. One type of invalid approach to this analysis would be based on where each person ranked compared to the other persons in the study. Typically, this approach would consist of the development of a percentile score for each entity or the assignment of each entity to a quartile (the lowest 25 percent of entities, second lowest 25 percent of entities, etc.). Another popular, but equally improper, approach is the calculation of the means and standard deviations of the performance index, the development of a interval extending two standard deviation units above and below the mean, and the highlighting of entities that fall outside this interval. In this case, the mean proportion of ªheadsº is 50.4 percent (the average of the data contained in Table I ) and the standard deviation is 4.5 percent (the standard deviation of the data contained in Table I ). Using this approach, all those persons falling outside of the interval extending from 41.4 percent to 59.4 percent (50.4 percent^9.0 percent) would be likely candidates for having the coins that differed from the norm. Hence, person 16 would be considered likely to have an unbalanced coin that results in an unusually low probability of ªheadsº.
There are at least two problems with the approaches discussed above. The ®rst problem is that it is inappropriate to compare proportions when the sample size varies across entities. Statistical theory, as well as common sense, dictates that the larger the sample size, the closer the resulting proportion will estimate the ability of a process to perform. That is, the more the coin is tossed, the closer the resulting proportion will be to the actual probability that the coin tossed is ªheadsº. So, referring to person 16, could his or her 41 percent rate be due to an unbalanced coin or due to fewer tosses (100 rather than 500)? It is impossible to answer this question using the data provided in Table I or the analysis summarized in Table II . The second problem with the approaches is that the methods essentially guarantee that some persons will be identi®ed as unusual, even if all of the entities are operating in essentially the same fashion, with variation just due to normal randomness. For example, in every analysis, exactly 10 percent of entities will have a percentile ranking less than of equal to 10, and exactly 10 percent of entities will have a percentile ranking of at least 90, whether or not those entities vary from the other entities due to real process differences or due to random variation. Similarly, in every analysis, about 5 percent of entities will have a performance index that extends more than two standard deviations beyond the mean.
The fallacies in the approaches can also be understood using basic probability theory. When a performance index is a proportion, the binomial probability model can be used to predict the behavior of data, such as the proportion of ªheadsº that would result when a person tosses a balanced coin (Berenson et al., 2002) . For this example, the expected variation for the proportion of ªheadsº will vary and the range of the variation will depend on:
. the chance that the coin generates ªheadsº, which is 50 percent for a balanced coin; and . the number of times the coin was¯ipped, which is either 100 or 500.
The following simple formula can be used to quantify the effect of random variation, when data consists of proportions and the probability of an event occurring approximates 50 percent (Berenson et al., 2002, p. 282 
For example, the expected level of random variation for a person tossing a balanced coin 100 times is^10 percent and the expected level of random variation for a person tossing a balanced coin 500 times is about^4.5 percent. Taken in this context, it is impossible to single out the person who had an unbalanced coin without knowledge of the number of times the coin was ipped. As a result of this phenomenon, it is likely that when a performance index is analyzed without taking sample size into account, either:
. an entity with a smaller sample size is identi®ed as atypical even though it is operating in a fashion that is consistent with other entities; or . an entity with a large sample size is identi®ed as typical, even though it is operating in a fashion that is inconsistent with other entities.
Importance of statistical control
Often, individuals trained in classical statistics have dif®culty applying the techniques they know to make effective business decisions. In Out of the Crisis (Deming, 1986, p. 132 ) states ª. . . statistical techniques taught in books, however interesting, are inappropriate because they provide no basis for prediction and because they bury the information contained in the order of productionº. Even tough this statement was made over twenty years ago and appears to apply to manufacturing only, most business statistics textbooks look remarkably unchanged since that time, and the importance of variation over time applies to any business.
The heart of the problem with classical statistics lies in the notion that statistics involves making a decision regarding a population, based on the information contained in a random sample from that population. The population is assumed to be static, that is, the characteristics of the population are not changing over time. This framework is entirely appropriate in a statistical analysis of data from clinical trials of a new drug given to hundreds of people or the analysis of a marketing survey to determine product preference. However, when this framework is applied to the analysis of a business's performance data, problems may occur since the performance occurs over time and we cannot assume that the system being studied is stable (i.e. unchanged) during the data collection period. A process that remains unchanged over time is said to be in statistical control. In this case, its future performance is predictable to within a range of values whose magnitude depends on the sample size. For the data provided in Table I, classical statistics Benchmarking performance indices would assume that, over the course of the exercise, each person coin remained unchanged. But, how can this be assumed for business processes without speci®c evidence that the dynamic process being analyzed is unchanged? An alternative framework for applying statistical methods to data from business processes has been suggested (Maleyeff and Kaminsky, 2002) . This framework involves viewing performance data as being generated from dynamic processes that may or may not have changed during the period under study. With this framework, two very important issues become apparent. First, an analysis of stability must be performed before judgements are make regarding the acceptability of a process. Unstable processes are changing for a reason and an astute manager will ®nd those reasons before attempting to compare an unpredictable process to other processes. Second, even if the data consist of 100 percent of the activity during a period, this does not mean that random variation can be ignored, as it would be in the classical framework if the entire population were known. This seemingly abstract concept is highly critical, since data collected for 100 percent of the activities for two similar processes will differ, even if the processes themselves were identical.
Apples to oranges comparisons
The choice of appropriate targets is critical to the success of performance benchmarking systems. Walsh (2000) considered several forms of targeting, including constant targets, targets with step increases, and targets with seasonal or product cycle growth trends. Persico and McLean (1994) provided a set of warnings regarding the use of inappropriate targets, including the use of the process average as a target without consideration of variation, stretch targets based on ªhopes and wishesº of management, and targets set on unstable processes. Deming, in his 14 points, also warned against the use of inappropriate targets:
Eliminate slogans, exhortations, and targets for the work force (Deming, 1986, p. 65). He believed that these practices led to adversarial relationships, since most of the problems in an organization are caused by the ªsystemº rather than the individual employees. Here again, Deming addresses the fallacy of assuming that employees have signi®cant direct control over the processes they work within. Unless fundamental changes are made to the processes, how can we expect performance to improve? It is not dif®cult to anticipate the reaction of many workers to improper targeting.
In the context of managing performance, the concept of ªcomparing apples to orangesº must be avoided. For example, in hospital administration, a key performance index is mortality rate. These rates have been published in newspapers and other publications in an effort to inform consumers regarding hospital performance. However, it has been shown that factors readily available for analysis are known to affect mortality rates, and must be accounted for when comparing medical facilities (Dubois et al., 1987) . However, even when these factors are accounted for, other factors not readily available such as morbidity (magnitude of an illness) and co-morbidity (existence of more than one illness) will also affect the mortality rate. These factors can only be analyzed by checking each patient record, which is often not practical. Hence, there may exist some circumstances where performance should not be compared across organizations.
Avoiding an apples to oranges comparison is accomplished by ensuring that:
. the performance metric is de®ned and measured in a consistent way;
. the metric involves the same priority of customer service in each organization compared; and . organizations would reasonably be expected to perform similarly given their variety of customers, suppliers, location, etc.
For example, benchmarking call center abandonment rate would be appropriate only if this metric were de®ned and measured in a consistent way, the call center performs a similar service in each comparison organization, and the various locations, sizes, customers, etc. do not preclude a reasonable expectation of similar performance.
Summary of key principles
To summarize the key points made to this point regarding the analysis of a performance index for benchmarking purposes, the following principles have been established: (1) Only organizational entities that are stable over the data collection period can be compared to a target or to other stable entities:
. stable, or unchanged, entities will generate performance data that vary over time;
.
if an entity's performance is not stable, then something changed during the data collection period and the reason for the change should be determined. (2) When comparing an entity's performance index to a target or to other entities, random variation of the index, related to its sample size, must be taken into account:
. a performance index cannot be compared without knowledge of the value of both the numerator and denominator;
. the amount of random variation in a performance index will be inversely related to the sample size (denominator) of the index. (3) When choosing a target against which to compare an entity's performance index, care must be taken to choose a target that corresponds to the special characteristics of the particular organization:
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. just because an entity differs from a target does not necessary mean that a problem exists or that an opportunity for improvement has occurred;
. it may be possible to develop an adjusted target based on the special characteristics of an organization. (4) The setting of targets, the method of comparing entities, and the reaction to benchmark studies all impact how employees will behave within the organization: if done improperly, benchmarking can lead to poor morale among employees, and may cause workers to act in ways that degrade, rather than improve, customer satisfaction.
System for benchmarking proportions
Three distinct steps must be incorporated into any system that compares a performance index to a target or that compares performance indices across organizations. In this section, each step involving the analysis of a performance index is described using the data provided earlier to illustrate the methods. For the sake of brevity, statistical details are kept to a minimum. Thus, readers without knowledge of statistical basics may need to review other sources before attempting implementation.
Analysis of statistical control
A control chart is a frequently used tool of statistical process control (SPC) to determine if a manufacturing process is in statistical control. Control charts are also applicable in non-manufacturing applications (MacCarthy and Wasusri, 2002) . The basic structure of a control chart involves organizing the entire sample of data into subgroups according to the time frame during which the data were collected. For example, data collected during September would be subgrouped into 30 daily increments. For each subgroup, a summary statistic is calculated, such as the proportion of calls per day that were abandoned. Each summary statistic is plotted on a display that shows the trend of performance over the data collected period. Then, a center line that corresponds to average performance over the entire study period is added to the display along with a set of upper and lower control limits. These control limits are calculated based on a statistical expectation that a stable process will generate summary statistics that fall within the limits about 99.7 percent of the time. Certain diagnostic rules are employed to determine, based on the pattern seen on the control chart, if the process appeared stable (i.e. in statistical control). If the process were not stable, then the special cause of the process change would be identi®ed and acted upon. In this way, problems are identi®ed and opportunities for improvement are highlighted. Only stable processes are predictable from one period to the next. Hence, only stable processes are eligible for comparison with targets or with other processes.
The type of control chart used to analyze proportion data is referred to as a p chart. Standard control limit formulas for a p chart are presented in Appendix 1. The p chart for person 1 in the coin tossing example is shown as Figure 1 . In this case, the 500 tosses were organized as 20 subgroups of 25 tosses each. Each point plotted on the chart is the proportion of ªheadsº in each subgroup. If the process were stable (i.e. the same coin was tossed in the same manner) statistical theory would suggest that 99.7 percent of subgroup proportions would be contained within the control limits and that, within these limits, a random pattern consistent with a normal (bell curve) pattern would be expected. A tutorial on p charts and their associated diagnostic rules is provided by Kaminsky et al. (1997) .
In Figure 1 , the center line corresponds to the average proportion of ªheadsº (53 percent, which is also included in Table I ) for person 1. The upper control limit (83 percent) and the lower control limit (23 percent) represent the range of expected proportions for 25 opportunities of an event whose probability of occurrence is 53 percent. Based on this p chart, it would be reasonable to assume that the process de®ned by person 1 is stable over the data collection period, implying that the characteristics of the coin and how it was tossed were unchanged. The data for each person included in the coin tossing exercise would be plotted in the same manner.
The importance of the stability requirement is illustrated in the following example. Consider the comparison of complaint rates, by week, for two departments in a company that provide a similar service over a 26-week period. In both cases, performance is not stable. The performance of department 1 is improving (less complaints), while the performance of department 2 is degrading (more complaints). Overall, each department averaged about one complaint per 200 customers over a 26-week period. An aggregate comparison of these two departments would conclude that no performance difference existed over the data collection period. The cost of this inaccurate analysis would be two-fold. First, the company would have missed an opportunity to determine the cause of the improvement experienced by department 1, which could have resulted in performance improvement if implemented at department 2. Second, the performance of department 2 has and will continue to degrade, which will likely result ultimately in lost customers for this company.
Performance comparison
The target used to benchmark a stable process will fall into one of two categories. An absolute target is one that is derived without consideration of the process variation. That is, in order to be acceptable, each entity must meet some target level of performance. Examples include design speci®cations, regulatory standards, and goals set by management corresponding to levels that must be reached to assure competitiveness. In the coin tossing exercise, a ®xed standard of 50 percent would be used if the goal was to determine those persons tossing unbalanced coins. The second form of targeting is the use of a relative target. In this case, the analyst would attempt to highlight those entities that are operating in a fashion inconsistent with the other entities. Relative targets are used when the standard of performance is de®ned by other organizations that provide a similar product or service. Examples include abandonment rate of callers and mortality rate for a certain illness. In the coin tossing exercise, a relative target would be used if the goal were to identify those persons who appeared to have coins that differed from the coins used by the remainder of the group. When comparing performance of stable processes using data expressed as a proportion, the focus becomes comparing the aggregate performance of each stable entity (de®ned as the center line of the entity's p chart) to a suitable target, which would also be expressed as a proportion. Assuming stability for each person, Table I shows the center line values (aggregate proportion of ªheadsº) for the 20 participants. At this point, a standard statistical hypothesis test would be used determine, for each entity, whether or not their performance differed from a target proportion. These tests would take sample size into account.
For proportion data, the appropriate hypothesis test is called a one-sample hypothesis test for a proportion (Berenson et al., 2002, p. 329) . The test involves the calculation of a standard normal z-score that is compared with an appropriate set of limits. If the z-score exceeds the limits, then it is assumed that the entity's performance differs from the target. These limits are often set at 2.00, which corresponds to an approximate 5 percent risk that a process operating in a way consistent with the target is identi®ed as being inconsistent with the target (widening the limits would reduce this risk). In these tests, the performance of an entity is only considered to be differing from the target if the analyst can be 95 percent con®dant that the difference exists.
Appendix 2 shows the normalized z-score calculation used to implement a one-sample hypothesis test for proportions. When implementing this test, an entity's aggregate performance index, aggregate sample size, and target proportion are needed. For this exercise, an absolute target of 50 percent could be used, or alternatively, a relative target of 50.1 percent (the average proportion of ªheadsº for the entire group) could be used.
If the absolute target of 50 percent is used, the analysis for person 1 (53.2 percent ªheadsº on 500 tosses) would result in a z-score of 1.43. Since this z-score does not exceed the^2.00 limit, we do not have suf®cient evidence to consider this person's coin to be unbalanced. If the relative target of 50.1 percent were used, the z-score for person 1 would be 1.39, supporting the assumption that the coin is similar to coins used by other participants. Table III provides the z-scores for all 20 participants, using both the absolute and the relative target. Only person 7 is identi®ed as having an unbalanced coin (z-score of 2 2.77). It should be noted at this time that the random number generator used to develop the exercise assumed a balanced coin for all tossers except person 7, whose coin was setup to generate ªheadsº only 45 percent of the time.
The relative target of 50.1 percent was derived based on a total of 6000 tosses over the data collection period. This development of a relative target is only valid when two conditions exist. First, the method is appropriate when most entities will conform to the benchmark. Otherwise, the target may be biased according to especially strong or weak performers and thus Benchmarking performance indices inappropriate for comparison. Second, the method is appropriate when the total sample size (6,000 in this case) is large enough to preclude the effect of random variation on the resulting target. When this requirement is not met, a twosample hypothesis test for proportions may be implemented (Berenson et al., 2002, p. 450) . It should be stressed that this method appropriately accounts for sample size when dealing with a performance index expressed as a proportion. Note that in Table III , the 41 percent proportion for person 16 (100 tosses) resulted in a z-score of 2 1.80, while the 44 percent proportion for person 7 (500 tosses) resulted in a z-score of 2 2.77. Also, it is important to recognize that the entities highlighted using the percentile/quartile method referred to earlier (persons 16, 19, 17, 13) all had a balanced coin but the smaller sample size of 100 tosses. Hence, these smaller entities were inappropriately identi®ed as differing from the others when using the percentile/quartile method. The hypothesis testing method did not make this error. Using the percentile/quartile method, person 7 (with the unbalanced coin) was inappropriately not identi®ed since, with 500 tosses, this person's performance index was in effect masked by the random variation of smaller entities. Again, the hypothesis testing method did not make this error. While coin tossing may appear trivial and not related to realworld performance data, any proportion index would behave in a similar way, except that the probability of an event occurring would differ from 50 percent.
Final analysis
In Table III , person 7 was effectively identi®ed as the only person who differed from the target of 50 percent ªheadsº. In this case, since the process in question consisted of a person tossing a coin, it can be correctly assumed that either the coin itself or the manner in which the coin was tossed caused the discrepancy in performance. In actual situations, processes are much more complex in terms of the products or services offered, customer characteristics, materials used, facility, and environmental factors (e.g. facility, weather, temperature). Hence, an entity that stands out in a group statistically may be operating in a fashion entirely as expected considering that entity's unique circumstances.
When an entity is identi®ed as differing from a target, it would be wise to investigate the appropriateness of the target prior to taking action, especially if the action involves some form of reward or punishment. This analysis may result in the development of an adjusted target, based on what is known about key factors affecting performance. The methodology employed in this analysis would involve consideration of data and other information available within the organization or external to the organization that help to relate performance to factors unique to the entity. Data mining techniques (e.g. regression analysis) may be helpful, as well as the consultation of professional literature. Depending on the resources and skills possessed by an organization, at least four choices appear to present themselves:
(1) a comprehensive analysis be performed to determine the relationship of expected performance to factors affecting performance, resulting in a adjusted target; (2) an analysis be performed of the professional and trade literature that reports on factors affecting performance in similar organizations; (3) the use of publicly-available reference data bases that include target adjustment capabilities; and (4) a casual judgement based on experience with the organization, its products and services, and its customers.
As an example, a recent analysis of hospital mortality rates supported the notion that age, admissions from the emergency department, and admissions from nursing homes contribute to an expectation that rates would differ across hospitals (Maleyeff et al., 2001b) . For example, a hospital that admits comparatively older patients would expect higher mortality rates. However, the same study discounted other factors, including race, gender, and economic status. The information in this study is transferable to other similar hospitals, so it is not necessary for all hospitals to perform such a comprehensive study. Some reference databases that provide the ability to retrieve target levels for entities allow for the development of targets based on subsets of entities based on special characteristics. An example of this type of system is the Maryland Hospital Association's quality indicator project (www.qiproject.org).
Discussion and future research
This paper highlighted opportunities and potential pitfalls of using a performance index for purposes of benchmarking organizational entities. It was shown that, when not accounting for process changes that may occur during a period of data collection, opportunities for improvement may be missed, problems my go unaccounted for, and resulting comparisons may mislead analysts. Also, entities that operate on a smaller scale run the risk of being identi®ed as differing from targets, when in fact their performance is consistent with their target level. Alternatively, larger entities operating in a way inconsistent with a target will tend not to be highlighted, even when their performance varied signi®cant from the target level. As a result of improper analyses, quality will likely be degraded, given that way employees are known to react to arbitrary performance management systems. The system presented in this paper provides an effective framework for properly comparing the performance index of an organizational entity to an appropriate target. The enhanced ability to collect and disseminate performance data quickly and inexpensively has allowed performance benchmarking to evolve to the point where the means exists for most organizations to obtain comparison performance data for benchmarking either internal or external entities. In conjunction with these events, many independent organizations, both for-pro®t Benchmarking performance indices
and not-for-pro®t, are routinely obtaining data from participants and returning statistical reports. However, no standard approach exists for the analysis of performance data in these systems. Additionally, examples can be found of incorrect statistical analysis using some of the pitfalls described earlier in this article. In turn, the effective interpretation and appropriate action focus is likely to be compromised when individual managers having little or no statistical expertise are charged with the task of responding to these reports. Hence, an important focus of future work would involve the standardization of the data analysis routines with a focus on methods that allow for reports to be easily followed by most managers. In addition, managers must be more effectively educated in the basic statistical methods employed within these standard systems. Not only would this work allow for more effective performance benchmarking, but will also lower the resources necessary for implementation. This would allow small and medium sized ®rms, as well as other organizations lacking suf®cient resources, to bene®t from performance benchmarking.
Then, plot the lower control limit (LCL) and the upper control limit (UCL), calculated as follows: 
