A theory is proposed, in which the basic elements of reality are assumed to be something called modes. Particles are interpreted as composites of modes, corresponding to eigenstates of the interaction Hamiltonian of modes. At the fundamental level of the proposed theory, there are two basic modes only, whose spinor spaces are the two smallest nontrivial representation spaces of the SL(2,C) group, one being the complex conjugate of the other. All other modes are constructed from the two basic modes, making use of the operations of direct sum and direct product for related spinor spaces. Accompanying the construction of direct-product modes, interactions among modes are introduced in a natural way, with the interaction Hamiltonian given from mappings between the corresponding state spaces. The interaction Hamiltonian thus obtained turn out to possess a form, which is similar to a major part of the interaction Hamiltonian in the Glashow-Weinberg-Salam electroweak theory. In the proposed theory, it is possible for the second-order perturbation expansion of energy to be free from ultraviolet divergence. This expansion is used to derive some approximate relations for neutrino masses; in particular, a rough estimate is obtained for the ratio of mass differences of neutrinos, which gives the correct order of magnitude compared with the experimental result.
I. INTRODUCTION
One of the ultimate goals of physics is to establish a theory in which interactions can be described in a unified way. This goal is partially achieved in the standard model (SM) (see textbooks, e.g., Refs. [1, 2] ), in which the electromagnetic, weak, and strong interactions are introduced by making use of the gauge symmetry related to the group U (1) ⊗ SU (2) ⊗ SU (3). Based on the group U (1) ⊗ SU (2), as shown in the Glashow-Weinberg-Salam (GWS) electroweak theory, the first two interactions can be unified, however, the strong interaction is introduced by SU (3) in an independent way.
Although the SM supplies certain unified framework for the electroweak interaction, it still has some unsatisfactory features [3] and the topic of going beyond the SM has been studied extensively in recent years (see, e.g., Refs. [3] [4] [5] [6] [7] [8] ). In particular, nonzero neutrino masses call for explanations, not just introducing new undetermined parameters into the SM (see, e.g., Refs. [9, 10] ).
To go beyond the SM and develop a more satisfactory theory, a new strategy for the description of interactions should be useful. Recently, an alternative method has been found to establish a framework for the quantum electrodynamics (QED) [11] . In this approach, photon states and the interaction Hamiltonian of QED are introduced, based on geometric properties of the quantum state spaces of electron and positron, expressed in terms of two-component Weyl spinors, without resorting to gauge symmetry of the corresponding classical fields.
In this paper, we go further to develop a theory for the electroweak interaction. Although the approach we are to adopt in this paper was stimulated by that discussed in Ref. [11] , the theory to be proposed in this paper does * Email address: wgwang@ustc.edu.cn not depend on results of Ref. [11] . In the theory to be proposed, experimentally-observed particles are to be interpreted as composites of something more fundamental, which we call modes.
A basic idea is to take representation spaces of the SL(2,C) group as a guide. The SL(2,C) group is a covering group of the proper, orthochronous Lorentz group [12] [13] [14] [15] . Specifically, related to the two smallest nontrivial representation spaces of the SL(2,C) group, one being the complex conjugate of the other, we introduce two basic modes at the most fundamental level. All other modes are constructed from the two basic modes by two operations acting on spinor spaces, namely, direct sum and direct product. The interaction Hamiltonian is introduced in accordance with the construction of directproduct modes, and it is given from mappings between the corresponding state spaces by a method similar to one used in Ref. [11] .
We find that the interaction Hamiltonian thus obtained has a form, which is similar to a corresponding part of the GWS theory for the interaction between fermions and bosons. It turns out that in a theory thus constructed the second-order perturbation expansion of energy may be free of ultraviolet divergence. Then, one may discuss properties of particle masses, based the their secondorder perturbation expansions. As an application, we study neutrino masses and derive some approximate relations for them. In particular, we show that, in a quite rough estimate, the proposed theory predicts the correct order of magnitude for the ratio of mass differences of neutrinos.
The paper is organized as follows. The generic framework of the proposed theory is given in Sec.II, wherein basic assumptions about modes are introduced. Fermionic modes, constructed as direct sums of the two basic modes, are discussed in Sec.III. In this paper, we mainly study direct-sum modes that are constructed from two of the two basic modes. Then, in Sec.IV, we discuss bosonic modes as direct-product modes of the fermionic modes discussed above. Operators, which describe fundamental interaction processes, are discussed in Sec.V. Details of interactions among modes are discussed in Secs.VII-IX; particularly, the interaction Hamiltonians are derived in these sections.
In Sec.X, we discuss an invariant structure of the state space under the action of the total interaction Hamiltonian. We show that, within such structures, it is possible for the second-order perturbation expansion of energy to be finite, namely, free of ultraviolet divergence. We propose that experimentally-observed particles can be interpreted as eigenstates of the interaction Hamiltonian within the invariant structures. In Sec.XI, making use of the second-order perturbation expansion for energy, we derive some estimates to properties of neutrino masses and compare them with experimental results. A comparison of the proposed theory and the GWS theory is given in Sec.XII. Finally, conclusions and discussions are given in Sec.XIII
II. THE BASIC FRAMEWORK
In this section, we introduce the basic framework for the theory to be proposed. We use W to denote a smallest nontrivial representation space of the SL(2,C) group, which is spanned by two-component Weyl spinors. Notations and properties of spinors to be used in this paper have been discussed in detail in Refs. [11, 16] , but, for the sake of convenience, we recall them in Appendix A.
A. Basic modes
We first introduce the following assumption for the state spaces of modes.
• A SS−M . The state space of an arbitrary mode is composed of a momentum part and a spinor part, with the momentum part being a linear space spanned by basis vectors |p .
Here, the letter "A" in "A SS−M " stands for "assumption", the subscript "SS-M" stands for "state space for mode", and |p indicate the ordinary state vectors corresponding to 3-momentum p. Using p| to indicate the bra dual to |p as in quantum mechanics, a Lorentzinvariant inner product for these state vectors is written as
The assumption A SS−M implies that there is no essential difference in the momentum part among different modes. In other words, the difference between different modes should lie in their spinor parts. A remark about notation: Throughout this paper, consistent with a convention employed in the theory of spinors, we use an overline to indicate complex conjugate for all things, including spinors, vectors, operators, spaces, etc.. For example, we use W to indicate the complex-conjugate space of W (see Appendix A for more discussions about properties of W ).
As discussed in the section of introduction, the theory to be proposed is based on two basic modes. We call one of them a b-mode and introduce the following assumption for its spinor space.
• A basic−M1 . The spinor states of a b-mode span a smallest nontrivial representation space W of the SL(2,C) group.
The other basic mode, called the anti-b-mode, has a spinor space that can be introduced from that of the b-mode, as stated below.
• A basic−M2 . The spinor space for an anti-b-mode is the complex conjugate of the spinor space for a bmode, namely, W .
B. Direct-sum modes
As discussed above, we use the two operations of direct sum and direct product to introduce new modes. The modes thus introduced are called direct-sum modes and direct-product modes, respectively. In this section, we discuss direct-sum modes.
A direct sum of some space(s) W and some space(s) W can be written in the form of a column, with each row being a W or a W . Spinors in the direct-sum space can be written in a corresponding way. We call a row in such a column a layer. For a mode with more than one layers, all its layers should give the same momentum and angular momentum as the whole mode. To summarize, we introduce the following assumption for direct-sum modes.
• A dire−sum . More than one basic modes may form a direct-sum mode, whose spinor space is a direct sum of the spinor spaces of the corresponding basic modes, with all layers giving the same momentum and angular momentum as the whole mode.
We call a b-mode (anti-b-mode) a one-layer mode and call the direct sum of a b-mode and an anti-b-mode a two-layer mode. Generically, if the spinor spaces of two modes are the complex conjugate of each other, we say that the two modes are the antimode of each other. For a mode denoted by f , its antimode will be denoted by f . Clearly, the antimode of f is f , i.e., f = f . (See Sec.XII for a comparison between interactions related to antimodes and interactions related to antiparticles in the GWS theory.)
In the quantum field theory, due to a generic connection between spin and statistics, first shown by Pauli [17, 18] , particles with half-integer spins are assumed to be fermionic. Consistent with this, we make the following assumption.
• A fermi−M . The two basic modes, as well as their direct-sum modes, are fermionic.
Generically, one can write the state space for one fermionic mode f in the form,
where S f denotes the subspace for the spinor degree of freedom, i.e., the spinor space. Suppose that S f is spanned by spinors |U f r with a label r, then, the space E
(1) f is spanned by the following basis vectors,
The fermionicness of fermionic modes means that
for f ′ = f or f . The order of |p and |U f r in |f pr should be irrelevant, namely, |p |U f r = |U f r |p . We use b † f r (p) to denote creation operators for a fermionic mode f ,
where |0 indicates the vacuum state. When the antimode f is also discussed, we write its basis vectors as |f pr := |p |U f r and use d † f r (p) to indicate creation operators for this antimode.
Below in this paper, unless otherwise stated, we discuss one-layer and two-layer fermionic modes only. For a two-layer mode, the two layers are referred to as the upper layer and the lower layer, respectively, the meaning of which is clear when the spinor state of the mode is written in the form of a column. The assumption A dire−sum implies that the state of the upper layer and that of the lower layer of a same two-layer mode should be closely related to each other. In fact, as to be shown later, one of the two layers can be effectively determined from the other. This implies that one of the two layers should be sufficient to represent the spinor state of the whole mode. Below, we take the upper layer as the representative layer of the whole mode. For brevity in presentation, a one-layer mode is called itself's representative layer.
C. Direct-product modes and fundamental interaction processes
Now, we discuss modes, which can be constructed by the operation of direct product of fermionic modes. In this combination of modes, the momentum part is determined by the conservation of momentum and the spinor part is obtained by the operation of direct product. We call a mode thus obtained a direct-product mode. For two fermionic modes to form a direct-product mode, they should have the same number of layers.
We introduce the following assumption for directproduct modes.
• A dire−prod . If the direct product of the representative layers of two fermionic modes f 1 and f 2 never gives a vanishing result, then, there exists a mode B as the direct-product mode of f 1 and f 2 . The spinor part of the mode B is composed of layers, each of which is given by the direct product of the corresponding layers of the two fermionic modes.
In Sec.IV A, we'll show that, if the fermionicness of fermionic modes can be assigned to their spinor degrees of freedom, then, direct-product modes are bosonic.
The above-discussed direct-product combination implies the existence of an interaction process, in which two fermionic modes f 1 and f 2 combine and form a directproduct mode B. We call this interaction process a fundamental interaction process (FIP) and use H f1f2−B to denote the operator that describes it. We call this operator an H-operator. Moreover, the reverse of this FIP should be an FIP, too; we use H B−f1f2 to denote the Hoperator for the latter FIP. To summarize, we introduce the following assumption for FIPs.
• A FIP . (i) For modes discussed in the assumption A dire−prod , there is an FIP, called F1, in which f 1 and f 2 combine and form a mode B.
(ii) The reverse of F1, denoted by F2, is also an FIP, described by an H-operator H B−f1f2 = H † f1f2−B . An explicit form of H f1f2−B will be discussed in Sec.V, written in terms of creation and annihilation operators.
D. Energy, momentum, and angular momentum
In this section, we discuss energy, momentum, and angular momentum properties of modes.
We first discuss energy. As mentioned previously, an experimentally-observed particle is to be interpreted as a composite of modes. In principle, it should be possible for the interaction among modes to give the rest mass m 0 for a particle. Hence, in a simplest version of the proposed theory, one can assume zero mass for free modes.
Furthermore, the mass of a particle should appear as an eigenvalue of the interaction Hamiltonian H for modes. Using |Ψ 0 to denote the eigenstate corresponding to m 0 , one writes
This solution should correspond to a zero total momentum, P = 0. Under a Lorentz transformation, |Ψ 0 should change to a state vector |Ψ P and m 0 should change to E P = P 2 + m 2 0 . As required by the principle of relativity, the form of H should be independent of the inertial frame of reference employed (see explicit expressions of H to be be derived in later sections). Then, one gets
Equation (7) implies that the kinetic energy may be given from the interaction Hamiltonian as well. Hence, we introduce the following assumption for energy.
• A energy . Interaction among modes is the unique source for energy.
As a consequence, a free mode has no energy, even if it has a nonzero momentum. Next, we discuss momentum. To get a Lorentzcovariant form, a fourth component p 0 should be added to a 3-momentum p, resulting in a 4-momentum p µ = (p 0 , p). According to the assumption A energy , p 0 for a free mode is not related to energy, hence, it may have both positive and negative signs. We use ̺ = ± to indicate the sign of p 0 . Sometimes, when there is no risk of causing confusion, we omit the label ̺ for ̺ = + (but never omit it for ̺ = −). We assume that ̺ can be equivalently put in the upper and lower positions of spinors, e.g., U ̺ ≡ U ̺ . With the label ̺ indicated explicitly, the creation operators for a fermionic mode f are written as b † f ̺r (p) and those for the antimode f as d † f ̺r (p). The corresponding annihilation operators are written as b f ̺r (p) and d f ̺r (p).
For each direct-product mode B with a 3-momentum k, we consider only its positive-k 0 states. Hence, we always write the creation operators for such a mode as a † Bλ (k) and the annihilation operators as a Bλ (k).
Finally, we discuss spinor angular momentum, in particular, a relation between the spinor-angular-momentum operator for a mode and that for its antimode. Consider a mode and use S = (S 1 , S 2 , S 3 ) to denote its angular momentum, as operators acting on the corresponding spinor space denoted by S. As well-known in quantum mechanics, elements of the group SU(2), as a subgroup of SL(2,C), can be written as
where θ k are real parameters. A remark about notation: Here and hereafter, unless otherwise stated, we follow the convention that double appearance of a same index, one in the upper position and one in the lower position, implies a summation over the index. But, no summation is guaranteed for two identical indexes in a same (lower/upper) position.
The anitmode of the above-discussed mode has a spinor space as the complex conjugate of S, denoted by S. The operation of complex conjugation changes R to R = e iθ k S k , which is also an element of SU (2) . Let us use S ′ to denote the angular momentum acting on the space S. Then, R should be written in the form R = e −iθ k S ′ k . This implies that
Therefore, the spinor-angular-momentum operator for a mode is equal to the negative complex conjugate of the corresponding operator for its antimode.
E. Vacuum fluctuations and positive-p 0 interaction processes
In this section, we give further discussions for interactions. To this end, we need to introduce an assumption about negative-p 0 states of modes. Since there has been no experimental evidence that suggests existence of such states, we introduce the following assumption [19] .
• A neg−p 0 . A mode in a negative-p 0 state can not exist during any finite time period.
Note that instant existence of a negative-p 0 state is allowed.
Let us consider a pair of a fermionic mode and its antimode, the two of which have opposite 4-momentum and opposite angular momentum. Such a pair, as a whole, has no detectable net physical property. This suggests that such a pair may emerge from or vanish into the vacuum. We call such a pair a vacuum-fluctuation pair (VP) and introduce the following assumption.
• A VP . From the vacuum there may appear a VP and, reversely, a VP may vanish into the vacuum.
Thus, vacuum fluctuation, a physical idea widely used in physics, is given an explicitly specified description. According to the assumptions given above, only in an FIP or in a VP may a negative-p 0 mode exist instantly. To describe interactions among experimentallyobservable particles, due to the assumption A neg−p 0 , one is interested in those interaction processes, whose incoming and outgoing modes are in positive-p 0 states. We call such interaction processes positive-p 0 interaction processes. The finest positive-p 0 interaction processes, each of which can not be further decomposed into other positive-p 0 interaction processes, are called basic positivep 0 interaction processes (BPIPs). We also call an operator that describes a BPIP an Hoperator. We assume that a BPIP contains one and only one FIP. Clearly, an FIP that contains only positive-p 0 modes is a BPIP. For an FIP that contains a negative-p 0 mode, in order to construct a BPIP from it, this negativep 0 mode must belong to some VP. The other mode in the VP, which must lie in a positive-p 0 state, can be an incoming or an outgoing mode of the BPIP. Based on these considerations, we introduce the following assumption for BPIPs [20] .
• A BPIP . A BPIP contains one and only one FIP. Its H-operator is given by the H-operator of the FIP it contains, with the following replacements (if applicable): Each annihilation/creation operator for a mode f in a negative-p 0 state is replaced by a creation/annihilation operator for its antimode f in a positive-p 0 state, the two states of which can form a VP.
Examples of the replacements discussed in A BPIP are as follows, (10) where ̺ = − and ̺ ′ = +, and the label r ′ is such that the two modes in states b †
Finally, we introduce the following assumption for the interaction Hamiltonian.
• A Hint . The interaction Hamiltonian for generic positive-p 0 interaction processes is given by the sum of the H-operators for all BPIPs.
III. FERMIONIC MODES
In this section, we discuss basic properties of fermionic modes.
A. The two basic modes
In this section, we discuss properties of the two basic modes, specifically, their state spaces in Sec.III A 1, their inner produces in Sec.III A 2, and their angular momenta in Sec.III A 3.
State spaces for b-mode and anti-b-mode
According to the assumption A basic−M1 and the generic form of the state space for one fermionic mode in Eq.(2), the state space for one b-mode with a definite sign ̺, denoted by E (1) b̺ , can be written in the following form,
One can use a momentum-independent basis |S A , with A = 0, 1, to expand spinors in the space W , say, |κ = κ A |S A . This basis has the property given in Eq.(A3), namely, S A |S B = ǫ AB , where the symbol ǫ AB is defined in Eq.(A4) and the bra of a generic spinor is defined in Eq.(A2). The position of the label A can be raised/lowered by the symbol ǫ according to the rules given in Eq.(A5).
The direct-product vectors |p |S A constitute a basis for the space E (1) b̺ . Note that the two spaces E (1) b̺ of ̺ = ± are in fact mathematically the same, because neither |p nor |S A depends on ̺. For this reason, E (1) b̺ can be simply written as E when we do not need to emphasize the sign ̺.
Under an SL(2,C) transformation for |κ ∈ W , a 4-momentum p µ changes according to a corresponding Lorentz transformation. It proves useful to consider a set of basis vectors, whose momentum and spinor parts change consistently under SL(2,C) transformations. As an example, one may consider a 3-momentum p 0 = (0, 0, |p 0 |) with an arbitrary nonzero value of |p 0 | and a basis in the space W denoted by |κ ς (p 0 ) with ς = 0, 1.
As a basis, the spinors |κ ς (p 0 ) should have the following property,
where κ ς (p 0 )| indicates the bra of |κ ς (p 0 ) as defined in Appendix A. The 3-momentum p 0 can be changed to an arbitrary 3-momentum p under an appropriate SL(2,C) transformation, with the spinors |κ ς (p 0 ) changed accordingly to |κ ς (p) . Note that, by definition, the label ς is Lorentz invariant. In this way, another basis in the space E
b̺ can be obtained, namely, |p |κ ς (p) . For brevity, we introduce the following notation,
The corresponding bras are written as
From Eqs. (1) and (12), one gets the following scalar product for vectors |b pς ,
When we need to indicate the sign ̺, e.g., when indicating a basis vector in E
b̺ , we write |b pς as |b p̺ς . According to the assumption A basic−M2 , the spinor space for an anti-b-mode is W , the complex-conjugate space of W . The state space for an anti-b-mode is, then, written as
Similarly, one gets the following bases in the space E
(1) b̺ and its dual space,
with the following scalar product,
Some words about notation: Following a convention used in the theory of spinors, a primed label, say, A ′ is used for a basis in the space W , namely, |S A ′ which corresponds to the basis |S A ∈ W . Accordingly, components of spinors in W are labelled by A ′ , B ′ , etc.. But, there is an exception: we do not follow this convention for the label ς [see, e.g., Eq. (12)].
Inner products for b-mode and anti-b-mode
In this section, we construct inner products for b-mode and anti-b-mode, which are also scalar products with respect to the SL(2,C) group. As well known, by definition, the inner product of a nonzero vector with itself should be definitely positive. Due to the antisymmetry of the symbol ǫ ς ′ ς in Eq.(A4), one has b p ′ ς |b pς = 0, as a result, the scalar product in Eq. (14) is not an inner product.
In order to construct an inner product for the vectors |b pς , the operation of complex conjugation should be involved in the related bra. This requires a type of bra different from b pς |, which we indicate by a hat, namely, b pς |, and call it a hat-bra. Corresponding to an expansion
the hat-bra ψ| should be expanded as
The term C ς * (p) in Eq. (19) implies that b pς | should contain κ ς (p)|. This raises a problem, because no scalar product can be directly formed between κ ς | and |κ ς ′ . To solve this problem, one can make use of the following operator,
Note that in Eq.(20) a summation is performed over the two identical labels ς both lying in the lower position. Since both d p and the label ς are SL(2,C)-invariant, this operator P b is SL(2,C)-invariant. Making use of the operator P b , we propose to use the following explicit form of the hat-bra b pς |,
Direct derivation shows that
Then, it is easy to find that ψ|ψ ≥ 0 for all |ψ and ψ|ψ = 0 iff |ψ = 0. Therefore, ψ|ψ is an inner product, which is also a scalar product [21, 22] . Now, we discuss positions of the label ς. There are two methods, by which a label ς in a lower position can be raised to the upper position: Equation (12) suggests that this may be done by ǫ ςς ′ , in a way similar to the label A discussed above; meanwhile, Eq. (22) suggests that this may be done by δ ςς ′ . In what follows, we employ the second method. That is, we use the following rule for raising and lowering the label ς,
Then, it is easy to verify that the identity operator in the space E
b , denoted by I
b , can be written in the following form,
That is, I
(1) 
where
similar to Eq. (22), one gets
The identity operator in the space E is written as
Creation and annihilation operators can also be introduced for anti-b-mode, written as
A remark: The integration on the righ-hand side (rhs) of Eq. (20) is crucial for the operator P b to be SL(2,C)-invariant. In fact, no inner product can be constructed merely within the spinor spaces W and W .
Angular momentum of basic modes
In this section, we discuss angular momentum and helicity of the two basic modes and use them as an example to illustrate Eq.(9).
We use s and s ′ to denote the angular-momentum operators on the two spaces W and W , respectively. As an operator on the space W , a component s k of s can be written in the form of ket-bra, and similar for s ′ k , specifically,
Let us consider the action of s k on a spinor |χ , the result of which we denote by |κ , |κ = s k |χ . First, making use of Eqs.(29) and (A11), and noting Eq.(A6), one finds that
Then, using the expansion in Eq.(A1), one gets the following component form for the action of s k ,
To find explicit expressions for s and s ′ , a convenient method is to study the angular momentum for Dirac spinors. As well-known, in the chiral representation of the γ µ -matrices, each Dirac spinor is decomposed into two Weyl spinors, one in a space W and the other in W [12] [13] [14] [15] [16] . Correspondingly, the angular-momentum operator for Dirac spinors is also decomposed into two parts, one being s for W and the other being s ′ for W . Straightforward derivation shows that (see Appendix C for detailed discussions)
where (s k ) 
Here, σ µAB ′ are the so-called Enfeld-van der Waerden symbols, in short EW-symbols [12] [13] [14] [15] [16] . Making use of explicit expressions of the EW-symbols given in Eqs.(A14)-(A15), one finds the following well-known matrix form for
As an application of the above results, let us discuss the helicity, denoted by h c , as an eigenvalue of
For the spinors |κ ς (p) discussed in Sec.III A 1, one may require that they are eigenstates of H c . Specifically, one may set components of |κ ς (p 0 ) ,
Making use of the relation κ B = κ A ǫ AB , one finds that
Then, making use of Eq.(35), it is straightforward to verify that
For the anti-b-mode, noting Eq.(32), one gets
B. e-mode and anti-e-mode
In this section, we discuss properties of direct sums that can be obtained from two of the spinor spaces of the two basic modes. There are four possibilities, namely,
In the first possibility, the direct-sum mode has a spinor state with the form, |κ |χ . According to the assumption A dire−sum , the two layers should have a same angular momentum. As discussed above, the angular momentum has two different eigenvalues in the twodimensional space W . These points imply that the two layers should lie in physically-equivalent states. Hence, we assume that this direct-sum mode is equivalent to a b-mode with a spinor state |κ , written as
Similarly, we assume that the second possibility mentioned above is equivalent to an anti-b-mode. Below, we discuss the third and fourth possibilities.
State spaces of e-mode and anti-e-mode
In a spinor space W ⊕ W , a spinor is written as
with |u ∈ W and |v ∈ W . We call the direct-sum mode with this configuration of the spinor space an e-mode, because |U has a form like a Dirac spinor in the chiral representation of the γ µ -matrices [1, 2, [12] [13] [14] [15] . To be consistent with the bra introduced in Eq.(A2) for two-component Weyl spinors, we write the bra of |U in Eq.(42) as
without taking complex conjugate for the Weyl spinors. The complex conjugate of U | is written as
According to the assumption A dire−sum , the two Weyl spinors |u and |v in |U should give a same angular momentum. To 
, where a minus sign is introduced for the sake of later convenience in presentation. The corresponding form with lower index is written
We use r = 0 to indicate the above pair of |u and |v . Similarly, one can find another pair, indicated by r = 1, for which s 3 = −1/2. Thus, we get the following two pairs of |u and |v satisfying the assumption A dire−sum , each pair of which can form a Dirac spinor, i.e.,
One can relate the above-obtained two Dirac spinors to an arbitrarily-chosen, nonzero 3-momentum p 0 and write
Then, performing a Lorentz transformation, one may get a Dirac spinor related to an arbitrary 3-momentum p,
Note that these spinors are also independent of the sign ̺. Then, similar to the case of b-mode in Eq.(39), it is straightforward to find the following results for the helicity of e-mode,
Making use of Eqs.(44), (A8), and (A5), it is easy to verify the following scalar products,
This gives that
Furthermore, from Eq.(44), direct derivation shows that u
′ ; and this implies that
We use S e (p) to denote the space spanned by the spinors |U r (p) of r = 0, 1. It is a two-dimensional, momentum-dependent subspace of the four-dimensional space W ⊕ W , due to the assumption A dire−sum . Then, the state space for one e-mode is written as
spanned by basis vectors |p |U r (p) . Similar to the shorthand notation in Eq. (13), we introduce
and write the related creation operators as b r † e(̺) (p). Related to the spinor space W ⊕ W , which is the complex conjugate of that discussed above for the e-mode, there is another direct-sum mode. By the definition of antimode, this direct-sum mode is the antimode of the e-mode, hence, we call it anti-e-mode. The state space for an anti-e-mode is written as
where S e (p) is a space spanned by the spinors |U r (p) of 
with creation operators written as d r † e(̺) (p). Due to the relation in Eq. (9), helicity properties of the anti-e-mode are just opposite to those given in Eq.(46) for the e-mode.
Inner products for e-mode and anti-e-mode
Similar to the case of b-mode discussed previously, in order to construct an inner product for e-mode, one can make use of hat-bras, which are defined by
Similar to P b , the operator P e is also SL(2,C)-invariant. Making use of Eq.(48), direct derivation shows that
which gives a scalar and inner product. Equation (56) suggests that the index r can be lowered by δ rs and raised by δ rs [cf.Eq. (23)], namely,
Making use of the above inner product, the annihilation operator, denoted by b er (p), can be introduced as the Hermitian conjugate of b † er (p). It is straightforward to verify that the identity operator in the space E (1) e has the following form,
The operator P e can be simplified. In fact, as shown in Appendix D,
Here, I W and I W are identity operators in the two spaces W and W , respectively. It is clear that Υ c changes positions of the two layers of an e-mode/anti-e-mode.
As seen in Eq.(59), the operator P e is in fact independent of the momentum degree of freedom, hence, one can introduce a hat-bra for a spinor |U , namely,
As shown in Ref. [16] , this hat-bra gives the following ordinary inner product for Dirac spinors [23] ,
It is straightforward to extend the above treatments of the case of anti-e-mode. Specifically, a hat-bra of the form, U r (p)| = U r (p)|Υ c can be introduced, which gives inner products:
Then, one can introduce the annihilation operator d er (p) and get the following expression for the identity operator in the space E
e ,
IV. BOSONIC MODES
In this section, we discuss direct-product modes predicted by the assumption A dire−prod , as direct-product combinations of two of the four fermionic modes discussed in the previous section. Specifically, we discuss the combination of b-mode and anti-b-mode in Sec.IV B, the combination of e-mode and anti-e-mode in Sec.IV C, and the combination of (anti-)e-modes and (anti-)b-modes in Sec.IV D.
A. Fermionicness and bosonicness for spinor states Before starting our discussions about direct-product modes, in this section, we discuss commutability properties of spinor states, the results of which will be used in later sections.
Let us first discuss fermionic modes. The direct product feature shown in Eq. (2) for the state spaces of fermionic modes suggests that it should be reasonable to assume that the momentum part and the spinor part of a fermionic mode may be treated separately, when discussing commutation relations such as that in Eq.(4). According to the assumption A SS−M , the momentum parts of all modes have similar properties, hence, it is the spinor parts that makes it possible to distinguish among different modes. This implies that the anticommutability relation in Eq. (4) should have its manifestation in the spinor part. Therefore, one can assume that
for f ′ = f or f . In fact, this is the reason of assuming the anticommutability relation given in Eq.(A34).
Next, we discuss direct-product modes. Let us consider a mode B as the direct-product mode of two fermionic modes f 1 and f 2 . According to the assumption A dire−prod , the spinor part of the mode B, denoted by |ε λ B with a label λ, is given by the direct-product of the corresponding layers of the spinor parts of the two fermionic modes, with a form like |U r1 f1 |U r2 f2 or a similar one. (See later discussions for its explicit expressions with respect to concrete modes f 1 and f 2 .) Then, Eq.(66b) implies that
where B ′ = B or B. Since the momentum parts of different modes have similar properties, Eq.(66a) should hold for direct-product modes, too. Then, states of the modes B and B, denoted by |B pλ and |B pλ , respectively, should be commutable, that is,
for B ′ = B or B. Therefore, the mode B and its antimode are bosonic modes.
B. Direct-product combination of basic modes
In this section, we discuss direct-product combination of the two basic modes. We discuss the combination of a b-mode and an anti-b-mode in Sec.IV B 1, then, discuss the case with two basic modes of a same type in Sec.IV B 2.
z-mode as a combination of b-mode and anti-b-mode
It is clear that the direct product |κ |χ never vanishes for |κ = 0 and |χ = 0. Hence, according to the assumption A dire−prod , a b-mode and an anti-b-mode can combine and form a direct-product mode. We call this direct-product mode a z-mode and call this directproduct combination a bb − z combination.
As well known in the theory of spinors, the directproduct space W ⊗W is isomorphic to a four-componentvector space, which we denote by V with a basis |T µ (see Appendix A 3). This space V gives the spinor space for a z-mode. To be specific, let us consider the combination of a b-mode in a state |p |κ and an anti-b-mode in a state |q |χ . We use |k to denote the momentum part of the z-mode. According to the assumption A dire−prod , the spinor part of the z-mode, denoted by |z ∈ V , should be obtained from the direct product state |κ |χ . Then, according to discussions given in the above section, the z-mode is a bosonic mode.
In the theory of spinors, the most natural way of getting |z from |κ |χ is through the EW-symbols. In an operator form, the EW-symbols can be written as
where S B ′ A | is dual to the spinor |S AB ′ defined in Eq.(A33). [See discussions around and below Eq.(A36) for more properties of this operator σ]. One may note that there is still an ambiguity in the sign of σ, because in principle it should be also legitimate to use the product basis S AB ′ |, instead of S B ′ A |, on the rhs of Eq.(69), which gives −σ. This ambiguity can be removed by the following assumption about the usage of the operator σ.
• A sign−σ . The mapping W ⊗ W → V is described by σ, while, the mapping W ⊗ W → V is described by −σ.
Thus, one writes
The state space for one z-mode, denote by E
z , can be written as
One can also introduce a set of momentum-dependent basis vectors in the space V , denoted by |ε λ (k) , with a Lorentz-invariant label λ = 0, 1, 2, 3. These basis vectors change consistently with the 4-momentum k µ under Lorentz transformations and satisfy the following relation (see textbooks, e.g., Ref. [24] ),
where the scalar product is defined in Eq.(A46). The vectors |ε λ (k) can be expanded in the above discussed, momentum-independent basis |T µ , i.e., |ε λ (k) = ε µ λ (k)|T µ , and similar for its complex conjugate |ε λ (k) [cf. Eqs.(A27) and (A40)]. According to Eqs.(A31) and (A32), one has
Making use of the vectors |ε λ (k) , a basis in the space E (1) z can be written as
It has the following scalar product,
Hat-bras can also be introduced for the vectors |z kλ . Specifically, they can be defined by
Making use of Eqs.(75)-(77) and the explicit form of g λλ ′ in Eq.(A24), direct derivation shows that
where ε λ (k)| is a four-component vector defined by
The vectors ε λ (k)| can also be expanded in the basis
and it is not difficult to find the following expression for the components ε
Note that the value of g λλ is Lorentz-invariant and no summation is performed on the rhs of Eq.(79). Then, it is straightforward to verify that
which gives an inner product. Based on Eq.(82), the index λ can be raised and lowered by δ λλ ′ and δ λλ ′ , respectively, e.g.,
It is easy to verify that the identity operator I
(1) z for the space E
(1) z can be written in the following form,
The creation operators a † zλ (k) can be introduced in an ordinary way by the relation a † zλ (k)|0 = |z kλ . Then, one can introduce annihilation operators a zλ (k) as conjugates of a † zλ (k), based on the inner product in Eq.(82). The two operators satisfy the following commutation relation,
which changes covariantly under Lorentz transformations, because the label λ is Lorentz-invariant. A remark: In the ordinary, Lorentz-covariant treatment of the photon field in QED (see, e.g., Ref. [24] ), annihilation operators for photon states are introduced based on the scalar product in Eq.(75). An advantage of the treatment employed here, which is based on the inner product in Eq.(82), is that it does not suffer from the problem of indefinite metric, which is met in the ordinary treatment of the photon field in QED [25] .
Direct product of two W or two W
Is it possible for two basic modes of a same type, say, two b-modes, to combine and form a direct-product mode? A key point lies in the fact that the direct product of |κ and |χ vanishes for |κ ∝ |χ , that is, |κ |χ = 0 as a result of Eq.(66b). According to the assumption A dire−prod , this implies that two b-modes can not combine and form a direct-product mode. More generally, two fermionic modes, whose representative (upper) layers are of a same type, can not combine and form a directproduct mode.
According to the assumption A dire−prod , two fermionic modes, each with two layers, may form a direct-product mode, if their representative layers belong to W and W , respectively. In this case, it is possible for the rest (lower) layers of the two fermionic modes to lie in a same type of space, either in W or in W . Below, we discuss properties of the direct product of two layers of a same type.
To be specific, suppose that the rest layers mentioned above lie in states |κ and |χ in W , respectively. Their direct product is written as |s = |κ |χ . Let us write |κ = κ A |S A and |χ = χ A |S A . Then, making use of Eq.(A34), which implies that |S A |S A = 0, simple derivation gives
A generic SL(2,C) transformation, written as h 
This gives
Then, it is straightforward to find that κ
Thus, |s is a scalar under SL(2,C) transformations. Therefore, W ⊗ W gives a one-dimensional space, the elements of which are SL(2,C) scalars. Similarly, elements of W ⊗ W are also SL(2,C) scalars.
C. Direct-product combinations of e-mode and anti-e-mode
In this section, we discuss direct-product combinations, which can be obtained from an e-mode and an anti-e-mode. There are two possibilities for the combination, which we discuss in the following two subsections separately.
Combination giving rise to A-mode
Let us consider an e-mode in a spinor state |U and an anti-e-mode in a spinor state |U ′ ,
According to the assumption A dire−prod , one can consider the two layers separately, getting a direct product Let us first discuss the direct product of the two upper layers. The result is the same as that discussed in the previous section for the combination of a b-mode and an anti-b-mode and, hence, this gives a vector in a space V , similar to that in Eq.(70). We use |U ⊗ u U ′ to indicate this direct product for the upper layers, that is,
Then, noting the assumption A sign−σ , the corresponding vector in V is written as σ|U ⊗ u U ′ . Next, we discuss the direct product of the two lower layers. Similar to |U ⊗ u U ′ defined above, we introduce
According to the assumption A sign−σ , when computing the corresponding vector in V , one should use −σ and, as a result, one gets −σ|U ⊗ l U ′ .
We note that the two four-component vectors obtained above lie in the same space V . This suggests that these two vectors may be put together, resulting in one layer, but not two layers. We call the direct-product mode thus obtained an A-mode and call this direct-product combination an ee − A combination. Using |A to denote the spinor state of the ee − A combination discussed above, it is written as
The state space for an A-mode can be written in the same way as the one for the z-mode discussed previously, namely,
with a basis written as
Similar to the hat-bras defined in Eq.(76), hat-bras can also be introduced for the vectors |A kλ , namely, A kλ | := A kλ |P A , where P A is defined in the same way as P z in Eq.(77) with "z" replaced by "A". Then, an inner product similar to Eq.(82) and an identity operator I (1) A similar to I
(1) z in Eq.(84) can also be obtained. Finally, based on this inner product, annihilation operators a Aλ (k) can be introduced, as Hermitian conjugates of the creation operators a † Aλ (k), with a † Aλ (k)|0 = |A kλ . A remark: Although the A-mode has many properties similar to the z-mode, they have the following essential difference. That is, the rhs of Eq.(93) for the A-mode has a particular structure, such that the combination, from which the mode comes from, may be traced back to emode and anti-e-mode. While, the z-mode does not have this structure.
Combinations giving rise to z-mode
For a two-layer mode, since the upper layer and the lower layer form a whole, the two layers are not independent of each other, but are connected to each other.
One may imagine the existence of certain link between these two layers. For a configuration as that on the lefthand side (lhs) of Eq.(41), the link connects two spinor spaces of the same type; while, for an e-mode, the link connects two spinor spaces with the relation of complex conjugation. The former link can be regarded as possessing a plain feature, while, the latter link possessing some distortion feature.
For an e-mode and an anti-e-mode, the distortions in their links have opposite "directions": one giving W → W and the other W → W . This suggests the following possibility: When an e-mode and an anti-e-mode combine, it may happen that the distortions in the two links "compensate" each other before the combination takes place, such that the two links become plain links. This requires that either the spinor spaces of the two upper layers are changed to their complex conjugates, or those of the two lower layers are changed. We call the former case an upper-layer conversion and the latter case a lower-layer conversion.
Summarizing the above discussions, we make the following assumption.
• A convert . In a combination of an e-mode and an
anti-e-mode with conversion, there is a probability p c for an upper-layer conversion to take place and a probability (1 − p c ) for a lower-layer conversion to take place.
The most natural assumption about the value of p c is that p c = 0.5. To be specific, let us consider a spinor state of an e-
. According to the assumption A convert , there is a probability (1 − p c ) for the space of the lower layer to change to W . One can not directly replace |v r (p) by its complex conjugate |v r (p) , because according to Eq.(9) this would change the sign of the angular momentum of the lower layer and hence violate the assumption A dire−sum .
In order to keep the angular momentum of the lower layer unchanged, e.g., the spinor states in Eq.(44) for p 0 need to take the following changes,
As a result,
Recalling discussions around Eq.(41), it is seen that the final state in Eq. (98) is physically equivalent to a Weyl spinor u rA for a b-mode. It is easy to see that this result is also valid for an arbitrary momentum p, i.e., |U r (p) → |u r (p) . Similarly, for an anti-e-mode, one gets |U ′ r (p) → |u ′ r (p) .
Then, the combination of the e-mode and the anti-emode has a result like a combination of a b-mode and an anti-b-mode, which we have discussed in Sec.IV B 1, resulting in a z-mode with
We call this combination of an e-mode and an anti-emode a type-I ee − z combination, in short, an ee − z1 combination. Following similar arguments, one finds that an upperlayer conversion gives that |U r (p) → |v r (p) and |U ′ r (p) → |v ′ r (p) . The direct-product combination of the two modes also leads to a z-mode, whose spinor state should be
with a minus sign according to the assumption A sign−σ . We call this combination a type-II ee − z combination, in short, an ee − z2 combination.
D. Combination of b-modes and e-modes
In this section, we discuss combinations of bmode/anti-b-mode and e-mode/anti-e-mode. In this study, it is convenient to use the two-layer form of b-
and similar for anti-b-mode. According to discussions given in the beginning of Sec.IV B 2, we need to discuss only the combination of a b-mode and an anti-e-mode, and the combination of an anti-b-mode and an e-mode.
Consider an e-mode in a spinor state |U in Eq.(90) and an anti-b-mode in a state |κ . The direct product of the two upper layers gives a four-component vector |z /2 with |z = σ|u |κ in a space V . Meanwhile, the product of the two lower layers gives |s /2 with |s = |v |κ , which is a scalar as discussed in Sec.IV B 2. Therefore, an emode and an anti-b-mode may combine and give rise to a mode, which we call a W -mode, with the following spinor state,
This mode is also a bosonic mode, although its two layers lie in difference spaces. We call this direct-product combination an eb − W combination. As a scalar, the lower layer of a W -mode does not need to be labeled. Note that the spinor |v can be determined from the spinor |u , and both |u and |κ can be derived from the vector |z by the relation |u |κ = σ −1 |z [see Eq.(A44) for σ −1 ]. Hence, the lower layer |s of the Wmode can be derived from its upper |z , while, the reverse is not true. Therefore, the state space for a W -mode can be effectively represented by the following one for its upper layer,
with the understanding that the space W ⊗ W is of relevance for the lower layer. Like the case of z-mode discussed previously, |ε λ (k) give a basis for the upper layer of W -mode. Then, the space E (1) W has a basis written as
The corresponding creation and annihilation operators, indicated by a † W λ (k) and a W λ (k), respectively, can be introduced in the space E (1) W in the same way as those discussed previously for the z-mode. The identity operator for the space E Similarly, the direct-product combination of a b-mode in a spinor state |κ and an anti-e-mode in a spinor state |U gives a mode with the following spinor part,
Noting Eq.(A41), it is easy to see that the state space of |W is the complex conjugate of that of |W discussed above. Hence, this mode is the antimode of the W -mode and we call it an anti-W -mode. We call this combination a be − W combination. The state space for one anti-Wmode, as well as basis vectors in it, can be obtained by taking complex conjugation of those of the W -mode discussed above, with overline added to W in the notation, such as |W kλ for the basis. A remark: The upper layer of a W -mode and that of an anti-W -mode lie in a same space, hence, it is their lower layers that make the two modes distinguishable from each other. Specifically, the lower layer of the W -mode lies in the space W ⊗ W , while the lower layer of the anti-Wmode in the space W ⊗ W .
V. H-OPERATORS FOR FIPS
In this section, we derive a basic form for the Hoperators describing FIPs of interactions among the modes discussed above. In Sec.V A, we discuss some notations to be used in the description of interactions. In Sec.V B, we discuss a generic form for the H-operators. Explicit expressions for the spinor part of the generic form for concrete interactions are discussed in V C.
A. Some notations for interactions
As stated in the assumption A FIP , a generic FIP involves two fermionic modes f 1 and f 2 and a direct-product (bosonic) mode B. We call such an interaction an f 1 f 2 − B interaction, corresponding to an f 1 f 2 − B combination discussed in the above section. As discussed previously, the H-operators for the FIPs of F1 and F2 are denoted by H f1f2−B and H B−f1f2 respectively. For the type-I and type-II ee − z interactions, the H-operators are indicated as H ee−z1 and H ee−z2 for the processes F1 and H z−ee1 and H z−ee2 for F2.
Each type of interaction has more than one BPIPs and we use i = 1, 2, . . . to label them, written as BPIP-i. The H-operator for the i-th BPIP is denoted by H i,f1f2B ; the total interaction Hamiltonian for this type of interaction is denoted by H f1f2B . Then, according to the assumption A Hint , one writes
For the above-discussed four types of fermionic modes, namely, b-mode, anti-b-mode, e-mode, and anti-e-mode, there are six types of direct-product combination and, hence, six types of interaction: namely, the bb − z interaction, ee − A interaction, type-I and type-II ee − z interactions (in short, ee − z1 and ee − z2 interactions), eb − W interaction, and be − W interaction. In some cases we need to explicitly indicate the sign ̺ for a fermionic mode f ; in such a case we write the state space as E (1) f ̺ . But, the state space for one bosonic mode B is always written as E In order to find an expression for H f1f2−B in terms of creation and annihilation operators, we first write it in terms of ket and bra. A convenient method of obtaining such an expression is to make use of identity operators for the spaces E f1̺1,f2̺2 , respectively. Then, one writes
where, for the sake of clearness as well as brevity in presentation, we have used G to indicate the H-operator for these two spaces. Making use of the identity operators for single fermionic modes given previously, such as those in Eqs. (24) and (58), it is not difficult to verify that the identity operator I
f1̺1,f2̺2 has the following form,
Clearly, the operator I
f1̺1,f2̺2 remains unchanged, if one exchanges the orders of the state vectors for f 1 and f 2 on the rhs of Eq.(109).
The mode B can be a z-mode, an A-mode, a W -mode, or an anti-W -mode. As discussed previously, the state spaces for a z-mode and an A-mode have the form in Eq.(71), and the state spaces for a W -mode and an anti-W -mode can be effectively written in this form. This implies that, at least effectively, like Eq.(84), I
(1) B can be written as
Substituting the above-discussed expressions of identity operators into Eq.(108)
where we have used "d" to indicate the annihilation operator for the mode f 2 , because for all the FIPs of F1 to be discussed in later sections the mode f 2 will be either an anti-b-mode or an anti-e-mode. In Eq.(111), the quantity G represents the interaction amplitude, defined by
The state spaces of all the modes discussed above have a direct-product structure [see, e.g., Eqs. (2)]. This suggests that the operator G should have a direct-product form,
where G m denotes the momentum part and G s for the spinor part. The momentum part G m can be determined by the law of momentum conservation. Under this law, the simplest form of G m is written as
which connects the direct product |p 1 |p 2 to the vector |k , with k = p 1 + p 2 .
C. Expressions of Gs
In this section, we discuss explicit expressions of the operator G s for the six interactions mentioned above. The form of Eq.(112) implies that the operator G s should act on the spinor states of two fermionic modes and generate a spinor state of a bosonic mode. According to the assumption A dire−prod , this action should be performed for different layers in a separate way. Furthermore, as discussed in Sec.IV B 1, the most natural description for this type of action should involve the operator σ, subject to the assumption A sign−σ .
Firstly, let us discuss the bb − z interaction. The two fermionic modes have one layer only. From Eq.(70), it is seen that the simplest form for the operator G s is given by
Secondly, we discuss the ee − A interaction. From Eq.(93), it is seen that the simplest form of the operator G s is given by
Thirdly, we discuss the ee − z1 interaction, which is an ee combination with conversion resulting in a z-mode. This combination has been discussed in Sec.IV C 2, resulting in a state given in Eq.(99). When computing the interaction amplitude, the converted part of the fermionic modes should not be taken into account. In other words, only the upper layers should be used in the computation of the amplitude. Hence, the simplest form of the operator G s for this interaction is written as
where given above, noting Eq.(100), one gets that
Finally, for the eb − W and be − W interactions, the corresponding combinations give spinor states |W in Eq.(101) and |W in Eq.(105). The amplitudes for these two interactions should be determined by the fourcomponent vector parts of the two states. Then, one gets
VI. THE bb − z INTERACTION Based on results given above, now, we can derive explicit expressions for the Hamiltonians of the interactions discussed above. In this section, we discuss the bb − z interaction.
A. FIPs and VPs
For a b-mode and an anti-b-mode, it is not difficult to verify that
where .(115) , the H-operator in Eq.(111) takes the following form for the FIP of F1 of this interaction,
, because the spinor states in it are in fact independent of these two labels. The situation is similar with the amplitudes to be discussed below for other types of interactions.
For the FIP of F2 as the reverse of F1, according to the assumption A FIP , the H-operator is given by
where h 
B. BPIPs
In this section, we derive H-operators for BPIPs of the bb − z interaction. According to the assumption A BPIP , a BPIP contains one and only one FIP. Hence, the BPIPs can be classified according to properties of the FIPs they contain. There are four configurations for the signs of p 0 of the two fermionic modes in an FIP of F1 described by the H-operator in Eq.(121), namely, (̺, ̺) = (+, +), (+, −), (−, +), and (−, −). Then, taking together cases with F2, one gets eight types of FIPs. From these eight types of FIPs, as to be shown below,
Special attention should be paid to negative-p 0 fermionic modes in FIPs of BPIPs. Due to the assumption of A neg−p 0 , such a negative-p 0 mode may exist only instantly. This implies that, if such a mode is an outgoing mode of an FIP, it must be annihilated immediately. Since the BPIP may contain one FIP only, the annihilation must be due to some VP; in other words, this negative-p 0 mode must form a VP with some existing mode and vanish into the vacuum according to the assumption A VP . On the other hand, if the negative-p 0 mode is an incoming mode of an FIP, it must come from some VP, which just emerges from the vacuum.
A remark about notation: Since incoming and outgoing modes of BPIPs always have positive p 0 , for brevity, we can omit the label ̺ for creation and annihilation operators in the H-operators of BPIPs.
Below, we discuss the BPIPs in detail.
(1) Consider an FIP of F1 with the configuration (̺, ̺) = (+, +), which contains two positive-p 0 fermionic modes. This FIP is a BPIP, which we call BPIP-1. The H-operator for this BPIP can be directly obtained from Eq.(121), namely,
(2) The reverse of the above-discussed F1 is an FIP of F2 and is also a BPIP. We call this BPIP a BPIP-2. It is described by an H-operator H 2,bbz = H † 1,bbz , according to the assumption A FIP .
(3) Consider an FIP of F1 with the configuration (+, −), which involves an incoming positive-p 0 b-mode and an incoming negative-p 0 anti-b-mode. The BPIP containing this FIP is called a BPIP-3. As discussed above, this negative-p 0 anti-b-mode must come from a VP. The total process should be that an incoming positive-p 0 b-mode combines with a negative-p 0 anti-bmode, the latter of which comes from a VP emerging from the vacuum, and the two modes form a z-mode, leaving the positive-p 0 b-mode in the VP as an outgoing mode. The net effect is the emission of a z-mode by a b-mode.
To derive an explicit description for the BPIP-3, suppose that the state of the incoming positive-p 0 b-mode of the FIP is written as |b p̺ς with ̺ = +. The state of the positive-p 0 b-mode in the VP can be written as |b q̺ξ , then, according to the form of VP in (124), the anti-b-mode in the VP should be in the state |b q ′ ̺ ′ ξ ′ with q ′ = −q, ̺ ′ = −̺, and ξ ′ = ξ + 1. Then, the FIP involves the two states |b p̺ς and |b q ′ ̺ ′ ξ ′ and is described by an H-operator given by Eq.(121), which contains an operator product d b̺ ′ ξ ′ (q ′ )b b̺ς (p). Note that, here, when applying the assumption A BPIP , the replacement of operator as in Eq.(10) should take the
. Performing this replacement of operator in the above-discussed H-operator obtained from Eq.(121), the assumption A BPIP predicts the following H-operator for the BPIP-3,
Note that, due to the above replacement
b̺ξ (q), the H-operator H 3,bbz contains only creation/annihilation operators for incoming and outgoing fermionic modes of the BPIP, both of which have positive p 0 . This feature is also be seen in other BPIPs, both given above and discussed below. 
(p). Then, the H-operator for this BPIP is written as
where h
(6) The reverse of a BPIP-5 gives a BPIP-6, whose net effect is the absorption of a z-mode by an anti-b-mode, described by an H-operator H 6,bbz = H † 5,bbz . (7) A BPIP-7 contains an FIP of F1 with the configuration (−, −), which involves a negative-p 0 b-mode and a negative-p 0 anti-b-mode. As discussed above, these two negative-p 0 modes must come from VPs. The total process is that two VPs of b-mode and anti-b-mode emerge from the vacuum at a same time and the two negativep 0 modes in them combine and form a z-mode. The net effect of the BPIP is that a z-mode, a b-mode, and an anti-b-mode emerge from the vacuum. Suppose that one of the two VPs contains a positive-p 0 anti-b-mode and a negative-p 0 b-mode lying in, respectively, the state |b p̺ς with ̺ = + and the state |b p ′ ̺ ′ ς ′ with p ′ = −p, ̺ ′ = −̺, and ς ′ = ς + 1; the other VP contains modes in states |b q̺ξ and |b q ′ ̺ ′ ξ ′ with q ′ = −q and ξ ′ = ξ + 1. The FIP of F1 in this BPIP-7 involves the two states |b p ′ ̺ ′ ς ′ and |b q ′ ̺ ′ ξ ′ and is described by an Hoperator given by Eq.(121), containing an operator prod-
. In this case, the replacement of operator should take the form
(p) and
Then, the H-operator for this BPIP is written as
The reverse of a BPIP-7 is a BPIP-8, described by an H-operator H 8,bbz = H † 7,bbz
. Its net effect is that a z-mode, a b-mode, and an anti-b-mode vanish into the vacuum. Finally, the interaction Hamiltonian H bbz can be obtained from the above H-operators for BPIPs, namely,
C. A field expression for H bbz
In this section, we show that the amplitudes in the above-obtained interaction Hamiltonian H bbz can be written in forms, which contain only states of the incoming and outgoing modes of the BPIPs. We further show that H bbz can be written in a concise form in terms of fields.
What need special attention are the spinor states of negative-p 0 modes in the amplitudes with i = 3, . . . , 8, e.g., the spinor state |κ ξ ′ (q ′ ) in Eq.(128). We note that angular-momentum properties of the spinor state |κ ξ ′ (q ′ ) are equal to those of |κ ξ (q) [see Eq. (40)]. This implies that these two spinors are proportional to each other. We assume that they can be set equal. Then, we get the following equivalence relation,
and similar for spinors in the space W . It is not difficult to verify that, making use of the relation in Eq.(132), one can use spinor states of the incoming and outgoing modes of the BPIPs to express in the amplitudes of i = 3, . . . , 8.
To get a field expression for the interaction Hamiltonian H bbz , we need to write the interaction amplitudes in terms of components of spinors. 
Here, ε 
In these expressions of the amplitudes, only spinor states of the incoming and outgoing modes of the BPIPs are used. It is seen that the only difference among the four amplitudes of i = 1, 3, 5, 7 given above lies in the δ-functions.
The amplitudes for i = 2, 4, 6, 8 can be obtained from the relation h ς,ξ,λ i,bbz
where Eq.(A38) has been used and
We introduce the following fields,
After some algebra, it is not difficult to verify that the interaction Hamiltonian H bbz in Eq.(131) can be written in the following form,
VII. THE ee − A INTERACTION
In this section, we discuss the ee − A interaction. Specifically, in Sec.VII A we discuss FIPs of this interaction and VPs that are composed of e-mode and anti-e-mode. Then, we discuss BPIPs in Sec.VII B. In Sec.VII C, we discuss a field expression for the interaction Hamiltonian of this interaction.
A. FIPs and VPs
Making use of Eqs.(58) and (65), it is easy to find that the identity operator I 
Making use of Eqs. (112) and (116), from Eq.(111) one gets the following H-operator for the FIP of F1 of the ee − A interaction,
where h r,s,λ
with |U r (p)⊗ u−l U s (q) defined in Eq.(94). According to the assumption A FIP , the H-operator of F2, the reverse of F1, is written as
where h r,s,λ A−ee = (h r,s,λ ee−A ) * . Then, we discuss VPs composed of e-mode and antie-mode, namely, pairs of e-mode and anti-e-mode with opposite 4-momentum and opposite angular momentum. Note that, according to the assumption A dire−sum , the upper layer and lower layer of an e-mode are associated with a same momentum and a same angular momentum, and similar for an anti-e-mode. Moreover, as seen in Eqs.(37) and (44), the upper layer of an e-mode may lie in the same spinor states as those for a b-mode. Therefore, VPs of e-mode and anti-e-mode should have properties similar to those of the VPs of b-mode and anti-b-mode given in (124), that is, they should take the following form,
where the label r is also of mod 2.
B. BPIPs
The ee − A interaction has many properties similar to the previously-discussed bb − z interaction. In particular, (i) the H-operators of F1 in Eq.(121) and Eq.(141) have a similar form, (ii) the amplitudes in Eq.(122) and Eq.(142) share a similar structure, and (iii) the VPs have similar forms in (124) and (144). Due to these similarities, BPIPs of the ee − A interaction can be found following the same procedure as that given in the previous section for the bb − z interaction. In particular, corresponding to the above-discussed eight BPIPs of the bb− z interaction, the ee−A interaction also has eight BPIPs, which we also indicate as BPIP-i with i = 1, 2, . . . , 8, with H-operators H i,eeA . Below, we discuss the BPIPs in detail.
In a BPIP-1, a positive-p 0 e-mode and a positive-p 0 anti-e-mode combine and form an A-mode. Equation (141) directly gives
A BPIP-2 is the reverse of a BPIP-1, described by H 2,eeA = H † 1,eeA . A BPIP-3 contains an FIP of F1 with a positive-p 0 emode and a negative-p 0 anti-e-mode and has a net effect of the emission of an A-mode by an e-mode. Following arguments similar to those leading to Eq.(127), one finds that
where q ′ = −q and s ′ = s + 1. A BPIP-4 is the reverse of a BPIP-3, with the net effect of the absorption of an A-mode by an e-mode, and is described by an H-operator H 4,eeA = H † 3,eeA . A BPIP-5 contains an FIP of F1 with a negative-p 0 emode and a positive-p 0 anti-e-mode and has a net effect of the emission of an A-mode by an anti-e-mode. Following arguments similar to those leading to Eq.(129), one finds that
where p ′ = −p and r ′ = r + 1. A BPIP-6 is the reverse of a BPIP-5, whose net effect is the absorption of an A-mode by an anti-e-mode, and is described by an Hoperator H 6,eeA = H † 5,eeA . A BPIP-7 contains an FIP of F1 with a negative-p 0 emode and a negative-p 0 anti-e-mode and has a net effect of the emergence of an A-mode, an e-mode, and an antie-mode from the vacuum. Following arguments similar to those leading to Eq.(130), one finds that
where p ′ = −p, q ′ = −q, r ′ = r + 1, and s ′ = s + 1. A BPIP-8 is the reverse of a BPIP-7, whose net effect is the vanishing of an A-mode, an e-mode, and an anti-e-mode into the vacuum, described by an H-operator H 8,eeA = H † 7,eeA . Finally, according to the assumption A Hint , the interaction Hamiltonian for the ee − A interaction, denoted by H eeA , is written as
C. A field expression for HeeA
In this section, we derive a field expression for the interaction Hamiltonian H eeA . To this end, let us first rewrite the spinor part of the amplitude h r,s,λ 1,eeA in Eq.(146), which we denote by R r,s,λ
Making use of Eq.(94) for the symbol ⊗ u−l and the expression of U r (p) in Eq.(45), R 1 is written as R r,s,λ
Using Eqs.(A41) and (66b), we get 2R
r,s,λ
Then, making use of the definitions of σ and σ in Eqs.(A36)-(A37), and of Eqs.(73), (A6), and (A11), direct derivation shows that 2R r,s,λ
Making use of Eq.(154), it is straightforward to verify that the amplitude h r,s,λ 1,eeA can be written as h r,s,λ
where R r,s,λ
Here,
where, as shown in Ref. [16] , the γ µ -matrices are written in the following form,
The amplitude h r,s,λ 3,eeA can also be written in a form like Eq.(155). To this end, we note that, similar to the equivalence relation (132), one gets the following relation for spinor states of e-modes,
Then, following the same procedure that leads to Eq.(155), we get h r,s,λ
The amplitudes h r,s,λ i,eeA of i = 2, 4, 6, 8 can also be written in forms similar to those discussed above for odd i. To this end, the following relation is useful, which can be obtained by making use of Eq.(A38), i.e.,
. (161) Then, one gets h r,s,λ
Finally, we introduce the following field operators,
Direct derivation shows that the interaction Hamiltonian H eeA in Eq.(153) can be written as
VIII. THE ee − z INTERACTION
In this section, we discuss the ee − z interaction, in which an e-mode and an anti-e-mode combine and form a z-mode.
A. Type-I ee − z interaction
In this section, we discuss the type-I ee − z interaction, in short, the ee − z1 interaction. Making use of Eq.(117) for the operator G s for this interaction, Eq.(111) gives the following H-operator H ee−z1 for the FIP of F1,
The main difference between this H-operator and that in Eq. (141) for the ee − A interaction lies in the subscripts of "⊗". The H-operator for the FIP of F2, denoted by H z−ee1 , is given by the Hermitian conjugate of H ee−z1 , H z−ee1 = H † ee−z1 . The BPIPs for the type-I ee − z interaction can be derived by the same method as that used in Sec.VII B for the ee − A interaction. There are also eight BPIPs, denoted by BPIP-i of i = 1, . . . 8. It is not difficult to find that the H-operators H i,eez1 for the BPIPs of this interaction can be obtained from the corresponding ones given in Sec.VII B for the ee− A interaction, with the following three changes: (i) an additional prefactor (1 − p c ), (ii) A-mode changed to z-mode, and (iii) ⊗ u−l changed to ⊗ u . Finally, the interaction Hamiltonian for the type-I ee − z interaction, denoted by H eez1 , is written as
The amplitudes h r,s,λ i,eez1 of the H-operators H i,eez1 can be written in the same forms as those given in Eqs. (155), (160), and (162), with the following expressions for the spinor parts,
where γ µ uu indicates the upper-upper part of γ µ in Eq.(157), namely, σ µ B ′ A , which is just the complex conjugate of the EW-symbols. Here and hereafter, a subscript "u" of a two-layer spinor, e.g., "u" of "U u ", means that only the upper layer of the spinor is used; similarly, a subscript "l" indicates that only the lower layer is used.
Finally, making use of the fields given in Eqs.(138c), (164a) and (164b), it is not difficult to verify that
where "u" in the subscript of ψ eu is for the two-layer spinors in the field ψ e .
B. Type-II ee − z interaction
The type-II ee − z interaction, namely, the ee − z2 interaction can be treated in the same way as the type-I interaction discussed above, but, with G s given in Eq.(118). For the FIP of F1 of this interaction, one gets
The H-operator for the FIP of F2, is given by
There are also eight BPIPs. Their H-operators have the same expressions as the corresponding ones given above for the ee − z1 interaction, with the subscript "u" replaced by "l" and with the prefactor (1 − p c ) changed to (−p c ). The interaction Hamiltonian is written as
The interaction amplitudes for these BPIPs can be written in the same forms as those for the ee − z1 interaction discussed in the previous section, with the subscripts "u" in Eq.(169) replaced by "l". Finally, similar to Eq.(170), the interaction Hamiltonian is written as
where γ µ ll indicates the lower-lower part of γ µ .
IX. THE eb − W AND be − W INTERACTIONS
In this section, we discuss the eb − W and be − W interactions.
A. FIPs and BPIPs for the eb − W interaction
In this section, we discuss the FIPs and BPIPs for the eb − W interaction. The identity operator I 
The prefactor (1/ √ 2) in Eq.(176) comes from the fact that the operator G ⊗u in Eq.(119) acts on a two-layer description for the spinor state of a b-mode like the lhs of Eq.(41), while, a one-layer spinor state |κ ς (q) is used in Eq.(177). According to the assumption A FIP , the FIP of F2, as the reverse of F1, has an H-operator
BPIPs of the eb − W interaction can be found by the same method as that used previously for other interactions. There are also eight BPIPs, denoted by BPIP-i with i = 1, . . . 8, with H-operators H i,ebW . For a BPIP-1, which is just an FIP of F1 with two positive-p 0 fermionic modes, the H-operator has the form,
Similar to R ς,ξ,λ 1,bbz in Eq.(134), one finds that
The reverse of a BPIP-1 is a BPIP-2 with an Hoperator H 2,ebW = H † 1,ebW
. 
A BPIP-3 contains an FIP which involves a positive-p 0 e-mode and a negative-p 0 anti-b-mode. The total process is that a positive-p 0 incoming e-mode combines with a negative-p 0 anti-b-mode, the latter of which comes from a VP emerging from the vacuum, and the two modes form a W -mode, leaving the positive-p 0 b-mode in the VP as an outgoing mode. Thus, the net effect is the conversion of an e-mode into a b-mode with the emission of a W -mode.
The state of the incoming e-mode can be written as |e p̺r with ̺ = +. The state of the positive-p 0 b-mode in the VP can be written as |b q̺ς , implying that the anti-b-mode in the VP should be in the state |b q ′ ̺ ′ ς ′ with q ′ = −q, ̺ ′ = −̺, and ς ′ = ς + 1. Then, according to the assumption A BPIP , the H-operator for this BPIP takes the form,
Making use of the relation in Eq. (132), one can write h
The reverse of a BPIP-3 is a BPIP-4, described by an H-operator
, with the same spinor part of the amplitude as in Eq.(183).
A BPIP-5 contains an FIP of F1, which involves a negative-p 0 e-mode and a positive-p 0 anti-b-mode. It has the net effect of the conversion of an anti-b-mode into an anti-e-mode with the emission of a W -mode. The state of the incoming positive-p 0 anti-b-mode can be written as |b q̺ς with ̺ = +, that of the positive-p 0 anti-e-mode in the involved VP can be written as |e p̺r , then, the negative-p 0 e-mode in the VP should be in the state |e p ′ ̺ ′ r ′ with p ′ = −p, ̺ ′ = −̺ and r ′ = r + 1. These states give the following H-operator for this BPIP,
Then, noting the equivalence relation in Eq.(159), one gets,
The reverse of a BPIP-5 is a BPIP-6, described by an H-operator
A BPIP-7 contains an FIP of F1, which involves a negative-p 0 e-mode and a negative-p 0 anti-b-mode. Its net effect is the emergence of a W -mode, an e-mode, and an anti-b-mode from the vacuum. Following arguments similar to those given above, one finds the following Hoperator for this BPIP,
Then, noting Eqs. (132) and (159), one gets,
The reverse of a BPIP-7 is a BPIP-8, described by an H-operator H 8,ebW = H † 7,ebW . Using the above-obtained H-operators, one can get the following interaction Hamiltonian H ebW ,
B. FIPs and BPIPs for the be − W interaction
The be − W interaction can be treated in the same way as that used above for the eb − W interaction. Similar to Eqs. (175)- (177), one gets
(191)
For the odd BPIPs, one gets
Here, the amplitudes have the following expressions,
The even BPIPs are described by the Hermitian conjugates of the H-operators given above for the odd BPIPs, with the following spinor part for the amplitudes,
Finally, one gets the Hamiltonian for this type of interaction,
C. Field expressions of H ebW and H beW Putting the two interaction Hamiltonians H ebW and H beW together, they can be written in a concise form in terms of fields. To this end, we introduce the following fields,
(199a)
Then, making use of the fields in Eqs.(138a), (138b), (164a), and (164b), direct derivation shows that
To summarize, we have derived all the Hamiltonians for the interactions among those modes with one and two layers. The total interaction Hamiltonian H for these interactions is written as
X. PARTICLES AS EIGENSTATES OF H
In the previous sections, we have discussed basic contents of the proposed theory. From now, we apply the theory to the understanding of properties of particles. In this section, we discuss the possibility of interpreting eigenstates of H as particle states.
Specifically, in Sec.X A, we discuss basic properties of the total state space related to the interaction Hamiltonian H given above, then, show that inside the total state space there exist invariant substructures with respect to H. In Sec.X B, we discuss eigenstates of H in the above-discussed substructures and relate them to particles states. In Sec.X C, we discuss the possibility for a second-order perturbation expansion of energy to give a finite result.
A. Irreducible invariant subspaces of H
In this section, we first discuss a set of basis vectors that span the total state space E with respect to H, then, discuss some subspaces of the total state space E, which are invariant under the action of the Hamiltonian H.
The space E is spanned by the following basis vectors,
where n b , n b , n e , n e , n z , n A , n W , n W = 0, 1, . . ., the quantity N indicates the total number of modes,
η is a label to indicate the state, and N is a normalization coefficient. Here, e.g., |(b) n b represents a state of n b b-modes, each of the type |b pς . Note that, since the Hamiltonian H involves positive-p 0 modes only, the space E does not contain any negative-p 0 mode. All the six parts of the total interaction Hamiltonian on the rhs of Eq.(201) have the same coupling structure for modes. This coupling structure implies a specific type of connection among the basis vectors |N η . Of particular interest is the fact that some of the vectors thus connected span a subspace, which is invariant under the action of the Hamiltonian H.
To be specific, let us consider basis vectors |M pr for a given momentum p, where M represents one of the modes b, b, e, e, z, A, W , and W , and r is a label for the spinor degree of freedom. We use E M,p to denote the space spanned by all those basis vectors |N η , for each of which there is a nonnegative integer m such that
for one value of r. The space E M,p is invariant under the action of the Hamiltonian H, in the sense that H|ψ ∈ E M,p for all vectors |ψ ∈ E M,p . It is a smallest subspace inside the total space E, which contains |M pr and is invariant under H. For this reason, we call it an irreducible invariant subspace of the Hamiltonian H.
As an example, consider the subspace E e,p . It is easy to see that it can be written as
where E 
e,p = {|e pr } and E
e,p is spanned by basis vectors with the following direct-product forms,
From each of the six one-mode basis vectors contained in (206), an irreducible invariant subspace of H can be constructed. For example, from |e (p−k)s one can construct
Following similar arguments, it is not difficult to find that each space E M,p contains some other spaces E M ′ ,p ′ . Therefore, the irreducible invariant subspaces E M,p have an certain inter-embedded structure. We note that, due to the identical nature of modes of the same species, this inter-embedded structure could be quite complicated.
B. Particles as eigenstates of H in irreducible invariant subspaces
To find states that may be associated with particles, let us consider an irreducible invariant subspace E M,p of the Hamiltonian H. Suppose that there is an eigenstate |Ψ of H in this subspace with a finite eigenvalue E. Then, Schrödinger equation predicts an evolution e −iEt |Ψ for an initial state as this eigenstate; in other words, this state keeps itself if it is isolated. This is just what is understood for a free particle. Therefore, it is reasonable to interpret this eigenstate as a state of a particle.
The space E M,p is infinitely large. To find a meaningful eigenstate of H in this space with a finite eigenvalue, one may first truncate the space E M,p to a space E is spanned by those vectors |N η satisfying N < N c and |p max | < P c , where |p max | indicates the maximum momentum of the modes contained in |N η [28] . We use |Ψ 
where E Nc,Pc, α M,p are the corresponding eigenvalues.
Clearly, E increases quite fast with the increase of (N c , P c ). In the limit N c → ∞ and P c → ∞, usually, only a small fraction of sequences of α may give vectors that converge to limits with finite eigenvalues.
Suppose that there is a sequence of α, with α as a function of N c and P c , such that, in the limit N c → ∞ and P c → ∞, |Ψ Nc,Pc, α M,p converges to a definite limit with a finite eigenvalue. We use |Ψ α M,p ,with a label α, to indicate this limit and use E α M,p to indicate the corresponding eigenvalue, namely,
Then, the Hamiltonian H has the following finite eigensolution in the space E M,p ,
The eigenvalues E α M,p can be both positive and negative. We interpret eigenstates |Ψ • An eigenstate |Ψ α M,p with a positive eigenvalue can be associated with a particle, which possesses an energy E α M,p and a momentum p.
In particular, the mass of the particle is given by E α M,0 . Similar to the assumption A neg-p 0 , we introduce the following assumption for eigenstates with negative eigenvalues.
• No particle can stay in a state |Ψ 
For the above interpretation to be able to work, the label α for each mode M must be consistent with experimental results. For example, within the energy scale accessible to today's experimental study, the label α in |Ψ α e,0 should be expected to take two values only, corresponding to the two spin states of a free electron, Finally, we note that the H-operators H 7,f1f2B and H 8,f1f2B , in fact, give no contribution to the abovediscussed irreducible invariant subspaces E M,p and, hence, no contribution to the eigenstates |Ψ α M,p . This is in agreement with the fact that, in QFTs, only connected Feynman diagrams give contribution to the scattering matrix. Furthermore, some minor modification to the theory proposed above, which may look natural, may make it possible to neglect the BPIP-7 and BPIP-8. For example, if the probability for two VPs to emerge simultaneously from the vacuum could be neglected, then, the assumption A neg−p 0 would prohibit the BPIP-7.
C. Perturbation expansion of energy
A crucial point for validity of the above interpretation of particle states lies in the existence of finite eigensolutions of H in Eq.(211). In this section, we show that this could be possible within the second-order perturbation theory.
Generic discussions
In a most direct perturbative treatment, since all modes are massless, the second-order perturbation expansion of energy always gives a divergent result. In this section, we discuss an improved perturbative treatment, which makes use of the inter-embedded structure of irreducible invariant subspaces of H discussed in Sec.X A.
A basic idea is to assume existence of the solutions |Ψ α M,p , then, to study whether this may lead to consistent results in a second-order perturbation expansion of eigenvalue. Without loss of generality, let us consider a space E e,p . For brevity, we introduce the following shorthand notations,
where the subscripts i, l and m represent (k, α, β). Let us use E Ψ e,p to denote the space spanned by the vectors in Eq.(213). It is not difficult to verify that E Ψ e,p is contained in E e,p , i.e. E Ψ e,p ⊆ E e,p [cf. discussions around (207)]. The structure of the space E e,p in Eq.(205) and that of E (2) e,p in Eq.(206) suggests that it should be reasonable to assume that the eigenstate |Ψ α e,p lies in the subspace E Ψ e,p , at least approximately. Then, we can study the perturbation expansion of the corresponding eigenvalue within the subspace E Ψ e,p . In the space E Ψ e,p , we write the Hamiltonian H in the following form,
where H 0 denotes the diagonal part of H in the basis in Eq.(213),
and V denotes the off-diagonal part. In writing H in this form, its matrix elements are defined in the ordinary way, e.g.,
Note that H 00 is in fact equal to zero, H 00 = 0.
Let us consider the perturbation expansion of eigenvalue with respect to the unperturbed state |ζ 0 for p = 0. If the perturbation expansion could be convergent, then, one would get a relation of the form, E 
In principle, if the functions f M are known, it should be possible to solve the highly nonlinear equations (216) to compute the eigenvalues E α M,0 .
Second-order perturbation expansion of energy
In this section, we discuss the second-order perturbation expansion for the eigenvalue discussed above within the space E Ψ e,p , in order to see whether it may be finite. Using E (2) e to denote the eigenvalue up to the secondorder term and noting that V 00 = 0, one gets
As discussed previously, one can truncate the momentum k at an upper bound k c , then, study the behavior of the rhs of Eq.(217) and finally let k c → ∞. Although as assumed previously those eigenstates |Ψ α M,p with negative eigenvalues do not describe particle states, they must be included in the construction of the space E Ψ e,p . This implies that, say, H ii should have both positive and negative values. Let us use i + and i − to indicate i for which H ii are positive and negative, respectively. For large momentum k, one may expect that |H ii | ∼ |k|. Note also that H 0i H i0 ≥ 0 and that the summation over i includes an integration d k · · · , with d k = d 3 k/|k|. These properties imply that, if only the terms with i + are included, the summation i H 0i H i0 /H ii would diverge linearly. This type of result is well known in QFTs.
However, the situation may change drastically, when the terms with i − are included. To be specific, let us consider
To discuss (ultravioletly) divergent behaviors of J, one may focus on large |k|. It seems reasonable to expect that positive and negative eigenvalues E α M,p may appear in pairs, with close absolute values in each pair. This suggests that the labels i may be arranged into pairs (i − , i + ) with |H i−i− | ≃ |H i+i+ |, such that one may write
where the three parameters a, a 1 , and a 2 remain finite in the limit |k| → ∞. Furthermore, we assume that H 0i H i0 for i − and i + within one pair may approach a same value in the limit of large k. This enables one to write
where g 0 , g 1 , and g 2 remain finite in the limit |k| → ∞. Then, the part of J that may diverge can be written as follows,
Thus, if J diverges, it may diverge at most logarithmically. Furthermore, if a(g 1 − g 2 ) is an even function of k and a 2 = a 1 for large k, then, the rhs of Eq.(223) may vanish such that J becomes finite.
If the second and third summations on the rhs of Eq.(217) may also have the behaviors discussed above for the first summation, then, the second-order expansion of eigenvalue, namely, E (2) e may get a finite value. It is seen that the negative eigenvalues E α M,p may supply a mechanism, by which the second-order perturbation expansion of eigenvalue may get rid of the ultraviolet divergence.
The above-discussed mechanism is, in spirit, similar to the so-called Pauli-Villars regularization. This regularization scheme imposes certain replacements for propagators, such as
where m 0 indicates the bare mass of a particle and Λ is a cutoff as the mass of a fictitious particle. For this regularization to work, the minus sign before 1/(k 2 − Λ 2 ) is crucial. This minus sign can be regarded as effectively originating from a "minus energy" [29] , similar to the role played by negative eigenvalues E α M,p in the mechanism discussed above.
The similarity between the mechanism of getting rid of ultraviolet divergence discussed above and the PauliVillars regularization suggests that it should be possible for certain perturbation expansions to converge within the theory proposed above. In this situation, it would be meaningful to make use of Eq.(217) to derive relations among masses of particles.
XI. NEUTRINOS MASSES
In this section, we discuss applications of Eq.(217) to the study of neutrino masses. Specifically, in Sec.XI A, we derive an upper bound for electron neutrino mass. In Sec.XI B, we discuss possible descriptions for µ and τ leptons and also for the corresponding neutrinos. In Sec.XI C, we derive approximate relations among the three neutrino masses. Finally, in Sec.XI D, we discuss mass eigenstates of neutrinos; in particular, we give a rough estimate to a ratio of neutrino-mass differences and compare it with the experimental result.
A. An upper bound for electron neutrino mass
In this section, we derive an upper bound for the mass of electron neutrino, expressed as a function of the masses of electron and W -particle.
We use m e , m νe , m Z 0 , and m W to denote the masses of electron, electron neutrino, Z 0 -particle, and W − -particle. According to the interpretation in (212), these masses can be related to E α M,0 of M = e, b, z, and W , respectively. Experimental results tells that
Let us first use Eq.(217) to discuss an approximate relation involving the mass of electron. The second-order contribution E (2) e should be smaller than the real mass m e , hence, one can write E (2) e = a e m e with a parameter a e < 1. Regarding the rhs of Eq.(217), let us consider the contribution from the low momentum region (compared with the masses concerned). In this region of momentum, H ii is approximately given by m e , H ll by (m Z +m e ), and H mm by m W with m νe neglected due to its smallness. If it is the low momentum region that gives the main contribution to the rhs of Eq.(217), then, in a rough estimate, one can write
where G e k of k = 1, 2, 3 indicate results from the corresponding summations (integrations). We would remark that, since the mass m e is not large, Eq.(226) may merely give a quite rough estimate.
The mass of electron neutrino can be treated in a way similar to that discussed above for the electron. Here, instead of the basis in Eq.(213) for the space E Ψ e,p , one needs to consider the following basis for a space E Ψ b,p which is related to b-mode states |b pς , namely,
The second-order perturbation expansion for the energy of neutrino is written as
where the tilde above the labels means that the elements are computed in the basis in Eq.(227). Since the mass m νe is quite small according to experimental results, it seems reasonable to assume that m νe may be approximately given by the second-order expansion E In order to discuss mass properties of µ and τ neutrinos, it is necessary to make some assumptions about descriptions for µ and τ leptons. Experimentally, no reaction of direct transition among the three leptons of electron, µ, and τ , such as µ → eγ, has ever been observed. This suggests that the µ and τ leptons should not be interpreted as eigenstates |Ψ α e,p . In other words, one needs to introduce new modes for these two leptons.
One possibility is to assume that a µ lepton has a close relationship to a four-layer mode, whose spinor part lies in a space W ⊕W ⊕W ⊕W . According to the assumption A direc−sum , all the layers of this mode should be related to a same momentum and a same angular momentum. Then, for the same reasons as those given around Eq.(41), the first two layers should contain a same Weyl spinor in W , while, the last two layers should contain a same Weyl spinor in the space W , as a consequence, the spinor part of the mode can be written as
We call this mode a µ-mode. Similar to the anti-e-mode, one can introduce an anti-µ-mode, with a spinor space W ⊕ W ⊕ W ⊕ W . Similar to the spinor states |U r (p) of e-mode in Eq.(45), the spinor state of a µ-mode can also be labelled by a label r with two values, indicated by |m r (p) with r = 0, 1. As a result, the state space for one µ-mode is spanned by basis vectors written as |µ pr := |p |m r (p) . It is not difficult to verify that µ-mode and anti-µ-mode can also form VPs, if they are in states similar to those for the e-mode and anti-e-mode in Eq.(144).
To make clear the types of interaction that the µ-mode and anti-µ-mode may participate in, let us consider direct-product modes that can be constructed from the four modes of µ-mode, anti-µ-mode, b-mode, and antib-mode, as well as the corresponding interactions. In doing this, the lhs of Eq.(41) for the b-mode should be written in a form with four identical layers. Following arguments similar to those given previously in Secs.IV, one still finds four bosonic modes, namely, the z-, A-, W -, and W -modes. Furthermore, the interactions among these modes turn out to be described by Hamiltonians similar to those derived in Secs.V-IX. Here, in a combination with conversion for a µ-mode and an anti-µ-mode, either the spinor spaces of the first and second layers change simultaneously to their complex conjugate spaces, or those of the third and fourth layers change.
Therefore, the µ-mode and anti-µ-mode participate in all the interactions discussed previously for the e-mode and anti-e-mode. We use H bµ to indicate the Hamiltonian for these interactions and use E (bµ) to denote the related state space, which is for the following modes: the b-mode/anti-b-mode, µ-mode/anti-µ-mode, z-mode, Amode, W -mode, and In addition, for combination with conversion of µ-mode and anti-µ-mode, besides the possibilities discussed above in which two of the four layers change their spinor spaces, there may exist other possibilities. For example, it could be possible for only one of the four layers of the µ-mode to change its spinor space and similar for the anti-µ-mode. In this case, the two modes would participate in an interaction, which does not exist between the e-mode and anti-e-mode. This may explain the fact that the µ lepton has a mass quite different from that of electron. The b-mode and anti-b-mode are not involved in this type of interaction, hence, when giving a rough estimate to the mass of µ neutrino, one can neglect this type of interaction.
Generalizing the above discussions for the µ-mode/anti-µ-mode, one can introduce a τ -mode, with a spinor state of the following type,
in a space W ⊕ W ⊕ W ⊕ W ⊕ W ⊕ W , as well as a corresponding anti-τ -mode. The τ -mode and anti-τ -mode also participate in all the types of interaction discussed previously for the e-mode and anti-e-mode. These interactions are described by a Hamiltonian H bτ , which has the same form as H be with e replaced by τ . Eigenstates in its irreducible invariant subspaces can be interpreted as corresponding to states of τ lepton and τ neutrino, written as |Ψ
and |Ψ
, respectively.
C. electron, µ, and τ neutrino masses
Based on discussions given in the previous section, masses of µ and τ neutrinos can be treated in the same way as that given in Sec.XI A for the electron neutrino. We use m µ and m νµ to indicate the masses of µ lepton and µ neutrino, and m τ and m ντ for τ lepton and τ neutrino, respectively.
Let us start from Eq.(228). For the three types of neutrino, the difference on the rhs of Eq.(228) lies in masses of the corresponding leptons. Since the masses of the three leptons are much smaller than m W , Eq.(228) implies that the three neutrinos should have similar masses, that is,
In order to discuss the differences between the three neutrino masses, following arguments similar to those used in the derivation of Eq.(229) for the electron neutrino, one gets the following relation for the µ-neutrino mass m νµ ,
Since the considered interactions have similar structures, to get a rough estimate, one can assume that G 
From the relation (236) and experimental results for the masses m e , m W , m Z 0 , and m µ ≃ 106Mev, one gets
For the τ neutrino, similarly, one finds that
Under the assumption that G 
The above estimates show that m νe > m νµ > m ντ .
D. Mass eigenstates of neutrinos
Putting all the interactions discussed above together (except those which merely contribute to the masses of µ and τ leptons), one gets the following total Hamiltonian, denoted by H T ,
This Hamiltonian acts on a state space, denoted by E T , which is for all the modes discussed previously, namely, the b-mode and anti-b-mode, e-mode and anti-e-mode, µ-mode and anti-µ-mode, τ -mode and anti-τ -mode, zmode, A-mode, W -mode, and anti-W -mode. Basis vectors for this space E T , denoted by |N T η , can be got in a way similar to |N η in Eq.(202), including also the states for µ-mode, anti-µ-mode, τ -mode, and anti-τ -mode.
Within the total space E T , one can construct irreducible invariant subspaces with respect to the Hamiltonian H T . We use E In the total state space E T , a b-mode may interact with not only a VP composed of e-mode and anti-e-mode, but also a VP composed of µ-mode and anti-µ-mode, and a VP composed of τ -mode and anti-τ -mode. This implies that the previously-discussed states |Ψ should be superpositions (mixtures) of states of the electron, µ, and τ neutrinos discussed above. This is in agreement with results of the neutrino-oscillation experiments.
It should be reasonable to assume that the eigenstate |Ψ 
where ∆m 
This gives the following estimate,
This is in agreement with an estimate of Σ = m 1 + m 2 + m 3 obtained from cosmological data, which suggests that 0.05eV
XII. COMPARISON WITH THE GWS THEORY
In this section, we give comparison for the theory proposed in this paper and the GWS electroweak theory.
A main difference lies in that the theory here predicts no direct interaction among bosonic modes, while, bosons interact directly in the GWS theory. This difference does not necessarily imply any confliction, because in the theory here bosons are interpreted as composites of modes and, hence, may have interactions among themselves. Another difference is that in the theory here masses of particles appear as eigenvalues of the interaction Hamiltonian in its irreducible invariant subspaces, while, it is the Higgs mechanism by which masses of fermions and bosons are introduced in the GWS theory. netic energy, the theory does not have the gauge symmetry in the GWS theory. However, at the level of particles with kinetic energies, due to the above-discussed similarity between the interaction Hamiltonian in the proposed theory and a part of the interaction Hamiltonian in the GWS theory, it should be reasonable to expect that certain gauge symmetry may emerge. Further investigations are needed in order to know details about the emergence of gauge symmetry.
In this appendix, we recall some basic properties of spinors and vectors [12] [13] [14] [15] and discuss their expressions in Dirac's abstract notation of ket and bra [16] . Specifically, basic properties of two-component, Weyl spinors in the abstract notation are briefly discussed in Sec.A 1. We recall basic properties of four-component vectors in Sec.A 2 and discuss their abstract expressions in Sec.A 3.
Basic properties of two-component spinors
Two-component Weyl spinors span a two-dimensional complex linear space, which we denote by W . Usually, a two-component spinor is represented by its components, say, κ A with an index A = 0, 1. But, in the study of quantum theories, it is sometimes more convenient to write two-component spinors in Dirac's abstract notation, which we briefly present below (see Ref. [16] for more detailed discussions).
Let us consider in the space W a basis denoted by |S A with A = 0, 1. A generic spinor |κ in this space is expanded as
One may introduce a space that is dual to W , composed of bras with a basis written as S A |. In order to construct a product, which is a scalar under transformations of the SL(2,C) group, the bra dual to the ket |κ should be written as
which has the same components as |κ in Eq.(A1), but not their complex conjugates [16] . (See Appendix B for a brief discussion of basic properties of the SL(2,C) group.) Scalar products of the basis spinors needs to satisfy
It proves convenient to introduce a matrix ǫ AB , which has the same elements as ǫ AB . These two matrices can be used to raise and lower indexes of components, say,
as well as for the basis spinors, e.g.,
and (iii) the symbols ǫ 
The anti-symmetry of ǫ AB implies that
and, as a consequence, κ|κ = 0 for all |κ . It is easy to check that (i) the identity operator I in the space W can be written as
satisfying I|κ = |κ for all |κ ∈ W , and (ii) the components of |κ have the following expressions,
An operation of complex conjugation can be introduced, which converts a space W to a space denoted by W , with |κ ∈ W → |κ ∈ W . Corresponding to a basis |S A ∈ W , the space W has a basis denoted by |S A ′ with a primed label A ′ . In the basis of |S A ′ , |κ is written as
One can introduce matrices ǫ
′ and ǫ A ′ B ′ , which have the same elements as the ǫ matrices discussed above. When a spinor κ A is transformed by a SL(2,C) matrix, the spinor κ A ′ is transformed by its complex conjugation matrix (see Appendix B).
Basic properties of four-component vectors
In this section, we recall basic properties of fourcomponent vectors as special cases of spinors [12] [13] [14] . We use the ordinary notation in this section and will discuss the abstract notation in the next section.
A basic point is a one-to-one mapping between a directproduct space W ⊗ W and a four-dimensional space denote by V . The mapping is given by the EW-symbols, denoted by σ µAB ′ , with µ = 0, 1, 2, 3, which are invariant under SL(2,C) transformations. An often-used set of explicit expressions for these symbols is given by
Using the rules given in Eq.(A5), it is easy to verify that
For example, a spinor φ AB ′ in the space W ⊗ W can be mapped to a vector K µ in the space V by the relation,
In the space V , of particular importance is a symbol denoted by g µν , defined by the following relation, with the ǫ-symbols in the space W ⊗ W ,
One can introduce a lower-indexed symbol g µν , which has the same matrix elements as g µν , namely, [g µν ] = [g µν ]. These two symbols g, like the symbols ǫ in the space W , can be used to raise and lower indexes, e.g.,
Making use of the anti-symmetry of the symbol ǫ, it is easy to verify that g µν is symmetric, i.e.,
Due to this symmetry, the upper-lower positions of a pair of identical indexes (µ) are exchangeable, namely 
Then, substituting the definition of g µν in Eq.(A17) into the product g µν g νλ , after simple algebra, one gets
When a SL(2,C) transformation is carried out on the space W , a related transformation is applied to the space V . Requiring invariance of the EW-symbols, transformations on the space V can be fixed and turn out to constitute a (restricted) Lorentz group (see Appendix B for detailed discussions.). Therefore, the space V is a four-component vector space. In fact, substituting the explicit expressions of the EW-symbols in Eq.(A14) into Eq.(A17), one gets which is just the Minkovski's metric. Furthermore, one can show that both the product
and the product
are scalars under Lorentz transformations (see Appendix B). The product in Eq.(A26) is the one used in QED.
Abstract notation for four-component vectors
In the abstract notation, a basis in the space V is written as |T µ with µ = 0, 1, 2, 3. The index of the basis can be raised by g µν , i.e., |T µ = g µν |T ν , and similarly |T µ = g µν |T ν . A generic four-component vector |K in the space V is expanded as
In consistency with the expression of bra in Eq.(A2) for two-component spinors, the bra corresponding to |K is written as
To write the scalar product in Eq.(A25) as J|K , one needs
similar to the case of two-component spinor in Eq.(A3). It is not difficult to verify the following properties. (i) Making use of Eq.(A23), one can verify that the identity operator in the space V can be written as
(ii) The components K µ and K µ have the following expressions,
(iii) The symmetry of g µν implies that T µ |T ν = T ν |T µ , as a result,
for two arbitrary vectors |K and |J in the space V .
To get further understanding about the relation between the space V and the space W ⊗ W , let us discuss their basis vectors in the abstract notation. Basis spinors in W ⊗ W can be written as (A34) When writing bras for a basis in the space dual to W ⊗ W , we follow the same rule as that discussed above for kets, e.g., S B ′ A | := S B ′ | S A |. Besides, it proves convenient to introduce an operation for transforming between kets and bras, which we call transposition, denoted by a superscript T , defined by the following relations, |φψ T := ψφ|, ψφ| T := |φψ , (|φ ψ|) T := |ψ φ|.(A35)
Note that, e.g., the transposition of |S AB ′ is S B ′ A |, but not S AB ′ |.
Since |S AB ′ = |S A ′ B = −|S BA ′ , the operation of complex conjugation maps the space V into itself. One can use |T µ to denote the complex conjugate of |T µ . Since |T µ and |T µ lie in the same space, it is unnecessary to introduce any change to the label µ. Hence, |T µ can be written as |T µ with the label µ unchanged.
It proves convenient to introduce an operator for the EM-symbols, denoted by σ, namely,
Using σ to indicate the complex conjugate of σ, Eq.(A36) gives
where σ 
There exists some freedom in the determination of the relation between |T µ and |T µ . It proves convenient to assume that the basis vectors |T µ are "real" that is,
Then, the complex conjugate of |K is written as
Substituting Eqs.(A38)-(A39) into Eq.(A37) and noting Eq.(A34), it is easy to verify that σ = −σ.
The transposition of the operator σ has the form
Computing the product of σ in Eq.(A36) and σ T in Eq.(A42), noting Eqs.(A29), (A21), and (A10), it is easy to verify that
This implies that σ T is the reverse of σ, denote by σ −1 , i.e.,
Using Eq.(A39), it is straightforward to verify that
Therefore, in the abstract notation, the scalar product in Eq.(A26) is written as
It is easy to verify that
Appendix B: SL(2,C) and Lorentz transformations
In this appendix, we recall the relation between SL(2,C) transformations and Lorentz transformations. Particularly, when SL(2,C) transformations are carried out on a space W , the corresponding transformations on the space V are Lorentz transformations.
We recall that the group SL(2,C) is composed of 2 × 2 complex matrices with unit determinant [12] [13] [14] [15] [16] , written as 
Under a transformation given by h A B , a two-component spinor κ A is transformed to
where we use tilde to indicate the result of a SL(2,C) transformation. It is straightforward to verify that ǫ AB is invariant under SL(2,C) transformations, that is, ǫ AB = h 
It is not difficult to verify that the product χ A κ A is a scalar product, that is, χ A κ A = χ A κ A . When κ A is transformed by a matrix h A B , κ A ′ is transformed by its complex-conjugate matrix, namely, to denote the corresponding transformation on the space V ,
It proves convenient to require invariance of the EMsymbols under SL(2,C) transformations, namely, 
Multiplying both sides of Eq.(B10) by h
, the rhs gives
where Eq.(B4) and Eq.(A21) have been used. Then, one gets the following expression for Λ 
Using Eq.(A22), this gives
Then, noting Eqs.(B4) and (A17), one gets the first equality in the following relations,
The second equality in (B13) can be proved in a similar way. Therefore, the transformations Λ (ii) Equation (B13) implies that the matrix g µν is invariant under the transformation Λ, that is,
(iii) The product K µ g µν J ν = K µ J µ is a scalar under the transformation Λ, i.e., 
Then, it is easy to check that K * µ J µ is also a scalar product.
where we have introduced the following quantity, 
It is straightforward to verify that
In terms of the operators s ij and s ′ ij , the angular momentum operator S ij is written as
Below, we derive explicit expressions for the operators s 
Finally, using Eqs.(A10) and (A6), one finds that
Next, we note that s ′ ij can be obtained in a similar way. Specifically, for an arbitrary spinor v B ′ in the space W , one can consider κ A ′ = (s R ij ) 
Then, noting that |S A ′ S A ′ | = I, one finds that
Finally, noting Eq.(C7), one gets the relation in Eq.(32).
