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Abstract
The N-point amplitudes for the Type II and Heterotic superstrings at two-loop
order and for N ≤ 4 massless NS bosons are evaluated explicitly from first principles,
using the method of projection onto super period matrices introduced and developed
in the first five papers of this series. The gauge-dependent corrections to the vertex
operators, identified in paper V, are carefully taken into account, and the crucial
counterterms which are Dolbeault exact in one insertion point and de Rham closed in
the remaining points are constructed explicitly. This procedure maintains gauge slice
independence at every stage of the evaluation. Analysis of the resulting amplitudes
demonstrates, from first principles, that for N ≤ 3, no two-loop corrections occur,
while for N = 4, no two-loop corrections to the low energy effective action occur for
R4 terms in the Type II superstrings, and for F 4, F 2F 2, F 2R2, and R4 terms in the
Heterotic strings.
1Research supported in part by National Science Foundation grants PHY-01-40151 and DMS-02-45371.
1 Introduction
The gauge fixing procedure of [1, 2, 3, 4], based on the projection of supergeometries to
their super period matrices, has produced a gauge slice independent chiral superstring
measure1. For the N -point function, the same procedure applies, after insertion of the
corresponding vertex operators. As shown in [6], the procedure produces readily gauge
slice independent N -point functions, provided some important subtleties in the vertex
operators are treated with proper care. In the present paper, we work it out explicitly
for the N -point function for N ≤ 4 and massless NS bosons, for both the Type II and
Heterotic superstrings. The resulting formulas exhibit clearly the mechanism by which
all dependence on gauge slice choices cancels. Central to this mechanism is a new scalar
function Λ(z), resulting from the subtleties in the vertex operators.
The N -point functions for N ≤ 4 and massless bosons to higher loop orders have
been considered by many authors over the years. In the earlier literature dating from
the 1980’s on multi-loops [7, 8, 9, 10], (more extensive bibliographies were given in [2,
11]) and specifically 2-loop [12, 13, 14, 15] amplitudes, the gauge-fixing procedure was
known to suffer from ambiguities, that is, the gauge-fixed amplitudes ended up being
gauge slice dependent [9, 16]. In retrospect, we know now that an ill-defined projection
from supergeometries to their standard period matrices was implicitly used. More recently,
Zheng, Wu, and Zhu [17, 18, 19] have taken up anew the evaluation of the N -point function
for N ≤ 4, using this time the gauge slice independent superstring measure of [1, 2, 3,
4]. However, the ensuing subtleties in the vertex operators were not taken into account,
and the gauge slice independence of the amplitudes was again broken along the way.
In particular, a gauge-fixed formula was found which remained dependent on the gauge
slice chosen. A final gauge invariant formula could only be obtained after certain ad hoc
remedies. Although for the 4-point function, the correct answer (see (1.20) below) can
be recovered in this way, this may not be the case for other amplitudes, and we need a
reliable evaluation procedure insuring gauge slice independence.
As explained in [6], the subtleties with vertex operators come from the following two
interrelated sources. First, to insure covariance under local worldsheet supersymmetry,
the naive (un-integrated) vertex operator V(0)(z, ǫ, k) for emission of the supergraviton
multiplet
V(0)(z, ǫ, k) = ǫµdz(∂zx
µ
+ − ik
νψµ+ψ
ν
+)(z) e
ik·x(z) (1.1)
has to be completed into the following vertex operator V(z, ǫ, k)
V(z, ǫ, k) = V(0)(z, ǫ, k) + V(1)(z, ǫ, k) + V(2)(z, ǫ, k) (1.2)
1A survey is given in [5].
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with the corrections V(1) and V(2) incorporating the chiral volume element on the (super)
worldsheet and the Beltrami differential µˆz¯
z for the deformation of complex structure from
period matrix ΩIJ to super period matrix ΩˆIJ
V(1)(z, ǫ, k) = −
1
2
ǫµdz¯χz¯
+ψµ+(z) e
ik·x(z)
V(2)(z, ǫ, k) = −ǫµµˆz¯
zdz¯(∂zx
µ
+ − ik
νψµ+ψ
ν
+)(z) e
ik·x+(z). (1.3)
Second, even though the (xµ+, ψ
µ
+)-correlation functions 〈
∏N
i=1 V(zi, ǫi, ki)〉 are chiral (in
the sense of depending only on zi, ΩˆIJ and χz¯
+ and not on the conjugates z¯i, Ωˆ
∗
IJ and
χz
−), they are not holomorphic with respect to the complex structure defined by the super
period matrix ΩˆIJ . This is most readily seen from the fact that the corrections V
(1) and
V(2) are (0, 1)-forms. On (0, 1)-forms, the derivative ∇z¯ requires a connection, and thus
the condition ∇z¯φ = 0 does not provide an appropriate notion of holomorphicity. The
appearance of these non-trivial (0, 1)-components is a major difficulty in descending from
superholomorphic correlation functions on the super worldsheet to holomorphic correlation
functions on the worldsheet itself.
1.1 Chiral and Holomorphic Superstring Amplitudes
The key to the solution is to show that all terms from 〈
∏N
i=1 V(zi, ǫi, ki)〉 which are not
(1, 0)-forms in each insertion point zi, can be grouped into terms which are Dolbeault
∂¯-exact differentials in one insertion point, and de Rham d-closed forms in all the other
insertion points (see [6], eq.(1.12)). This can be done for each even spin structure on the
worldsheet [20]. However, the process is quite involved in practical calculations. If we are
concerned solely with the final GSO-projected superstring amplitude, only a sum over spin
structures is needed. In the unitary gauge, where the supports qα of the gravitino slice
χ(z) =
∑2
α=1 ζ
αδ(z, qα) are chosen to be the zeroes of a certain holomorphic (1, 0)-form ̟,
̟(qα) = 0, α = 1, 2, (1.4)
the sum over spin structures simplifies considerably if N ≤ 4, and the process of identify-
ing the Dolbeault ∂¯-exact forms becomes much more transparent. In the present paper,
we shall restrict ourselves to this case. The gauge slice independence of the amplitudes
corresponds then to the independence from the choice of µˆz¯
z and points qα, or equivalently,
from the choice of µˆz¯
z and holomorphic form ̟(z).
To describe our results more precisely, we recall that the chiral superstring measure
determined in [1, 2, 3, 4] is given by
dµ0[δ](Ω) + ζ
1ζ2 dµ2[δ](Ω), (1.5)
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with (to simplify the notation, in accord with previous practice, we denote ΩˆIJ simply by
ΩIJ after the deformation of complex structures has already been carried out)
dµ0[δ](Ω) = Z[δ]
∏
I≤J
dΩIJ ,
dµ2[δ](Ω) =
ϑ[δ](0,Ω)4Ξ6[δ](Ω)
16π6Ψ10(Ω)
∏
I≤J
dΩIJ (1.6)
and the chiral partition function Z[δ] is given by,
Z[δ] =
〈
∏3
a=1 b(pa)
∏2
α=1 δ(β(qα))〉
detωIωJ(pa)
(1.7)
Here ζα are the odd supermoduli parameters, pa, 1 ≤ a ≤ 3, are arbitrary points of
which the measure is manifestly independent, and qα, 1 ≤ α ≤ 2, are arbitrary points at
which the gravitino gauge slice χz¯
+ =
∑2
α=1 ζ
αδ(z, qα) is supported. As indicated above,
in this paper, we choose the qα’s to be the zeroes of a holomorphic 1-form ̟(z). The spin
structure is denoted by δ, and ωI(z) are a canonical basis of holomorphic (1, 0)-forms. In
[6], it was shown that the chiral amplitude for the N -point function is given by
B[δ] = B[δ](d) + B[δ](c)
B[δ](d) = dµ2[δ]
〈
Q(pI)
N∏
i=1
V(0)(zi, ǫi, ki)
〉
B[δ](c) = dµ0[δ]
∫
d2ζ (Y1 + Y2 + Y3 + Y4 + Y5) (1.8)
The pI are the internal loop momenta, andQ(pI) is the insertion required by chiral splitting
Q(pI) = exp
{
ipµI
∮
BI
dz ∂zx
µ
+(z)
}
(1.9)
The fields xµ+ are effective chiral bosons, with propagator 〈x
µ
+(z)x
ν
+(z)〉 = −δ
µν lnE(z, w),
where E(z, w) is the prime form. The precise formulas for Y1, · · · ,Y5 are given in section
§2. In essence, Y1 is the familiar term corresponding to the naive vertex operator V
(0), Y2 is
due to the deformation of complex structures, and Y3,Y4,Y5 are due to the corrections V
(1)
and V(2) in the vertex operators. We note that both dµ2[δ] as well as all the Yk’s depend
on the qα’s. Henceforth, we shall suppress the measure
∏
I≤J dΩIJ from our notation since
it appears as a common factor in all our formulas.
The GSO projection introduces a unique set of phases for the summation over spin
structures, which were shown in [4] to all be equal to 1. Thus we consider the sums∑
δ B[δ]
(c) and
∑
δ B[δ]
(d). For the B[δ](d) component, the gauge slice independence as
well as the holomorphicity is manifest. In [6], we have seen that, although this gauge
4
slice independence and holomorphicity does not hold for B[δ](c), it will hold for a certain
holomorphic component of B[δ](c) which is all that matters. Here we shall exhibit this
phenomenon explicitly for the sum over spin structures
∑
δ B[δ]
(c). Let Σ be the worldsheet,
and let
T zi(Σ) = T zi1,0(Σ)⊕ T
zi
0,1(Σ) (1.10)
denote the space of 1-forms in zi on Σ, decomposed into (1, 0) and (0, 1) forms. For
gravitino slices supported at q1 and q2, the Beltrami differential µˆ which deforms the
period matrix ΩIJ to the super period matrix ΩˆIJ is of the form µˆz¯
z = Sδ(q1, q2)µ(z).
A first important observation is that µ(z)̟(z) is a (0, 1) form which pairs to 0 against
any holomorphic differential (see section §4). Thus the function Λ(z) defined (up to an
additive constant) by
∂z¯Λ(z) = µ(z)̟(z), (1.11)
is single-valued and smooth if µ is chosen to be smooth. Now both B[δ](c) and B[δ](d) are
closed 1-forms in each variable zi. However, B[δ]
(d) is in ⊗Ni=1T
zi
1,0(Σ), while we only have
B[δ](c) ∈ ⊗Ni=1T
zi(Σ). The crucial Dolbeault cohomology statement which we need is the
following: for N ≤ 3,
∑
δ B[δ]
(c) is 0, while for N = 4, we have
∑
δ
B[δ](c)(zi; ǫi, ki, pI)−
4∑
j=1
dz¯j∂z¯jSj(zi; ǫi, ki, pI) ∈ ⊗
4
i=1T
zi
1,0(Σ) (1.12)
where the forms Sj are given by,
Sj(zi; ǫi, ki, pI) =
1
2
K Z0
(∫
d2ζ Λ(zj) 〈Q(pI)
4∏
m=1
eikm·x+(zm)〉
∏
m6=j
̟(zm)
)
, (1.13)
Here, Z0 is a δ and zi independent factor, and K = K(ǫ, k) = t8f1f2f3f4 is the well-known
kinematic factor common to tree level and one-loop (and fµνi = ǫ
µ
i k
ν
i − ǫ
ν
i k
µ
i ). Thus, if we
complete ∂¯jSj into a de Rham exact form by ∂¯jSj = djSj − ∂jSj and write
∑
δ B[δ] as
∑
δ
B[δ](zi; ǫi, ki, pI) = H(zi; ǫi, ki, pI) +
4∑
j=1
djSj(zi; ǫi, ki, pI) (1.14)
the form H(zi; ǫi, ki, pI) will be in ⊗
4
i=1T
zi
1,0(Σ). It will be automatically holomorphic since
B[δ] is a closed 1-form in each variable zi. The form H can then be evaluated explicitly.
All dependences on gauge choices cancel in H, and we find
H =
1
64π2
K YS exp
{
iπpµIΩIJp
µ
J + 2πi
∑
j
pµI k
µ
j
∫ zj
z0
ωI
}∏
i<j
E(zi, zj)
ki·kj , (1.15)
5
where ωI is a canonical basis of holomorphic differentials, E(zi, zj) is the prime form, and
the factor YS is given by
3YS = +(k1 − k2) · (k3 − k4)∆(z1, z2)∆(z3, z4)
+(k1 − k3) · (k2 − k4)∆(z1, z3)∆(z2, z4)
+(k1 − k4) · (k2 − k3)∆(z1, z4)∆(z2, z3) (1.16)
where the basic antisymmetric biholomorphic 1-form ∆ is defined by,
∆(z, w) ≡ ω1(z)ω2(w)− ω1(w)ω2(z). (1.17)
The formulas (1.14) and (1.15) show clearly the essential step in the evaluation of the
N -point function: the chiral amplitude
∑
δ B[δ] is not gauge slice independent. Only the
holomorphic amplitude H is, which is obtained by combining the ⊗4i=1T
zi
1,0(Σ) component
of
∑
δ B[δ] with the vertex operator corrections
−
4∑
j=1
dzj ∂zj
( ∫
d2ζ Λ(zj) 〈Q(pI)
4∏
m=1
eikm·x+(zm)〉
∏
m6=j
̟(zm)
)
. (1.18)
Thus, perhaps paradoxically, the seemingly undesirable (0, 1)-forms in the chiral ampli-
tudes have supplied the crucial counterterms for both the gauge slice independence and
the holomorphicity of H.
1.2 Type II Amplitudes
The physical scattering amplitudes can be obtained by pairing the chiral amplitudes of
left with those of right movers, at common internal loop momenta pµI . As shown in [6], §5,
the holomorphicity of H, together with the fact that H as well as the d-exact terms have
the same monodromy, implies that the d-exact terms in (1.14) drop out. Combining all
these ingredients, one finds the following expression for the Type II amplitude,
∫
dpµI
∫
Σ4
∣∣∣∣∑
δ
B[δ](zi, ǫi, ki; p
µ
I )
∣∣∣∣2 =
∫
dpµI
∫
Σ4
∣∣∣∣H(zi, ǫi, ki; pµI )
∣∣∣∣2 (1.19)
We obtain then for the 4-point function of the Type II superstring
AII(ǫi, ki) =
KK¯
212π4
∫
|
∏
I≤J
dΩIJ |
2
∫
Σ4
|YS|
2
∏
i<j
|E(zi, zj)|
2ki·kj (1.20)
×
∫
dpI
∣∣∣∣exp(iπpµIΩIJpµJ + 2πi∑
j
pµI k
µ
j
∫ zj
z0
ωI)
∣∣∣∣2
AII(ǫi, ki) =
KK¯
212π4
∫ |∏I≤J dΩIJ |2
(det ImΩ)5
∫
Σ4
|YS|
2exp
(
−
∑
i<j
ki · kj G(zi, zj)
)
,
6
where G(z, w) is the conformally invariant Green’s function
G(z, w) = − ln |E(z, w)|2 + 2π(ImΩ)−1IJ
(
Im
∫ w
z
ωI
)(
Im
∫ w
z
ωJ
)
(1.21)
Holomorphicity is well known to be essential for the construction of the Heterotic string.
It may be worth stressing that it is here also necessary for the gauge slice independence of
the gauge-fixed amplitudes.
The formula (1.20) shows that the amplitude is finite. For purely imaginary values of
the Mandelstam variables sij = −2ki · kj, the integrals converge, since the volume of the
moduli space of Riemann surfaces of genus 2 with respect to the SL(4,Z) invariant measure
|
∏
I≤J dΩIJ |
2(det ImΩ)−3 is finite. The finiteness for general sij has to be understood in
the sense of analytic continuation, as shown in [21] for one-loop amplitudes.
Translated into the hyperelliptic formalism, the formula (1.20) agrees with the formula
(109) of Zheng, Wu, and Zhu [19]. Not surprisingly, point by point over the moduli space
of Riemann surfaces, it differs from the ones of the earlier literature for the 4-point function
[8, 13, 15]. In [22], it is argued that, although pointwise different, the formula (1.20) and
the one from [15] have the same integral over the whole of moduli space. However, the
gauge-fixed superstring integrand is a well-defined notion pointwise on moduli space, and
should be uniquely prescribed by the holomorphic component of (1.14).
1.3 Heterotic Amplitudes
To obtain Heterotic string amplitudes, we pair the form (1.15) with the holomorphic
blocks, at common loop momenta pµI , of the 10-dimensional bosonic string, coupled with
32 worldsheet chiral fermions λI(z), I = 1, · · · , 32 [23]. By the cancelled propagator
argument, we can ignore the poles at coincident insertion points of these blocks 2. The
monodromies of both left and right movers are still the same. Thus the d-exact terms
again drop out by holomorphicity. Let HO and HE be respectively the Spin(32)/Z2 and
the E8×E8 Heterotic strings. We obtain in this manner the following amplitudes: for the
scattering of 4 gauge bosons, we have
AF 4 =
K¯
64π14
∫
M2
|
∏
I≤J dΩIJ |
2
(det ImΩ)5Ψ10(Ω)
∫
Σ4
W(F 4) Y¯S exp
(
−
∑
i<j
ki · kj G(zi, zj)
)
,
(1.22)
where, in the notation of (12.10-12.14), the term W(F 4) is given by W(F 4) =W
HO
(F 4) for the
Spin(32)/Z2 string, and by either W(F 4) = W
HE
(F 4) or W(F 2 F 2) = W
HE
(F 2 F 2) in the case of
2Mathematically, this corresponds to an analytic continuation in the Mandelstam variables. See for
example [21] for the analytic continuation process in the case of one-loop.
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the E8 × E8 string, depending on whether all four gauge bosons are in the same E8, or
whether the first two gauge bosons are in one E8 and the remaining two in the other.
For the scattering of two gauge bosons and two gravitons, we find
AR2F 2 =
K¯
64π14
∫
M2
|
∏
I≤J dΩIJ |
2
(det ImΩ)5Ψ10(Ω)
∫
Σ4
W(R2)(z1, z2)W(F 2)(z3, z4)YS(z1, z2, z3, z4)
× exp
(
−
∑
i<j
ki · kj G(zi, zj)
)
, (1.23)
where the Heterotic graviton partW(R2) is given by (12.23), and the gauge boson partW(F 2)
is again given by two distinct formulas, (12.16) or (12.17), depending on the Heterotic
theory under consideration.
For the scattering of four gravitons, the simplest formulation of the amplitude is as
AR4 =
K¯
64π14
∫
M2
|
∏
I≤J dΩIJ |
2
(det ImΩ)5Ψ10(Ω)
∫
Σ4
W(R4) Y¯S exp
(
−
∑
i<j
ki · kj G(zi, zj)
)
,
(1.24)
whereW(R4) = 〈
∏4
j=1 ǫ
µ
j ∂x
µ(zj)e
ikj ·x(zj)〉/〈
∏4
j=1 e
ikj ·x(zj)〉, where x(z, z¯) is a non-chiral scalar
field, whose propagator is the single-valued Green’s function G(z, w).
1.4 Non-Renormalization Theorems
An immediate consequence of the vanishing of the N ≤ 3 chiral superstring amplitudes,
established in §5 from first principles, is that the massless NS boson scattering amplitudes
in Type II and Heterotic superstrings receive no corrections at two-loop order. This non-
renormalization theorem holds pointwise in moduli and in the vertex operator points.
It had been conjectured to hold long ago, in part thanks to space-time supersymmetry
[24]. Prior to the present derivation from first principles, many arguments in favor of this
conjecture had been proposed in the literature [12, 14, 16, 17, 18, 25].
1.4.1 Effective action R4 terms in the Type II superstring
It is of interest to consider contributions generated to the low energy effective action. It
was shown in [26] that novel corrections to the Einstein-Hilbert action (and its supergravity
extension) arise from tree-level and one-loop orders in Type II superstring theory. Using
the SL(2,Z) or S-duality of Type IIB and the T -duality of toroidal compactifications, it
was argued in [27] that the order in the derivative expansion at which a given term first
enters in the effective action is related to the order in string perturbation theory (see also
[28]). In particular, these considerations lead to the conjecture that no corrections to this
8
term arise at two loop order. As in the case of the N -point function with N ≤ 3, there
are many arguments in support of this conjecture [13, 15, 19]. It may now be proven from
our first principles formulas.
From the form of the Type II amplitude for the scattering of 4 NS-NS supergravitons
in (1.20) and the form of YS in (1.16), as well as the expression for K in terms of the chiral
field strengths fµνi via K = t8f1f2f3f4, it is manifest that the contribution to the term R
4
in the Type II superstring vanishes. This non-renormalization theorem holds pointwise in
moduli and in the vertex operator insertion points.
1.4.2 Effective action F 4 and F 2F 2 terms in the Heterotic string
In [29] analogous corrections to tree level and one-loop were calculated in the Heterotic
strings. With less supersymmetry, the number of corrections proliferates. Nonetheless,
further non-renormalization conjectures have emerged. A first driving force is the conjec-
tured duality [30] between the Heterotic Spin(32)/Z2 theory and the Type I superstring,
and its lower dimensional extensions [31] (for a review see [32]). A second is from the
duality [36] between the Heterotic E8 × E8 theory and M-theory [37], [38]. A third is
from the interplay between space-time supersymmetry and space-time anomalies [33]. A
discussion of such non-renormalization effects order by order in the string coupling was
given in [34, 35]. The forms F 4 and F 6 are expected to receive no 2-loop corrections.
This conjecture was partially verified for F 4 in [35] using the measure of [1, 4] for the
disconnected parts, and arguments using gauge slice dependent measures were given for
both the cases F 4 and F 6 in [34, 35]. The validity of the F 4 conjecture is proven here from
first principles. It would be interesting to extend the proof to the case of F 6.
From the form of the Heterotic amplitude for the scattering of 4 NS gauge particles
in (1.22), the form of YS in (1.16), the fact that WF 4 and WF 2F 2 do not depend on the
momenta ki, and the expression K = t8f1f2f3f4, it is manifest that the contribution to
the terms F 4 and F 2F 2 in the Heterotic string vanish. This non-renormalization theorem
also holds pointwise in moduli and in the vertex operator insertion points.
1.4.3 Effective action R2F 2 terms in the Heterotic string
The interplay between space-time supersymmetry and space-time anomalies leads to the
conjecture that the R2F 2 terms are also not renormalized [33]. This is proven below.
The low-energy effective action corrections for both R2F 2 and R4 terms involve the
space-time polarization tensors not only from the superstring K¯ = t8f¯1f¯2f¯3f¯4, but now also
from the bosonic chiral half. This presents a new complication, as the corresponding chiral
polarization vectors ǫµi from the bosonic half must first be converted to gauge invariant field
strengths fµνi = ǫ
µ
i k
ν
i − ǫ
ν
i k
µ
i , before the limit k
µ
i → 0 can be safely taken. This conversion
9
leads to apparent first order poles in the Mandelstam variables s, t, or u. Actually, it
will be shown in §12.4 that, in the full Heterotic amplitudes, all such poles are precisely
compensated by the linear dependence in s, t and u of the superstring chiral half factor
Y¯S. For example, it will be shown that the following rearrangement formula holds
3
sW(R2)(3, 4) = 2(f3f4)∂3∂4G(3, 4)− 2
∑
ij
kµi f
µν
3 f
νρ
4 k
ρ
j∂3G(3, i)∂4G(4, j), (1.25)
with analogous expressions for tW(R2), uW(R2) (see (12.43)).
To obtain the R2F 2 effective action, we keep the fi and f¯i fixed and take the limit as
ki → 0. The second term on the rhs in the above formula clearly tends to 0 in this limit.
The first term has a finite limit whose integral against the remaining anti-holomorphic
coefficient of s in Y¯S vanishes. The resulting non-renormalization theorem thus holds
pointwise in moduli but requires a cancellation of the integration over vertex operator
insertion points.
1.4.4 Effective action R4 terms in the Heterotic string
The calculation of the R4 corrections are analogous to the ones for the R2F 2 corrections,
but technically more involved. The bosonic chiral half now involves the chiral amplitude
W(R4), in which all chiral polarization vector ǫi must be re-expressed in terms of fi before
the limit ki → 0 can be safely taken, (see §12.6). By contrast with W(R2), even when
combining with the superstring factor Y¯S, the resulting sW(R4), tW(R4), and uW(R4) cannot
be directly expressed in terms of fi without introducing simple poles in s, t or u. However,
it can be shown that the residues of these poles actually integrate to zero against the
anti-holomorphic differentials in Y¯S. For example, one such term is of the form,
2(f1f2)∂1∂2G(1, 2)
(
sW(R2)(3, 4)
)
(1.26)
The remaining parts are obtained by expanding in powers of s, t and u the exponential
of the Green function exp{1
2
∑
i<j sijG(zi, zj)}; they are regular in the limit ki → 0, and
integrate to 0 against the anti-holomorphic differentials in Y¯S. This completes the proof
that no two-loop R4 terms arise in the Heterotic string.
The implications of the two-loop non-renormalization of R4 in the Heterotic string
remain to be fully understood, and we plan to return this this problem later. In particular,
the Heterotic Spin(32)/Z2 – Type I duality [30, 31, 32] has been used to argue that non-
vanishing two-loop corrections to R4 should arise on the Heterotic side [33].
We also stress that our re-arrangement formulas for the chiral half of the bosonic string
are valid for any genus. Thus, as long as the superstring amplitude from the other chiral
3We sometimes abbreviate the insertion points z1, z2, z3, z4 by 1,2,3,4.
10
sector contributes anti-holomorphic amplitudes at least linear in s, t and u, the preceding
arguments should apply, and the non-renormalization theorems should hold to all orders
of string perturbation theory.
1.5 Organization
This paper is organized as follows. In section §2, we provide the precise definitions for all
the ingredients making up the chiral amplitudes B[δ]. In section §3, a first group of identi-
ties involving sums over spin structures is summarized. These are pointwise identities, by
contrast with a more difficult group of identities which will be encountered later, and which
involve integrals against the Beltrami differential µ(z). Since the proofs of these pointwise
identities are not required for the rest of the evaluation of the N -point function, they have
been been relegated to Appendices C and D. In section §4, we establish the existence of
the key scalar function Λ(z). The same argument gives also the integrals against µ(z) of
two of the simpler sums over spin structures, namely I13 and a symmetrized version of
I14. In section §5, we prove the vanishing of the N -point function for N ≤ 3. Even in the
relatively simple case of the 3-point function, we need the previous identity involving I14,
which is non-trivial since it relies implicitly on the existence of Λ(z). In section §6, we give
an outline of the several steps in the evaluation of the 4-point function. The main formu-
las for sums over spin structures for the 4-point function are spelled out. The Dolbeault
∂¯-exact terms as well as three key identities which will be needed are identified. In section
§7, we derive the formulas for sums over spin structures announced in §6. The derivation
relies on some important relations between integrals against µ(z) of the more complicated
sums I15 and I16. These relations are proved in section §8. The first key identity described
in the outline given in section §6 is proved in section §9. It results in the cancellation
of the kinematic factor CT from the final amplitude. The second identity described in
the outline given in section §6 is proved in section §10. It involves the derivatives of the
function Λ(z), and results in the cancellation of the contribution to the kinematic factor
K from the fermionic stress tensor. Finally, the third identity is established in section
§11. This identity is of particular importance, since it shows how all the effects of gauge
choices, namely ̟(z), µ(z), and Λ(z), cancel out to leave us with a gauge slice independent
holomorphic amplitude H. This completes the derivation of the 4-point function for the
superstring chiral amplitudes and of the full amplitude for the Type II superstring. The
4-point function for the Heterotic string is evaluated in section §12. The main step is the
evaluation of the correlators of the internal fermions and of the massless bosons in the
bosonic string. The formulas obtained involve matter correlators only and actually hold
in any genus. The derivation of the amplitudes in terms of ki and ǫi is straightforward.
However, their re-expression in terms of the gauge invariant field strengths fµνi is more
difficult. Once these expressions are available, we can readily derive their consequences
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for the low energy effective actions of the Heterotic strings. This is done in section §13.
In Appendix A, we have collected the main formulas from the theories of Riemann
surfaces and ϑ-functions which we need. In Appendix B, we describe some particular
geometric properties of hyperelliptic Riemann surfaces and of the unitary gauge which
play a role in the paper. The identities involving sums over spin structures can be divided
into two groups, depending on whether they involve the factor Z[δ] or the factor Ξ6[δ].
The identities involving Z[δ] are proved in Appendix C, while the identities involving Ξ6[δ]
are proved in Appendix D.
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2 The Gauge-fixing Procedure with Vertex Operators
Our set up is the following [6]. Let Σ be the worldsheet, and assume that its genus is
h = 2. We fix a canonical homology basis AI , BI , #(AI ∩ AJ ) = #(BI ∩ BJ ) = 0,
#(AI ∩ BJ) = δIJ . Let ωI be the basis of holomorphic (1, 0)-forms dual to AI . Let δ be
an even spin structure. The chiral amplitude B[δ] is obtained by chiral splitting from the
chirally symmetric amplitude A[δ] defined by
A[δ] =
∫
DEM
ADΩMδ(T )
∫ N∏
i=1
d2|2ziE(zi) 〈
N∏
i=1
V (zi, z¯i; ǫi, ǫ¯i, ki)〉X , (2.1)
where (EM
A,ΩM) describes the two-dimensional supergeometry, δ(T ) denotes the Wess-
Zumino torsion constraints, z = (z, θ) are coordinates on the super worldsheet, E(z) is
the super worldsheet volume form, and V (z, z¯; ǫ, ǫ¯, k) is the superfield vertex operator for
the emission of the graviton multiplet with momentum k = (kµ) and polarization tensor
ǫµ ǫ¯ν , k2 = 0, k · ǫ = 0 [39]. In Wess-Zumino gauge, the supergeometry (EM
A,ΩM) can be
identified with a pair (gmn, χm
α), where gmn is a metric on Σ, and χm
α is a gravitino field
[40]. In [6], it was shown that, after gauge fixing by the procedure of projecting onto the
super period matrix introduced in [1, 2, 3, 4] (following [11, 41]), we can write
A[δ] =
∫
dpµI
∣∣∣∣B[δ](zi; ǫi, ki, pI)
∣∣∣∣2, (2.2)
with the chiral amplitude B[δ] given by
B[δ](zi; ǫi, ki, pI) =
∏
I≤J
dΩIJ
∫
d2ζ
∏3
a=1 b(pa)
∏2
α=1 δ(β(qα))
det ΦIJ+(pa) det 〈Hα|Φ∗β〉
(2.3)
×
〈
Q(pI) exp
{
1
2π
∫
(χS + µˆT )
} N∏
j=1
Vj
〉
.
Here, ζα are the supermoduli [7, 42], pµI are the internal loop momenta required for chiral
splitting [43], S(z) and T (z) are the supercurrent and the stress tensor respectively, ΦIJ+
and Φ∗α are superholomorphic 3/2 differentials, Hα are dual super Beltrami differentials.
The term Q(pI) has been defined in (1.9). The terms Vj are abbreviations for V(zj , ǫj , kj),
which are now the full vertices described in (1.2), incorporating both the naive vertex V(0)
and the corrections V(1) and V(2) of [6]. The term µˆz¯
z is a Beltrami differential for the
deformation of complex structures from the period matrix to the super period matrix. It
is characterized in genus h = 2 by the following equation
∫
Σ
d2z µˆ ωIωJ =
1
8π
∫
Σ
d2u
∫
Σ
d2v ωI(u)χu¯
+Sδ(u, v)χv¯
+ωJ(v), (2.4)
13
where Sδ(u, v) is the Szego¨ kernel. It is important to note that this equation defines µˆ
only up to a vector field vz
µˆz¯
z → µˆz¯
z + ∂z¯v
z. (2.5)
A choice of µˆz¯
z is a choice of gauge, reflecting the invariance of the theory under diffeo-
morphisms. Thus the gauge fixed expression B[δ] incorporates two choices of gauge, both
of which must cancel out in physical amplitudes: the choice of gravitino slice χ, and the
choice of Beltrami differential µˆ.
It is convenient to expand B[δ] into its connected and disconnected parts B[δ](c) and
B[δ](d). The disconnected part B[δ](d) consists by definition of the contributions where the
Wick contractions of the supercurrent S(z) and the stress tensor T (z) are disconnected
from those of the vertex operators Vj . The connected part B[δ]
(c) = B[δ]−B[δ](d) consists
of the rest. We arrive in this way at the equation (1.8) given in the Introduction, with the
terms Y1, · · · ,Y5 given by
4
Y1 =
1
8π2
〈
Q(pI)
∫
χS
∫
χS
N∏
i=1
V
(0)
i
〉
(c)
Y2 =
1
2π
〈
Q(pI)
∫
µˆT
N∏
i=1
V
(0)
i
〉
(c)
Y3 =
1
2π
N∑
i=1
〈
Q(pI)
∫
χS V
(1)
i
N∏
j 6=i
V
(0)
j
〉
Y4 =
1
2
∑
i 6=j
〈
Q(pI) V
(1)
i V
(1)
j
N∏
l 6=i,j
V
(0)
l
〉
Y5 =
N∑
i=1
〈
Q(pI) V
(2)
i
N∏
j 6=i
V
(0)
j
〉
(2.6)
The subindex (c) in Y1 and Y2 indicates that only contributions with some vertex operators
contracted with a current or a stress tensor are kept. It is convenient to introduce the
gauge invariant field strength fµνi for each particle by
fµνi = ǫ
µ
i k
ν
i − ǫ
ν
i k
µ
i , (2.7)
and rewrite the V
(0)
i component of the corresponding vertex operator as
V
(0)
i =
(
ǫµi ∂zix
µ
+ −
i
2
fµνi ψ
µ
+ψ
ν
+
)
eiki·x+(zi). (2.8)
4To simplify notations throughout, the integration over the worldsheet Σ will be abbreviated by∫
Σ
d2z →
∫
when no confusion is expected to arise. In particular, we shall use the convenient nota-
tion
∫
χS =
∫
Σ
d2zχz¯
+S(z) and
∫
µˆT =
∫
Σ
d2zµˆz¯
zT (z).
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In [6], it was already shown that, upon pairing left and right movers and integrating
over the worldsheet Σ, the physical amplitudes are gauge-slice independent. In this paper,
we shall make the particular choice of gravitino slice χ =
∑
α ζ
αδ(z, qα), where qα are
the zeroes of a holomorphic differential ̟(z). The differential ̟(z) is arbitrary, and its
ultimate cancellation out of the physical amplitudes will serve as a check of the gauge
slice independence. Once χ is chosen, the Beltrami differential µˆz¯
z is constrained by the
equation (2.4), but it is otherwise arbitrary. With χ having Dirac point support at q1 and
q2, as mentioned earlier in the Introduction, it is convenient to introduce the Beltrami
differential µ(z) by
µˆz¯
z = Sδ(q1, q2)µ(z). (2.9)
The factor Sδ(q1, q2) cancels then out of the equation (2.4) for µˆz¯
z, and the defining equa-
tion for µ(z) becomes
∫
µωIωJ =
ζ1ζ2
8π
(
ωI(q1)ωJ(q2) + ωJ(q1)ωI(q2)
)
(2.10)
In particular, the Beltrami differential µ(z) can be taken to be independent of the spin
structure δ. Even though the gravitino slice χ consisted of Dirac point masses, the Beltrami
differential µ(z) can be taken to be smooth. If one wishes, one can choose µ(z) to consist
of point masses also. However, as discussed in [6] and as will be seen explicitly in section
§9, this would have to be done with considerable care, especially if one takes a limit where
the point supports of µ(z) tend to q1 or q2.
In terms of the Abel map from the surface Σ into its Jacobian, the condition that q1, q2
are the zeroes of a holomorphic (1, 0)-form is equivalent to the condition,
q1 + q2 − 2∆ = 2κ ∈ Z
2 ⊕ ΩZ2 (2.11)
where ∆ is the vector of Riemann constants [47, 11], and 2κ is an arbitrary full period.
The superstring amplitudes will be shown to be independent of the independent variables
q1 and κ. The holomorphic (1, 0)-forms which vanish at q1, q2 are determined up to a
constant multiple (see Appendix §D for a proof). We choose such a form ̟(z) to be
̟(z) ≡ +ωI(z)∂Iϑ(q1 −∆)e
2πiκ′(q1−∆)
= −ωI(z)∂Iϑ(q2 −∆)e
2πiκ′(q2−∆). (2.12)
In the formula (1.8), the measures dµ0[δ] and the measure dµ2[δ] appear, which are
defined in (1.6). The term Z[δ] can also be calculated explicitly [44], and we have,
Z[δ] =
ϑ[δ](0)5ϑ(p1 + p2 + p3 − 3∆)
∏
a<b E(pa, pb)
∏
a σ(pa)
3
Z15ϑ[δ](q1 + q2 − 2∆)E(q1, q2)
∏
α σ(qα)
2detωIωJ(pa)
. (2.13)
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Here, the prime form E, and the 1-form σ(z) are defined in Appendix §A, specifically
(A.15) and (A.21), while Z is the partition function for a single chiral boson, given by
Z3 =
ϑ(r1 + r2 − r3 −∆)E(r1, r2)σ(r1)σ(r2)
E(r1, r3)E(r2, r3)σ(r3)detωI(rj)
(2.14)
where r1, r2, r3 are arbitrary generic points and rj in the determinant runs over r1 and r2.
It was shown in [4] that Z[δ] may be simply re-expressed in terms of the chiral partition
function ZB for the bosonic string,
Z[δ] =
ZB Z
12 ϑ[δ](0)5
ϑ[δ](q1 + q2 − 2∆)E(q1, q2)σ(q1)2σ(q2)2
(2.15)
In the unitary gauge, with q1+ q2−2∆ = 2κ, the ϑ-function in the denominator simplifies
considerably and, with the help of (A.6), may be recast in the following form
Z[δ] = Z0E(q1, q2) e
4πiκ′Ωκ′ 〈κ|δ〉 ϑ[δ](0)4 (2.16)
where Z0 is δ-independent and given by
Z0 ≡
ZB Z
12
E(q1, q2)2σ(q1)2σ(q2)2
ZB =
1
π12Ψ10(Ω)
(2.17)
Note that an extra factor of E(q1, q2)
−1 has been included in the definition of Z0 for later
convenience. This makes Z0 a (−1, 0) form (with non-trivial monodromy) in both q1 and
q2 with a double pole at q1 = q2 and no zeros. Note that (2.16) clearly exposes the
δ-dependence of Z[δ].
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3 Identities for Sums over Spin Structures
We shall evaluate directly the sum
∑
δ B[δ]. In the papers [1, 2, 3, 4], for the evaluation
of the chiral superstring measure for each fixed spin structure δ, we had used a split
gauge, where the period matrix and the super period matrix coincide. For the present
evaluation of the N -point function with N ≤ 4, where we consider only a sum over even
spin structures δ, the unitary gauge turns out to be more convenient, as it turns out that
a greater number of terms cancels upon summing over δ. The unitary gauge is closely
related to the Mandelstam representation of string diagrams in the light-cone gauge. It
has been used by many authors in the evaluation of string amplitudes [8, 45, 46], and
particularly in [14, 15, 17, 18, 19] where the existence of many identities in this gauge was
discovered.
In this section, we list all the summation identities which will be needed. Their detailed
derivation is given in Appendices C and D. The summation identities can be divided into
two groups, those which involve the factor Z[δ] and those which involve the factor Ξ6[δ].
The first group splits itself into two subgroups, depending on whether there is or is not an
insertion of the fermion stress energy tensor. From the form of the terms Y1, · · · ,Y5 given
in (2.6), it is clear that the sums below will appear in the N -point function with N ≤ 4.
3.1 Identities without the Fermion Stress Tensor
For the N -point function when N ≤ 3, only sums with 4 or less Szego¨ kernels can occur,
when there is no fermion stress tensor insertion. They are
I1 =
∑
δ
Z[δ] Sδ(q1, q2)
I2 =
∑
δ
Z[δ] Sδ(q1, q2)Sδ(z1, z2)
2
I3 =
∑
δ
Z[δ] Sδ(q1, q2)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1)
I4 =
∑
δ
Z[δ] Sδ(q1, z1)Sδ(z1, q2)
I5 =
∑
δ
Z[δ] Sδ(q1, z1)Sδ(z1, q2)Sδ(z2, z3)Sδ(z3, z2)
I6 =
∑
δ
Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, q2)
I7 =
∑
δ
Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, q2) (3.1)
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For the 4-point function, sums over δ with products of 5 Szego¨ kernels can occur. They
are
I8 =
∑
δ
Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, q2)
I9 =
∑
δ
Z[δ] Sδ(q1, z1)Sδ(z1, z2)Sδ(z2, q2)Sδ(z3, z4)
2
I10 =
∑
δ
Z[δ] Sδ(q1, z1)Sδ(z1, q2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z2)
I11(z1, z2, z3, z4) =
∑
δ
Z[δ]Sδ(q1, q2)Sδ(z1, z2)
2Sδ(z3, z4)
2 (3.2)
I12(z1, z2, z3, z4) =
∑
δ
Z[δ]Sδ(q1, q2)Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)
The identities for these sums that we need are:
I1 = I2 = I3 = I4 = I5 = I6 = I7 = I8 = I9 = I10 = 0
I11(zi) = I12(zi) = −2Z0
4∏
i=1
̟(zi). (3.3)
In particular, I11(zi) = I12(zi) are completely symmetric in all its variables, although this
is not manifest from their definition.
3.2 Identities with the Fermion Stress Tensor Insertion
Next, we consider sums over spin structures involving the fermion stress tensor. The
expression ϕ[δ] accounting for the fermion stress tensor insertion can be defined by
ϕ[δ](w; z1, z2) ≡ Sδ(z1, w)∂wSδ(w, z2)− Sδ(z2, w)∂wSδ(w, z1) (3.4)
In all evaluations, we shall make use of the Fay trisecant identities (see the appendices,
eq. (A.28)) to recast ϕ[δ] as follows,
ϕ[δ](w; z1, z2) = −
ϑ[δ](z1 + z2 − 2w)E(z1, z2)
ϑ[δ](0)E(z1, w)2E(z2, w)2
(3.5)
The sums over spin structures which arise at the level of the 2-, 3-, and 4-point functions
are given by
I13(w; z1, z2) =
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z1)
I14(w; z1, z2, z3) =
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z3)Sδ(z3, z1)
I15(w; z1, z2, z3, z4) =
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)
I16(w; z1, z2; z3, z4) =
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z1)Sδ(z3, z4)
2 (3.6)
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Actually, it will be more natural to work with following (anti-) symmetrized parts of I15,
2IS15(w; z1, z2, z3, z4) = I15(w; z1, z2, z3, z4) + I15(w; z2, z1, z3, z4)
2IA15(w; z1, z2, z3, z4) = I15(w; z1, z2, z3, z4)− I15(w; z2, z1, z3, z4). (3.7)
which will arise naturally in the amplitudes.
Of these, the simplest one, I13, is holomorphic and satisfies the following identity
I13(w; z1, z2) = 4Z0̟(z1)̟(z2)̟(w)
2. (3.8)
The remaining sums actually have poles in some of the zi and w, and will involve the
Green’s function G(z; z1, z2; p1, p2) which is a (1, 0)-form in z, and a scalar in z1 and z2, with
simple poles in z at z1 and z2, and zeroes at p1 and p2. Explicit forms for G(z; z1, z2; p1, p2)
are given in the appendix (A.20) and (A.23) 5. The expression I14 is then given by
I14(w; z1, z2, z3) = 2Z0̟(z1)̟(z2)̟(w)
2
∑
α=1,2
G(z3; z1, z2; qα, w) (3.9)
For the more complicated ones, I15 and I16, it is most convenient to list the symmetrized
and anti-symmetrized IS15 and I
A
15 parts respectively,
IS15(w; z1, z2, z3, z4) = Z0̟(z1)̟(z2)̟(w)
2{G(z3; z1, z2; q1, w)G(z4; z1, z2; q2, w)
+G(z3; z1, z2; q2, w)G(z4; z1, z2; q1, w)}
IA15(w; z1, z2, z3, z4) = Z0̟(z1)̟(z2)̟(w)
2{G(z3; z4, z1; q1, w)G(z4; z3, z2; q1, w)
−G(z3; z4, z2; q1, w)G(z4; z3, z1; q1, w)
+G(z3; z4, z1; q2, w)G(z4; z3, z2; q2, w)
−G(z3; z4, z2; q2, w)G(z4; z3, z1; q2, w)}
(3.10)
Finally, I16 is related to I15 by
I16(w; z1, z2; z3, z4) = −I
S
15(w; z1, z2, z3, z4)
−Z0̟(z1)̟(z2)̟(w)
2{G(z3; z4, z1; q1, w)G(z4; z3, z2; q1, w)
+G(z3; z4, z2; q1, w)G(z4; z3, z1; q1, w)
+G(z3; z4, z1; q2, w)G(z4; z3, z2; q2, w)
+G(z3; z4, z2; q2, w)G(z4; z3, z1; q2, w)}
(3.11)
5The Green’s function G(z; z1, z2; p1, p2) should not be confused with the Green’s gunction G(z, w)
introduced earlier in (1.21), which depends only on two points z and w. Which Green’s function applies
is usually clear from the context.
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3.3 Identities involving Ξ6[δ](Ω)
For the 1, 2, 3-point functions, we need the following identities:
I17 =
∑
δ
Ξ6[δ] ϑ[δ](0)
4 (3.12)
I18 =
∑
δ
Ξ6[δ] ϑ[δ](0)
4Sδ(z1, z2)
2
I19 =
∑
δ
Ξ6[δ] ϑ[δ](0)
4Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1)
I20(z1, z2; z3, z4) =
∑
δ
Ξ6[δ]ϑ[δ](0)
4Sδ(z1, z2)
2Sδ(z3, z4)
2
I21(z1, z2, z3, z4) =
∑
δ
Ξ6[δ]ϑ[δ](0)
4Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)
In Appendix D, it is shown that these sums take the following values,
I17 = I18 = I19 = 0 (3.13)
I20(z1, z2; z3, z4) = −4π
4Ψ10
(
∆(z1, z3)∆(z2, z4) + ∆(z1, z4)∆(z2, z3)
)
I21(z1, z2, z3, z4) = +2π
4Ψ10
(
∆(z1, z2)∆(z3, z4)−∆(z1, z4)∆(z2, z3)
)
where we have expressed the result in terms of the antisymmetric biholomorphic 1-form
∆(x, y), defined in (1.17); we repeat it here for convenience,
∆(x, y) = ω1(x)ω2(y)− ω2(x)ω1(y). (3.14)
(The bilinear form ∆(x, y) should not be confused with the vector ∆ of Riemann constants.)
Clearly, the totally symmetrized parts of both I20 and I21 vanish; as a result, the quantity
S, introduced in [1] by
S(1234) = −
1
192π6Ψ10
ωI(1)ωJ(2)ωK(3)ωL(4)
∑
δ
Ξ6[δ]ϑ[δ]
3∂I∂J∂K∂Lϑ[δ](0) (3.15)
vanishes identically. The quantity T of [1] is indeed reproduced by the above formulas as
the antisymmetric part of I20, in the following way,
T (i, j|k, l) =
1
32π6Ψ10
(
I20(i, k; l, j)− I20(i, l; k, j)
)
= −
1
32π2
∆(i, j)∆(k, l) (3.16)
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4 The Scalar Function Λ(z)
From the expression for Y2 in (2.6), it is evident that we shall also need identities involving
integrals against µˆw¯
w of sums over spin structures involving the stress tensor. In this
section, we discuss two of the simplest such integrals, involving I13 and I14. In the process,
we also establish the existence of a scalar function Λ(z), which plays a fundamental role
in the proof of the gauge slice independence of the N -point function.
4.1 The total Derivative Formula for µ(z)̟(z)
The unitary gauge has a remarkable property, which is one of the most important prelim-
inary results that we need: the expression µ(w)̟(w) is a (0, 1)-form which integrates to
0 when paired against an arbitrary holomorphic (1, 0) form,∫
µ(w)̟(w)ωI(w) = 0, I = 1, 2. (4.1)
Indeed, from the definition of µ in (2.9) and ̟(z) in (2.12), it follows that∫
µ(w)̟(w)ωJ(w) ∼ ω{I(q1)ωJ}(q2)∂Iϑ(q1 −∆) (4.2)
∼ ∂q1ϑ(q1 −∆)ωJ(q2)− ∂q2ϑ(q2 −∆)ωJ(q1) = 0
Thus, there exists a single-valued scalar function Λ(z) such that
µ(z)̟(z) = ∂z¯Λ(z) (4.3)
The function Λ may be solved for in terms of µ,
Λ(z) = Λ0 −
1
2π
∫
µ(w)̟(w)∂w lnE(z, w) (4.4)
The monodromy in z of the integrand cancels upon integration in view of (4.1) and the
above expression is well-defined and single-valued. Under a change of slice δvµz¯
z = ∂z¯v
z,
generated by a smooth vector field vz, the function Λ transforms as follows
δΛ(z) = δΛ0 +̟(z)v
z(z) (4.5)
Since ̟(z) vanishes at q1 and q2, it follows that Λ(q1)− Λ(q2) is slice-independent.
4.2 Integrals of µ with I13 and I14
In view of the identity (3.8) for I13, the identity (4.2) implies at once∫
µ(w) I13(w; x, y) = 0. (4.6)
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Next, we claim that the following identity holds
∫
µ(w)̟(w){I14(w; z1, z2, z3) + I14(w; z2, z3, z1) + I14(w; z3, z1, z2)} = 0. (4.7)
For this, we note that the Green’s function G(x; p1, p2; qα, w), for fixed α, as a function of
w, is a scalar and has simple poles at p1, p2 and qβ ≡ 2∆− qα. It does not have a pole at
x and at qα. The residues at p1 and p2 are well-known, the third was deduced using the
fact that ∫
ωI(w)∂w¯G(x; p1, p2; qα, w) = 0 (4.8)
and we have6
∂w¯G(x; p1, p2; qα, w) = 2πδ(w, p2)
̟(x)
̟(p2)
− 2πδ(w, p1)
̟(x)
̟(p1)
+2πδ(w, qβ)
̟(x)∆(p1, p2)
̟(p1)∆(qβ, p2)
(4.9)
or, in a form which often will also be useful,
∂w¯ {̟(w)G(x; p1, p2; qα, w)} = 2π̟(x){δ(w, p2)− δ(w, p1)} (4.10)
The role of the factor ̟(w) is to cancel the pole in w at qβ , since ̟(w) vanishes there.
Returning to the proof of the desired identity, we can apply (1.11) and integrate by parts
to rewrite the left hand side of (4.7) as
−2Z0
∫
Λ(w)∂w¯{̟(z1)̟(z2)̟(w)G(z3; z1, z2; q1, w) (4.11)
+̟(z2)̟(z3)̟(w)G(z1; z2, z3; q1, w)
+̟(z1)̟(z2)̟(w)G(z2; z3, z1; q1, w) + (q1 ↔ q2)}
Using the identity (4.10), we see that all the terms are proportional to ̟(z1)̟(z2)̟(z3),
and that their coefficients sum to 0.
6Note that we have ̟(p1)∆(qβ , p2) = ̟(p2)∆(qβ , p1).
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5 The N-point Function for N ≤ 3
With the identities for sums over spin structures given in the previous section, we can now
return to the evaluation of the N -point function for N ≤ 3. It is immediately seen from
the identities involving Ξ6[δ](Ω) listed in §3.3 that, for N ≤ 3, all contributions from the
disconnected component B[δ](d) cancel upon summing over δ. Thus, in this section, we
concentrate on the connected component B[δ](c).
5.1 The 1-point Function
For the 1-point function, the Y1 contribution vanishes by the I4 = 0 identity; the Y2,Y3,
and Y5 contributions vanish by I1 = 0; there is manifestly no Y4 contribution; thus the
1-point function vanishes.
5.2 The 2-point Function
For the 2-point function, the Y1 and Y5 contributions vanish by the identities I2 = I6 = 0,
the Y3 contribution vanishes by the identity I4 = 0, and the Y4 contribution vanishes by
the identity I1 = 0. In the Y2 contribution, there is no contribution from the bosonic
stress tensor in view of the identity I2 = 0. Thus the 2-point function reduces to the
contributions to Y2 from the fermionic stress tensor. These are proportional to
∫
µ(w)
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z1) =
∫
µ(w) I13(w; z1, z2). (5.1)
But this vanishes by the identity (4.6).
5.3 The 3-point Function
For the 3-point function, the contributions from Y1 compute as follows. The single-link
string of contractions between the super current insertions S(q1) and S(q2) cancels by
I1 = I2 = I3 = 0. The double-link string between S(q1) and S(q2) cancels by I4 = I5 = 0.
The triple-link string between S(q1) and S(q2) cancels by I6 = 0, and the quadruple link
string cancels by I7 = 0. Thus, all contributions to Y1 vanish.
Contributions from Y3 compute as follows. The single-link string between S(q1) and
S(q2) cancels by I1 = I2 = 0. The double-link string between S(q1) and S(q2) cancels by
I4 = 0. The triple-link string between S(q1) and S(q2) cancels by I6 = 0, and there is no
quadruple link string. Thus, all contributions to Y3 vanish. Contributions to Y4 arise only
through the single-link string between S(q1) and S(q2) and cancels by I1 = 0.
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To evaluate Y5, we use the fact that all the δ-dependence of µˆ is through Sδ(q1, q2), so
that the δ-resummed Z[δ]Y5 is proportional to,
∑
δ
Z[δ]Sδ(q1, q2)
{
a1 + a2Sδ(zi, zj)
2 + a3Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z1)
}
(5.2)
where a1, a2, a3 are δ-independent. The terms proportional to a1, a2, a3 respectively cancel
by using I1 = 0, I2 = 0 and I3 = 0. Hence the contribution of Y5 vanishes.
Only the contributions to Y2 remain. The bosonic stress tensor gives no contributions
by I1 = I2 = I3 = 0. By definition of Y2, we need consider only the connected parts in the
contributions from the fermionic stress tensor. Since the fermionic stress tensor insertion
is normal ordered, at least two vertex operators of the three must contribute a fermion
bilinear in Y2. Thus, we get two contributions, one from two insertions of fermion bilinears
and one from 3 insertions (i.e. at each vertex) of fermion bilinears. The correlator with
two insertions is proportional to ϕ[δ](w, z2, z3)Sδ(z2, z3). Upon summation over δ against
Z[δ], this yields I13(w; z1, z2), whose integration against µ vanishes in view of (4.6). Hence,
the contribution of the term with two insertions to the GSO projected amplitude vanishes.
The contribution with three insertions of vertex fermion bilinears is proportional to
(we omit constant factors and the correlator of the x+ field),
fµ1ν11 f
µ2ν2
2 f
µ3ν3
3
〈∫
µˆTψ ψ
µ1
+ ψ
ν1
+ (z1)ψ
µ2
+ ψ
ν2
+ (z2)ψ
µ3
+ ψ
ν3
+ (z3)
〉
(5.3)
Upon carrying out the contractions in all possible ways, the polarization coefficient is
proportional to the kinematic factor for the 3-point function C3, given by
C3 = f
µν
1 f
νρ
2 f
ρµ
3 = (ǫ1 · k3)(ǫ2 · k1)(ǫ3 · k2)− (ǫ1 · k2)(ǫ2 · k3)(ǫ3 · k1). (5.4)
The Green function contributions are proportional to,
C3
∫
µˆw¯
w
{
ϕ[δ](w; z1, z2)Sδ(z2, z3)Sδ(z3, z1) + ϕ[δ](w; z2, z3)Sδ(z3, z1)Sδ(z1, z2)
+ϕ[δ](w; z3, z1)Sδ(z1, z2)Sδ(z2, z3)
}
(5.5)
Upon summation over δ against Z[δ], this yields the symmetrized combination of I14,
whose integral against µˆ vanishes by (4.7). Thus the 3-point function vanishes.
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6 The Chiral 4-point Function: Outline
We turn now to the evaluation of the 4-point function. Since the calculations are lengthy,
it may be helpful to list here the main steps, with details left to subsequent sections.
6.1 Kinematic Invariants for the 4-point Function
Recall that fµνi = ǫ
µ
i k
ν
i − ǫ
ν
i k
µ
i denotes the “gauge-invariant field strength” of the i-th
particle. The kinematical factors for the 4-point function are given by
K(1, 2, 3, 4) ≡ (f1f2)(f3f4) + (f1f3)(f2f4) + (f1f4)(f2f3)
−4(f1f2f3f4)− 4(f1f3f2f4)− 4(f1f2f4f3)
CT (i, j|k, l) ≡ (fifk)(fjfl)− (fifl)(fjfk)
+2(fifjfkfl)− 2(fifjflfk) (6.1)
Here, K is the familiar factor totally symmetric in its arguments, while CT is antisymmetric
in i↔ j and antisymmetric in k ↔ l. Here and later, we use the notation,
(fifj) ≡ f
µν
i f
νµ
j
(fifjfk) ≡ f
µν
i f
νρ
j f
ρµ
k
(fifjfkfl) ≡ f
µν
i f
νρ
j f
ρσ
k f
σµ
l . (6.2)
6.2 Chiral Amplitudes after Summing over Spin Structures
The GSO summation over δ considerably simplifies the chiral amplitude, and produces the
following expressions. The contributions of the disconnected components are
∑
δ
B[δ](d) = −
1
16π2
(
CT (1, 2|3, 4)∆(1, 2)∆(3, 4) + CT (1, 3|2, 4)∆(1, 3)∆(2, 4)
+CT (1, 4|2, 3)∆(1, 4)∆(2, 3)
)
〈Q(pI)
4∏
i=1
eiki·x+(zi)〉. (6.3)
This formula reproduces formula (9.10) of [1], and shows that the totally symmetric func-
tion S in [1] vanishes.
Next, we shall list the contributions from the connected components, which arise from
the δ-summation of Y1, Y2, Y3, Y4, and Y5. The contribution Y2 arises from the stress
tensor insertion. It will be convenient to decompose Y2 further according to contribution
from the bosonic stress tensor Tx or from the fermionic stress tensor Tψ,
Tx = −
1
2
∂zx
µ
+∂zx
µ
+, Tψ =
1
2
ψµ+∂zψ
µ
+, (6.4)
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The contribution from Tψ is further split according to whether the kinematic factor is
proportional to the symmetric K or the antisymmetric CT . In a straightforward notation,
we thus have, as follows,
Y2 = Y2x + Y
S
2ψ + Y
A
2ψ (6.5)
The contributions of the connected components are then given as follows,
∑
δ
Z[δ]Y1 = −
ζ1ζ2
32π2
Z0K
4∏
i=1
̟(zi)
〈
Q(pI)∂x+(q1)∂x+(q2)
4∏
j=1
eikj ·x(zj)
〉
(c)
(6.6)
∑
δ
Z[δ]Y2x =
1
8π
Z0K
4∏
i=1
̟(zi)
∫
µ(w)
〈
Q(pI)∂x
µ
+∂x
µ
+(w)
4∏
j=1
eikj ·x+(zj)
〉
(c)
(6.7)
∑
δ
Z[δ]YS2ψ =
1
2
KZ0
4∑
i=1
∂Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)
4∏
i=1
eiki·x+(zi)
〉
(6.8)
∑
δ
Z[δ]YA2ψ =
ζ1ζ2
16π2
(
CT (1, 2|3, 4)I
A
16(1, 2|3, 4) + CT (1, 3|2, 4)I
A
16(1, 3|2, 4)
+CT (1, 4|2, 3)I
A
16(1, 4|2, 3)
) 〈
Q(pI)
4∏
i=1
eiki·x+(zi)
〉
. (6.9)
∑
δ
Z[δ]Y3 = 0 (6.10)
∑
δ
Z[δ]Y4 = 0 (6.11)
∑
δ
Z[δ]Y5 =
1
2
Z0K
4∑
i=1
dz¯i∂z¯i
(
Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)
4∏
j=1
eikj ·x+(zj)
〉)
(6.12)
Here Λ(z) is the single valued scalar function defined by (1.11). The expressions IS16 and
IA16 are symmetric and antisymmetric versions of the integral
∫
µI16, and are defined by
IS16(z1, z2, z3, z4) =
1
12
∑
σ∈S4
I16(zσ1, zσ2, zσ3, zσ4) (6.13)
IA16(z1, z4|z2, z3) =
1
3
(
I16(z1, z2, z3, z4) + I16(z3, z4, z1, z2)− (z2 ↔ z3)
)
, (6.14)
with I16(z1, z2, z3, z4) itself being defined by
I16(z1, z2, z3, z4) =
1
2π
∫
µ(w)I16(w; z1, z2, z3, z4). (6.15)
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6.3 Elimination of the Dolbeault ∂¯-exact Components
It is now clear that all the terms in
∑
δ B[δ] which are not tensor products of pure (1, 0)-
forms are given by the expression
1
2
Z0K
4∑
i=1
dz¯i∂z¯i
( ∫
d2ζ Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)
4∏
j=1
eikj ·x+(zj)
〉)
(6.16)
arising from
∑
δ Z[δ]Y5. Note that for each i, the contribution to this expression is man-
ifestly a Dolbeault ∂¯-exact (0, 1)-form in zi, and a holomorphic (and hence closed) (1, 0)-
form in the remaining variables. The Dolbeault ∂¯-exactness allows us to eliminate such
expressions by de Rham d-exact differentials, that is,
∑
δ
Z[δ]Y5 = −
1
2
Z0K
4∑
i=1
(dzi∂zi Λ(zi))
∏
j 6=i
̟(zj)
〈
Q(pI)
4∏
j=1
eikj ·x+(zj)
〉
−
1
2
Z0K
4∑
i=1
Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)iki · ∂zix+
4∏
j=1
eikj ·x+(zj)
〉
+
1
2
Z0K
4∑
i=1
dzi
(
Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)
4∏
j=1
eikj ·x+(zj)
〉)
(6.17)
Thus we can write
∑
δ
B[δ] = H +
1
2
Z0K
4∑
i=1
dzi
(∫
d2ζ Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)
4∏
j=1
eikj ·x+(zj)
〉)
(6.18)
with the form H given by
H =
∑
δ
B[δ](d) +
∫
d2ζ
∑
δ
Z[δ]
(
Y1 + Y2x + Y
S
2ψ + Y
A
2ψ
)
−
1
2
Z0K
4∑
i=1
(dzi∂zi
∫
d2ζ Λ(zi))
∏
j 6=i
̟(zj)
〈
Q(pI)
4∏
j=1
eikj ·x+(zj)
〉
−
1
2
Z0K
4∑
i=1
∫
d2ζ Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)ik
µ
i ∂x
µ
+(zi)
4∏
j=1
eikj ·x+(zj)
〉
(6.19)
From the expressions for Y1, Y2x, Y
S
2ψ and Y
A
2ψ, and the form of B[δ]
(d), it is manifest that
H is purely a (1, 0) form; this form is holomorphic away from zi = zj for i 6= j.
6.4 Explicit Evaluation of H
It remains only to evaluate H. The following three types of cancellations and recombining
mechanism take place. First, we have,∑
δ
B[δ](d) +
∑
δ
Z[δ]
∫
d2ζ YA2ψ = 0. (6.20)
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so that all the contributions proportional to the kinematic invariant CT cancel out of the
full amplitude. The terms above turn out, however, to be individually independent of
gauge choices.
The next cancellation and recombining mechanism are more remarkable since, starting
from terms in the left hand side which depend individually on both gauge choices of
gravitino slice χz¯
+ and Beltrami differential µˆz¯
z, the combined outcome is a gauge-slice
independent amplitude. This can only occur thanks to the presence of the function Λ(z)
which arises from the Dolbeault ∂¯-exact terms. The first is a cancellation,
∑
δ
Z[δ]YS2ψ −
1
2
Z0K
4∑
i=1
(dzi∂ziΛ(zi)) 〈Q(pI)
4∏
j=1
eikj ·x+(zj)〉
∏
j 6=i
̟(zj) = 0 (6.21)
and the second is a recombining mechanism, given by,
∑
δ
Z[δ] (Y1 + Y2x)−
1
2
Z0K
4∑
i=1
Λ(zi)
∏
j 6=i
̟(zj)
〈
Q(pI)ik
µ
i ∂x
µ
+(zi)
4∏
j=1
eikj ·x+(zj)
〉
=
ζ1ζ2
64π2
K YS exp

iπpµIΩIJpµJ + 2πi
∑
j
pµI k
µ
j
∫ zj
z0
ωI


∏
i<j
E(zi, zj)
ki·kj . (6.22)
Here YS is the holomorphic factor defined in (1.16). This completes the proof of the
formulas (1.14) and (1.15) announced in the Introduction.
In the formulas (6.21) and (6.22), we see once again the mechanism for gauge slice
independence of gauge-fixed superstring amplitudes at work: as in the case of the chiral
superstring measure [2], the gauge choices of gravitino slice χz¯
+ and Beltrami differential
µˆz¯
z are closely entertwined. They can only cancel when combined with one another.
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7 Sums over Spin Structures for the 4-point Function
In this section, we combine the results of summations over spin structures in §3 with the
structure of kinematical invariants.
7.1 The Disconnected Component
∑
δ B[δ]
(d)
As we had already noticed in the process of calculating the N -point function for N ≤ 3,
all the terms in the disconnected component
∑
δ B[δ]
(d) with fewer than 4 fermion bilinears
ψµ+ψ
ν
+(zi) cancel because of the identities I17 = I18 = I19 = 0. This cancellation persists
in the calculation of the 4-point function. Thus we need only consider the expression,
〈Q(pI)
4∏
i=1
eiki·x+(zi)〉
∑
δ
Ξ6[δ]ϑ[δ]
4W0[δ] (7.1)
where W0[δ] is defined by
W0[δ] =
(
−
i
2
)4 〈 4∏
j=1
f
µjνj
j ψ
µj
+ ψ
νj
+ (zj)
〉
. (7.2)
The Wick contractions work out as follows
W0[δ] = +
1
4
(f1f2)(f3f4) Sδ(z1, z2)
2Sδ(z3, z4)
2
+
1
4
(f1f3)(f2f4) Sδ(z1, z3)
2Sδ(z2, z4)
2
+
1
4
(f1f4)(f2f3) Sδ(z1, z4)
2Sδ(z2, z3)
2
−(f1f2f3f4) Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)
−(f1f3f2f4) Sδ(z1, z3)Sδ(z3, z2)Sδ(z2, z4)Sδ(z4, z1)
−(f1f2f4f3) Sδ(z1, z2)Sδ(z2, z4)Sδ(z4, z3)Sδ(z3, z1) (7.3)
We can now combine this formula for W0[δ] and the formulas for I20, and I21 and their
symmetrized S and antisymmetrized T versions, which multiply the kinematic invariants
K and CT respectively. Since S = 0, no contribution proportional to the symmetric
invariant K remains. Using the expression for T produces the announced result (6.3).
7.2 The Contributions from Y1
The insertions ψ+(q1) and ψ+(q2) must be contracted with the fermion bilinears from
the vertex insertions in the form of a linear string. We refer to the number of fermion
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propagators in this string as the length of the string. The string may be multiplied by
non-intersecting closed fermion n-cycle, with n fermion propagators.
To Y1, only length 1 contributes. Indeed, at length 2, we may have a 0-cycle, a 2-cycle
or a 3-cycle, which vanish by I4 = I5 = I10 = 0 respectively. At length 3, the 0-cycle and
2-cycle vanish by I6 = I9 = 0; at length 4, the 0-cycle vanishes by I7 = 0; while at length
5, the 0-cycle vanishes by I8 = 0.
At length 1, the contributions from the 0-cycle, the 2-cycle and the 3-cycle cancel by
I1 = I2 = I3 = 0 respectively. But the contributions from two 2-cycles, and a single 4-cycle
are non-vanishing and are governed by the contraction of the fermion bilinears only in each
of the 4 vertex operators. This results in the term W0[δ] which had already been evaluated
in the previous subsection.
The contraction of the two supercurrent insertions produces a factor of Sδ(q1, q2). Sum-
ming this combined result against Z[δ], we obtain,
∑
δ
Z[δ]Sδ(q1, q2)W0[δ] = +
1
4
(f1f2)(f3f4) I11(z1, z2; z3, z4)− (f1f2f3f4) I12(z1, z2, z3, z4)
+
1
4
(f1f3)(f2f4) I11(z1, z3; z2, z4)− (f1f3f2f4) I12(z1, z3, z2, z4)
+
1
4
(f1f4)(f2f3) I11(z1, z4; z2, z3)− (f1f2f4f3) I12(z1, z2, z4, z3)
(7.4)
Now, I11 and I12 are equal and are totally symmetric functions of their 4 vertex points zi.
Therefore, all terms are proportional to I11 and only the combined kinematical factor K
enters. We then end up with
∑
δ
Z[δ]Sδ(q1, q2)W0[δ] = −
1
2
Z0K
4∏
i=1
̟(zi) (7.5)
Assembling all contributions to Y1[δ] and carrying out the summation over δ, we have
∑
δ
Z[δ]Y1[δ] = −
ζ1ζ2
32π2
Z0K
4∏
i=1
̟(zi)
〈
Q(pI) ∂x+(q1)∂x+(q2)
4∏
j=1
eikj ·x+(zj)
〉
(c)
. (7.6)
The ∂x+(q1)∂x+(q2) operator is normal ordered since the fermion operators in the super-
current have already been contracted. This prescription is indicated on the correlator with
the subscript (c). This is the formula (6.6).
30
7.3 Contribution to Y2x (bosonic stress tensor)
The contribution to Y2 from the bosonic stress tensor only was denoted by Y2x. Its only
non-vanishing contribution arises from the contraction of the fermion bilinears in all 4
vertex operators. These contractions are as in W0. To sum over spin structures, we write
µˆz¯
z = Sδ(q1, q2)µ(z), so the δ-dependence of the Beltrami differential µˆ is isolated. It is
now straightforward to express the contribution from Y2x and apply the identities (3.3),
∑
δ
Z[δ]Y2x =
1
8π
Z0K
4∏
i=1
̟(zi)
∫
µ(w)
〈
Q(pI)∂x
µ
+∂x
µ
+(w)
4∏
j=1
eikj ·x+(zj)
〉
(c)
(7.7)
Note that the bosonic correlator must be connected. This is the formula (6.7).
7.4 Contribution from Y2ψ (fermionic stress tensor)
The insertion of the fermionic stress tensor Tψ may be formulated in terms of the insertion
of a modified Szego kernel S ′δ, to be defined below. Since we are computing the connected
part only, the lowest contribution is that of a 2-cycle, which gives I13. This quantity
integrates to zero against µˆ however. For the 3-cycle, the contribution yields I14. Its
integration against µˆ vanishes upon cyclic symmetrization of its arguments, and this is
precisely the combination that enters into the 4-point amplitude (just as it was the one
that entered into the 3-point function). The fact that in the 4-point function further
bosonic contractions must be carried out is immaterial. Thus, all these contributions
vanish in the 4-point function.
7.4.1 The integrated fermionic propagator S ′δ(x, y)
The only remaining correlator is when the fermionic stress tensor is inserted in a correlator
where each vertex operator contribution is limited to its fermion bilinear prefactor. Since
the stress tensor is integrated against µˆz¯
z, it is useful to introduce the following correlator
S ′δ(x, y) in order to work out carefully the combinatorics,
S ′δ(x, y) =
1
2π
〈∫
µˆTψ ψ+(x)ψ+(y)
〉
. (7.8)
The integrand can be evaluated using the definition of Tψ in (6.4). One finds〈∫
µˆTψ ψ+(x)ψ+(y)
〉
=
1
2
ϕ[δ](w; x, y), (7.9)
where ϕ[δ](w; x, y) was defined in (3.4). This gives the following formula for S ′δ(x, y)
S ′δ(x, y) =
1
4π
∫
µˆw¯
w ϕ[δ](w; x, y). (7.10)
31
Returning now to the evaluation of the sums involving Yψ2 , the object of interest is
W1[δ] ≡
(
−
i
2
)4 1
2π
〈∫
µˆT
4∏
j=1
f
µjνj
j ψ
µj
+ ψ
νj
+ (zj)
〉
(7.11)
It is convenient to work this out in terms of the modified Szego¨ kernel S ′δ first. This may
be done by successively replacing, in each term in W0, one Szego¨ kernel Sδ factor by S
′
δ,
and summing up all contributions,
W1[δ] = −
1
2
(f1f2)(f3f4)
{
Sδ(z1, z2)S
′
δ(z1, z2)Sδ(z3, z4)
2 + Sδ(z1, z2)
2S ′δ(z3, z4)Sδ(z3, z4)
}
−
1
2
(f1f3)(f2f4)
{
Sδ(z1, z3)S
′
δ(z1, z3)Sδ(z2, z4)
2 + Sδ(z1, z3)
2S ′δ(z2, z4)Sδ(z2, z4)
}
−
1
2
(f1f4)(f2f3)
{
Sδ(z1, z4)S
′
δ(z1, z4)Sδ(z2, z3)
2 + Sδ(z1, z4)
2S ′δ(z2, z3)Sδ(z2, z3)
}
+(f1f2f3f4) {S
′
δ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)
+Sδ(z1, z2)S
′
δ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)
+Sδ(z1, z2)Sδ(z2, z3)S
′
δ(z3, z4)Sδ(z4, z1)
+Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)S
′
δ(z4, z1)}
+(f1f3f2f4) {S
′
δ(z1, z3)Sδ(z3, z2)Sδ(z2, z4)Sδ(z4, z1)
+Sδ(z1, z3)S
′
δ(z3, z2)Sδ(z2, z4)Sδ(z4, z1)
+Sδ(z1, z3)Sδ(z3, z2)S
′
δ(z2, z4)Sδ(z4, z1)
+Sδ(z1, z3)Sδ(z3, z2)Sδ(z2, z4)S
′
δ(z4, z1)}
+(f1f2f4f3) {S
′
δ(z1, z2)Sδ(z2, z4)Sδ(z4, z3)Sδ(z3, z1)
+Sδ(z1, z2)S
′
δ(z2, z4)Sδ(z4, z3)Sδ(z3, z1)
+Sδ(z1, z2)Sδ(z2, z4)S
′
δ(z4, z3)Sδ(z3, z1)
+Sδ(z1, z2)Sδ(z2, z4)Sδ(z4, z3)S
′
δ(z3, z1)} (7.12)
7.4.2 Formulas in terms of the integrated I15 and I16
Next, we carry out the sum over spin structures against Z[δ]. For this we need the following
integrated versions of the sums I15 and I16 introduced in section §3.2,
I15(z1, z2, z3, z4) =
1
2π
∫
µ(w) I15(w; z1, z2, z3, z4)
I16(z1, z2, z3, z4) =
1
2π
∫
µ(w) I16(w; z1, z2, z3, z4), (7.13)
and their cyclically permuted versions IC15 and I
C
16
IC15(1, 2, 3, 4) = I15(1, 2, 3, 4) + I15(2, 3, 4, 1) + I15(3, 4, 1, 2) + I15(4, 1, 2, 3) (7.14)
IC16(1, 2, 3, 4) = I16(1, 2, 3, 4) + I16(3, 4, 1, 2). (7.15)
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Here we have abbreviated zi by i. Using the definitions of I
C
15 and I
C
16, the previous
expressions for
∑
δ Z[δ]W1[δ] reduce to
7
∑
δ
Z[δ]W1[δ] = +
1
4
(f1f2)(f3f4) I
C
16(1, 2; 3, 4) +
1
2
(f1f2f3f4) I
C
15(1, 2, 3, 4)
+
1
4
(f1f3)(f2f4) I
C
16(1, 3; 2, 4) +
1
2
(f1f3f2f4) I
C
15(1, 3, 2, 4)
+
1
4
(f1f4)(f2f3) I
C
16(1, 4; 2, 3) +
1
2
(f1f2f4f3) I
C
15(1, 2, 4, 3) (7.16)
To arrive at an expression in terms of the kinematic factors K and CT , we introduce the
symmetrized versions of I15 and I16
3IS15(1, 2, 3, 4) = I
C
15(1, 2, 3, 4) + I
C
15(1, 3, 4, 2) + I
C
15(1, 4, 2, 3) (7.17)
3IS16(1, 2, 3, 4) = I
C
16(1, 2; 3, 4) + I
C
16(1, 3; 4, 2) + I
C
16(1, 4; 2, 3). (7.18)
as well as the following antisymmetrized versions
3IA15(1, 4|2, 3) = I
C
15(1, 2, 3, 4)− I
C
15(1, 3, 2, 4) (7.19)
3IA16(1, 4|2, 3) = I
C
16(1, 2; 3, 4)− I
C
16(1, 3; 2, 4). (7.20)
The quantities IC15, I
S
15, I
A
15, I
C
16, I
S
16, I
A
16 satisfy many important identities. Leaving
temporarily their full description and derivation to the next section, we note that these
identities imply that IS15 and I
S
16 are invariant under all permutations of the 4 points, that
the following inversion formulas hold,
IC15(1, 2, 3, 4) = I
S
15(1, 2, 3, 4) + I
A
15(2, 1|3, 4) + I
A
15(1, 4|2, 3)
IC16(1, 2; 3, 4) = I
S
16(1, 2, 3, 4) + I
A
16(1, 4|2, 3) + I
A
16(1, 3|2, 4) (7.21)
and that we also have
IS15(1, 2, 3, 4) = −2 I
S
16(1, 2, 3, 4)
IA15(1, 4|2, 3) = −I
A
16(1, 4|2, 3). (7.22)
Combining all, we obtain the following formula,
∑
δ
Z[δ]W1[δ] = +
1
4
K IS16 +
1
4
CT (1, 2|3, 4)I
A
16(1, 2|3, 4)
+
1
4
CT (1, 3|2, 4)I
A
16(1, 3|2, 4)
+
1
4
CT (1, 4|2, 3)I
A
16(1, 4|2, 3) (7.23)
This gives formulas (6.8), and (6.9).
7Care is needed in obtaining the correct sign upon identifying the corresponding I15 or I16 factors.
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7.5 Contributions from Y3 and Y4
To Y3, the contributions of length 1 are with a 0-cycle, a 2-cycle and a 3-cycle, which
vanish by I1 = I2 = I3 = 0. The contributions of length 2 are with a 0-cycle and a 2-cycle
and vanish by I4 = I5 = 0. Finally, the contributions of lengths 3 and 4 are with 0-cycles
only and vanish by I6 = I7 = 0. Thus, the full Y3 vanishes.
The arguments for Y4 are analogous. At length 1, we have a 0-cycle and a 2-cycle,
which vanish by I1 = I2 = 0. The contributions of lengths 2 and 3 are with 0-cycles only
and vanish by I4 = I5 = 0. Thus, the full Y4 vanishes.
7.6 Contributions from Y5
The entire contribution to Y5 is proportional to µˆ, which is proportional to Sδ(q1, q2). As
a result, upon summation over δ, the contributions with a 0-cycle, a 2-cycle and a 3-cycle
cancel by I1 = I2 = I3 = 0 respectively. There only remain the contributions from two
2-cycles and one 4-cycle, which yield I11 and I12 respectively. But these quantities were
evaluated in W0 and yield a kinematical factor proportional to K,
∑
δ
Z[δ]Y5[δ] =
1
2
Z0K
4∑
j=1
µ(zj)
〈
Q(pI)
4∏
j=1
eikj ·x+(zj)
〉
4∏
i=1
̟(zi) (7.24)
This object is a (1, 0) form in 3 of its zi assignments but a (0, 1)-form in the remaining
fourth one.
It is at this stage that we can isolate the Dolbeault ∂¯-exact form. Since each contribu-
tion above contains the combination µˆz¯i
zi̟(zi), we can rewrite this factor as ∂z¯iΛ(zi) in
view of the equation (1.11) and obtain
∑
δ
Z[δ]Y5[δ] =
1
2
Z0K
4∑
j=1
dz¯i∂z¯i
(
Λ(zi)〈Q(pI)
4∏
j=1
eikj ·x+(zj)〉
∏
j 6=i
̟(zj)
)
. (7.25)
This is the desired formula (6.12).
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8 Integrals of I15 and I16 against µˆ
In the last section, we made use of certain symmetry properties and relations between IS15,
IA15, I
S
16, to derive an intermediate formula for the contribution Y
ψ
2 . In this section, we
establish these relations. To do so, we shall express these integrals in terms of the following
simpler integrals I and Jα, with α = 1, 2, defined by,
I(z1, z2, z3, z4) =
1
2π
∫
µˆw¯
w̟(w)2IS15(w; z1, z2, z3, z4) (8.1)
Jα(z1, z2, z3, z4) =
1
2π
Z0̟(z1)̟(z2)
∫
µˆw¯
w̟(w)2G(z3; z4, z1; qα, w)G(z4; z3, z2; qα, w)
Recall that G(z; z1, z2; q, w) is the Green’s function in z, with poles at z = z1 and z = z2,
and zeroes at z = q and z = w, appearing in the evaluation of I15 and I16 in section §3.
Clearly, the functions I and Jα satisfy the following symmetry properties
I(1, 2, 3, 4) = I(2, 1, 3, 4) = I(1, 2, 4, 3) = I(2, 1, 4, 3)
Jα(1, 2, 3, 4) = Jα(2, 1, 4, 3). (8.2)
8.1 Evaluation of the Integral I
We express I in terms of the function Λ(w), using the equation (1.11). Since Λ(w) is a
single-valued and smooth function for smooth µˆ, we can integrate by parts, and we have
I(z1, z2, z3, z4) = −
1
2π
Z0̟(z1)̟(z2)
∫
Λ(w)∂w¯
{
̟(w)G(z3; z1, z2; q1, w)
×G(z4; z1, z2; q2, w) + (q1 ↔ q2)
}
(8.3)
Inside the braces, the first G-factor has a simple pole in w at q2, but is regular at q1, while
the second G-factor is regular at q2, but has a simple pole at q1. The prefactor ̟(w) kills
both poles. Thus, only the double poles remain at z1 and z2.
To compute the integral, we need the asymptotics of G, near z1,2, which is given by
G(x; z1, z2; qα, w) = −
(
1
w − z1
−
1
2
∂ ln̟(z1)
)
̟(x)
̟(z1)
+ γ(x; z1; z2; qα)
G(x; z1, z2; qα, w) = +
(
1
w − z2
−
1
2
∂ ln̟(z2)
)
̟(x)
̟(z2)
− γ(x; z2; z1; qα) (8.4)
up to terms which are Ø(w − z1) and Ø(w − z2). The finite part γ may be evaluated for
example by representing G in terms of the prime form and its derivatives.
G(z; zi, zj ; qα, w) = τij(z)−
∆(z, qα)
∆(w, qα)
τij(w)−
∆(z, w)
∆(qα, w)
τij(qα) (8.5)
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where the Abelian differential of the third kind is defined by
τij(z) = ∂z ln
E(z, zi)
E(z, zj)
(8.6)
The finite part is now given by
γ(x; z1; z2; qα) = τ12(x)−
∆(x, z1)
∆(qα, z1)
τ12(qα) +
̟(x)
̟(z1)
∂z1 ln
(
̟(z1)
1
2E(z1, z2)
)
(8.7)
To evaluate the integral giving I, we use the asymptotic behaviors at the poles z1 and z2
and we find, We then have a fairly economical way of recasting the result,
I(z1, z2, z3, z4) = −2ρ1∂Λ(z1)− 2ρ2∂Λ(z2) (8.8)
+
{
Λ(z1) ρ4 γ(z4; z1; z2; q2) + Λ(z1) ρ3 γ(z3; z1; z2; q1)
+Λ(z2) ρ4 γ(z4; z2; z1; q2) + Λ(z2) ρ3 γ(z3; z2; z1; q1) + (q1 ↔ q2).
}
where we have introduced the following abbreviation,
ρi ≡ Z0
∏
j 6=i
̟(zj) (8.9)
8.2 Evaluation of the integrals Jα
To evaluate Jα, we express µˆ in terms of Λ, using (1.11), and integrate by parts in w,
Jα(z1, z2, z3, z4) = −
1
2π
Z0̟(z1)̟(z2)
∫
Λ(w)∂w¯
{
̟(w)G(z3; z4, z1; qα, w)
×G(z4; z3, z2; qα, w)
}
(8.10)
This time, simple poles arise in w at z1, z2. The first G factor also has a pole in w at z4, but
the second factor has a zero there. Conversely, the second G factor has a pole at w = z3
but the first G factor has a zero there. There is also a simple pole at qβ = −qα+2∆+2κ.
The residue at qβ is given by (4.9) and (4.10), and the fact that,
lim
w→qβ
̟(w)G(z; p1, p2; qα, w) = ∂̟(qβ)
̟(z)∆(p1, p2)
̟(p2)∆(qβ, p1)
(8.11)
Putting all together, we have
Jα(z1, z2, z3, z4) = −Λ(z1) ρ4G(z4; z3, z2; qα, z1)− Λ(z2) ρ3G(z3; z4, z1; qα, z2)
−Z0Λ(qβ) ∂̟(qβ) c
2
β ∆(z1, z4)∆(z2, z3) (8.12)
where the following combinations are defined by,
c2β =
̟(u)̟(v)
∆(qβ, u)∆(qβ, v)
(8.13)
and are independent of u and v.
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8.3 The Integrals I15 and I16 in terms of I and Jα
In section §7, equation (7.13), we introduced I15 and I16, which are integrals of µˆ against
I15 and I16. Using the definitions of I and Jα, they take the form,
I15(1, 2, 3, 4) = +I(1, 2, 3, 4) +
∑
α=1,2
(
Jα(1, 2, 3, 4)− Jα(2, 1, 3, 4)
)
I16(1, 2, 3, 4) = −I(1, 2, 3, 4)−
∑
α=1,2
(
Jα(1, 2, 3, 4) + Jα(2, 1, 3, 4)
)
(8.14)
8.3.1 Evaluation of the Symmetrized Integrals IS15 and I
S
16
The symmetrized forms IS15 and I
S
16 are easily evaluated using (8.14) and the fact that∑
σ∈S4
Jα (σ(1), σ(2), σ(3), σ(4)) = 0 (8.15)
and we obtain,
IS15(1, 2, 3, 4) = −2I
S
16(1, 2, 3, 4) (8.16)
as well as the following explicit form,
IS16(1, 2, 3, 4) = −
1
3
(
I(1, 2; 3, 4) + I(1, 3; 2, 4) + I(1, 4; 2, 3)
+I(3, 4; 1, 2) + I(2, 4; 1, 3) + I(2, 3; 1, 4)
)
. (8.17)
8.3.2 Evaluating the Antisymmetrized Integrals IA15 and I
A
16
The antisymmetrized combinations are somewhat more involved. After some simplifica-
tions, using the symmetries of I and Jα, and the identity (8.15), we derive the relation,
IA15(1, 4|2, 3) = −I
A
16(1, 4|2, 3) (8.18)
and
3IA16(1, 4|2, 3) = −I(1, 2; 3, 4)− I(3, 4; 1, 2) + I(1, 3; 2, 4) + I(2, 4; 1, 3)
−
∑
α=1,2
(
Jα(1, 2, 3, 4) + Jα(2, 1, 3, 4) + Jα(3, 4, 1, 2)
+Jα(4, 3, 1, 2)−Jα(1, 3, 2, 4)−Jα(3, 1, 2, 4)
−Jα(2, 4, 1, 3)− Jα(4, 2, 1, 3)
)
(8.19)
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9 First Cancellation: Terms Involving CT
We begin now the evaluation of the holomorphic amplitude H. As outlined in section §6.4,
the evaluation will involve two specific cancellations and one recombination mechanism.
The first is conceptually the easiest, since it will turn out to involve only gauge slice
independent quantities. We treat it in this section. The key ingredient is the evaluation
of the integral IA16, which, in view of (8.18), also determines I
A
15. In (8.19), I
A
16 is given in
terms of the basic integrals I, calculated in (8.8) and Jα, calculated in (8.12). It will turn
out that a key ingredient is the gauge slice independent combination Λ(q1)−Λ(q2), which
we evaluate first below.
9.1 Evaluation of Λ(q1)− Λ(q2)
It has been pointed out earlier that, under a change of Beltrami differential by a vector field
vz, the function Λ(z) defined up to an additive constant by the equation (1.11) changes
by ̟(z)vz(z). Since ̟(z) vanishes at q1 and q2, it follows that the quantity Λ(q1)−Λ(q2)
does not depend on the choice of Beltrami differential within its equivalence class. we can
write
Λ(q1)− Λ(q2) = −
1
2π
∫
w
µ(w)̟(w)G(w; q1, q2; p
′
1, p
′
2) (9.1)
where the Beltrami differential µ is defined by (2.10), and the points p′1, p
′
2 are arbitrary
generic points, upon which the integral is independent.8
It is manifest that µ is integrated against a single-valued holomorphic 2-form in w,
which confirms the independence of Λ(q1) − Λ(q2) of the choice of slice for µ. We can
evaluate it by expressing the holomorphic 2-form in terms of ωIωJ , and then making use
of the defining equation (2.10) for µ. However, since the answer is known to be gauge-
independent, we can proceed faster by taking µ concentrated at 3 generic points pa,
µ(w) =
ζ1ζ2
4π
3∑
a=1
µaδ(w, pa) (9.2)
Inverting the matrix ωIωJ(pa), we get that µa = ̟a(q1, q2) in the notation of [2, 4]. Their
explicit form, for arbitrary points q1, and q2 is helpful and given as follows,
µ1 =
1
2
∆(q1, p2)∆(q2, p3) + ∆(q1, p3)∆(q2, p2)
∆(p1, p2)∆(p1, p3)
8Choosing p′1, p
′
2 ∈ {q1, q2} would not constitute a generic choice and results in a singularity in G.
Thus, one cannot simply choose µ to be supported at q1, q2.
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µ2 =
1
2
∆(q1, p1)∆(q2, p3) + ∆(q1, p3)∆(q2, p1)
∆(p2, p1)∆(p2, p3)
µ3 =
1
2
∆(q1, p1)∆(q2, p2) + ∆(q1, p2)∆(q2, p1)
∆(p3, p1)∆(p3, p2)
(9.3)
With this choice, the general expression for Λ(q1)− Λ(q2) is given by
Λ(q1)− Λ(q2) = −
ζ1ζ2
8π2
∑
a
µa̟(pa)G(pa; q1, q2; p
′
1, p
′
2) (9.4)
The arbitrary points in the Green function may be chosen conveniently as follows, p′1 = p1
and p′2 = p2, so that in the sum over a only the value a = 3 is non-vanishing. The result is
Λ(q1)− Λ(q2) = −
ζ1ζ2
8π2
µ3̟(p3)G(p3; q1, q2; p1, p2) (9.5)
It remains to calculate the combination
µ3̟(p3)G(p3; q1, q2; p1, p2) =
∆(q1, p1)∆(q2, p2) + ∆(q1, p2)∆(q2, p1)
2∆(p1, p3)∆(p2, p3)
̟(p3)
×
ϑ(p3 − q1 − q2 + p1 + p2 −∆)E(p3, p1)E(p3, p2)E(q1, q2)σ(p3)
ϑ(−q2 + p1 + p2 −∆)E(p3, q1)E(p3, q2)E(q1, p1)E(q1, p2)σ(q1)
(9.6)
It is readily checked that this expression is a well-defined, single-valued and holomorphic
scalar in each pa, and must thus be independent of all pa. Independence of p3 allows us to
choose alternatively p3 = q1 and p3 = q2, which yield in turn,
lim
p3→q1
µ3̟(p3)G(p3; q1, q2; p1, p2) = +
c1
c2
∂̟(q1)
lim
p3→q2
µ3̟(p3)G(p3; q1, q2; p1, p2) = −
c2
c1
∂̟(q2) (9.7)
Here, we define c1 and c2 by
̟(z) = cα∆(qα, z) (9.8)
In particular, we obtain the following useful identity,
c21∂̟(q1) + c
2
2∂̟(q2) = 0. (9.9)
Assembling all pieces, we obtain the formula
Λ(q1)− Λ(q2) = −
ζ1ζ2
8π2
c1
c2
∂̟(q1) = +
ζ1ζ2
8π2
c2
c1
∂̟(q2). (9.10)
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9.2 Remarks on Singular Choices of µ(z)
As an aside, we discuss pitfalls associated with choices of µ(z) supported at points pa,
with pa tending to the qα. These choices can lead to apparently contradictory statements,
which would have to be sorted out very carefully in order to arrive at a reliable answer.
For example, a first choice of the points pa is the following. Let q1 and q2 at first be
arbitrary points (not the zeros of a holomorphic (1,0)-form) and let p1 → q1 and p2 → q2.
Using the formulas (9.3), we then have
µ1 =
1
2
∆(q2, p3)
∆(q1, p3)
, µ2 =
1
2
∆(q1, p3)
∆(q2, p3)
, µ3 =
1
2
∆(q1, q2)∆(q2, q1)
∆(p3, q1)∆(p3, q2)
. (9.11)
Taking now the limit where q1 and q2 become the distinct zeros of a holomorphic 1-form,
and using again the definitions of cβ, we obtain,
µ1 =
1
2
c1
c2
µ2 =
1
2
c2
c1
µ3 = 0. (9.12)
However, we can also consider the following second choice. Let q1 and q2 from the
outset be the zeros of a holomorphic 1-form (i.e. unitary gauge). Then, ΩˆIJ −ΩIJ is rank
1 only. Now, in (9.3), let p1 → q1, then we get instead
µ1 =
c1
c2
µ2 = 0 µ3 = 0 (9.13)
Clearly, this results in a very different formula for the amplitudes Yi’s.
Another manifestation of subtleties with special choices of points pa for the support
of µ is perhaps even easier to see: if one sets p1 = q1 and p2 = q2, then µ̟ vanishes
identically. Thus Λ(z) also vanishes identically, contradicting the formula which we just
obtained for Λ(q1)− Λ(q2).
Thus a reliable outcome is guaranteed only if a smooth µ(z) is used, as long as there are
terms either involving an un-integrated µ(z) appears (such as the corrections V(2)(z) to the
vertex operators), or involving µ(z) integrated against meromorphic correlation functions
(such as in Y2). Only after all such terms cancel, and when only terms involving integrals
of µ(z) against holomorphic 2-forms remain (as in the calculation of Λ(q1)− Λ(q2) in the
previous subsection), can one choose µ(z) to be supported at special points.
9.3 Evaluation of the Coefficient Z0c1c2∂̟(q1)̟(q2)
First, we observe that, if we view the surface Σ as a double cover of the sphere, then the
factor Z0c1c2∂̟(q1)̟(q2) is actually a well-defined scalar function on the sphere. This is
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because it is symmetric in q1 and q2, has no monodromy when q1 and q2 go around the
same cycle with opposite directions, and its tensor weight works out to be 0, when the
tensor weights of all factors are taken into account. Alternatively, we shall see shortly from
the relation (9.39) below that it is also a coefficient of proportionality between IA16(1, 4|2, 3)
and ∆(1, 4)∆(2, 3). Now I16 is a scalar in the underlying parameters q1 and q2, since the
components Z[δ] and Sδ(q1, q2) of I16 are forms of weights −3/2 and 1/2 respectively in
each of these variables, and the Beltrami differential µ(z) should be viewed as valued in
the tensor product T q11,0(Σ)⊗ T
q2
1,0(Σ). Integrating I16 against µ(z) results then in a scalar
function, which descends on the sphere, since it is symmetric in q1 and q2. From the
expression of Z0c1c2∂̟(q1)̟(q2), it is holomorphic, and thus it suffices to evaluate it at a
single point.
We begin by deriving a more convenient formula for ̟(w), using (A.21) in which we
set r1 = q1 and then take the limit p2 → r3 = w. One gets,
̟(w) = −e2πiκ
′(q1−∆)
ϑ(q1 + w − z −∆)E(w, q1)σ(w)
E(z, q1)E(z, w)σ(z)
(9.14)
It is now straightforward to take the derivative at q1 and we obtain,
∂̟(q1) = −e
2πiκ′(q1−∆)
σ(q1)ϑ(2q1 − z1 −∆)
σ(z1)E(z1, q1)2
∂̟(q2) = +e
2πiκ′(q2−∆)
σ(q2)ϑ(2q2 − z2 −∆)
σ(z2)E(z2, q2)2
(9.15)
To evaluate the coefficients cα, we proceed from (2.14) and set p1 = z, p2 = q1 and let
w0 → z, so that we get
Z3∆(z, q1) = −̟(z)σ(q1)e
−2πiκ′(q1−∆)
Z3∆(z, q2) = +̟(z)σ(q2)e
−2πiκ′(q2−∆) (9.16)
which yields the following equations for the coefficients cα,
c1 = +Z
3σ(q1)
−1e2πiκ
′(q1−∆)
c2 = −Z
3σ(q2)
−1e2πiκ
′(q2−∆) (9.17)
Assembling the following products, we get
c1c2∂̟(q1)∂̟(q2) = Z
6e8πiκ
′κ ϑ(2q1 − z1 −∆)ϑ(2q2 − z2 −∆)
σ(z1)σ(z2)E(z1, q1)2E(z2, q2)2
(9.18)
The ϑ-functions may be evaluated using (2.14) where r1 = q2, r2 = z1, and r3 = q1, and
then using q1 + q2 = 2∆+ 2κ, and finally by interchanging q1 and q2. We obtain,
ϑ(q2 − q1 + z1 −∆) = ϑ(2q1 − z1 −∆− 2κ) = Z
3σ(q1)E(q2, q1)E(z1, q1)∆(q2, z1)
σ(q2)σ(z1)E(q2, z1)
ϑ(q1 − q2 + z2 −∆) = ϑ(2q2 − z2 −∆− 2κ) = Z
3σ(q2)E(q1, q2)E(z2, q2)∆(q1, z2)
σ(q1)σ(z2)E(q1, z2)
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Since 2κ is a full period, we may use the periodicity of the ϑ-function,
ϑ(ζ − 2κ) = ϑ(ζ)e−4πκ
′Ωκ′+4πκ′ζ (9.19)
Multiplying both, one finds,
ϑ(2q1 − z1 −∆)ϑ(2q2 − z2 −∆)e
+8πiκ′Ωκ′−4πiκ′(z1+z2−2∆)
= −Z6
E(q1, q2)
2E(z1, q1)E(z2, q2)∆(q1, z2)∆(q2, z1)
σ(z1)σ(z2)E(z1, q2)E(z2, q1)
(9.20)
Combining all these results, we get
Z0c1c2∂̟(q1)∂̟(q2) = −
ZB e
4πiκ′(z1+z2−2∆)Z24∆(q1, z2)∆(q2, z1)∏
α=1,2
(
σ(zα)2σ(qα)2E(zα, q1)E(zα, q2)
) (9.21)
As a check, one may use the monodromy transformations of the prime form in (A.16) and
of σ in (A.22) to check that this expression is indeed independent of z1, z2 q1 and q2.
Given that (9.21) is independent of z1, z2 q1 and q2, we may evaluate it by taking the
limit q2 → q1 which is smooth. Since q1+ q2 = 2∆+2κ, we take κ = ν1 to be any odd spin
structure, so that q1, q2 → p1 = ∆+ ν1. The above result simplifies further and we have,
Z0c1c2∂̟(q1)∂̟(q2) = −
ZB e
4πiν′
1
(z1+z2−2∆)Z24∆(p1, z1)∆(p1, z2)
σ(z1)2σ(z2)2σ(p1)4E(z1, p1)2E(z2, p1)2
(9.22)
To evaluate this combination, we let z1 and z2 also tend to branch points z1 → p2, and
z2 → p3, with p1, p2, p3 all mutually distinct. All ingredients may now be expressed in
terms of the following quantities, which were calculated in eqs. (3.9) and (3.14) of [4],
∆(pi, pj) = −M
−1
νiνj
ωνi(pj)ωνj(pi)
ωνi(pj)σ(pj)
−1 = CjZ
−3Mνiνj
E(p1, p2)
−2 = ων3(p1)ων3(p2)ϑ[ν3](p1 − p2)
−2
E(p1, p3)
−2 = ων2(p1)ων2(p3)ϑ[ν2](p1 − p3)
−2 (9.23)
Putting all together, we have
Z0c1c2∂̟(q1)∂̟(q2) = −C0 C
4
1C
2
2C
2
3e
4πiν′
1
(ν2+ν3)
ZBM
2
12M
2
13M
2
23
ϑ[ν1 + ν2 + ν3](0)4
(9.24)
Using the expression for ZB and the product relation for Mij’s, derived in §4.2 of [4],
M212M
2
13M
2
23 = π
12ϑ[ν1 + ν2 + ν3](0)
4Ψ10 (9.25)
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we find that the ratio factor on the rhs of (9.24) equals to 1. The remaining factors are
Ci = exp{−iπν
′
iΩν
′
i − 2πiν
′
iν
′′
i } i = 1, 2, 3
C0 =
ϑ[ν1 + ν2 + ν3](0)
4
ϑ[ν3](p1 − p2)2ϑ[ν2](p1 − p3)2
(9.26)
The calculation of C0 is routine. The result is
C0 = exp{+4πiν
′
1Ων
′
1 + 2πiν
′
2Ων
′
2 + 2πiν
′
3Ων
′
3 − 4πiν
′
1Ω(ν
′
2 + ν
′
3)
−4πiν ′3(ν
′′
1 − ν
′′
2 )− 4πiν
′
2(ν
′′
1 − ν
′′
3 )} (9.27)
Putting all the exponential factors together, we get
− C0C
4
1C
2
2C
2
3e
4πiν′
1
(ν2+ν3) = 1 (9.28)
and we finally obtain,
Z0c1c2∂̟(q1)∂̟(q2) = +1. (9.29)
9.4 Evaluation of the Antisymmetric Integral IA16
We start from the expression (8.19) for IA16 and make use of the explicit expressions for I
and Jα in (8.8) and (8.12). The derivative terms ∂Λ of (8.8) cancel out in the combination
of I that enters (8.19). The remaining terms are proportional to Λ(i) with i = 1, 2, 3, 4
and to Λ(qα). The result is
3IA16(1, 4|2, 3) =
4∑
i=1
a˜iΛ(i)− 6∆(1, 4)∆(2, 3)Z0
∑
β
Λ(qβ)∂̟(qβ)c
2
β (9.30)
We first concentrate on the terms in Λ(i). Given the symmetries under the interchange of
vertex points in IA16, it suffices to compute the coefficient of a single Λ(i) term, say Λ(1).
The coefficient for Λ(1) is given by
a˜1 =
∑
α
{
− ρ4γ(4; 1, 2; qα)− ρ3γ(3; 1, 2; qα) + ρ4γ(4; 1, 3; qα)
+ρ2γ(2; 1, 3; qα)− ρ4G(4; 3, 2; qα, 1)− ρ3G(3; 4, 2; qα, 1)
+ρ4G(4; 2, 3; qα, 1) + ρ2G(2; 4, 3; qα, 1)
}
(9.31)
Working out these expression in terms of Abelian differentials, using (8.7), we have
a˜1 = 2ρ1τ23(1) + 2ρ2τ14(2)− 2ρ3τ14(3)− 2ρ4τ23(4)
+
∑
α
[
ρ4
∆(4, 1)
∆(qα, 1)
τ23(qα) + ρ3
∆(3, 2)
∆(qα, 2)
τ14(qα)
]
(9.32)
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It is readily checked that a˜1 is a well-defined, single-valued holomorphic 1-form in each zi.
For example, the simple pole in z1−z2 from the first two terms has residue 2ρ1−2ρ2 which
vanishes at z1 = z2. Also, the apparent poles when zi → qα are cancelled by the ρ4 and ρ3
factors, each of which contains a factor of ̟(zi) which vanishes as zi → qα. The absence
of monodromy in the zi should of course follow since the starting point was a single-valued
expression, but it may also be checked explicitly on the above formula.
Using the above result that a˜1 is a single-valued holomorphic 1-form in each zi, and
using antisymmetry of a˜1 under the interchange of 1 and 4 as well as under the interchange
of 2 and 3, it is clear that the entire zi-dependence must be proportional to ∆(1, 4)∆(2, 3).
The same holds for each factor a˜i.
a˜i = ai∆(1, 4)∆(2, 3) (9.33)
Here, ai is now zj-independent and, for i = 1 is given by
a1∆(1, 4)∆(2, 3) = 2ρ1τ23(1) + 2ρ2τ14(2)− 2ρ3τ14(3)− 2ρ4τ23(4)
+
∑
α
[
ρ4
∆(4, 1)
∆(qα, 1)
τ23(qα) + ρ3
∆(3, 2)
∆(qα, 2)
τ14(qα)
]
(9.34)
The points zi are arbitrary, so the zj-independent coefficient may be determined by choos-
ing convenient special values for which ∆(1, 4)∆(2, 3) 6= 0. We choose z4 = q1, so that
a1∆(1, q1)∆(2, 3) = −ρ4τ23(q1) + ρ4
∆(q1, 1)
∆(q2, 1)
τ23(q2)
+̟(1)̟(2)
∆(3, 2)
∆(q1, 2)
lim
z4→q1
̟(z4)τ14(q1) (9.35)
The limit is readily evaluated and equals ∂̟(q1). Using ρ4 = ̟(1)̟(2)̟(3) and (9.8), as
well as a simplification by an overall factor of ∆(1, q1), we obtain
a1∆(2, 3) = ̟(2)̟(3)
(
c1τ23(q1)− c2τ23(q2)
)
+ c21∆(2, 3)∂̟(q1) (9.36)
The points 2 and 3 being still arbitrary, we make the choice z3 = q1,
a1∆(2, q1) = c1̟(2) lim
z3→q1
̟(z3)τ23(q1) + c
2
1∆(2, q1)∂̟(q1)
= c1̟(2)∂̟(q1) + c
2
1∆(2, q1)∂̟(q1) = 0 (9.37)
Hence the coefficients ai and thus a˜i all vanish. As a result, we obtain
IA16(1, 4|2, 3) = −2∆(1, 4)∆(2, 3)Z0
2∑
β=1
Λ(qβ)c
2
β∂̟(qβ) (9.38)
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Finally, we assemble this with the relation (9.9) between the c2αω(qα) for α = 1, 2 and the
formula (9.10) for Λ(q1)− Λ(q2) to obtain,
IA16(1, 4|2, 3) =
ζ1ζ2
4π2
∆(1, 4)∆(2, 3)Z0c1c2∂̟(q1)̟(q2). (9.39)
Using now the value of the overall normalization factor (9.29), we find
IA16(1, 4|2, 3) =
ζ1ζ2
4π2
∆(1, 4)∆(2, 3). (9.40)
9.5 Cancellation of the kinematic invariant CT
With the formula for IA16 which we just obtained, it now clear that the result (6.9) holds,
and that, using also (6.3), the equation (6.20) is verified, and thus all the terms involving
the kinematic invariant CT cancel.
9
9That this cancellation should occur was suggested to us by John Schwarz.
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10 Second Cancellation: Terms Involving ∂Λ(z)
In this section, we show that the contribution arising from the fermionic stress tensor
which is proportional to the symmetric kinematical invariant K, namely
∑
δ Z[δ]Y
S
2ψ, is
cancelled by the de Rham d-exact counterterms from
∑
δ Z[δ]Y5.
From (7.23), it is clear that the entire contribution
∑
δ Z[δ]Y
S
2ψ is proportional to I
S
16,
which in turn is proportional to the symmetrized version of the integral I, as given in
(8.17). We recall these formulas here for convenience,
IS16(1, 2, 3, 4) = −
1
3
(
I(1, 2; 3, 4) + I(1, 3; 2, 4) + I(1, 4; 2, 3)
+I(3, 4; 1, 2) + I(2, 4; 1, 3) + I(2, 3; 1, 4)
)
(10.1)
where the function I has been calculated in (8.8), and was found to be given by
I(z1, z2, z3, z4) = −2ρ1∂Λ(z1)− 2ρ2∂Λ(z2) (10.2)
+
{
Λ(z1)ρ4γ(z4; z1; z2; q1) + Λ(z1)ρ3γ(z3; z1; z2; q1)
+Λ(z2)ρ4γ(z4; z2; z1; q1) + Λ(z2)ρ3γ(z3; z2; z1; q1) + (q1 ↔ q2)
}
where we use of the following notation,
γ(x; p1; p2; qα) = τ12(x)−
∆(x, p1)
∆(qα, p1)
τ12(qα) +
̟(x)
̟(p1)
∂p1 ln
(
̟(p1)
1
2E(p1, p2)
)
(10.3)
The effect of the symmetrization is given as follows,
IS16(1, 2, 3, 4) =
4∑
i=1
(
2ρi∂Λ(zi)−
1
3
Λ(zi)Fi(z1, z2, z3, z4)
)
. (10.4)
The Fi are (1, 0)-forms in each zj. It suffices to examine F1, as the expression for the
remaining Fi may be obtained as the 3 cyclic permutations of F1. We find,
F1 = +ρ2γ(2; 1, 3; q1) + ρ2γ(2; 1, 4; q1)
+ρ3γ(3; 1, 2; q1) + ρ3γ(3; 1, 4; q1)
+ρ4γ(4; 1, 2; q1) + ρ4γ(4; 1, 3; q1) + (q1 ↔ q2) (10.5)
in the notation introduced in section §8.1.
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10.1 F1 is a single-valued holomorphic 1-form
It will be useful to write out this object in detail by representing γ by the above formula,
F1 = 2ρ2τ13(2) + 2ρ2τ14(2) + 2ρ3τ12(3) + 2ρ3τ14(3) + 2ρ4τ12(4) + 2ρ4τ13(4)
+2ρ1∂1 ln
(
̟(1)3E(1, 2)E(1, 3)E(1, 4)
)
+∆(1, 2)̟(3)̟(4)
(
c1τ13(q1) + c2τ13(q2) + c1τ14(q1) + c2τ14(q2)
)
+∆(1, 3)̟(2)̟(4)
(
c1τ12(q1) + c2τ12(q2) + c1τ14(q1) + c2τ14(q2)
)
+∆(1, 4)̟(2)̟(3)
(
c1τ12(q1) + c2τ12(q2) + c1τ13(q1) + c2τ13(q2)
)
(10.6)
We claim that F1 is a single-valued, holomorphic 1-form in each zj . It is easy to show
that all poles in F1 cancel in each of the following limits : z2 → z1, z2 → z3, z1 → q1, and
z2 → q1. By symmetry in the arguments, all other cases are equivalent to one of these.
Checking cancellation of the monodromies is slightly more involved. Monodromies around
homology cycles AI are manifestly zero. Under z1 → z1 +BI , we have
F1 → F1 + 8πiρ2ωI(2) + 8πiρ3ωI(3) + 8πiρ4ωI(4)− 24πiρ1ωI(1)
+4πi
(
c1ωI(q1) + c2ωI(q2)
)(
̟(3)̟(4)∆(1, 2) +̟(2)̟(4)∆(1, 3)
+̟(2)̟(3)∆(1, 4)
)
(10.7)
To show vanishing, we use the fact that c1ωI(q1) = c2ωI(q2) and the following relation,
ρ4ωI(1)− ρ1ωI(4) + c1ωI(q1)∆(1, 4)̟(2)̟(3) = 0 (10.8)
The vanishing of the monodromy under z2 → z2+BI , is shown with the same tools as for
the z1 monodromy.
10.2 Vanishing of F1 at Two Generic Points
Since F1 is a well-defined single-valued holomorphic 1-form in each of its arguments zj, it
is easy to show that it actually vanishes. To do so, it suffices to show that F1, as a form in
z4, vanishes at q1 (and thus automatically at q2) and at z1. The first is shown as follows,
lim
z4→q1
F1 = ρ4τ12(q1) + ρ4τ13(q1)−
c2
c1
ρ4τ12(q2)−
c2
c1
ρ4τ13(q2)
+c1∂̟(q1)̟(2)∆(1, 3) + c1∂̟(q1)̟(3)∆(1, 2) (10.9)
This combination vanishes with the help of the following identity,
̟(z1)̟(z2)
(
c1τ12(q1)− c2τ12(q2)
)
= −c21∂̟(q1)∆(1, 2) (10.10)
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Next, we take the limit z4 → z1, which takes the following form,
Fˆ1 =
1
̟(z1)
lim
z4→z1
F1 = 2̟(2)̟(3)∂1 ln
(
̟(1)E(1, 2)E(1, 3)
)
+2̟(1)̟(2)τ12(3) + 2̟(1)̟(3)τ13(2)
+̟(2)∆(1, 3)(c1τ12(q1) + c2τ12(q2))
+̟(3)∆(1, 2)(c1τ13(q1) + c2τ13(q2)) (10.11)
In a manner completely analogous to the one used for the original F1, one easily shows that
Fˆ1 is a well-defined, single-valued holomorphic 1-form in each of its arguments z1, z2, z3.
Finally, we show that Fˆ1 vanishes by evaluating it as z3 → q1 and z3 → z1. The latter is
immediate, while the former holds by
lim
z3→q1
Fˆ1 = ̟(1)̟(2)(τ12(q1)−
c2
c1
τ12(q2)) + ∆(1, 3)c1∂̟(q1) = 0 (10.12)
This completes the proof of the fact that F1 is a single-valued, holomorphic 1-form in z4,
which vanishes at q1 and z1, and must therefore vanish identically, since the points q1 and
z1 are generic and independent. As a result, we have Fi = 0 for i = 1, 2, 3, 4 and we are
left with the following simple result,
IS16(1, 2, 3, 4) = 2
4∑
i=1
ρi∂Λ(zi), (10.13)
or, altogether after replacing ρi by its definition ρi = Z0
∏
j 6=i̟(zj),
IS15(1, 2, 3, 4) = −2I
S
16(1, 2, 3, 4) = −4Z0
4∑
i=1
∂Λ(zi)
∏
j 6=i
̟(zj) (10.14)
which, together with (7.23) yields (6.8).
10.3 Cancellation of Yψ2S and the ∂Λ(z) counterterm
Recalling the formula (6.8), which was just established, it follows immediately
∑
δ Z[δ]Y
S
2ψ
cancels the counterterm proportional to ∂Λ(zi) in the formula (6.19) for the holomorphic
amplitude H. This is the second cancellation announced earlier in (6.21).
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11 Recombining Mechanism of the ̟, µ, and Λ
We come now to the remaining three terms in the expression (6.19) for the holomorphic
amplitude H, whose origins are respectively the insertions of the two supercurrents from
Y1 when the two fermions in the supercurrents are contracted with one another, the de-
formation of complex structures resulting from the bosonic stress tensor Tx in Y2x, and
the Λ(z) part of the counterterms in Y5 arising from completing the de Rham d-exact
differentials. The explicit expressions are as follows,
Y1 → −
ζ1ζ2
32π2
Z0K
〈
Q(pI)∂x
µ
+(q1)∂x
µ
+(q2)
∏
l
eikl·x+(zl)
〉
(c)
∏
i
̟(zi) (11.1)
Y2 →
1
8π
Z0K
∫
w
µ(w)
〈
Q(pI)∂x
µ
+(w)∂x
µ
+(w)
∏
l
eikl·x+(zl)
〉
(c)
∏
i
̟(zi)
Y5 → −
1
2
Z0K
∑
j
Λ(zj)
〈
Q(pI) ik
µ
j ∂x
µ
+(zj)
∏
l
eikl·x+(zl)
〉∏
i 6=j
̟(zi)
The first term depends on the gauge choice ̟(z), while the other two terms depend on
both the gauge choices ̟(z) and µˆz¯
z. Note that the points q1 and q2 depend on ̟(z),
while Λ(z) depends on both ̟(z) and µˆz¯
z. We shall show now how all these gauge choices
cancel, upon summing the above three terms, leading to a gauge-independent formula for
the holomorphic amplitude H.
11.1 Terms bilinear in pI
These arise in the above contributions Y1 and Y2x, from the contractions of ∂x+ with
Q(pI). We use the contraction formula
Q(pI) ∂x
µ
+(z) = 2πp
µ
IωI(z)Q(pI) (11.2)
and obtain the following contributions,
Y1 → −
ζ1ζ2
32π2
Z0K4π
2pµI p
µ
JωI(q1)ωJ(q2)
〈
Q(pI)
∏
l
eikl·x+(zl)
〉∏
i
̟(zi) (11.3)
Y2x →
1
8π
Z0K
∫
µ(w)4π2pµI p
µ
JωI(w)ωJ(w)
〈
Q(pI)
∏
l
eikl·x+(zl)
〉∏
i
̟(zi)
Using the defining relation (2.10) for µ, the sum of these two terms vanishes.
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11.2 Terms linear in pI
These terms arise from Y1, Y2x, and Y5 and have the following factor in common,
Z0K
〈
Q(pI)
∏
l
eikl·x+(zl)
〉
(11.4)
which we omit to write below. The terms are as follows,
Y1 → i
ζ1ζ2
16π
∑
j
pI · kj
(
ωI(q1)∂q2 lnE(q2, zj) + ωI(q2)∂q1 lnE(q1, zj)
)∏
i
̟(zi)
Y2x → −
i
2
∑
j
pI · kj
∫
µ(w)ωI(w)∂w lnE(w, zj)
∏
i
̟(zi)
Y5 → −iπ
∑
j
pI · kjΛ(zj)ωI(zj)
∏
i 6=j
̟(zi) (11.5)
Note that the w-integral in Y2x is over a single-valued integrand in view of the summation
over kj with
∑
j kj = 0. On the other hand, the function Λ(zj) is defined only up to an
additive constant. For our present purposes, it is convenient to write it as
Λ(z) = Λ(w0)−
1
2π
∫
µ(w)̟(w)∂w ln
E(w, z)
E(w,w0)
, (11.6)
where w0 is an auxiliary point. Under a change of slice, δµ(w) = ∂w¯v(w), we have
δΛ(z) = v(z)̟(z) + δΛ(w0)− v(w0)̟(w0) (11.7)
To recover the naive transformation law, one would have to require δΛ(w0) = v(w0)̟(w0).
In Y2x, the integral of µ(w) is against a 2-form which is single-valued in w, but which
is not holomorphic, since there are poles at the insertion points zj . These are cancelled
by the contribution from Y5. Therefore, it is advantageous to combine Y2x and Y5. We
shall seek to carry out the integration over w explicitly by recasting the integrand as µ(w)
times a single-valued holomorphic 2-from in w. The starting point is
Y2x + Y5 → −
i
2
∫
µ(w)φI(w; zj, w0)− iπΛ(w0)
∑
j
pI · kj
∏
i 6=j
̟(zi)ωI(zj) (11.8)
where
φI(w; zj, w0) =
∑
j
pI · kj
∏
i 6=j
̟(zi)
(
̟(zj)ωI(w)∂w lnE(w, zj)
−ωI(zj)̟(w)∂w ln
E(w, zj)
E(w,w0)
)
(11.9)
50
The w-integral still depends on the slice choice of µ(w) since the single-valued 2-form
φI(w; zj, w0) is not holomorphic, but has a single simple pole at w = w0, with residue∑
j
pI · kj
∏
i 6=j
̟(zi)ωI(zj)̟(w0) (11.10)
We define the Green function G2(w,w0) to be of type (2, 0) in w and (−1, 0) in w0, with
a single pole at w = w0, and unit residue. It satisfies,
∂w¯G2(w,w0) = 2πδ(w,w0) (11.11)
This Green function is not unique since one may always add a holomorphic 2 form in w
without changing the defining equations, but these differences will be immaterial for our
purposes. We rearrange the above combination as follows,
φI(w; zj, w0) = φ
(h)
I (w; zj, w0) +G2(w,w0)̟(w0)
∑
j
pI · kjωI(zj)
∏
i 6=j
̟(zi) (11.12)
By construction, φ
(h)
I (w; zj, w0) is a single-valued holomorphic 2-form in w,
φ
(h)
I (w; zj, w0) =
∑
j
pI · kj
∏
i 6=j
̟(zi)
(
̟(zj)ωI(w)∂w lnE(w, zj)
−ωI(zj)̟(w)∂w ln
E(w, zj)
E(w,w0)
−ωI(zj)G2(w,w0)̟(w0)
)
(11.13)
Thus, its integral against µ is independent of the choice for µ. Once again, when this is
the case, it can be correctly evaluated using point insertions for µ. A convenient choice is
µ(w) =
ζ1ζ2
8π
c1
c2
δ(w, q1) +
ζ1ζ2
8π
c2
c1
δ(w, q2) (11.14)
As a result, and using c1ωI(q1) = c2ωI(q2), we have,∫
µ(w)φ
(h)
I (w; zj, w0) (11.15)
=
ζ1ζ2
8π
∑
j
pI · kj
∏
i 6=j
̟(zi)
{
− ωI(zj)
(
c1
c2
G2(q1, w0) +
c2
c1
G2(q2, w0)
)
̟(w0)
+̟(zj)ωI(q1)∂q2 lnE(q2, zj) +̟(zj)ωI(q2)∂q1 lnE(q1, zj)
}
The combination in the last line above is cancelled by Y1. Thus we are left with
Y1 + Y2x + Y5 →
i
2
∑
j
pI · kj
∏
i 6=j
̟(zi)ωI(zj)
(
C(w0, q1, q2)−
∫
µ(w)G2(w,w0)̟(w0)
)
C(w0, q1, q2) = −2πΛ(w0) +
ζ1ζ2
8π
(
c1
c2
G2(q1, w0) +
c2
c1
G2(q2, w0)
)
̟(w0)
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Now the choice of Λ(w0) is at our disposal, and the simplest procedure is to choose it to
cancel C, namely,
2π
Λ(w0)
̟(w0)
=
ζ1ζ2
8π
(
c1
c2
G2(q1, w0) +
c2
c1
G2(q2, w0)
)
−
∫
µ(w)G2(w,w0) (11.16)
Notice that this choice yields the simple transformation law δΛ(w0) = v(w0)̟(w0). With
it, the terms linear in pI cancel. (Alternatively, Λ(w0) can be kept arbitrary. In that case,
it produces a de Rham d-exact differential, when combined with similar contributions from
the terms of order 0 in the internal momenta pI to be derived later. This de Rham d-exact
differential can be absorbed in the other de Rham d-exact differentials in the expression
(1.12) for the full chiral amplitude
∑
δ B[δ].)
11.3 Terms independent of pI
We again omit the common factor (11.4), and denote the corresponding equalities by →.
The contractions then yield the following expressions,
Y1 →
ζ1ζ2
32π2
∏
l
̟(zl)
∑
i,j
ki · kj ∂q1 lnE(q1, zi) ∂q2 lnE(q2, zi)
Y2x → −
1
8π
∏
l
̟(zl)
∑
i,j
ki · kj
∫
µ(w)∂w lnE(w, zi) ∂w lnE(w, zi)
Y5 → −
1
2
∑
i,j
ki · kj
∏
l 6=j
̟(zl)Λ(zj)∂zj lnE(zj , zi) (11.17)
The combination Y2 + Y5 is gauge slice-independent. We regroup terms in terms of the
2-form in w occurring in the integral over w,
φ(w; zi, w0) = −
1
8π
∏
l
̟(zl)
∑
i,j
ki · kj ∂w lnE(w, zi) ∂w lnE(w, zi) (11.18)
+
1
4π
∑
i,j
ki · kj
∏
l 6=j
̟(zl)∂zj lnE(zj , zi)̟(w)∂w ln
E(w, zi)
E(w,w0)
Because of the conservation of momenta
∑
i ki = 0, φ is a well-defined, single-valued 2-form
in w. The poles at w = zi cancel between the first and the second terms, and only a single
pole remains at w = w0 with residue
−
1
4π
∑
i,j
ki · kj
∏
l 6=j
̟(zl)∂zj lnE(zj , zi)̟(w0) (11.19)
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In the same spirit as the manipulations for the terms linear in pI , we introduce the holo-
morphic 2-form,
φ(h)(w; zi, w0) = φ(w; zi, w0) +
1
4π
G2(w,w0)̟(w0)
∏
l 6=j
̟(zl)
∑
i,j
ki · kj ∂zj lnE(zj , zi)
(11.20)
Hence, we have
Y2x + Y5 ∼
∫
µ(w)φ(h)(w; zi, w0) (11.21)
−
(
1
2
Λ(w0) +
1
4π
̟(w0)
∫
µ(w)G2(w,w0)
)∑
i,j
ki · kj
∏
l 6=j
̟(zl)∂zj lnE(zj , zi)
Making again the choice (11.16) as we did for the terms linear in pI , the last term simplifies,
and we have
Y2x + Y5 →
∫
µ(w)φ(h)(w; zi, w0)−
ζ1ζ2
32π2
(
c1
c2
G2(q1, w0) (11.22)
+
c2
c1
G2(q2, w0)
)
̟(w0)
∑
i,j
ki · kj
∏
l 6=j
̟(zl)∂zj lnE(zj, zi)
Since φ(h) is well-defined, single-valued and holomorphic in w, we may choose µ as we did
earlier, and compute the w-integral explicitly. The term involving G2 in (11.20) cancels
the entire last term in (11.22), and we are left with
Y2x + Y5 → −
ζ1ζ2
64π2
∏
l
̟(zl)
∑
i,j
ki · kj
(
c1
c2
∂q1 lnE(q1, zi) ∂q1 lnE(q1, zi)
+
c2
c1
∂q2 lnE(q2, zi) ∂q2 lnE(q2, zi)
)
(11.23)
This result nicely combines with Y1, and may be expressed as follows,
Y1 + Y2x + Y5 → −
ζ1ζ2
64π2
∏
l
̟(zl)
∑
i,j
ki · kj
1
c1c2
(11.24)
×
∏
ℓ=i,j
(
c1∂q1 lnE(q1, zℓ)− c2∂q2 lnE(q2, zℓ)
)
In view of the sum
∑
i ki = 0, we may let
∂qα lnE(qα, zℓ)→ ∂qα ln
E(qα, zℓ)
E(qα, w1)
α = 1, 2 (11.25)
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for an arbitrary point w1. We then use the relation,
c1∂q1 ln
E(q1, zℓ)
E(q1, w1)
− c2∂q2 ln
E(q2, zℓ)
E(q2, w1)
= −c21∂̟(q1)
∆(zℓ, w1)
̟(zℓ)̟(w1)
(11.26)
and, using −c21∂̟(q1) = +c
2
2∂̟(q2), we get
Y1 + Y2x + Y5 →
ζ1ζ2
64π2
c1c2∂̟(q1)∂̟(q2)YS (11.27)
with
YS =
∏
l
̟(zl)
∑
i,j
ki · kj
∆(zi, w1)∆(zj , w1)
̟(zi)̟(zj)̟(w1)2
(11.28)
Of course, this entire combination is in fact independent of w1. Restoring the factor (11.4)
and using (9.29), we recover the formula of (1.15) and (1.14).
11.3.1 Alternative formulas for YS
We may evaluate YS in (11.28) more explicitly in terms of the Mandelstam variables,
s = −(k1 + k2)
2 = −2k1 · k2 = −2k3 · k4
t = −(k2 + k3)
2 = −2k2 · k3 = −2k1 · k4
u = −(k1 + k3)
2 = −2k1 · k3 = −2k2 · k4 (11.29)
Since YS in (11.28) is independent of w1 we may set w1 = z4. Using the following simple
identity,
̟(3)∆(2, 4)−̟(2)∆(3, 4) = ̟(4)∆(2, 3) (11.30)
and permutations thereof, as well as the relation s+ t + u = 0, we find
3YS = (t− u)∆(1, 2)∆(3, 4) + (s− t)∆(1, 3)∆(4, 2) + (u− s)∆(1, 4)∆(2, 3)
= +(k1 − k2) · (k3 − k4)∆(1, 2)∆(3, 4)
+(k1 − k3) · (k2 − k4)∆(1, 3)∆(2, 4)
+(k1 − k4) · (k2 − k3)∆(1, 4)∆(2, 3) (11.31)
which are manifestly totally symmetric under the interchange of any points. One may
prefer the non-manifestly symmetric form,
YS = −s∆(1, 4)∆(2, 3) + t∆(1, 2)∆(3, 4) (11.32)
Thus we have obtained the desired formula (6.22).
The derivation of the formulas (1.14) and (1.15) for the gauge-fixed chiral superstring
amplitude is now complete.
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12 The 4-Point Function for the Heterotic String
We shall use a formulation of the Heterotic string in terms of internal chiral worldsheet
fermions λI(z) for I = 1, · · · , 32 [23]. For the case of HO = Spin(32)/Z2, all 32 fermions
have the same spin structure κ, while for HE = E8 × E8, the 32 fermions are split into
two groups of 16, with the same spin structures κ1 and κ2 within each group.
12.1 Correlators of Internal Fermions
For both HO and HE, the gauge currents are
ja(z) =
1
2
T aIJλ
IλJ(z) (12.1)
where the T aIJ are representation matrices of SO(32) for HO and of the SO(16)× SO(16)
subgroup for HE. (Spin fields of SO(16) × SO(16) will be required to represent those
roots of E8 × E8 that do not lie within SO(16) × SO(16), but we shall not need them
here.) The correlator required for the R2F 2 contributions is
〈ja1(z1)j
a2(z2)〉κ =
1
2
tr(T a1T a2)Sκ(z1, z2)
2 (12.2)
The one required for the F 4 terms is more complicated and will depend upon whether we
consider the HO or HE theory. The first case is when all 4 external gauge particles lie
within the same gauge group, which is always true for the HO theory. All fermions then
have the same spin structure κ, and the correlator is given as follows,
〈
4∏
i=1
jai(zi)〉κ = +
1
4
tr(T a1T a2)tr(T a3T a4)Sκ(z1, z2)
2Sκ(z3, z4)
2 (12.3)
+
1
4
tr(T a1T a3)tr(T a2T a4)Sκ(z1, z3)
2Sκ(z2, z4)
2
+
1
4
tr(T a1T a4)tr(T a2T a3)Sκ(z1, z4)
2Sκ(z2, z3)
2
−tr(T a1T a2T a3T a4)Sκ(z1, z2)Sκ(z2, z3)Sκ(z3, z4)Sκ(z4, z1)
−tr(T a1T a2T a4T a3)Sκ(z1, z2)Sκ(z2, z4)Sκ(z4, z3)Sκ(z4, z1)
−tr(T a1T a3T a2T a4)Sκ(z1, z3)Sκ(z3, z2)Sκ(z2, z4)Sκ(z4, z1)
The second case occurs only for the HE theory, when two external states (say 1,2) belong
to the first E8, while the other two (3,4) belong to the second E8. The first group of
fermions has spin structure κ1, while the second will have κ2, which are independent of
one another. Since mixed traces then vanish, we are left with
〈
4∏
i=1
jai(zi)〉κ1,κ2 = +
1
4
tr(T a1T a2)tr(T a3T a4)Sκ1(z1, z2)
2Sκ2(z3, z4)
2 (12.4)
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The spin structure summations involve, for k = 1, 2, the following expressions,
Ψ4k =
∑
κ
ϑ[κ](0)8k (12.5)
F
(2)
4k (z1, z2) =
∑
κ
ϑ[κ](0)8kSκ(z1, z2)
2
F
(2,2)
4k (z1, z2; z3, z4) =
∑
κ
ϑ[κ](0)8kSκ(z1, z2)
2Sκ(z3, z4)
2
F
(4)
4k (z1, z2, z3, z4) =
∑
κ
ϑ[κ](0)8kSκ(z1, z2)Sκ(z2, z3)Sκ(z3, z4)Sκ(z4, z1)
We recognize Ψ4k as the familiar modular forms of weight 4k. The quantity F
(2)
4k is easily
computed using the Fay identity,
Sκ(z, w)
2 = ∂z∂w lnE(z, w) + ωI(z)ωJ (w)∂I∂Jϑ[κ](0)/ϑ[κ](0) (12.6)
Using the heat equation for ϑ, we have ∂I∂Jϑ[κ](0) = 4πi∂IJϑ[κ](0), where ∂IJ denotes
the symmetrized derivative with respect to ΩIJ . As a result, we have
F
(2)
4k (z1, z2) = Ψ4k∂z∂w lnE(z1, z2) +
4πi
8k
ωI(z1)ωJ(z2)∂IJΨ4k. (12.7)
12.2 The F 4 and F 2F 2 Amplitudes
The partition functions for the internal fermions in the HO and HE theories are given
respectively by
ZHO = ϑ[κ](0)
16 ZHE = ϑ[κ1](0)
8ϑ[κ2](0)
8. (12.8)
The correlators of the internal fermions are derived from the general formulas of the pre-
vious section. The spin structure summed gauge current correlator are denoted by W.
For the O(32) Heterotic string, where all 4 external particles are in the same gauge
group, and the chiral fermions have the same spin structure κ, we have
WHO(F 4)(z1, z2, z3, z4) =
∑
κ
ϑ[κ](0)16 〈
4∏
i=1
jai(zi)〉κ1,κ2 (12.9)
and hence, in terms of the functions F
(2,2)
4k and F
(4)
4k ,
WHO(F 4)(z1, z2, z3, z4) = +
1
4
{
tr(T a1T a2)tr(T a3T a4) F
(2,2)
8 (z1, z2; z3, z4)
+ cyclic permutations of (234)
}
−
{
tr(T a1T a2T a3T a4) F
(4)
8 (z1, z2, z3, z4)
+(3↔ 4) + (2↔ 3)
}
. (12.10)
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For the E8×E8 Heterotic string, we have to consider two possible casesW
HE
F 4 (z1, z2, z3, z4)
andWHE(F 2F 2)(z1, z2|z3, z4), corresponding respectively to the case where all 4 gauge particles
lie in the same E8, and the case where the gauge particles 1,2 lie in the first E8, and the
gauge particles 3,4 lie in the second. In the first case, we have
WHE(F 4)(z1, z2, z3, z4) =
∑
κ1,κ2
ϑ[κ1](0)
8ϑ[κ2](0)
8〈
4∏
i=1
jai(zi)〉κ1 (12.11)
resulting into
WHE(F 4)(z1, z2, z3, z4) = +
1
4
{
tr(T a1T a2)tr(T a3T a4) Ψ4 F
(2,2)
4 (z1, z2; z3, z4)
+ cyclic permutations of (234)
}
−
{
tr(T a1T a2T a3T a4) Ψ4 F
(4)
4 (z1, z2, z3, z4)
+(3↔ 4) + (2↔ 3)
}
. (12.12)
In the second case, we have
WHE(F 2F 2)(z1, z2|z3, z4) =
∑
κ1,κ2
ϑ[κ1](0)
8ϑ[κ2](0)
8〈
4∏
i=1
jai(zi)〉κ1,κ2, (12.13)
resulting into
WHE(F 2F 2)(z1, z2|z3, z4) =
1
4
tr(T a1T a2) tr(T a3T a4) F
(2)
4 (z1, z2)F
(2)
4 (z3, z4). (12.14)
Now the contribution of the chiral half of the bosonic string in 10 dimensions for
the exponential part
∏4
i=1 e
iki·x(zi) of 4 massless bosons of momenta ki, at fixed internal
momentum pµI , is given by
10
ZBOS(zi, ki; p
µ
I ) =
∏
I≤J dΩIJ
π12Ψ10(Ω)
exp
{
iπpµIΩIJp
µ
J + ip
µ
I
4∑
i=1
ki
∫ zi
ωI
}∏
i<j
E(zi, zj)
ki·kj (12.15)
With this convention, we obtain the Heterotic F 4 and F 2F 2 amplitudes by combining
(12.15) with the contributions of the internal fermions as described in (12.10-12.14), match-
ing with the anti-holomorphic contribution from the Type II superstrings at the same in-
ternal momenta pµI , and integrating out the p
µ
I . The net effect of integrating out the p
µ
I is
to shift the multi-valued expression ln |E(zi, zj)|
2 to the single-valued expression G(zi, zj)
defined in (1.21). The final expression for the scattering of 4 gauge bosons is then given
by the formula (1.22) quoted in the Introduction.
10In assembling left and right chiral halfs, we shall follow the standard convention for Heterotic string
nomenclature, and identify left-movers = holomorphic = bosonic string chiral half, and right-movers =
anti-holomorphic = superstring chiral half.
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12.3 The R2F 2 amplitude
Next, we consider the scattering of two gravitons and two gauge bosons. Again, for the
scattering of two gauge bosons, we have two formulas for the correlator W(F 2)(z1, z2) of
internal fermions, depending on whether we consider the Spin(32)/Z2 theory or the E8×E8
theory. They are given respectively by,
WHO(F 2)(z1, z2) = +
1
2
tr(T a1T a2)F
(2)
8 (z1, z2) (12.16)
and by
WHE(F 2)(z1, z2) = +
1
2
tr(T a1T a2)Ψ4 F
(2)
4 (z1, z2). (12.17)
Putting together left and right moving parts of the Heterotic amplitude at fixed moduli
and vertex insertion points, but integrating over the internal momenta, we have
A4(1, 2, 3, 4) = W(F 2)(3, 4)YS(1, 2, 3, 4)
∏
i<j
|E(i, j)|2ki·kj (12.18)
×
∫
d20pW
(p)
(R2)(1, 2)
∣∣∣∣ exp {iπpIΩIJpJ − 2iπpI∑
i
ki
∫ zi
ωI}
∣∣∣∣2.
Here, we have abbreviated the insertion points by their label, i ≡ zi. The graviton part of
the bosonic left moving side is given by
W
(p)
(R2)(1, 2) = −ǫ
µ
1 ǫ
µ
2∂1∂2 lnE(1, 2) +
∏
ℓ=1,2
(
2πǫµℓ p
µ
IωI(ℓ)− i
∑
i
ǫµℓ k
µ
i ∂ℓ lnE(ℓ, i)
)
(12.19)
To carry out the integral over p, we first introduce the shifted variable p˜,
p˜µI = p
µ
I + {(ImΩ)
−1}IJ
∑
i
kµi Im
∫ zi
ωJ (12.20)
and use the familiar Gaussian integral formula,
∫
d20p˜ exp
{
− 2πp˜µI p˜
µ
JImΩIJ + b
µ
I p˜
µ
I
}
=
1
[det(2ImΩ)]5
exp
{
bµI b
µ
J
8π
{(ImΩ)−1}IJ
}
(12.21)
In terms of the single-valued scalar Green function G(z, w), the above integral may be
re-expressed as follows,
∫
d20pW
(p)
(R2)(1, 2) exp
{
− 2πpIpJImΩIJ − 4πpI
∑
i
kiIm
∫ i
ωI
}∏
i<j
|E(i, j)|2ki·kj
= (det ImΩ)−5W(R2)(1, 2)
∏
i<j
e−ki·kjG(i,j) (12.22)
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where the Heterotic graviton part is defined by
W(R2)(1, 2) = ǫ
µ
1ǫ
µ
2∂1∂2G(1, 2)−
∑
i,j
ǫµ1k
µ
i ǫ
ν
2k
ν
j ∂1G(1, i)∂2G(2, j) (12.23)
As a result, the full amplitude becomes,
A4(1, 2, 3, 4) = (det ImΩ)
−5W(R2)(1, 2)W(F 2)(3, 4)YS(1, 2, 3, 4)
∏
i<j
e−ki·kjG(i,j), (12.24)
and hence we obtain the formula (1.23), upon substituting in the suitable expression (12.16)
or (12.17) for the corresponding Heterotic theory and integrating over insertion points and
moduli.
12.4 The R2F 2 amplitude in terms of fi
It is possible to recast the amplitude in terms of the fµν1,2 tensors, which makes gauge
invariance explicit, up to exact differential terms, which may be omitted. To do this, we
start from the definition, fµνi = ǫ
µ
i k
ν
i − ǫ
ν
i k
µ
i for i = 1, 2 and use the contraction with any
generic momentum ℓν to extract ǫi up to a gauge transformation,
(ki · ℓ)ǫ
µ
i = f
µν
i ℓ
ν + (ǫi · ℓ)k
µ
i (12.25)
Since the bosonic side of the Heterotic string is essentially half of the bosonic string,
one cannot expect to recast it all by itself in terms of fi without introducing poles in
the kinematic variables s, t, u. Physically, the reason that such poles are required finds
its origin in the fact that 2- and 3-point functions in the purely bosonic string do have
non-zero loop corrections. The kinematic poles represent 1-particle reducible parts that
correspond to such corrections.
For the full Heterotic string, however, the superstring side produces a factor linear in
s, t, u and these factors have the potential of canceling the poles from the bosonic side.
We now show how this works out. Since the R2F 2 amplitude has a preferred channel
(here taken to be the s-channel), we shall work out the combinations sW(R2)(1, 2) and
(t− u)W(R2)(1, 2), which suffice to reconstruct the full amplitude, using the conservation
of momentum and the second form for YS in (1.16).
12.4.1 sW(R2)(1, 2) in terms of fi
From now on in this section, we change notations slightly and denote by the same symbol
W(R2)(1, 2) the chiral amplitude found in (12.23) together with the factor
E = exp
(
−
∑
i<j
ki · kj G(zi, zj)
)
. (12.26)
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This should cause no confusion, and it avoids a proliferation of new symbols.
The starting point for the derivation of a formula for W(R2)(1, 2) in terms of fi is
sW(R2)(1, 2) = −2(k1 · k2)(ǫ1 · ǫ2) ∂1∂2G(1, 2) E
+2
∑
i,j
(k1 · k2)(ǫ1 · ki)(ǫ2 · kj) ∂1G(1, i)∂2G(2, j) E (12.27)
We re-express the kinematic combination under the sum as follows,
2(k1 · k2)(ǫ1 · ki)(ǫ2 · kj) = −2k
µ
i f
µν
1 f
νρ
2 k
ρ
j + (k2 · kj)X
(1)
i + (k1 · ki)X
(2)
j
X
(1)
i = 2(ǫ1 · ki)(ǫ2 · k1)− (k1 · ki)(ǫ1 · ǫ2)
X
(2)
j = 2(ǫ2 · kj)(ǫ1 · k2)− (k2 · kj)(ǫ1 · ǫ2) (12.28)
The combination of the X-terms may be re-arranged by adding a total derivative form.
We then find,
∑
i,j
(k1 · ki)X
(2)
j ∂1G(1, i)∂2G(2, j)E = X
(2)
1 ∂1∂2G(1, 2)E − ∂1
(∑
j
X
(2)
j ∂2G(2, j)E
)
∑
i,j
(k2 · kj)X
(1)
i ∂1G(1, i)∂2G(2, j)E = X
(1)
2 ∂1∂2G(1, 2)E − ∂2
(∑
i
X
(1)
i ∂1G(1, i)E
)
The coefficients of the double derivative terms combine as follows,
− 2(k1 · k2)(ǫ1 · ǫ2) +X
(1)
2 +X
(2)
1 = 2(f1f2) = −2f
µν
1 f
µν
2 (12.29)
so that, up to total derivative terms, the full contribution takes the form,
sW(R2) = 2(f1f2)∂1∂2Gs(1, 2) E − 2
∑
i,j
kµi f
µν
1 f
νρ
2 k
ρ
j∂1G(1, i)∂2G(2, j) E (12.30)
12.4.2 (t− u)W(R2)(1, 2) in terms of fi
To begin, we derive the following product re-arrangements,
(t− u) ǫµ1 = +2f
µν
1 k
ν
34 + 2(ǫ1 · k34)k
µ
1
(t− u) ǫµ2 = −2f
µν
2 k
ν
34 − 2(ǫ2 · k34)k
µ
2 (12.31)
using the notation
kµij = k
µ
i − k
µ
j . (12.32)
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These formulas are the starting point of our rearrangements, namely replacing in each
term half by rearranging ǫ1 and the other half by rearranging ǫ2 according to the above
formulas, we get
(t− u)W(R2) =
(
ǫµ2f
µν
1 k
ν
34 − ǫ
µ
1f
µν
2 k
ν
34 + (ǫ1 · k34)(ǫ2 · k1) (12.33)
−(ǫ2 · k34)(ǫ1 · k2)
)
∂1∂2G(1, 2) E
−
∑
i,j
{
kµi f
µν
1 k
ν
34 + (ǫ1 · k34)(k1 · ki)
}
(ǫ2 · kj)∂1G(1, i)∂2G(2, j) E
+
∑
i,j
{
kµj f
µν
2 k
ν
34 + (ǫ2 · k34)(k2 · kj)
}
(ǫ1 · ki)∂1G(1, i)∂2G(2, j) E
Using the derivative formulas,
−
∑
i,j
(k1 · ki)(ǫ2 · kj)∂1G(1, i)∂2G(2, j) E = ∂1
(∑
j
(ǫ2 · kj)∂2G(2, j) E
)
−(ǫ2 · k1)∂1∂2G(1, 2) E
+
∑
i,j
(k2 · kj)(ǫ1 · ki)∂1G(1, i)∂2G(2, j) E = −∂2
(∑
i
(ǫ1 · ki)∂1G(1, i) E
)
+(ǫ1 · k2)∂1∂2G(1, 2) E (12.34)
and neglecting the total derivative terms, we have
(t− u)W(R2) =
(
ǫµ2f
µν
1 k
ν
34 − ǫ
µ
1f
µν
2 k
ν
34
)
∂1∂2G(1, 2) E
−
∑
i,j
(kµi f
µν
1 k
ν
34)(ǫ2 · kj)∂1G(1, i)∂2G(2, j) E
+
∑
i,j
(kµj f
µν
2 k
ν
34)(ǫ1 · ki)∂1G(1, i)∂2G(2, j) E (12.35)
In this intermediate formula half of the ǫ’s were replaced by f ’s but half were not.
We now make a key observation which allows us to also recast the remaining ǫ’s in
terms of f ’s without introducing kinematic poles. The observation is that
kµi f
µν
1 k
ν
34 = k2 · pi
kµj f
µν
2 k
ν
34 = k1 · qj (12.36)
for all i, j and where pi and qj are polynomial in the momenta. Of course, the pi and qj ,
as defined by the above equations are not unique, since shifts of pi by k2 and ǫ2 (and qj
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by k1 and ǫ1) leave the relation invariant. But, any choice will do. Since k
µ
34f
µν
1 k
ν
34 = 0 by
the oddness of fµν1 , we have
kµ3 f
µν
1 k
ν
34 = k
µ
4f
µν
1 k
ν
34 =
1
2
(k3 + k4)
µfµν1 k
ν
34 = −
1
2
(k1 + k2)
µfµν1 k
ν
34 = −
1
2
kµ2 f
µν
1 k
ν
34,
and hence we can take
pµ1 = 0 p
µ
2 = f
µν
1 k
ν
34 p
µ
3 = p
µ
4 = −
1
2
fµν1 k
ν
34
qµ2 = 0 q
µ
1 = f
µν
2 k
ν
34 q
µ
3 = q
µ
4 = −
1
2
fµν2 k
ν
34. (12.37)
We now use the following rearrangement,
(kµi f
µν
1 k
ν
34)(ǫ2 · kj) = (k2 · pi)(ǫ2 · kj) = k
µ
j f
µν
2 p
ν
i + (ǫ2 · pi)(k2 · kj)
(kµj f
µν
2 k
ν
34)(ǫ1 · ki) = (k1 · qj)(ǫ1 · kj) = k
µ
i f
µν
1 q
ν
j + (ǫ1 · qj)(k1 · ki) (12.38)
Finally, using the following total derivative formulas,
−
∑
i,j
(ǫ2 · pi)(k2 · kj)∂1G(1, i)∂2G(2, j) E = ∂2
(∑
i
(ǫ2 · pi)∂1G(1, i) E
)
−(ǫ2 · p2)∂1∂2G(1, 2) E
+
∑
i,j
(ǫ1 · qj)(k1 · ki)∂1G(1, i)∂2G(2, j) E = −∂1
(∑
j
(ǫ1 · qj)∂2G(2, j) E
)
+(ǫ1 · q1)∂1∂2G(1, 2) E (12.39)
Combining first the coefficients of the double derivative terms, we have
ǫµ2f
µν
1 k
ν
34 − ǫ
µ
1f
µν
2 k
ν
34 − ǫ2 · p2 + ǫ1 · q1 = 0 (12.40)
while the remaining terms combine as follows, up to total derivative terms,
(t− u)W(R2) = +
∑
i,j
(kµi f
µν
1 q
ν
j )∂1G(1, i)∂2G(2, j) E
−
∑
i,j
(kµj f
µν
2 p
ν
i )∂1G(1, i)∂2G(2, j) E (12.41)
Replacing pi and qj by their actual values, we have
(t− u)W(R2) = +
1
2
∑
i
(kµi f
µν
1 f
νρ
2 k
ρ
34)∂1G(1, i)∂2
{
2G(2, 1)−G(2, 3)−G(2, 4)
}
E
−
1
2
∑
j
(kµj f
µν
2 f
νσ
1 k
ρ
34)∂2G(2, j)∂1
{
2G(1, 2)−G(1, 3)−G(1, 4)
}
E
(12.42)
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12.4.3 sijW(R2)(1, 2) in terms of f
µν
i
Since s + t + u = 0, the expressions for sW(R2) and for (t − u)W(R2) imply the following
formulas for sijW(R2), using again the notation (12.32),
sW(R2) = 2(f3f4)∂3∂4G(3, 4) E − 2
∑
i,j
kµi f
µν
3 f
νρ
4 k
ρ
j∂3G(3, i)∂4G(4, j) E (12.43)
tW(R2) = −(f3f4)∂3∂4G(3, 4) E +
∑
i,j
kµi f
µν
3 f
νρ
4 k
ρ
j∂3G(3, i)∂4G(4, j) E
+
1
4
∑
i
(kµi f
µν
3 f
νρ
4 k
ρ
12)∂3G(3, i)∂4
{
2G(3, 4)−G(1, 4)−G(2, 4)
}
E
−
1
4
∑
j
(kµj f
µν
4 f
νσ
3 k
ρ
12)∂4G(4, j)∂3
{
2G(3, 4)−G(1, 3)−G(2, 3)
}
E
uW(R2) = −(f3f4)∂3∂4G(3, 4) E +
∑
i,j
kµi f
µν
3 f
νρ
4 k
ρ
j∂3G(3, i)∂4G(4, j) E
−
1
4
∑
i
(kµi f
µν
3 f
νρ
4 k
ρ
12)∂3G(3, i)∂4
{
2G(3, 4)−G(1, 4)−G(2, 4)
}
E
+
1
4
∑
j
(kµj f
µν
4 f
νσ
3 k
ρ
12)∂4G(4, j)∂3
{
2G(3, 4)−G(1, 3)−G(2, 3)
}
E
12.5 The R4 amplitude
We need first to compute the Heterotic chiral 4 vector amplitude for fixed internal loop
momenta pµI ,
W
(p)
(R4)(1, 2, 3, 4) =
〈
Q(pI)
4∏
j=1
ǫµj ∂x
µ
+(zj)e
ikj ·x+(zj)
〉
(12.44)
Omitting the overall bosonic exponential factor
∏
i<j E(zi, zj)
ki·kj , we have
W
(p)
(R4)(1, 2, 3, 4) ∼ Q1Q2Q3Q4 (12.45)
+ǫ1 · ǫ2 ∂1∂2 lnE(1, 2) ǫ3 · ǫ4 ∂3∂4 lnE(3, 4)
+ǫ1 · ǫ3 ∂1∂3 lnE(1, 3) ǫ2 · ǫ4 ∂2∂4 lnE(2, 4)
+ǫ1 · ǫ4 ∂4∂2 lnE(1, 4) ǫ2 · ǫ3 ∂2∂3 lnE(2, 3)
+ǫ1 · ǫ2 ∂1∂2 lnE(1, 2)Q3Q4 + ǫ3 · ǫ4 ∂3∂4 lnE(3, 4)Q1Q2
+ǫ1 · ǫ3 ∂1∂3 lnE(1, 3)Q2Q4 + ǫ2 · ǫ4 ∂2∂4 lnE(2, 4)Q1Q3
+ǫ1 · ǫ4 ∂1∂4 lnE(1, 2)Q2Q3 + ǫ2 · ǫ3 ∂2∂3 lnE(2, 3)Q1Q4
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where we introduce the following convenient notations,
Qi = 2πǫ
µ
i p
µ
IωI(zi)− i
∑
j
ǫµi k
µ
j ∂i lnE(i, j)
Pµi =
∑
j 6=i
kµj ∂iG(i, j) (12.46)
Assembling left and right chiralities, and shifting p→ p˜ using (12.20) amounts to making
the following replacement,
Qj → iǫj · Pj + 2πǫj · p˜IωI(zj) (12.47)
Combining these contributions with the bosonic chiral amplitude factors, and integrating
out p˜ produces
∫
d20pW
(p)
(R4) e
−2π{pIpJ ImΩIJ+2
∑
i
kiIm
∫ i
ωI}
∏
i<j
|E(i, j)|2ki·kj = (det ImΩ)−5W(R4)(1, 2, 3, 4)
(12.48)
where W(R4)(1, 2, 3, 4) is given explicitly by
W(R4)(1, 2, 3, 4) = +ǫ1 · ǫ2 ∂1∂2Gs(1, 2) ǫ3 · ǫ4 ∂3∂4Gs(3, 4) E
+ǫ1 · ǫ3 ∂1∂3Gs(1, 3) ǫ2 · ǫ4 ∂2∂4Gs(2, 4) E
+ǫ1 · ǫ4 ∂1∂4Gs(1, 4) ǫ2 · ǫ3 ∂2∂3Gs(2, 3) E
−ǫ1 · ǫ2 ∂1∂2Gs(1, 2) (ǫ3 · P3)(ǫ4 · P4) E
−ǫ3 · ǫ4 ∂3∂4Gs(3, 4) (ǫ1 · P1)(ǫ2 · P2) E
−ǫ1 · ǫ3 ∂1∂3Gs(1, 3) (ǫ2 · P2)(ǫ4 · P4) E
−ǫ2 · ǫ4 ∂2∂4Gs(2, 4) (ǫ1 · P1)(ǫ3 · P3) E
−ǫ1 · ǫ4 ∂1∂4Gs(1, 4) (ǫ2 · P2)(ǫ3 · P3) E
−ǫ2 · ǫ3 ∂2∂3Gs(2, 3) (ǫ1 · P1)(ǫ4 · P4) E
+(ǫ1 · P1)(ǫ2 · P2)(ǫ3 · P3)(ǫ4 · P4) E (12.49)
and the factor E was defined in (12.26). This formula forW(R4)(1, 2, 3, 4) is identical to the
one obtained by computing the non-chiral correlator of the scalar field x(z, z¯), as follows,
W(R4)(1, 2, 3, 4) =
〈
4∏
j=1
ǫµj ∂x
µ(zj)e
ikj ·x(zj)
〉
(12.50)
using the propagator G(zi, zj), defined in (1.21).
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12.6 The R4 amplitude in terms of fi
The right-moving superstring chiral amplitude factor Y¯S consists of terms linear in s, t,
and u multiplying holomorphic differentials in the insertion points zi. We shall now show
how the left-moving Heterotic chiral amplitude, when multiplied by Y¯S may be expressed
in terms of the gauge invariant objects fµνi . It suffices to work out the case of s, the cases
of t and u being obtained by permuting the legs.
Thus, the starting point is
sW(R4)(1, 2, 3, 4) = −2k1 · k2
〈
4∏
j=1
ǫµj ∂x
µ(zj)e
ikj ·x(zj)
〉
(12.51)
The object is to converting all ǫi factors into fi factors, keeping coefficients which are
polynomial in the momenta ki. Two legs may be converted very easily, using the following
remark at the operator level,
kνi ǫ
µ
i ∂ix
µ(zi)e
iki·x(zi) = fµνi ∂ix
µ(zi)e
iki·x(zi) + ∂i
(
− iǫνi e
iki·x(zi)
)
(12.52)
Discarding the total derivative for the usual reasons, we see that we may convert ǫ1, ǫ2
into f1, f2 using this simple formula. We obtain in this way
sW(R4)(1, 2, 3, 4) =
9∑
a=1
 La (12.53)
where the  La are defined as follows,
 L1 = +2(f1f2) ∂1∂2G(1, 2) W(R2)(3, 4)
 L2 = +2ǫ3 · ǫ4 ∂3∂4G(3, 4) (f
µρ
1 P
µ
1 )(f
νρ
2 P
ν
2 ) E
 L3 = −2(f
µρ
1 ǫ
µ
3 ) ∂1∂3G(1, 3) (f
νρ
2 ǫ
ν
4) ∂2∂4G(2, 4) E
 L4 = −2(f
µρ
1 ǫ
µ
4 ) ∂1∂4G(1, 4) (f
νρ
2 ǫ
ν
3) ∂2∂3G(2, 3) E
 L5 = +2(f
µρ
1 ǫ
µ
3 ) ∂1∂3G(1, 3) (f
νρ
2 P
ν
2 )(ǫ4 · P4) E
 L6 = +2(f
µρ
2 ǫ
µ
4 ) ∂2∂4G(2, 4) (f
νρ
1 P
ν
1 )(ǫ3 · P3) E
 L7 = +2(f
µρ
1 ǫ
µ
4 ) ∂1∂4G(1, 4) (f
νρ
2 P
ν
2 )(ǫ3 · P3) E
 L8 = +2(f
µρ
2 ǫ
µ
3 ) ∂2∂3G(2, 3) (f
νρ
1 P
ν
1 )(ǫ4 · P4) E
 L9 = −2(f
µρ
1 P
µ
1 )(f
νρ
2 P
ν
2 )(ǫ3 · P3)(ǫ4 · P4) E (12.54)
12.6.1 Recasting  L9
Begin by concentrating on the last term and consider the factor involving f1f2. It may be
recast in the following way,
− 2(fµρ1 P
µ
1 )(f
νρ
2 P
ν
2 ) = 2
∑
i,j
Cij∂1G(1, i)∂2G(2, j) (12.55)
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The coefficients are defined as follows,
Cij = k
µ
i f
µν
1 f
νρ
2 k
ρ
j (12.56)
The key observation is that, for any i, j, there exists a matrix Cµνij which is linear in f1
and linear in f2 and otherwise k-independent, so that
Cij = k
µ
3k
ν
4C
µν
ij (12.57)
This relation manifestly holds for C34 and C43. To prove that it also holds for the remaining
i, j, we make use of the following auxiliary equations,
fµν1 f
νρ
2 k
ρ
1 =
1
2
(f1f2)k
µ
1
fµν2 f
νρ
1 k
ρ
2 =
1
2
(f1f2)k
µ
2 (12.58)
and show that
C21 =
1
2
(f1f2)k3 · k4 (12.59)
and C31 = C24, C41 = C23 and C33 − C44. It is now clear that (12.57) also holds for
C21. With the help of these relations, the momentum conservation equations, namely∑
iCij =
∑
iCji = 0, may be solved uniquely in terms of C21, C34 and C43. We find
C41 =
1
2
(−C21 + C34 − C43),
C31 =
1
2
(−C21 − C34 + C43),
C33 =
1
2
(+C21 − C34 − C43), (12.60)
and hence,
Cµν31 = C
µν
24 = −
1
4
ηµν(f1f2)− L
µν
− C
µν
21 =
1
2
ηµν(f1f2)
Cµν41 = C
µν
23 = −
1
4
ηµν(f1f2) + L
µν
− C
µν
34 = f
µρ
1 f
ρν
2
Cµν33 = C
µν
44 = +
1
4
ηµν(f1f2)− L
µν
+ C
µν
43 = f
µρ
2 f
ρν
1 (12.61)
where we have introduced the following combinations,
Lµν± =
1
2
(
fµρ1 f
ρν
2 ± f
µρ
2 f
ρν
1 .
)
(12.62)
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Using (12.57), the term  L9 may be recast in the following way,
 L9 = 2R
µν(kµ3 ǫ
ρ
3P
ρ
3 )(k
ν
4ǫ
σ
4P
σ
4 ) E (12.63)
where we have defined,
Rµν =
∑
i,j
Cµνij ∂1G(1, i)∂2G(2, j). (12.64)
Expressing kµ3 ǫ
ρ
3 = f
ρµ
3 + k
ρ
3ǫ
µ
3 , and recognizing k3 · P3 E = −∂3E , we find
 L9 = −2R
µνfµρ3 P
ρ
3 (k
ν
4ǫ
σ
4P
σ
4 ) E − 2R
µνǫµ3 (k
ν
4ǫ
σ
4P
σ
4 ) ∂3E (12.65)
and, by making a total derivative in ∂3 explicit,
 L9 = −2R
µνfµρ3 P
ρ
3 (k
ν
4ǫ
σ
4P
σ
4 ) E + 2(∂3R
µν)ǫµ3 (k
ν
4ǫ
σ
4P
σ
4 ) E
+2Rµνǫµ3k
ν
4ǫ
σ
4k
σ
3∂3∂4Gs(3, 4) E − 2∂3(R
µνǫµ3 (k
ν
4ǫ
σ
4P
σ
4 ) E) (12.66)
The last term is a total derivative and may be omitted. Next, we start converting also ǫ4
into f4. To do so, we use
kν4ǫ
ρPρ4E = −f
νρ
4 P
ρ
4E − ǫ
ν
4E (12.67)
Using this equation on the first term in (12.66) only, and omitting the total derivative
term ∂4(2R
µνfµρ3 P
ρ
3 ǫ
ν
4E), we obtain,
 L9 = 2R
µνfµρ3 P
ρ
3f
νσ
4 P
ν
4 E − 2R
µνfµρ3 k
ρ
4ǫ
ν
4∂3∂4G(3, 4)
+2(∂3R
µν)ǫµ3 (k
ν
4ǫ
σ
4P
σ
4 ) E − 2(∂4R
µν)fµρ3 P
ρ
3 ǫ
ν
4E
+2Rµνǫµ3k
ν
4ǫ
σ
4k
σ
3∂3∂4G(3, 4) E (12.68)
Next, we use the rearrangement ǫµ3k
σ
3 = f
µσ
3 + k
µ
3 ǫ
σ
3 in the last term, and the identity
Rµνkµ3k
ν
4 =
∑
i,j
kµ3C
µν
ij k
ν
4∂1G(1, i)∂2G(2, j)
= fµρ1 P
µ
1 f
ρν
2 P
ν
2 (12.69)
where we have used the defining equation for Cij, namely k
µ
3C
µν
ij k
ν
4 = k
µ
i f
µρ
1 f
ρν
2 k
ν
j . Thus,
we are left with
 L9 = 2R
µνfµρ3 P
ρ
3f
νσ
4 P
ν
4 E + 2R
µνfµρ3 f
ρν
4 ∂3∂4G(3, 4)E
+fµρ1 P
µ
1 f
ρν
2 P
ν
2 ǫ3 · ǫ4∂3∂4G(3, 4)
+2(∂3R
µν)ǫµ3 (k
ν
4ǫ
σ
4P
σ
4 ) E − 2(∂4R
µν)fµρ3 P
ρ
3 ǫ
ν
4E (12.70)
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Finally, we make the terms in ∂3R and ∂4R symmetric, by using again (12.67) on the term
in ∂3R,
2(∂3R
µν)ǫµ3 (k
ν
4ǫ
σ
4P
σ
4 ) E = −2(∂3R
µν)ǫµ3f
νσ
4 P
σ
4 E
+2ǫµ3ǫ
ν
4
(
Cµν34 ∂1∂3G(1, 3)∂2∂4G(2, 4)
+Cµν43 ∂1∂4G(1, 4)∂2∂3G(2, 3)
)
E (12.71)
up to a total derivative term ∂4(−2R
µνǫµ3ǫ
ν
4). By inspection, the expression for  L9 may be
recast as follows,
 L9 = − L2 +  L3 +  L4 +  L
′
3 +  L
′
4 +  LA +  LB (12.72)
where
 L′3 = −2∂3R
µνf νσ4 P
σ
4 ǫ
µ
3 E
 L′4 = −2∂4R
µνfµσ3 P
σ
3 ǫ
ν
4 E
 LA = +2R
µνfµρ3 f
νσ
4 P
ρ
3P
σ
4 E
 LB = +2R
µνfµρ3 f
ρν
4 ∂3∂4G(3, 4) E (12.73)
Note that the terms  LA and  LB are already completely expressed in terms of fi’s alone.
12.6.2 Simplifications
We shall now simplify  L′3 and  L
′
4, as follows. The derivatives of R are given by
∂3R
µν = ∂1∂3G(1, 3)
∑
j
Cµν3j ∂2G(2, j) + ∂2∂3G(2, 3)
∑
j
Cµνj3 ∂1G(1, j)
∂4R
µν = ∂1∂4G(1, 4)
∑
j
Cµν4j ∂2G(2, j) + ∂2∂4G(2, 4)
∑
j
Cµνj4 ∂1G(1, j) (12.74)
The following terms can be grouped into total derivatives. Let [∂3R
µν ]′j=4 and [∂3R
µν ]′′j=4
be the contributions to L′3 from the two terms in the preceding equation with j = 4.
Let [L5]j=4 be the contribution from L5 with j = 4, if we write its factor f
νρ
2 P
ν
2 as
f νρ2
∑
j 6=2 k
ν
j ∂2G(2, j). Then we have,
[∂3R
µν ]′j=4 + L3 + [L5]j=4 = 2∂4
{
ǫµ3f
µρ
1 f
ρν
2 ǫ
ν
4 ∂1∂3G(1, 3) ∂2G(2, 4) E
}
. (12.75)
Similarly, with analogous notations, we have
[∂3R
µν ]′′j=4 + L4 + [L8]j=4 = 2∂4
{
ǫµ3f
µρ
2 f
ρν
1 ǫ
ν
4 ∂2∂3G(2, 3) ∂1G(1, 4) E
}
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[∂4R
µν ]′j=3 + L4 + [L7]j=3 = 2∂3
{
ǫµ3f
µρ
2 f
ρν
1 ǫ
ν
4 ∂1∂4G(1, 4) ∂2G(2, 3) E
}
[∂3R
µν ]′′j=4 + L3 + [L6]j=3 = 2∂3
{
ǫµ3f
µρ
1 f
ρν
2 ǫ
ν
4 ∂2∂4G(2, 4) ∂1G(1, 3) E
}
.
Omitting the total derivative terms, we are then left only with the contributions from
j = 1, 3 in  L′3,  L5,  L8, and the contributions from j = 2, 4 in  L
′
4,  L6, and  L7. All the
terms in  L2,  L3,  L4,  L5,  L6,  L7, and  L8 have been either absorbed in total derivatives or
completely cancelled. What remains is
sW(R4)(1, 2, 3, 4) =  L1 +  LA +  LB +  L
′′
3 +  L
′′
4 (12.76)
where we have set
 L′′3 = +2∂1∂3G(1, 3)
∑
j=1,3
∂2G(2, j)ǫ
µ
3P
σ
4
(
fµρ1 f
νρ
2 k
ν
j ǫ
σ
4 − C
µν
3j f
νσ
4
)
+2∂2∂3G(2, 3)
∑
j=2,3
∂1G(1, j)ǫ
µ
3P
σ
4
(
fµρ2 f
νρ
1 k
ν
j ǫ
σ
4 − C
µν
j3 f
νσ
4
)
(12.77)
and
 L′′4 = +2∂1∂4G(1, 4)
∑
j=1,4
∂2G(2, j)ǫ
µ
4P
σ
3
(
fµρ1 f
νρ
2 k
ν
j ǫ
σ
3 − C
νµ
4j f
νσ
3
)
+2∂2∂4G(2, 4)
∑
j=2,4
∂1G(1, j)ǫ
µ
4P
σ
3
(
fµρ2 f
νρ
1 k
ν
j ǫ
σ
3 − C
νµ
j4 f
νσ
3
)
(12.78)
12.6.3 Simplifying the kinematical factors
Next, we show that the kinematical coefficients can be re-written as,
ǫµ3P
σ
4
(
fµρ1 f
νρ
2 k
ν
j ǫ
σ
4 − C
µν
3j f
νσ
4
)
= ±fµν3 L
µν
− P
σ
4 ǫ
σ (12.79)
where j = 1 corresponds to + and j = 3 to −;
ǫµ3P
σ
4
(
fµρ2 f
νρ
1 k
ν
j ǫ
σ
4 − C
µν
j3 f
νσ
4
)
= ±fµν3 L
µν
− P
σ
4 ǫ
σ (12.80)
where j = 2 corresponds to + and j = 3 to −;
ǫµ4P
σ
3
(
fµρ1 f
νρ
2 k
ν
j ǫ
σ
3 − C
νµ
4j f
νσ
3
)
= ±fµν4 L
µν
− P
σ
3 ǫ
σ
3 (12.81)
where j = 1 corresponds to + and j = 4 to −;
ǫµ4P
σ
3
(
fµρ2 f
νρ
1 k
ν
j ǫ
σ
3 − C
νµ
j4 f
νσ
3
)
= ±fµν4 L
µν
− P
σ
3 ǫ
σ
3 (12.82)
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where j = 2 corresponds to + and j = 4 to −. We present the derivation only for the first
case with j = 1; the others are analogous. From the definition of Cµν31 , we have
ǫµ3P
σ
4
(
fµρ1 f
νρ
2 k
ν
1ǫ
σ
4 − C
µν
31 f
νσ
4
)
= ǫµ3P
σ
4
(
−
1
2
(f1f2)k
µ
1 ǫ
σ
4 +
1
4
(f1f2)f
µσ
4 + L
µν
− f
νσ
4
)
.
(12.83)
In the second term on the right hand side, we replace fµσ4 by its definition ǫ
µ
4k4σ − ǫ
σ
4k
µ
4
and observe that k4P4E = −∂4E . This last term is a total derivative and can be dropped.
Thus the first two terms on the right hand reduce to
ǫµ3P
σ
4 (−
1
2
kµ1 −
1
4
kµ4 )ǫ
σ
4 (f1f2) = ǫ
µ
3P
σ
4 (
1
4
(k2 + k3)
µ −
1
4
kµ1 )ǫ
σ
4 (f1f2)
= −
1
4
ǫµ3P
σ
4 (k1 − k2)
µǫσ4 (f1f2). (12.84)
On the other hand, again ignoring total derivatives and thus replacing f νσ4 effectively by
−ǫσkν4 , the third term on the right hand side of (12.83) can be expressed as
−
1
2
ǫµ3P
σ
4 ǫ
σ
4k
ν
4L
µν
− =
1
2
ǫµ3P
σ
4 ǫ
σ
4 (k1 + k2 + k3)
ν(fµρ1 f
ρν
2 − f
µρ
2 f
ρν
1 )
=
1
4
(f1f2)ǫ
µ
3P
σ
4 ǫ
σ
4 (k1 − k2)
µ +
1
2
Pσ4 ǫ
σ
4f
µν
3 L
µν
− , (12.85)
where we made use of the definition of Lµν− , and of the identities (12.58). This establishes
the desired formula. Since we clearly have
1
2
fµν3 L
µν
− P
σ
4 ǫ
σ
4 = +
1
2
fµρ1 f
ρν
2 f
µν
3 P
σ
4 ǫ
σ
4 = −
1
2
(f1f2f3)P
σ
4 ǫ
σ
4 , (12.86)
the above results may now be summarized in a succinct manner,
 L′′3 = (f1f2f3)P
σ
4 ǫ
σ
4F (1, 2; 3)
 L′′4 = (f1f2f4)P
σ
3 ǫ
σ
3F (1, 2; 4) (12.87)
with the function F defined by
F (1, 2; i) = +{∂1G(1, 2)− ∂1G(1, i)} ∂2∂iG(2, i) E
−{∂2G(1, 2)− ∂2G(2, i)} ∂1∂iG(1, i) E (12.88)
for i = 3, 4.
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12.6.4 Final expressions and summary
A summary of the contributions so far is given by
sW(R4)(1, 2, 3, 4) =  L1 +  LA +  LB +  L
′′
3 +  L
′′
4 (12.89)
where we have
 L1 = +2(f1f2) ∂1∂2G(1, 2) W(R2)(3, 4)
 LA = +2R
µνfµρ3 f
νσ
4 P
ρ
3P
σ
4 E
 LB = +2R
µνfµρ3 f
ρν
4 ∂3∂4G(3, 4) E
 L′′3 = (f1f2f3)P
σ
4 ǫ
σ
4F (1, 2; 3)
 L′′4 = (f1f2f4)P
σ
3 ǫ
σ
3F (1, 2; 4) (12.90)
We have not quite achieved our goal yet, as  L1,  L
′′
3 and  L
′′
4 still exhibit explicit ǫ-dependence.
Manifestly, each term by itself is gauge invariant, so one should not expect cancellations
and recombinations of these terms with one another. Instead, they may be recast in terms
of f ’s entirely at the cost of multiplying either by s, or by t or by u. This was already
established for W(R2)(3, 4) in the section on R
2F 2, and the presence of an extra factor
∂1∂2G(1, 2) does not interfere with those arguments.
For  L′′3 and  L
′′
4, the argument is as follows,
Pσ3 ǫ
σ
3 =
1
(k3 · ℓ3)
(
fσρ3 ℓ
ρ
3 + (ǫ3 · ℓ3)k
σ
3
)
Pσ3
Pσ4 ǫ
σ
4 =
1
(k4 · ℓ4)
(
fσρ4 ℓ
ρ
4 + (ǫ4 · ℓ4)k
σ
4
)
Pσ4 (12.91)
where ℓ3 and ℓ4 are arbitrary generic momenta. Clearly, the second terms in the paren-
theses yield total derivatives because F (1, 2; 3) is independent of z4 and F (1, 2; 4) is inde-
pendent of z3. Thus, the resulting terms may be neglected.
Therefore, we have the following alternative expressions,
s L′′3 = −2(f1f2f3)f
σρ
4 k
ρ
3P
σ
4 F (1, 2; 3)
t L′′3 = −2(f1f2f3)f
σρ
4 k
ρ
1P
σ
4 F (1, 2; 3)
u L′′3 = −2(f1f2f3)f
σρ
4 k
ρ
2P
σ
4 F (1, 2; 3)
s L′′4 = −2(f1f2f4)f
σρ
3 k
ρ
4P
σ
3 F (1, 2; 4)
t L′′4 = −2(f1f2f4)f
σρ
3 k
ρ
2P
σ
3 F (1, 2; 4)
u L′′4 = −2(f1f2f4)f
σρ
3 k
ρ
1P
σ
3 F (1, 2; 4) (12.92)
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13 Non-Renormalization of F 4, R2F 2 and R4 Terms
We can discuss now the two-loop corrections to the low-energy effective actions of the Type
II and Heterotic superstrings. These are the corrections that remain when the two-loop
amplitude is expressed in terms of fi only and the subsequent limit ki → 0 is taken.
The following fact is very important for some of the cancellations found below: the
(conformal) Green’s function G(z, w) defined in (1.21) is the logarithm of a (−1/2,−1/2)-
form in each variable z or w. It is not the same as the (Riemannian) Green’s function,
which is defined as the inverse of the Laplacian orthogonal to constants, and requires a
choice of metric. However, the two Green’s functions differ only by expressions of the
additive form A(z) +A(w), which cancel out in all expressions of interest to us, either by
differentiation with respect to both z and w, or by momentum conservation. Thus we can
effectively regard G(z, w) as a single-valued, scalar function when we choose to.
13.1 Type II R4 Terms and Heterotic F 4 Terms
The expression (1.20) for the Type II amplitude for the scattering of 4 gravitons depends
only on the field strengths fµνi and clearly tends to 0 as ki → 0. Thus there is no two-
loop renormalization for the R4 term in the low-energy effective action for the Type II
superstring. The same remains valid for both Heterotic strings, since the right sector
contribution is that of the Type II superstring which tends to 0, and the left sector is
manifestly independent of ǫi.
13.2 R2F 2 Corrections in the Heterotic Strings
Next, we consider the two-loop corrections to the R2F 2 terms in the low-energy effective
action for the Heterotic strings. The key observation is that the contribution of the super-
string from the right sector always includes an ǫi-independent term factor proportional to
either s, t, or u. The scattering amplitude of the two gravitons on the left sector results
in the term W(R2), and all three terms sW(R2), tW(R2), uW(R2) have been shown to admit
expressions in terms of the fi alone (12.43). In these expressions, all the terms involve
extra momentum factors obviously tend to 0 as ki → 0, and do not contribute to the
low-energy effective action. In view of the anti-holomorphicity in each insertion point of
the amplitude YS from the superstring side, the only terms which remain from (12.43) are
proportional to terms of the form
∫
ωI(3) ∂3∂4G(3, 4) exp(−
∑
i<j
ki · kjG(i, j)). (13.1)
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However, at ki · kj → 0, this reduces to∫
ωI(3) ∂3∂4Gs(3, 4) = 0, (13.2)
because ∂3∂4G(3, 4) can be identified with the derivative of a scalar single-valued function.
13.3 R4 Corrections in the Heterotic Strings
As in the preceding case, the superstring in the right chiral sector always contributes from
the factor Y¯S, a factor of s, t, or u multiplying an anti-holomorphic 1-form is each vertex
insertion point. We need only consider sW(R4), since tW(R4) and uW(R4) are similar after
exchanging the legs. Now sW(R4) can be re-written as in (12.89), where all the ǫi have
been eliminated in favor of the fµνi (12.92). We examine the contributions of all the terms
 L1,  LA,  LB,  L
′′
3,  L
′′
4.
The contribution  LA is expressed solely in terms of fi, but already has two extra
momentum factors arising from Pρ3P
σ
4 , and will therefore not contribute to the R
4 terms
in the low energy effective action.
The term  LB is also in terms of fi, but does not have these extra momentum factors.
Recalling the formula for R,
Rµν =
∑
i,j
Cµνij ∂1Gs(1, i)∂2Gs(2, j) (13.3)
and setting E = 1 in the limit ki → 0, we see that of the sum over i, j in R, any term
that does not depend on both z3 and z4 will not contribute as then either z3 or z4 is a
total derivative and yields 0 when integrated against anti-holomorphic differentials on the
superstring side. The two remaining terms in R that do depend on both z3 and z4 are
for (i, j) = (3, 4) and (i, j) = (4, 3). But these are total derivatives in both z1 and z2 and
again lead to vanishing contributions upon integration against anti-holomorphic Abelian
differentials on the superstring side. Thus,  LB integrates to 0 to this order and does not
yield a R4 contribution either.
Next, we consider the term  L1. This term contains the factor W(R2)(3, 4), which does
not admit by itself a regular expression in terms of the fµνi alone. However, we have seen
that sW(R2)(3, 4), tW(R2)(3, 4), and uW(R2)(3, 4) do (see (12.23)). Now if we expand E for
s, t, u near 0, the contribution from the constant term 1 vanishes upon integration against
an anti-holomorphic form, just as we saw in the previous subsection11. Now the other terms
brought down from E always contain a factor of s, t, or u. We can then make use of the
11The integrals involved are only conditionally convergent. This requires in principle a more detailed
argument, but the outcome is the same.
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ǫi-free expression for sW(R2), tW(R2)(3, 4), and uW(R2)(3, 4) in (12.43). For sW(R2)(3, 4),
this for example yields contributions proportional to (f1f2)(f3f4) with coefficient,
(Gs(1, 2) +Gs(3, 4))∂1∂2Gs(1, 2)∂3∂4Gs(3, 4) (13.4)
whose integral against a form anti-holomorphic in z1, z2, z3, z4 vanishes. The argument for
terms brought down from E linear in t or u is analogous. Hence the contribution from
terms in  L1 also vanishes.
The only terms left for consideration are  L′′3 and  L
′′
4. Their behavior is similar to that
of  L1. Again, we only know that s L
′′
3, t L
′′
3, u L
′′
3, s L
′′
4, t L
′′
4, u L
′′
4 can be expressed directly
in terms of the fµνi . Thus we expand again the exponential factor E . Upon integration
against the anti-holomorphic form coming from the superstring in the right sector, the
constant brought down from E contributes 0, since we can integrate by parts in z4 in  L
′′
3
and in z3 in  L
′′
4. The other contributions result in a factor of s t, or u, so now the ǫi-free
formulas (12.92) become available. But each of them has an extra momentum factor and
tends to 0 as ki → 0. Thus the terms  L
′′
3 and  L
′′
4 also do not contribute, and the R
4 term
in the low-energy effective action for the Heterotic string receives no two-loop corrections.
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A Riemann Surface Formulas for genus 2
In this section, we review basic formulas for the ϑ-functions, prime form, Green functions
and Fay trisecant relations needed in this paper. Standard references are [47] and [11].
The basic objects on a Riemann surface Σ, from which all others may be reconstructed,
are the holomorphic Abelian differentials, the Jacobi ϑ-function, and the prime form.
We choose a canonical homology basis AI , BI , I = 1, · · · , 2, with canonical intersection
matrix #(AI , BJ) = δIJ . Modular transformations are defined to leave the intersection
form invariant and form the group Sp(4,Z). The holomorphic Abelian differentials ωI are
holomorphic 1-forms which may be normalized on AI cycles, and whose integrals on BI
cycles produce the period matrix,
∮
AI
ωJ = δIJ
∮
BI
ωJ = ΩIJ (A.1)
The Jacobian is then defined as J(Σ) ≡ C2/{Z2 +ΩZ2}. Given a base point z0, the Abel
map sends d points zi, with multiplicities qi ∈ Z, i = 1, · · · , d and divisorD = q1z1+· · · qdzd
of degree q1 + · · ·+ qd into C
2 by
q1z1 + · · ·+ qdzd ≡
d∑
i=1
qi
∫ zi
z0
(ω1, ω2) (A.2)
The Abel map onto C2 is multiple valued, but it is single valued onto J(Σ).
A.1 Jacobi ϑ-functions
The Jacobi ϑ-functions are defined on ζ = (ζ1, ζ2)
t ∈ C2 by
ϑ[κ](ζ,Ω) ≡
∑
n−κ′∈Z2
exp
(
iπntΩn + 2πint(ζ + κ′′)
)
. (A.3)
Here, κ = (κ′| κ′′) will corresponds to a spin structure, and thus be valued in κ′, κ′′ ∈
(Z/2Z)2. The parity of the ϑ-functions depends on κ and is even or odd depending on
whether 4κ′ · κ′′ is even or odd, i.e. κ is referred to as an even or odd spin structure. The
standard ϑ-function is defined by ϑ(ζ,Ω) = ϑ[0](ζ,Ω), and is related to ϑ[κ] by
ϑ[κ](ζ,Ω) = ϑ(ζ + κ′′ + Ωκ′,Ω) exp{πiκ′Ωκ′ + 2πiκ′(ζ + κ′′)} (A.4)
We have the following periodicity relations for ϑ[κ](ζ,Ω), in which M,N ∈ Z2
ϑ[κ](ζ +M + ΩN,Ω) = ϑ[κ](ζ,Ω) exp{−iπNΩN − 2πiN(ζ + κ′′) + 2πiκ′M}
ϑ[κ′ +N, κ′′ +M ](ζ,Ω) = ϑ[κ](ζ,Ω) exp{2πiκ′M} (A.5)
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The periodicity formula simplifies when 2κ is a period; we note it here for later use,
ϑ[δ](2κ) = 〈δ|κ〉 e−4πiκ
′Ωκ′ ϑ[δ](0) (A.6)
where κ is a half-period, which may be even or odd. The signature symbol is given by
〈κ|λ〉 ≡ exp{4πi(κ′λ′′ − λ′κ′′} (A.7)
For κ, λ both half-integer characteristics, 〈κ|λ〉 = ±1.
Under a modular transformation U ∈ Sp(4,Z), κ = (κ′| κ”) transforms as,(
κ˜′
κ˜′′
)
=
(
D −C
−B A
)(
κ′
κ′′
)
+
1
2
diag
(
CDt
ABt
)
U =
(
A B
C D
)
(A.8)
The period matrix transforms as
Ω˜ = (AΩ+B)(CΩ +D)−1 (A.9)
while the ϑ-function transforms as, with ǫ8 = 1,
ϑ[κ˜]({(CΩ +D)−1}tζ, Ω˜) = ǫ(κ, U)det(CΩ+D)
1
2ϑ[κ](ζ,Ω) (A.10)
A.2 The Riemann relations
The Riemann relations may be expressed as quadrilinear sum over all spin structures,
∑
λ
〈κ|λ〉
4∏
a=1
ϑ[λ](ζa) = 4
4∏
a=1
ϑ[κ](ζ ′a) (A.11)
where the signature symbol 〈κ|λ〉 was introduced in (A.7). There is one Riemann relation
for each spin structure κ. The vectors ζ and ζ ′, are related by a matrix M , which satisfies
M2 = I and 2M has only integer entries,

ζ ′1
ζ ′2
ζ ′3
ζ ′4

 = M


ζ1
ζ2
ζ3
ζ4

 M = 12


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 (A.12)
In the special case where at least one of the ζa, a = 1, 2, 3, 4 vanishes, then only even spin
structures λ will contribute to the sum and we have one Riemann identity for each odd
spin structure κ. When only the sum over even spin structures δ is needed, the following
modification may be used,
∑
δ even
〈δ|κ〉
4∏
a=1
ϑ[δ](ζa) =
1
2
∑
λ
〈κ|λ〉
(
ϑ[λ](ζ1) + ϑ[λ](−ζ1)
) 4∏
a=2
ϑ[δ](ζa)
= 2
4∏
a=1
ϑ[κ](ζ+a ) + 2
4∏
a=1
ϑ[κ](ζ−a ) (A.13)
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with the following relations between the vectors ζ and ζ±, expressed in terms of a matrix
M , defined in (A.12), 

ζ±1
ζ±2
ζ±3
ζ±4

 = M


±ζ1
ζ2
ζ3
ζ4

 (A.14)
Clearly, the sign flip may be effected on any odd number of the ζa, since both sides are
manifestly invariant under permutations of the ζa. In the special case where at least one
of the ζa vanishes, this formula automatically reduces to (A.11).
A.3 The Riemann vanishing Theorem
The Riemann vector ∆ ∈ Ch, which depends on the base point z0 of the Abel map, enters
the Riemann vanishing Theorem, which states that ϑ(ζ,Ω) = 0 if and only if there exist
h− 1 points p1, · · · , ph−1 on Σ, so that ζ = ∆− p1 · · · − ph−1. The explicit form of ∆ may
be found in [11], formula (6.37) and will not be needed here.
A.4 The prime form
The prime form is constructed as follows [47]. For any odd spin structure ν, all the 2 zeros
of the holomorphic 1-form
∑
I ∂Iϑ[ν](0,Ω)ωI(z) are double and the form admits a unique
(up to an overall sign) square root hν(z) which is a holomorphic 1/2 form. The prime form
is a −1/2 form in both variables z and w, defined by
E(z, w) ≡
ϑ[ν](z − w,Ω)
hν(z)hν(w)
(A.15)
where the argument z−w of the ϑ-functions stands for the Abel map of (A.2) with z1 = z,
z2 = w. The form E(z, w) defined this way is actually independent of ν. It is holomorphic
in z and w and has a unique simple zero at z = w. It is single valued when z is moved
around AI cycles, but has non-trivial monodromy when z → z
′ is moved around BI cycles,
E(z′, w) = − exp
(
−iπΩII + 2πi
∫ z
w
ωI
)
E(z, w) . (A.16)
The combination ∂z∂w lnE(z, w) is a single valued meromorphic differential (Abelian of
the second kind) with a single double pole at z = w. Its integrals around homology cycles
are given by ∮
AI
dz∂z∂w lnE(z, w) = 0∮
BI
dz∂z∂w lnE(z, w) = 2πiωI(w) (A.17)
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A.5 Green functions
The Szego¨ kernel Sδ(z, w) for even spin structure δ is a (
1
2
, 0) form is each z and w, with
a single simple pole at z = w and is given by
Sδ(z, w) =
ϑ[δ](z − w)
ϑ[δ](0) E(z, w)
. (A.18)
The Green’s function G(z; z1, z2; p1, p2) is the Abelian differential of the third kind in z,
with simple poles at z1 and z2, and zeros at p1 and p2. Thus, it satisfies,
∂z¯G(z; z1, z2; p1, p2) = +2πδ(z, z1)− 2πδ(z, z2) (A.19)
and is explicitly given by the following expression
G(z; z1, z2; p1, p2) =
ϑ(z − z1 − z2 + p1 + p2 −∆)E(z, p1)E(z, p2)E(z1, z2)σ(z)
ϑ(−z2 + p1 + p2 −∆)E(z, z1)E(z1, p1)E(z1, p2)E(z, z2)σ(z1)
(A.20)
where the nowhere-vanishing 1-form σ(z) is defined by the ratio,
σ(z)
σ(w)
=
ϑ(r1 + r2 − z −∆)E(w, r1)E(w, r2)
ϑ(r1 + r2 − w −∆)E(z, r1)E(z, r2)
(A.21)
where r1, r2, are arbitary points on the surface. Note that σ(z) is single valued around AI
cycles but multivalued around BI cycles in the following way
σ(z′) = σ(z) exp{−iπΩII + 2πi(z −∆)} (A.22)
A very useful alternative formula for G, in which the ratio of σ’s has been expressed in
terms of ϑ’s and prime forms is as follows,
G(z; z1, z2; p1, p2) =
ϑ(z − z1 − z2 + p1 + p2 −∆)ϑ(p1 + p2 −∆− z)E(z1, z2)
ϑ(p1 + p2 − z1 −∆)ϑ(p1 + p2 − z2 −∆)E(z, z1)E(z, z2)
(A.23)
A.6 The Fay trisecant identity and its variants
Some of the identities needed involve a summation over products with more than four
Szego¨ kernels. At first sight, it would seem that the Riemann identities can not inform us
on such sums, since each term is a product of more than four ϑ-functions. The key is the
additional use of the Fay trisecant identity,
ϑ[δ](z1 + z2 − w1 − w2)ϑ[δ](0)E(z1, z2)E(w1, w2)
= +ϑ[δ](z1 − w2)ϑ[δ](z2 − w1)E(z1, w1)E(z2, w2)
−ϑ[δ](z1 − w1)ϑ[δ](z2 − w2)E(z1, w2)E(z2, w1) (A.24)
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This identity is equivalent to
Sδ(z1, w2)Sδ(z2, w1)− Sδ(z1, w1)Sδ(z2, w2)
=
ϑ[δ](z1 + z2 − w1 − w2)E(z1, z2)E(w1, w2)
ϑ[δ](0)E(z1, w1)E(z2, w1)E(z1, w2)E(z2, w2)
(A.25)
We shall use this identity often for “adjacent” Szego¨ kernels, which have an argument in
common. Simply setting two points equal in (A.24) leads to a trivial result. Therefore, we
take the derivative in w2 of (A.24), set w2 = z2, use the fact that ∂Iϑ[δ](0) = 0 for even δ,
divide by ϑ[δ](0)2E(z1, z2)E(z2, w1)E(z1, w1), and set w1 = z3. The result is,
Sδ(z1, z2)Sδ(z2, z3) = −ωI(z2)
∂Iϑ[δ](z1 − z3)
ϑ[δ](0)E(z1, z3)
+ Sδ(z1, z3)∂z2 ln
E(z3, z2)
E(z1, z2)
(A.26)
An immediate variant of (A.26) may be obtained by letting z3 → z1, and we obtain,
Sδ(z, w)
2 = ∂z∂w lnE(z, w) + ωI(z)ωJ(w)
∂I∂Jϑ[δ](0)
ϑ[δ](0)
(A.27)
Notice that the first term on the right hand side is independent of δ. Finally, a formula
with “adjacent” Szego¨ kernels may also be derived from (A.25), again by first taking a
derivative in w2 and then setting w2 = w1. The result is
Sδ(z1, w)∂wSδ(w, z2)− Sδ(z2, w)∂wSδ(w, z1) = −
ϑ[δ](z1 + z2 − 2w)E(z1, z2)
ϑ[δ](0)E(z1, w)2E(z2, w)2
(A.28)
The three Fay idenitities, (A.26), (A.27), (A.28) all have the property that the product of
two Szego¨ kernels is reduced to a single ϑ[δ] combination.
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B Simple geometric properties of the unitary gauge
In this appendix, we gather some simple useful facts about Riemann surfaces Σ of genus
2.
It is a consequence of the Riemann-Roch theorem that holomorphic forms on Σ must
have 2 zeroes, counting multiplicities. A first useful fact is the following: if ω(z) and
ω˜(z) are two holomorphic forms which have one common zero (and neither form vanishes
identically), then they are proportional. In particular, they have the same zeroes. Indeed,
if their second zeroes are distinct, then the ratio f(z) = ω(z)/ω˜(z) is a meromorphic
function with a single pole. Then f(z) − c has a single zero for each complex number c,
which implies that f : Σ→ S2 is a biholomorphism from Σ to the sphere. This contradicts
the fact that Σ has genus 2.
Assume now that q1, q2 are the zeroes of a holomorphic form ̟(z). We deduce imme-
diately the following identity
∆(q1, q2) = 0. (B.1)
This follows from the fact that ∆(z, q2) is a holomorphic form in z, which vanishes at
z = q2. Thus it must vanish also at z = q1, since q1, q2 are the zeroes of ̟(z).
These properties are even easier to read off from the hyperelliptic representation of
Σ. If we view Σ as the Riemann surface of the function s2 =
∏6
i=1(x − pj), then the
holomorphic forms on Σ are given by
ω =
ax+ b
s
dx, (B.2)
from which it is clear that the zeroes of ω always occur as the two points q1, q2 lying above
the same point −b/a in the complex sphere.
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C Proof of summation identities involving Z [δ]
In this and the next two appendices, we give the proof of all the identities for I1 to I16
summarized in section §3. They hold in unitary gauge, where q1, q2 satisfy the relation,
q1 + q2 − 2∆ = 2κ (C.1)
Here, 2κ is a full period (κ may be an even or odd half-period or itself a full period). The
δ-dependence of Z[δ] then simplified, and reduces to
Z[δ] = Z0 E(q1, q2) e
4πiκ′Ωκ′〈κ|δ〉ϑ[δ](0)4 (C.2)
C.1 Identities using the Riemann relations
We begin by establishing the vanishing of the sums I1 to I7. For these, we need only the
Riemann relations. Retaining only the δ-dependent parts, the sums I1 to I7 may all be
recast in the following form
I =
∑
δ
Z[δ]
4∏
a=1
ϑ[δ](ζa)
ϑ[δ](0)
(C.3)
where
I1 ζ1 = q1 − q2, ζ2 = ζ3 = ζ4 = 0
I2 ζ1 = q1 − q2, ζ2 = z1 − z2, ζ3 = z2 − z1, ζ4 = 0
I3 ζ1 = q1 − q2, ζ2 = z1 − z2, ζ3 = z2 − z3, ζ4 = z3 − z1
I4 ζ1 = q1 − z1, ζ2 = z1 − q2, ζ3 = ζ4 = 0
I5 ζ1 = q1 − z1, ζ2 = z1 − q2, ζ3 = z2 − z3, ζ4 = z3 − z2
I6 ζ1 = q1 − z1, ζ2 = z1 − z2, ζ3 = z2 − q2, ζ4 = 0
I7 ζ1 = q1 − z1, ζ2 = z1 − z2, ζ3 = z2 − z3, ζ4 = z3 − q2 (C.4)
Making use of Z[δ] ∼ 〈κ|δ〉ϑ[δ](0)4 in unitary gauge, I is seen to be proportional to
∑
δ
〈κ|δ〉
4∏
a=1
ϑ[δ](ζa) = 2
4∏
a=1
ϑ[κ](ζ+a ) + 2
4∏
a=1
ϑ[κ](ζ−a ) (C.5)
The relation above is precisely the Riemann relation (A.13) with ζ± in terms of ζ given
by (A.14). To calculate the Ii = 0 for i = 1, · · · , 7, we only use the following ζ
±,
I1 ζ
±
1 = ζ
±
2 = ζ
±
3 = ζ
±
4 = ±(q1 −∆− κ) (C.6)
I2 ζ
±
1 = ζ
±
2 = ±(q1 −∆− κ)
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I3 ζ
±
1 = ±(q1 −∆− κ)
I4 ζ
±
1 = ζ
±
2 = ±(q1 −∆− κ)
I5 ζ
+
1 = ζ
+
2 = q1 −∆− κ, ζ
−
1 = ζ
−
2 = z1 −∆− κ
I6 ζ
±
1 = ±(q1 −∆− κ), ζ
±
2 = ±(∆− z2 + κ), ζ
±
4 = ±(∆− z1 + κ)
I7 ζ
+
1 = q1 −∆− κ, ζ
+
2 = ∆− z2 + κ, ζ
−
1 = z1 −∆− κ, ζ
−
4 = z3 −∆− κ
For each case, at least one ζ+ and one ζ− are of the form p−∆− κ for p ∈ {q1, z1, z2, z3}.
Using the Riemann vanishing theorem, we have ϑ[κ](p−∆− κ) ∼ ϑ(p−∆) = 0 and this
proves that Ii = 0 for all i = 1, · · · , 7.
C.2 Identities using the derivative Riemann relations
Making use of the Fay identity (A.26) in I8, I9, I10 on the following “adjacent” pairs of
Szego kernels,
I8 Sδ(z1, z2)Sδ(z2, z3)
I9 Sδ(q1, z1)Sδ(z1, z2)
I10 Sδ(z2, z3)Sδ(z3, z4) (C.7)
the contributions from the second term in (A.26) vanish in view of I7 = 0, I5 = 0, and
I5 = 0 respectively. The δ-dependence in the remaining sums is then,
I8 ∼
∑
δ
〈κ|δ〉 ∂Iϑ[δ](z1 − z3) ϑ[δ](q1 − z1) ϑ[δ](z3 − z4)ϑ[δ](z4 − q2)
I9 ∼
∑
δ
〈κ|δ〉 ∂Iϑ[δ](q1 − z2) ϑ[δ](z2 − q2) ϑ[δ](z3 − z4) ϑ[δ](z4 − z3)
I10 ∼
∑
δ
〈κ|δ〉 ∂Iϑ[δ](z2 − z4) ϑ[δ](z4 − z2) ϑ[δ](q1 − z1) ϑ[δ](z1 − q2) (C.8)
To evaluate these sums, we use a first derivative of the Riemann identities (C.5) with
respect to ζ of the formula, where we have
I8 ζ1 = 2ζ + z1 − z3, ζ2 = q1 − z1, ζ3 = z3 − z4, ζ4 = z4 − q2
I9 ζ1 = 2ζ + q1 − z2, ζ2 = z2 − q2, ζ3 = z3 − z4, ζ4 = z4 − z3
I10 ζ1 = 2ζ + z2 − z4, ζ2 = z4 − z2, ζ3 = q1 − z1, ζ4 = z1 − q2 (C.9)
To obtain ζ±, we change the sign of ζ4, so that
I8 ζ
+
1 = ζ + q1 −∆− κ, ζ
+
2 = ζ − z3 +∆+ κ
ζ−1 = ζ − z4 +∆+ κ, ζ
−
3 = ζ + z1 −∆− κ
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I9 ζ
+
1 = ζ + q1 −∆− κ, ζ
+
2 = ζ + q1 −∆− κ
ζ−3 = ζ +∆+ κ− z2, ζ
−
4 = ζ +∆+ κ− z2
I10 ζ
+
1 = ζ + q1 −∆− κ, ζ
+
2 = ζ − q1 +∆+ κ
ζ−1 = ζ − z1 +∆+ κ, ζ
−
2 = ζ + z1 −∆− κ (C.10)
In each case, both ζ+ and ζ− produce a zero in θ[κ](ζ±k ); when a single derivative is applied,
at least one zero will remain. Thus, we have I8 = I9 = I10 = 0.
C.3 Identities with 5 Szego¨ kernels
Next, we evaluate the objects I11 and I12 with 5 Szego kernels, needed for the 4-point
function. Both are single-valued 1-forms in each zi which are holomorphic in each zi, since
singularities at coincident zi’s cancel using I2 = 0 for I11, and I3 = 0 for I12.
C.3.1 Calculation of I11
Using (A.27) and I2 = 0, we readily derive that
I11 = ωI(z1)ωJ(z2)ωK(z3)ωL(z4)
∑
δ
Z[δ]Sδ(q1, q2)
∂I∂Jϑ[δ](0)∂K∂Lϑ[δ](0)
ϑ[δ](0)2
(C.11)
which makes the holomorphicity, as well as some of the symmetries, of I11 manifest. To
calculate it, we use (C.2). The above sum then becomes,
I11 = Z0 e
4πiκ′Ωκ′
∑
δ
〈κ|δ〉 ∂I∂Jϑ[δ](0) ∂K∂Lϑ[δ](0) ϑ[δ](q1 − q2) ϑ[δ](0) (C.12)
To perform the sum, we use the Riemann identity (A.11) and the relation
ϑ[κ](ζ − κ) = ϑ(ζ) exp{−iπκ′Ωκ′ + 2πiκ′ζ}
ϑ[κ](ζ + κ) = ϑ(ζ) exp{−iπκ′Ωκ′ − 2πiκ′ζ + 4πiκ′κ′′} (C.13)
One thus obtains,
∑
δ
〈κ|δ〉 ϑ[δ](ζ1) ϑ[δ](ζ2) ϑ[δ](q1 − q2) ϑ[δ](0)
= 4e−4πiκ
′(Ωκ′−2q1+2∆)
∏
α,β=±
ϑ
(
1
2
(ζ1 + αζ2) + β(q1 −∆)
)
(C.14)
In the above product, each of the 4 factors will vanish when ζ1 = ζ2 = 0. Thus, the
4 derivatives needed in (C.12) will have to be applied one on each factor to obtain a
non-vanishing contribution. Of the six different terms that arise from taking these 4
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derivatives, two terms arise from applying the ζ2 derivatives to factors with the same α
and thus produce a + sign, while four terms arise from applying the ζ2 derivatives to
factors with opposite α and thus produce a − sign. Hence,
e4πiκ
′Ωκ′
∑
δ
〈κ|δ〉 ∂I∂Jϑ[δ](0) ∂K∂Lϑ[δ](0) ϑ[δ](q1 − q2) ϑ[δ](0) (C.15)
= −2 e8πiκ
′(q1−∆) ∂Iϑ(q1 −∆) ∂Jϑ(q1 −∆) ∂Kϑ(q1 −∆) ∂Lϑ(q1 −∆)
Combining all factors for I11, we get the result in (3.3), using ̟(z), the holomorphic
differential in z, which vanishes at q1,2, defined in (2.12).
C.3.2 Calculation of I12
To evaluate I12, we relate it to I11. To do so, we make use of one of its symmetries,
I12(z1, z2, z3, z4) = I12(z3, z2, z1, z4). Since I12 is symmetric and holomorphic in z1 and z3,
no information is lost by setting z3 = z1. This is because there is an isomorphism between
biholomorphic one-forms and holomorphic two-forms, which we may schematically denote
by ω{I(z)ωJ}(w) ↔ ωI(z)ωJ(z). Setting z3 = z1, and using (A.27), as well as the vanishing
of I1 and I2, we have
I12(z1, z2, z1, z4) =
∑
δ
Z[δ]Sδ(q1, q2)ωI(z1)ωJ(z2)ωK(z1)ωL(z4)
×ϑ[δ](0)−2∂I∂Jϑ[δ](0)∂K∂Lϑ[δ](0)
The original I12(z1, z2, z3, z4) is recovered by letting ωI(z1)ωK(z1) → ω{I(z1)ωK}(z3), and
thus
I12(z1, z2, z3, z4) =
1
2
I11(z1, z2; z3, z4) +
1
2
I11(z3, z2; z1, z4) = I11(z1, z2; z3, z4) (C.16)
The last equality holds because by explicit calculation, we have found that I11 is totally
symmetric in all its arguments zi.
C.4 Identities involving the fermionic stress tensor
In this subsection, we evaluate the summation identities for I13, I14, I15 and I16, all of
which invove the insertion of the fermionic stress tensor.
C.4.1 Calculation of I13
Exhibiting the δ-dependence of Z[δ] and using (3.4), the sum is reduced to
I13 =
Z0 e
4πiκ′Ωκ′
E(z1, w)2E(z2, w)2
∑
δ
〈κ|δ〉ϑ[δ](q1 − q2)ϑ[δ](z1 − z2)
×ϑ[δ](z1 + z2 − 2w)ϑ[δ](0) (C.17)
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It suffices to use the Riemann relations (A.11) and (C.13) to obtain expressions in terms
of ϑ-functions without characteristics,
I13 = 4Z0e
8πiκ′(q1−∆)
∏
α=±
∏
β=1,2
ϑ(α(q1 −∆)− zβ + w)
E(zβ, w)
(C.18)
Formula (3.8) is recovered by using the following useful identity,∏
α=±
ϑ(α(q1 −∆) + z − w) = −̟(z)̟(w)E(z, w)
2 e−4πiκ
′(q1−∆) (C.19)
C.4.2 Calculation of I14
Exhibiting the δ-dependence of Z[δ] and using (3.4), the sum is reduced to
I14 = −
Z0 e
4πiκ′Ωκ′E(z1, z2)
E(z1, w)2E(z2, w)2E(z2, z3)E(z3, z1)
(C.20)
×
∑
δ
〈κ|δ〉ϑ[δ](q1 − q2)ϑ[δ](z2 − z3)ϑ[δ](z3 − z1)ϑ[δ](z1 + z2 − 2w)
It suffices to use the Riemann relations to obtain,
I14 = −
2Z0 e
4πiκ′Ωκ′E(z1, z2)
E(z1, w)2E(z2, w)2E(z2, z3)E(z3, z1)
(
4∏
i=1
ϑ[κ](ζ+i ) +
4∏
i=1
ϑ[κ](ζ−i )
)
(C.21)
where
ζ±1 = ±(q1 −∆− κ) + z2 − w
ζ±2 = ±(q1 −∆− κ)− z3 + w
ζ±3 = ±(q1 −∆− κ)− z1 − z2 + z3 + w
ζ±4 = ±(q1 −∆− κ) + z1 − w (C.22)
The interchange between ζ+i and ζ
−
i is equivalent to q1 ↔ q2, in view of the unitary gauge
relation (C.1). Using the relations (C.13), we have
I14 = −2Z0e
8πiκ′(q1−∆)
ϑ(q1 −∆+ z1 − w)ϑ(q1 −∆+ z2 − w)E(z1, z2)
E(z1, w)2E(z2, w)2E(z2, z3)E(z3, z1)
(C.23)
×ϑ(q1 −∆− z3 + w)ϑ(q1 −∆− z1 − z2 + z3 + w) + (q1 ↔ q2)
As a function of z3, I14 has simple poles at z1 and z2 with opposite non-vanishing residues,
given by ±I13. Thus, it is natural to seek an alternative formula in terms of a Green
function G(z; z1, z2; p1, p2) of (A.20) and (A.23), with poles at z1 and z2, and zeros at p1
and p2. Inspection of (C.23) indicates that I14 vanishes at q1 and w as a function of z3;
therefore, we choose p1 = q1 and p2 = w. Expression ϑ(z3 − z1 − z2 + q1 + w − ∆) in
(C.23) in terms of G, and using (C.19), and the fact that bilinears in ̟ are invariant
under q1 ↔ q2, we recover (3.9).
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C.5 A relation between I15 and I16
We establish a simple relation between I15 and I16. Recall their expressions,
I15(w; z1, z2, z3, z4) =
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1)
I16(w; z1, z2; z3, z4) =
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z2, z1)Sδ(z3, z4)
2 (C.24)
We now use the full Fay identity (A.25), applied to I15 and I16 with
Sδ(z2, z1)Sδ(z3, z4) = Sδ(z2, z4)Sδ(z3, z1)
+
ϑ[δ](z2 + z3 − z1 − z4)E(z2, z3)E(z4, z1)
ϑ[δ](0)E(z2, z4)E(z3, z4)E(z2, z1)E(z3, z1)
(C.25)
Inserting this expression for the combination Sδ(z2, z1)Sδ(z3, z4) in I16, it is manifest that
the first term on the rhs equals −I15(w; z1, z2, z4, z3), while the second term may be recast
in the following form, using the explicit factorized expression for ϕ[δ],
I16(w; z1, z2, z3, z4) + I15(w; z1, z2, z4, z3) (C.26)
= −
Z0 e
4πiκ′Ωκ′ E(z2, z3)E(z1, z4)
E(z2, z4)E(z3, z4)2E(z3, z1)E(z1, w)2E(z2, w)2
×
∑
δ
〈κ|δ〉ϑ[δ](q1 − q2)ϑ[δ](z1 + z2 − 2w)ϑ[δ](z3 − z4)ϑ[δ](z2 + z3 − z1 − z4)
The δ-sum is carried out using the Riemann identities (A.13), with the help of the following
ζ±,
ζ±1 = ±(q1 −∆− κ)− z2 − z3 + z4 + w
ζ±2 = ±(q1 −∆− κ)− z1 + z3 − z4 + w
ζ±3 = ±(q1 −∆− κ) + z2 − w
ζ±4 = ±(q1 −∆− κ) + z1 − w (C.27)
Clearly, the contributions from ζ+ and ζ− may be obtained from one another by simple
interchange of q1 and q2. Using the form for the Green function G given in (A.23) and the
relation (C.19), we obtain (after ample simplifications of prime forms and σ functions),
I16(w; z1, z2, z3, z4) + I15(w; z1, z2, z4, z3) (C.28)
= −2Z0̟(z1)̟(z2)̟(w)
2G(z3; z4, z1; q1, w)G(z4; z3, z2; q1, w)
−2Z0̟(z1)̟(z2)̟(w)
2G(z3; z4, z1; q2, w)G(z4; z3, z2; q2, w)
This equation will yield the expression for I16 of (3.11), as soon as I15 will be known. The
latter will be evaluated next.
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C.6 Calculating the antisymmetric part IA15
Given the symmetry of I16 under z1 ↔ z2 (as well as under the interchange of z3 and z4),
we can eliminate I16 in relation (C.28) above and directly obtain the antisymmetric part
IA15, producing the second equation in (3.10).
C.7 Calculation of the symmetric part IS15
Recall the definition of IS15, expressed as a sum over δ,
2IS15 =
∑
δ
Z[δ]Sδ(q1, q2)ϕ[δ](w; z1, z2)Sδ(z3, z4)
{
Sδ(z2, z3)Sδ(z4, z1)
−Sδ(z1, z3)Sδ(z4, z2)
}
The combination in braces may be recast using the Fay identity (A.25) and equals
ϑ[δ](z1 + z2 − z3 − z4)E(z1, z2)E(z3, z4)
ϑ[δ](0)E(z1, z3)E(z1, z4)E(z2, z3)E(z2, z4)
(C.29)
Using also the explicit expression for ϕ[δ], we have
2IS15 = −
Z0e
4πiκ′Ωκ′E(z1, z2)
2
E(z1, z3)E(z1, z4)E(z2, z3)E(z2, z4)E(z1, w)2E(z2, w)2
× S (C.30)
S ≡
∑
δ
〈κ|δ〉ϑ[δ](q1 − q2)ϑ[δ](z1 + z2 − 2w)ϑ[δ](z3 − z4)ϑ[δ](z1 + z2 − z3 − z4)
The last sum may be evaluated using the Riemann identities, with
ζ±1 = ±(q1 −∆− κ) + z1 + z2 − z4 − w
ζ±2 = ±(q1 −∆− κ) + z4 − w
ζ±3 = ±(q1 −∆− κ)− z1 − z2 + z3 + w
ζ±4 = ±(q1 −∆− κ)− z3 + w (C.31)
so that
S = 2
4∏
i=1
ϑ[κ](ζ+i ) + 2
4∏
i=1
ϑ[κ](ζ−i ) = 2
4∏
i=1
ϑ[κ](ζ+i ) + (q1 ↔ q2) (C.32)
Working out the first product, we have
4∏
i=1
ϑ[κ](ζ+i ) = e
−4πiκ′Ωκ′+8πiκ′(q1−∆) (C.33)
×ϑ(q1 −∆+ z1 + z2 − z4 − w)ϑ(q1 −∆+ z4 − w)
×ϑ(q1 −∆− z1 − z2 + z3 + w)ϑ(q1 −∆− z3 + w)
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The two ϑ-function factors whose arguments are a sum of 6 terms may each be recast in
terms of the Green function G using (A.23). There are two different Green functions G
that can enter: the one with zeros at w and q1, and the one with zeros at w and q2. To
recast the above results in this form, we perform the following operations on the first two
ϑ-functions in (C.33),
ϑ(q1 −∆+ z1 + z2 − z4 − w) = ϑ(q2 −∆− z1 − z2 + z4 + w) (C.34)
× exp{4πiκ′(q2 −∆− z1 − z2 + z4 + w − Ωκ
′)}
and
ϑ(q1 −∆+ z4 − w) = ϑ(q2 −∆− z4 + w)e
4πiκ′(q2−∆−z4+w−Ωκ′)
Furthermore, we make use of the following rearrangement formula (C.19) to recast the
product in the following final form in terms of the Green functions G,
4∏
i=1
ϑ[κ](ζ+i ) = −e
−4πiκ′Ωκ′
2∏
i=1
E(zi, w)
2E(z3, zi)E(z4, zi)
E(z1, z2)
(C.35)
×̟(z1)̟(z2)̟(w)
2G(z3; z1, z2; q1, w)G(z4; z1, z2; q2, w)
Using this result for the product in the symmetrized expression for I15, and combining
with the prefactor to S in (C.30), we recover the expression for IS15 in (3.10).
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D Proof of summation identities involving Ξ6[δ](Ω)
In this section, we prove the δ-summation identities for I17, I18, I19, I20 and I21, which all
involve Ξ6[δ], introduced in [4] and studied there. We recall here the expression for Ξ6[δ]
in terms of ϑ-constants. Let δ = ν1 + ν2 + ν3 the decomposition of δ as a sum of three
distinct odd spin structures ν1, ν2, ν3; then we have
Ξ6[δ] =
∑
1≤i<j≤3
〈νi|νj〉
∏
k=4,5,6
ϑ[νi + νj + νk](0)
4 (D.1)
where the sum is over the remaining 3 mutually distinct odd spin structures.
D.1 The vanishing of I17, I18, I19
The vanishing of I17 is one of the fundamental identities established in [4]. It may also be
expressed as follows,
0 =
∑
l 6=m
〈νl|νm〉
∏
n 6=l,m
ϑ[νl + νm + νn](0)
4 (D.2)
Differentiating with respect to ΩIJ , an operation that we denote by ∂IJ , we find
0 =
∑
l 6=m
〈νl|νm〉
∑
n 6=l,m
∂IJϑ[νl + νm + νn](0)
4
∏
p 6=l,m,n
ϑ[νl + νm + νp](0)
4 (D.3)
Symmetrizing this equation in l, m, n, we recognize the result as the sum over all triples
(l, m, n) of distinct l, m, n, which we may identity with the even spin structures δ = νl +
νm+νn, of ∂IJϑ[δ] multiplied by the sum of three terms which precisely add up to be Ξ6[δ].
Using now the heat equation for the ϑ-functions, we have 4πi∂IJϑ[δ](0) = ∂I∂Jϑ[δ](0),
∑
δ
Ξ6[δ] ϑ[δ](0)
3∂I∂Jϑ[δ](0) = 0 (D.4)
Using the Fay identity (A.27), this readily proves also that I18 = 0. To prove that also
I19 = 0, we notice that it is holomorphic in each zi, i = 1, 2, 3, since the poles in the Szego¨
kernels have residues proportional to I18, which vanishes. Thus, I19 must be of the form,
I19(z1, z2, z3) =
∑
IJK
CIJKωI(z1)ωJ(z2)ωK(z3) (D.5)
where CIJK are independent of the zi. From its definition, R3 is odd under the interchange
of any two z’s, so CIJK must accordingly be a completely antisymmetric object under the
interchange of any two labels. Since I, J,K = 1, 2 only, such object cannot exist, and
hence I19 = 0.
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D.2 Calculation of I20
Recall that I20 is defined by
I20(x, y; u, v)) =
∑
δ
Ξ6[δ]ϑ[δ](0)
4Sδ(x, y)
2Sδ(u, v)
2 (D.6)
It is convenient to evaluate I20 using the hyperelliptic realization of Riemann surfaces of
genus 2. As usual, the hyperelliptic formulation leaves an overall sign to be determined,
which we fix by studying the asymptotics in the ϑ-function formulation. Let the surface
Σ be the Riemann surface of the function
s2 =
6∏
j=1
(x− pj). (D.7)
A spin structure δ corresponds to the grouping of the 6 branch points {pj} into two sets
A ∪ B, with A = {a1, a2, a3} and B = {b1, b2, b3}. In this realization, the holomorphic
differentials ωI(z), the ϑ-constants, and the Szego¨ kernel are given by
2πiωI(z) =
∑
J=1,2
σIJ
xJ−1dx
s(x)
ϑ[δ](0)8 =
1
(detσ)4
∏
i<j
(ai − aj)
2(bi − bj)
2
Sδ(x, y) =
1
2
sA(x)sB(y) + sA(y)sB(x)
x− y
(
dx
s(x)
) 1
2
(
dy
s(y)
) 1
2
, (D.8)
where the matrix σIJ of change of bases of holomorphic differentials is defined by the
equation given above, and we use the notation,
sA(x)
2 = (x− a1)(x− a2)(x− a3) = x
3 −A1x
2 + A2x− A3
sB(x)
2 = (x− b1)(x− b2)(x− b3) = x
3 − B1x
2 +B2.x−B3 (D.9)
First, we extract from the square of the Szego¨ kernel the piece that is holomorphic and
δ-dependent, neglecting δ-independent pieces. We find,
Sδ(x, y)
2 = −
1
4
(
xyA1B1 − (x+ y)(A1B2 +B1A2) + A2B2
)
dx
s(x)
dy
s(y)
(D.10)
up to δ-independent terms. Next, we make the expression for Ξ6[δ]ϑ[δ](0)
4 in terms of the
hyperelliptic form explicit. To do so, we first express it in terms of odd spin structures
only, using δ = ν1 + ν2 + ν3,
Ξ6[δ]ϑ[δ](0)
4 =
∑
i≤i<j≤3
〈νi|νj〉
∏
k 6=i,j
ϑ[νi + νj + νk](0)
4 (D.11)
90
Hence, I20 may be recast in the following form,
I20(x, y; u, v) =
1
2
∑
i<j
t[i, j]
∑
l 6=i,j
Sδ(x, y)
2Sδ(u, v)
2
t[i, j] ≡ 〈νi|νj〉
∏
k 6=i,j
ϑ[νi + νj + νk](0)
4 (D.12)
where δ = νi + νj + νl. To compute this, we express t[i, j] first in terms of hyperelliptic
form with the help of the Thomae formulas,
t[i, j] = s0(detσ)
−8(pi − pj)
4
∏
k 6∈{i,j}
(pk − pi)(pk − pj)
∏
k,l 6∈{i,j}
(pk − pl)
2 (D.13)
This formula is precise, up to an overall i, j-independent sign s0, which will be deter-
mined later by considering asymptotics. Expressing Sδ(x, y)
2 and Sδ(u, v)
2 in terms of
hyperelliptic data with the help of (D.10), and carrying out the sum over i < j, we find
I20(x, y; u, v) = s0
∏
i<j(pi − pj)
2 dx dy du dv
4(detσ)8 s(x)s(y)s(u)s(v)
(
(x− u)(y − v) + (x− v)(y − u)
)
(D.14)
Converting the antisymmetric biholomorphic 1-form ∆ to the hyperelliptic form as well,
∆(x, y) =
detσ
4π2
(x− y)
dx dy
s(x)s(y)
(D.15)
we have
I20(x, y; u, v) = 4π
4s0(detσ)
−10
∏
i<j
(pi − pj)
2
(
∆(x, u)∆(y, v) + ∆(x, v)∆(y, u)
)
(D.16)
Using now again the Thomae formula, in the form
(detσ)10Ψ10 =
∏
i<j
(pi − pj)
2 (D.17)
we obtain I20 up to the sign s0. In the subsequent subsection, we shall show that s0 = −1;
which leads to our final result,
I20(x, y; u, v) = −4π
4Ψ10
(
∆(x, u)∆(y, v) + ∆(x, v)∆(y, u)
)
(D.18)
D.2.1 The sign s0 from asymptotics
The antisymmetrized expression I20(x, y; u, v)− I20(x, u; y, v) may be written in two ways;
first, via (D.18); second via its expression in terms of ϑ-functions. Omitting a common
factor of ∆(x, v)∆(y, u), the equality between these gives the following equation,
12π4s0Ψ10 =
∑
δ
Ξ6[δ]ϑ[δ](0)
2det∂I∂Jϑ[δ](0) (D.19)
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which will determine the sign s0. Note that det∂I∂Jϑ[δ](0) does not transform as a modular
tensor, although its sum against Ξ6[δ]ϑ[δ](0)
2 does in view of I17 = I18 = 0.
In computing the proportionality coefficient between rhs and lhs, we work in the sep-
arating degeneration limit. Throughout, we shall use the notations and result of [4],
specifically, section 5.1. The behavior of the modular form Ψ10 is given by
Ψ10 = −2
14π2τ 2η(τ1)
12η(τ2)
12 +Ø(τ 4) (D.20)
It is of order τ 2, so we shall have to expand the rhs to order τ 2 as well. The determinant
is given by
det∂I∂Jϑ[δ](0,Ω) = 4π
2(∂τϑ[δ])
2 − 16π2∂τ1ϑ[δ]∂τ2ϑ[δ] (D.21)
Using the expansions for the ϑ-constants derived in [4], its expansion to order τ 2 is,
ϑ
[
µ1
µ2
]2
det∂I∂Jϑ
[
µ1
µ2
]
= −π2∂ϑ1[µ1](τ1)
4∂ϑ1[µ2](τ2)
4
+12π2τ 2(∂ϑ1[µ1](τ1)
2)2(∂ϑ1[µ2](τ2)
2)2
−2π2τ 2(∂ϑ1[µ1](τ1)
2)2∂2ϑ1[µ2](τ2)
4
−2π2τ 2(∂ϑ1[µ2](τ2)
2)2∂2ϑ1[µ1](τ1)
4 (D.22)
At the leading order, we have ϑ[δ0]→ 0 and
Ξ6
[
µ1
µ2
]
= −28〈µ1|ν0〉〈µ2|ν0〉η(τ1)
12η(τ2)
12 +Ø(τ 2) (D.23)
Perform the sum over the first 9 even spin structures using the genus one Riemann relation,
we find that the leading order term in (D.22) indeed sums to 0.
To determine the order τ 2 terms asymptotics, we proceed as follows. In summing
over the first 9 spin structures, the last two terms in (D.22) clearly sum to 0, and we
shall henceforth drop them. Similarly, the Ø(τ 2) terms proportional to ∂ ln η(τ1)
12 and
∂ ln η(τ2)
12 cancel by the same identity. Collecting the remaining terms, and using the
asymptotics of ϑ-functions to order τ 2, we have
∑
µ1,µ2
Ξ6
[
µ1
µ2
]
ϑ
[
µ1
µ2
]2
det∂I∂Jϑ
[
µ1
µ2
]
(D.24)
= 28η(τ1)
12η(τ2)
12
∑
µ1,µ2
〈µ1|ν0〉〈µ2|ν0〉
[
−1 +
3
2
τ 2∂ lnϑ1[µ1](τ1)
4∂ lnϑ1[µ2](τ2)
4
]
×
[
−π2∂ϑ1[µ1](τ1)
4∂ϑ1[µ2](τ2)
4 + 12π2τ 2
(
∂ϑ1[µ1](τ1)
2∂ϑ1[µ2](τ2)
2
)2]
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Combining the two products and cancelling the leading behavior, we are left to perform
the following genus 1 sum,
U(τ) ≡
∑
µ
〈µ|ν0〉
(
∂τϑ1[µ](τ)
2
)2
(D.25)
Using the modular transformation laws of genus 1, it is readily established that U(τ) has
precisely the same transformation laws as η(τ)12. Comparing asymptotics as τ → i∞, we
find U(τ) = 4π2η(τ)12. Carrying out these sums, we find
∑
µ1,µ2
Ξ6
[
µ1
µ2
]
ϑ
[
µ1
µ2
]2
det∂I∂Jϑ
[
µ1
µ2
]
= −9 · 214π6τ 2η(τ1)
24η(τ2)
24 +Ø(τ 4)
(D.26)
Ξ6[δ10]ϑ[δ10]
2det∂I∂Jϑ[δ10] = −3 · 2
14π6τ 2η(τ1)
24η(τ2)
24 +Ø(τ 4)
Adding these together and comparing with the asymptotic expansion of Ψ10, we find the
sign s0 = −1.
D.2.2 Calculation of I21
Finally, it remains to compute I21, defined by,
I21(z1, z2, z3, z4) =
∑
δ
Ξ6[δ]ϑ[δ](0)
4Sδ(z1, z2)Sδ(z2, z3)Sδ(z3, z4)Sδ(z4, z1). (D.27)
We shall relate I21 to I20, using the same reasoning that was used to relate I12 to I11 in ap-
pendix §C.3.2. The quantity I21(z1, z2, z3, z4) is a holomorphic 1-form in each zi, since the
poles of the Szego¨ kernels cancel in view of identity I19 = 0. Also, I21 is symmetric under
the interchange of z1 and z3. In view of the one-to-one correspondence between holomor-
phic 2-forms and symmetric biholomorphic 1-forms, I21(z1, z2, z3, z4) may be completely
reconstructed from I21(z, z2, z, z4), which is given by
I21(z, z2, z, z4) = I20(z, z2; z, z4) = 4π
4Ψ10∆(z, z2)∆(z, z4) (D.28)
Finally, using the map ω{I(z)ωJ}(w) ↔ ωI(z)ωJ (z) to reconstruct I21(z1, z2, z3, z4) from
I21(z, z2, z, z4), we have
I21(z1, z2, z3, z4) = 4π
4Ψ10ε
IJεKLω{I(z1)ωK}(z3)ωJ(z2)ωL(z4)
= 2π4Ψ10
(
∆(z1, z2)∆(z3, z4)−∆(z1, z4)∆(z2, z3)
)
. (D.29)
This completes the proof of the 21 δ-summation identities.
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