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Abstract
This paper studies two artificial viscosity methods for approximating solutions to the Navier-Stokes
Equations. Both methods that are introduced add stabilization, then remove it only on a coarse mesh. Both
methods can be considered as conforming, mixed methods for 1) velocity and its gradient, and 2) velocity and
vorticity. Herein we rigorously study the schemes both analytically and computationally, showing that both
methods are unconditionally stable and optimally convergent. Numerical experiments show both methods
provide improved results over the unstabilized Navier-Stokes Equations.
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Chapter 1
Introduction
This thesis studies two numerical schemes for approximating solutions to the Navier-Stokes Equa-
tions (NSE) which introduce artificial viscosity (AV) operators acting only on the fluctuations in the velocity
gradient. These methods were proposed by Layton in [10] by adding stabilization, then removing it only
on a coarse mesh. Two two-level methods arise that can be considered as conforming, mixed methods
for 1) velocity and its gradient, and 2) velocity and vorticity. Method 1 arises from the stabilization pro-
cess applied to the usual viscous term, and the second follows from a similar process using the relation
∆u = −∇× (∇×u) +∇(∇·u). In 3d, a mixed method for velocity and vorticity can offer significant storage
reduction over one for velocity and its gradient, although in [10] it is speculated that Method 1 may be more
stable.
Herein we rigorously study both methods from both an analytical and computational point of view,
and find that with some minor adjustment to Method 2, both methods are unconditionally stable and
optimally convergent. Our numerical tests show both methods yield improved results over an unstabilized
method.
The NSE problem we consider is as follows: For a bounded, regular domain Ω ⊂ Rd (d = 2 or 3)
find u : Ω× [0, T ]→ Rd, p : Ω× (0, T ]→ R satisfying
ut + u · ∇u+∇p− ν∆u = f in Ω× (0, T ]
∇ · u = 0, x ∈ Ω in Ω× (0, T ] (1.1)
u = 0 on ∂Ω in ∂Ω× [0, T ]
u(x, 0) = u0(x) for x ∈ Ω
1
where u represents the velocity, p represents the zero-mean pressure, f an external force, and ν the kinematic
viscosity. When (1.1) is discretized in time (i.e. Crank Nicolson) and space (i.e. Finite Element Method) a
high Reynolds number results in ill-conditioned linear systems which can cause numerical methods to fail or
produce inaccurate results. Subgrid-scale stabilization methods, such as those proposed herein, provide one
general approach to improving the conditioning of the system in the presence of a high Reynolds number.
These methods make use of a second, coarse mesh finite element space so that by adding viscosity on the
fine mesh and then subtracting it off on the coarse mesh, better conditioning of the linear system is achieved
while only altering the NSE on fine scales.
The idea of subgrid-scale stabilization is not new, and methods similar to those studied herein can
be found in [5, 4, 1, 2], and moreover, this idea (and thus the methods in this paper) can be considered as
variational multiscale methods similar to those studied by Hughes et al. [8]. However, there is significant
novelty to the methods of this thesis for three reasons. First, they arise naturally from considering stabiliza-
tion as a mixed method. Second, in Method 2, through the use of a vector identity, the subgrid stabilization
leads to coarse grid storage of vorticity (3 variables) instead of the full velocity gradient (9 variables). Third,
Method 2 naturally includes a grad-div stabilization term. Grad-div stabilization is known to both improve
mass conservation and relax the effect of the pressure error on the velocity error [12, 13, 11].
This thesis is arranged as follows. Section 2 presents notation and mathematical preliminaries to
allow for a smooth analysis of the schemes studied herein as well as both schemes as presented in [10].
Sections 3 and 4 contain the analysis results for Methods 1 and 2, respectively. Section 5 presents numerical
experiments, and conclusions are in Section 6.
2
Chapter 2
Mathematical Preliminaries
Assume the domain Ω is a convex polygon or polyhedra and let (·, ·) and ‖·‖ denote the L2(Ω) inner
product and norm, respectively. Denote the spaces
(H10 (Ω))
d := {v ∈ L2(Ω)d : ∇v ∈ L2(Ω)d×d and v = 0 on ∂Ω}
L20(Ω) := {q ∈ L2(Ω) :
∫
Ω
qdx = 0}.
Define b∗(u, v, w) := 12 (u · ∇v, w)− 12 (u · ∇w, v).
Assume that (Xh, Qh) ⊂ ((H10 (Ω))d, L20(Ω)) are LBB stable finite element spaces defined on a regular
mesh τh, where h denotes the average element diameter. Define the space of discretely divergence free
functions by
Vh := {vh ∈ Xh | (∇ · vh, qh) = 0 ∀qh ∈ Qh}.
Denote the norms of Xh, Vh, respectively, by
‖φ‖Xh = ‖∇φ‖
‖φ‖Vh = ‖∇φ‖
Denote the norms of the dual spaces of Xh, Vh, respectively, by
‖φ‖X′h = supv∈Xh
(φ, v)
‖v‖Xh
3
‖φ‖V ′h = supv∈Vh
(φ, v)
‖v‖Vh
We also use a second mesh, τH , and will assume τh is a refinement of τH . Define PVh : L
2(Ω)→ Vh to be the
L2 projection into Vh : (PVhφ−φ, vh) = 0, ∀vh ∈ Vh. Also define PLH : L2(Ω)→ LH to be the L2 projection
into LH : (PLHφ− φ, lH) = 0 ∀lH ∈ LH . Let X ′h, V ′h denote the dual spaces of Xh and Vh, respectively.
Lemma 1 For u ∈ Vh, ‖u‖X′h and ‖u‖V ′h are equivalent.
Proof: For u ∈ Vh, Galerkin orthogonality gives us
‖u‖X′h = supv∈Xh
(u, v)
‖v‖Xh
= sup
v∈Xh
(u, PVhv + PV ⊥h v)
‖v‖Xh
≤ sup
v∈Xh
(u, PVhv)
‖PVhv‖Xh
.
Using the equivalence of Xh and Vh norms and simplifying yields
‖u‖X′h ≤ supv∈Xh
(u, PVhv)
‖PVhv‖Vh
= sup
x∈Vh
(u, x)
‖x‖Vh
= ‖u‖V ′h .
The reverse inequality is also true since
‖u‖V ′h = supv∈Vh
(u, v)
‖v‖Vh
≤ sup
v∈Xh
(u, v)
‖v‖Xh
= ‖u‖X′h .
Therefore we have that ‖·‖X′h and ‖·‖V ′h are equivalent.
We will use the following approximation properties in our convergence analysis.
Lemma 2 The Taylor-Hood element pair (Xh, Qh) := (Pk, Pk−1) satisfy
• inf
v∈Xh
‖u− v‖ ≤ Chk+1 ‖u‖Hk+1(Ω)d
• inf
v∈Xh
‖u− v‖1 ≤ Chk ‖u‖Hk+1(Ω)d
• inf
r∈Qh
‖p− r‖ ≤ Chk ‖p‖Hk(Ω)
Proof: The proof of this lemma can be found in [3].
The Poincare-Friedrichs inequality will be used throughout, and is given by ‖u‖ ≤ CPF ‖∇u‖
∀u ∈ (H10 (Ω))d where CPF = CPF (Ω). We will also use the following bounds on trilinear terms that arise
throughout our analysis.
Lemma 3 For u, v, w ∈ (H1(Ω))d we have
b∗(u, v, w) ≤ C(Ω) ‖∇u‖ ‖∇v‖ ‖w‖ 12 ‖∇w‖ 12
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b∗(u, v, w) ≤ C(Ω) ‖∇u‖ ‖∇v‖ ‖∇w‖ .
Proof: These follow from Holder’s inequality, the Sobolev imbedding theorem and Poincare’s inequality.
We will also use the discrete Gronwall lemma in our convergence analysis.
Lemma 4 (Discrete Gronwall Lemma) Let ∆t, H, and an, bn, cn, dn (for integers n ≥ 0) be nonnegative
numbers such that
al + ∆t
l∑
n=0
bn ≤ ∆t
l∑
n=0
dnan + ∆t
l∑
n=0
cn +H for l ≥ 0.
Suppose that ∆tdn < 1 ∀n. Then,
al + ∆t
l∑
n=0
bn ≤ exp
(
∆t
l∑
n=0
dn
1−∆tdn
)(
∆t
l∑
n=0
cn +H
)
for l ≥ 0.
Proof: This lemma is proven in [7]
2.1 Numerical Schemes
The schemes we study herein were proposed in semi-discrete form in [10] as follows. Let LH be a
finite dimensional subspace of (L2(Ω))d×d on τH . We introduce a new coarse mesh variable GH . The first
method is: Find (uh, ph, GH) ∈ (Xh, Qh, LH) satisfying ∀(vh, qh, lH) ∈ (Xh, Qh, LH),
(uht , vh) + (uh · ∇uh, vh)− (ph,∇ · vh) + (α(h) + ν)(∇uh,∇vh)− α(h)(GH ,∇vh) = (f, vh) (2.1)
(∇ · uh, qh) = 0 (2.2)
(∇uh −GH , lH) = 0 (2.3)
where α(h) is an O(h) constant.
Let LH ⊂ L2(Ω)d on τH . Introduce the new coarse mesh variable wH . The second method is: Find
(uh, ph, wH) ∈ (Xh, Qh, LH) satisfying ∀(vh, qh, lH) ∈ (Xh, Qh, LH),
(uht , vh) + (uh · ∇uh, vh)− (ph,∇ · vh) + ν(∇uh,∇vh) + α1(h)(∇× uh,∇× vh) (2.4)
−α1(h)(wH ,∇× vh) + α2(h)(∇ · uh,∇ · vh) = (f, vh)
(∇ · uh, qh) = 0 (2.5)
(wH −∇× uh, lH) = 0 (2.6)
5
where α1(h) and α2(h) are O(h) constants, although since α2(h) can be considered as a grad-div stabilization
parameter, increasing α2(h) may be appropriate.
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Chapter 3
Method 1: A 2-level method with a
coarse mesh gradient projection
This chapter presents an analysis of a fully discrete version of Method 1, (2.1) - (2.4). We begin by
deriving a Crank-Nicolson discretization. Denote by φn+
1
2 := 12 (φ
n+1 +φn). For end time T , select timestep
∆t and M so that T = M∆t, then find (u0h, λ) ∈ (Xh, Qh) and (uh, p˜h, GH) ∈ (Xh, Qh, LH) satisfying
∀(vh, qh, lH , χh, rh) ∈ (Xh, Qh, LH , Xh, Qh), and for n = 0, 1, ...,M − 1,
1
∆t
(un+1h − unh, vh) + b∗(u
n+ 12
h , u
n+ 12
h , vh)− (p˜n+1h ,∇ · vh) (3.1)
+(α(h) + ν)(∇un+ 12h ,∇vh)− α(h)(G
n+ 12
H ,∇vh) = (f(tn+
1
2 ), vh)
(∇ · un+ 12h , qh) = 0 (3.2)
(∇un+ 12h −G
n+ 12
H , lH) = 0 (3.3)
(u0h, χh)− (λ,∇ · χh) = (u0, χh) (3.4)
(∇ · u0h, rh) = 0. (3.5)
An equivalent discrete formulation in Vh will be easier to analyze, and reads: Find (uh, GH) ∈ (Vh, LH)
satisfying ∀(vh, lH , χh) ∈ (Vh, LH , Vh), and for n = 1, 2, ...,M − 1,
1
∆t
(un+1h − unh, vh) + b∗(u
n+ 12
h , u
n+ 12
h , vh) (3.6)
+(α(h) + ν)(∇un+ 12h ,∇vh)− α(h)(G
n+ 12
H ,∇vh) = (f(tn+
1
2 ), vh)
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(∇un+ 12h −G
n+ 12
H , lH) = 0 (3.7)
(u0h, χh) = (u0, χh). (3.8)
Remark 1 p˜n+1 approximates p(tn+
1
2 ) but is solved for directly.
We now prove the scheme (3.1) is well posed.
Lemma 5 Let f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ L2(Ω). Then solutions to the discrete formulation (3.1) are
unconditionally stable. For any h,H > 0, 0 ≤ l ≤M
∥∥ulh∥∥2 + ∆t l−1∑
n=0
ν
∥∥∥∇un+ 12h ∥∥∥2 ≤ ∆t l−1∑
n=0
ν−1
∥∥∥f(tn+ 12 )∥∥∥2
−1
+ ‖u0‖2 =: C1(f, u0, T, ν) (3.9)
∆t
l−1∑
n=0
ν
∥∥∥Gn+ 12H ∥∥∥2 ≤ C1 (3.10)
∆t
l−1∑
n=0
∥∥∥pn+ 12h ∥∥∥2 ≤ C(data). (3.11)
Remark 2 The results of Lemma 5 are enough to show that for fixed meshes τh and τH , and fixed timestep
∆t, solutions to Method 1 exist uniquely.
Proof: To bound the velocity, we first prove that G
n+ 12
H is bounded by ∇u
n+ 12
h . Let lH = G
n+ 12
H in
(3.3) and use Cauchy Schwarz and Young’s inequality to get
∥∥∥Gn+ 12H ∥∥∥2 = (∇un+ 12h , Gn+ 12H ) ≤ ∥∥∥∇un+ 12h ∥∥∥∥∥∥Gn+ 12H ∥∥∥ ≤ 12 ∥∥∥∇un+ 12h ∥∥∥2 + 12 ∥∥∥Gn+ 12H ∥∥∥2
which implies ∥∥∥Gn+ 12H ∥∥∥ ≤ ∥∥∥∇un+ 12h ∥∥∥ . (3.12)
Next, choosing vh = u
n+ 12
h in (3.1) yields
1
2∆t
(
∥∥un+1h ∥∥2 − ‖unh‖2) + (α(h) + ν)∥∥∥∇un+ 12h ∥∥∥2 = α(h)(Gn+ 12H ,∇un+ 12h ) + (f(tn+ 12 ), un+ 12h ).
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Majorizing the right hand side terms with Cauchy Schwarz, Young’s inequality and (3.12) gives
1
2∆t
(
∥∥un+1h ∥∥2 − ‖unh‖2) + (α(h) + ν)∥∥∥∇un+ 12h ∥∥∥2 ≤ α(h)∥∥∥∇un+ 12h ∥∥∥2 + ν−12 ∥∥∥f(tn+ 12 )∥∥∥2−1 + ν2 ∥∥∥∇un+ 12h ∥∥∥2 ,
which reduces to
1
∆t
(
∥∥un+1h ∥∥2 − ‖unh‖2) + ν ∥∥∥∇un+ 12h ∥∥∥2 ≤ ν−1 ∥∥∥f(tn+ 12 )∥∥∥2−1 .
Sum from 0 to l − 1 and multiply by ∆t to get
∥∥uMh ∥∥2 + ∆t l−1∑
n=0
ν
∥∥∥∇un+ 12h ∥∥∥2 ≤ ∆t l−1∑
n=0
ν−1
∥∥∥f(tn+ 12 )∥∥∥2
−1
+
∥∥u0h∥∥2
≤ ∆t
l−1∑
n=0
ν−1
∥∥∥f(tn+ 12 )∥∥∥2
−1
+ ‖u0‖2
= C1(f, u0, T, ν), (3.13)
which proves (3.9). We use (3.13) along with (3.12) to get the following bound on GH , proving (3.10)
∆t
l−1∑
n=0
ν
∥∥∥Gn+ 12H ∥∥∥2 ≤ ∆t l−1∑
n=0
ν
∥∥∥∇un+ 12h ∥∥∥2 ≤ C1.
To bound the pressure we first note that from (3.6) we have ∀vh ∈ Vh,
1
∆t
(un+1h − unh, vh) = (f(tn+
1
2 ), vh) + α(h)(G
n+ 12
H ,∇vh)
− b∗(un+ 12h , u
n+ 12
h , vh)− (α(h) + ν)(∇u
n+ 12
h ,∇vh).
Dividing by ‖∇vh‖ and using Cauchy Schwarz we have
1
∆t
(un+1h − unh, vh)
‖∇vh‖ ≤
|(f(tn+ 12 ), vh)|
‖∇vh‖ + α(h)
∥∥∥Gn+ 12H ∥∥∥+ C ∥∥∥∇un+ 12h ∥∥∥2 + (α(h) + ν)∥∥∥∇un+ 12h ∥∥∥ .
Taking the supremum over vh ∈ Vh yields
1
∆t
∥∥un+1h − unh∥∥V ′h ≤ ∥∥∥f(tn+ 12 )∥∥∥−1 + α(h)∥∥∥Gn+ 12H ∥∥∥+ C ∥∥∥∇un+ 12h ∥∥∥2 + (α(h) + ν)∥∥∥∇un+ 12h ∥∥∥ .
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This bound along with Lemma 1 provides the following bound
1
∆t
∥∥un+1h − unh∥∥X′h ≤ C(α(h), ν, f). (3.14)
Now, from (3.1) we have
(p
n+ 12
h ,∇ · vh) =
1
∆t
(un+1h − unh, vh) + b∗(u
n+ 12
h , u
n+ 12
h , vh)
+(α(h) + ν)(∇un+ 12h ,∇vh)− α(h)(G
n+ 12
H ,∇vh)− (f(tn+
1
2 ), vh).
Dividing by ‖∇vh‖ and using Cauchy Schwarz we have
(p
n+ 12
h ,∇ · vh)
‖∇vh‖ ≤
1
∆t
(un+1h − unh, vh)
‖∇vh‖ + C
∥∥∥∇un+ 12h ∥∥∥2
+ (α(h) + ν)
∥∥∥∇un+ 12h ∥∥∥+ α(h)∥∥∥Gn+ 12H ∥∥∥+ (f(tn+ 12 ), vh)‖∇vh‖ .
Taking the sup over vh ∈ Xh and using the discrete inf-sup condition gives, for a constant β > 0,
β
∥∥∥pn+ 12h ∥∥∥ ≤ 1∆t ∥∥un+1h − unh∥∥X′h +M ∥∥∥∇un+ 12h ∥∥∥2 + (α(h) + ν)∥∥∥∇un+ 12h ∥∥∥+ α(h)∥∥∥Gn+ 12H ∥∥∥+ ∥∥∥f(tn+ 12 )∥∥∥−1 .
Now multiplying by ∆t, summing over timesteps, using (3.14), (3.9), (3.10) and that α(h) is necessarily
bounded above finishes the proof.
3.1 Convergence of Method 1
Theorem 6 (Convergence) Let (u, p) be a NSE solution on Ω×(0, t] such that u ∈ L∞(0, T ;H1(Ω)), utt ∈
L∞(0, T ;H1(Ω)), uttt ∈ L∞(0, T ;H1(Ω)). Then if unh is the velocity solution (n = 0, 1, ...,M − 1) of Method
1,
∥∥u(T )− uMh ∥∥2L∞(0,T ;L2(Ω)) + ν∆tM−1∑
n=0
∥∥∥∇(u(tn+ 12 )− un+ 12h )∥∥∥2 ≤ C (∆t4 + ∆tM−1∑
n=0
inf
qh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ ∆t
M−1∑
n=0
(1 + (α(h))2) inf
vh∈Xh
∥∥∥∇(u(tn+ 12 )− vh)∥∥∥2 + ∆tM−1∑
n=0
(α(h))2 inf
lH∈LH
∥∥∥∇un+ 12 − lH∥∥∥2 ). (3.15)
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Corollary 7 Suppose Xh = Pk(τh), Qh = Pk−1(τh), and LH = Pk−1(τH). Then, in addition to the regularity
assumptions of Theorem 6, if u ∈ L∞(0, T ;Hk+1), p ∈ L∞(0, T ;Hk) we have,
∥∥u(T )− uMh ∥∥L∞(0,T ;L2(Ω)) +
√√√√ν∆tM−1∑
n=0
∥∥∥∇(u(tn+ 12 )− un+ 12h )∥∥∥2 ≤ C(∆t2 + hk + hHk+1). (3.16)
Proof: Multiply the NSE at t = tn+
1
2 by vh ∈ Vh and integrate over Ω to get
(ut(t
n+ 12 ), vh) + b
∗(u(tn+
1
2 ), u(tn+
1
2 ), vh)− (p(tn+ 12 ), vh) + ν(∇u(tn+ 12 ),∇vh) = (f(tn+ 12 ), vh),
which can be written as
(ut(t
n+ 12 ), vh)± (u(t
n+1)− u(tn)
∆t
, vh) + b
∗(u(tn+
1
2 ), u(tn+
1
2 ), vh)± b∗(un+ 12 , un+ 12 , vh) (3.17)
−(p(tn+ 12 ), vh) + ν(∇u(tn+ 12 ),∇vh)± (α(h) + ν)(∇un+ 12 ,∇vh) = (f(tn+ 12 ), vh).
Denote en := u(tn) − unh, en+1 := u(tn+1) − un+1h , and en+
1
2 := un+
1
2 − un+ 12h . Subtract (3.6) from (3.17)
and rearrange terms to get, ∀vh ∈ Vh,
1
∆t
(en+1 − en, vh) + (ut(tn+ 12 )− u(t
n+1)− u(tn)
∆t
, vh) + b
∗(en+
1
2 , u
n+ 12
h , vh)
+b∗(un+
1
2 , en+
1
2 , vh) + b
∗(u(tn+
1
2 ), u(tn+
1
2 ), vh)− b∗(un+ 12 , un+ 12 , vh)
−(p(tn+ 12 ),∇ · vh) + (α(h) + ν)(∇en+ 12 ,∇vh) + ν(∇u(tn+ 12 ),∇vh) (3.18)
−(α(h) + ν)(∇un+ 12 ,∇vh) + α(h)(Gn+
1
2
H ,∇vh) = 0
Denote ηn := u(tn) − PVh(u(tn)) and φnh := PVh(u(tn)) − unh, so that en = ηn + φnh. Using this to expand
(3.18) yields
1
∆t
(φn+1h − φnh, vh) + (α(h) + ν)(∇φ
n+ 12
h ,∇vh) = −
1
∆t
(ηn+1 − ηn, vh)− (α(h) + ν)(∇ηn+ 12 ,∇vh)
+ (p(tn+
1
2 ),∇ · vh)− b∗(un+ 12 , φn+
1
2
h , vh)− b∗(un+
1
2 , ηn+
1
2 , vh)− b∗(φn+
1
2
h , u
n+ 12
h , vh)− b∗(ηn+
1
2 , u
n+ 12
h , vh)
− (ut(tn+ 12 )− u(t
n+1)− u(tn)
∆t
, vh)− b∗(u(tn+ 12 ), u(tn+ 12 ), vh) + b∗(un+ 12 , un+ 12 , vh)− ν(∇u(tn+ 12 ),∇vh)
+ (α(h) + ν)(∇un+ 12 ,∇vh)− α(h)(Gn+
1
2
H ,∇vh). (3.19)
Choose vh = φ
n+ 12
h and note
11
• b∗(un+ 12 , φn+ 12h , φ
n+ 12
h ) = 0,
• 1∆t (ηn+1 − ηn, φ
n+ 12
h ) = 0 since η
n+1, ηn ⊥ Vh and φn+
1
2
h ∈ Vh,
to get
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + ν ∥∥∥∇φn+ 12h ∥∥∥2 + α(h)∥∥∥∇φn+ 12h ∥∥∥2 = −(α(h) + ν)(∇ηn+ 12 ,∇φn+ 12h )
+ (p(tn+
1
2 ),∇ · φn+ 12h )− b∗(un+
1
2 , ηn+
1
2 , φ
n+ 12
h )− b∗(φ
n+ 12
h , u
n+ 12
h , φ
n+ 12
h )− b∗(ηn+
1
2 , u
n+ 12
h , φ
n+ 12
h )
− (ut(tn+ 12 )− u(t
n+1)− u(tn)
∆t
, φ
n+ 12
h )− b∗(u(tn+
1
2 ), u(tn+
1
2 ), φ
n+ 12
h ) + b
∗(un+
1
2 , un+
1
2 , φ
n+ 12
h )
+ ν(∇(un+ 12 − u(tn+ 12 )),∇φn+ 12h ) + α(h)(∇un+
1
2 −Gn+ 12H ,∇φ
n+ 12
h ). (3.20)
We’ll consider the last five terms first
− (ut(tn+ 12 )− u(t
n+1)− u(tn)
∆t
, φ
n+ 12
h ) ≤
∆t2
12
‖uttt‖L∞(tn,tn+1,L2(Ω))
∥∥∥φn+ 12h ∥∥∥
≤ C∆t4 ‖uttt‖2L∞(tn,tn+1,L2(Ω)) +
∥∥∥φn+ 12h ∥∥∥2 (3.21)
b∗(un+
1
2 , un+
1
2 , φ
n+ 12
h )− b∗(u(tn+
1
2 ), u(tn+
1
2 ), φ
n+ 12
h )
≤ C
∥∥∥∇(un+ 12 − u(tn+ 12 ))∥∥∥∥∥∥∇φn+ 12h ∥∥∥(∥∥∥∇un+ 12 ∥∥∥+ ∥∥∥∇u(tn+ 12 )∥∥∥)
≤ C∆t2 ‖utt‖L∞(tn,tn+1,H1(Ω))
∥∥∥∇φn+ 12h ∥∥∥(‖∇u(tn)‖+ ∥∥∥∇u(tn+ 12 )∥∥∥+ ∥∥∇u(tn+1)∥∥)
≤ Cν−1∆t4 ‖utt‖2L∞(tn,tn+1,H1(Ω)) +
ν
16
∥∥∥∇φn+ 12h ∥∥∥2 (3.22)
since u ∈ L∞(0, T ;H1(Ω)).
ν(∇(un+ 12 − u(tn+ 12 )),∇φn+ 12h ) ≤ ν
∥∥∥∇(un+ 12 − u(tn+ 12 ))∥∥∥∥∥∥∇φn+ 12h ∥∥∥
≤ ν∆t
2
4
‖utt‖L∞(tn,tn+1,H1(Ω))
∥∥∥∇φn+ 12h ∥∥∥ (3.23)
≤ ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν∆t4 ‖utt‖2L∞(tn,tn+1,H1(Ω))
For the coarse mesh projection term, we first note that from (3.3) we have ∀lH ∈ LH
(∇un+ 12 −Gn+ 12H , lH) = (∇un+
1
2 −∇un+ 12h , lH) = (∇en+
1
2 , lH). (3.24)
12
Denote ψn := ∇un − PLH (∇un) and γnH := PLH (∇un) − GnH . Note γnH ∈ LH and ψn ⊥ LH . Then from
(3.24) ∀lH ∈ LH
(∇en+ 12 , lH) = (∇un+ 12 −Gn+
1
2
H , lH) = (γ
n+ 12
H , lH) + (ψ
n+ 12 , lH) = (γ
n+ 12
H , lH).
Let lH = γ
n+ 12
H . Then
∥∥∥γn+ 12H ∥∥∥2 = (∇en+ 12 , γn+ 12H ) ≤ 12 ∥∥∥∇en+ 12 ∥∥∥2 + 12 ∥∥∥γn+ 12H ∥∥∥2 ,
and so
⇒
∥∥∥γn+ 12H ∥∥∥ ≤ ∥∥∥∇en+ 12 ∥∥∥ ≤ ∥∥∥∇ηn+ 12 ∥∥∥+ ∥∥∥∇φn+ 12h ∥∥∥ . (3.25)
Thus with (3.25), the last term in (3.20) is bounded by
α(h)(∇un+ 12 −Gn+ 12H ,∇φ
n+ 12
h ) ≤ α(h)
∥∥∥∇un+ 12 −Gn+ 12H ∥∥∥∥∥∥∇φn+ 12h ∥∥∥
≤ α(h)(
∥∥∥γn+ 12H ∥∥∥+ ∥∥∥ψn+ 12 ∥∥∥)∥∥∥∇φn+ 12h ∥∥∥
≤ α(h)(
∥∥∥∇φn+ 12h ∥∥∥2 + ∥∥∥∇φn+ 12h ∥∥∥∥∥∥∇ηn+ 12 ∥∥∥+ ∥∥∥∇φn+ 12h ∥∥∥∥∥∥ψn+ 12 ∥∥∥)
≤ α(h)
∥∥∥∇φn+ 12h ∥∥∥2 + ν16 ∥∥∥∇φn+ 12h ∥∥∥2 + Cν−1(α(h))2 ∥∥∥∇ηn+ 12 ∥∥∥2
+
ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν−1(α(h))2 ∥∥∥ψn+ 12 ∥∥∥2 . (3.26)
Using (3.21) - (3.23) and (3.26) we can now rewrite (3.20) as:
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + 1216ν ∥∥∥∇φn+ 12h ∥∥∥2 ≤ −(α(h) + ν)(∇ηn+ 12 ,∇φn+ 12h ) + (p(tn+ 12 ),∇ · φn+ 12h )
− b∗(u(t
n+1) + u(tn)
2
, ηn+
1
2 , φ
n+ 12
h )− b∗(φ
n+ 12
h , u
n+ 12
h , φ
n+ 12
h )− b∗(ηn+
1
2 , u
n+ 12
h , φ
n+ 12
h )
+ C∆t4 ‖uttt‖2L∞(tn,tn+1,H1(Ω)) +
∥∥∥φn+ 12h ∥∥∥2 + Cν−1∆t4 ‖utt‖2L∞(tn,tn+1,H1(Ω))
+ Cν∆t4 ‖utt‖2L∞(tn,tn+1,H1(Ω)) + Cν−1(α(h))2
∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1(α(h))2 ∥∥∥ψn+ 12 ∥∥∥2 . (3.27)
For the first term on the right hand side of (3.27), Cauchy-Schwarz and Young’s inequality yield
−(α(h) + ν)(∇ηn+ 12 ,∇φn+ 12h ) ≤
ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν ∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1(α(h))2 ∥∥∥∇ηn+ 12 ∥∥∥2 . (3.28)
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For the pressure term, noting that ‖∇ · φn‖ ≤ C ‖∇φn‖ and using Cauchy-Schwarz and Young’s inequality
gives ∀qh ∈ Qh
(p(tn+
1
2 ),∇ · φn+ 12h ) = (p(tn+
1
2 )− qh,∇ · φn+
1
2
h ) ≤
ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν−1 infqh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2 . (3.29)
We use Lemma 3 and Cauchy Schwarz and Young’s inequality to bound
− b∗(un+ 12 , ηn+ 12 , φn+ 12h ) ≤ C
∥∥∥∇un+ 12 ∥∥∥∥∥∥∇ηn+ 12 ∥∥∥ ∥∥∥∇φn+ 12h ∥∥∥
≤ C
∥∥∥∇ηn+ 12 ∥∥∥∥∥∥∇φn+ 12h ∥∥∥
≤ Cν−1
∥∥∥∇ηn+ 12 ∥∥∥2 + ν
16
∥∥∥∇φn+ 12h ∥∥∥2 . (3.30)
Similarly,
− b∗(ηn+ 12 , un+ 12h , φ
n+ 12
h ) ≤ C
∥∥∥∇ηn+ 12 ∥∥∥ ∥∥∥∇un+ 12h ∥∥∥∥∥∥∇φn+ 12h ∥∥∥
≤ Cν−1
∥∥∥∇ηn+ 12 ∥∥∥2 ∥∥∥∇un+ 12h ∥∥∥2 + ν16 ∥∥∥∇φn+ 12h ∥∥∥2 . (3.31)
Finally, by adding and subtracting un+
1
2 and using Lemma 3 we have
− b∗(φn+ 12h , u
n+ 12
h , φ
n+ 12
h ) ≤ |b∗(φ
n+ 12
h , u
n+ 12
h ± un+
1
2 , φ
n+ 12
h )|
≤ |b∗(φn+ 12h , ηn+
1
2 + φ
n+ 12
h + u
n+ 12 , φ
n+ 12
h )|
≤ C
∥∥∥φn+ 12h ∥∥∥ 12 ∥∥∥∇φn+ 12h ∥∥∥ 32 ∥∥∥∇ηn+ 12 ∥∥∥+ C ∥∥∥φn+ 12h ∥∥∥ 12 ∥∥∥∇φn+ 12h ∥∥∥ 32 ∥∥∥∇un+ 12 ∥∥∥
≤ ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν−3 ∥∥∥∇ηn+ 12 ∥∥∥4 ∥∥∥φn+ 12h ∥∥∥2 + ν16 ∥∥∥∇φn+ 12h ∥∥∥2
+ Cν−3
∥∥∥∇un+ 12 ∥∥∥4 ∥∥∥φn+ 12h ∥∥∥2 . (3.32)
Rewriting (3.27) using (3.28) - (3.32) yields
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + 616ν ∥∥∥∇φn+ 12h ∥∥∥2 ≤ Cν ∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1(α(h))2 ∥∥∥∇ηn+ 12 ∥∥∥2
+ Cν−1 inf
qh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2 + Cν−1 ∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1 ∥∥∥∇ηn+ 12 ∥∥∥2 ∥∥∥∇un+ 12h ∥∥∥2
+ Cν−3
∥∥∥∇ηn+ 12 ∥∥∥4 ∥∥∥φn+ 12h ∥∥∥2 + Cν−3 ∥∥∥∇un+ 12 ∥∥∥4 ∥∥∥φn+ 12h ∥∥∥2 + C∆t4 + ∥∥∥φn+ 12h ∥∥∥2 + Cν−1∆t4
+ Cν∆t4 + Cν−1(α(h))2
∥∥∥ψn+ 12 ∥∥∥2 .
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Simplifying gives (assuming ν < 1)
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + ν ∥∥∥∇φn+ 12h ∥∥∥2 ≤ C(ν−1 infqh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ (ν + ν−1 + ν−1(α(h))2 + ν−1(
∥∥∥∇un+ 12h ∥∥∥2))∥∥∥∇ηn+ 12 ∥∥∥2
+ ν−3(
∥∥∥∇ηn+ 12 ∥∥∥4 + ∥∥∥∇un+ 12 ∥∥∥4 + 1) ∥∥∥φn+ 12h ∥∥∥2
+ ν−1∆t4 + ν−1(α(h))2
∥∥∥ψn+ 12 ∥∥∥2 .
Multiply by 2∆t and sum from 0 to M − 1 to get
∥∥φMh ∥∥2 + ν∆tM−1∑
n=0
∥∥∥∇φn+ 12h ∥∥∥2 ≤ C∆tM−1∑
n=0
(ν−1 inf
qh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ ν−1(ν2 + (α(h))2 +
∥∥∥∇un+ 12h ∥∥∥2)∥∥∥∇ηn+ 12 ∥∥∥2 + ν−1∆t4
+ ν−1(α(h))2
∥∥∥ψn+ 12 ∥∥∥2) + M−1∑
n=0
Cν−3(
∥∥∥∇ηn+ 12 ∥∥∥4 + ∥∥∥∇un+ 12 ∥∥∥4 + 1) ∥∥∥φn+ 12h ∥∥∥2 .
Hence, using Gronwall’s Lemma we have
∥∥φMh ∥∥2 + ν∆tM−1∑
n=0
∥∥∥∇φn+ 12h ∥∥∥2 ≤ C(∆tM−1∑
n=0
inf
qh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ ∆t
M−1∑
n=0
(1 + (α(h))2) inf
vh∈Xh
∥∥∥∇(u(tn+ 12 )− vh)∥∥∥2
+ ∆t4 + ∆t
M−1∑
n=0
(α(h))2 inf
lH∈LH
∥∥∥∇un+ 12 − lH∥∥∥2)
which proves (3.15)
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Chapter 4
Method 2: A 2-level method with a
coarse mesh vorticity projection
This chapter analyzes a fully discrete version of Method 2 (2.4) - (2.8). We begin the analy-
sis by deriving a Crank-Nicolson discretization. For end time T , choose timestep ∆t and M such that
T = M∆t, then find (u0h, λ) ∈ (Xh, Qh) and (uh, p˜h, wH) ∈ (Xh, Qh, LH) satisfying ∀(vh, qh, lH , χh, rh) ∈
(Xh, Qh, LH , Xh, Qh), and for n = 0, 1, ...,M − 1,
1
∆t
(un+1h − unh, vh) + b∗(u
n+ 12
h , u
n+ 12
h , vh)− (p˜n+1h ,∇ · vh) + ν(∇u
n+ 12
h ,∇vh) (4.1)
+α1(h)(∇× un+
1
2
h ,∇× vh)− α1(h)(w
n+ 12
H ,∇× vh) + α2(h)(∇ · u
n+ 12
h ,∇ · vh) = (f(tn+
1
2 ), vh)
(∇ · un+ 12h , qh) = 0 (4.2)
(w
n+ 12
H −∇× u
n+ 12
h , lH) = 0 (4.3)
(u0h, χh)− (λ,∇ · χh) = (u0, χh) (4.4)
(∇ · u0h, rh) = 0. (4.5)
An equivalent discrete formulation is as follows: Find (uh, wH) ∈ (Vh, LH) satisfying ∀(vh, lH , χh) ∈
(Vh, LH , Vh),
1
∆t
(un+1h − unh, vh) + b∗(u
n+ 12
h , u
n+ 12
h , vh) + ν(∇u
n+ 12
h ,∇vh) (4.6)
+α1(h)(∇× un+
1
2
h ,∇× vh)− α1(h)(w
n+ 12
H ,∇× vh) + α2(h)(∇ · u
n+ 12
h ,∇ · vh) = (f(tn+
1
2 ), vh)
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(w
n+ 12
H −∇× u
n+ 12
h ), lH) = 0 (4.7)
(u0h, χh) = (u0, χh). (4.8)
We next show that (4.1) is well posed.
Lemma 8 Let f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ L2(Ω). Then solutions to the discrete formulation (4.1) are
unconditionally stable. For any h,H > 0, 0 ≤ l ≤M
∥∥uMh ∥∥2 + ∆t l−1∑
n=0
ν
∥∥∥∇un+ 12h ∥∥∥2 ≤ ∆t l−1∑
n=0
ν−1
∥∥∥f(tn+ 12 )∥∥∥2
−1
+ ‖u0‖2 = C1 (4.9)
∆t
l−1∑
n=0
ν
∥∥∥wn+ 12H ∥∥∥2 ≤ √2C1 (4.10)
∆t
l−1∑
n=0
∥∥∥pn+ 12h ∥∥∥2 ≤ C(data). (4.11)
Remark 3 The results of Lemma 8 are enough to show that for fixed meshes τh and τH , and fixed timestep
∆t, solutions to Method 2 exist uniquely.
Proof: To bound the velocity, we first prove that ‖wH‖ is bounded by ‖∇ × uh‖. Let lH = wH in
(4.3) and use Cauchy Schwarz and Young’s inequalities to get
‖wH‖2 = (wH ,∇× uh) ≤ ‖∇× uh‖ ‖wH‖ ≤ 1
2
‖∇ × uh‖2 + 1
2
‖wH‖2
which implies
‖wH‖ ≤ ‖∇ × uh‖ . (4.7)
Next choosing vh = u
n+ 12
h in (4.1) yields
1
2∆t
(
∥∥un+1h ∥∥2 − ‖unh‖2) + ν ∥∥∥∇un+ 12h ∥∥∥2 + α1(h)∥∥∥∇× un+ 12h ∥∥∥2 + α2(h)∥∥∥∇ · un+ 12h ∥∥∥2
= (f(tn+
1
2 ), u
n+ 12
h ) + α1(h)(w
n+ 12
H ,∇× u
n+ 12
h ).
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Dropping the α2(h) term, majoring the right hand side terms with Cauchy Schwarz, Young’s inequality and
(4.7) gives
1
2∆t
(
∥∥un+1h ∥∥2 − ‖unh‖2) + ν ∥∥∥∇un+ 12h ∥∥∥2 + α1(h)∥∥∥∇× un+ 12h ∥∥∥2
≤ α1(h)(wn+
1
2
H ,∇× u
n+ 12
h ) + (f(t
n+ 12 ), u
n+ 12
h )
≤ α1(h)
∥∥∥∇× un+ 12h ∥∥∥2 + Cν−12 ∥∥∥f(tn+ 12 )∥∥∥2−1 + ν2 ∥∥∥∇un+ 12h ∥∥∥2 ,
which reduces to
1
∆t
(
∥∥un+1h ∥∥2 − ‖unh‖2) + ν ∥∥∥∇un+ 12h ∥∥∥2 ≤ ν−1 ∥∥∥f(tn+ 12 )∥∥∥2−1 .
Sum from 0 to l − 1 and multiply by ∆t to get
∥∥uMh ∥∥2 + ∆t l−1∑
n=0
ν
∥∥∥∇un+ 12h ∥∥∥2 ≤ ∆t l−1∑
n=0
ν−1
∥∥∥f(tn+ 12 )∥∥∥2
−1
+
∥∥u0h∥∥2
≤ ∆t
l−1∑
n=0
ν−1
∥∥∥f(tn+ 12 )∥∥∥2
−1
+ ‖u0‖2 ,
= C1 (4.12)
which proves (4.9). Use (4.12) and (4.7) to produce the bound on wH in (4.10)
∆t
l−1∑
n=0
ν
∥∥∥wn+ 12H ∥∥∥2 ≤ ∆t l−1∑
n=0
ν
∥∥∥∇× un+ 12h ∥∥∥2 ≤ √2(∆t l−1∑
n=0
ν
∥∥∥∇un+ 12h ∥∥∥2) ≤ √2C1.
Finally, the pressure bound follows in the same manner as the proof of (3.11).
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4.1 Convergence of Method 2
Theorem 9 (Convergence) Let (u, p) be a NSE solution on Ω×(0, t] such that u ∈ L∞(0, T ;H1(Ω)), utt ∈
L∞(0, T ;H1(Ω)), uttt ∈ L∞(0, T ;H1(Ω)). Then if unh is the velocity solution (n = 0, 1, ...,M − 1) of Mehtod
2,
∥∥u(T )− uMh ∥∥2L∞(0,T ;L2(Ω)) + ν∆tM−1∑
n=0
∥∥∥∇un+ 12h ∥∥∥2 ≤ C (T∆t4 + ∆tM−1∑
n=0
inf
qh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ ∆t
M−1∑
n=0
(1 + α2(h) + (α1(h))
2) inf
vh∈Xh
∥∥∥∇(u(tn+ 12 )− vh)∥∥∥2
+ ∆t
M−1∑
n=0
(α1(h))
2 inf
lH∈LH
∥∥∥∇× un+ 12 − lH∥∥∥2 ). (4.13)
Corollary 10 Suppose Xh = Pk(τh), Qh = Pk−1(τh), and LH = Pk−1(τH). Then, in addition to the
regularity assumptions of Theorem 9, if u ∈ L∞(0, T ;Hk+1), p ∈ L∞(0, T ;Hk) we have,
∥∥u(T )− uMh ∥∥L∞(0,T ;L2(Ω)) +
√√√√ν∆tM−1∑
n=0
∥∥∥∇(u(tn+ 12 )− un+ 12h )∥∥∥2 ≤ C(∆t2 + hk + hHk+1).
Proof: Multiply the NSE at t = tn+
1
2 by vh ∈ Vh and integrate over Ω to get
(ut(t
n+ 12 ), vh) + b
∗(u(tn+
1
2 ), u(tn+
1
2 ), vh)− (p(tn+ 12 ), vh) + ν(∇u(tn+ 12 ),∇vh) = (f(tn+ 12 ), vh),
which can be written as (noting (∇ · un+ 12 ,∇ · vh) = 0),
(ut(t
n+ 12 ), vh)± (u(t
n+1)− u(tn)
∆t
, vh) + b
∗(u(tn+
1
2 ), u(tn+
1
2 ), vh)± b∗(un+ 12 , un+ 12 , vh)
−(p(tn+ 12 ), vh) + ν(∇u(tn+ 12 ),∇vh)± ν(∇un+ 12 ,∇vh)± α1(h)(∇× un+ 12 ,∇× vh)
+α2(h)(∇ · un+ 12 ,∇ · vh) = (f(tn+ 12 ), vh). (4.14)
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Subtract (4.6) from (4.14) and rearrange terms to get, ∀vh ∈ Vh,
1
∆t
(en+1 − en, vh) + (ut(tn+ 12 )− u(t
n+1)− u(tn)
∆t
, vh) + b
∗(en+
1
2 , u
n+ 12
h , vh) + b
∗(un+
1
2 , en+
1
2 , vh)
+b∗(u(tn+
1
2 ), u(tn+
1
2 ), vh)− b∗(un+ 12 , un+ 12 , vh)− (p(tn+ 12 ),∇ · vh) + ν(∇en+ 12 ,∇vh)
+ν(∇u(tn+ 12 ),∇vh)− ν(∇un+ 12 ,∇vh) + α1(h)(wn+
1
2
H ,∇× vh) + α1(h)(∇× en+
1
2 ,∇× vh) (4.15)
−α1(h)(∇× un+ 12 ,∇× vh) + α2(h)(∇ · en+ 12 ,∇ · vh) = 0.
Substitute in to get
1
∆t
(φn+1h − φnh, vh) + ν(∇φ
n+ 12
h ,∇vh) + α1(h)(∇× φ
n+ 12
h ,∇× vh) + α2(h)(∇ · φ
n+ 12
h ,∇ · vh)
= − 1
∆t
(ηn+1 − ηn, vh)− ν(∇ηn+ 12 ,∇vh) + (p(tn+ 12 ),∇ · vh)− b∗(un+ 12 , φn+
1
2
h , vh) (4.16)
− b∗(un+ 12 , ηn+ 12 , vh)− b∗(φn+
1
2
h , u
n+ 12
h , vh)− b∗(ηn+
1
2 , u
n+ 12
h , vh)− (ut(tn+
1
2 )− u(t
n+1)− u(tn)
∆t
, vh)
− b∗(u(tn+ 12 ), u(tn+ 12 ), vh) + b∗(un+ 12 , un+ 12 , vh)− ν(∇u(tn+ 12 ),∇vh) + ν(∇un+ 12 ,∇vh)
− α1(h)(wn+
1
2
H ,∇× vh) + α1(h)(∇× un+
1
2 ,∇× vh)− α1(h)(∇× ηn+ 12 ,∇× vh)− α2(h)(∇ · ηn+ 12 ,∇ · vh).
Choose vh = φ
n+ 12
h and note
• b∗(un+ 12 , φn+ 12h , φ
n+ 12
h ) = 0
• 1∆t (ηn+1 − ηn, φ
n+ 12
h ) = 0 since η
n+1 − ηn ⊥ Vh and φn+
1
2
h ∈ Vh
to get
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + ν ∥∥∥∇φn+ 12h ∥∥∥2 + α1(h)∥∥∥∇× φn+ 12h ∥∥∥2 + α2(h)∥∥∥∇ · φn+ 12h ∥∥∥2 = −ν(∇ηn+ 12 ,∇φn+ 12h )
+ (p(tn+
1
2 ),∇ · φn+ 12h )− b∗(un+
1
2 , ηn+
1
2 , φ
n+ 12
h )− b∗(φ
n+ 12
h , u
n+ 12
h , φ
n+ 12
h )− b∗(ηn+
1
2 , u
n+ 12
h , φ
n+ 12
h )
+ α1(h)(∇× un+ 12 − wn+
1
2
H ,∇× φ
n+ 12
h )− α1(h)(∇× ηn+
1
2 ,∇× φn+ 12h )− α2(h)(∇ · ηn+
1
2 ,∇ · φn+ 12h )
− (ut(tn+ 12 )− u(t
n+1)− u(tn)
∆t
, φ
n+ 12
h )− b∗(u(tn+
1
2 ), u(tn+
1
2 ), φ
n+ 12
h ) + b
∗(un+
1
2 , un+
1
2 , φ
n+ 12
h )
+ ν(∇(un+ 12 − u(tn+ 12 )),∇φn+ 12h ). (4.17)
For the coarse mesh projection term (4.3) gives ∀lH ∈ LH
(∇× un+ 12 − wn+ 12H , lH) = (∇× un+
1
2 −∇× un+ 12h , lH) = (∇× en+
1
2 , lH). (4.18)
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Denote ψn := ∇× un − PLH (∇× un) and γnH := PLH (∇× un) − wnH . Since γnH ∈ LH and ψn ⊥ LH from
(4.18) we have ∀lH ∈ LH :
(∇× en+ 12 , lH) = (∇× un+
1
2
h − w
n+ 12
H , lH) = (γ
n+ 12
H , lH) + (ψ
n+ 12 , lH) = (γ
n+ 12
H , lH).
Let lH = γ
n+ 12
H . Then
∥∥∥γn+ 12H ∥∥∥2 = (∇× en+ 12 , γn+ 12H ) ≤ 12 ∥∥∥∇× en+ 12 ∥∥∥2 + 12 ∥∥∥γn+ 12H ∥∥∥2 ,
and hence ∥∥∥γn+ 12H ∥∥∥ ≤ ∥∥∥∇× en+ 12 ∥∥∥ ≤ ∥∥∥∇× ηn+ 12 ∥∥∥+ ∥∥∥∇× φn+ 12h ∥∥∥ . (4.19)
Therefore using (4.19), we bound the following term in (4.17)
α1(h)(∇× un+ 12 − wn+
1
2
H ,∇× φ
n+ 12
h ) ≤ α1(h)
∥∥∥∇× un+ 12 − wn+ 12H ∥∥∥∥∥∥∇× φn+ 12h ∥∥∥
≤ α1(h)(
∥∥∥γn+ 12H ∥∥∥+ ∥∥∥ψn+ 12 ∥∥∥)∥∥∥∇× φn+ 12h ∥∥∥
≤ α1(h)(
∥∥∥∇× φn+ 12h ∥∥∥2 + ∥∥∥∇× φn+ 12h ∥∥∥∥∥∥∇× ηn+ 12 ∥∥∥+ ∥∥∥∇× φn+ 12h ∥∥∥∥∥∥ψn+ 12 ∥∥∥)
≤ α1(h)
∥∥∥∇× φn+ 12h ∥∥∥2 + ν16 ∥∥∥∇φn+ 12h ∥∥∥2 + Cν−1(α1(h))2 ∥∥∥∇ηn+ 12 ∥∥∥2
+
ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν−1(α1(h))2 ∥∥∥ψn+ 12 ∥∥∥2 . (4.20)
Use Cauchy Schwarz and Young’s inequality to get
−α2(h)(∇ · ηn+ 12 ,∇ · φn+
1
2
h ) = α2(h)(−∇ · ηn+
1
2 ,∇ · φn+ 12h )
≤ α2(h)
∥∥∥∇ · ηn+ 12 ∥∥∥ ∥∥∥∇ · φn+ 12h ∥∥∥ (4.21)
= α2(h)
∥∥∥∇ · φn+ 12h ∥∥∥2 + Cα2(h)∥∥∥∇ηn+ 12 ∥∥∥2 .
Similarly we have
−(∇× ηn+ 12 ,∇× φn+ 12h ) ≤
ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν−1 ∥∥∥∇ηn+ 12 ∥∥∥2 (4.22)
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and
ν(∇ηn+ 12 ,∇φn+ 12h ) ≤
ν
16
∥∥∥∇φn+ 12h ∥∥∥2 + Cν−1 ∥∥∥∇ηn+ 12 ∥∥∥2 . (4.23)
Using (4.20) - (4.23) along with (3.21) - (3.23) we can now rewrite (4.17) as
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + 1016ν ∥∥∥∇φn+ 12h ∥∥∥2 ≤ −ν(∇ηn+ 12 ,∇φn+ 12h ) + (p(tn+ 12 ),∇ · φn+ 12h )
− b∗(u(t
n+1) + u(tn)
2
, ηn+
1
2 , φ
n+ 12
h )− b∗(φ
n+ 12
h , u
n+ 12
h , φ
n+ 12
h )− b∗(ηn+
1
2 , u
n+ 12
h , φ
n+ 12
h )
+ C∆t4 ‖uttt‖2L∞(tn,tn+1,L2(Ω)) +
∥∥∥φn+ 12h ∥∥∥2 + Cν−1∆t4 ‖utt‖2L∞(tn,tn+1,L2(Ω)) (4.24)
+ Cν∆t4 ‖utt‖2L∞(tn,tn+1,L2(Ω)) + Cν−1
∥∥∥∇ηn+ 12 ∥∥∥2 + Cα2(h)∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1(α1(h))2 ∥∥∥∇ηn+ 12 ∥∥∥2
+ Cν−1(α1(h))2
∥∥∥ψn+ 12 ∥∥∥2 .
Using (3.28) - (3.32) and regularity assumptions on the true solution (4.24) becomes
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + 416 ∥∥∥∇φn+ 12h ∥∥∥2 ≤ Cν ∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1 infqh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ Cν−1
∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1 ∥∥∥∇ηn+ 12 ∥∥∥2 ∥∥∥∇un+ 12h ∥∥∥2 + Cν−3 ∥∥∥∇ηn+ 12 ∥∥∥4 ∥∥∥φn+ 12h ∥∥∥2
+ Cν−3
∥∥∥∇un+ 12 ∥∥∥4 ∥∥∥φn+ 12h ∥∥∥2 + C∆t4 + ∥∥∥φn+ 12h ∥∥∥2 + Cν−1∆t4 + Cν∆t4 + Cν−1 ∥∥∥∇ηn+ 12 ∥∥∥2
+ Cα2(h)
∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1(α1(h))2 ∥∥∥∇ηn+ 12 ∥∥∥2 + Cν−1(α1(h))2 ∥∥∥ψn+ 12 ∥∥∥2 .
Simplifying yields:
1
2∆t
(
∥∥φn+1h ∥∥2 − ‖φnh‖2) + ν ∥∥∥∇φn+ 12h ∥∥∥2 ≤ C(ν−1 infqh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ (ν + ν−1 + α2(h) + ν−1(α1(h))2 + ν−1
∥∥∥∇un+ 12h ∥∥∥2)∥∥∥∇ηn+ 12 ∥∥∥2
+ ν−3(
∥∥∥∇ηn+ 12 ∥∥∥4 + ∥∥∥∇un+ 12 ∥∥∥4 + 1) ∥∥∥φn+ 12h ∥∥∥2
+ ν−1∆t4 + ν−1(α1(h))2
∥∥∥ψn+ 12 ∥∥∥2).
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Now multiply by 2∆t and sum from 0 to M − 1 to get:
∥∥φMh ∥∥2 + ν∆tM−1∑
n=0
∥∥∥∇φn+ 12h ∥∥∥2 ≤ C∆tM−1∑
n=0
(ν−1 inf
qh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ (ν + ν−1 + α2(h) + ν−1(α1(h))2 + ν−1
∥∥∥∇un+ 12h ∥∥∥2)∥∥∥∇ηn+ 12 ∥∥∥2 + ν−1∆t4
+ ν−1(α1(h))2
∥∥∥ψn+ 12 ∥∥∥2) + M−1∑
n=0
Cν−3(
∥∥∥∇ηn+ 12 ∥∥∥4 + ∥∥∥∇un+ 12 ∥∥∥4 + 1) ∥∥∥φn+ 12h ∥∥∥2 .
Therefore using Gronwall’s Lemma we have
∥∥φMh ∥∥2 + ν∆tM−1∑
n=0
∥∥∥∇φn+ 12h ∥∥∥2 ≤ C(∆tM−1∑
n=0
inf
qh∈Qh
∥∥∥p(tn+ 12 )− qh∥∥∥2
+ ∆t
M−1∑
n=0
(1 + α2(h) + (α1(h))
2) inf
vh∈Xh
∥∥∥∇(u(tn+ 12 )− vh)∥∥∥2
+ ∆t4 + ∆t
M−1∑
n=0
(α1(h))
2 inf
lH∈LH
∥∥∥∇× un+ 12 − lH∥∥∥2)
which proves (4.13).
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Chapter 5
Numerical Experiments
We consider two numerical tests that we believe illustrate the effectiveness of these two methods. In
both numerical experiments the software FreeFem++ is employed [6]. The methods are implemented using
Taylor-Hood (P2, P1) finite elements (continuous piecewise quadratic polynomials for the velocity and linears
for both the pressure and coarse mesh unknowns) in space; the nonlinear system is solved by using a fixed
point iteration.
5.1 Chorin Problem
Our first experiment is used to test convergence rates for the problem Ω = [0, 1] × [0, 1] where the
true solution given by
u(x, y, t) =
− cos(2pix) sin(2piy) exp(−8pi2tRe )
sin(2pix) cos(2piy) exp(−8pi
2t
Re )
 (5.1)
p(x, y, t) = −1
4
(cos(4pix) + cos(4piy)) exp(
−8pi2t
Re
). (5.2)
For this problem we take f = 0, Re = ν−1 = 10, enforce boundary conditions to be the true solution, and
the initial condition to be the Xh interpolant of the true solution. We compute with end time T = .01 while
scaling the values for the time-step ∆t, coarse mesh width H, and fine mesh width h so that for a refinement,
each of ∆t, h, and H gets cut in half. For the first scheme we choose α(h) = h and for the second method we
compute with α1(h) = α2(h) = h. We present the results in Table 1. We note that in each computation the
fine mesh is one uniform refinement of the coarse mesh. From Table 1 we see that for both methods as we
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Table 5.1: A comparison of L2-error for the two-level methods for various values of H,h, α2(h) and ∆t
Method H h α2(h) Re ∆t
∥∥∇u−∇uh∥∥
L2(0,T ;L2(Ω))
Rate
1 1/2 1/4 NA 10 1/10 1.448 · 10−1 -
1 1/4 1/8 NA 10 1/20 4.605 · 10−2 1.653
1 1/8 1/16 NA 10 1/40 1.103 · 10−2 2.063
1 1/16 1/32 NA 10 1/80 2.513 · 10−3 2.133
1 1/32 1/64 NA 10 1/160 5.924 · 10−4 2.085
2 1/2 1/4 1/4 10 1/10 1.921 · 10−1 -
2 1/4 1/8 1/8 10 1/20 5.609 · 10−2 1.776
2 1/8 1/16 1/16 10 1/40 1.465 · 10−2 1.937
2 1/16 1/32 1/32 10 1/80 2.967 · 10−3 2.303
2 1/32 1/64 1/64 10 1/160 6.333 · 10−4 2.228
scale the coarse mesh width, fine mesh width, and time-step together we see a quadratic convergence rate,
which agrees with the theory presented in Chapters 3 and 4.
5.2 2d Channel Flow Around a Cylinder
τH
τh
Fig. 1. Shown above are the coarse and fine meshes generated by Freefem for computing flow around a
cylinder. The meshes provide, respectively, 1604, and 6061 degrees of freedom for the computations.
Next we consider the benchmark problem of 2d channel flow around a circular cylinder. This problem
has been studied in multiple works, [14, 9]. The domain Ω = [0, 2.2]× [0, 0.41] contains a circle of radius 0.05
slightly offset in the channel centered at (0.2,0.2). We enforce no slip boundary conditions on the top and
bottom of the channel along with on the cylinder. The time dependent inflow and outflow velocity profiles
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are given by
u(x, y, t) =
 60.412 sin(pit8 )y(0.41− y)
0
 . (5.3)
The initial condition for the entire channel is u(x, y, 0) = 0, the forcing function is f = 0, and the viscosity
ν = 10−3. The Reynolds number of the flow, dependent upon the mean velocity inflow and cylinder diameter,
is given by 0 ≤ Re(t) ≤ 100. Computations are performed with end time T = 8.0 and time-step ∆t = .01.
We compute on a coarse mesh with 1604 degrees of freedom and on a fine mesh with 6061 degrees of freedom.
We compute the second method with α1(h) = h, α2(h) = h and α2(h) = 1.
In judging accuracy of the computed velocities we look for the formation of a vortex street behind
the cylinder by t = 4, and a completely formed vortex street by t = 7. Figures 2-5 show plots of the velocity
fields, speed contours and pressure contours for the NSE, Method 1, and both versions of Method 2. We
note from the velocity fields in Figures 2-5 that the solutions generated using both methods are clearly more
accurate than then solution computed using the NSE. The pressure contours in Method 1 and Method 2 with
α(h) = h are also clearly superior to that which was generated using the NSE. We note that the solution
computed with Method 2 (with α2(h) = 1) provides the most accurate speed contour.
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Fig. 2. Shown above are the velocity field, speed contours, and pressure contours at times t = 6, 7 for the
NSE solved on mesh τh (with no stabilization).
27
Velocity, t = 6
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0 0.5 1 1.5 2
0.1
0.2
0.3
0.4
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
Speed Contours, t = 6
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0 0.5 1 1.5 2
0.1
0.2
3
0.4
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
Pressure Contours, t = 6
0 0.5 1 1.5 2
0
0.1
0.2
.3
4
0 0.5 1 1.5 2
0.1
0.2
0.3
0.4
. .
0
0.1
0.2
0.3
4
Velocity, t = 7
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0 0.5 1 1.5 2
0.1
0.2
0.3
0.4
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
Speed Contours, t = 7
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0 0.5 1 1.5 2
0.1
0.2
3
0.4
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
Pressure Contours, t = 7
0 0.5 1 1.5 2
0
0.1
0.2
.3
4
0 0.5 1 1.5 2
0.1
0.2
0.3
0.4
. .
0
0.1
0.2
0.3
4
Fig. 3. Shown above are the velocity field, speed contours and pressure contours at times t = 6, 7 for
Method 1.
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Fig. 4. Shown above are the velocity field, speed contours and pressure contours at times t = 6, 7 for
Method 2 with α2(h) = h
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Fig. 5. Shown above are the velocity field, speed contours and pressure contours at times t = 6, 7 for
Method 2 with α2(h) = 1
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Chapter 6
Conclusion
This paper examined two subgrid artificial viscosity methods proposed in [10]. Analysis of both
schemes (confirmed by our numerical experiments) showed that both are unconditionally stable and optimally
convergent with the proper balancing of parameter choices. In addition, our numerical results show an
improvement over the unstabilized NSE by both the gradient and vorticity projection.
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