In this paper we count the number of abelian-primitive partial words of a given length over a given alphabet size, which are partial words that are not abelian powers. Partial words are sequences that may have undefined positions called holes. This combinatorial problem was considered recently for full words (those without holes). It turns out that, even for the full word case, it is a nontrivial problem as opposed to the counting of the number of primitive full words, well-known to be easily derived using the Möbius function.
Introduction
A nonprimitive word is a power of a shorter word, that is, it has the form u m where m > 1. A primitive word is any word that is not nonprimitive. For example, abbabb is nonprimitive with primitive root abb, while abbbab is primitive. Primitive words have been much investigated due to their fundamental importance in algorithms and combinatorics on words: deciding if a word is primitive can be done in linear time in the length of the word [10] ; a nonprimitive word can have only one primitive root; the number of primitive words of a fixed length over an alphabet of a fixed size is related to the Möbius function [16] ; a long-standing open problem is whether or not the set of primitive words is a context-free language [13, 14] . Now, an abelian-nonprimitive word is an abelian power of a shorter word. Equivalently, an abelian-nonprimitive word has the form u 1 u 2 · · · u m , where m > 1 and each u i is a permutation of u 1 (here, p = |u 1 | is an exact abelian period). An abelian-primitive word is any word that is not abelian-nonprimitive. Returning to the example above, abbbab is abelian-nonprimitive since bab is a permutation of abb. In [12] , Domaratzki and Rampersad showed that the set of abelian-primitive words is not a context-free language, showed that whether a word is in this set can be decided in linear time, found that an abelian-nonprimitive word can have more than one abelian root, and finally considered the enumeration of abelian primitive words. They left as an open problem the counting of the number of abelian-primitive words of a given length over a given alphabet size. Related works include [9, 11, 15, 17] ; in particular, Richmond and Shallit counted the number of abelian squares and gave an asymptotic estimate [17] .
On the other hand, primitive partial words were introduced in [2] (see also [4] ). Partial words are sequences that may have undefined positions called holes (a (full) word is simply a partial word without holes). Combinatorics on partial words was initiated in [1] and has been developing since (see, for instance, [3] ). The counting of primitive partial words seems to be a very challenging combinatorial problem [5] . In the context of partial words, recent works related to abelian repetitions include [6, 7, 8] .
In this paper, we settle Domaratzki and Rampersad's open problem by giving a closed formula for the number of abelian-nonprimitive words of length n over a k-letter alphabet (Theorem 2). We then extend our results to abelian-primitive partial words, which are partial words whose completions are abelian-primitive.
The contents of our paper is as follows: In Section 2, we count, given a set of positive integers {p i } and a positive integer n, the number of full words of length n lcm {p i } over an alphabet of size k with exact abelian periods {p i } (see the formula in Theorem 1; here, lcm {p i } is the least common multiple of the p i 's). Applying the principle of Inclusion-Exclusion on the prime factors of n to this result gives a formula for the number of abelian-nonprimitive full words of length n over an alphabet of size k. In Section 3, we prove that if p and q are relatively prime integers greater than one, then there exists a partial word of length pq with one hole having exact abelian periods p and q but not period 1. Moreover, such a word exists with the hole in any desired position, and all such words have the same Parikh vector, up to exchanging letters. The proof is based on an algorithm to construct such a partial word that allows the hole to take any position, and the counts of the letters do not depend on the hole's placement. Moreover, we show how our algorithm can be modified to count the number of abelian-nonprimitive words with relatively prime abelian periods p and q and one hole in O (p + q) 2 f (p) time, where f (p) is the maximum time it takes to compute p r for some r. In Section 4, we discuss the case of abelian-nonprimitive partial words with arbitrarily many holes. We provide a lower bound for the minimum hole count for partial words with given exact abelian periods and we give an algorithm to compute the lexicographically least such partial word (where the hole symbol is lexicographically after every letter). Finally in Section 5, we conclude with some remarks and future research directions.
We end this section by discussing some preliminary concepts used throughout the paper. A partial word of length n over an alphabet A is a partial function w : {0, . . . , n − 1} → A. We denote by |w| the length of partial word w. A value for which w is undefined is called a hole of w, denoted by . As an example, ab abba b is a partial word of length 9 over the alphabet {a, b} where w(2) and w(7) are holes of w. If w has no holes, we call it a full word. A completion of a partial word w is a full word built by filling in the holes of w with letters from A.
We denote by ε the empty word of length zero. A nonempty block or factor of a partial word w consists of consecutive values w(i)w(i + 1) · · · w(j) for some i, j such that 0 ≤ i ≤ j < |w| and is denoted by w[i..j] or w[i..j + 1).
Given a partial word w over an alphabet of k letters, denoted by 1, . . . , k, its Parikh vector is the vector with k entries where the th entry is the number of occurrences of letter in w. If v is a Parikh vector, we denote the sum of its entries by | v|, which we call v's length, and we denote its th entry by v . Partial words w 1 and w 2 are abelian-equivalent if there exist completions w 1 of w 1 and w 2 of w 2 such that w 1 and w 2 have the same Parikh vector. A Parikh vector v is an exact abelian period of a partial word w (we also say that p = | v| is an exact abelian period of w and that w is exactly abelian p-periodic) if | v| divides |w| and for each integer i with 0 ≤ i < |w| | v| we have that w [i | v| .. (i + 1) | v|) has a completion with Parikh vector v (note that the definition of an abelian period given by Constantinescu and Ilie in [9] is different from the definition in our paper). A partial word w is abelian-nonprimitive if it has an exact abelian period v with | v| < |w|.
A partial word w is abelian-primitive otherwise. For example, consider w = abbbbabb babbb abbb babbbabb babb bbabbbabbb abbbbabb babbb .
(1)
It is easy to check that the Parikh vector v = (1, 3) (or abbb) is an exact abelian period of w. Here, | v| = 4, v 1 = 1, and v 2 = 3.
Abelian-Nonprimitive Full Words
In this section, we expand Domaratzki and Rampersad's method of counting abelian-primitive and abelian-nonprimitive words to a method of counting all such words of a given length. First, we construct a matrix. Later, we show that this matrix is a component of a linear system that describes precisely the words which we will be counting. Definition 1. Given a sequence of positive integers {p i } = {p i } 0≤i<m and a positive integer k, let M ({p i } , k) be the square block matrix defined as follows:
for 0 ≤ j < m, and U k is the k × k matrix with ones on the diagonal and in the first row.
For example, the matrix M ({4, 5, 6, 7} , 3) is equal to 
Now, we prove a lemma that allows us to invert the matrices from Definition 1.
Lemma 1.
Let {E i } 1≤i≤m be a set of invertible square matrices and let {Q j } 1≤j<m be a set of matrices, where Q j has the same number of rows as E m and the same number of columns as E j . Given a block matrix
Similarly, given a block matrix
the inverse is
Now, we actually invert the matrices from Definition 1.
where (U k ) −1 is the k × k matrix with ones on the diagonal and negative ones on the off-diagonal first-row entries.
Proof. First, notice that the claimed inverse of U k is, in fact, the inverse of U k . Lemma 1 applies to M ({p i } , k). The inverses of the diagonal entries (other than U k ) are precisely the reciprocal multiples of the identity, as claimed. Finally, the last column of the inverse has entries of the form
as required. 
We now introduce some definitions of a number-theoretic flavor.
Definition 2. Given a set of abelian periods {p i }, we define the set PER {p i } = {n ∈ Z | 0 ≤ n ≤ lcm {p i } and there exists j such that p j divides n}.
We treat PER {p i } as a set with a total ordering given by the values of its elements and we index the elements from zero. The notation PER {p i } j denotes the (j + 1)st smallest element in PER {p i }. Definition 3. Given a set of abelian periods {p i }, we define the multiset
Returning to the above example with p 0 = 4 and p 1 = 6, GAP {p i } = {4, 2, 2, 4}.
Number of full words with given abelian periods
We now have the necessary framework in place, so we can state and prove the following main result about counting abelian-nonprimitive words. Theorem 1. Given a positive integer n and a set of positive integers {p i } 0≤i<m , the number of full words of length n lcm {p i } over an alphabet of size k with abelian periods {p i } is given by
The sum runs over all partitions
Proof. We give a construction that yields this many words and then prove that the construction yields all such words. Let {p i } 0≤i<m be in increasing order. For the th letter of the alphabet, let y ,i be the number of times that character should appear in each p i -block that starts at a position congruent to zero modulo p i . Over the course of the entire word, there is a total of ny ,i
of letter . Hence, for every pair i 1 and i 2 , we have ny ,i 1
This gives a total of
equations, from which we can select m − 1 that are linearly independent. We choose these m − 1 to be the equations of the form y ,i
Another relation that we know holds is that
Two or more of the equations of this form are linearly dependent with the equations from above and each other, so we only include one of them:
Finally, we introduce k − 1 dummy equations of the form y ,m−1 = y ,m−1 for 2 ≤ ≤ k. The values of the y ,i 's can yield words with all of the desired abelian periods only if they are integers. Hence, we must discover in what situation the above-described linear system admits integer solutions. Consider the ordering on the y ,i 's where y 1 ,i 1 precedes y 2 ,i 2 if i 1 < i 2 or i 1 = i 2 and 1 < 2 . In this case, the matrix of coefficients of the system we have described is precisely M ({p i } , k). For notational simplicity, let M = M ({p i } , k). Solving the system corresponds to finding the vector of y ,i values (which we denote by y) such that M y = v, where v is all zeroes except for its last k entries, the first of which is p m−1 and the rest of which are the y ,m−1 's ordered by increasing beginning with = 2. The solution to this system is given by y = M −1 v. Let u be the k-dimensional vector that consists of the last k entries of v. By Lemma 2,
(the first entry of w is a number; the rest are variables). Hence, in order for the entries of M −1 v to be integers, it is required that p m−1 divides each of the p i times each of the y ,m−1 's for > 1 (and, it can be deduced that it must divide for = 1 too). Hence, for each 0 ≤ i < m − 1 and each , we can write p m−1 | p i y ,m−1 . Dividing both sides by gcd (p i , p m−1 ) yields
Taking all possible i for each , we get that
We also know that 0 ≤ y ,i ≤ p i . For the rest of the proof, denote
gcd {p i } by x , which can take any integer value in [0..
We now show that any choice of the x values whose sum is gcd {p i } yields a nonzero number of words of length n lcm {p i } with the desired abelian periods. Furthermore, we count these words for each choice of the x values.
For 1 ≤ ≤ k, let x be a nonnegative integer, and let
We begin by constructing one full word with abelian periods {p i }. By Definition 2, we can split each block of lcm {p i } positions into factors of length PER {p i } j − PER {p i } j−1 . We know that gcd {p i } must divide the lengths of all of these factors. Hence, we can fill each such factor of length g by
gcd{p i } of the first letter followed by gx 2 gcd{p i } of the second letter, and so on, up to gx k gcd{p i } of the kth letter. This process results in each p i -block having exactly y ,i of letter , so this word has all the desired abelian periods.
Note, now, that if we permute the letters in any of the factors of variable length g, we preserve all of the abelian periods. Hence, we know that this construction generates a lower bound for the number of words with the given abelian periods. Also, since the linear system we constructed has specific solutions, all of which lead to this construction, this also gives an upper bound. Hence, the number of words with the given x values with all of the desired abelian periods is given by the total number of permutations within each variable length factor independently. In each of the n blocks of length lcm {p i } in the whole word, there is one factor of length g for each g ∈ GAP {p i }. Hence, the total number of words with all of the desired abelian periods for the values of x is
Summing this over all possible choices of the x values yields the desired formula. Example 1. To illustrate the construction in the proof of Theorem 1, given alphabet size k = 2 and abelian periods p 0 = 4 and p 1 = 6, we construct words with abelian periods p 0 and p 1 . Initial computations show that gcd {p i } = 2, lcm {p i } = 12, and PER {p i } = {0, 4, 6, 8, 12}. We split each 12-block into factors of length PER {p i } j − PER {p i } j−1 , that is, factors of length 4, 2, 2, 4. Choosing x 1 = x 2 = 1, we fill each such factor of length 2 by 2x 1 gcd{p i } a's followed by 2x 2 gcd{p i } b's and we fill each such factor of length 4 by
This process results in (aabb)(ab)(ab)(aabb). The word (abab)(ab)(ba)(bbaa) with the abelian periods p 0 and p 1 can be obtained by permuting letters within the factors. The word generated if x 1 = 2 and x 2 = 0 is aaaaaaaaaaaa.
The formula in Theorem 1 contains GAP {p i }, though all we really care about are the values and their frequencies in that multiset, as multiplication is commutative. Hence, if we can figure out that information more quickly than computing the entire multiset, we can have a more rapidly (though not asymptotically rapidly) computable formula. In the case of only one or two abelian periods, we can glean more information about GAP {p i }. This leads to the following two corollaries. Corollary 1. Given positive integers n and p, the number of full words of length np over an alphabet of size k with abelian period p is
Proof. In this case, PER {p} = {0, p} and GAP {p} = {p}.
Corollary 2. Let n be a positive integer, let p and q be positive integers such that p < q, and set p = p d and q = q d where gcd(p, q) = d. The number of full words of length n lcm (p, q) over an alphabet of size k that are exactly abelian p-periodic and exactly abelian q-periodic is
In the case of k = 2, this becomes
Proof. Given only two abelian periods p < q, we can compute the frequencies of the elements of GAP {p, q}. Without loss of generality, assume that p and q are relatively prime, as GAP {p, q} = d GAP {p , q }. Each element of GAP {p, q} can be no more than p. More specifically, instances of elements less than p occur in pairs, and they occur whenever a q-abelian period ends inside a p-abelian period. Since each of the congruences aq ≡ b (mod p) for 1 ≤ b < p has exactly one solution for 0 ≤ a < pq, there is exactly one split of a p-abelian period at each of those positions.
Each of these splits contributes a b-term and a p − b term to GAP {p, q}. The rest of the terms (q − p + 1 of them) are p. We can write Theorem 1 as
Number of abelian-nonprimitive full words with given length
The next theorem is the other main result about counting abelian-nonprimitive words. Given a length and using what we have shown already, we can determine exactly how many abeliannonprimitive words of that length there are.
Theorem 2. Let n ≥ 2 be a positive integer whose set of prime factors is P = {p i }. Let Q = n p i = {q i }. Give Q the standard total ordering, and let the indices range from 0 to Q − 1. The number of abelian-nonprimitive full words of length n over an alphabet of size k is given by
Proof. First, we show that any factor of n besides n itself must divide at least one of the q i 's. Write n's prime factorization as n = p
α P −1 , and let m | n and m < n. The prime factorization of m must be of the form m = p
, where for all i, β i ≤ α i and there exists j such that β j < α j . Hence, by the definition of Q, we know that m | q j , as required. Next, note that since every factor of n other than n itself divides one of the q i 's, if a word of length n has as abelian period any of n's nonself factors, then it also has as abelian period at least one of the q i 's. Thus, only counting abelian-nonprimitive words of length n with abelian periods in Q actually amounts to counting all abelian-nonprimitive words of length n.
Finally, for each of the q i 's we count the number of words that have abelian period q i , which is given by Corollary 1 (or by Theorem 1). By the Principle of Inclusion-Exclusion, we must then subtract all words that have pairs of those abelian periods, add back those with three of them, and so on, up to either adding or subtracting (depending on Q ) the number of words with all of the abelian periods. These formulas are all obtained from Theorem 1, and adding them together in alternating fashion yields the desired formula.
Abelian-Nonprimitive Partial Words with One Hole
In this section, we discuss results about abelian primitivity of partial words with exactly one hole. We show that having even only one hole greatly increases the flexibility of what abelian periods a word can have. We begin with the following lemma.
Lemma 3. Let p, q, and n, p < q, be positive integers. We have n Proof. Note that
, and
. Applying these facts yields
where c = 0 if x ≡ 0 mod p and c = 1 otherwise.
We now prove a few simple properties about sq, as this function is important in our further discussion.
Lemma 4. For integers 0 ≤ x < p , there are exactly p − (q mod p ) − 1 values of sq p,q (x) that equal −1; the rest all equal 0.
Proof. The value of sq p,q (x) for x in the desired domain is −1 precisely when x = 0 and
This occurs for all values of x > 0 such that xq mod p < p − q mod p .
By the Chinese Remainder Theorem, each such value from 0 to p − (q mod p ) (not inclusive at either end) occurs once for 0 ≤ x < p . There are exactly p − (q mod p ) − 1 such values, so that is the number of −1 values.
Proof. Let y = x + mp for some integer m. Note that the c values for x and y are the same. We have
as required.
Lemma 6. The equality sq p,q = sq p ,q holds.
Proof. First, note that c is the same for a given x in both cases, as gcd (p , q ) = 1. Dividing p and q by their greatest common divisor causes the numerator to decrease by a factor of their greatest common divisor and it causes the denominator to decrease by that same factor. Hence, sq p ,q gives the same result as sq p,q .
Main result for partial words with one hole
In this section, we show how to construct partial words with one hole with abelian periods not realized by full words. Let p and q be relatively prime integers greater than one. We give an algorithm (Algorithm 1) to construct a partial word with exactly one hole of length pq that is abelian p-periodic and abelian q-periodic but not 1-periodic. This algorithm allows the hole to take any position, and the counts of the letters do not depend on the hole's placement. Also, we exclusively work over the alphabet {a, b}, as for a given alphabet, we can do this construction with any sub-alphabet of size 2.
We begin by finding properties of full words u = wbw and v = waw of length pq over the binary alphabet {a, b} such that u is abelian p-periodic and v is abelian q-periodic (and ww is a full word of length pq − 1), if such words exist. Let x a be the number of a's in one abelian period of u, x b the number of b's in one abelian period of u, y a the number of a's in one abelian period of v, and y b the number of b's in one abelian period of v. We can see immediately that x a q = y a p − 1 and x b q = y b p + 1. We also know that y a + y b = q (and that x a + x b = p, though this can be deduced from the other three equations). Hence, these equations along with the dummy equation
We note that the inverse of the 4 × 4 matrix (which is M ({p, q} , 2)) is
so the solution is given by
If words u and v exist, all the entries in the solution vector must be integers. This happens if and only if q divides (1 + py b ). This occurs if and only if y b ≡ −p −1 (mod q). More specifically, we can say that y b = q − p −1 mod q , as this is the only such value in the interval [0, q]. If we can construct such words u and v, their greatest lower bound w w is a partial word of length pq with both abelian periods p and q that is not 1-periodic and has exactly one hole. We do not construct u or v; rather, we construct their greatest lower bound directly. Our algorithm, based on the above, is described as follows:
1. Let h be the position of the hole and let w be the word built so far (initialized to ε).
2. Keep track of how many of each letter are still needed in the current abelian periods (in variables called n xa , n x b , n ya , and n y b that are updated appropriately throughout). 
Return w.
Essentially, Algorithm 1 goes over every block between two elements of PER {p, q}, and it fills in the remaining letters of whichever block ends there (as only one does, unless it is the end). It can fill these in any order, but it chooses to put all of the a's before all of the b's.
Example 2. Given the parameters p = 3, q = 5, and h = 7, Algorithm 1's initial computations are x a = 1, x b = 2, y a = 2, y b = 3, and PER {p, q} = {0, 3, 5, 6, 9, 10, 12, 15}. It outputs the partial word abbabba bbababb which has a hole in position 7 and which is abelian 3-and 5-periodic, but not 1-periodic. Theorem 3. Given as input two relatively prime integers p and q greater than one and a nonnegative integer h such that 0 ≤ h < pq, Algorithm 1 outputs a partial word of length pq with exactly one hole at position h having abelian periods p and q but not period 1. Moreover, all such words have the same Parikh vector, up to exchanging letters.
Algorithm 1 GEN ERAT E ABP Q ON E HOLE (p, q, h)
Require: p and q relatively prime positive integers Require: h nonnegative integer (hole position), 0 ≤ h < pq if q < p then swap(p, q) y b ← q − p −1 (mod q) and y a ← q − y b x b ← (1+py b ) q and x a ← p − x b n xa ← x a //Number of additional a's needed in current p-block n x b ← x b //Number of additional b's needed in current p-block n ya ← y a //Number of additional a's needed in current q-block n y b ← y b //Number of additional b's needed in current q-block per ← PER {p, q} holed ←False last ←Nil
and n xa ← n xa − (n ya − 1) else w ← wa ny a b ny b n xa ← n xa − n ya and n x b ← n x b − n y b n ya ← y a and n y b ← y b last ← item return w Proof. The result follows if we can show that the variables n xa , n x b , n ya , and n y b are all nonnegative throughout the execution of the for loop. It is clear that all four are nonnegative initially. We now give bounds for all of these values over the course of the execution, and then we show that these bounds are nonnegative. These bounds are derived by considering the case with a hole in the first position, and then we extend them to any position.
There are a total of p blocks of length q, called q-blocks, starting at a position congruent to zero modulo q. Hence, there are p positions where such blocks end (including the end of the word). The minimum values that n ya and n y b obtain are both just before (or at, in the case of the last one) the end of one of these blocks. The only positions that n xa and n x b take values less than x a and x b are just after one of these q-blocks ends. Number the q-blocks from 1 to p. Let m r−1 denote the number of p-blocks (beginning at indices congruent to zero modulo p) completely contained within q-block numbered r. We claim that m r−1 = q p + sq p,q (r − 1). Notice that m r−1 is the difference between q and the amount subtracted on both ends for incomplete p-blocks all divided by p. If r − 1 = 0, this obviously equals q p + sq p,q (r − 1). Assume that r − 1 > 0 (so c = 1 in Definition 4). The number of letters to the left of the first complete p-block is given by p − (((r − 1) q) mod p). The number of letters to the right of the last complete p-block is given by rq mod p. Hence,
as required. Now, we show that at the end of block r, the smallest value that n y b obtains is 
Applying this to n y b , we begin with ry b − r 
Similary, the n ya , n x b , and n xa expressions become, respectively,
Secondly, we use induction on r to show that these four expressions are correct. First, let r = 1. There is a total of m 0 blocks of length p subtracted from n y b and n ya . The first block, though, was the exceptional one with the hole. Hence, n y b actually has one less subtracted from it and n ya one more. Thus, n y b takes its minimum at y b − m 0 x b + 1 and n ya takes its minimum at y a − m 0 x a − 1. Both of these match the required expressions. Next, n xa has this minimal n ya subtracted from it and n x b has this minimal n y b subtracted from it. This yields minimal values of (1 + m 0 ) x a −y a +1 for n xa and (1 + m 0 ) x b −y b −1 for n x b , both matching the required expressions. Now, assume that for r ≤ s, n y b takes its minimum at (2), n ya takes its minimum at (3), n x b at (4), and n xa at (5). Let r = s + 1. Over the course of this q-block, n y b begins by having the previous minimum of n x b subtracted from it, and n ya begins by having the previous minimum of n xa subtracted from it. This yields If the hole is not in the first position, the values with a +1 can only possibly be one smaller, except at the end of the word (where the hole must have been encountered). The values with a −1 cannot be smaller at all. Hence, we drop the +1 portions for the remainder of the proof. Now that we have shown that these bounds are correct, all that remains is to show that they are nonnegative. Keep in mind that all four bounds are integers, so showing that they are strictly greater than −1 suffices to show that they are greater than or equal to 0. We work through the bound for n y b . The proof uses Lemma 3 as an early step.
For n y b , we have
Equal to −1 would only possibly occur at the end of the word, though, and by then the hole would have been inserted, restoring the +1 and forcing −1 not to occur. Therefore, n y b ≥ 0, as required.
Similarly, we have
In the latter inequality, equal to −1 would only possibly occur at the end of the word, though, and by then the hole would have been inserted, restoring the +1 and forcing −1 not to occur. Therefore, n xa ≥ 0, as required. Hence, all four of these variables never go negative over the course of the algorithm's execution. Therefore, the algorithm is correct, thus demonstrating the existence of a partial word with exactly one hole with abelian periods p and q but without period 1.
The following corollary ties the previous theorem to the previous section, giving a strong result about pairs of abelian periods.
Corollary 3. Let p, q, and n be positive integers. There exists a partial word w of length n with at most one hole that is abelian p-periodic and abelian q-periodic but not 1-periodic.
Proof. Without loss of generality, let n = lcm (p, q) (if n < lcm (p, q), truncating the construction for that length at n characters gives a word with both abelian periods, and if n > lcm (p, q), repeating that word and then a truncation of it to make a length n word also preserve both abelian periods). If p and q are relatively prime, we can apply Theorem 3 to yield a word w with the desired properties. If p and q are not relatively prime, we note that Theorem 1 with k = 2 gives a count that is larger than 2. Hence, there exists at least one full word (which is a partial word with no holes) of length n that is abelian p-periodic and abelian q-periodic but not 1-periodic, as required. Now, we use Theorem 1 and Theorem 3 to state and prove a bound about the number of abelian-nonprimitive partial words with exactly one hole. Theorem 4. Let n ≥ 2 be a positive integer whose set of prime factors is P = {p i }. Let Q = n p i = {q i }. Give Q the standard total ordering, and let the indices range from 0 to Q − 1. There are less than or equal to
abelian-nonprimitive partial words of length n with exactly one hole over an alphabet of size k, with equality holding if and only if n = p m for some prime number p and positive integer m.
Proof. The number of abelian-nonprimitive full words of length n is given by Theorem 1. Multiplying that result by n gives the total number of ways to replace exactly one letter in these words by a hole. Each word obtained in this way has exactly one hole and it is abelian-nonprimitive of length n. We show that all words obtained in this way are unique if and only if n is a power of some prime p, thereby showing that this is an upper bound on the total number of abelian-nonprimitive partial words of length n with exactly one hole.
For the forward direction, assume that n has at least two distinct prime factors. Let p r divide n for some prime p and some positive integer r such that p r+1 does not divide n. Let q = n p r . Since p r and q are relatively prime, we can apply Theorem 3 to find a partial word with one hole of length n with abelian periods p r and q and without period 1. Algorithm 1 constructs this word in such a way that it can be obtained by replacing an a with a hole in some abelian-nonprimitive full word and a b with a hole in some other abelian-nonprimitive full word with a hole. Hence, the bound above is counting this partial word twice, so it is a strict upper bound.
For the backward direction, let n = p m for some prime p and positive integer m. If the word is abelian-nonprimitive, it has an abelian period p m−1 . It cannot have any independent abelian period, so filling a hole from any abelian-nonprimitive word of length n with exactly one hole can be done in only one way to give a full abelian-nonprimitive word of length n. Hence, every word obtained from the latter by replacing a letter with a hole is unique.
The following corollary simply restates a simple case with a simpler formula. Proof. By Theorem 4, the bound is exact when n = p m . Here, we have taken that bound and have applied Corollary 1.
Number of abelian-nonprimitive partial words with one hole and given abelian periods
We give modifications of Algorithm 1 to count the number of abelian-nonprimitive partial words with exactly one hole and having relatively prime abelian periods p and q. Algorithm 2 counts words with the hole in a specific position; Algorithm 3 counts all one-hole words by summing over all hole positions.
Theorem 5.
• Given as input two relatively prime integers p and q greater than one, an integer k greater than one, and a nonnegative integer h such that 0 ≤ h < pq, Algorithm 2 outputs the number of partial words of length pq with exactly one hole at position h having abelian periods p and q but not period 1. It runs in O ((p + q) f (p)) time (much smaller than the number of such words), where f (n) is the maximum time it takes to compute n r for some r.
• Given as input two relatively prime integers p and q greater than one and an integer k greater than one, Algorithm 3 outputs the number of partial words of length pq with exactly one hole having abelian periods p and q but not period 1. It runs in O (p + q) 2 f (p) time (much smaller than the number of such words), where f (n) is the maximum time it takes to compute n r for some r.
Proof. First, note that each of the four major code blocks inside the for loop keeps track of the number of a's and b's that would be added in the corresponding blocks in Algorithm 1. Then, the total is multiplied by all possible ways that those characters can be arranged, as each block 
and n xa ← n xa − (n ya − 1) else total ← total × item−last ny a n xa ← n xa − n ya and n x b ← n x b − n y b n ya ← y a and n y b ← y b last ← item return total × k × (k − 1) Theorem 7. Let {p i } = {p 0 , . . . , p m−1 } be a set of at least two positive integers. Assume for some pair of integers 0 ≤ q, r < m, an integer ν = g lcm{p i } lcm(pq,pr) for some integer g. If g / ∈ p q , p r , gcd (p q , p r ) | g, and for all integers 0 ≤ s < m with s = q and s = r, gp s ∈ p q , p r , then there is a choice of nontrivial Parikh vectors { p i } where | p i | = p i such that µ ({ p i }) = ν. The converse holds if the p i 's are pairwise relatively prime and the alphabet is binary.
Proof. We can assume without loss of generality that the alphabet size k is two. If k ≥ 3, we can choose a subset of two letters and use only those (which cannot increase the minimum number of holes). Assume there is a choice of Parikh vectors { p i } where
Let 0 ≤ q < m be the maximum j for the first part; let 0 ≤ r < m be the maximum j for the second part. Also, let a i = p i 1 . We have that this equals
We refer to this as Expression 1. Notice that g = a r pq gcd(pq,pr) − a q pr gcd(pq,pr) . First, we prove the direction that holds in all cases. Assume that there is some pair of integers 0 ≤ q, r < m such that there exists g / ∈ p q , p r such that gcd (p q , p r ) | g, and for all integers 0 ≤ s < m with s = q and s = r, gp s ∈ p q , p r . Let ν = g lcm{p i } lcm(pq,pr) . Without loss of generality, we assume p q < p r (as we are only interested in the existence of a solution). We start by finding values of a q and a r such that g = a r pq gcd(pq,pr) − a q pr gcd(pq,pr) . We then show that for all integers 0 ≤ s < m with s = q and s = r, we can find a s such that ν = µ ({ p i }). We repeatedly refer to Lemma 1 in [18] (modified slightly to fit our definitions): Let x ∈ Z. Then x / ∈ n 1 , n 2 if and only if gcd (n 1 , n 2 ) x or x = n 1 n 2 gcd(n 1 ,n 2 ) − αn 1 − βn 2 for some α, β ∈ N \ {0}. Since g / ∈ p q , p r and gcd (p q , p r ) | g, we can write g = pqpr gcd(pq,pr) − αp q − βp r for some α, β ∈ N \ {0}. Let gcd (p q , p r ) | a q and gcd (p q , p r ) | a r , and let α = pr−ar gcd(pq,pr) and β = aq gcd(pq,pr) . These are both positive integers. Then, we obtain that
as needed.
We show that for all relevant s we can find a s such that ν = µ ({ p i } 
Firstly, suppose towards a contradiction that g ∈ p q , p r . Then, there exist positive integers α and β such that g = a r p q − a q p r = αp q + βp r . We have, from this, (a r − α) p q = (a q + β) p r . Since p q and p r are relatively prime, p r | (a r − α). We know, though, that a r < p r and that α < a r , and since a r − α > 0, we have p r dividing a positive integer less than itself, a contradiction.
Secondly, we show that for all integers 0 ≤ s < m with s = q and s = r, gp s can be written as αp q +βp r for positive integers α and β. This is true if we have a r p q p s −a q p r p s = αp q +βp r . Rewriting yields (a r p s − α) p q = (a q p s + β) p r . Since p q and p r are relatively prime, it must be the case that p r | (a r p s − α) and that p q | (a q p s + β). Let γ = Algorithm 4 BU ILD ABELIAN N ON P RIM IT IV E ({ p i }) Require: { p i } is a set of m Parikh vectors, p 0 , . . . , p m−1 , over an alphabet of size k with letters 1 through k
For (i), note that |w| increases by one every iteration of the repeat-until loop. This loop terminates the first time that the lengths of all the abelian periods divide |w|, which occurs when |w| = lcm {| p i |}, as required.
For (ii), we show that w [r | p i | .. (r + 1) | p i |) has a completion with Parikh vector p i for every integer r for which this factor is defined. Just before position r | p i | is computed, |w| = r | p i |, so |w| mod | p i | = 0. This would mean that q i = p i just before this factor is computed. Over the course of computing this factor, a letter (nonhole) is only added if q i has that entry greater than zero, and, if such a letter is added, q i has that entry decremented. Hence, no more than q i [ ] of letter are added in this factor, so w [r | p i | .. (r + 1) | p i |) has a completion with Parikh vector p i , as required.
For (iii), suppose towards a contradiction that a word w has the same abelian periods as w and the same length as w but w < w lexicographically. Let i be the least position where w(i) = w (i). Clearly, it must be that w (i) < w(i). On iteration i + 1 of the repeat-until loop, the algorithm would have considered the letter w (i) before rejecting it in favor of w(i). Hence, some q j at that point would have had a zero in the position corresponding to w (i). This means that w had used up all of the p j Parikh vector's w (i)'s already in the current abelian period of length | p j |. Since w [0..i) = w [0..i), w must also have used up those letters. The word w , though, has w (i) in position i which would be too many of that letter for that abelian period. This is a contradiction, so w must be lexicographically least.
It is important to note that, while Algorithm 4 gives the lexicographically least word with the desired properties, it does not, in general, give a partial word with the minimum number of holes. Proof. We must show that this word has the desired abelian periods and that it is the lexicographically least such word. First, note that it has abelian period (1, 1), and, hence, all the abelian periods in {(α, α) | α ≥ 1}. Also, notice that it has abelian period (1, 2). There are six possibilities for a block of length 5: abbab, bbab , bab a, ab ab, b abb, and abba. All of these are abelian equivalent to aabbb, which has Parikh vector (2, 3). Now, let α ≥ 3 and let p = 2α + 1. Notice that α = for automated use in particular of a program "Nonprimitive Words" that, given as input a set of Parikh vectors, outputs a shortest partial word with all specified exact abelian periods along with the word's length, determines if this word is abelian minimal in these abelian periods (with respect to filling holes), that is, whether this word has holes that, if any is filled in, will give a partial word with the same abelian periods, calculates the theoretical minimum number of holes for these abelian periods, and counts the number of full words with the specified abelian periods over the given alphabet as well as the number of full abelian-nonprimitive words of the aforementioned length over the given alphabet.
