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ABSTRACT
We explore the use of ground-based surface brightness fluctuation (SBF) measurements to constrain
distances to nearby dwarf galaxies. Using archival CFHT Megacam imaging data for a sample of
27 nearby dwarfs, we demonstrate that reliable SBF measurements and distances accurate to 15%
are possible even for very low surface brightness (LSB, µi0 > 24 mag/arcsec
2) galaxies with modest,
∼hour-long exposures with CFHT. Combining our sample with a recent sample of 7 dwarfs with SBF
measured with HST from the literature, we provide the most robust empirical SBF calibration to-date
for the blue colors expected for these low mass systems. Our calibration is credible over the color range
0.3 . g − i . 0.8 mag. It is also the first SBF calibration tied completely to TRGB distances as each
galaxy in the sample has a literature TRGB distance. We find that even though the intrinsic scatter
in SBF increases for blue galaxies, the rms scatter in the calibration is still . 0.3 mag. We verify our
measurements by comparing with HST SBF measurements and detailed image simulations. We argue
that ground-based SBF is a very useful tool for characterizing dwarf satellite systems and field dwarfs
in the nearby, D.20 Mpc universe.
Keywords: methods: observational – techniques: photometric – galaxies: distances and redshifts –
galaxies: dwarf
1. INTRODUCTION
The dwarf satellite system of the Milky Way (MW)
has long been used to test ΛCDM predictions for small-
scale structure formation. From the many tensions be-
tween theory and observations that have arisen over the
past two decades (see Bullock & Boylan-Kolchin 2017,
for a recent review), it is clear that gaining a full under-
standing of galaxy formation at the low mass end will
require a statistical sample of well-characterized satellite
systems around galaxies both similar and dissimilar to
the MW. While the well-known Missing Satellites Prob-
lem and the Too Big To Fail problem appear to be solved
for the MW by the addition of baryonic physics (e.g.
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Maccio` et al. 2010; Wetzel et al. 2016), it is possible that
the baryonic prescriptions are over-tuned to reproduce
the specific properties of Local Group (LG) dwarfs. Ad-
ditionally, the Planes of Satellites Problem (Pawlowski
2018) has recently been highlighted as a small scale
problem that is not solved by the inclusion of bary-
onic physics in cosmological simulations. It is currently
unclear how the presence of a thin, co-rotating plane
of satellite galaxies around the Milky Way (Pawlowski
et al. 2012), M31 (Ibata et al. 2013), and Centaurus
A (Mu¨ller et al. 2018b) fits into the ΛCDM paradigm.
Further understanding in all of these problems requires
a larger sample of dwarf satellites in a wider variety of
systems.
Progress in characterizing dwarf galaxy populations
outside of the LG has been started by several groups.
From this work, it is clear that the two main road-
blocks are: (1) finding very low surface brightness
(LSB) objects within the virial radius of nearby galax-
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ies (which can project to several degrees on the sky) and
(2) confirming that the discovered objects are actually
physically associated with a given host and not back-
ground contaminants. Recent follow-up studies have
highlighted the importance of this second step. Mer-
ritt et al. (2016) found with HST follow-up that 4/7
LSB galaxies discovered with the Dragonfly telescope ar-
ray around M101 (D=7 Mpc) were, in fact, background
galaxies likely associated with the more distant NGC
5485 group. Similarly, HST follow-up by Cohen et al.
(2018) found that 4/5 LSB galaxies around NGC 4258
were background. Clearly, characterizing the number
and properties of dwarfs outside the LG requires an ac-
curate grasp of the distance to these LSB objects.
Currently used methods to verify group membership
include: (1) extensive spectroscopic follow-up to all can-
didate galaxies (e.g. Geha et al. 2017; Spencer et al.
2014), (2) selecting satellites on size and surface bright-
ness cuts that mimic the LG dwarf population (e.g.
Tanaka et al. 2018; Kondapally et al. 2018; Mu¨ller
et al. 2017b, 2018a, 2017a; Bennet et al. 2017), (3)
HST follow-up for tip of the red giant branch (TRGB)
or surface brightness fluctuation (SBF) distances (e.g.
Danieli et al. 2017; Cohen et al. 2018; van Dokkum
et al. 2018b), (4) deep ground-based TRGB distances
for nearby systems (e.g. Mu¨ller et al. 2018c; Carlin et al.
2016; Smercina et al. 2017, 2018; Crnojevic´ et al. 2014;
Sand et al. 2014; Martinez-Delgado et al. 2018), and (5)
statistical subtraction of a background LSB galaxy den-
sity (e.g. Tanaka et al. 2018; Park et al. 2017; Xi et al.
2018; Speller & Taylor 2014). Each of these methods
have significant draw-backs. (1) requires expensive tele-
scope time and is difficult for quenched, very low surface
brightness dwarfs. (2) can only determine the distance
to roughly a factor of two and will bias any comparison
of the dwarf population of other groups to that of the
LG. (3) requires expensive telescope time since gener-
ally only one candidate can be imaged at a time due
to HST’s small field of view. (4) is limited to nearby
(D . 4 Mpc) systems where the virial volume takes up
a large solid angle in the sky and, therefore, is difficult
to completely survey. Finally, (5) is a successful strat-
egy for statistical results like luminosity functions (LFs)
but is not suitable for measurements requiring specific
properties of member systems, such as determining the
detailed structure and properties of the satellite system.
An alternative, promising possibility to efficiently de-
termine distances to LSB dwarfs is ground-based SBF
measurements. SBF essentially entails measuring how
resolved a galaxy is, which depends on the distance and
dominant stellar population in the galaxy. The depen-
dence of SBF on the age and metallicity of the galaxy’s
dominant stellar population is generally accounted for
in a color-dependent calibration formula. SBF is ap-
pealing because distances can be measured from the
same images in which the LSB galaxies are discovered
and ground-based SBF is possible to at least twice the
distance of ground-based TRGB, since fully resolved
stars are not needed. Ground-based SBF has had a
long history (e.g. Tonry & Schneider 1988; Tonry et al.
2001; Cantiello et al. 2018) and was pointed out early
to have potential for determining the distance to dwarf
spheroidal galaxies in the Local Volume. Work by mul-
tiple groups (e.g. Mieske et al. 2003, 2006, 2007; Jerjen
et al. 1998, 2000, 2001; Jerjen 2003; Jerjen et al. 2004;
Rekola et al. 2005; Dunn & Jerjen 2006) derived cali-
brations, measured the distance to Local Volume field
dwarfs, and used SBF to determine group membership
of dEs. Their calibrations were either based on theoreti-
cal stellar population synthesis (SPS) models or assumed
group membership of dwarfs in Fornax or Virgo. These
calibrations were very uncertain and, in the case of the
theoretical calibration of Jerjen et al. (2001), did not
agree with later SPS models. Since these early works,
ground-based SBF has not been used to determine dis-
tances and group membership for LSB dwarfs. Instead,
the emphasis has been on measuring SBF with HST.
The time has come to revisit ground-based SBF given
that in several cases the data used to discover the LSB
dwarfs are of appropriate depth and quality for SBF
measurements (e.g. Bennet et al. 2017; Kim et al. 2011;
Greco et al. 2018b), as we demonstrate in this paper.
There are two main obstructions to using SBF in this
way: (1) the LSB nature of the dwarfs make the SBF
signal weak and careful measurements that consider all
sources of contamination to the SBF signal are required
and (2) most LSB dwarf satellites are significantly bluer
than the cluster ellipticals on which most existing SBF
calibrations are based. The uncertainty and spread in
the calibrations increases significantly in the blue (Mei
et al. 2005; Mieske et al. 2006; Blakeslee et al. 2009,
2010; Jensen et al. 2015; Cantiello et al. 2018). The un-
certainty in extrapolating existing calibrations towards
bluer colors has recently been highlighted in the context
of the distance to NGC 1052-DF2 (van Dokkum et al.
2018a; Blakeslee & Cantiello 2018; Trujillo et al. 2018)
and the conclusion that the galaxy has an anomalously
low mass to light ratio.
In this paper, we address these limitations by mea-
suring the SBF signal for a wide variety of nearby LSB
dwarfs (D < 12 Mpc) that have archival CFHT Mega-
Cam/MegaPrime imaging (Boulade et al. 2003). These
galaxies were chosen to have TRGB distances, so we pro-
vide an absolute SBF calibration suitable for the low-
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mass dwarf galaxies. Jerjen et al. (2001) used a few
TRGB distances to derive an offset for their otherwise
theoretical SBF calibration and Cantiello et al. (2007a)
used a handful of TRGB distances to determine which
(at that time) existing absolute calibration performed
the best, but the calibration we derive is the first based
solely on TRGB distances.
This paper is structured as follows: in §2 we describe
our data selection and sample, in §3 we describe our SBF
measurement methodology, in §4 we present our SBF
calibration and compare with stellar population mod-
els, and in §5 we discuss the results in the context of
determining the distance to LSB galaxies and conclude.
2. DATA
We start the galaxy selection with the Nearby Galaxy
Catalog of Karachentsev et al. (2013). We restrict our
sample to galaxies that have measured TRGB distances
in the range 2.5 < D < 12 Mpc. The lower bound is
to eliminate galaxies that are so resolved that the SBF
would be very difficult to measure as a smooth back-
ground brightness profile of a galaxy could not be esti-
mated. We supplement this catalog with the recent sam-
ple of satellites around NGC 4258 and M96 from (Co-
hen et al. 2018) and Do1 from Martinez-Delgado et al.
(2018).
Each galaxy is searched for in the CFHT MegaCam
archive1, and only galaxies with both g and i band
archival imaging are used. i band is a common choice
for measuring SBF, as it is a middle ground between
the competing factors that SBF is brighter and seeing is
generally better for redder pass-bands (e.g Jensen et al.
2003; Carlsten et al. 2018), whereas the instrumental ef-
ficiency and the sky foreground become limiting factors
in the infrared. We therefore measure SBF in the i band
and use the g − i color to parameterize the SBF’s de-
pendence on the stellar population. MegaCam has had
several generations of g and i filters since first-light in
2003. We accept galaxies imaged in any of the three i fil-
ters used (I.MP9701, I.MP9702, and I.MP9703) and
either of the two g filters (G.MP9401 and G.MP9402).
For galaxies that have imaging in more than one g or i
filter, we choose the filter with the most exposure time
so that each galaxy uses imaging done in only one filter.
We show in Appendix C that the difference between the
filters has an impact smaller than 0.07 mag and, in con-
sequence, we do not attempt to correct for this or try to
convert all the i or g band data to a specific i or g filter.
All of the different i and g filters are treated equally in
the subsequent analysis. All photometry is given in the
1 http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/
AB system. Unless stated otherwise, all photometry is
corrected for Galactic extinction using the E(B−V ) val-
ues from Schlegel et al. (1998) recalibrated by Schlafly
& Finkbeiner (2011).
The galaxies are visually inspected and ones with sig-
nificant substructure that would make SBF measure-
ments difficult are removed. We list the rejected galaxies
along with the reason for rejection in Appendix D. We
are left with a sample of 32 galaxies, which are listed
in Table 1. The sample is inhomogeneous, spanning a
range of color, surface brightness, and exposure time.
The default MegaCam pipeline, MegaPipe (Gwyn
2008), is unsuitable for SBF measurements as it per-
forms a very aggressive, local background subtraction
that mistakes large LSB galaxies for sky foreground
and subtracts them out (e.g. Ferrarese et al. 2012). We
therefore start with the Elixir (Magnier & Cuillandre
2004) pre-processed CCD frames and perform the sky
subtraction and stacking ourselves. The Elixir pre-
processed images have had the instrumental signatures
removed and have been flat-fielded. The images are also
given a rough astrometric and photometric calibration.
We improve upon the astrometric solution by matching
sources with SDSS-DR9 (Ahn et al. 2012) sources or
USNO-B1 (Monet et al. 2003) for galaxies outside of
the SDSS footprint, using the Scamp (Bertin 2006) soft-
ware. The astrometric solutions generally have residuals
less than 0.15′′rms. The photometric zeropoint for each
CCD frame is set by matching sources with SDSS-
DR14 (Abolfathi et al. 2018) or Pan-STARRS1-DR1
(Chambers et al. 2016) for sources outside of the SDSS
footprint. SDSS and Pan-STARRS1 magnitudes are
converted to the MegaCam photometric system using
transformation equations2 which come from a variety of
synthetic and empirical spectral libraries of stars and
galaxies. The residuals for the photometry are generally
less than 0.05 mag.
The sky subtraction procedure is based on that of
the Elixir-LSB pipeline (e.g. Ferrarese et al. 2012; Duc
et al. 2015). The observed background comes from re-
flections of the sky background in the optics and the flat-
fielding process, leading to a radial, ‘eye’-like pattern on
the focal plane. It changes as the sky level changes but
is constant over time-scales of a couple hours. We uti-
lize this constancy in time to determine a sky frame
for each CCD that is near or covers the galaxy being
processed. The data have widely varied dithering pat-
terns but generally there are >5 exposures in each fil-
ter dithered by 10-20′′. These dither sizes are signifi-
2 Available online http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.
ca/en/megapipe/docs/filt.html
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Table 1. Main Galaxy Sample
Name R.A. Decl. Distance µ0i re g − i Mi texp Multinight
(Mpc) (mag arcsec−2) (′′) (mag) (sec) i/g
FM1 9:45:10.0 +68:45:54 3.78 24.4±0.1 24.3 0.52±0.1 -11.8±0.1 660.6 y/n
UGC 004483 8:37:03.0 +69:46:31 3.58 22.3±0.1 27.6 -0.02±0.1 -13.3±0.1 600.5 n/y
KDG 061 9:57:02.7 +68:35:30 3.66 23.9±0.1 35.3 0.39±0.1 -12.6±0.1 20003.1 y/y
BK5N 10:04:40.3 +68:15:20 3.7 24.3±0.1 24.4 0.52±0.1 -11.6±0.1 1101.1 n/y
LVJ1228+4358 12:28:44.9 +43:58:18 4.07 25.0±0.1 50.1 0.55±0.1 -12.1±0.1 1800.8 n/y
DDO 125† 12:27:41.9 +43:29:58 2.61 22.5±0.1 68.7 0.1±0.1 -14.5±0.1 1800.8 n/y
UGCA 365 13:36:30.8 -29:14:11 5.42 22.1±0.1 27.5 0.47±0.1 -14.2±0.1 161.1 n/n
M94 dw2 12:51:04.4 +41:38:10 4.7 24.5±0.1 11.0 0.6±0.1 -9.8±0.1 644.7 n/n
DDO 044 7:34:11.3 +66:53:10 3.21 24.2±0.1 46.6 0.69±0.1 -12.6±0.1 1000.9 n/n
NGC 4163† 12:12:08.9 +36:10:10 2.99 21.3±0.1 32.9 0.56±0.1 -14.5±0.1 3601.5 n/n
NGC 4190† 12:13:44.6 +36:37:60 2.83 20.4±0.1 25.7 0.53±0.1 -14.7±0.1 3601.5 n/n
KDG 090 12:14:57.9 +36:13:8 2.98 23.7±0.1 38.3 0.8±0.1 -12.6±0.1 3601.5 n/n
UGC 08508† 13:30:44.4 +54:54:36 2.67 21.8±0.1 30.5 0.37±0.1 -13.6±0.1 2701.3 y/n
DDO 190† 14:24:43.5 +44:31:33 2.83 22.1±0.1 32.3 0.52±0.1 -14.4±0.1 4001.7 n/n
KKH 98 23:45:34.0 +38:43:04 2.58 23.2±0.1 21.7 0.08±0.1 -11.7±0.1 6752.7 y/y
Do1 1:11:40.4 +34:36:03 3.3 25.6±0.1 14.3 0.34±0.1 -9.1±0.1 3211.6 y/y
LVJ1218+4655† 12:18:11.1 +46:55:01 8.28 22.1±0.1 19.0 0.31±0.1 -13.4±0.1 8294.0 y/y
NGC 4258 DF6 12:19:06.5 +47:43:51 7.3 24.4±0.1 8.7 0.62±0.1 -11.0±0.1 8294.0 y/y
KDG 101 12:19:09.1 +47:05:23 7.28 22.7±0.1 26.6 0.68±0.1 -14.8±0.1 8294.0 y/y
M101 DF1 14:03:45.0 +53:56:40 6.37 24.5±0.1 15.2 0.71±0.1 -11.0±0.1 4571.6 y/y
M101 DF2 14:08:37.5 +54:19:31 6.87 25.0±0.1 9.3 0.69±0.1 -10.5±0.1 8612.7 y/y
M101 DF3 14:03:05.7 +53:36:56 6.52 25.7±0.1 29.9 0.47±0.1 -11.8±0.1 4306.3 n/y
UGC 9405 14:35:24.1 +57:15:21 6.3 23.3±0.1 47.3 0.58±0.1 -15.0±0.1 4306.4 n/n
M96 DF9 10:46:14.2 +12:57:38 10.0 24.0±0.1 8.3 0.79±0.1 -12.1±0.1 714.6 y/y
M96 DF1 10:48:13.1 +11:58:06 10.4 24.2±0.1 8.6 0.57±0.1 -11.3±0.1 3930.6 y/y
M96 DF8 10:46:57.4 +12:59:55 10.2 24.0±0.1 23.8 0.68±0.1 -14.1±0.1 2510.7 y/y
M96 DF4 10:50:27.2 +12:21:35 10.0 24.3±0.1 30.1 0.58±0.1 -13.9±0.1 952.7 y/y
M96 DF5 10:49:26.0 +12:33:10 10.8 23.6±0.1 28.9 0.82±0.1 -13.1±0.1 3344.3 y/y
M96 DF7 10:47:13.5 +12:48:09 10.2 25.5±0.1 9.8 0.6±0.1 -11.2±0.1 2929.9 y/y
M96 DF10 10:48:36.0 +13:3:35 10.6 25.1±0.1 12.5 0.77±0.1 -11.7±0.1 1915.2 y/y
M96 DF6 10:46:53.1 +12:44:34 10.2 25.5±0.1 23.1 0.37±0.1 -12.7±0.1 4001.8 y/y
M96 DF2 10:47:40.6 +12:02:56 10.6 25.0±0.1 6.6 1.12±0.1 -10.7±0.1 4645.3 y/y
Note—For galaxies indicated with a †, the Se´rsic profiles were explicitly fit in the outer regions and the reported surface
brightness might not be representative of the actual center. The multinight column indicates whether the data were taken
contiguously in one night or over multiple nights. More information on the CFHT data used for each galaxy, including P.I.,
proposal I.D., and specific filters are given in Table B in the Appendix. The distances come from Karachentsev et al. (2013)
except for the M96 dwarfs and NGC 4258 DF6 which come from Cohen et al. (2018). The photometry comes from our own
measurements.
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cantly smaller than those used in Ferrarese et al. (2012)
or Duc et al. (2015), so large objects (& 10′′) would per-
sist after taking the median of the exposures. Therefore
we mask sources with SExtractor (Bertin & Arnouts
1996). We then median combine these exposures for
each CCD after scaling by the mode to generate the sky
frame for that CCD. This sky frame can then be re-
scaled for each individual exposure and subtracted out.
The background subtracted images are re-sampled and
median combined with a Lanczos3 interpolation kernel
using SWarp (Bertin 2010). Roughly 1/3 of the galaxies
have data that were taken consecutively over a few hours
which is the scenario for which the above procedure was
designed. The remaining roughly 2/3 of the galaxies
have data taken from multiple research groups spanning
possibly many years. The background pattern will cer-
tainly change on these timescales; however, we find with
the simulations described in Appendix A that the mea-
surements of the galaxy color and SBF magnitude are
not much affected by possible background subtraction
errors.
Once the data are astrometrically and photometrically
calibrated and co-added, cutouts around the galaxies are
made which are then ready for the SBF measurement.
3. SBF MEASUREMENT
In brief, measuring the SBF entails quantifying the
brightness fluctuations relative to a smooth background
due to Poisson fluctuations in the number of RGB and
AGB stars in each resolution element. In line with com-
mon definition, we determine the absolute SBF mag-
nitude for each system, which is defined for a stellar
population as
M¯ = −2.5 log

∑
i
niL
2
i∑
i
niLi
+ z.p. (1)
where ni is the number of stars with luminosity Li in
the stellar population and z.p. is the zero-point of the
photometry. The absolute SBF magnitude depends on
the age and metallicity of the dominant stellar popula-
tion of a galaxy. The goal of the current project is to
relate the absolute SBF magnitude with the color of the
stellar population, which will account for its dependence
on age and metallicity.
In this section, we describe the major steps in quanti-
fying the SBF. Many of these are standard techniques,
though some are particular to our application of SBF to
very LSB galaxies.
3.1. Se´rsic Fits and Masking
Since a model for the smooth profile of the galaxy is
required, the first step in measuring the SBF is fitting
a Se´rsic profile to each galaxy. We find that a non-
parametric fit to the smooth profile using, for example,
elliptical isophotes (Jedrzejewski 1987) was not possi-
ble for many of the faint dwarf galaxies analyzed here
and similarly will not be possible for many faint satellite
galaxies that are a primary motivation for the current
work. For consistency, we therefore use single Se´rsic pro-
files as models for the smooth galaxy background profile
for all galaxies in our sample. Cohen et al. (2018) use
this approach as well. As described above, galaxies that
display strongly non-axisymmetric profiles or otherwise
visibly deviate from a Se´rsic profile are not included in
the analysis. As discussed more below, many galaxies
will still have subtle deviations from Se´rsic profiles and
this will contribute to the scatter of the calibration. For
some of the included galaxies, the central regions had
complicated clumpy structure whereas the outer regions
were well described by a smooth Se´rsic. For these galax-
ies, the central surface brightness given in Table 1 comes
from fitting the outer regions while masking the inner
regions and might not be representative of the actual
center. Imfit (Erwin 2015) is used to do the fitting.
Because it is generally deeper, the g-band image is al-
ways fit first and then only the normalization of the
Se´rsic profile is allowed to vary when fitting the i-band
image. Due to worse seeing and less SBF, the g-band
images are also generally less resolved so a smooth Se´rsic
is easier to fit.
Once a Se´rsic profile is fit to each galaxy, it is sub-
tracted out and point sources in the image are detected
and masked using sep3 (Barbary 2016), a Python im-
plementation for SExtractor (Bertin & Arnouts 1996).
The masking is to remove contributions to the brightness
fluctuations from foreground stars, star clusters in the
galaxy analyzed, and background galaxies. Choosing
the masking threshold requires some care, as too high of
a threshold will leave many sources that bias the fluctu-
ation measurement high and too low of a mask might ac-
tually mask some of the brightest SBF. Instead of choos-
ing a fixed threshold defined in terms of standard devia-
tions above the background, we set the mask at a certain
absolute magnitude level at the distance of the galaxy.
Globular clusters will have Mi ∼ −8 mag while the
brightest RGB stars will have Mi ∼ −4 mag. Therefore,
there is much room between those magnitudes to set a
masking threshold that masks GCs while not masking
SBF. Foreground stars and background galaxies are less
3 https://github.com/kbarbary/sep
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of a concern since the fluctuation signal in a background
control field is subtracted out, as described below. For
all the galaxies we mask the images down to sources
that would have absolute magnitudes in the range -4 to
-6. The specific threshold in that range is chosen on a
per-galaxy basis to ensure that bright objects that visu-
ally do not look like SBF within the galaxy are masked.
These magnitudes correspond to thresholds of 2 to 10
standard deviations above the background, depending
on the depth of the data for a particular galaxy. The
same magnitude threshold is used for each of the g and
i bands and the detection masks are merged between
both the filters.
3.2. Fluctuation Measurement
After the galaxy has a Se´rsic fit and is masked, we
normalize the image by dividing by the square root of
the galaxy model. Then we measure the SBF variance
in the usual way by Fourier transforming the image and
calculating the (1D) power spectrum. This power spec-
trum is fit by a combination of the power spectrum of the
PSF model convolved with the power spectrum of the
mask and a constant, representing the power spectrum
of (white) photometric noise. Due to the warping in the
stacking procedure, the photometric noise is not actu-
ally white but using a Lanczos3 interpolation kernel will
minimize the correlations in the noise (Cantiello et al.
2005). We model the PSF at the location of each galaxy
using the images of nearby, unsaturated stars. The area
of the galaxy used in the fit depends on the galaxy. For
most of the LSB galaxies with µi0 > 23 mag/arcsec
2,
the galaxy is fit out to the radius where it falls below
0.4 times the central brightness of the galaxy. This was
found to roughly maximize the S/N of the SBF mea-
surement for these faint galaxies. For the galaxies with
non-Se´rsic centers, an annulus was used that avoided the
central region. The fitted regions had radii anywhere be-
tween 50 to 250 pixels (10-50′′), depending on the size
of the galaxy.
Unlike the usual approach (e.g. Tonry et al. 2001;
Blakeslee et al. 2009; Cantiello et al. 2018), we do not
attempt to model the contribution to the fluctuation sig-
nal from undetected (and, hence, unmasked) globular
clusters and background galaxies. Instead, we measure
the fluctuation signal in nearby fields and subtract this
residual level from the signal measured from the galaxy.
This approach will remove the residual signal due to un-
masked background galaxies and foreground MW stars
but will not correct for GCs associated with the galaxy.
Since our galaxies are primarily very low mass dwarfs,
they are not expected to have many GCs (Forbes et al.
2018). The existing ones are bright enough to be easily
detected and masked and so GCs and other star clusters
are not a concern for these galaxies. This background
field approach has the benefit of also accounting for the
residual variance due to the correlated noise in the re-
sampling process.
3.3. Uncertainty in SBF Measurement
The uncertainty in the SBF measurement comes from
two main sources: (1) the stochasticity in the residual
signal from unmasked sources and (2) the uncertainty
in the actual power spectrum fit for the galaxy. In this
section, we describe how we include both sources in our
final SBF measurement uncertainty.
We are in a different regime than most SBF studies
(e.g. Tonry et al. 2001; Blakeslee et al. 2009; Cantiello
et al. 2018) because our galaxies are much smaller than
the big ellipticals usually studied. Therefore, the ran-
domness in the residual signal from unmasked sources
contributes significantly to the error in the SBF mea-
surement. To include this in our estimate of the uncer-
tainty of the SBF signal, we measure the SBF in a grid
of nearby background fields. The background fields are
masked and normalized just like the galaxy (and have
the same exposure time and depth). We do a single iter-
ation of 5σ clipping of these fields to remove fields that
are affected by incompletely masked saturated stars or
other artifacts. Then we use the median signal in these
fields as an estimate of the residual signal and the stan-
dard deviation of the signal in these fields as an estimate
of the added uncertainty due to the stochasticity of the
residual signal. The residual signal is subtracted from
the SBF signal measured from the galaxy and the un-
certainty in this residual is added in quadrature to the
uncertainty of the SBF measurement from the galaxy
(described in the following paragraph). We find that for
the majority of the faint (µ0 & 23 mag/arcsec2) galaxies,
this source of uncertainty dominates the overall uncer-
tainty in the SBF measurement.
Following Cohen et al. (2018), we estimate the error in
fitting for the SBF magnitude of the galaxy by slightly
altering at random the area of the galaxy used and the
range of wavenumbers fit in the power spectrum in a
Monte Carlo approach. Each galaxy’s power spectrum
was fit 50 times with each iteration using a slightly dif-
ferent annulus (centered on the fiducial area chosen for
each galaxy, as described above) and different lower and
upper wavenumbers. The lower wavenumber was chosen
in the range 0.01 to 0.1 pixels−1 and the upper wavenum-
ber was chosen in the range 0.3 to 0.5 pixels−1. We take
the median of this distribution to be the measured SBF
signal and its standard deviation as the uncertainty. The
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Figure 1. Example of the SBF measurement process for the galaxy DDO044. The left panel shows the i-band image of the
galaxy. The center panel shows the galaxy once the smooth background has been subtracted out, the image divided by the
square root of the smooth profile, and the image masked for contaminating sources. The right panel shows the azimuthally
averaged power spectrum (in blue) and the best-fitting combination of a white noise component and PSF component to the
variance (dashed red). The power spectrum starts to drop at high wavenumber due to the correlated noise present in the images.
The purple lines show the power spectra measured in the background fields.
main steps of this procedure are shown in Figure 1 for
an example galaxy.
We define a rough estimate of the S/N of the SBF
detection as:
S/N =
Pg − Pbg
σbg
(2)
where Pg is the variance measured from the galaxy, Pbg
is the residual variance from the background fields, and
σbg is the standard deviation of the residual variance.
This definition emphasizes the effect of the stochasticity
of the residual variance. Some of the LSB satellites from
the Cohen et al. (2018) sample in the M96 system were
too faint to detect SBF in the CFHT data. We only used
the CFHT SBF measurements for sources with S/N > 2.
Five of the M96 group galaxies had measurable SBF
above this threshold. The HST SBF measurements from
Cohen et al. (2018) are used for the other galaxies in the
M96 group, as described below in §4 where we present
the calibration.
3.4. Comparison to HST Measurements
We have six galaxies in our sample for which we
could measure the SBF with the CFHT data and
which had HST SBF measurements from Cohen et al.
(2018). These galaxies include one from the NGC
4258 group (NGC 4258 DF6) and five from the M96
group (M96 DF1, M96 DF2, M96 DF4, M96 DF6,
M96 DF8). We supplement this with two more galax-
ies from the NGC 4258 area from Cohen et al. (2018)
(NGC 4258 DF1 and NGC 4258 DF2) for which CFHT
i band data existed. These two are not in the main
galaxy sample because they do not have TRGB dis-
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Figure 2. Comparison between the SBF (apparent) magni-
tudes we measure with the CFHT data and those measured
from HST data by Cohen et al. (2018) for the eight galaxies
in common. The dashed line shows a one-to-one correspon-
dence.
tances due to the fact that they are significantly behind
NGC 4258 (Cohen et al. 2018). As a first verification of
our SBF measurements, we compare our measured SBF
magnitudes with those measured from the HST data
for these galaxies in common. We take the measured
(apparent) SBF magnitudes in the HST I814-band from
Cohen et al. (2018) and convert to CFHT i-band via
m¯CFHTi = m¯
HST
I814 + 0.702x
2 − 0.852x+ 0.372 (3)
where x ≡ g475 − I814 is the HST galaxy color from Co-
hen et al. (2018). We derive this formula from simple
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stellar population (SSP) predictions of the SBF magni-
tudes in the two filter systems from theMIST isochrones
(Choi et al. 2016). We can then directly compare our
measured SBF magnitudes with those from Cohen et al.
(2018) converted to the CFHT filter system. Figure 2
shows this comparison for the eight galaxies in common.
All galaxies fall on the 1:1 line within their uncertainties
and span roughly two magnitudes in SBF brightness.
3.5. Image Simulations
As an additional check for our SBF measurement pro-
cess, we performed realistic image simulations to see how
well we could recover the color and SBF magnitude of an
LSB galaxy. The goal of these simulations is three-fold:
(1) we explore how well our sky subtraction performs
and the accuracy of the measured galaxy colors, (2) we
show that the measured SBF magnitude is an unbiased
estimator of the true SBF magnitude, and (3) we show
that our reported uncertainties are realistic based on
the primary sources of error. This last point is a crucial
prerequisite to understanding the intrinsic spread in the
calibration.
We describe the simulation process in detail in Ap-
pendix A. We simulate galaxies with the properties of six
specific galaxies in our sample: BK5N, NGC 4163, NGC
4258 DF6, M101 DF3, KKH98, and M94 Dw2. These
six were chosen as they have a representative range in
surface brightness, size, and exposure time (cf. Table
1).
As demonstrated in more detail in the Appendix, we
find from the recovered SBF magnitudes that our SBF
measurement procedure is an unbiased estimator of the
true (input) SBF magnitude. Importantly, we find that
the estimated uncertainty in the SBF magnitude is real-
istic given the spread of the recovered SBF magnitudes.
Finally, we find that we recover the colors of the galaxies
with an accuracy of ∼ 0.1 mag which seems to be the
limit set by the sky subtraction process. We use this
as a representative uncertainty in the galaxy colors and
photometry.
4. SBF CALIBRATION
With the SBF magnitudes measured for each galaxy
in the sample, we now turn to the primary motivation of
this paper: to derive an empirical SBF calibration that
is valid for blue, low-mass dwarf galaxies.
As mentioned above, there were four galaxies in our
sample in the M96 system that were too faint to have
SBF reliably measured from the CFHT imaging. Instead
of completely removing these galaxies from the calibra-
tion, we use the HST SBF measurements from Cohen
et al. (2018). In addition to these four, we include two
other M96 dwarfs from Cohen et al. (2018) for which
there was no CFHT data (M96 DF3 and M96 DF11).
We convert the SBF magnitudes from the HST I814 fil-
ter to the CFHT i-band with Equation 3. We convert
the HST color from Cohen et al. (2018) to CFHT g − i
with
(g − i)CFHT = x− 0.091x2 − 0.0062x− 0.0241 (4)
where x ≡ g475−I814 is the galaxy color from HST. Like
Equation 3, this expression is derived from SSP models
from theMIST project (Choi et al. 2016) and is accurate
for a wide range of population age and metallicity.
Using the measured TRGB distances, we convert our
measured apparent SBF magnitudes to absolute magni-
tudes. We include a 0.1 mag error in each of the TRGB
distances. This is a characteristic random uncertainty in
determining the TRGB (see comparisons of TRGB de-
tection methods in Jang et al. (2018) and Beaton et al.
(2018) for discussion) but does not account for any un-
certainty on the TRGB zeropoint.
Figure 3 shows the absolute SBF magnitude vs. g − i
color for all galaxies in our sample. The sample in-
cludes 28 galaxies which have SBF measured with CFHT
data, supplemented by 6 galaxies which have SBF mea-
sured by HST. A clear relation where SBF magnitude
decreases with decreasing color is seen. Also shown is
the Next Generation Virgo Survey (NGVS) sample of
Cantiello et al. (2018) and range of validity of their
calibration. The sample from Cantiello et al. (2018)
is restricted to those galaxies with HST SBF distances
from Blakeslee et al. (2009) and are in the Virgo cluster
proper (labelled “V” in their Table 2). The apparent
m¯i magnitudes are converted to absolute SBF magni-
tudes with the distance modulus to Virgo of 31.09 mag
used by Blakeslee et al. (2009). We do not use the in-
dividual galaxy distances from Blakeslee et al. (2009)
because those distances are SBF distances and would
mask the intrinsic scatter in the SBF calibration4. We
explore the intrinsic scatter in more detail in §4.1. The
fact that almost all of our sample, which is primarily
composed of LSB satellites, is bluer than the range of
Cantiello et al. (2018) highlights the need for a bluer
SBF calibration in order to use SBF to study dwarf
satellite systems. The very red outlier is M96 DF2. This
galaxy had marginally detected SBF in the CFHT data
4 Note that this argument assumes that the SBF magnitude in
CFHT i band correlates strongly with that in HST z band (the
passband that Blakeslee et al. (2009) uses). In other words, if a
galaxy has anomalously bright SBF in the i band, it would have
anomalously bright SBF in the z band as well. This is likely the
case as Blakeslee et al. (2010) have shown that HST I correlates
strongly with HST z band.
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Figure 3. Absolute SBF magnitude vs. g − i color for our entire sample, including 6 galaxies with SBF measured by Cohen
et al. (2018) for which the CFHT imaging was too shallow to measure ground-based SBF. Also shown is the NGVS sample of
Cantiello et al. (2018). The orange shaded region is the extent of the calibration from Cantiello et al. (2018), demonstrating
the need for bluer calibrations. The dashed black line shows the calibration from Cantiello et al. (2018). The dotted black line
shows our best fitting calibration given in the text. The outlier galaxy at g − i ∼ 1.1 is M96 DF2.
(S/N & 2) and we measure it to be much redder than
Cohen et al. (2018). Given its low surface brightness
and very small size, it is possible that inaccurate sky
subtraction led to a very erroneous color. Due to its
separation from the rest of the galaxy sample, we use
the color and SBF magnitude measured by Cohen et al.
(2018) for this galaxy for the remainder of the analy-
sis. For the other galaxies, there appears to be good
agreement between the SBF-color relation we measure
and that from Cohen et al. (2018). The SBF magnitude
does not completely flatten out at blue colors but in-
stead appears to get as bright as M¯i ∼ −3 mag at the
bluest of colors.
The relation between SBF magnitude and color ap-
pears to be roughly linear throughout the entire color
range (0.3 . g − i . 1.1 mag). In the presence of sig-
nificant uncertainties in both SBF magnitude and color,
ordinary least squares minimization is inadequate (e.g.
Hogg et al. 2010). Instead, we adopt the Bayesian algo-
rithm LINMIX developed by Kelly (2007). In short, the
algorithm models the independent variable’s density as
a Gaussian mixture model which allows one to write
a simple likelihood function for the observed data, ac-
counting for general covariance in the independent and
dependent variables and intrinsic scatter in the relation-
ship. This allows posterior distributions on the param-
eters of the linear relationship to be modelled through
MCMC sampling. This method does not exhibit the
bias that generalized χ2 minimization methods do (e.g.
Tremaine et al. 2002), even when accounting for errors
in the independent variable. We use the python imple-
mentation of LINMIX written by J. Meyers5. In doing
the linear regression, we assume the errors on color and
SBF magnitude are uncorrelated and Gaussian and also
that the intrinsic scatter in the relationship is Gaussian.
We take uniform priors on the slope, normalization, and
intrinsic scatter squared.
In Figure 4 we show the results of the linear regression.
Marginalized posterior distributions are shown for the y-
intercept and slope. Taking the median of the posteriors
and 1-σ uncertainties, we find the linear relationship
between SBF magnitude and color as:
M¯i = −3.48± 0.23 + 2.48± 0.43(g − i) (5)
We note that the slope is significantly less than the 3.25
found by Cantiello et al. (2018) for redder galaxies, indi-
cating that the SBF magnitude-color relation does flat-
ten somewhat at bluer colors. The zero-point of Equa-
tion 5 does not, as written, include any additional un-
certainty from the zero-point of the TRGB distances.
4.1. Scatter of the Calibration
An important consideration in the calibration is the
intrinsic scatter. Intrinsic scatter in empirical SBF cal-
ibrations has been detected before (e.g. Blakeslee et al.
2009) and is expected theoretically due to the age and
metallicity differences in the stellar populations in the
5 https://github.com/jmeyers314/linmix
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Figure 4. Results of linear regression for the LSB sample, including the 7 dwarfs from Cohen et al. (2018) (counting M96 DF2).
The left side of the plot shows the posterior distributions from the MCMC samples. The right side shows the SBF magnitude-
color relationship for the LSB sample (colors are the same as Figure 3). The thick black line is the median relation from the
linear regression and the thin black lines show random samples from the MCMC chains. corner (Foreman-Mackey 2016) was
used to visualize the posteriors.
galaxies (see §4.2 for further discussion of this point).
Numerous previous studies have found that the intrinsic
spread increases for blue colors (Mei et al. 2005; Mieske
et al. 2006; Blakeslee et al. 2009, 2010; Jensen et al.
2015; Cantiello et al. 2018). Our TRGB methodology
offers the unique capability to measure intrinsic scatter
because we are not relying on cluster membership. Em-
pirical calibrations that rely on cluster membership, like
those using Virgo cluster galaxies (e.g. Blakeslee et al.
2009; Cantiello et al. 2018), have to disentangle the ef-
fects of intrinsic scatter and the significant spread of
distances due to the depth of the cluster.
Visually, most of the points in Figure 4 are within the
errorbars from the regression line, indicating that the
intrinsic scatter is less than the characteristic observa-
tional uncertainty. To test this, we compute the gen-
eralized reduced χ2 statistic (e.g. Tremaine et al. 2002;
Kelly 2007) defined as
χ2red =
1
N − 2
N∑
i=1
(yi − α− βxi)2
σ2yi + β
2σ2xi
(6)
where α and β are the y-intercept and slope of the lin-
ear regression, respectively. For our LSB sample, we
find that χ2red = 0.92. Since this is less than one, the
intrinsic scatter is indeed smaller than the observational
scatter and is consistent with being zero. Because the
intrinsic scatter is necessarily greater than zero, it is
likely that some of the observational uncertainties are
over-estimated, particularly the 0.1 mag uncertainty in
the color. From the image simulations, we took this
as a characteristic limit of the accuracy of the sky sub-
traction process but it is possibly overly conservative
for many of the higher surface brightness galaxies. The
inferred intrinsic scatter is clearly very sensitive on the
estimated observational uncertainties. Due to the diffi-
culties of estimating the uncertainty introduced by the
sky subtraction, we do not attempt to further quan-
tify the intrinsic scatter. Instead, we note that the in-
trinsic scatter is certainly less than 0.32 mag which is
the residual rms of the regression given in Equation 5.
This upper-bound is significantly greater than the in-
trinsic scatter of 0.06 mag estimated for z band SBF for
g− z > 1.0 galaxies by Blakeslee et al. (2009). The rms
residual scatter of 0.32 mag (median absolute deviation
of 0.21 mag) means that it is possible to measure the
distance of these LSB systems to within 15% accuracy,
regardless if the scatter is intrinsic or not.
4.2. Comparison to Stellar Populations
Since SBF probes the second moment of luminosity of
a stellar population, it provides somewhat different in-
formation than integrated photometry and can be very
useful in studying the stellar populations and popula-
tion gradients in galaxies (e.g. Cantiello et al. 2007a,b;
Mitzkus et al. 2018). However, our main goal in this pa-
per is to provide an empirical SBF calibration for LSB
dwarfs to study the satellite systems of nearby mas-
sive galaxies and an in depth exploration of the stel-
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lar populations revealed by SBF is out of our scope.
With that said, it is still interesting to compare our SBF
magnitude-color relation with that expected from SPS
models.
In Figure 5 we plot the predicted SBF magnitude-color
relation from MIST isochrones (Choi et al. 2016) and
PARSEC isochrones (Bressan et al. 2012) with the TP-
AGB prescription of Marigo et al. (2017) for a range in
metallicity and age. Younger and more metal poor pop-
ulations are bluer and have brighter SBF magnitudes, as
expected. Also shown are the linear regressions for both
the LSB galaxy sample and the sample of Cantiello et al.
(2018). Qualitatively the models do reproduce some fea-
tures of the observations. There is an apparent break in
the slope in the models around g − i ∼ 0.8 mag which
is also seen in the observations. However, the observa-
tions show a steeper slope in the blue than both sets of
models. It is unclear whether this is due to the models
or some aspect of the SBF measurement for the very
bluest galaxies. Perhaps Se´rsic profiles are inadequate
or a significant presence of dust adds extra brightness
fluctuations. We reserve a complete comparison with
models for future work.
5. DISCUSSION
In this paper, we have explored the use of SBF in
determining the distance to LSB dwarf galaxies, partic-
ularly satellite dwarf spheroidals. We have described an
SBF measurement procedure that is optimized for small,
faint dwarfs by considering the contribution to the SBF
signal from faint, undetected background sources. We
have shown that SBF measurement is possible for sys-
tems with central surface brightness > 24 mag/arcsec2,
size ∼ 10 arcsec, and distance out to 10 Mpc with mod-
est (∼ hour) exposures on a 4m telescope. We demon-
strated the feasibility of these measurements with real-
istic image simulations and comparison to existing HST
measurements.
We provide an empirical SBF calibration that is valid
for the blue colors expected of LSB dwarfs. With 34
galaxies, this is by far the most reliable SBF calibration
to-date for blue galaxies. Many of our galaxy sample are
LSB satellite galaxies around nearby massive galaxies
which make the calibration uniquely adapted for further
studies of satellite systems of nearby galaxies since simi-
lar stellar populations are expected in these dwarfs. The
calibration is given for CFHT g and i band which are
close to many modern Sloan-like filter sets in use. Our
calibration is also the only calibration to-date that is tied
completely to TRGB distances. From Figure 3, we see
that the zero point of the calibration agrees quite well
with the Cepheid determined distance to Virgo, lending
confidence in the modern distance ladder.
The rms scatter of the calibration given in Equation
5 is 0.32 mag. This corresponds to distance measure-
ments with accuracy around 15%. While this is not im-
pressive compared to many modern distance estimators,
it is more than adequate for studies of satellite galaxies
where there is a strong prior on the distance of the dwarf
galaxy. Proximity on the sky and a distance accurate to
15% will be sufficient to determine whether a dwarf is
associated with a host or not in most cases.
Comparing to the predictions of state-of-the-art SSP
models, we find modest agreement both in the zero-point
of the calibration and the slope. The models predict a
shallower slope in the absolute SBF magnitude vs. color
relation for bluer colors than seen in the data. It is
unclear if this is due to incompleteness in the models
or due to something in the SBF measurement process,
like Se´rsic profiles being inadequate for the very bluest
objects.
In conclusion, in this paper, we have argued that SBF
has been under-used in studies of nearby (D. 20 Mpc)
dwarf galaxies. We have demonstrated its potential and
provided a robust calibration for its use. Distances ac-
curate to ∼ 15% are possible using ground based data
with modest exposure times for even very LSB systems.
We note that many of the data sets used to discover LSB
dwarfs around nearby massive galaxies are likely of the
depth and quality to facilitate SBF distances. In a com-
panion paper (Carlsten et al. submitted), we demon-
strate this using the CFHT Legacy Survey data used by
Bennet et al. (2017) to discover LSB dwarf satellite can-
didates around M101. We are able to confirm 2 galax-
ies as bona fide companions and many as background
galaxies. SBF will be a useful tool in the modern age of
deep, wide-field imaging surveys like the Hyper Suprime-
Cam Subaru Strategic Program (Aihara et al. 2018) and
Large Synoptic Survey Telescope (LSST Science Collab-
oration et al. 2009), possibly even out to distances of 20
Mpc with very deep ground-based data. While our focus
has been on satellite dwarfs, SBF will also be useful in
discovering and studying LSB field dwarfs (e.g. Greco
et al. 2018a,b; Danieli et al. 2018). The current work
opens up the door to many different research goals from
galaxy formation and evolution to dark matter studies.
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Figure 6. Recovery of the color and SBF magnitude in image simulations for six fiducial galaxies in our sample. The red
point is at the input color and SBF magnitude of the simulated galaxies and the blue points show the recovered SBF magnitude
and color for each simulated galaxy. The vertical errorbars for the red points are the (1σ) uncertainties calculated for the real
galaxy, as described in the text. The horizontal errorbars are 0.1 mag which we take as the contribution to the photometric
uncertainty due to the sky subtraction. The galaxy names, central i-band surface brightness, and effective radii and listed in
the corner of each panel.
APPENDIX
A. SBF SIMULATIONS
In this section, we use realistic image simulations to further verify our SBF measurements. In the simulations, we
use the i-band Se´rsic fits for the galaxies procured in the SBF measurement to generate artificial galaxies that we then
insert into the CCD frames (before sky subtraction). We use isochrones from the MIST project (Choi et al. 2016)
to give the artificial galaxies realistic SBF. For a given isochrone, we generate a large sample of stars by sampling a
Kroupa IMF (Kroupa 2001). Then, for each pixel in the artificial galaxy, we calculate the expected number of stars
in that pixel based on the intensity of the Se´rsic profile at that pixel and the average stellar luminosity in the sample
of stars from the isochrone6. A number is then drawn from a Poisson distribution with mean equal to this expected
number of stars. That number of stars are then drawn from the large sample of stars and put into that pixel. This
procedure naturally reproduces the SBF magnitude of the population given in Equation 1 and also will exhibit realistic
stochasticity in the SBF magnitude due to partial sampling of the isochrones because of the low stellar mass of many
of our galaxies. This procedure also allows us to simultaneously simulate i and g band images of the artificial galaxies.
Finally, the galaxies are convolved with a model for the PSF before being inserted into the CCD frames.
We do these simulations for six specific galaxies in our sample: BK5N, NGC 4163, NGC 4258 DF6, M101 DF3,
KKH98, and M94 Dw2. These six were chosen as they have a representative range in surface brightness, size, and
exposure time (cf. Table 1). These six galaxies are shown in Figure 8 in Appendix E. BK5N, NGC 4163, and NGC
4258 DF6 were simulated with a [Fe/H]=-1.5 and log(age) = 9.2 isochrone and M101 DF3, KKH98, and M94 Dw2
were simulated with a [Fe/H]=-0.5 and log(age) = 8.3 isochrone. We emphasize that we do not expect that these
6 The simulated galaxies are assumed to be at the same distance as the real ones that they mimic.
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stellar populations are actually representative of the galaxies (these are likely much younger than the real galaxies) but
these isochrones are chosen because they have absolute SBF magnitudes of M¯i = −1.90 mag and M¯i = −2.67 mag,
respectively. These SBF magnitudes are roughly representative of the magnitudes we measure in the actual galaxies
(see §4). The older isochrone has color g− i = 0.39 mag and the younger isochrone has color g− i = 0.13 mag. These
are both on the blue side of our galaxy sample, but this does not affect the suitability of the simulations.
For each of these six galaxies, 50 artificial galaxies are generated and inserted somewhere on the CCD chips near the
real galaxy (adjacent chips are also used). The chips are processed in the same way as for the real galaxies with the
same sky subtraction, resampling, and coaddition process. Each of the artificial galaxies is then cutout and undergoes
the same SBF measurement procedure that the real galaxies do. Simulated galaxies that have fitted Se´rsic parameters
that are more than 100% different from the input Se´rsic parameters are removed. These are commonly due to bright
foreground stars making the fits unstable. Generally 30-40 artificial galaxies remain for each of the six galaxies. We
can then measure the absolute SBF magnitude and color of each of the simulated galaxies and compare with the input
values.
Figure 6 shows the results of these simulations for the six fiducial galaxies. The plots show the recovered SBF
magnitude and galaxy color of the artificial galaxies compared to the input values. The SBF magnitudes and colors
are always concentrated around the inputted values, verifying our measurement methods. The vertical errorbars on
the red points in Figure 6 are the (1σ) uncertainties calculated for each (real) galaxy considering the measurement
error and uncertainty in the residual variance, as described above. We see that these errorbars appear to realistically
represent the spread in the recovered SBF magnitudes. We take this to indicate that our calculated SBF magnitude
uncertainties are realistic and include the dominant sources of error. Regarding the color recovery, we see that the
recovered colors are generally precise to ∼ 0.1 mag. This appears to be the limit of our sky subtraction procedure.
We include this uncertainty in all of our reported colors and magnitudes. The horizontal errorbars in Figure 6 show
this 0.1 mag uncertainty. The color recovery for M94 Dw2 appears to be substantially worse than ±0.1 mag. We
note that while M94 Dw2 does not have the lowest surface brightness in our galaxy sample, it does have one of the
lowest exposure times and is probably the lowest S/N galaxy in our entire sample. We therefore still take 0.1 mag as
a representative uncertainty for the colors of the galaxies due to the sky subtraction.
B. DETAILS OF DATA USED
In Table B we give further details of the data used in this project, including P.I.’s, proposal I.D.’s, and the specific
filters used.
C. DIFFERENT CFHT FILTERS
In this section, we demonstrate that the differences between the various filter generations used in the CFHT data is
insignificant. We focus on the difference between the two g filters (G.MP9401 and G.MP9402) and the three i filters
(I.MP9701, I.MP9702, and I.MP9703). 7 and 8 provide filter transforms between the different CFHT filters and to
external filter systems. From these relations, I.MP9702 differs more from I.MP9701 and I.MP9703 than those two
differ from each other. I.MP9701 and I.MP9703 differ at most from each other by ∼0.004 mag in the color range of
our galaxy sample. I.MP9703 and I.MP9702 differ by . 0.035 mag for r− i . 0.5 mag which will include our sample.
G.MP9401 and G.MP9402 differ by . 0.06 mag for g−r . 0.7 mag which is, again, redder than most galaxies in our
sample. From these, the effect of the different filters will be fairly insignificant to the color of the measured galaxies.
It will be sub-dominant to the 0.1 mag uncertainty that comes from the sky subtraction process and we therefore do
not try to correct for the different filters in the galaxy photometry.
To explore the effect of the filter on the SBF magnitude, we use the MIST (Choi et al. 2016) isochrones which
provide luminosity functions for both I.MP9701 and I.MP9702. In Figure 7, we show the expected difference in SBF
magnitude between these two filters as a function of g − i color. For the colors of the galaxies in our sample, the
difference is . 0.06 mag. We note that the difference between I.MP9703 and I.MP9702 will be of a similar size. This
difference is very sub-dominant to the measurement errors in the SBF measurement and we do not try to correct for
this when making the calibration.
It is possible that the different filters used will contribute to some of the scatter in the calibration but we found that
the scatter is . 0.32 mag which is much greater than the filter effects which are of the order 0.05 mag.
7 http://www.cfht.hawaii.edu/Instruments/Imaging/MegaPrime/PDFs/megacam.pdf
8 http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/megapipe/docs/filt.html
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Table 3. More information on the main galaxy sample.
Name P.I. Proposal I.D. i-filter g-filter
FM1 Cuillandre 04BF01,05AF17 I.MP9701 G.MP9701
UGC 004483 Wilkinson 06BO04 I.MP9701 G.MP9701
KDG 061 Ibata 06AF19 I.MP9701 G.MP9701
BK5N Cuillandre 06AD97 I.MP9701 G.MP9701
LVJ1228+4358 Higgs 16AD94 I.MP9703 G.MP9702
DDO 125 Higgs 16AD94 I.MP9703 G.MP9702
UGCA 365 Li 13AS03 I.MP9702 G.MP9701
M94 dw2 Li 13AS03 I.MP9702 G.MP9701
DDO 044 Davidge 03BC03 I.MP9701 G.MP9701
NGC 4163 Higgs 16AD94 I.MP9703 G.MP9702
NGC 4190 Higgs 16AD94 I.MP9703 G.MP9701
KDG090 Higgs 16AD94 I.MP9703 G.MP9701
UGC 08508 Higgs 16AD94 I.MP9703 G.MP9701
DDO 190 Waerbeke 16AC36 I.MP9703 G.MP9701
KKH 98 McConnachie 13AC13,13BC02 I.MP9702 G.MP9701
Do1 Ibata 03BF10,05BF48 I.MP9701 G.MP9701
LVJ1218+4655 Harris,Ngeow 10AT01,11AC08 I.MP9702 G.MP9701
NGC 4258 DF6 Harris,Ngeow 10AT01,11AC08 I.MP9702 G.MP9701
KDG 101 Harris,Ngeow 10AT01,11AC08 I.MP9702 G.MP9701
M101 DF1 CFHTLS 05AL02,06AL99 I.MP9701 G.MP9701
M101 DF2 CFHTLS 05AL02 I.MP9701 G.MP9701
M101 DF3 CFHTLS 08AL05 I.MP9702 G.MP9701
UGC 9405 CFHTLS 07AL02 I.MP9701 G.MP9701
M96 DF9 Duc 09BF07 I.MP9702 G.MP9701
M96 DF1 Cuillandre Duc Harris 09AF05 09BF07 10AD94 11AC08 I.MP9702 G.MP9701
M96 DF8 Duc Harris 09BF07 11AC08 I.MP9702 G.MP9701
M96 DF4 Duc 09AF05 09BF07 I.MP9702 G.MP9701
M96 DF5 Duc Harris 09AF05 09BF07 11AC08 I.MP9702 G.MP9701
M96 DF7 Cuillandre Duc Harris 09BF07 10AD94 11AC08 I.MP9702 G.MP9701
M96 DF10 Duc Harris 09BF07 11AC08 I.MP9702 G.MP9701
M96 DF6 Cuillandre Duc Harris 09AF05 09BF07 10AD94 11AC08 I.MP9702 G.MP9701
M96 DF2 Cuillandre Duc Harris 09AF05 09BF07 10AD94 11AC08 I.MP9702 G.MP9701
D. REJECTED GALAXIES
For the sake of completeness, we list the galaxies with TRGB distances in the catalog of Karachentsev et al. (2013)
that were not used in the SBF calibration. Table D lists these galaxies, along with the primary reason for their
exclusion.
E. IMAGES OF SELECT GALAXIES
Here we show i band images, masked and normalized images, and power spectra fits for select galaxies. Figure 8
shows the six galaxies used in the simulations in the image simulations.
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Figure 7. Left : Difference in the SBF magnitudes in two of the i filters from MIST isochrones versus color for a wide range
in metallicities and ages. Point size reflects the age with the biggest points being 13 Gyr populations and the smallest being 1
Gyr populations. Right : Difference in in the instrumental response (including atmospheric absorption) for the two i filters.
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Table 4. Galaxies rejected from the Calibration Sam-
ple.
Name Reason
And IV Behind M31’s Halo
BK3N Too resolved
Holm IX Too resolved
A0952+69 Irregular
d0959+68 Not visible in CFHT data
NGC 3077 Significant dust lanes
Garland Too resolved
d1005+68 Not visible in CFHT data
MCG+06-27-017 Non-Se´rsic
GR34 Non-Se´rsic
NGC 4449 Irregular
IC3583 Irregular
VCC2037 Irregular
dw1335-29 Not visible in CFHT data
KK208 Not visible in CFHT data
Scl-MM-Dw2 Not visible in CFHT data
NGC 404 In halo of extremely bright star
KK35 Too resolved
UGCA 086 Poor quality CFHT data
NGC 4214 Non-Se´rsic
NGC 253 Spiral
NGC 247 Spiral
M81 Spiral
M82 Spiral
NGC 3384 Non-Se´rsic
M105 Non-Se´rsic
M66 Non-Se´rsic
M104 Non-Se´rsic
M64 Non-Se´rsic
NGC 5102 Non-Se´rsic
Cen A Non-Se´rsic
M83 Spiral
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Figure 8. Left-most panel shows the i band images for the galaxy, middle panel shows the masked and normalized images,
and the right panel shows the fluctuation power spectrum and fit. The galaxies are, in order from top to bottom: BK5N, NGC
4163, NGC4256-DF6, M101-DF3, KKH98, M94-Dw2.
