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ABSTRACT
This paper presents a new, computationally efficient pa-
rameterization to compute the instantaneous radiative
flux changes induced by thin cirrus (including contrail
cirrus) at top of the atmosphere. The method is part of
a new contrail cirrus prediction tool CoCiP. The model
is being prepared to interpret cirrus cover and radiative
irradiance values derived from Meteosat data. CoCiP
computes the shortwave and longwave radiative forcing
for given outgoing longwave radiation (OLR) and re-
flected solar radiation (RSR) irradiance values without
contrails. This a priori information is taken from a nu-
merical weather prediction model such as the forecast
model of ECMWF. The parameterization contains sev-
eral free model parameters which are determined by a
least squares fit to an extensive set of forward calculations
performed with the radiative transfer package libRadtran.
The approximate results and the libRadtran results corre-
late better than 98%. Further improvements appear to be
feasible.
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1. INTRODUCTION
Condensation trails (contrails) are aircraft induced cirrus
clouds, which may contribute to global warming [22, 17].
This paper resulted from ongoing work in assessing the
radiative forcing from aviation induced cirrus. In par-
ticular, this paper describes a new approach to calculate
radiative forcing by contrail cirrus.
Based on METEOSAT 8 and 9 (Meteosat second genera-
tion, MSG) SEVIRI infrared (IR) data, the cirrus cover in
the viewing area of Meteosat is derived using the MeCiDa
algorithm developed at this institute [15]. In addition, the
top-of-the-atmosphere irradiance of outgoing longwave
radiation (OLR) is estimated from SEVIRI IR data. From
the correlation between air traffic density and cirrus cover
density, the contribution of aviation induced cirrus (AIC)
is derived in part of the North Atlantic, overlapping with
the North Atlantic traffic corridor [11]. By combining the
AIC signal with the OLR-signal, an estimate of the avia-
tion induced radiative LW-forcing is derived. The results
indicate a rather large aviation-induced increase in cirrus
cover and a corresponding radiative forcing.
In order to explain these results, and to extrapolate the
results to the globe, a new tool for contrail cirrus pre-
diction (CoCiP) has been developed [23]. The tool is
used to simulate contrail cirrus resulting from a fleet of
cruising aircraft, flight by flight, regionally or globally.
The method predicts contrail cirrus for given air traffic
and weather prediction data. It describes the life cycle of
contrails using a Lagrangian Gaussian plume model with
simple bulk contrail ice properties, without feedback to
meteorology. The approximate model is designed to be
computationally efficient for use in complex contrail cir-
rus simulations, with thousands of contrails. This paper
describes the method used for fast approximate computa-
tion of the longwave (LW) and shortwave (SW) radiative
forcing (RF) for an added contrail cirrus. Applications
within CoCiP are to be described elsewhere.
2. METHOD
Instead of solving the radiation transfer problem locally,
which would require considerable computational efforts,
we introduce approximate model equations (Section 2.1)
which allow to estimate the radiative forcing from input
available from NWP model output and from the simu-
lated contrail properties. Previous approximate methods
to estimate the RF from cirrus [6] or from aerosol layers
[3] refer to an additional layer in an otherwise cloud-free
atmosphere, with dependencies on properties of the Earth
surface (surface albedo and brightness temperature). Our
approximation assumes that the radiative forcing (RF) by
contrail cirrus represents a small perturbation to the out-
going irradiances in the longwave (LW) and shortwave
(SW) spectral ranges at top of the atmosphere. These ir-
radiances characterize the effective brightness tempera-
ture and the effective albedo of the possibly cloudy atmo-
sphere without contrails. The RF is approximated mainly
as a function of optical depth and temperature of the con-
trail, following previous suggestions [5, 3, 10, 19, 6] (see
also Section 3). In addition certain model functions ac-
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Figure 1. Radiative forcing (RF) in the longwave and
shortwave ranges versus solar optical depth τ (blue and
red dots). The black dots represent the t error for the net
forcing (difference between RFLW + RFSW results from
the approximation and from libRadtran results)
count for the dependence on solar zenith angle (SZA),
particle radius, and particle habit. These dependencies
are important since contrail cirrus does warm the Earth
system during night, but may cool during day for large
SZA, small particles, and particles with strong forward
scattering [19]. The model contains several free model
parameters which are determined from a fit to detailed ra-
diative transfer calculations with the libRadtran package
[18] (see Section 2.2). The fit method and the fit results
are reported in 2.3.
2.1. Model equations of parameterized radiative
forcing
The model computes the changes in net outgoing long-
wave and shortwave fluxes induced by an additional con-
trail cirrus (of 100 % cover) as a function of optical
depth and temperature of the contrail cirrus, for given
solar and terrestrial fluxes without contrails. The latter
are available from the NWP or climate model results.
The model computes the instantaneous RF at top of at-
mosphere (TOA), without stratospheric adjustment, for
plane parallel clouds. For global RF calculations, the RF
computed locally for contrail segments within CoCiP is
added up weighted with the width and length of each con-
trail segment. In case of partially clouded atmospheres,
we assume that the fluxes without contrail cirrus repre-
sent the partially clouded atmosphere below the contrail
cirrus, and that the contrails overlap randomly with the
rest of the clouds.
The model uses the following input to characterize the
contrail cirrus, as available from the CoCiP model: θ:
solar zenith angle (SZA); r: effective contrail ice particle
radius (µm); TC : atmospheric temperature at the altitude
of the contrail (K); τ : contrail optical depth at 550 nm.
In addition, the model uses the following input from
NWP data: OLR: outgoing longwave radiation at TOA
(W/m2); RSR: reflected solar radiation at TOA (W/m2);
SDR: solar direct radiation(W/m2); S0: the solar con-
stant, with correction for the variable Sun-Earth-distance.
From these input values, the model computes the LW and
SW RF per unit contrail area,
RFLW = (OLR− σT T
kT
C ) [1− exp(−δτ τ)]
×FLW (r) ≥ 0, (1)
with 6 fit parameters: σT , kT , δτ and 3 further parameters
in FLW (r) (see below);
RFSW = −µ S0 (tA −Aeff)
2 CSW (µ, τ)
×FSW (r) ≤ 0, (2)
with effective albedo Aeff = RSR/SDR, cosine of SZA
µ = cos θ = SDR/S0, and 11 fit parameters (see be-
low).
These approximations contain several functions (and
therefore several fit parameters) to account for the depen-
dencies on particle radius r (in units of µm), optical depth
τ, and SZA in terms of µ:
FLW (r) = QLW (r)
FLWr + 100/(r + RLW )
FLWr + 100/(20 + RLW )
(3)
QLW (r) = 1− exp(−QLWr r) (4)
FLW (r) and QLW (r) (and similar functions for SW, see
below) are empirical formulas to consider the dependence
on particle radius in the SW and LW spectral ranges at
large and small particle radii, which determine the radia-
tive forcing in addition to the most important variable τ .
FSW (r) = QSW (r)
FSWr + 100/(r + RSW )
FSWr + 100/(30 + RSW )
(5)
QSW (r) = 1− exp(−QSWr r) (6)
In addition, we use the effective optical depth
τeff = τ/µ, (7)
reflectances
RC(τeff ) =
τeff
ΓSW + τeff
, R′C(τ) =
Γ′SW + τ/γSW
1 + τ/γSW
, (8)
and SZA-depending factors
Fµ(µ) =
(1− µ)Bµ µCµ
(1/2)Bµ+Cµ
− 1, (9)
CSW (µ, τ) = RC(τeff)(Dµ + Aµ R
′
C(τ) Fµ(µ)). (10)
The radiative forcing in the LW, is constrained to positive
values, so that contrails at low altitudes with high ambient
temperatures have zero contribution to RFLW . Likewise,
RFSW is constrained to negative values, though slightly
positive values may occur for strongly absorbing atmo-
spheres.
The form of the functions, e.g. in FLW (r), is constructed
such that the fit parameters in these functions are linearly
independent. For example they are selected to control
mainly the shape of the functions but do not change the
magnitude of the function values. That is the reason why
the fit parameters occur both in the enumerator and the
denominator of FLW (r).
2.2. Forward simulations with libRadtran
Forward simulations have been performed for a large
set of horizontally homogeneous atmospheric and sur-
face conditions with libRadtran [18]. libRadtran has been
successfully validated in several model intercomparison
campaigns and by direct comparison with observations.
libRadtran offers a flexible interface to setup the atmo-
spheric and surface conditions as well as a choice of dif-
ferent radiative transfer equation solvers. The approach
is as described before [15, 12]. For the present applica-
tion, the irradiances are computed using the DISORT 2.0
solver with 16 streams which allows accurate simulations
of radiances. SW and LW irradiances are simulated using
accurate correlated-k distributions [13, 10]. Ice cloud sin-
gle scattering properties were parameterized, including
the single scattering properties of hexagonal ice columns,
for a wide range of effective radii. For scattering by ice
crystals we use the double Henyey-Greenstein approxi-
mation, see Figure 9 in [14]. Profiles of pressure, temper-
ature, water vapor, ozone concentration and other trace
gases were taken from the TIGR-3 (Thermodynamic ini-
tial guess retrieval) data set [4].
The forward model is applied with and without an addi-
tional cirrus layer representing contrail cirrus. The dif-
ference between the net radiation fluxes with and without
contrail cirrus determines the contrail cirrus cloud radia-
tive forcing. In order to cover the variability of contrail
RF with respect to contrail and ambient conditions, and
a large set of fit parameters, the data set includes 27272
different atmospheres with different temperature and hu-
midity profiles, over land and ocean, with and without up-
per troposphere ice clouds and lower level water clouds.
Reflection of radiation at land and ocean surfaces is
represented by non-isotropic wavelength-dependent bidi-
rectional reflectance distribution functions (BRDF). The
ocean BRDF is parameterized as a function of the 10 m
surface wind speed [7, 20]. For the land surface BRDF
we used the POLDER-1 BRDF database, Issue 2.00 [16].
The data are from CNES POLDER-1 onboard NASDA
ADEOS-1. The data are grouped into the 17 IGBP
(International Geosphere Biosphere Project) classes and
into 12 NDVI (normalized difference vegetation index)
classes for each IGBP class. These BRDFs were fitted
using a three-parameter formula [21] for randomly se-
lected pixels from eight different MODIS scenes (over
Germany, Spain, Canada, and the Saharan desert, each
for winter and summer). Each pixel has assigned a spec-
tral albedo (determined by MODIS) as well as an IGBP
class and an NDVI. The procedure covers a wide range
of natural land surfaces. In order to cover the variabil-
ity of contrail RF with respect to contrail and ambient
properties, 22 of these properties are varied randomly
in certain ranges. About 50 % of all cases include a
layer of water clouds, and 50 % a layer of ice clouds;
about 25 % are cloud free; and 25 % contain both wa-
ter and ice clouds. The data set contains 6 different par-
ticle habits: spheres (with 5 − 25 µm radius), and ran-
domly oriented solid columns, hollow-columns, rough-
aggregates, rosettes, and plates [1, 2] (with 10 − 45 µm
effective radius).
Further parameter variations include cosine of SZA: 0.2−
1.0; surface temperature: atmospheric temperature at
z=0: ±10K; ice cloud optical thickness: 0−10; ice cloud
bottom: 6 − 10 km; ice cloud height: 0.5 − 2 km; wa-
ter cloud optical thickness: 5− 50; water cloud effective
radius: 5 - 15 µm; water cloud bottom: 1− 2 km; water
cloud height: 0.5− 6 km; ocean surface wind speed (for
ocean BRDF model): 1− 15 m/s.
Contrails have typically an optical depth of order 0.1 −
0.3. Young contrails are composed of small near-
spherical particles. From our CoCiP computations, we
found that contrails contributing most to radiative forc-
ing have particle radius of order 10 − 20 µm. Smaller
particles have smaller cross-sections and larger particles
sediment earlier. The near-spherical particle habits might
best be approximated as droxtals [24] or spheres. Drox-
tals and spheres differ only slightly in the scattering phase
functions and have similar single scattering properties;
the largest differences occur in the extinction efficiencies
at visible wavelengths, while differences at 11 µm are not
as pronounced due to increased absorption within the ice
particles [24]. Here we decided to use spherical particles,
the optical properties of which can be accurately calcu-
lated by Mie theory. Larger contrail particles are non-
spherical (as indicated by non-zero polarized Lidar re-
turns [8]) and hence may be approximated as hexagonal
solid columns or bullet rosettes. We suggest to assume
100 % droxtals for volume mean radius 0− 5 µm, 70 %
droxtals and 30 % solid columns for radii 5−10 µm, and
40 % droxtals und 30 % solid columns and 30 % 3D bul-
let rosettes for radii 10−30 µm. Larger contrail particles
may have the same habit as suggested for natural cirrus
[1].
Contrails are included in these forward simulations with
variable depth and altitude values, ice water contents and
particle habits. Presently, the libRadtran code allows for
only 2 cloud types per altitude bin, which we use to treat
water and ice clouds. Therefore, the computations are
performed assuming the particle habit and size distribu-
tion of contrail ice particles to be the same as that of the
surrounding cirrus layer (if present). We expect that this
approximation is valid for given optical thickness, but
further tests are planned. Contrail optical thickness is
varied randomly in various cases: 0 − 2, contrail bot-
Figure 2. Daily mean instantaneous short-wave (SW,
short dashed), long-wave (LW, long dashed), and net
forcing (full thin curve) versus 0.55 µm solar optical
depth at top of the atmosphere for 100 % contrail cover
for a mid-latitude continent reference case, at 45◦ lati-
tude, with surface albedo of 0.2, surface temperature of
20.8◦C, and standard summer atmosphere. Cirrus layer
between 10.8 and 11 km altitude, with effective contrail
ice particle radius r = 16 µm. Black curves, results of
Meerk¤otter et al. [19] for spherical ice particles: Red
curves: the same result for the present CoCiP model. It
should be noted that these are daily mean values. The
short wave mean value has been computed averaging
over the day with one minute time step. For this ap-
plication, the OLR and RSR values without contrail cir-
rus were derived from output of the previous study [19]:
OLR = 279.63 W m−2, RSR = 226.7, 204.2, 170.7,
126.5, 60.2, and 0 W m−2, at SZA = 19.1, 35.0, 50.7,
66.5, 82.2, and 90◦, respectively.
tom: 9 − 10 km, contrail height: 0.5 − 1 km. The at-
mospheric temperature at contrail cirrus mid-level varies
between about 200− 255 K.
Figure 1 shows the computed RF versus optical depth.
In these data the cooling in the SW dominates, mainly
because of a large fraction of cases with large SZA, and
non-spherical particle habits, which implies a cooling at
least during morning or afternoon hours. We also see a
weak nonlinear dependence of LW and SW RF magni-
tude on τ.
2.3. Fit parameters
The model equations (see 2.1) contain 6 fit parameters
for LW, and 11 fit parameters for SW, for each of the
six habit classes, see Table 1. All fit parameters are
restricted to positive values. The fit parameters have
been computed by a least square fit where the sum S =
Σall dataG(data− fit)
2 assumes its minimum for varia-
tions in the free parameters. The set of parameters mini-
mizing this sum is found numerically by univariate min-
Table 1. Best t parameters for three of the six habits.
Parameter spheres solid rosette
columns -6
σT 1.04E-5 0.89E-5 1.17E-5
kT 3.03 3.06 3.01
δτ 0.89 0.82 0.74
FLWr 0.14 0.17 1.
RLW 350. 340. 1.E6
QLWr 0.30 0.24 0.21
tA 0.876 0.901 0.877
ΓSW 9.97 5.63 6.91
Γ′SW 17.2 17.8 13.3
γSW 2.08 1.13 1.22
Aµ 0.0319 0.0350 0.0498
Bµ 1.47 1.42 1.39
Cµ 0.25 0.40 0.23
Dµ 0.89 1.02 1.01
FSWr 17.5 5.38 1.92
RSW 3.4 0.99 24.
QSWr 1.57 0.114 2.06
imization. Table 1 lists the results obtained assuming
equal relevance of all cases in the data set (G = 1). For
G = 1 + 1/(τ + 0.1), thin contrail cirrus gets higher im-
portance in the fits; as a result, the fit parameters change
typically in the last digit of those listed in Table 1.
The results depend on the range of the selected properties
in the libRadtran data base and the weighting of different
input conditions. The forward simulation data set uses a
random selection of the free input parameters. Otherwise,
a deterministic relationship exists between fluxes and in-
put parameters. The data set needs to be large enough to
be representative for typical conditions regardless of the
random realization. The robustness of the fit has been in-
vestigated by repeating the fit calculations with subsets
of the data set, and further such studies are still to be per-
formed.
It should be noted that the algorithm finds the best fit-
ting parameters, but does not per se find the most suitable
functional relationship. In fact, the version presented here
is the result of a priori knowledge from the cited literature
and some trial and error studies with various functions.
Functions with too many parameters or with unsuitable
forms (e.g. with linear dependencies between the fit pa-
rameters) showed up slow convergence when searching
for the optimal fit. We expect that even better fits can be
found by experimenting with other functions.
Figure 3. Flux changes (top: LW, bottom: SW) versus
solar zenith angle for τ = 0.52, and other parameters as
in Fig. 2. Dashed black curve: Meerk¤otter et al. [19];
full curves: present model; blue: all cases, green: land
cases: brown: land and cloud-free (clear) cases.
3. DISCUSSION
The dependence of the longwave forcing RFLW on the
contrail temperature TC is similar to that used by Corti
and Peter [6]; the exponent kT < 4 accounts for the im-
pact of upper tropospheric atmospheric water vapor on
RFLW . However, their model uses the surface tempera-
ture to compute the fluxes, which is appropriate only for
cloud-free conditions. Instead, we use the OLR from the
undisturbed, but possibly cloudy atmosphere (equivalent
to a brightness temperature) from below the contrail cir-
rus. The factor [1 − exp(−δτ τ)] measures the effective
cloud emissivity; the fitted δτ values range from 0.67 (for
rough-aggregates) to 0.9 (for spheres), which includes the
value 0.79 derived before [10] for solid columns.
The shortwave forcing RFSW tends to zero for Aeff →
tA, which is of order unity. Because of molecular absorp-
tion in the atmosphere, the effective albedo never reaches
unity even over ideally reflecting surfaces. (It has still
to be investigated whether the parameterization can be
further improved by accounting for gaseous and aerosol
absorbers in the atmosphere below the contrail cirrus.)
The quadratic dependence on (tA − Aeff) is assumed as
explained in [3, 19]. Tests with a variable exponent in-
stead of the constant 2 showed that the value 2 is close
to optimal. Tests with a term tA(1−Aeff) [6], instead of
(tA −Aeff)
2 in Eq. (2) turned out to be less accurate.
Figure 1 shows the approximation error in relation to the
SW and LW RF-values. The ”exact” (from libRadtran)
and ”approximate” (from the new model) results corre-
late very well for longwave radiation flux changes: cor-
relation coefficient > 0.99, root mean square (rms) error
about 3 W m−2. For the shortwave radiation flux the best
fit has a correlation coefficient of > 0.98 and rms errors
of 5 W m−2. The relative errors (rms of difference be-
tween exact and approximate flux values relative to rms
of exact flux values) are 2.7 % for LW, 4.3 % for SW and
7.5 % for net fluxes. (For comparison: 10 % for LW and
7 % for SW were reportd in [6]). The remaining scat-
ter is due to the large variability of the atmospheres and
surface properties and not explainable by one or a few of
the free parameters (such as contrail altitude, presence of
other clouds etc.). We found that the largest error contri-
butions come from cloud-free atmospheres, presumably
mainly because of the influence of the anisotropic BRDF.
Comparisons of results of this approximate model for
spherical particles with previous ”benchmark” results ob-
tained with the matrix operator model [19] show excellent
agreement for daily mean SW and LW radiative forcing,
see Fig. 2. Even in the cloud-free case, the present ap-
proximation fits the earlier results [19] better than the
approximation suggested in [6]. The results show large
RF differences between contrails with different particle
habits. While spheres tend to cause a net warming, the
other habits are more likely causing a net cooling of the
atmosphere during day-time because of far stronger (up
to 100 %) SW RF.
The function Fµ(µ) describes part of the SZA depen-
dence of RFSW . This dependence is stronger for thin
cirrus than for thick ones [5], and this fact is accounted
for by multiplying with the reflectance R′C(τ), which is
largest for small τ. Figure 3 shows the SZA dependence,
which is reasonably well represented, but shows still dif-
ferences if fitted separately to the data for cases over land
and ocean and for cloud-free and cloudy atmospheres.
We expect that these differences are of minor importance
for our application because of the large number of con-
trail cases; one could include separate parameterizations
into CoCiP for land/ocean, clear/cloudy atmospheres in
the future. We find somewhat larger differences rela-
tive to the benchmark results [19] in the SZA dependence
for solid columns, mainly due to differences in the phase
functions used. Whereas the libRadtran simulations were
performed using the double Henyey-Greenstein approxi-
mation [14], The benchmark computations used a phase
function computed assuming geometrical optics [19].
Figure 4 depicts the dependence on effective radius for
constant τ and constant SZA. For spheres, RFSW and
RFLW go to zero for particle radii r small compared to
the effective wavelength, presumably because of varia-
tions of single scattering albedo and asymmetry parame-
ter. For large radii, the decline may be due to absorption.
As expected, the radius dependences are stronger for SW
than for LW radiation [2]. The SW RF for hexagons show
a different behavior presumably because of missing cases
with small radii for the non-spherical habits in the set of
forward simulations.
4. CONCLUSIONS
A model has been presented which allows fast computa-
tions of the radiative forcing by cirrus, in particular by
Figure 4. RF versus effective radius for spheres and solid
columns. τ = 0.52, SZA = 45◦, and other parameters as
in Fig. 2.
contrail cirrus. The new idea of this approach is to com-
pute the radiative forcing relative to a background state
without contrail cirrus using the outgoing longwave and
reflected shortwave output from NWP or climate model
results. This makes the model applicable both for cloud-
free and cloudy atmospheres. The relative errors are
about 3 % for LW, 4 % for SW and 7.5 % for net fluxes.
In view of other uncertainties, e.g. in the habits, this ap-
pears to be acceptable for our applications. The RF model
is presently being applied within a contrail cirrus predic-
tion tool CoCiP to predict the global radiative impact of
contrail cirrus. Preliminary results suggest a far larger
radiative impact from aviation induced clouds than esti-
mated before for line-shaped contrails.
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