For nonautonomous linear equations x = A(t)x, we show how to characterize completely nonuniform exponential dichotomies using quadratic Lyapunov functions. The characterization can be expressed in terms of inequalities between matrices. In particular, we obtain converse theorems, by constructing explicitly quadratic Lyapunov functions for each nonuniform exponential dichotomy. We note that the nonuniform exponential dichotomies include as a very special case (uniform) exponential dichotomies. In particular, we recover in a very simple manner a complete characterization of uniform exponential dichotomies in terms of quadratic Lyapunov functions. We emphasize that our approach is new even in the uniform case.
Introduction
We study in detail the relation between the notions of nonuniform exponential dichotomy and quadratic Lyapunov function. More precisely, we consider nonautonomous linear equations
and we give a complete characterization of when Eq. (1) admits a nonuniform exponential dichotomy in terms of strict quadratic Lyapunov functions. In particular, we obtain converse theorems, by constructing explicitly quadratic Lyapunov functions for each nonuniform exponential dichotomy. For this we use a "natural" Lyapunov function, obtained from a Lyapunov norm with respect to which the nonuniform exponential behavior of the dichotomy becomes uniform.
The notion of nonuniform exponential dichotomy is inspired both in the notions of exponential dichotomy and of nonuniformly hyperbolic trajectory. We refer to [4] for a systematic study of some of the consequences of the existence of a nonuniform exponential dichotomy. This work is also a contribution to the theory of nonuniformly hyperbolic dynamics, which goes back to the landmark works of Oseledets [15] and Pesin [16, 17] . We refer to [1, 2] for detailed expositions of parts of this theory. At least from the point of view of ergodic theory the nonuniform part of a nonuniform exponential dichotomy can be made arbitrarily small for almost all trajectories, although not necessarily zero. This is a consequence of Oseledets' multiplicative ergodic theorem in [15] . Furthermore, it follows from results in [3] that for certain classes of measure-preserving transformations, the nonuniform part of the dichotomy cannot be made zero in a set of full topological entropy and full Hausdorff dimension.
We note that our work can also be partly seen as a development of related approaches of Dalec'kiȋ and Kreȋn [8, Chapter 2] and Massera and Schäffer [13, Chapter 9] , which go back to Lyapunov, although they only consider uniform exponential dichotomies. The use of Lyapunov functions in the study of the stability of solutions of differential equations goes back to the seminal work of Lyapunov in his 1992 thesis (see [11] for the most recent edition). Among the first accounts of the theory are the books by LaSalle and Lefschetz [10] , Hahn [9] , and Bhatia and Szegö [6] . We note that in the context of ergodic theory there is a related powerful approach. It started essentially with the work of Wojtkowski in [18] pointing out that to establish the existence of positive Lyapunov exponents it is often sufficient to have an invariant family of cones. We refer to [2] for details and further references.
According to Coppel in [7] , the relation between Lyapunov functions and exponential dichotomies was first considered by Maȋzel' in [12] . We refer to the book by Mitropolsky, Samoilenko and Kulik [14] for a detailed discussion of the relation between Lyapunov functions and uniform exponential dichotomies. In particular, we recover in a simple manner the related results in [14] (see Theorem 7), as an application of our characterization of nonuniform exponential dichotomies. We emphasize that, besides considering the general nonuniform case, we use different methods.
Furthermore, for a large class of perturbations f (t, x) with f (t, 0) = 0 for every t, we show that if Eq. (1) admits a nonuniform exponential dichotomy, then the zero solution of the equation
is unstable. The proof uses quadratic Lyapunov functions. In particular, it avoids the use of invariant unstable manifolds which, to the best of our knowledge, are not known to exist in this general setting.
Existence of exponential behavior
We recall in this section several notions and results about Lyapunov functions and nonuniform exponential dichotomies for linear differential equations.
Lyapunov functions
Let A : R → M p be a continuous function, where M p is the set of p × p matrices. We consider the linear equation (1), and we assume that all solutions of (1) are defined for every t ∈ R. We write the solutions in the form x(t) = T (t, τ )x(τ ), where T (t, τ ) is the associated evolution operator. Clearly,
T (t, τ )T (τ, r) = T (t, r) and T (t, t) = Id for every t, τ, r ∈ R. In particular, the linear operator T (t, τ ) is invertible and T (t, τ )
Given a function V : R p → R we consider the cones
We say that a continuous function V : R × R p → R is a Lyapunov function for Eq. (1) if there exist r u , r s ∈ N with r u + r s = p such that with the notation V t = V (t, ·), for each τ ∈ R:
1. r u and r s are respectively the maximal dimensions of the linear subspaces inside C u (V τ ) and C s (V τ ); 2. for every t τ and x ∈ R p we have
V t, T (t, τ )x V (τ, x).
Given a Lyapunov function V , for each τ ∈ R we consider the sets
and
These sets satisfy
for each t, τ ∈ R.
Existence of exponential behavior
We show here how to obtain a nonuniform exponential behavior from a Lyapunov function. Let V be a Lyapunov function for Eq. (1), and assume that there exist C > 0 and δ 0 such that
for every τ ∈ R and x ∈ R p . We say that V is a strict Lyapunov function if there exist θ ∈ (0, 1) such that for every τ ∈ R:
The following result was obtained in [5] . It shows that the existence of a strict Lyapunov function implies the existence of exponential behavior. 
While Theorem 1 is not used in the present paper we need a similar result in the proofs of Theorems 5 and 7. To avoid referring to Theorem 1 we prove a weaker statement which is still sufficient for our purposes. Let V be a Lyapunov function for Eq. (1), and assume that there exist C > 0 and δ 0 such that (5) holds for every τ ∈ R and x ∈ R p .
Theorem 2.
Assume that there exist subspaces G u τ ⊂ E u τ and G s τ ⊂ E s τ for every τ ∈ R, and θ ∈ (0, 1) such that:
Then for every t, τ ∈ R with t τ we have
Proof. It follows from (13) that
Therefore, the function V τ is positive in G u τ \ {0} and negative in G s τ \ {0}. For each x ∈ G s τ it follows from (12) and (13) that for every t τ ,
Similarly, for each x ∈ G u τ it follows from (5) and (11) that for every t τ ,
By (5) and (16), for every x ∈ G s τ and t τ we have
Moreover, by (5), (13), and (17), for every x ∈ G u τ and t τ we have
Hence,
for every x ∈ G s t and t τ . This completes the proof of the theorem. 2
Quadratic Lyapunov functions
We consider in this paper the particular case of quadratic Lyapunov functions, that is, Lyapunov functions obtained from quadratic forms. Let S(t), t ∈ R be symmetric invertible p × p matrices. We consider the functions
H (t, x) = S(t)x, x and V (t, x) = − sign H (t, x) H (t, x) .
(
Any Lyapunov function V as in (18) is called a quadratic Lyapunov function.
In the case of differentiable quadratic Lyapunov functions, the following result translates the notions introduced in Section 2.1 in terms of the (differentiable) matrices S(t). Seṫ
Given two p × p matrices A and B and a subspace E ⊂ R p we say that A B on E when Ax, x Bx, x for every x ∈ E. Similarly, we say that A B on E if B A on E.
Theorem 3. Let S(t)
, t ∈ R be symmetric invertible p × p matrices of class C 1 in t, and let V be as in (18) . Then the following properties hold:
V is a Lyapunov function if and only if the matrix

S (t) + S(t)A(t) + A(t) * S(t) (19)
is negative-semidefinite for every t ∈ R; 2. V is a strict Lyapunov function satisfying (5) if and only if (19) holds and there exist C > 0, δ 0 and θ ∈ (0, 1) such that for every τ ∈ R:
(a)
and if
Proof. The following statement follows easily from the definitions.
Then the following properties hold:
V is a Lyapunov function if and only ifV (τ, x)
0 for every τ ∈ R and x ∈ R p ;
V is a strict Lyapunov function if and only if there exist
and (8) holds for every τ ∈ R and x ∈ E u τ ∪ E s τ .
We proceed with the proof of the theorem. Set x(t) = T (t, τ )x(τ ). By definition we have d dt H t, x(x) = S (t)x(t), x(t) + S(t)x (t), x(t) + S(t)x(t), x (t) = S (t) + S(t)A(t) + A(t) * S(t) x(t), x(t) .
Setting t = τ we obtaiṅ
On the other hand, since
By Lemma 1, V is a Lyapunov function if and only ifḢ (τ, x) 0 for every τ ∈ R and x ∈ R p . The first property follows now immediately from (24). Now we establish the second property. Since S(t) is symmetric, the inequalities (5) and (8) are equivalent to the inequalities in (a). Moreover, writing x = x(τ ), it follows from (25) that (22) holds if and only ifḢ
In view of (24), these inequalities are equivalent to the ones in (b). This completes the proof of the theorem. 2
The following is a simple consequence of Theorem 3.
Theorem 4. Let S(t)
, t ∈ R be symmetric invertible p × p matrices of class C 1 in t, and let V be as in (18) . Assume that there exist C > 0 and δ 0 such that for every τ ∈ R:
1.
2.
Then V is a strict Lyapunov function satisfying (5).
Proof. It remains to show that properties (20) and (21) hold. It follows from hypothesis (a) that
By (26) we find that the inequalities (20) and (21) are satisfied with θ = exp(−C 2 ). This completes the proof. 2
Characterization of exponential dichotomies
Nonuniform exponential dichotomies
We say that Eq. (1) admits a nonuniform exponential dichotomy if there exist projections P (t) such that
and constants a < 0 < b, ε 0, and D 1
such that for every t, τ ∈ R with t τ we have
where Q(t) = Id − P (t) for each t ∈ R. In this case, for each t ∈ R we define the stable and unstable subspaces by
One can easily verify that for each t ∈ R we have
,
. We also say that Eq. (1) admits a uniform exponential dichotomy if it admits a nonuniform exponential dichotomy with ε = 0. We refer to [4] for examples of exponential dichotomies.
We note that what is proven in Theorem 1 or Theorem 2 is weaker than the existence of a nonuniform exponential dichotomy for Eq. (1). Namely, inequalities (9) and (10) (or (14) and (15)) follow from condition (31) but not vice versa.
Characterization of exponential dichotomies
We show that in the case of quadratic Lyapunov functions the strictness property is essentially sufficient for the existence of a nonuniform exponential dichotomy.
Theorem 5. If Eq.
(1) has a strict quadratic Lyapunov function satisfying θe δ < 1, and
then the equation admits a nonuniform exponential dichotomy.
Proof. By condition 1 in the notion of Lyapunov function there exist subspaces G u 0 ⊂ E u 0 and
For each t ∈ R we define
It follows from (33) that R p = G u t ⊕ G s t , and we consider the associated projections
We continue with an auxiliary statement.
Lemma 2.
If V is a strict quadratic Lyapunov function for Eq. (1) satisfying θe δ < 1, then
Proof. It follows from (4) and (34) that
for every t ∈ R. By (18) this implies that
Given x ∈ R p we write x = y + z with
Now take a(t) > 0, and set
By (28) we have
Similarly, for each t ∈ R we set
By (27) we have
We conclude that if a(t) e −2δ|t| /C 2 , then
Thus, it follows from (38) and (39) that
− S(t)P (t)x, P (t)x + a(t) P (t)x
2 0, and
Since S(t) is symmetric, subtracting the two inequalities we obtain
Therefore,
This implies that
and similarly,
Taking a(t) = e −2δ|t| /C 2 we obtain the desired statement. 2
Now we assume that Eq. (1) has a strict quadratic Lyapunov function satisfying θe δ < 1 and (32). We note that the subspaces G u t and G s t satisfy the hypotheses of Theorem 2. By (36), together with
it follows readily from Theorem 2 that there exist constants as in (30) satisfying (31). In other words, Eq. (1) admits a nonuniform exponential dichotomy. 2
Existence of strict Lyapunov functions
We show here that the converse of Theorem 5 holds for linear equations satisfying (42).
Theorem 6. If Eq. (1) admits a nonuniform exponential dichotomy with a sufficiently small ε, and there exist constants c, α, K > 0 such that
then there exists a strict quadratic Lyapunov function satisfying θe δ < 1 and (32).
Proof. We consider the function
V (t, x) = − sign H (t, x) H (t, x)
where H (t, x) = S(t)x, x , and
T (v, t)P (t) * T (v, t)P (t)e −2(a+ )(v−t) dv
− t −∞
T (v, t)Q(t) * T (v, t)Q(t)e 2( b− )(t−v) dv,
for some > 0 such that < min{−a, b}. Clearly, S(t) is symmetric for each t. Moreover, since H (t, x) > 0 for every x ∈ F s t \ {0}, and H (t, x) < 0 for every x ∈ F u t \ {0}, it follows from the identity F s t ⊕ F u t = R p that S(t) is invertible for each t. For condition 2 in the notion of Lyapunov function, we note that for each t τ ,
H t, T (t, τ )x
By (43) we readily obtain condition 2 in the notion of Lyapunov function. To show that V is a strict Lyapunov function, we first observe that
Since S(t) is symmetric we obtain
and this yields (32). Now we establish (6) and (7). If x ∈ E s τ , then for every t τ we have
since b − > a + , and (7) holds with θ e a+ . Similarly, if x ∈ E u τ , then for every t τ we have
and (6) holds with θ e −b+ . Now we establish (8) .
where
By (42) we have
Similarly we obtain
It follows from (47), (48) and (49) that
for some constant η > 0. Furthermore, if x ∈ E s τ then
By (42) we have
It follows from (51), (52) and (53) that
for some constant η > 0. By (50) and (54), inequality (8) holds with δ = 2α, and V is a strict Lyapunov function. Finally, if ε is sufficiently small, then since δ = ε (see (45)) we have log θ + δ < 0. This completes the proof of the theorem. 2
Moreover, we can characterize the unstable and stable subspaces E u τ and E s τ in terms of the eigenspaces of the matrix S(τ ). More precisely, we denote by G u τ and G s τ the subspaces of R p generated respectively by the eigenvectors of S(τ ) corresponding to eigenvalues with negative and positive real parts, that is,
where E λ (τ ) is the eigenspace of S(τ ) corresponding to the eigenvalue λ (we note that since S(τ ) is symmetric and invertible all of its eigenvalues are real and nonzero). For each τ ∈ R we have E u τ = G u τ and E s τ = G s τ .
Characterization of uniform exponential dichotomies
We characterize here the uniform exponential dichotomies in terms of quadratic Lyapunov functions. We emphasize that the results in this section are not immediate consequences of those in Section 4.
Theorem 7. If A(t) is bounded in t, then the following properties are equivalent:
1. Eq. (1) admits a uniform exponential dichotomy; 2. there exists a strict quadratic Lyapunov function for Eq. (1) with δ = 0 and S(t) bounded in t ∈ R; 3. there exist symmetric invertible p × p matrices S(t), t ∈ R, such that:
(a) S(t) is of class C 1 and bounded in t ∈ R; (b) for every t ∈ R we have
S (t) + S(t)A(t) + A(t)
Proof. We start with an auxiliary statement.
Lemma 3. If
Proof. Let x(τ ) = x = 0, and write x(t) = T (t, τ )x for t τ . For every τ u t we have
and thus,
Setting
, and (56) can be written in the form
for every β ∈ [τ, t], since x = 0, and
and it follows from (57) with β = t (that is, with u = τ ) that
for every t > τ . Hence,
and we obtain the desired statement. 2
We note that since A(t) is bounded in t, by Lemma 3 property (42) holds with α = 0, c = 1, and K = e C . Therefore, if property 1 holds, then the function V defined by (18) with S(t) as in (44) is a strict quadratic Lyapunov function. Moreover, by (45) we have δ = ε = 0, and by (46) the function S(t) is bounded in t.
On the other hand, if property 2 holds, then proceeding as in the proof of Theorem 5 we construct subspaces G u t and G s t for each t ∈ R satisfying (37). We also consider the projections P (t) and Q(t) in (35). The subspaces G u t and G s t satisfy the hypotheses of Theorem 2, and thus there exist constants a < 0 < b and D > 0 such that
for every t, τ ∈ R with t τ . On the other hand, it follows from (36) with δ = 0 that P (t) = Q(t) is bounded in t. Therefore, by (40) and (41) together with (58) we conclude that Eq. (1) admits a nonuniform exponential dichotomy. Now we prove that property 1 implies property 3. Consider the matrices S(t) in (44), which we write in the form
By (45) and (46) the matrix S(t) is bounded in t. Moreover, one can easily verify that S(t) is of class C 1 in t. Since
we obtain
Therefore, since a + < 0 and b − > 0 we obtain
S (t) + S(t)A(t) + A(t)
Moreover, since
we have
It follows from (59) that
and (55) holds with S(t) replaced by 2S(t). Finally, we prove that statement 3 implies statement 2. We first show that (6) and (7) are satisfied. In view of Lemma 1 we need to show that if
for some constant κ > 0. We have
and hence,Ḣ
It follows from (61) thatḢ (τ, x) − x 2 , and hence
In particular, if
Therefore, (60) holds with κ = 1/(2γ ). Now we show that (8) holds with δ = 0. Set x(t) = T (t, τ )x(τ ). It follows from (23) and condition 3(b) that
By (4), if x(τ ) ∈ E s τ , then Thus (8) holds with δ = 0 when x(τ ) ∈ E u τ . This completes the proof of the theorem. 2
Instability of nonlinear perturbations of dichotomies
We consider in this section the perturbed equation
where f : R × R p → R p is a continuous function with f (t, 0) = 0 for every t ∈ R. The following result gives conditions on the perturbation f for the instability of the origin in Eq. (62), assuming that the equation x = A(t)x admits a nonuniform exponential dichotomy, with projections 
P (t)
:
. Q(t)f (t, x) = Q(t)f (t, Q(t)x)
for every t ∈ R and x ∈ R p ; 3. there exists c ∈ (0, b ) such that f (t, x) ce −5ε|t| x , t ∈ R, x ∈ R p . Therefore, for every t τ we have
Then there exists a constant
S (t) + S(t)A(t) + A(t)
Now let y(t) be the solution of Eq. (62) with initial condition y(τ ) = x ∈ E u τ . We write z(t) = Q(t)y(t) with Q(t) as in (63). It follows from (29) that
Q(t) = T (t, s)Q(s)T (s, t), and hence Q(t) is differentiable in t. Taking derivatives in the identity
Q(t)T (t, s) = T (t, s)Q(s),
Q (t)T (t, s) + Q(t)A(t)T (t, s) = A(t)T (t, s)Q(s),
and setting s = t yields
Q (t) = A(t)Q(t) − Q(t)A(t).
Hence, for every t τ we have
Q(t)y(t) = d dt S(t)Q(t)y(t), Q(t)y(t) = S (t)Q(t)y(t), Q(t)y(t) + S(t)A(t)Q(t)y(t), Q(t)y(t) − S(t)Q(t)A(t)y(t), Q(t)y(t) + S(t)Q(t)A(t)y(t), Q(t)y(t) + S(t)Q(t)f t, y(t) , Q(t)y(t) + S(t)Q(t)y(t), A(t)Q(t)y(t) − S(t)Q(t)y(t), Q(t)A(t)y(t) + S(t)Q(t)y(t), Q(t)A(t)y(t) + S(t)Q(t)y(t), Q(t)f t, y(t) .
Therefore, by (65) we obtain d
