ABSTRACT There is a series of image degradation in the image acquired in haze and other weather. The single image dehazing is a challenging and ill-posed problem. Using deep neural network methods, it solves the drawbacks of manually designing haze-related features. This paper proposes a dehazing algorithm using residual-based deep CNN. The network model is divided into two phases: in the first stage, a haze image is input, and the transmission map is estimated by network; in the second stage, the ratio of foggy image and transmission map is used as input, and the residual network is used to remove haze. It avoids the estimation of atmospheric light and improves the efficiency of dehazing. To train the proposed network, we use the NYU2 depth dataset as the training set. In the full-reference metric peak signal to noise ratio, structural similarity, and feature similarity and no-reference metric Spatial-Spectral Entropy-based Quality, Blind/Referenceless Image Spatial Quality Evaluator, and Natural Image Quality Evaluator aspect, the experimental results confirm the efficiency and robustness of the proposed method.
I. INTRODUCTION
Haze is formed by the scattering or absorption of light passing through it by droplets of water suspended in the air or by a large number of tiny particles. The image obtained under haze and other weather conditions not only have serious color attenuation, low contrast and saturation, and poor visual effects, but also affect various systems that rely on optical imaging instruments, such as satellite remote sensing systems, aerial photography systems, and outdoor monitoring and target recognition systems. It brings certain difficulties to the research objectives. Therefore, in order to effectively improve the quality of haze-degraded images and reduce the impact of haze and other meteorological conditions on outdoor imaging systems, it is an urgent and realistic need for effective dehazing and sharpness recovery processing of hazy image.
At present, there are two main categories of methods for hazy image processing: image processing based enhancement and physical model-based restoration. The image processing based enhancement method starts from the image itself, and does not consider the specific cause of the image degradation. By enhancing the contrast and brightness of the image, the visual effect of the image is improved to achieve the purpose of clarity. These method are generally mature and efficient, and the results of processing can also meet the requirement of clarity. However, such methods cannot adapt to different scenes and images. In particular, the image with more changes in scene depth is not effective. More importantly, The method is based on image enhancement, without considering the process of fog quality reduction, and can not improve image definition very well. It can not remove the fog to restore the original appearance, and the distortion of the result is more serious. The processed image not only has poor visual effect but also is not conducive to subsequent processing.
The physical model-based restoration method analyzes the specific causes of image degradation and establishes a degraded model of fog-degraded images. In recent years, significant advances have been made in image processing methods based on physical models. In the method, the fog image is described as the superposition of scene radiation and scattering effects, and widely used in haze image modeling [1] , [2] . The physical model can be described as follows:
I (x) = J (x)t(x) + A[1 − t(x)] t(x) = e
−βd(x) (1) where x is the input image pixel point. I (x) is the input original haze image. J (x) is the dehazed and restored image. A is the ambient atmospheric light value. t(x) is the optical path propagation map, and d(x) is the distance between the object and the camera, where t(x) exhibits exponential attenuation with the depth d(x) of the image. β is the atmospheric scattering coefficient, which represents the scattering capacity of light per unit volume of the atmosphere, generally taking a smaller constant.
Physical model-based methods restore the image to be more realistic and closer to the pre-degradation scene. The effect of image processing on complex scenes is better, and the image information is saved more completely. Although many methods have achieved satisfactory results, they are based on strong assumptions and require various parameters related to image formation. These parameters are not always available. Because of the unpredictability of the scene conditions, the method will fail when the foreground is not true, so a more robust algorithm should be developed. In this paper, based on the traditional dehazing model and the deep network method, a new algorithm is proposed to optimize the existing dehazing methods. The deep network is designed to be two stages: first, we use the convolutional neural network to estimate the intermediate transmission map in the first phase; in the second stage, the ratio of foggy image and transmission map is introduced into residual network by using the results of the first stage. The residual network predicts the residual image, that is, the difference between the haze image and the potential clean image, instead of directly outputting the dehazed image. The advantage is that, through the residual learning to characterize the identity mapping or the approximate identity mapping, the effect is better than directly learning. Different from the previous method of using deep learning, the model in this paper applies residual network to image dehazing. We only need to estimate the intermediate transmission map without considering the value of atmospheric light, thereby avoiding the influence of invalid parameters on the network structure. This paper trains the network through NYU2 depth dataset [3] , and uses the test set proposed in [4] to test the network model. Finally, from the subjective and objective perspectives, we compare the dehazing method proposed in this paper with traditional classical methods and neural network-based methods. A large number of experiments have shown that our model can process images of different scenes, such as indoor and outdoor composite images and haze images in lighter and darker areas of the real world. Our network model produces better dehazing effects than existing neural network methods.
II. RELATED WORK
Image dehazing can be traced back to 1992 at the earliest, and Bissonnette [5] and others studied haze images under haze and rain. Subsequently, Oakley and Satherley [6] carried out dehazing processing on aerial degraded color images under severe weather conditions and achieved certain research results. Later, Cox [7] discussed light scattering in molecules and aerosol helium and cloud particles in the atmosphere in more detail. Narashimhan and Nayar [1] , [2] , [8] described and derived the atmospheric scattering model in detail, which laid the foundation for the future dehazing research. In the past 20 years of development, image dehazing technology has undergone a process of learning haze characteristics from manual features to intelligence, and has made great progress. New ideas and methods have been continuously produced and used in engineering practice.
There are many typical traditional physical model-based methods. For example, Tan [9] constructed a cost function for the edge strength in the framework of the Markov random field model and used the graph segmentation theory to estimate the optimal light. Their algorithm can automatically enhance the visibility of haze images and does not require any user interaction. Fattal [10] proposed a method for estimating scene reflectance, which achieves dehazed images by assuming that the projection of the scene target surface and the propagation of light are partially uncorrelated. Based on the statistical analysis of a large number of outdoor hazefree images, He et al. [11] discovered the prior knowledge of the dark channel and proposed to use the dark channel prior principle for image dehazing. The method firstly estimates the transmission rate and atmospheric light based on the prior knowledge of the dark channel. It uses the soft matting method to further optimize the transmission rate. Finally, a haze-free image is recovered with the atmospheric scattering model. The algorithm is simple in principle and has good dehazing effect. Tarel and Hautière [12] assume that the atmospheric dissipative function changes locally at a flat rate. Therefore, the median filter is used instead of the minimum filter in the algorithm to estimate the transmissivity of the medium, which greatly simplifies the processing and improves the dehazing efficiency. Lai et al. [13] firstly used a heuristic method to estimate the transmittance, and then obtained a haze-free image based on the estimated optimal transmittance map and the atmospheric scattering model.
In recent years, with the successful application of convolutional neural networks in many image processing tasks, scholars have begun to study the image dehazing of deep convolutional neural networks and achieved a series of breakthroughs. These methods can not only automatically learn complex input-output relations from data observations, but also allow learning more complex heuristic learning that humans cannot detect. This may lead to better recovery results in a broader context to successfully remove haze in the image. Most of them recover clear images by estimating intermediate transmission maps. For example, Ren et al. [14] proposed a coarse to fine CNN transmission estimation. Ren et al. [14] uses a coarse network to generate coarsegrained transmission maps, and then uses fine networks to further refine the image. However, this method requires manual adjustment of parameters based on the haze density in the image. Cai et al. [15] also used convolutional neural networks to learn the characteristics of haze images, so that like humans, a large number of monocular clues can be used to estimate the spread map. However, due to the particularity of certain scenes, the assessment of the propagation map under specific scenarios may be inaccurate, and the dehazing effect is poor. Berman et al. [16] proposed a method based on the global perfect picture pixel estimation of the transmission map. The algorithm first finds the haze line and estimates the transmission rate based on the haze line.
The disadvantage is that atmospheric light is much brighter than the scene, and the haze line will become difficult to detect. Li et al. [17] transformed the dehazing problem into an end-to-end solution, unified t(x) and A into a variable K (x). However, the difficulty of estimating I (x) from K (x) does not decrease.
After further research, we found that the traditional dehazing algorithm will over-enhance the near-surface and distant sky areas, and the brightness and contrast are too low. These algorithms can lose many of the details of the scene, causing the color of the restored image to be distorted or the contrast to be too extreme. However, the dehazing algorithm based on the convolutional neural network can basically achieve good results for the restoration of most of the haze images, but each has its own shortcomings. This paper is different from previous work. Usually existing methods carry out dehazing task by estimating the transmission map and atmospheric light. However, we proposed another new idea. By transforming the atmospheric model, we designed a network based on residual learning, and divided the network into two phases to achieve the purpose of dehazing. In the design process of the network, the batch normalization technology and residual network are further introduced to stabilize and improve CNN training performance.
Before the non-linear operation of each layer, batch normalization [18] mitigates internal covariate shifting by combining a normalization step and a shift step. In the training process, when each layer updates its own parameters, its output can remain stable, so that the latter layer does not need to follow the previous layer of learning for additional adaptation. For batch normalization, only two parameters are added for each activation and can be updated using back propagation. It does not restrict the output of each layer to have a fixed value, but rather restricts the output of each layer to have a fixed distribution. That is, regardless of the output changes of each layer, the output of each layer has a stable mean and variance. It has the advantages of fast training speed, good performance and low initialization sensitivity.
The residual network solves the side effect of increasing the depth, which can improve network performance by simply increasing the network depth. So far, deep residual networks have shown good performance in applications such as image classification [19] , object detection [20] , and semantic segmentation [21] . The network model proposed in this paper uses a single residual unit to predict the residual image, and uses batch normalization to quickly train the network. As far as we know, the prediction of residual image has not been used for haze removal. It is proved that residual learning and batch normalization can benefit each other, and the integration is effective in speeding up training and improving haze removal performance. The input of the network is a haze image, and the corresponding residual image is output. The goal is to minimize residuals and make them to approach real residuals for fast training and improved dehazing effect.
III. MODELING AND NETWORK DESIGN
In this section, we mainly introduce the network architecture design of the dehazing model. As shown in FIGURE 1, the network is divided into two phases. In the first phase, we estimate the transmission map. In the second phase, the residual image is estimated using the residual network to obtain a clear image. We used batch normalization to increase learning speed. In the neural network, normalizing the activation values of the layers in the neural network also helps to improve the learning speed of the next layer of parameters. At the same time, it is combined with residual learning, and can be quickly trained and improved the dehazing performance compared to traditional CNN. FIGURE 1. The network structure designed in the paper. VOLUME 6, 2018
A. MODELING
As described in related work, the previous method is to obtain haze-free images by estimating transmission maps and atmospheric light. Instead of directly minimizing reconstruction errors on J (x), these methods optimize the quality of t(x). The indirect optimization method leads to sub-optimal solutions.
From equation (1), it can be seen that there is a relationship between the haze-free image J and the haze image I .
The ratio of I (x)/t(x) can be considered as a whole. Let
In the model, H (x) is used as the input of the network, and the residual image is used as the output of the network. We use the residual learning formula to train the residual map.
Formally, the average squared error between the expected residual image and the residual image from the network estimation is
l can be used as a loss function to learn the training parameters θ in the model.
represents N training image pairs.
B. NETWORK DESIGN 1) TRANSMISSION MAP ESTIMATION
In order to obtain the relationship between haze image and transmittance, this paper designs and trains a propagation map prediction model based on convolutional neural network according to the deep learning dehazing network model proposed by Cai and Ren. The total number of convolutional neural networks is six layers, which are convolution layer, slice layer, element-by-element operation layer, multi-scale convolution layer, maxpool layer, and convolution layer.
The first layer of the convolutional network is the convolution layer. The input of the convolutional layer is connected with the upper receptive field to extract features. At the same time, the relationship between the position and the other features is obtained. The characteristics of the convolutional output can be obtained from equation (4) .
where x represents the image matrix, W represents the convolution kernel, × represents the convolution operation, and b represents the offset value. f represents the ReLU function. Because using the ReLU function to train a convolutional neural network is faster and more precise. The first layer extracts features from 3 × 16 × 16 size images by using 16 convolution kernel with a size of 3, and obtains a feature map having a size of 16 × 14 × 14.
The second layer is the slice layer. Its role is to slice the input in terms of dimensions, that is, the 16 × 14 × 14 feature map obtained by the previous layer is subjected to a slice operation to convert the size to 4 × 4 × 14 × 14, which facilitates the processing of the next layer.
The third layer is the Eltwise Layer. There are three operations for the Eltwise layer: product (dot multiply), sum (add minus), and max (take large value). We divide the four feature map into one group and maximize them. The feature map with a dimension of 4 × 4 × 14 × 14 is mapped to 4 × 14 × 14.
The fourth layer uses a multi-scale mapping method to increase the accuracy of feature extraction. The multi-scale hierarchical feature is a scene-level feature that has invariance and consistency in the scale space, allowing a larger image environment to be applied to local recognition decisions, including appropriately centered and scaled targets and hierarchical natural attributes. This provides a good basis for predicting potential target categories. In this paper, the network model uses three convolution kernels with different scales to extract the characteristics of the input image. This layer uses three convolution kernels with sizes of 3 × 3, 5 × 5, and 7 × 7 for multi-scale mapping.
The fifth layer uses a 7 × 7 convolution kernel to perform pixel-level neighbor maximum extraction on the input image, which can better preserve the features on the texture, overcome the local sensitivity of the feature map, and reduce the error of the solution of the propagation map.
The last layer sets up a convolution layer to convert the input data into a feature map with a dimension of 1 × 1. The ReLu activation layer is used to nonlinearly change the feature map with a dimension of 1 × 1. The size of the output data is limited to [0,1], and finally the propagation map is learned.
Finally, we estimate the transmission map by minimizing the loss function between the reconstruction transmission t i (x) and the corresponding ground truth map T i (x), where m is the number of images in the training set.
2) RESIDUAL LEARNING
In order to get the dehazed image, this part combines the principle of convolution with ReLU activation function, batch normalization and residual network theory, and designs a fast and efficient dehazing CNN model based on residual error. Existing experiments have shown that under the condition that sufficient training data sets and computer performance are powerful enough, the more network layers, the better the effect of the experiment. However, the more layers, the higher the cost of training the network. There are still many problems in deep network. It is easy to get gradient dispersion and gradient explosion as the depth deepens. Therefore, we refer to the ResNet [22] network and the DnCNNs network [23] to establish a residual network model to make it suitable for image dehazing. We designed the network model shown in FIGURE 1. It consists of a convolutional layer and multiple residual units. The residual network is mainly composed of two layers: convolution layer, convolution and batch normalization layer. The size of convolution kernel is 3 × 3, and each layer is connected by ReLu layer. There are a total of 19 convolutional layers: the first layer is a convolutional layer, the middle is connected by 17 BN+Conv layers, the last layer is also a convolutional layer, which converts the feature map into the input dimension. Specifically, we take a size 16 × 16 image as input and apply 16 3 × 3 filters to it. The ReLU activation function is applied to output, because we find it more effective than BReLU neurons [15] , then the resulting feature map is run continuously through the batch normalization and convolutional layers. Finally, we use the 3 filters with a size of 3 × 3 × 16 to reconstruct the output of the resulting feature map. Using three convolutions, we eventually get the residual image.
IV. EXPERIMENT
In order to verify the dehazing effect of the proposed method, we compare the method with several good dehazing methods, including DCP [11] , MSCNN [14] , DehazeNet [15] , Non-local Image Dehazing (NLD) [16] , AOD-Net [17] , Gradient Residual Minimization (GRM) [24] , Color Attenuation Prior (CAP) [25] , Nnf [26] . We use the NYU2 depth database to train the network model and use the RESIDE dataset [4] as a test set to test the network model. Finally, the image quality after dehazing was analyzed by subjective and objective indicators.
A. NETWORK TRAINING 1) TRAINING SET
Since it is very difficult to collect a large number of pairs of clear images and haze images, this paper uses a set of haze-free images and real depth maps to generate corresponding haze images based on the atmospheric scattering model. These generated images are used as a training sample. We created a composite haze image by using ground truth images from the indoor NYU2 depth dataset. The NYU2 depth dataset consists of video sequences of various indoor scenes recorded by RGB and depth cameras from microsoft Kinect.
It has a 1449 marked dataset and 407,024 new untagged frames and 464 scenes from 3 cities. We select 1000 indoor images and corresponding depth maps for synthesis. FIGURE 3 shows examples of haze images generated. This paper makes use of the assumption of local consistency of atmospheric transmissivity in [9] , and adopts a random transmittance t ∈ (0, 1). Then we set the fixed atmospheric light to A = 1 to reduce the instability of the synthesis. Finally, given the haze-free image J , the scene depth map d, the atmospheric light intensity A, and the atmospheric scattering coefficient ęÂ, and a haze image I is generated according to the equation (1). FIGURE 4 shows the generation process of training dataset. When training the network, weights are initialized to a Gaussian distribution with a standard deviation of 0.001 and a mean of 0. The offset is set to 0. The learning rate is initially 0.001, and with training iterations, it is attenuated by 50% every 100,000 times. Based on the above parameter settings, the network training iterates 300,000 times. Using the mean-square error (MSE) as a loss function, we not only minimize the error between the transmittance of the training block and the true value, but also minimize the error between the residual map and the true value. Finally, with the Caffe framework, the network model uses stochastic gradient descent (SGD) to converge and complete the model training. 
2) TEST SET
In order to test the performance of the network model, we used the RESIDE dataset. The REISDE training set consists of an indoor training set (ITS) and an outdoor training set (OTS). The ITS contains 11,000 composite haze images and the OTS contains 313,950 outdoor haze images collected from the real world. We selected 2000 synthetic haze images from the ITS and 4807 real world haze images that were not tagged in the OTS as our test set. In addition, in order to ensure the reliability of the experiment, we collected a large number of real haze images from the Internet. Although our network model is trained using indoor images, the network structure is still suitable for outdoor haze images.
B. EVALUATION STANDARD
The main purpose of image dehazing is to improve the visibility of haze images. A good dehazing algorithm not only needs to enhance visibility, edge and texture information, but also maintains the structure and color of the image with good visibility. In order to fully evaluate this method, we not only use the full-reference metric [27] as the image dehazing evaluation criteria, including PSNR, structural similarity (SSIM) [28] , and feature similarity (FSIM) [29] ; but also added three no-reference IQA models, including SpatialSpectral Entropy-based Quality [30] , Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [31] , and Natural Image Quality Evaluator (NIQE) [32] .
1) FULL-REFERENCE METRIC
First of all, PSNR is one of the most widely used objective criteria for evaluating image quality. It is a full-reference evaluation method and requires reference images. Given two images x in and x out , the PSNR between them is defined by: PSNR = 10log 10 255 |x in − x out | 2 where x in represents a haze-free image, and x out is dehazed image. If the PSNR is larger, the distortion of the image will be smaller. It means that the higher the image quality, the better the dehazing performance.
SSIM is considered to be related to the quality perception of the human visual system (HVS). It measures image similarity from brightness, contrast, and structure respectively. The definition of SSIM is as follows:
where µ x in is the average of x in . µ x out is the average of
is the variance of x out . σ x in x out is the covariance with x in and x out . θ 1 and θ 2 are constants that are used to avoid system instability caused by a denominator of 0. SSIM value range is [0,1], the larger the value, the smaller the image distortion.
FSIM uses the phase consistency information as the first feature to measure the degree of feature similarity of luminance components and chrominance components. FSIM has the following definition:
where S R (x) represents the similarity in the airspace of . PC 1 (x), PC 2 (x) represent the phase consistency and the gradient amplitude respectively extracted from x in and x out . PC m (x) = max(PC 1 (x), PC 2 (x)). The value of FSIM is between [0,1], the closer the value is to 1, the better the dehazing result.
2) NO-REFERENCE METRIC
SSEQ is a no-reference image evaluation method based on transform domain. It uses the spatial and spectral information entropy of the image as the eigenvalues, and constructs a second-order image quality evaluation model. The robustness of the estimation was enhanced by using the periodicity and statistical information of block effects, and a support vector machine was used to predict the quality score.
BRISQUE uses the generalized gaussian distribution (GGD) model and the asymmetric generalized gaussian distribution (AGGD) model to fit the mean subtracted contrast normalized (MSCN) coefficients and their neighborhood coefficients. These model parameters are used as features for quality evaluation.
The NIQE algorithm is a method that is based on the human eye's more sensitive features in areas of higher contrast in the image, it does not depend on any subjective evaluation score. After calculating the local MSCN normalized images, the partial image block was selected as the training data according to the local activity, and the model parameters were fitted by the generalized gaussian model as the feature; and these features were described using the multivariate gaussian model (MVG). In the evaluation process, the image quality is determined by using the distance between the image feature model parameters to be evaluated and the pre-established model parameters. The distance calculation formula is:
where v 1 , v 2 , 1 , 2 represents the mean and covariance matrix of the MVG model for the original image and distorted image, respectively.
C. EXPERIMENTAL RESULTS AND ANALYSIS 1) COMPARISON WITH CLASSICAL DARK CHANNEL PRIOR METHOD
We compare the proposed method first with the classic dark channel prior method. For the dark channel prior method, in most non-sky regions, some pixels always have at least one color channel with a very low value. In other words, the minimum value of the light intensity in this area is a very small number. For any input image J , the dark channel can be expressed as:
where J c represents each channel of the color image. (x) represents a window centered on pixel x. The specific meaning of the above formula is to obtain the minimum value of each pixel's RGB component, and store it in a grayscale image with the same size as the original image. Then performming a minimum filter on this grayscale image, the radius of the filter is determined by the size of the window. FIGURE 5 shows the dehazing results for different window sizes in the dark channel prior method. It can be found that when the window is small, the image color is continuously enhanced and the details are blurred. The larger the window, the greater the probability of including dark channels, and the dark channel. If the window is bigger, the probability that it contains dark channels is greater, and the dark channel is also darker. So the different values of window size have a greater influence on the dehazing effect. However, the method of this paper is to obtain t(x) through deep network training and use the residual network to implicitly dehazing, and the whole process does not depend on the value of A.
For the sky region, as shown in FIGURE 6, the dark channel prior method has color distortion and blockiness, and the building has a halo around the edges. It is mainly because the dark channel prior method is not very accurate in calculating the atmospheric light. So it is not suitable for the sky area, which will cause the color distortion of the restored image. Moreover, the dark channel dehazing can reduce the brightness of the entire image, and make the dehazed image dark. The reason is that in the image restoration process, the transmittance involved in the calculation is larger than that of the actual value, resulting in the dehazed image to be dark and the color distortion. The image get by the processed method has no color cast in the sky area, and the dehazed image has better clarity and color reproduction.
2) COMPARISON WITH DEEP NETWORK METHODS
The input of the MSCNN is a haze-containing image and the output is a scene transfer map t(x). In order to restore a clear image, in addition to making an estimate of t(x), it also need to make an estimate of atmospheric light A. From the atmospheric scattering model, when t(x) → 0, it is clear that I (x) = A. Since the objects appearing in the outdoor image may be far away from the observer, the depth d(x) is in the range of [0, +∞). At that time, there is t(x) = 0. Therefore, the MSCNN estimates atmospheric light A by selecting 0.1% VOLUME 6, 2018 of the darkest pixels in the transmission map t(x). Among these pixels, the pixel with the highest intensity in the corresponding haze image I (x) is selected as atmospheric light.
For the network DehazeNet, A is estimated by the formula A = max y∈{x|t(x)≤t 0 } I (y). Therefore, it is easy to conclude that the A accuracy estimated by different methods will affect the sharpness of the restored image. AOD-Net transforms the dehazing problem into an endto-end solution. t(x) and A are unified into a variable K (x), and K (x) is obtained through network training. However, the difficulty of estimating I (x) from K (x) does not decrease.
AOD-Net, DehazeNet and MSCNN are very representative dehazing algorithms based on the deep learning method recently proposed. FIGURE 7 shows a comparison of these methods with our algorithm. From the figure, it can be observed that the overall brightness and color saturation of DehazeNet are both high. For images with more lines, the image details are reduced to a lesser extent, and haze still remains. The main reason is that DehazeNet relies on the accuracy of atmospheric intensity A when estimating the transmissivity. It will obtain different transmission maps for images with different atmospheric intensities. DehazeNet does not deal well with regions of different depth. AODNet often visually darkens the image. In addition to the white scene, it has almost the same visual effect as the MSCNN. This is mainly because AOD-Net does not consider processing white scenes. For objects with similar colors in the atmosphere, the projection rate is close to zero. Compared with the above two algorithms, MSCNN performs better in the overall dehazing effect, and also has a good visual effect for white objects. But it inevitably obscures some details. Due to MSCNN is dependent on atmospheric light, it cannot completely remove haze, and the details of the image are not good enough to recover. The results of our proposed method show that the image retains richer colors after dehazing, and it is closer to the real haze-free image. The outline is very clear, besides the color of the scene is natural and realistic. Overall, the new method has a better visual effect. In order to quantitatively compare the dehazing results of MSCNN, DehazeNet, AOD-Net and of our method, we use three full-reference metric (PSNR, SSIM, FSIM) and three no-reference metric (SSEQ, BRISQUE, NIQE). From the results in TABLE 1, we observe that the experimental results are almost identical to our subjective visual effects. The results of MSCNN and AOD-Net experiments are similar. The difference is that AOD-Net exhibits an unstable dehazing effect for different scenes. However, the objective value of DehazeNet is low, and the dehazing effect is relatively poor. In addition to the second group of pictures, our method can achieve the best results. For white objects, the value is relatively low, which also shows that our method is the best method except white scenes. We will also continue to improve in future research.
However, when it comes to no-reference metric, the results become less consistent. AOD-Net obtained the best BRISQUE and SSEQ results on average, which also shows that it still remains competitive. On the other hand, our method and the MSCNN method also showed competitiveness, especially on the NIQE evaluation scores of the first and third groups of images. In short, our method performs better overall.
3) COMPARISON WITH OTHER METHODS
In addition to comparing with the latest neural networkbased method, we compared our method with other classic traditional methods. FIGURE 8 shows the restoration images of four images using GRM, NLD, nnf, CAP, and Ours. These images include indoor scenes, outdoor scenes, brighter realworld scenes, and darker real-world scenes.
With regard to the dehazing results of indoor scenes, all the algorithms can effectively dehaze and improve the saturation, contrast and sharpness of haze images. However, the color of the floor is obviously purple. The reason is that all mainstream algorithms use a certain color feature as the only clue when dehazing. Therefore, when dehazing an image with a slight blueish color, it will be mistaken for blue as the original color of the object, resulting in a serious color shift after dehazing. The restored image of the GRM algorithm is generally dark and the layering is weak. In ours method, the color of the floor is natural, and it has a good visual effect. The results of the dehazing of outdoor scenes show that the restored image of the GRM algorithm is still dark, the color is oversaturated. The result of the Nnf method is relatively good, but the local color is still too deep. The overall brightness of the NLD is too high and the degree of image detail reduction is poor. The proposed method in this paper has a softer color and it is closer to a real scene. For brighter scenes in the real world, NLD has more residual haze at the junction of the sky and the objects in scene, and the visual effect is not good. The result of the CAP process tends to produce sharp edges and highly contrasting colors, and the water surface is highly distorted.
When considering the darker areas, the new algorithm maintains the best results. The result is satisfactory and the FIGURE 8. Visual comparison of other methods. VOLUME 6, 2018 FIGURE 9. Image dehazing results of various dehazing methods in different scenes Column 1. Haze image; Column 2. DCP [11] ; Column 3. GRM [24] ; Column 4. NLD [16] ; Column 5. Nnf [26] ; Columnw 6. CAP [25] ; Column 7. AOD-Net [17] ; Column 8. DehazeNet [15] ; Column 9. MSCNN [14] ; Column 10. Ours. sky area is not over-enhanced. The image dehazing is more realistic, natural and clear. In the results of GRM, NLD, and Nnf, there was a problem that the image was distorted to varying degrees, and over-enhanced phenomena appeared in the sky area. It is clear that GRM is not suitable for handling darker areas. GRM obscures a lot of image information, and the color distortion is particularly serious. In particular, the NLD and Nnf methods show a large area of texture distortion in the sky area in darker scenes, and there is a phenomenon of greenish color. The main reason is that the sky is basically not in line with the preconditions of the dark channel dehazing a priori. CAP has excessively enhanced visual artifacts. Therefore, for the processing of darker areas, the proposed method has the best visual effect. However, the proposed algorithm is not perfect either.
We have done a lot of experiments, some of which are shown in FIGURE 9. Obviously, the CNN-based approach is optimized by directly minimizing the MSE loss between the output and the ground-truth pair or maximizing the probability of large-scale data. They are significantly better than the earlier algorithms based on natural or statistical priors. In these CNN-based methods, ours method has shown great advantages.
V. CONCLUSION
The paper proposes an image dehazing algorithm using residual-based deep CNN. Recent researches have shown that deep CNN is an effective method for image dehazing. Most existing methods only get t(x) through deep CNN. However, besides t(x), atmospheric light value A also affects the effect of haze removal. Usually, it is inappropriate to give an experience value of atmospheric light. Under different meteorological conditions, the values of atmospheric light are also different. In this paper, the value atmospheric light is trained by the residual network, avoiding the difficult problem of accurately estimating A. To demonstrate the robustness of the proposed network, we used the NYU2 depth dataset and RESIDE datasets as training and test sets, respectively. In order to ensure the reliability of the experimental results, we compared the method with the traditional method based on natural or statistical priors and the latest CNN-based method. The quantitative and qualitative results show that the proposed model not only effectively performs dehazing processing for different scenes, but also has no obvious color distortion, image blur, etc. It is closer to the standard result. Especially in dark scenes, the advantages are even more pronounced. In the future, we intend to optimize the network structure, and apply the network to more tasks. Moreover, we will synthesize a larger and more realistic data set. We also need to increase the strength of network training to further improve performance.
