Abstract. Using min-max theory, we show that in any closed Riemannian manifold of dimension at least 3 and at most 7, there exist infinitely many smoothly embedded closed minimal hypersurfaces. It proves a conjecture of S.-T. Yau. This paper builds on the methods developed by F. C. Marques and A. Neves.
Introduction
An important theme in Riemannian geometry is the study of the space of k-dimensional submanifolds in a Riemannian manifold with the k-volume functional by means of variational methods. For instance in the case of codimension one, a closed hypersurface Σ in an (n + 1)-manifold (M, g) is a minimal hypersurface when it is a critical point of the n-volume functional, and a natural question which arises is how to construct these special objects. Birkhoff [4] was the first to use a mountain-pass type argument to construct a closed geodesic (which is a minimal hypersurface of dimension one) in any 2-sphere. In higher dimension, Almgren and Pitts developed a similar but much more complex theory in order to construct minimal hypersurfaces: they showed that in any closed Riemannian manifold of dimension at least 3 and less than 7, there exists a smoothly embedded closed minimal hypersurface [31] . This result was shortly after extended to the case of dimension 7 by Schoen and Simon [33] . For dimensions higher than 7 there still exists a minimal hypersurface, but it may be singular along a set of Hausdorff codimension at least 7. Motivated by these results, Yau formulated in the early 80's the following conjecture.
Conjecture (S.-T. Yau [40] ): Any closed three-dimensional manifold must contain an infinite number of immersed minimal surfaces.
A recurring difficulty when dealing with minimal hypersurfaces produced by min-max theory is the issue of multiplicity. A given n-dimensional minimal hypersurface endowed with different integer multiplicities are different critical points of the n-volume functional from the variational point of view,
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Even in the case of geodesics (n = 1), the analogous conjecture was settled only later, by the combined work of Franks [9] and Bangert [3] . The first mentioned paper relies on dynamical systems methods while the second one uses min-max arguments specific to closed curves in surfaces.
Up until a few years ago, general cases of the conjecture in higher dimensions remained elusive. In a paper which gave the impulsion to most of the recent activity on this question, Marques and Neves [26] proved the conjecture of Yau in the case where (M n+1 , g) is closed, 2 ≤ n ≤ 6 and M satisfies the so-called Frankel property: any two closed embedded minimal hypersurfaces intersect each other. For instance this property is implied by Ric g > 0.
In their proof, they recast the sublinear bounds for a certain sequence of min-max widths, proved by Gromov [12] and Guth [15] , in the context of an extended Almgren-Pitts' min-max theory and argue as follows. If the Frankel property is satisfied, then each width is realized as an integer multiple of the area of a connected minimal hypersurface. But since the widths grow sublinearly, when they are all distinct a counting argument leads to a contradiction if there was only finitely many minimal hypersurfaces to begin with. When two widths coincide then a Lusternick-Schnirelman type argument gives the result. Following this work, Marques and Neves went on with the development of a higher dimensional Morse theory for the n-volume functional [25] [27] .
Afterwards, Irie, Marques and Neves [16] settled the conjecture for generic metrics (in the Baire sense) by showing that for generic metrics on a closed manifold with the usual restriction on the dimension, the union of minimal hypersurfaces is dense. This was later quantified in [28] by Marques, Neves and the author. The central ingredient of their proof is the Weyl law for the volume spectrum proved by Liokumovich, Marques and Neves [22] .
Previously, Marques and Neves had devised another strategy to tackle the question: if for generic metrics the multiplicity of the minimal hypersurfaces produced by min-max was one, then since the widths are a sequence going to infinity, it would automatically lead to another proof of Yau's conjecture in the generic case. This is the Multiplicity One conjecture [25] . In dimension 3, it was proved by Chodosh and Mantoulidis [7] for bumpy metrics in the context of the Allen-Cahn version of min-max theory. The latter was an alternative to the Almgren-Pitts theory, proposed by Guaraco [14] and later extended by Gaspar and Guaraco [10] . Several consequences on the area, genus and index of minimal surfaces in bumpy metrics are derived in [7] .
The goal of this paper is to prove Yau's conjecture in the general case where the metric may not be generic. Our proof builds on [26] . Theorem 1. In any closed Riemannian manifold of dimension at least 3 and at most 7, there exist infinitely many smoothly embedded closed minimal hypersurfaces.
Actually as a byproduct of our proof, we produce many closed embedded minimal hypersurfaces locally: for instance if the metric is bumpy, then any compact manifold (of dimension 3 ≤ n + 1 ≤ 7) with stable boundary contains infinitely many closed minimal hypersurfaces. A more precise formulation is stated in Remark 14.
Let us mention other approaches which have been less successful in handling general cases of the conjecture. In [32] , Rubinstein sketched an argument to produce infinitely many minimally immersed surfaces in any hyperbolic 3-manifold with finite volume. He relies among other things on a construction of certain minimal surfaces of index at most one using Heegaard splittings via the smooth one-parameter min-max theory of Simon and Smith [36] , which we justified rigorously in [19] jointly with Ketover and Liokumovich. Kapouleas [17] [18] proposed a strategy to construct infinitely many different embedded minimal surfaces in 3-manifolds with a generic metric by desingularizing two intersecting minimal surfaces or by gluing small necks between two surfaces close to an unstable minimal surface.
Outline of proof:
To simplify the discussion, let us consider a closed manifold M n+1 (2 ≤ n ≤ 6) endowed with a bumpy metric g and not containing one-sided minimal hypersurfaces. Suppose by contradiction that it has only finitely many minimal hypersurfaces. Then by the previous work of Marques and Neves [26] , there exists at least one stable minimal hypersurface. We start by cutting M along stable minimal hypersurfaces a maximal number of times, keeping one component at each step, to get a connected compact "core" U with stable minimal boundary. Then one can show that any two minimal hypersurfaces in the interior of U intersect, i.e. the core satisfies the Frankel property. The main thrust of the proof is then to produce by min-max theory closed minimal hypersurfaces confined inside the interior of U. The difficulty of this is that while there is a version of min-max theory for manifolds with boundary due to M. Li and X. Zhou [21] , the minimal hypersurfaces obtained have themselves non-empty boundaries in general. We are able to produce closed minimal hypersurfaces by considering the non-compact manifold with cylindrical ends C(U) obtained by gluing to U the straight cylindrical manifold ∂U × [0, ∞) along the boundary ∂U. Note that the metric may not be smooth. We will prove that min-max theory applied to the non-compact manifold C(U) associates to each min-max widths ω p = ω p (C(U)) an integer multiple of one closed connected minimal hypersurface in the interior of the core U, whose total n-volume is ω p . The next step is to prove that, in contrast to the sublinear bounds of Gromov-Guth in the compact case [12] [15], the widths ω p here behave asymptotically linearly and the leading factor is the n-volume of the largest component Σ 1 of ∂U. Since all the closed minimal hypersurfaces inside U\∂U (which we assumed are in finite number) have their n-volume larger than that of Σ 1 , an arithmetic lemma shows that the widths ω p eventually become much larger than p times the n-volume of Σ 1 , a contradiction. These arguments do not rely on the bumpiness of the metric, in general to obtain the core we will only cut along the stable minimal hypersurfaces which are area minimizing at least on one side.
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2. Min-max theory on a non-compact manifold with cylindrical ends
All manifolds considered in this paper have dimension n + 1 with 3 ≤ n+1 ≤ 7. The minimal hypersurfaces are smooth embedded. In this section, we construct a certain non-compact manifold with cylindrical ends, and explain how to produce closed minimal hypersurfaces by min-max theory. Their areas satisfy a linear asymptotic behavior depending on the ends.
Before starting, we point out that previously there were already some results on min-max minimal hypersurfaces in non-compact manifolds. In [13] , Gromov constructed minimal hypersurfaces in some special classes of non-compact manifolds. The existence of a closed embedded minimal surface in any finite volume hyperbolic 3-manifold was proved by Collin-HauswirthMazet-Rosenberg in [8] . Montezuma showed in [29] the existence of one closed minimal hypersurface in manifolds which contain a mean-concave domain and whose ends have controlled geometry. Inspired by the proof of the Willmore conjecture by Marques and Neves [24] , Ketover and Zhou [20] proved an entropy lower bound for closed surfaces of genus not equal to 1, embedded in R 3 , by min-max arguments applied to the Gaussian metric on R 3 . In [6] , Chambers and Liokumovich produced a complete minimal hypersurface in any finite volume manifolds. Our situation is very different from the previous ones, in that our goal is to localize precisely the min-max minimal hypersurfaces, which should lie inside a given compact domain. In particular, we have to choose a potentially non-smooth metric in order to force them to stay in that domain.
2.1. Preliminaries in geometric mesure theory. We recall some definitions about varifolds (see [35] ) and observe that a version of the usual monotonicity formula holds uniformly for stationary varifolds in metrics close to the Euclidean metric in the C 1 norm. As a consequence, we prove an integrality result for certain varifolds which are limits of integral varifolds stationary for different metrics close in the C 0 norm and bounded in the C 1 topology.
Let Ω be an open subset of the Euclidean space R n+1 . Let V n (Ω) be the set of n-varifold in Ω, i.e. the set of Radon measures on the Grassmannian Ω × G(n + 1, n) where G(n + 1, n) denotes the family of unoriented ndimensional subspaces in R n+1 . More generally by abuse of notations, if Ω is an open (n + 1)-dimensional manifold, we will still write Ω × G(n + 1, n) to denote the Grassmannian bundle of n-planes over Ω. In this setting, one defines a varifold similarly. The weight of a varifold V ∈ V n (Ω) is denoted by ||V || and its mass is M(V ) = ||V ||(Ω). If A is a Borel subset of Ω, V A is the restriction of V to A × G(n + 1, n). The support of V , spt(V ), is the smallest relatively closed subset B ⊂ Ω such that V (Ω\B) = 0. We will be mostly interested in rectifiable n-varifolds V . They are determined by an n-dimensional rectifiable set W and a density function Θ(.) = Θ n (dV, .), i.e. a nonnegative function measurable and locally integrable with respect to the n-dimensional Hausdorff measure H n . For Borel set A ⊂ Ω × G(n + 1, n),
If the density function of V takes integer values, then V is said to be integral. Again these definitions extend more generally to an open manifold Ω endowed with a general metric g. For instance let g 1 , g 2 be two smooth metrics on an open domain Ω of the Euclidean n-space, and let H n 1 , H n 2 be the respective Hausdorff measures. If V is a rectifiable varifold in Ω, and Θ 1 , Θ 2 are the density functions of V respectively for g 1 , g 2 , then
and if S is an n-plane and det S g i is the determinant of the restriction of g i to S in an orthonormal basis of S for the Euclidean metric, we have at dV -a.e. x ∈ W = spt V :
A varifold V is called stationary for a metricg (org-stationary) in Ω when for all smooth vector field X with compact support in Ω,
∇ e i X, e i , where∇ is the Levi-Civita connection ofg and {e 1 , . . . , e n } is anyg-orthonormal basis of the n-subspace S. Note that the notion of rectifiability does not depend on the metric while being integral or stationary depends strongly on the metric.
Let B r be the Euclidean ball of radius r in R n+1 and let g eucl be the standard Euclidean metric. We start by stating the known fact that the monotonicity formula holds uniformly for stationary varifolds in metrics which are bounded in the C 1 topology. We leave the proof to Appendix A.
Lemma 2. Let η ∈ (0, 1). Consider a metricg on B 3 such that ||g − g eucl || C 1 (Ω) ≤ η. Then there exists nonnegative real numbers c = c(η) and a = a(η) such that the following holds. Let V be ag-stationary varifold in B 3 . Then for any ξ ∈ B 1 , for any 0 < σ ≤ ρ < 1:
where B(ξ, r) is the Euclidean ball of radius r centered at ξ. More generally, for any smooth function h : B 3 → [0, 1] and ξ, σ, ρ as above:
where |∇ S h| is the norm of the gradient of h along S computed with g eucl . Moreover, the constants c(η) and a(η) converge to 0 with η:
The following proposition, which will be useful in Subsection 2.4, is a consequence of the proof of Allard's compactness theorem for stationary integral varifolds.
Let {V k } be a sequence of varifolds which are integral and g k -stationary. Suppose that V k converges to a varifold V in the varifold sense, and that V is g-stationary. Suppose moreover that
Then V is integral.
Proof. Fact 1. Notice the following fact: let x ∈ Ω, B ⊂ Ω a Euclidean ball centered at x. Let η λ be the rescaling map of factor λ > 0 centered at x: for all y ∈ B, η λ (y) = λ(y − x) + x. By the C 1 bound on the metrics g k , we have: lim
where the norm and ∇ are computed with the Euclidean metric on B. So the metrics λ 2 η * λ −1 g k become arbitrarily close to a flat one in the C 1 topology in B, as λ → ∞. Moreover if x ∈ spt(V ) then by (2) λ 2 η * λ −1 g and λ 2 η * λ −1 g k are all close to the same flat metric equal to the constant metric g const ≡ g(x). This enables to apply Lemma 2 to the rescaled metrics.
Fact 2. Note that V k are not necessarily integral for the metric g. However, by (1), the C 1 bound and our assumption (2), for dV k -a.e. x ∈ spt(V k ) at distance less than d from spt(V ), if Θ n (dV k , x) is the density of V k at x computed with g, then there is an integer D with
whereǫ converges to 0 as d, k → 0. We first show that the g-stationary limit V is rectifiable. This follows from the rectifiability theorem for varifolds with bounded first variation [1, Theorem 5.5][35, Chapter 8 Theorem 42.4] since at any point x ∈ spt(V ), the density Θ n (dV, x) computed with g is positive thanks to:
• the monotonicity formula Lemma 2 and Fact 1,
• the integrality of V k and Fact 2,
• the upper semi-continuity of the density (see [35, Chapter 8 Theorem 40 .6] for instance). We need to verify that V is integral, that is its density function takes integer values. We check that in the proof of integrality in the usual compactness theorem for integral stationary varifolds [1, Theorem 6.4 ] (see also [35, Chapter 8 Section 42]), the stationarity assumption comes into play only in the form of one of its consequence, the monotonicity formula. Here even though the V k are not stationary for g, a version of the monotonicity formula, Lemma 2, still holds. Hence, making the necessary modifications in the proof of [1, Theorem 6.4] using Fact 1 and remembering Fact 2, we conclude that V is integral.
2.2.
Construction of a non-compact manifold with cylindrical ends. Let (U, g) be a connected compact Riemannian manifold with boundary endowed with a smooth metric g. Suppose that ∂U is a minimal surface such that a neighborhood of ∂U in U is smoothly foliated with closed leaves whose mean curvature vectors are pointing towards ∂U. In other words, we assume that there is a diffeomorphism
where Φ(∂U × {0}) = ∂U is a minimal hypersurface, and for all t ∈ (0,t], the leaf Φ(∂U × {t}) has non-zero mean curvature vector pointing towards ∂U. By convention, Φ(∂U × {t}) has positive mean curvature with respect to the normal vector in the direction given by ∂ ∂t . Let ϕ : ∂U × {0} → ∂U be the canonical identifying map. Define the following non-compact manifold with cylindrical ends:
We endow it with the metric h such that h = g on U and h = g ∂U ⊕ ds 2 . Here g ∂U is the restriction of g to the tangent bundle of the boundary ∂U and g ∂U ⊕ ds 2 is the product metric on ∂U × [0, ∞). Note that the metric h is only Lipschitz continuous in general.
Next, we define for any small ǫ > 0 a compact Riemannian manifold with boundary (U ǫ , h ǫ ) diffeomorphic to U and converging to (C(U), h) as ǫ → 0 in a sense to be defined later. These U ǫ are bigger and bigger chopped pieces of C(U) with a slightly modified smoothed metric h ǫ . For 0 ≤ ǫ <t, let
Its boundary is ∂U ǫ = Φ(∂U × {ǫ}). For a positive numberd > 0 small enough and fixed independently of ǫ ∈ [0,t), consider the following Fermi coordinates on ad-neighborhood of ∂U ǫ :
By "coordinates", we mean that γ ǫ is a diffeomorphism onto its image. Here exp is the exponential map with respect to g, ν is the inward unit normal of
• and for all t ∈ [0, δ ǫ ], the hypersurface γ ǫ (∂U ǫ × {t}) has positive mean curvature (the normal vector is in the direction of ν). For each small positive ǫ, choose a smooth function ϑ ǫ : [0, δ ǫ ] → R and z ǫ ∈ (0, δ ǫ ) with the following properties:
• 1 ≤ ϑ ǫ and
This function naturally induces a function on U ǫ still called ϑ ǫ , defined by
and extended continuously by 1. The original metric g can be written in the Fermi coordinates γ ǫ as g t ⊕ dt 2 . Now define on U ǫ the following metric h ǫ :
.
We just defined a compact manifold with boundary (U ǫ , h ǫ ). Let us mention some useful properties of h ǫ . A first lemma controls the extrinsic curvature of the slices γ ǫ (∂U ǫ × {t}) for the new metric h ǫ .
Lemma 4. Let (U ǫ , h ǫ ) defined as above. By abuse of notations, consider
, the slices ∂U ǫ × {t} satisfy the following with respect to the new metric h ǫ :
(1) they have non-zero mean curvature vector pointing in the direction of − ∂ ∂t , (2) their mean curvature goes uniformly to 0 as ǫ converges to 0, (3) their second fundamental form is bounded by a constant C independent of ǫ.
Proof. Choose
∂ ∂s
as the unit normal of the slices ∂U ǫ × {t} with respect to h ǫ , pointing in the direction of ∂ ∂t . Let A hǫ (resp. A g ) be the second fundamental form of a slice with respect to h ǫ (resp. g). Recall that ∂U is a minimal hypersurface for g. Then the three items are proved readily by the fact that lim ǫ→0 δ ǫ = 0 and by observing that
for any v belonging to the tangent bundle of a slice ∂U ǫ × {t}.
The next two lemmas give information on the asymptotic behavior of the metrics h ǫ . The following Lemma 5 shows that (U ǫ , h ǫ ) converges to the noncompact manifold with cylindrical ends C(U) and the convergence is smooth outside of the folding region where the curvature can be unbounded. In Lemma 6 we will describe how the folding region of (U ǫ , h ǫ ) is controlled in the C 1 topology by g. Recall that a metric g on a manifold Ω naturally determines a C k norm for smooth tensors on Ω and any nonnegative integer k. The notion of geometric convergence is defined for instance in [30, Chapter 5, Section 1]. We will say that a sequence (
satisfy the conditions in Definition 5.3 of [30] , with the C ∞ -convergence on compact subsets replaced by C kconvergence on compact subsets.
Lemma 5. Let q be a point of U\∂U; for small ǫ, q ∈ U ǫ . Then (U ǫ , h ǫ , q) converges geometrically to (C(U), h, q) in the C 0 topology. Moreover the geometric convergence is smooth outside of ∂U ⊂ C(U) in the following sense.
(
converges geometrically to (U\∂U, g, q) in the C ∞ topology. (2) Fix any connected component C of ∂U; for ǫ small we can choose a component C ǫ of ∂U ǫ so that C ǫ converges to C as ǫ → 0 and the following holds. Let ǫ k > 0 be a sequence converging to 0. For all
subsequently converges geometrically to (C × (0, ∞), g prod , q ∞ ) in the C ∞ topology, where g prod is the product of the restriction of g to C and the standard metric on (0, ∞), and q ∞ is a point of C × (0, ∞) at distanced from C × {0}.
Proof. These properties readily follow from the construction of h ǫ .
We describe more precisely the folding region in U ǫ by finding explicit local charts where the metrics h ǫ converge in the C 0 topology while remaining bounded in the C 1 topology. The sign stands for the restriction of a metric g to a submanifold.
is computed with the product metric h ′ := g ∂U ⊕ ds 2 , (3) the metrics θ * ǫ h ǫ converge in the C 0 topology to a Lipschitz continuous metric which is smooth outside of
Proof. For ǫ > 0 small, it is possible to choose diffeomorphisms
Let exp
ǫ be the exponential map for the metric h ǫ . Then we define
where ν ǫ is the unit normal of γ ǫ (∂U ǫ × {δ ǫ }) for h ǫ pointing away from ∂U ǫ . Note that ν ǫ is also a unit vector for g since h ǫ and g coincide on γ ǫ (∂U ǫ × {δ ǫ }). For d 1 smaller than say,d, this map is an embedding for all ǫ > 0 small. Let us check that θ ǫ satisfies the conclusions of the lemma. The first item follows from the definition of θ ǫ in terms of exp ǫ , the second bullet comes from the fact that the function ϑ ǫ appearing in the construction of h ǫ is at least 1. Finally the last bullet follows from the choice of φ ǫ and the fact that
2.3. Definitions and asymptotics for the min-max widths. Let (M, g) be a connected compact Riemannian manifold with boundary. The space of k-dimensional rectifiable mod 2 flat chains with rectifiable boundary in a manifold (M, g) is denoted by I k (M; Z 2 ), and M stands for the mass of a mod 2 flat chain. We denote by Z n (M, ∂M; Z 2 ) the space of T ∈ I n (M; Z 2 ) in (M, g) with T = ∂U + T 1 for some (n + 1)-dimensional mod 2 flat chain U in M and some n-dimensional mod 2 flat chain T 1 with support in ∂M. As in [2, Definition 1.20] (see also [22, 2. 2]), we define from Z n (M, ∂M; Z 2 ) the space of relative cycles Z n,rel (M, ∂M; Z 2 ). The latter coincides with Z n (M; Z 2 ) when the boundary ∂M is empty. The space of relative cycles is endowed with the flat topology and is weakly homotopically equivalent to RP ∞ (see [2] and Section 5 of [27] for the case ∂M = ∅). We denote by λ the generator of
By [22, Theorem 2.10, Theorem 2.11] (based on [24] ), it will make no difference if we restrict ourselves to maps Φ : X → Z n,rel (M, ∂M; Z 2 ) which are continuous in the much stronger mass topology. We say that a p-sweepout Φ : X → Z n,rel (M, ∂M; Z 2 ) has no concentration of mass when
The set of all p-sweepouts Φ that have no concentration of mass is denoted by P p = P p (M, g). Note that two maps in P p can have different domains. In [26] and then [22] , the widths of M were defined as
where dmn(Φ) is the domain of Φ (see [11] and [15] for previous works on the subject). As explained in [26, Lemma 4.7] for the case ∂M = ∅, the p-width can be expressed as the infimum of the widths of homotopy classes of discrete p-sweepouts (see [26] for definitions and notations):
A rather technical point in the theory is that usually one proves the existence of smooth minimal hypersurfaces and Morse index bounds with AlmgrenPitts's theory by working on the classes of discrete sweepouts Π. However it is not clear that the infimum in (3) is realized by one particular Π, so for instance in the the case ∂M = ∅, one can prove that ω p (M, g) is achieved by an integral varifold whose support is a smooth minimal hypersurface by reducing to discrete sweepouts with k-dimensional domains X, then using the index bound of Marques-Neves [25] and the compactness result of Sharp [34] [26, Section 2] ). The analogue of the index bounds in [25] is not available in the literature yet, so for the moment one cannot take a limit but can only produce such varifolds whose mass is arbitrarily close to ω p (M, g). However when M has a non-empty boundary, if we suppose that when applying the min-max theorem of [21] [22] the authors use integral currents before defining the quotient space whereas in [21] , the authors use currents which are only integer rectifiable. These formulations are equivalent by [21, Lemma 3.8] , they lead to the same notion of space of relative cycles Z n,rel (M, ∂M; Z 2 ) and the same functionals mass M and flat norm F .
In our paper, we will need to consider the non-compact setting, so naturally we define the following.
. be an exhaustion of N by compact (n + 1)-submanifolds with smooth boundary. The p-width of (N, g) is the number
For any two compact (n + 1)-submanifolds with smooth boundary A ⊂ B ⊂ N, we have ω p (A, g) ≤ ω p (B, g): this follows from adapting the proof of [22, Lemma 2.15, (1)]) to the case of general metrics. Therefore ω p (N, g) is well defined since ω p (K i , g) is a nondecreasing sequence of nonnegative numbers. Moreover it does not depend on the choice of the exhaustion {K i }.
Let (C, h) be a complete manifold with cylindrical ends, i.e. outside of a compact subset, the manifold is isometric to Σ × [0, ∞) endowed with a product metric (here Σ is a smooth n-dimensional manifold). The metric h is allowed to be only Lipschitz continuous. In the following proposition, we show that the asymptotic behavior of the widths ω p (C) = ω p (C, h) is linear, and the leading term depends on the largest cylindrical end of C. We denote by H n the Hausdorff n-dimensional volume.
Theorem 8. Let (C, h) be an (n + 1)-dimensional connected non-compact manifold with cylindrical ends, which is isometric to a product metric (Σ × [0, ∞), h 1 ×dt 2 ) outside of a compact subset. Let Σ 1 , . . . , Σ m be the connected components of Σ and suppose that Σ 1 has the largest n-volume among these components:
H n being computed with h 1 . Then ω p (C) is finite for all p and the following holds:
(1) for all p ∈ {1, 2, 3, . . . },
moreover, there exists a constantĈ depending on h such that for all p ∈ {1, 2, 3, . . . }:
Proof. Suppose first that each ω p (C) is finite. We will use a few times [22, Lemma 2.15] which holds true more generally for Riemannian manifolds with smooth boundaries. By hypothesis, there is a compact subset
. We need the following basic fact on the first width of cylinders:
This follows by noticing two things. On one hand, the hypersurfaces
give an explicit sweepout in P 1 for which each non-trivial slice has n-volume equal to H n (Σ 1 ), so
On the other hand by applying the min-max theory in the setting with boundary of M. Li and X. Zhou [21] , we get a varifold V such that • the mass of V is arbitrarily close to
2 ) (see (3 and the following comments), • the support of V is a smooth almost properly embedded minimal hypersurface (see [21, Subsection 2.3] for the definition of "almost properly embedded"). By the maximum principle each connected component of spt(V ) is either of the form Σ 1 × {r} or intersect all such slices. Hence by the monotonicity formula, if R is large enough,
and so (4) is proved. Now we show that
This will immediately yield item (1) and the first inequality in item (2) . Let
. By [22, Lemma 2.15 (1)] and by (4) , for all R large enough and point q ∈ C, we have E 0 ⊂ B(q, R):
The second formula in (5) follows from a Lusternick-Schnirelman type argument in the setting of Almgren-Pitts theory already used by Marques-Neves [26] and then by Liokumovich-Marques-Neves [22] . Let µ > 0, fix a point q ∈ C and suppose that R 1 is big enough so that
Let R > R 1 be large enough so that B(q, R) contains the disjoint union of B(q, R 1 ) and a subset isometric to E 0 . Given Φ ∈ P p+1 (B(q, R)) continuous in the mass topology, with X = dmn(Φ) (4) and (6):
Using [22, Corollary 2.13], and making µ go to 0 we obtain
We need to show that the widths ω p (C) are finite and satisfy the second inequality in item (2) . One way would be to construct an explicit p-sweepout in P p as in [26, Theorem 5 .1] using the bend-and-cancel argument of Guth [15] . Instead we use the gluing technique of Liokumovich-Marques-Neves [22] which enables to combine the p-sweepouts over the same domain X of several compact submanifolds A 1 , . . . , A k with disjoint interiors into one p-sweepout over X of the union A 1 ∪ · · · ∪ A k . By assumption there is a connected compact submanifold with boundary A such that (C\A, g) is isometric to p → Z n,rel (A, ∂A; Z 2 ) in P p and there is a constant C > 0 depending on (A, h) but independent of p such that (7) sup
Recall that Σ 1 , . . . , Σ m are the connected components of Σ. Let f : B L → R be the Morse function defined by f (x, t) :
As in [26, Theorem 5.1], f determines a p-sweepout in P p as follows. Definê
SinceΨ(a) =Ψ(−a),Ψ induces a map Ψ :
which is a p-sweepout in P p . Note that since we are assuming H n (Σ 1 ) ≥ H n (Σ j ) for all j ∈ {1, . . . , m} where the n-volume is computed with h 1 , we have (8) sup
, it is shown that for all i ∈ {1, . . . , m},
are isomorphic 2-covers of RP p (they are actually isomorphic to the sphere
By (7) and (8),
The map κ L is a p-sweepout without concentration of mass (see [22] ) thus forĈ = C + H n (Σ),
and so the widths ω p (C) are finite and satisfy the second inequality of item (2) . The theorem is proved.
2.4.
Confined min-max closed minimal hypersurfaces. Let (U, g) and (C(U), h) be as in Subsection 2.2. In the following, we will prove that the widths ω p (C(U)) are realized as the n-volume (with multiplicities) of smooth closed minimal hypersurfaces confined in the non-cylindrical part, i.e. the interior of U. The proof will use the approximations (U ǫ , h ǫ ) previously constructed.
Theorem 9. Let (C(U), h) be as in Subsection 2.2. For all p ∈ {1, 2, 3, . . . }, there exist disjoint smooth closed connected embedded minimal hypersurfaces Γ 1 , . . . , Γ N contained in U\∂U and positive integers m 1 , . . . , m N such that
Besides, if Γ j is one-sided then the corresponding multiplicity m j is even.
Proof. Consider the compact smooth approximations (U ǫ , h ǫ ) constructed in Subsection 2.2. We fix p and apply the Almgren-Pitts min-max theorem for p-sweepouts with relative cycles in the setting with boundary, developped by M. Li and X. Zhou [21] (their results hold for more general sweepouts as defined in [26, 22] ). We obtain a varifold V ǫ of total mass ǫ-close to ω p (U ǫ , h ǫ ) by (3) and the following remarks. The support of V ǫ is a smooth compact almost properly embedded free boundary minimal hypersurface S ǫ ⊂ (U ǫ , h ǫ ) (see [21, Subsection 2.3] for the definition of "almost properly embedded").
Since the boundary ∂U ǫ is strictly mean concave with respect to the unit normal pointing outside of U ǫ , no component of the hypersurface S ǫ is contained in the boundary ∂U ǫ . Moreover by Lemma 4 (1) and the maximum principle, if a connected component of S ǫ intersects γ ǫ (∂U ǫ × [0, δ ǫ ]) then it also has to intersect Φ(∂U ×t) (see Subsection 2.2 for notations). Since by Lemma 5 (2), the regions γ ǫ (∂U ǫ × [0, δ ǫ ]) look more and more cylindrical, the monotonicity formula indicates that there is a radiusR > 0 and a point q ∈ U\∂U such that for all ǫ > 0 small enough, the varifold V ǫ is supported in the ball B hǫ (q,R). In particular for ǫ small, all the smooth minimal hypersurfaces produced by the min-max theory are closed minimal hypersurface embedded in the interior of U ǫ . Besides the one-sided components have even multiplicities: a proof is given in Appendix B. Note that for any ǫ fixed and small, these facts are true for small perturbations of the metric h ǫ and so [25, Theorem 1.2] is true for (U ǫ , h ǫ ) (see the comment after (3)). The next step is to take a limit as a sequence ǫ k → 0 and argue that S ǫ k converges to a smooth closed minimal hypersurface contained in the interior of U. Note that ω p (U ǫ , h ǫ ) converges to ω p (C(U), h). Thus for a sequence ǫ k → 0, the varifolds V ǫ k produced by min-max subsequently converge in the varifold sense to a varifold V ∞ in C(U) of total mass ω p (C(U), h), whose support is denoted by S ∞ . Moreover S ∞ is contained in the ball B h (q, 2R). Even though the metrics h ǫ converge to h only in the C 0 topology and h is not smooth, the varifold convergence makes sense as usual by using Lemma 5 and Lemma 6. By the index bound of Marques-Neves [25, Theorem 1.2] which still holds in our situation with boundary, the minimal hypersurfaces S ǫ can be chosen to have index bounded by p when ǫ is small. Thus by Sharp's compactness result [34] , for a well chosen sequence ǫ k → 0, the restriction of the support S ∞ of V ∞ to C(U)\∂U is a smooth minimal hypersurface, since the metrics h ǫ converge smoothly in this region by Lemma 5. We first observe that by the maximum principle any component of S ∞ in the cylindrical part C(U)\U is a slice isometric to (∂U, g). But as we explained, any component of S ǫ k intersects Φ(∂U ×t) so it shows that the support S ∞ is contained in the compact set (U, g). Secondly, we wish to prove that V ∞ is g-stationary. Indeed supposing this is verified, then applying Lemma 6 and Proposition 3, we obtain that V ∞ is actually a g-stationary integral varifold. By the monotonicity formula, no component of S ∞ is contained in ∂U. Hence the maximum principle proved by White [39] (based on [37] ) implies that S ∞ ∩ ∂U = ∅. Therefore the support S ∞ of V ∞ is a closed minimal hypersurface smoothly embedded inside Int(U). By the description of convergence of finite index minimal hypersurfaces [34] , the one-sided components of S ∞ have even multiplicities. This would complete the proof.
In the remaining of the proof, we show that V ∞ is g-stationary in U. It is non-trivial only because the limit metric h is not smooth in general. For ǫ ≥ 0, we will denote by div ǫ the divergence computed in the metric h ǫ (by convention h 0 = g). Let X be any vector field X smooth until the boundary U. Our goal is to prove that the first variation along X vanishes:
Recall that for all ǫ ≥ 0 small, the map
is a diffeomorphism onto its image, whered > 0 is independent of ǫ. Here exp is the exponential map for g, ν is the inward unit normal of ∂U ǫ for g. By abuse of notations, we define the following vector fields:
) is a unit vector field for g (resp. h ǫ ). Let s be the coordinate obtained by integrating ∂ ∂s from γ ǫ (∂U ǫ × {δ ǫ }), so that {s = 0} = γ ǫ (∂U ǫ × {δ ǫ }) and s < 0 on γ ǫ (∂U ǫ × [0, δ ǫ )). Because the support of V ∞ restricted to Int(U) is a smooth minimal hypersurface, we can assume that the vector field X is supported inside γ 0 (∂U × [0,d/2]). Thus for all ǫ small enough, the vector field X restricted to U ǫ can be decomposed into two components 
Define the following vector field on U ǫ :
Let (y, S) be a point of the Grassmannian bundle of U and let (e 1 , . . . , e n ) be an h ǫ -orthonormal basis of S so that e 1 , . . . , e n−1 are h ǫ -orthogonal to ∂ ∂s
. Let e * n be a unit vector such that (e 1 , . . . , e * n ) is an h ǫ -orthonormal basis of the n-plane h ǫ -orthogonal to
denote the mean curvature (resp. second fundamental form) at y of γ ǫ (∂U ǫ × {t}), with respect to h ǫ and the unit normal vector 
For the inequality, we used that C is larger than the norm of the second fundamental forms. Note that since the limit varifold V ∞ has support in U, the coordinate s stays bounded independently of ǫ on spt(V ǫ ) when defined.
Recall that by Lemma 4 (2), the term (1 − β(s))H ǫ goes to 0 as a 2 → 0, uniformly in ǫ. Since the varifold V ǫ is h ǫ -stationary, for all ǫ > 0 small:
computed with h ǫ , for any ǫ small and any choice of a 1 < b 1 < a 2 < b 2 in the definition of β. Recall also that the mass of V ǫ is bounded uniformly in ǫ and that its support stays uniformly far from the boundary of (U ǫ , h ǫ ) for ǫ small. Collecting these facts together, the previous computation implies the following. If we fix b 1 < 0 and let a 2 and b 2 > 0 tend to 0, inequality (10) and the fact that δV ǫ (Y ǫ ) = 0 show that with the previous notation for e n :
where χ {|hǫ(en,
∂ ∂s
)|>b} is the characteristic function of the set of (x, S) such that |h ǫ (e n , ∂ ∂s )| >b. In particular by taking ǫ = 0 in the previous expression, (12) V ∞ {(x, S); x ∈ ∂U, S = T x ∂U} = 0.
We now explain how to deduce (9) from the previous estimates. Let {r k } be a sequence of positive numbers converging to 0. Consider
Then, by taking a subsequence of {ǫ k } and renumbering if necessary, we can assume that there are two varifolds V ′ ∞ , V ′′ ∞ in U so that as k → ∞, the following convergences in the varifold sense take place:
Recall that we decomposed X = X ǫ ⊥ + X ǫ . We will show first that
and this will imply div 0 X 0 ⊥ dV ∞ = 0 since the left-hand side of (13) is zero by h ǫ -stationarity of V k . Then we will show less directly that (14) div 0 X 0 dV ∞ = 0.
and that would imply (9) . In both cases, the decomposition
We record the fact that, since on B k the metric h ǫ coincides with the original metric g, for any smooth vector fieldX on M:
In particular we already obtain
To prove the convergence for V ′ k , we evaluate the divergence of X ǫ ⊥ in h ǫ for ǫ > 0 as follows. Let ∇ ǫ be the Levi-Civita connection of h ǫ . By definition of h ǫ , for any ǫ > 0 the restriction of h ǫ and g to a slice γ ǫ (∂U ǫ × {t}) coincide. Thus for any vector e ′ in the tangent bundle of a slice γ ǫ (∂U ǫ × {t}), we have
If (x, S), let e 1 , . . . , e n , e * n be defined as before and let S ⊥ denote the n-plane at x orthogonal to ∂ ∂s . For all (x, S) such that x ∈ A k , we have:
where Υ(.) is a real function converging uniformly to 0 as |h ǫ (e n , ∂ ∂s )| → 0. The third equality comes from (16) . For the last equality we used the fact that ||∇ ǫ X ǫ ⊥ || hǫ is bounded uniformly in ǫ > 0: to see this it is helpful to use the chart θ ǫ given in Lemma 6. Now by the fact that S ∞ = spt(V ∞ ) ⊂ U and (12), we see that V ′ ∞ is entirely supported on {(x, S); x ∈ ∂U, S = T x ∂U} as a Radon measure. For anyâ > 0, let ǫ k > 0 andb > 0 be small enough so that (11) is true witĥ r =r k and |Υ(b)| ≤â. Then from (17) we can write that for any k large enough:
Here C is a constant depending on X but neither on ǫ k nor onâ,b. The last inequality can be seen in the chart θ ǫ of Lemma 6. Hence we just proved (13) .
Next we study X 0 . Write
where ϕ ǫ is a smooth function on U ǫ bounded independently of ǫ. Then we define the vector field
that is, we rescale X ǫ by ϑ
hǫ is bounded uniformly in ǫ > 0. Again to see the second bullet, it is helpful to use the chart θ ǫ given in Lemma 6. Let H ǫ be defined as before.
where Υ ′ (.) is a real function converging to 0 uniformly as |h ǫ (e n , ∂ ∂s )| → 0. The last equality used that the mean curvature H ǫ goes uniformly to 0 by Lemma 4 and that ||∇ ǫ Z ǫ || hǫ is bounded uniformly in ǫ > 0. For anyâ > 0, let ǫ k > 0 andb > 0 be small enough so that (11) is true withr =r k and |Υ ′ (b)| ≤â. The computation (18) and the fact that
As previously, C is a constant depending on X but neither on ǫ k nor onâ,b. The second inequality above comes from the stationarity of V k for h ǫ k . Thus combining with (15) we obtain
since X ǫ converges smoothly to X 0 . On the other hand, (12), (18) for ǫ = 0 and x ∈ ∂U, S = T x ∂U, and the minimality of ∂U implies that
Finally we conclude that
and (14) follows. This ends the proof.
Proof of Theorem 1
Let (M, g) be a connected closed Riemannian manifold. In this section, all the minimal hypersurfaces considered are closed and smoothly embedded. We say that a minimal hypersurface is degenerate if its Jacobi operator has a non-trivial kernel. Note that for a minimal hypersurface which is either unstable or non-degenerate stable, it is well-known that it has a neighborhood foliated by closed leaves which, when not equal to the minimal hypersurface itself, have non-zero mean curvature vector. Actually a similar result is true for degenerate stable minimal hypersurfaces, as the following lemma shows.
Lemma 10. Let Γ be a two-sided degenerate stable minimal hypersurface in (M, g) and ν a choice of unit normal vector on Γ. Then there exist a positive number δ 1 and a smooth map w : Γ × (−δ 1 , δ 1 ) → R with the following properties:
(1) for each x ∈ Γ, we have w(x, 0) = 0 and φ 0 := ∂ ∂t w(x, t)| t=0 is a positive function in the kernel of the Jacobi operator of Γ, (2) for each t ∈ (−δ 1 , δ 1 ), we have Γ (w(., t) − tφ 0 )φ 0 = 0, (3) for each t ∈ (−δ 1 , δ 1 ), the mean curvature of the hypersurface {exp(x, w(x, t)ν(x)); x ∈ Γ} is either positive or negative or identically zero.
Proof. The argument was already used in the proof of [5, Proposition 5] . It is an application of the implicit function theorem.
Note that if a degenerate stable minimal hypersurface Γ is one-sided (M, g), one can still apply the previous lemma in a double-cover of M where Γ lifts to a two-sided hypersurface.
Let S be a minimal hypersurface embedded in a compact (n+1)-dimensional compact manifoldM (possibly with boundary). Let µ > 0, consider a neighborhood N of S and a diffeomorphism
We define the following:
• S has a contracting neighborhood if there are such µ, N and F such that for all t ∈ (0, µ], F ({x ∈M ; d(x, S) = t}) has mean curvature vector pointing towards S, • S has a expanding neighborhood if there are such µ, N and F such that for all t ∈ (0, µ], F ({x ∈M ; d(x, S) = t}) has mean curvature vector pointing away from S, • S has a mixed neighborhood if S is two-sided, contained in the interior ofM and there are such µ, N and F such that for all t ∈ [−µ, 0) (resp. t ∈ (0, µ]), F ({x ∈M ; d signed (x, S) = t}) has mean curvature vector pointing towards (resp. pointing away) from S. Here d signed is a choice of signed distance locally around S. Given (M, g) we will need to cut M along some of its minimal hypersurfaces and get a compact manifold with boundary. Let Γ be a connected minimal hypersurface in M. There are three possibilities: Γ is either twosided separating, or two-sided non-separating, or one-sided. In the first case, we cut M along Γ, then choose one of the two components M\Γ: its metric completion is a compact manifold whose boundary has one connected component. In the second case, we cut M along Γ and obtain by completion a compact manifold whose boundary has two connected components. In the third case, we consider the metric completion of the complement of Γ in M: it is a compact manifold whose boundary has one component. In all cases, let M 1 be the compact manifold we get. It is naturally endowed with a metric still denoted by g. We can repeat this procedure for any minimal hypersurface Γ 1 ⊂ (Int M 1 , g ), obtain M 2 and go on. Thus we construct a finite sequence (M, g), (M 1 , g ),... (M J , g) by successive cuts. Note that no two of them are isometric: each cut either adds new boundary components or strictly reduces the (n + 1)-volume. We will say that a compact manifold U is obtained by cutting M along minimal hypersurfaces if U is the manifold obtained after a positive finite number of steps we just described.
Lemma 11. Let (N, g ′ ) be a connected compact manifold, possibly with boundary. Suppose that the boundary, if non-empty, has a contracting neighborhood and that any minimal hypersurface in N has a neighborhood which is either contracting or expanding or mixed. Then the following is true.
(1) If the interior of (N, g ′ ) contains two disjoint connected minimal hypersurfaces, then the interior of N contains a minimal hypersurface with a contracting or mixed neighborhood. (2) If the interior of (N, g ′ ) contains a minimal hypersurface with a contracting or mixed neighborhood, then one can cut N along some minimal hypersurfaces and get a different manifold (N ′ , g ′ ) such that ∂N ′ has a contracting neighborhood in N ′ .
Proof. First we prove (1): let Γ, Γ ′ be two disjoint minimal hypersurfaces. We can suppose that both Γ and Γ ′ have an expanding neighborhood. We cut N along Γ, Γ ′ and choose a component of N\(Γ ∪ Γ ′ ) that has at least two different new boundary components coming from Γ, Γ ′ . We call this new manifold N ′′ . Let S 0 be a component coming from Γ. We minimize its nvolume in its homological class inside of N ′′ . By standard geometric measure theory and the maximum principle, we get a smooth minimal hypersurface and one of its component S 1 is two-sided and contained inside the interior of N ′′ . The hypersurface S 1 was obtained by a minimization procedure so it is in particular n-volume minimizing under small smooth deformations. Hence it has a contracting neighborhood.
To prove (2), let Γ be a connected minimal hypersurface with a contracting or mixed neighborhood. In the first case, we just cut along Γ and obtain the desired N ′ . If Γ has a mixed neighborhood, then by definition it is two-sided. When Γ is separating N into two components, we cut along Γ and one of the components has a boundary with contracting neighborhood as desired. Suppose now that Γ is not separating. Then once again we cut along Γ and get a manifoldN but following that, we minimize in its homological class the n-volume of one of the new boundary components S 3 ⊂ ∂N coming from Γ. Because Γ has a mixed neighborhood in N, the resulting smooth minimal hypersurface has a component S 4 inside the interior ofN. As in the previous paragraph, S 4 can be chosen two-sided and with a contracting neighborhood. So we cut N along this hypersurface S 4 in order to get the desired N ′ .
Next, suppose by contradiction that (M, g) only contains finitely many minimal hypersurfaces. Then by Lemma 10 each one of them has either a contracting neighborhood or an expanding neighborhood or a mixed neighborhood. Let us cut M along minimal hypersurfaces a certain number of times in such a way that we get a new manifold U whose boundary, if not empty, has a contracting neighborhood. We choose U so that the number of cuts is maximal: it is possible since the cuts are realized along minimal hypersurfaces, which are in finite number in M. By Lemma 11, we know that all minimal hypersurfaces embedded in the interior of U have an expanding neighborhood and any two such hypersurfaces intersect. By the work of Marques and Neves [26] , the manifold (M, g) also necessarily contains at least two disjoint minimal hypersurfaces, otherwise it would contain infinitely many minimal hypersurfaces. Thus we deduce from Lemma 11 that U is not equal to M or in other words the boundary ∂U is not empty.
The following lemma is true in general.
Lemma 12. Let (Ũ ,g) be a connected compact manifold such that ∂Ũ is a minimal hypersurface with a contracting neighborhood. LetΣ 1 , . . . ,Σ q be the connected components of ∂Ũ . Assume that every minimal hypersurface in the interior ofŨ has an expanding neighborhood and that any two of them intersect. Then for any minimal hypersurface Γ in the interior ofŨ :
(1) if Γ is two-sided,
if Γ is one-sided,
Proof. We consider the metric completion C ofŨ \Γ. It has at least one new boundary component S coming from Γ. The hypersurface Γ cannot be twosided and non-separating inŨ . Otherwise we minimize the n-volume of S in its homological class in C. By the maximum principle, one component of the resulting minimal hypersurface is contained in the interior of C: in particular it does not intersect Γ inŨ , which contradicts our assumption. Suppose now that Γ is separating inŨ . Then C has two connected components C 1 , C 2 . Each of them has a boundary component isometric to Γ. Suppose that S (resp. S ′ ) is such a component in ∂C 1 (resp. ∂C 2 ). We minimize the nvolume of S in its homological class in C 1 . We get a resulting minimal hypersurfaceS ⊂ C 1 . SinceS does not touch S by the maximum principle and since the interior of C 1 cannot contain minimal hypersurfaces,S is contained in ∂C 1 \S. It shares the same homology class with S, so actuallỹ
The same argument applied to S ′ ⊂ C 2 gives
On the other hand, ∂C 1 \S ∪ ∂C 2 \S ′ is isometric to ∂Ũ so we readily obtain that
In the case where Γ is one-sided inŨ , we argue similarly but this time with the unique new boundary component S of the connected manifold C, and S is isometric to a double cover of Γ. This proves the lemma.
Since we are supposing by contradiction that M contains finitely many minimal hypersurfaces, let Γ 1 , . . . , Γ k be the minimal hypersurfaces contained in the interior of U. Let Σ 1 , . . . , Σ q be the connected components of ∂U, which is non-empty as previously explained. Suppose that
Then by Lemma 12 and by the construction of U, for all i ∈ {1, . . . , k} we have:
Let C(U) as constructed in Subsection 2.2. By Theorem 9 and since any two of the Γ i intersect, the widths ω p = ω p (C(U)) are realized as an integer multiple of the n-volume of one of the hypersurfaces Γ 1 , . . . , Γ k : (20) ∀p, ∃i ∈ {1, . . . , k}, ∃m p,i ∈ {1, 2, 3, . . .
and m p,i is even if Γ i is one-sided. We would like to derive a contradiction from the asymptotic behavior of the widths ω p described in Theorem 8 and inequality (19) . The next lemma is an elementary arithmetic result.
Lemma 13. Let α 1 , . . . , α R be a collection of reals numbers strictly larger than 1. Consider a sequence of increasing positive real numbers {u p } p≥1 such that for all p ≥ 1:
• u p ∈ {mα r ; m ∈ {1, 2, 3, . . . }, r ∈ {1, . . . , R}}. Then there exists anǭ 0 =ǭ 0 (α 1 , . . . , α R ) > 0 such that for p large enough,
Proof. We can assume that (α R . Suppose that (21) ∀r ∈ {S + 1, . . . , R}, ∃c r,1 , . . . , c r,S ∈ Z, c r α
, . . . ,
are independent real numbers over Q, by Weyl's equidistribution theorem, the sequence
is equidistributed modulo Z S−1 . In particular, if ǫ ∈ (0, 1), then the density of the set L := {l ∈ N; ∀i ∈ {2, . . . , S}, ∃q ∈ N, |l α 1 α i − q| < ǫ 2 } exists and is equal to d(L) = ǫ S−1 , where the density d(S) of a discrete subset S of R is defined (when it exists) by
Now note that by (21) , for all l ∈ L and for all r ∈ {S + 1, . . . , R}, there is an integer q(l, r) such that
Thus, if we define M := R r=S+1 c r , there is a constant C depending only on α 1 , . . . , α R such that for all l ∈ L and r ∈ {2, . . . , R}, there is an integer q ′ (l, r) satisfying
Define Mα 1 L := {Mlα 1 ; l ∈ L}. We can compute the density of this discrete subset of R:
Let us define A := {mα r ; m ∈ {1, 2, 3, . . . }, r ∈ {1, . . . , R}}. Note that by assumption {u p } p≥1 ⊂ A. Fix ǫ 1 ∈ (0, 1) such that min r∈{1,...,R} α r > 1 + 3ǫ 1 . We can choose ǫ < ǫ 1 /C and then (22) gives for all l ′ ∈ Mα 1 L:
For a positive real number P , consider the integern(P ) := ♯{l ′ ∈ Mα 1 L; l ′ + 2ǫ 1 ≤ P }. Note that (24) lim
From (23), (24) and the fact that the gap between any two consecutive u p , u p+1 is at least 1, we deduce that for all P ∈ R large enough:
Consequently for p ∈ N large enough,
so the lemma is proved by taking for instancē
Of course by rescaling, we can assume that H n (Σ 1 ) = 1. Let us apply the previous lemma to the volume spectrum {ω p } p≥1 (see (20) and Theorem 8 (1)), and the n-volumes (resp. twice the n-volumes) of the two-sided (resp. one-sided) hypersurfaces Γ i (see (19) ). We obtain for a certainǭ 0 > 0 and all p large enough:
But Theorem 8 (2) implies that lim p→∞ p −1 ω p = 1 and in particular for p large enough,
These two inequalities give the desired contradiction.
Remark 14. The arguments in this section actually yield a more precise version of Theorem 1: any compact manifold M n+1 (2 ≤ n ≤ 6) whose boundary has a contracting neighborhood in M contains infinitely many closed embedded minimal hypersurfaces.
Appendix A
We show the monotonicity formula, Lemma 2, by slightly modifying the usual proof in the Euclidean case which can be found in [35, Chapter 4 Section 17, Chapter 8 Section 40] for instance.
Proof of Lemma 2. We fix ξ ∈ B 1 and define g ξ to be the flat metric on B 3 obtained by the constant 2-tensorg(ξ) on B 3 . Note that while g ξ is flat, it may be different form g eucl . However since by hypothesis ||g−g eucl || C 1 (Ω) ≤ η, we do have (25) (
Let r : B 3 → R be the distance function to ξ for the metric g ξ , i.e. r(x) := ||x − ξ|| g ξ . Let∇ be the Levi-Civita connection ofg, letdiv S be the divergence along an n-plane S computed with∇ and let∇ S be thẽ g-orthogonal projection of∇ on S. Let h : B 3 → [0, 1] be a smooth nonnegative function. Let X be the compactly supported smooth vector field defined by
where γ : R → [0, 1] is a smooth function with
From the fact that V isg-stationary, we know that
Let (x, S) be an n-plane at a point x = ξ and let e 1 , . . . , e n be an orthonormal basis of S forg. We computẽ
Here C is a positive constant depending only on η and going to 0 as η → 0. The last inequality is obtained by a Taylor expansion at ξ for instance (g = g ξ at ξ). Now let us consider ǫ ∈ (0, 1), and a smooth function ϕ : R → [0, 1] such that ϕ(t) = 1 for t ≤ 1, ϕ(t) = 0 for t ≥ 1 + ǫ and ϕ ′ (t) ≤ 0 for all t. Then we take γ(r) = ϕ(r/ρ), assuming (1 + ǫ)ρ < 2. Since
formula (26) and inequality (27) yield n γh||∇r||
We defineĨ (ρ) := ϕ(r/ρ)h||∇r|| 2 g dV.
Denoting by∇ ⊥ r the difference∇r −∇ S r, we have the identity ||∇r|| |∇ S h| dV (x, S)dτ .
So the lemma is proved by taking c = 3C and a = (1 + c ′ ) n+2 − 1.
Appendix B
We sketch a proof of the following result, which states that if a component of a minimal hypersurface produced by min-max is one-sided then its multiplicity is even. It is essentially due to X. Zhou [41, Theorem 6 .1], who proved it for 1-sweepouts with integer coefficients in an orientable closed manifold. For higher degree sweepouts with Z 2 coefficients, Marques and Neves showed a closely related result in [27, Theorem 4.11]: a min-max varifold V and the currents in the min-max procedure whose associated varifolds converge to V can be made to be always compatible. Here, to check that the multiplicities of one-sided components are even, we add the fact that the currents are boundaries. We briefly reproduce the arguments of [41] Outline of proof. Compared to [41, Section 6] , the key assumption here is that we consider sweepouts Φ : X → Z n,rel (M, ∂M; Z 2 ) such that, by definition of Z n,rel (M, ∂M; Z 2 ), the following is true: for all x ∈ X, Φ(x) is the equivalence class of an n-dimensional rectifiable mod 2 flat chain
where U is an (n + 1)-dimensional mod 2 flat chain.
We modify [41, Definition 6.3] in the following way. Let U ⊂ M\∂M be an open set. Given ǫ > 0 and δ > 0, A n (U, ǫ, δ) is the set of mod 2 flat chains T ∈ Z n,rel (M, ∂M; Z 2 ), such that: if T = T 0 , T 1 , . . . , T m ∈ Z n,rel (M, ∂M; Z 2 ) and for i = 1, . . . , m
•
A rectifiable n-varifold V with support in M\∂M is called almost minimizing in U, if for any ǫ > 0, there exists a δ > 0 and T ∈ A n (U, ǫ, δ) such that F(V, |T |) < ǫ. Here F is the flat norm for currents, F is the F-norm for varifolds and |T | is the varifold determined by T . Theorem 4.21 and Theorem 5.2 in [21] are true for a homotopy class of discrete p-sweepouts Π ∈ [X, Z n,rel (M, ∂M; Z 2 )] ♯ (see [26] for notations) and the previous definition of "almost minimizing".
We emphasize again that the difference between [41, Definition 6.3] and the previous definition is that the currents we consider are boundaries. With this definition in place of [41, Definition 6.3] , the arguments in [41, Section 6] up until [41, Lemma 6.11] are still valid for general p-sweepouts with Z 2 coefficients (see Pitts' book [31] , and [26] for why the regularity theory extends to Z 2 coefficients) in M which is not necessarily oriented, and for V whose support by assumption is located away from the boundary ∂M. Next we have to replace the result of White [41, Theorem 6.12] by another analogous theorem of White, [38, Theorem 1.1], which holds for mod 2 flat chains. The end of the proof is similar: suppose that Γ 1 is one sided, there is a sequence of rectifiable mod 2 flat chains {T i } such that
• the varifold associated to T i converges to V , • T i converges in the flat topology to 
