In a process calculus, we say that a name x is uniformly receptive for a process P if: (1) at any time P is ready to accept an input at x, at least as long as there are processes that could send messages at x; (2) the input o er at x is functional, that is, all messages received by P at x are applied to the same continuation. In the -calculus this discipline is employed, for instance, when modeling functions, objects, higher-order communications, remote-procedure calls. We formulate the discipline of uniform receptiveness by means of a type system, and then we study its impact on behavioural equivalences and process reasoning. We develop some theory and proof techniques for uniform receptiveness, and illustrate their usefulness on some non-trivial examples.
Introduction
The -calculus MPW92] is a paradigmatical process calculus for message-passing concurrency. Two processes with acquaintance of a given name can use it to interact with each other. Names themselves may be exchanged in communications, which can model modi cations of the linkage structure among processes. These are the basic process constructs (using small letters for names and capital letters for processes): ahbi. P, the output of b at a with P as continuation; a(b). P, an input at a with b placeholder for the name received in the input; P 1 j P 2 , the parallel composition of the two processes; a P, which makes name a local to P; and !P , which denotes a potentially-in nite number of copies of P in parallel.
In this paper, we study the situation in which certain names are uniformly receptive. A name x is receptive in a process P if at any time P is ready to accept an input at x (at least as long as there are processes that could send messages at x). The receptiveness of x is uniform if all inputs at x have the same continuation. Receptiveness ensures that any message sent at x can be immediately processed; unformity ensures that there is a unique way in which a message at x may be processed (that is, the input end of x is functional ).
These are semantic conditions, and are undecidable. To obtain decidable conditions we impose some restrictions. Roughly, we guarantee receptiveness by demanding that the name is available in input-replicated form as soon as created. For instance, x is receptive in P 1 def = x (!x(p). P j Q) P 2 def = x (rhxi. !x(p). P)
(1) (On the right, name x is created when the output rhxi is consumed since, before this, x is frozen. 1 ) We guarantee uniformity by demanding that there is only one input occurrence of the name; hence in (1) name x should not occur free in input position in P and Q. To preserve the uniformity property in a network of processes, we then also demand that only the output capability of the name may be transmitted; that is, as all -calculus names, so uniform receptive names can be transmitted but, in contrast with the other names, they can be used by a recipient only in output (retransmitting the name, or sending a message at it).
In the processes P 1 and P 2 above, the receptiveness at x is persistent, which is necessary if unboundedly many messages could be sent at x. It is useful to consider separately the case in which at most one message can be sent. Then the replication in front of the input at x is unnecessary. We call the rst form !-receptiveness, the second linear receptiveness. (More generally, we can have n-ary receptiveness, for 1 n !, but n 2 f1; !g is, pragmatically, the most interesting case).
Uniform receptiveness corresponds to a precise discipline in the usage of names; it could by formulated by syntactic means, but it is easier and more elegant to do so using a type system along the lines of type systems for the -calculus. Isolating and studying receptiveness (for brevity, here and in the remainder we often omit the adjective uniform) is justi ed by the ubiquity of receptive names in the -calculus see the examples below. The impact of receptiveness on behavioural equivalences and process reasoning is the main focus of this paper. We shall develop some theory and proof techniques for processes with receptive names, and then illustrate their usefulness by means of a few non-trivial examples: the proof of some transformations that introduce parallelism in a resource; the proof of the correctness of an optimisation of the translation of higher-order process calculi into the -calculus Tho93, San92] , which is adopted in the compiler of Pict PT97]; the proof of the equivalence between the target processes of Milner's two encodings of call-by-values -calculus into -calculus Mil90]; the proof of some stronger versions of -calculus replication theorems Mil91] , and the proof of some -insensitiveness, or partial con uence, results.
The challenge in these examples is that the equalities implied by the transformations fail in the ordinary -calculus (even w.r.t. the very coarse notion of trace equivalence). That is, there are contexts of the ordinary -calculus that are able to detect the di erence between the processes of the equalities. By imposing the type system for receptiveness, these contexts are ruled out as ill-typed. Most important, receptiveness gives rise to tractable proof techniques for establishing behavioural equivalences among processes.
Uniform receptiveness often occurs in the -calculus. Our rst example is the coding of functions. A process Q with a local function r. M, accessible via a name z, is normally written z (!z(r; y). P j Q)
where P is the coding of M and y is (a placeholder for) the name where the result of a function call will be delivered. Within Q, a call of the function with argument n is written x (zhn; xi. x(p). Q 0 )
where p is (a placeholder for) the result of the call. In the function declaration (2), z is !-receptive; in the function call (3), x is linear receptive. Similar combinations of linear and !-receptiveness occur in the coding of higher-order communications in Tho93, San92] and of Object-Oriented languages in Wal95, Jon93, San96a] .
Typically, !-receptiveness occurs in the modelling of resources which are private to one or more client processes (above, the resource is a function). A discipline similar to !-receptiveness is presently used in the compiler of Pict PT97], to allow optimisations of the code implementing communications. An important example of linear receptiveness (indeed, perhaps the most important) is found in process interactions based on the Remote Procedure Call (RPC) paradigm. An RPC interaction involves two synchronisations between a caller and a callee where, after the rst synchronisation, the caller waits the time necessary for the callee to elaborate a response. When we are modeling RPC's in the -calculus, the return name at which the callee delivers its response is used as linear receptive. RPC communications can be found in operating systems and object-oriented languages. The function call (3) itself is an example of an RPC interaction. Languages and calculi based on the -calculus, such as PICT PT97], Join Calculus CG96] and Blue Calculus Bou97], have syntactic constructs like def z(a) = P in Q that, translated into -calculus, are written z (!z(a). P j Q); therefore the introduced name z is !-receptive.
As behavioural equivalence on processes, we use barbed equivalence. This equates processes which, very roughly, in all contexts give rise to the same patterns of interactions. The main inconvenience of barbed equivalence is that it uses quanti cation over contexts in the de nition, and this can make proofs of process equalities heavy. Against this, it is important to nd direct characterisations, without context quanti cation. For instance, in CCS and in the ordinary -calculus barbed equivalence coincides with the well-known early labeled bisimilarity San92]. (In a labeled bisimilarity the bisimulation game is played not only on silent actions, as for barbed bisimulation, but also on input and output actions.)
We sketch the essential points of our theory for processes with receptive names.
The schema is the same for linear and for ! receptiveness. We rst introduce a type system which forces the receptiveness discipline, and prove some basic properties for it. Secondly, we isolate a subclass of the well-typed processes, called discreet processes, roughly characterised by the property that all receptive names which are emitted are private to the sender. Discreet processes are de ned by means of syntactic restrictions on the output pre x similar to those in the language I San96b]. Thirdly, we introduce a simple but powerful algebraic law, with which any well-typed process can be transformed into a discreet process. This law equates a process whose rst action is the output of a global name with a process whose rst action is the output of a private name. The law is not valid in the untyped -calculus, but it is valid under the receptiveness type system. Finally, we prove a direct characterisation of barbed equivalence on discreet processes, as a labelled bisimilarity called bisimilarity under receptiveness. The latter di ers from the ordinary bisimilarity in the requirement for input actions, but otherwise it can be used with the standard co-inductive techniques of labelled bisimilarities, including proof techniques such as bisimulation up to expansion .
Structure of the paper. Section 2 gives some background on the -calculus. Section 3-6 develop the theory of linear receptiveness: In Section 3, the type system; in Section 4, barbed equivalence under linear receptiveness; in Section 5, the set of discreet processes and the bisimulation under linear receptiveness; Section 6 shows how to exploit the results given for discreet processes on the set of all well-typed processes. Section 7 sketches the modi cations of the theory of linear-receptiveness to the case of !-receptiveness. Section 9 reports further related work and concluding remarks.
Some background on the -calculus
We use lower case letters p; q; r; : : : to range over names, and upper case letters P; Q; R to range over processes. This is the -calculus grammar (for simplicity, we develop our theory on the monadic, rather than polyadic, calculus; the extension of the theory to the polyadic -calculus is straightforward):
De nition 2.1 The -calculus processes are described by the following grammar: P := 0 j p(q). P j phqi. P j p(q). P j p = q]P j P 1 j P 2 j p P j P 1 + P 2 j !p(q). P (Alpha) P alpha convertible to P 0 P 0 ? ! P 00 P ? ! P 00 (Onp) p(r ?! P 0 p 6 = q Table 1 : Transition rules for the -calculus.
The only addition to the operators already mentioned in the introductory section is the matching construct p = q]P, to be read as if p = q then P . We allow the bound-output pre x p(q). P in the syntax; often in the -calculus literature, p(q). P is given as an abbreviation for q phqi. P. We use to range over substitutions; for any expression E, we write E for the result of applying to E, with the usual renaming convention to avoid captures. We assign sum and parallel composition the lowest precedence among the operators. We write p. P and p. P when the name transmitted at p is not important; we often abbreviate . 0 as , and x 1 : : : x n P as x 1 ; : : : ; x n P.
The labeled transition system is the usual one, in the early style, and is presented in Table 1 . Actions, ranged over by , can be of four forms: (interaction), phqi (an input at p in which q is received), phqi (free output) and p(q) (bound output). In these actions, p is the subject, and q the object. Free (fn) and bound names (bn) of actions and processes are de ned as usual. The symbol = will mean syntactic identity modulo alpha conversion . In a statement, we say that a name is fresh to mean that it is di erent from the other names, or names of processes, in the statement. Relation =) is the re exive and transitive closure of ? ! , and =) stands for =) ? ! =).
We review the de nitions of barbed bisimulation, equivalence and congruence. The de nition of barbed bisimulation uses the interaction relation =) along with an observation predicate + p for each name p, which detects the possibility of performing a communication with the external environment along p. Thus, P + p holds if there is P 0 and an action with subject p s.t. P =) P 0 . A context C is static if it has the form e p (P j ]), for some P andp. De nition 2.2 (barbed bisimulation, equivalence, congruence) Barbed bisimulation is the largest symmetric relation on processes s.t. P Q implies:
Two processes P and Q are barbed equivalent, written P Q, if for each static context C it holds that C P] C Q]; they are barbed congruent, written P ' Q, if C P] C Q] for all contexts.
Barbed equivalence and congruence usually coincide with, respectively, the ordinary labeled (early) bisimilarity and congruence of the -calculus San92]. This fact can be proved on the class of the image-nite processes by exploiting the napproximants of the labeled equivalences. We recall that the class of image-nite processes is the largest subset I of P which is derivation closed and s.t. P 2 I implies that, for all , the set fP 0 : P =) P 0 g, quotiented by alpha conversion, is nite.
We will sometimes use an auxiliary relation of structural congruence (similar to that in Mil91]).
De nition 2.3 (structural congruence) The structural congruence relation is the least congruence on processes which is closed under the following rules: P j Q Q j P, P j (Q j R) (P j Q) j R, P j 0 P; p 0 0, p q P q p P; ( p P) j Q p (P j Q), if p not free in Q; P + Q Q + P, P + (Q + R) (P + Q) + R.
Linear receptiveness
The discipline of uniform receptiveness (brie y receptiveness) can be added to any of the main existing type systems for the -calculus. In this paper, our base type system will be Milner's sorting, historically the rst of such type systems, and that we now brie y recall. Names are partitioned into a collection of sorts. Then a sorting function is de ned which maps sorts onto sorts (in the polyadic calculus it maps sorts onto sequences of sorts). If a sort s is mapped onto a sort t this means that names in s may only carry names in t; in this case, t is the object sort of s. We shall assume that there is a sorting system under which all processes are well-typed. We separate the base type system (Milner's sorting) from the typing rules for receptiveness so as to show the essence of the latter rules.
We begin our analysis of receptiveness from the case of linear receptiveness. We recall that, intuitively, the attributes speci c to a linear receptive name are: It is available in input as soon as created, but only once; it is used at most once as subject of an output. Names are created with a restriction or a bound-output pre x. We call the non-linear-receptive names plain names. Thus there are no constraints on plain names except those imposed by the underlying sorting. We shall omit the adjective linear when there is no ambiguity.
In this paper, we wish to understand what happens when in the -calculus there are, besides plain names, also receptive names. For simplicity, we assume that: There is a single sort recep of linear receptive names; linear receptive names carry plain names. We also assume the existence of a sort trig of names, di erent from recep but with the same object sort as recep (note that names in trig are plain names). The sort trig will be used to derive simpler characterisations of our bisimilarities. Precisely, we need trig in the de nition of the labeled bisimulation 4.2; we would not know how to de ne it otherwise.
Notations In the remainder, x; y; z. . . range over linear receptive names, a; b; . . over plain names, and v over names in trig. We recall that p; q; r range over the (T-plain) ;; ?`L P ;; ?`L a(b). P; ahbi. P; a(b (that is, either performing an output at that name or transmitting this capability to another process), and names in immediately and only once in input. This intuition is formalised in Theorem 3.6, which relates types and operational semantics of processes. We say that P is well-typed if there are ; ? s.t. ; ?`L P holds.
Some remarks on the rules: A rule with double conclusion is an abbreviation for more rules with same premises but separate conclusions. The output capability on a receptive name is transmitted in rule T-out-1 and is used in rule T-out-2. In rule T-Bout, the output capability on a newly-created receptive name x is transmitted: Therefore x cannot appear in output position in the continuation P, but, since receptive, x must be available in input in P. Another rule for the creation and use of a receptive name is T-res-1. In rule T-par, the typing context is split to type the two processes components P 1 and P 2 ; splitting of the typing is usual in type systems which forbid autoconcurrency on names Hon96, KPT96, Ama97a]. Matching is allowed on plain names, but not on receptive names; this is typical of type systems where the input and output capabilities on names are separate PS96, San96a]. In rule T-sum, we do not allow choice on inputs at receptive names (this constraint can be relaxed but it would complicate some of our theorems). Assertion (3) of the lemma can be used to prove that typing respects alpha conversion.
The theorem below is the semantic justi cation of the typing rules. Some explanation of its clauses: (2) says that any receptive name received in an input must be used in output only. Clauses (6) and (7) say that the capability of using a receptive name in output is lost after one such action; moreover if P is creating x then P must guarantee input receptiveness on x. Clause (1) and (3) show that if x is receptive in P then P is always ready to perform an input at x and, moreover, it can perform exactly one such input. Clause (5) talks about interactions; it has two conclusions, depending on whether or not the interaction occurs at a receptive name free in the process; if so then the name is not free in the derivative. ?! P 0 and x 6 2 ? then ; x; ?`L P 0 . Proof: Clause (1) is a consequence of Lemma 3.3. The other clauses are proved by transition induction. We only show a few cases.
Suppose P ahxi ?! P 0 (x 6 2 ?) is derived from rule Inp. Then P = a(y). P 00 , for some P 00 , P 0 = P 00 f x =yg, = ;, and ;; ?; y`L P 00 . By Lemma 3.5(2), we infer ;; ?; x`L P 0 .
Suppose P xhai ?! P 0 , and the last rule used for the proof of this transition is Par. Then P = P 1 j P 2 , P 0 = P 0 1 j P As usual in typed calculi, the de nitions of the barbed relations take typing into account, so that the composition of a context and a process be well-typed. In the case of receptiveness, an additional ingredient has to be taken into account, namely the input availability of receptive names. If a process has the possibility of using certain receptive names in output, then a context in which the process is tested should guarantee the input-availability at these names, otherwise the essence of receptiveness the fact that outputs at receptive names can be immediately consumed is lost. For this, we de ne the notion of completing contexts; then, roughly, barbed equivalence becomes barbed bisimulation under all completing static contexts .
De nition 4.1 (complete processes and contexts) A process P is complete if ; ;`L P, for some . A context C is complete on ( ; ?) if C P] is complete, for all P s.t. ; ?`L P.
In a complete process no receptive name may occur free in output position. A context C is complete on ( ; ?) if, for some 0 , we can prove 0 ; ;`L C assuming the following typing rule for the hole of C:
Completing contexts are the only contexts in which processes should be tested. Accordingly, we constrain the de nitions of typed barbed equivalence and typed barbed congruence: This typed barbed equivalence is the behavioural equivalence we are mainly interested in. The typed barbed relations pose a less tight requirement on names than the untyped relations of Section 2, hence they are coarser. De nition 4.4 We say that an action is an input with plain object if is an input whose object is a plain name, i.e., = phai for some plain name a.
We write p q as abbreviation for process p(r). qhri. 0 (a 1-place ephemeral bu er from p to q).
Lemma 4.5 Suppose that P is complete.
1. If P ? ! P 0 and is an output or a -action, or an input with plain object, then P 0 is complete;
2. if P ahxi ?! P 0 and x is fresh, then x (x v j P 0 ) is complete. Proof: Clause (1) is proved from Theorem 3.6, since from this one infers that 0 ; ;`L P 0 , for some 0 . Clause (2) follows from Theorem 3.6(2) and the typing rules.
2 Lemma 4.6 If P is complete and P P 0 then P 0 is complete. Proof: By Lemma 3.2. 2
Lemma 5.2 Suppose that P is discreet. 1. If P ? ! P 0 and is an output or a -action, or an input with plain object, then P 0 is discreet; 2. if P ahxi ?! P 0 and x is fresh, then P 0 is discreet. Proof: By Theorem 3.6 P 0 is well-typed. If the typing of P did not require rule T-out-1, then neither the typing of P 0 does.
2
We now give a labeled bisimulation for discreet processes. We begin by de ning the labeled bisimilarity on complete discreet processes; we shall then extend it to all discreet processes.
De nition 5.3 (bisimilarity under linear receptiveness, L ) A process relation R on complete discreet processes is a bisimulation under linear receptiveness (or a L -bisimulation) if P R Q implies:
1. if P ? ! P 0 with bn( ) (if it exists) fresh and is an output or an input with plain object, then there is Q 0 s.t. Q =) Q 0 and P 0 R Q 0 ; 2. if P ? ! P 0 , then there is Q 0 s.t. Q =) Q 0 and P 0 R Q 0 ; 3. if P phxi ?! P 0 and x is fresh, then, for some fresh name v, there are Q 0 and Q 00 s.t. Two complete processes P and Q are bisimilar under linear-receptiveness, written P L Q, if P R Q for some bisimulation under linear receptivenessR.
We shall sometimes call bisimilarity under linear receptiveness simply receptive bisimilarity.
The above de nition makes sense because each process of the pairs required to be in R is complete and discreet. In clause (3), we only require input of fresh names (like x) because in discreet processes the receptive names which are transmitted are private (see, for instance, the de nition of bisimulation in I San96b]). The novelty of receptive bisimulation is the use of a process x v in the input clause (3). This is to ensure that any output at x of the derivatives P 0 and Q 0 can immediately re. To understand this addition, recall that x represents a private receptive name that the observer exports; if the observer behaves as a well-typed process, then it must make x immediately available in input, as a process of the form x(p). R. It is perhaps surprising that in receptive bisimulation we do not test the behaviour of the derivatives P 0 and Q 0 for all possible (in nite) choices of the process x(p). R, but only on a single, very simple, process, namely a link x v. A link su ces to give all needed discriminanting power. We explain the presence of clause 3.b in De nition 5.3, in particular why it cannot be eliminated and clause 3.c replaced by the clause x (x v j P 0 ) R x (x v j Q 0 ).
(4) Consider the processes: Q def = a(x). (x. R 1 + x. R 2 ) P def = a(x). x. R 1 + a(x). x. R 2 + Q P and Q are barbed equivalent under linear receptiveness, and also receptive bisimilar according to De nition 5.3. However, P and Q they would be distinguished if clause (4) were adopted.
Remark 5.4 The ordinary early bisimulation of the -calculus is a special case of De nition 5.3, where no name is receptive, hence the requirement for all visible actions is that of clause (1).
Lemma 5.5 Relation L is is an equivalence relation and is preserved by injective substitutions on names.
Lemma 5.6 shows that if P L Q then P and Q are well-typed w.r.t. the same type environment.
Lemma 5.6 Let P and Q be complete discreet processes. If P L Q, then there is s.t. ; ;`L D P; Q.
Proof techniques for the labeled bisimilarities of the ordinary -calculus, like bisimulation up to expansion SM92], can be adapted to bisimulation under receptiveness; the proof schema is the same. An instance of this technique is bisimulation up to , where the occurrences of R in the clauses of De nition 5.3 are replaced by R (the composition of the three relations).
In Subsection 5.1 we shall extend receptive bisimulation to all discreet processes and prove that the resulting relation has the same congruence properties as the ordinary early bisimilarity of the -calculus. But rst, we need to show certain congruence properties of L on complete discreet processes.
Lemma 5.7 Suppose P and Q are complete discreet processes and that P L Q.
Then for all plain names a, it holds that a P L a Q.
The main congruence result we need is this:
Lemma 5.8 Suppose that e x (P j R) and e x (Q j R) are complete and discreet. If P and Q are complete and discreet, then P L Q implies e x (P j R) L e x (Q j R).
In this assertion, note that R need not be complete; for instance, it might use some of the receptive names that occur in input in P and Q. The proof of the lemma is in Appendix A.
Bisimulation under receptiveness on all discreet processes
We extend the de nition of the labeled bisimilarity L to all discreet processes.
The notation p q is extended to tuples componentwise. On discreet processes, relation ;? L has congruence properties similar to those of -calculus ordinary bisimilarity, provided that types are taken into account. In the theorem below, the type environments 0 and ? 0 are to make sure that the processes in the thesis are well-typed. Since typing is unique (Lemma 3.1), in each clause there is a precise relationship between ( ; ?) and ( 0 ; ? 0 ), given by the typing rules in Table 2 .
Theorem 5.10 Suppose P ;? L Q, and let 0 ; ? 0 be some type environment. 2
The ordinary early bisimulation of the -calculus is a special case of receptive bisimilarity; therefore the latter relation, as the former, is not preserved by input pre xes where the bound name is a plain name and by summation. The counterexamples are the usual ones, as well as the weaker congruence results, which for input of plain names is: In the remainder we sometimes write P ;? L Q without saying that ; ?`L D P; Q holds.
Characterisation in terms of barbed equivalence
The closure of barbed bisimulation w.r.t. all static contexts gives early bisimulation San92]; we show that the closure w.r.t. the complete static contexts gives receptive bisimulation. The known proofs for early bisimulation can be adapted to receptive bisimulation. We consider the characterisation for image-nite processes. L -equalities on all well-typed processes.
We can transform well-typed processes into discreet processes using the law bhxi. P = b(y). (y x j P) for y fresh (5) (The processes of the law are correct w.r.t. typing a typing for bhxi. P is also a typing for b(y). (y x j P).)
This law makes the output of a global name into the output of a local name. That is, the rst action of the process on the left is a free output, whereas that of the process on the right is a bound output. As a consequence, the law is not valid in the ordinary -calculus. We have proved the law for receptive barbed congruence, not just receptive barbed equivalence, so that it can be applied to any subcomponent of a well-typed process. Thus the law can be used to transform any well-typed process into a discreet one. 
Other laws
Law (6) transforms a synchronous output into an asynchronous one; (7) transforms a global input into a local input; (8) does the same for outputs. The validity of these equalities, as well as of (5), crucially rely on the receptiveness hypothesis on names x and y; none of the equalities is true in the ordinary -calculus (not even w.r.t. trace equivalence).
We prove law (6): First, by law (5), we can assume that P is a discreet process. Then, by De nition 5.9 and Lemma 4.3, it su ces to prove that if v is fresh then x (x v j xhpi. P) x (x v j xhpi j P). With simple algebraic manipulation one can prove that both processes are in relation with vhpi j P (since x is not free in P).
Law (8) is a consequence of the de nition of the labeled bisimilarity ;? L on non complete processes. Law (7) can be proved by exhibiting the appropriate Lbisimulation relation.
Basic theory of !-receptiveness
The other interesting example of uniform receptiveness is !-receptiveness, where:
The input of a name is always available, and always with the same continuation; there are no limitations on the utilisation of the name in output. A simple way of ensuring the uniformity condition on inputs is to require that the only input occurrence be replicated, i.e., of the form !x(p). P.
In this section, we sketch the modi cations of the theory in the previous sections to !-receptiveness. Most of the modi cations are simple. The most interesting part is, perhaps, the labeled bisimulation, that uses the semi-complete processes.
( TO-plain) ;; ?`! P ;; ?`! a(b). P; ahbi. P; a(b We therefore assume here that names in the sort recep, like x; y; z, are !-receptive. As before, v ranges over names in the special sort trig, that has the same object sort as recep. We add the assumption that names in trig cannot appear in the object part of pre xes (we need this assumption in Lemma 7.14 image-niteness in general is not preserved by additions of a persistent link and hence for the characterisation of barbed equivalence in terms of the labeled bisimulation). This assumption is rather harmless because sort trig is just an auxiliary sort that we need for the de nition of the labeled bisimilarity.
In the typing system, the interpretation of a judgement ; ?`! P is now that P must make names in immediately available, in input-replicated form; whereas it may use names in ? arbitrarily many times in output. The rules of the type system for !-receptiveness are in Table 7 . Note that in a few rules, like TO-par, TO-out-1, (for parallel composition and free output) and the rules for replication, set ? does not change in the premises and in the conclusions because there is no constraints that its names be used in a single place.
Lemma 7.1 If ; ?`! P then also ; ?; x`! P, for all x.
As a consequence of the previous lemma, a process may be typable under different type environments, which was not the case for linear receptiveness. In the type soundness theorem for the ! case, the type environment of a process P need not shrink on a derivative of P. 
Discreet processes and bisimulation under !-receptiveness
A process P is !-discreet, brie y discreet, if there are and ? s.t. ; ?`! P is provable without using rule TO-out-1, written ; ?`! D P. The purpose of this section is to de ne a labeled bisimulation for discreet processes that agrees with typed barbed equivalence.
Lemma 7.4 Suppose that P is discreet.
1. If P ? ! P 0 and is an output or a -action, or an input with plain object, then P 0 is discreet; 2. if P ahxi ?! P 0 then P 0 is discreet.
In the linear case, we rst de ned the labeled bisimulation on the subset of discreet processes that are complete, and then we extended it to all discreet processes. In the ! case, we use semi-complete, rather than complete, processes. A semi-complete process is one in which all receptive names that appear in output position also appear in input position.
De nition 7.5 (semi-complete processes) A process P is semi-complete if ; ?`! P, for some and ? with ? .
Lemma 7.6 Suppose that P is semi-complete.
1. If P ? ! P 0 and is an output or a -action, or an input with plain object, then P 0 is semi-complete; 2. if P ahxi ?! P 0 and x is fresh, then x (!x v j P 0 ) and !x v j P 0 are semicomplete.
An observer is not allowed to observe, of a semi-complete process, outputs along an !-receptive name, because the input end of this name is owned by the process.
We call the other form of output, namely output whose subject is a plain name, output with plain subject.
De nition 7.7 (bisimilarity under !-receptiveness, ! ) A process relation R on semi-complete discreet processes is a bisimulation under !-receptiveness (or ! -bisimulation) if P R Q implies: 1. if P ? ! P 0 with bn( ) fresh, and is a output with plain subject or an input with plain object, then there is Q 0 s.t. Q =) Q 0 and P 0 R Q 0 ; 2. if P ? ! P 0 , then there is Q 0 s.t. Q =) Q 0 and P 0 R Q 0 ; 3. if P phxi ?! P 0 and x is fresh then, for some fresh name v, there are Q 0 and Q 00 s.t. Two processes P and Q are bisimilar under !-receptiveness, written P ! Q, if P R Q for some bisimulation under !-receptiveness R. Lemma 7.11 Suppose that P and Q are semi-complete discreet processes and that v 6 2 fn(P; Q). Then x (!x v j P) ! x (!x v j Q) i !x v j P ! !x v j Q. Extension to all well-typed processes
We can transform well-typed processes into discreet processes using the law bhxi. P ' ;? ! b(y). (!y x j P) for y fresh (9) This law is the !-version of law 5. The law can be used to transform any well-typed process into a discreet one. Here is the !-version of law 6: If ; ?`! xhpi. P, then xhpi. P ;?
! xhpi j P.
(10)
Similarly, laws 7 and 8 can be adapted to the !-case.
Examples Parallelisation of resources
We use linear receptiveness to validate some transformations that increase the parallelism in processes. In the processes below, we use recursion, because it can be coded in terms of replication Mil91], polyadicity and communication of integers, which are straightforward to accommodate in the theory of bisimulation developed in the previous sections. Thus m; n range over integers and variables over integers.
Consider the process:
Ahbi def = a(x). b(n; c). d chdi. xhni. Ahdi A client can interrogate Ahbi at a, and it will receive at the return channel x an integer n that Ahbi has received at another channel b (this channel is renewed at each cycle using c). 
Encoding of higher-order process calculi
We now present 3 examples with !-receptiveness. Therefore, in the remainder of the section, x; y are supposed to be !-receptive names.
First, we apply !-receptiveness to prove the correctness of an optimisation of the translation of higher-order process calculi into the -calculus San92, Tho93], which is adopted in the compiler of Pict PT97]. In a higher-order calculus, terms of the languages may be transmitted. The grammar of the calculus is the following: P :: phP 1 i. P 2 j p(X). P j P 1 j P 2 j p P j X j !P j 0
For simplicity of presentation, we consider the simpler case of a calculus where only processes may be communicated. The operators are those for sending a process (phP 1 i. P 2 ), receiving a process (p(X). P), process variable (X), plus the usual operators of parallel composition, restriction, replication. This calculus, which we call HOPC, is the core of Plain CHOCS Tho93] , and is a second-order fragment of the Higher-Order -calculus San92]. Capital letter X ranges over process variables.
A process is closed if it does not contain free variables. The compilation C of this calculus into the -calculus in San92, Tho93] acts as a homomorphism on all process constructs except input, output pre xes and process variables where it is so de ned:
In the compilation, the communication of a process P is translated as the communication of a private name which acts as a pointer to (the translation of) P and which the recipient can use to trigger a copy of (the translation of) P. These pointers, introduced in the compilation, are !-receptive names.
In San92], the correctness of compilation C is established, by proving that it is fully abstract w.r. The authors used a type system which records input/output capabilities on channels and proved that beta-reduction for V 0 is valid w.r.t. the typed barbed congruence relation induced by this type system. Using the type system for receptiveness we can go further: we can prove that V 0 is an optimisation of V. Given any -term M and name p, processes V 0 M] ] p can be transformed into V M] ] p by repeatedly applying law (9). One can actually prove that the di erence between the two encodings corresponds precisely to an -expansion on variables.
The Replication theorems
The -calculus's replication theorems Mil91] express useful distributivity properties of private replicated processes. These theorems are essential in the proof of validity of -reduction of encodings of the -calculus, as well as in the proof of representability of Higher-Order -calculus in rst-order -calculus. The assertion of the theorems can be read thus: A passive resource that is shared among a certain number of clients can be made private to each of them.
Theorem 8.2 (standard replication theorems, Mil91]) Assume that x occurs free in R, P and Q only as subject of output pre xes. Then: 1. x ? !x(a). R j P j Q ' x (!x(a). R j P) j x (!x(a). R j Q); 2. x (!x(a). R j !P ) ' ! x (!x(a). R j P).
The side condition in the theorems prevents the restricted name x from being exported. As a consequence, the theorem cannot be used in situations where the set of clients of the resource x(a). R may change dynamically. To see why this side condition is necessary, take:
These processes are not equivalent in the basic -calculus. Intuitively, the environment external to P 1 can receive x along b and then use it in input position to interfere with an attempt by Q to activate a copy of R. This is not possible in P 2 , where Q has its own private access to R.
The di erence between P 1 and P 2 can be observed in a context that receives x and then uses it in input; in this way, the context may steal messages that were supposed to reach the resource. Pierce and Sangiorgi PS96] have shown that the side condition can be relaxed using the type system with input/output capabilities, and requiring that the processes R, P and Q only possess the output capability on x. That is, x may be exported, but a recipient may use it only in output.
The resulting, stronger, replication theorems are shown valid w.r.t. (typed) barbed congruence by proving a few barbed bisimilarities.
Adding the requirement that R, P and Q only possess the output capability on x means that x is !-receptive. We can then give straightforward proofs of stronger replication theorems similar to those in PS96] exploiting the theory of receptiveness and the standard Theorem 8.2. Theorem 8.3 (stronger replication theorems) 4
1. x ? !x(a). R j P j Q ' ;;; ! x (!x(a). R j P) j x (!x(a). R j Q); 2. x (!x(a). R j !P ) ' ;;; ! ! x (!x(a). R j P). Proof: We show the proof of the rst theorem; the second one is analogous. By repeatedly applying the algebraic law (9) on the processes P, Q and R one gets new processes where name x appears only in output subject position. We can then infer the thesis from the standard Theorem 8.2 (an equality valid in the untyped -calculus is also valid in the typed calculus).
2
To apply the above replication theorems (in their stronger or standard forms) one is obliged to consider a system which is closed w.r.t. the restricted name x, that is a system that includes all processes (resource and clients) that have acquaintance of x. Exploiting receptiveness, we can also derive the replication Theorem 8.3 from more primitive laws on open systems:
Theorem 8.4 (open replication theorems) 1. !x(a). R j P ' fxg;fxg ! !x(a). R j x (!x(a). R j P); 2. !x(a). R j !P ' fxg;fxg ! !x(a). R j ! x (!x(a). R j P).
Proof: By law (9), it is su cient to prove the theorems assuming that x occurs free in P and R only in subject position. Then, for the rst law, we take the set R of all pairs of the form Q j !x(a). R j P; Q j !x(a). R j x (!x(a). R j P) s.t. both processes in the pair are typable under the type environment fxg; fxg. Relation R is a ! -bisimulation up to expansion. To prove this, we proceed by a case analysis on the form of an action performed by a process in a pair, and on the subcomponent of the process which may cause this action. All cases are simple, and similar to those of the proof of the standard Theorem 8.2(1). What is important and the reason why we need bisimulation with receptiveness rather than the ordinary bisimulation is that with receptive bisimulation, output actions at x from processes like Q j !x(a). R j P are not observable. 2
We show that the stronger Replication Theorem 8.3(1) can be derived from Theorem 8.4(1); similarly, one can derive Theorem 8.3(2) from Theorem 8.4(2).
x (!x(a). R j P j Q) ;;; ! (Theorem 8.4(1)) x (!x(a). R j x (!x(a) j P) j Q) ;;; ! (structural laws) x ( x (!x(a) j P) j !x(a). R j Q) ;;; ! (Theorem 8.4(1)) x ( x (!x(a) j P) j !x(a). R j x (!x(a). R j Q)) ;;; ! (garbage collection)
x (!x(a) j P) j x (!x(a). R j Q)
As a consequence of the open replication theorems, we can prove this result:
Lemma 8.5 !x(a). R j xhbi. P ' fxg;fxg ! !x(a). R j Rf b =ag j P.
Note that the left-hand side is a derivative of the right-hand side. The result therefore expresses a -insensitiveness (or partial-con uence) property for certain interactions at receptive names. We can make this into a general property, that holds for any interaction at an !-receptive name.
We say that P ? ! P 0 is a communication at an !-receptive name if P ? ! P 0 originate from a communication between subterms of P along an !-receptive name (more formally, if the derivation proof of P ? ! P 0 uses a rule (com) or (close) whose premises are input and output actions along an !-receptive name).
Corollary 8.6 Suppose that ; ?`! P and P ? ! P 0 is a communication at an !-receptive name. Then P ' ;? ! P 0 .
Final remarks
Several type systems have been proposed for process calculi. The most relevant for this work are PS96], where the type system has input/output modalities to distinguish between the capabilities of reading and writing on names, and the type systems expressing linearity information Hon93, KPT96, Hon96] . The type system for receptiveness represents a re nement of PS96] and, in the case of linear receptiveness, also of KPT96]. Also PS96] and KPT96] contain studies of the e ect of types on process behaviours, using barbed congruence. The proof techniques developed in this paper are easier to apply, mainly because based on labeled bisimilarities.
Other works that have results on behavioural consequences of types for messagepassing processes include the following. Kobayahi Kob97] de nes a type system for the asynchronous -calculus that guarantees deadlock freedom in certain cases; a subsystem of his is similar to ours for !-receptiveness. Yoshida Yos96] uses a type system where types have a graph structure to prove the full abstraction of an encoding of the polyadic -calculus into the monadic calculus. Graphs allow expressing sophisticated communication protocols among processes, but introduce some complications in the typing rules and in the type checking. Sangiorgi San96a] uses a type system with input/output modalities and variant types to guarantee the adequacy of a translation of a typed object-oriented calculus into the -calculus. Pierce and Sangiorgi PS97] study the constraints imposed by parametric polymorphism.
In this paper, we have separated the typing rules for linear and !-receptiveness, and assumed that receptive names carry plain names. Combining the two type systems, or relaxing the assumption that all receptive names carry plain names, might lead to a drastic increase of the number of rules. A Proof of Lemma 5.8
We prove Lemma 5.8 via a mapping of complete discreet processes onto complete normal processes, which we now de ne.
De nition A.1 Consider the grammar in De nition 2.1 in which the production for input pre xes is replaced by the two productions P := a(p). P j v (x v j v(a). P) where, in the second production, v 6 2 fn(P ). The set of normal processes is the subset of discreet processes which can be described by such a grammar.
That is, on normal processes we place the additional requirement that an input at a receptive name x be in the normal form v (x v j v(a). P). Lemma A.2 Suppose ; ?`L P with x 2 , and P is normal. Then P v (x v j P 0 ), and P 0 is normal. ?! P 0 then there are v and R s.t. P 0 ( v )(x v j R) and x 6 2 fn(R); moreover R is normal.
We give a mapping ] ] which transforms every discreet process P into the a normal process P] ]. The mapping is de ned inductively on the structure of P; it acts as a homomorphism on all constructs of the language except input at receptive names, for which we have: 
2
Since the transformation is valid for early bisimulation, and this is a special case of bisimulation under linear receptiveness, it is also valid for the latter relation.
Lemma A.7 Suppose that P and Q are complete, that P L Q, and that x; v are fresh names. Then also P j x v L Q j x v. Lemma A.8 Suppose that e x (P 1 j R) and e x (P 2 j R) are complete. If P 1 and P 2 are complete and P 1 L P 2 , and R is a normal process, then e x(P 1 j R) L e x(P 2 j R).
Proof: Let R be the set of all pairs of the form e p (P 1 j R); e p (P 2 j R) and such that 1. e p (P 1 j R) and e p (P 2 j R)) are complete; 2. P i (i = 1; 2) is complete and P 1 L P 2 ; 3. R is normal.
We show that R is a L -bisimulation up to . We show the two most interesting cases of moves from e p (P 1 j R). The rst is the case of an interaction between P 1 and R where P 1 receives a receptive name x. So, suppose p(P 1 j R) ?! e p; x(P 0 ?! R 0 (the output from R must be a bound output because R is normal, hence discreet).
By Lemma A.5, R 0 v(x v j R 00 ) with x not in R 00 , and R 00 is normal. Therefore A 1 e p; v ( x (x v j P 0 1 ) j R 00 )
Since P 1 L P 2 , there are P 0 2 and P 00 2 s.t. P 2 phxi =) P 0 2 , and x (x v j P 0 2 ) =) P 00 We prove the thesis of the lemma with a case analysis of the form of . We show the details for two cases; the other cases can be handled in a similar way, and we only show the de nition of the process R. Below, s; s 0 ; s i are all supposed to be plain names.
Case (a): is an input with plain object, say = bhai. for some Q i s.t. Q 0 bhai =) Q i . It should be A 1 B 1 . We can now exploit the the inductive hypothesis on P 0 ; Q i and R i . Suppose P 0 ; Q i and R i satisfy assertion (2) of the lemma (the case of (1) for some i; j. But now, reasoning as in case (1), we can exploit the inductive assumption on processes P 0 ; Q i;j and R i;j and derive a contradiction. 
