The ALMA spectroscopic survey in the HUDF: CO luminosity functions and the molecular gas content of galaxies through cosmic history by Decarli, Roberto et al.
The ALMA Spectroscopic Survey in the HUDF: CO Luminosity 
Functions and the Molecular Gas Content of Galaxies through 
Cosmic History
Article  (Accepted Version)
http://sro.sussex.ac.uk
Decarli, Roberto, Walter, Fabian, Gonzalez-Lopez, Jorge, Aravena, Manuel, Boogaard, Leindert, 
Carilli, Chris, Cox, Pierre, Daddi, Emanuele, Popping, Gergo, Riechers, Dominik, Uzgil, Bade, 
Weiss, Axel, Assef, Roberto J, Bacon, Roland, Sargent, Mark T et al. (2019) The ALMA 
Spectroscopic Survey in the HUDF: CO Luminosity Functions and the Molecular Gas Content of 
Galaxies through Cosmic History. The Astrophysical Journal, 882 (2). pp. 1-17. ISSN 0004-637X 
This version is available from Sussex Research Online: http://sro.sussex.ac.uk/id/eprint/87973/
This document is made available in accordance with publisher policies and may differ from the 
published  version or from the version of record. If you wish to cite this item you are advised to 
consult the publisher’s version. Please see the URL above for details on accessing the published 
version. 
Copyright and reuse: 
Sussex Research Online is a digital repository of the research output of the University.
Copyright and all moral rights to the version of the paper presented here belong to the individual 
author(s) and/or other copyright owners.  To the extent reasonable and practicable, the material 
made available in SRO has been checked for eligibility before being made available. 
Copies of full text items generally can be reproduced, displayed or performed and given to third 
parties in any format or medium for personal research or study, educational, or not-for-profit 
purposes without prior permission or charge, provided that the authors, title and full bibliographic 
details are credited, a hyperlink and/or URL is given for the original metadata page and the 
content is not changed in any way. 
Draft version March 25, 2019
Preprint typeset using LATEX style AASTeX6 v. 1.0
THE ALMA SPECTROSCOPIC SURVEY IN THE HUDF: CO LUMINOSITY FUNCTIONS AND THE
MOLECULAR GAS CONTENT OF GALAXIES THROUGH COSMIC HISTORY
Roberto Decarli1, Fabian Walter2,3, Jorge Go´nzalez-Lo´pez4,5, Manuel Aravena4, Leindert Boogaard6, Chris
Carilli3,7, Pierre Cox8, Emanuele Daddi9, Gergo¨ Popping2, Dominik Riechers10,2, Bade Uzgil3,2, Axel Weiss11,
Roberto J. Assef4, Roland Bacon12, Franz Erik Bauer5,13,14, Frank Bertoldi15, Rychard Bouwens5, Thierry
Contini16, Paulo C. Cortes17,18, Elisabete da Cunha19, Tanio D´ıaz-Santos4, David Elbaz8, Hanae Inami11,20,
Jacqueline Hodge5, Rob Ivison21,22, Olivier Le Fe`vre23, Benjamin Magnelli15, Mladen Novak2, Pascal Oesch24,
Hans–Walter Rix2, Mark T. Sargent25, Ian R. Smail26, A. Mark Swinbank27, Rachel S. Somerville27,28, Paul van
der Werf5, Jeff Wagg29, Lutz Wisotzki30
1INAF—Osservatorio di Astrofisica e Scienza dello Spazio, via Gobetti 93/3, I-40129, Bologna, Italy. E-mail: roberto.decarli@inaf.it
2Max Planck Institut fu¨r Astronomie, Ko¨nigstuhl 17, 69117 Heidelberg, Germany
3National Radio Astronomy Observatory, Pete V. Domenici Array Science Center, P.O. Box O, Socorro, NM 87801, USA
4Nu´cleo de Astronomı´a, Facultad de Ingenier´ıa y Ciencias, Universidad Diego Portales, Av. Eje´rcito 441, Santiago, Chile
5Instituto de Astrof´ısica, Facultad de F´ısica, Pontificia Universidad Cato´lica de Chile Av. Vicun˜a Mackenna 4860, 782-0436 Macul, Santiago,
Chile
6Leiden Observatory, Leiden University, PO Box 9513, NL-2300 RA Leiden, The Netherlands
7Battcock Centre for Experimental Astrophysics, Cavendish Laboratory, Cambridge CB3 0HE, UK
8Institut d’Astrophysique de Paris, Sorbonne Universite´, CNRS, UMR 7095, 98 bis bd Arago, 7014 Paris, France
9Laboratoire AIM, CEA/DSM-CNRS-Universite Paris Diderot, Irfu/Service d’Astrophysique, CEA Saclay, Orme des Merisiers, 91191 Gif-
sur-Yvette cedex, France
10Cornell University, 220 Space Sciences Building, Ithaca, NY 14853, USA
11Max-Planck-Institut fu¨r Radioastronomie, Auf dem Hu¨gel 69, 53121 Bonn, Germany
12Univ. Lyon 1, ENS de Lyon, CNRS, Centre de Recherche Astrophysique de Lyon (CRAL) UMR5574, 69230 Saint-Genis-Laval, France
13Millennium Institute of Astrophysics (MAS), Nuncio Monsen˜or So´tero Sanz 100, Providencia, Santiago, Chile
14Space Science Institute, 4750 Walnut Street, Suite 205, Boulder, CO 80301, USA
15Argelander-Institut fu¨r Astronomie, Universita¨t Bonn, Auf dem Hu¨gel 71, 53121 Bonn, Germany
16Institut de Recherche en Astrophysique et Plane´tologie (IRAP), Universite´ de Toulouse, CNRS, UPS, 31400 Toulouse, France
17Joint ALMA Observatory - ESO, Av. Alonso de Co´rdova, 3104, Santiago, Chile
18National Radio Astronomy Observatory, 520 Edgemont Rd, Charlottesville, VA, 22903, USA
19Research School of Astronomy and Astrophysics, Australian National University, Canberra, ACT 2611, Australia
20Hiroshima Astrophysical Science Center, Hiroshima University, 1-3-1 Kagamiyama, Higashi-Hiroshima, Hiroshima, 739-8526, Japan
21European Southern Observatory, Karl-Schwarzschild-Strasse 2, 85748, Garching, Germany
22Institute for Astronomy, University of Edinburgh, Royal Observatory, Blackford Hill, Edinburgh EH9 3HJ
23Aix Marseille Universite´, CNRS, LAM (Laboratoire d’Astrophysique de Marseille), UMR 7326, F-13388 Marseille, France
24Department of Astronomy, University of Geneva, Ch. des Maillettes 51, 1290 Versoix, Switzerland
25Astronomy Centre, Department of Physics and Astronomy, University of Sussex, Brighton, BN1 9QH, UK
26Centre for Extragalactic Astronomy, Department of Physics, Durham University, South Road, Durham, DH1 3LE, UK
27Department of Physics and Astronomy, Rutgers, The State University of New Jersey, 136 Frelinghuysen Rd, Piscataway, NJ 08854, USA
28Center for Computational Astrophysics, Flatiron Institute, 162 5th Ave, New York, NY 10010, USA
29SKA Organization, Lower Withington Macclesfield, Cheshire SK11 9DL, UK
30Leibniz-Institut fu¨r Astrophysik Potsdam, An der Sternwarte 16, 14482 Potsdam, Germany
ABSTRACT
We use the results from the ALMA large program ASPECS, the spectroscopic survey in the Hubble
Ultra Deep Field (HUDF), to constrain CO luminosity functions of galaxies and the resulting redshift
evolution of ρ(H2). The broad frequency range covered enables us to identify CO emission lines of
different rotational transitions in the HUDF at z > 1. We find strong evidence that the CO luminosity
function evolves with redshift, with the knee of the CO luminosity function decreasing in luminosity
by an order of magnitude from ∼2 to the local universe. Based on Schechter fits, we estimate that
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our observations recover the majority (up to ∼90%, depending on the assumptions on the faint end)
of the total cosmic CO luminosity at z=1.0–3.1. After correcting for CO excitation, and adopting a
Galactic CO–to–H2 conversion factor, we constrain the evolution of the cosmic molecular gas density
ρ(H2): this cosmic gas density peaks at z ∼ 1.5 and drops by factor of 6.5+1.8−1.4 to the value measured
locally. The observed evolution in ρ(H2) therefore closely matches the evolution of the cosmic star
formation rate density ρSFR. We verify the robustness of our result with respect to assumptions on
source inclusion and/or CO excitation. As the cosmic star formation history can be expressed as the
product of the star formation efficiency and the cosmic density of molecular gas, the similar evolution
of ρ(H2) and ρSFR leaves only little room for a significant evolution of the average star formation
efficiency in galaxies since z ∼ 3 (85% of cosmic history).
Keywords: galaxies: high-redshift — galaxies: ISM — galaxies: star formation
1. INTRODUCTION
The molecular phase of the interstellar medium (ISM)
is the birthplace of stars, and therefore it plays a central
role in the evolution of galaxies (see reviews in Kenni-
cutt & Evans 2012; Carilli & Walter 2013; Bolatto et al.
2013). The cosmic history of star formation (see, e.g.,
Madau & Dickinson 2014), i.e., the mass of stars formed
per unit time in a cosmological volume (or cosmic star
formation rate density, ρSFR) throughout cosmic time,
increased from early cosmic epochs up to a peak at z=1–
3, and then declined by a factor ∼8 until the present day.
This could be explained by a larger supply of molecular
gas (the fuel for star formation) in high–z galaxies; by
physical properties of the gas, that could more efficiently
form stars; or by a combination of both. The charac-
terization of the content and properties of the molecular
ISM in galaxies at different cosmic epochs is therefore
fundamental to our understanding of galaxy formation
and evolution.
The H2 molecule, the main constituent of molecu-
lar gas, is a poor radiator: it lacks rotational transi-
tions, and the energy levels of vibrational lines are pop-
ulated significantly only at relatively high temperatures
(Tex > 500 K) that are not typical of the cold, star–
forming ISM (Omont 2007). On the other hand, the
carbon monoxide molecule, 12CO (hereafter, CO) is the
second most abundant molecule in the universe. Thanks
to its bright rotational transitions, it has been detected
even at the highest redshifts (z ∼ 7; e.g., Riechers et
al. 2013; Venemans et al. 2017a; Strandet et al. 2017;
Marrone et al. 2018). Redshifted CO lines are observed
in the radio and millimeter (mm) transparent windows
of the atmosphere, thus becoming accessible to facilities
such as the Jansky Very Large Array (JVLA), the IRAM
NOrthern Expanded Millimeter Array (NOEMA), and
the Atacama Large Millimeter Array (ALMA). CO is
therefore the preferred observational probe of the molec-
ular gas content in galaxies at high redshift.
To date, more than 250 galaxies have been detected
in CO at z > 1, the majority of which are quasar host
galaxies or sub-mm galaxies (see, Carilli & Walter 2013
or a review); gravitationally–lensed galaxies (e.g., Riech-
ers et al. 2010, Harris et al. 2012, Dessauges-Zavadsky
et al. 2015, ; Aravena et al. 2016c; Dessauges-Zavadsky
et al. 2017, Gonza´lez-Lo´pez et al. 2017); and (proto-
)clusters of galaxies (e.g., Aravena et al. 2012, Chapman
et al. 2015, Seko et al. 2016, Rudnick et al. 2017, Hay-
atsu et al. 2017, Lee et al. 2017, Hayashi et al. 2018,
Miller et al. 2018, Oteo et al. 2018). The remainder
are galaxies selected based on their stellar mass (M∗),
star formation rate (SFR), and/or optical/near-infrared
colors (e.g., Daddi et al. 2010a,b; Tacconi et al. 2010,
2013, 2018; Genzel et al. 2010, 2011, 2015). These stud-
ies were instrumental in shaping our understanding of
the interplay between molecular gas reservoirs and star
formation in massive z > 1 galaxies on and above the
‘main sequence’ of star-forming galaxies (Noeske et al.
2007; Elbaz et al. 2011). E.g., these galaxies are found
to have high molecular gas fractions MH2/M∗ compared
to galaxies in the local universe. The depletion time,
tdep=MH2/SFR, i.e., the time required to consume the
entire molecular gas content of a galaxy at the present
rate of star formation, is shorter in starburst galaxies
than in galaxies on the main sequence (see, e.g., Silver-
man et al. 2015, 2018; Schinnerer et al. 2016; Scoville et
al. 2017; Tacconi et al. 2018). However, by nature these
targeted studies are potentially biased towards specific
types of galaxies (e.g., massive, star-forming galaxies),
and consequently might fail to capture the full diversity
of gas-rich galaxies in the universe.
Spectral line scans provide a complementary ap-
proach. These are interferometric observations over
wide frequency ranges, targeting ‘blank’ regions of the
sky. Gas, traced mainly via CO lines, is searched for
at any position and frequency, without pre-selection
based on other wavelengths. This provides us with a
flux–limited census of the gas content in well–defined
cosmological volumes. The first molecular scan reach-
ing sufficient depth to detect MS galaxies targeted
a ∼1 arcmin2 region in the Hubble Deep Field North
(HDF-N; Williams et al. 1996) using the IRAM Plateau
de Bure Interferometer (PdBI; see Decarli et al. 2014).
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The scan resulted in the first redshift measurement for
the archetypal sub-mm galaxy HDF 850.1 (z=5.183, see
Walter et al. 2012), and in the discovery of massive
(> 1010 M) gaseous reservoirs associated with galax-
ies at z ∼ 2, including one with no obvious optical/NIR
counterpart (Decarli et al. 2014). These observations en-
abled the first, admittedly loose constraints on the CO
luminosity functions (LFs) and on the cosmic density of
molecular gas in galaxies, ρ(H2), as a function of red-
shift (Walter et al. 2014). The HDF-N was also part of
a second large observing campaign using the JVLA, the
COLDz project. This effort (> 300 hr of observations)
targeted a ∼48 arcmin2 area in the GOODS-North foot-
print (Giavalisco et al. 2004), and a ∼ 8 arcmin2 region
in COSMOS (Scoville et al. 2007), sampling the fre-
quency range 30–38 GHz (Lentati et al. 2015; Pavesi et
al. 2018). This exposed the CO(1-0) emission in galaxies
at z ≈ 2.0–2.8 and the CO(2-1) emission at z ≈ 4.9–6.7.
The unprecedentedly large area covered by COLDz re-
sulted in the best constraints on the CO LFs at z > 2 so
far, especially at the bright end (Riechers et al. 2019).
In ALMA Cycle 2, we scanned the 3 mm and 1.2 mm
windows (84–115 GHz and 212–272 GHz, respectively)
in a ∼1 arcmin2 region in the Hubble Ultra Deep Field
(HUDF; Beckwith et al. 2006). This pilot program,
dubbed the ALMA Spectroscopic Survey in the HUDF
(ASPECS; Walter et al. 2016), pushed the constraints on
the CO LFs at high redshift towards the expected knee
of the CO LFs (Decarli et al. 2016a). By capitalizing on
the combination of the 3 mm and 1.2 mm data, and on
the unparalleled wealth of ancillary information avail-
able in the HUDF, Decarli et al. (2016b) were able to
measure CO excitation in some of the observed sources,
and to relate the CO emission to other properties of the
observed galaxies at various wavelengths. Furthermore,
the collapsed 1.2 mm data cube resulted in the deep-
est dust continuum image ever obtained at these wave-
lengths (σ=13µJy beam−1), which allowed us to resolve
∼ 80% of the cosmic infrared background (Aravena et
al. 2016a). The 1.2 mm data were also exploited to per-
form a systematic search for [C ii] emitters at z=6–8 (Ar-
avena et al. 2016b), as well as to constrain the IRX–β
relation at high redshift (Bouwens et al. 2016). Finally,
the ASPECS Pilot provided first direct measurements
of the impact of foreground CO lines on measurements
of the cosmic microwave background fluctuations, which
is critical for intensity mapping experiments (Carilli et
al. 2016).
The ASPECS Pilot program was limited by the small
area surveyed. Here we present results from the AS-
PECS Large Program (ASPECS LP). The project repli-
cates the survey strategy of the ASPECS Pilot, but on a
larger mosaic that covers most of the Hubble eXtremely
Deep Field (XDF), the region of the HUDF where the
deepest near-infrared data are available (Illingworth et
al. 2013; Koekemoer et al. 2013; see Fig. 1). Here we
present and focus on the ASPECS LP 3 mm data, which
have been collected in ALMA Cycle 4. We discuss the
survey strategy and observations, the data reduction,
the ancillary dataset, and we use the CO detections from
the 3 mm data to measure the CO LFs in various red-
shift bins, and to infer the cosmic gas density ρ(H2) as
a function of redshift. In Gonza´lez-Lo´pez et al. (2019)
(hereafter, GL19), we present our search for line and
continuum sources, and assess their reliability and com-
pleteness. Aravena et al. (2019) place the ASPECS LP
3 mm results in the context of the main sequence narra-
tive. Boogaard et al. (2019) capitalize on the sensitive
VLT/MUSE Integral Field Spectroscopy of the field, in
order to address how our CO detections relate with the
properties of the galaxies as inferred from rest-frame op-
tical/UV wavelengths. Finally, Popping et al. (2019)
compare the ASPECS LP 3 mm results to state-of-the-
art predictions from cosmological simulations and semi-
analytical models.
The structure of this paper is as follows: In Sec. 2, we
present the survey strategy, the observations, and the
data reduction. In Sec. 3 we summarize the ancillary
information available for the galaxies in this field. In
Sec. 4 we present the main results of this study, and in
Sec. 5 we discuss our findings and compare them with
similar works in the literature. Finally, in Sec. 6 we infer
our conclusions.
Throughout this paper we adopt a ΛCDM cosmolog-
ical model with H0 = 70 km s
−1 Mpc−1, Ωm = 0.3 and
ΩΛ = 0.7 (consistent with the measurements by the
Planck Collaboration 2015). Magnitudes are reported
in the AB photometric system. For consistency with the
majority of the literature on this field, in our analysis,
we adopt a Chabrier (2003) stellar initial mass function.
2. OBSERVATIONS AND DATA PROCESSING
2.1. Survey design and observations
The ASPECS LP survey consists of a 150 hr program
in ALMA Cycle 4 (Program ID: 2016.1.00324.L). AS-
PECS LP comprises two scans, at 3 mm and 1.2 mm.
The 3 mm survey presented here took 68 hr of telescope
time (including calibrations and overheads), and was ex-
ecuted between December 2–21, 2016 (ALMA Cycle 4).
These observations comprised 17 pointings covering
most of the XDF (Illingworth et al. 2013; Koekemoer
et al. 2013; see Fig. 1). The pointings were arranged
in a hexagonal pattern, distanced by 26.4′′ (the half–
width of the primary beam of ALMA 12m antennas at
the high–frequency end of ALMA band 3), thus ensur-
ing Nyquist sampling and spatially–homogeneous noise
in the mosaic. For reference, the central pointing is cen-
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Figure 1. Hubble RGB images (red: F105W filter, green: F770W filter, blue: F435W filter) of the Hubble Ultra Deep Field
(dark green contour). For comparison, we plot the coverage of the Hubble eXtremely Deep Field (XDF; Illingworth et al. 2013;
Koekemoer et al. 2013), in light green; the pointings of the MUSE UDF survey (Bacon et al. 2017), in blue; the deep MUSE
pointing (Bacon et al. 2017) in yellow. The 50% sensitivity contours of the ASPECS pilot (Walter et al. 2016) and of the
ASPECS LP 3 mm survey are shown in orange and red, respectively (see also Gonza´lez-Lo´pez et al. 2019). The area covered in
our study encompasses >7000 catalogued galaxies, with hundreds of spectroscopic redshifts, and photometry in >30 bands.
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Figure 2. Top: The observed frequency of various CO and
[C i] transitions covered in our 3 mm scan, as a function of
redshift. The shaded area marks the parameter space sam-
pled in our study. Bottom: Number of CO or [C i] transitions
observable in our 3 mm scan (exclusively based on frequency
coverage), as a function of redshift. The frequency range
encompassed in our study enables the detection of CO at
z ∼< 0.37, 1.0 ∼< z ∼< 1.7, and virtually at any z ∼> 2.00.
Additionally, our scan covers 2 or more transitions at most
redshifts above z ∼ 3.
tered at Right Ascension = 03:32:38.5 and Declination
= -27:47:00 (J2000.0). The total area covered at the
center of the frequency scan (≈ 99.5 GHz) with primary
beam attenuation < 0.5 is 4.6 arcmin2. The observing
strategy capitalized on the fast slew of the ALMA an-
tennas in order to fully cover the entire mosaic between
each phase calibrator observation. The survey was ex-
ecuted with the array in a relatively compact (C40-3)
configuration. Baselines ranged between 15 and 700 m.
The quasar J0334-4008 was observed as a flux, band-
pass, and pointing calibrator, while the quasar J0342-
3007 served as phase calibrator. The observations were
performed in 5 different frequency settings, covering the
frequency range 84–115 GHz. This enables the obser-
vation of one or more CO lines over a wide range of
redshifts (see Fig. 2). Lower and upper side bands of
the frequency settings partially overlap in the central
part of the frequency range (96–103 GHz), thus yielding
improved sensitivity at these frequencies (see also Fig. 3
in GL19).
2.2. Data reduction, calibration, and imaging
We processed the data using both the CASA pipeline
for ALMA data (v. 4.7.0; McMullin et al. 2007) and our
Figure 3. Depth and volume coverage of the molecular scans
performed so far: the PdBI scan (Decarli et al. 2014; Walter
et al. 2014), the COLDz survey (Pavesi et al. 2018; Riech-
ers et al. 2019), the ASPECS Pilot (Walter et al. 2016; De-
carli et al. 2016a), and the ASPECS LP 3mm (this work).
The H2 mass limits are computed at 5-σ in the case of line
widths of 200 km s−1, assuming the CO SLED by Daddi
et al. (2015) and a CO–to–H2 conversion factor αCO=3.6
M (K km s−1 pc2)−1. Limits from various CO transitions
are plotted. The complementarity of field coverage and depth
in these campaigns is apparent.
own procedures (see, e.g., Aravena et al. 2016a), which
follow the general scheme of the official ALMA pipeline.
Our independent inspection for data to be flagged al-
lowed us to improve the depth of our scan in one of the
frequency settings by up to 20%. In all the other fre-
quency settings, the final rms appears consistent with
the one computed from the cube provided by the ALMA
pipeline. As the cube created with our own procedures
is at least as good (in terms of low noise) as the one from
the pipeline, we will refer to the former in the remainder
of the analysis.
We imaged the 3 mm cube with natural weighting us-
ing the task tclean. The resulting synthesized beam is
≈ 1.75′′ × 1.49′′ (PA=91.5◦) at the center of the ob-
served frequency range. The lack of very bright sources
in our cubes allows us to perform our analysis on the
‘dirty’ cube, thus preserving the intrisic properties of the
noise. The resulting cube is used for the line search, and
in most of the following analysis. In addition, we image
the dataset after applying a u,v taper of 3′′ (using the
uvtaper parameter in tclean) cleaned to 2-σ. This yields
a reconstructed beam of ∼ 3.5′′. This latter cube is
used only to extract the spectra of the sources identified
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Table 1. CO transitions, redshift bins, cosmic volume,
and typical H2 mass limit [at 5-σ, assuming a line width
of 200 km s−1, CO excitation as in Daddi et al. 2015, and a
CO-to-H2 conversion factor αCO=3.6 M (K km s−1 pc2)−1]
in ASPECS LP 3 mm.
Line Redshift Volume limit MH2
[cMpc3] [1010 M]
(1) (2) (3) (4)
CO(1-0) 0.003− 0.369 338 0.11
CO(2-1) 1.006− 1.738 8198 0.68
CO(3-2) 2.008− 3.107 14931 1.8
CO(4-3) 3.011− 4.475 18242 2.7
in the search: thanks to the lower angular resolution,
the spectra extracted in this way encapsulate all the
emission of the sources, even in the case of sources that
are spatially–resolved in the naturally–weighted imag-
ing (see Aravena et al. 2019 for a discussion on the size
of the CO emission in ASPECS LP 3 mm).
We rebin the frequency dimension in channels of
7.813 MHz, i.e., 2× the native spectral resolution of the
observations. At 99.5 GHz, this corresponds to ∆v ≈
23.5 km s−1. We use ‘nearest’ interpolation scheme in or-
der to maintain the independence of the channels despite
the small frequency corrections due to the Earth rota-
tion and revolution during the execution of the observa-
tions. We reach a sensitivity of ∼ 0.2 mJy beam−1 per
7.813 MHz channel throughout the scanned frequency
range. For a line width of 200 km s−1, these limits cor-
respond to fiducial 5-σ CO line luminosity limits of
(1.4, 2.1, 2.3) × 109 K km s−1 pc2, for CO(2-1), CO(3-
2), and CO(4-3), respectively. Via the working assump-
tions discussed in section 4.3, we infer H2 mass limits
of 6.8 × 109 M, 1.8 × 1010 M, and 2.7 × 1010 M at
1.006 < z < 1.738, 2.008 < z < 3.107, and 3.011 < z <
4.475 respectively. Fig. 3 compares these molecular gas
mass limits and volume coverage reached in ASPECS
LP 3 mm with those of all the other molecular scans
performed so far. Tab. 1 lists the CO redshift coverage,
fiducial gas mass limits, and the volume of universe of
ASPECS LP 3 mm in various CO transitions.
3. ANCILLARY DATA
The HUDF is one of the best studied extragalac-
tic regions in the sky. Our observations thus benefit
from a wealth of ancillary data of unparalleled qual-
ity in terms of depth, angular resolution, wavelength
coverage, and richness of spectroscopic information.
When comparing with literature multi-wavelength cata-
logs, we apply a rigid astrometry offset (∆RA=+0.076′′,
∆Dec=−0.279′′; see Rujopakarn et al. 2016; Dunlop et
al. 2017) to available optical/NIR catalogs, in order to
account for the different astrometric solution between
the ALMA data and optical/NIR data.
The bulk of optical and NIR photometry comes from
the Hubble Space Telescope (HST) Cosmic Assembly
Near-infrared Deep Extragalactic Legacy Survey (CAN-
DELS; Grogin et al. 2011; Koekemoer et al. 2011).
These are based both on archival and new HST im-
ages obtained with the Advanced Camera for Surveys
(ACS) at optical wavelengths, and with the Wide Field
Camera 3 (WFC3) in the near-infrared. We refer to the
photometric compilation by Skelton et al. (2014), which
also includes ground–based optical and NIR photome-
try from Nonino et al. (2009), Hildebrandt et al. (2006),
Erben et al. (2005), Cardamone et al. (2010), Wuyts
et al. (2008), Retzlaff et al. (2010), Hsieh et al. (2012),
as well as Spitzer IRAC 3.6µm, 4.5µm, 5.8µm, and
8.0µm photometry from Dickinson et al. (2003), Elbaz
et al. (2011), and Ashby et al. (2013). We also include
the Spitzer MIPS 24µm photometric information from
Whitaker et al. (2014).
The main optical spectroscopy sample in the ASPECS
LP footprint comes from the MUSE Hubble Ultra Deep
Survey (Bacon et al. 2017), a mosaic of nine contiguous
fields observed with the Multi Unit Spectroscopic Ex-
plorer at the ESO Very Large Telescope. The surveyed
area encompasses the entire HUDF. MUSE provides in-
tegral field spectroscopy of a 1′×1′ square field over the
wavelength range 4750–9300 A˚. This yields emission–
line redshift coverage in the ranges z < 0.857, 0.274 <
z < 1.495, 1.488 < z < 3.872, 2.906 < z < 6.648
for [Oiii]
5000 A˚
, [Oii]
3727 A˚
, Ciii]
1909 A˚
, and Lyα, respec-
tively. The redshift catalog based on the MUSE Hub-
ble Ultra Deep Survey consists of > 1500 galaxies with
spectroscopic redshifts in the HUDF (Inami et al. 2017).
We also include any additional spectroscopic informa-
tion based on various studies at optical and NIR wave-
lengths, as compiled in Le Fe`vre et al. (2005), Coe et al.
(2006), Skelton et al. (2014), and Morris et al. (2015).
HST grism spectroscopy is also available in the HUDF.
These observations allow for integral field spectroscopy
with sub-arcsec angular resolution at relatively mod-
est (λ/∆λ ∼< 1000) spectral resolution. While optical
grism spectroscopy of the HUDF has been done (Xu
et al. 2007), we take particular advantage of the more
recent HST grism spectroscopy campaigns at NIR wave-
lengths, in particular the 3D-HST survey (Momcheva et
al. 2016). This complements the MUSE information,
providing spectroscopy of Hα, Hβ and other rest-frame
optical lines at z = 1 − 3, together with some addi-
tional redshift information in the “redshift desert” at
1.5 < z < 2.9 where MUSE is less efficient due to the
paucity of bright emission lines that are shifted into the
MUSE wavelength range at these redshifts.
We create a master catalog of galaxies in the HUDF
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by combining the Skelton et al. (2014) catalog with
the compilations by Le Fe`vre et al. (2005), Coe et al.
(2006), Xu et al. (2007), Rhoads et al. (2009), McLure
et al. (2013), Schenker et al. (2013), Bouwens et al.
(2014, 2015), Morris et al. (2015), Inami et al. (2017).
The catalogs are merged with a simple geometrical as-
sociation, with an angular threshold of 0.5′′ (1.0′′) for
the photometry (spectroscopy). This selection is also
cross-matched with the measurements of morphological
parameters (size, ellipticity, light concentration index)
from van der Wel et al. (2012). The whole catalog, ex-
tending over most of the GOODS–South footprint, con-
sists of > 63000 entries. In the 2.5′ × 2.1′ area of the
XDF, the catalog includes photometry in >30 broad and
medium bands for ∼ 7000 galaxies, 475 of which have a
spectroscopic redshift.
The photometric dataset is modeled with the high–
z extension of the Spectral Energy Distribution (SED)
fitting code MAGPHYS (da Cunha et al. 2008, 2015), in
order to infer physical parameters: stellar mass, sSFR
(and thus, SFR), dust extinction, IR luminosity, etc.
We use the available photometry between 0.37µm and
8.0 µm, as well as data from the available 1.2 mm imag-
ing of the field. These results are discussed in detail in
Boogaard et al. (2019).
4. ANALYSIS AND RESULTS
Our goal is to compute CO luminosity functions and
measurements of ρ(H2) based on the results from the
CO line search in the ASPECS LP 3 mm data. Our
workflow, sketched in Fig. 4, is articulated in four main
blocks: The search for line candidates in the cube, and
their characterization in terms of observed quantites
(e.g., line fluxes); the assessment of the reliability of
the line candidates and of the completeness of our line
search; the identification of the line candidates and the
measurement of a CO–based redshift; and the construc-
tion of high–level data products (e.g., luminosity func-
tions).
4.1. Line search
We extensively discuss the line search approach in
GL19, and summarize the main steps here for complete-
ness. The cube is searched for emission at any spa-
tial position and spectral coordinate, without any prior
based on data from other wavelengths, in order to min-
imize biases in our selection function. Among the com-
pilations presented in GL19, here we refer to the results
obtained with findclumps. This catalog of line candi-
dates consists of 613 entries at S/N>5.0, 70 at S/N>5.5,
21 at S/N>6.0, and 15 at S/N>6.5.
The fidelity or reliability of a line candidate gauges
the impact of false positive detections in our search.
The idea is to estimate the probability that a given line
Figure 4. A scheme of the workflow followed in this analysis.
Four broad areas are identified: The search of line candidates
and their characterization in terms of observed quantities (in
particular, the line flux), marked in blue; the redshift asso-
ciation, in green; the statistical analysis required to gauge
the impact of false positives and of the incompleteness of
our search, colored in red; and finally, the high–level data
products in purple.
candidate may be spurious (i.e., a noise feature). The
statistics of negative line candidates is used to model
the noise properties of the cube, as a function of the
S/N and the width of each line candidate1. The fidelity
is then defined as 1-P , where P is the probability of a
(positive) line candidate to be due to noise. We limit
our analysis to line candidates with fidelity >20%. We
discuss the impact of fidelity on our results in Section 5.
The completeness of our line search is estimated by
ingesting in the cube mock lines spanning a range of
values for various parameters (3D position in the cube,
flux, width), under the assumption that the lines are well
1 Since we adopt a matched–filter approach in the line search,
the line width affects the reliability of the line candidates in that
the narrower the filter kernel, the more independent resolution el-
ements are present in the cube. As a consequence, the probability
of finding a high–S/N noise peak increases.
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Figure 5. Comparison between the CO–based redshifts of
the line candidates in our search, and the redshifts available
in existing galaxy catalogs in the field. By construction, only
line candidates with a tentative counterpart are shown (141
line candidates). The panel on the right shows the collapsed
distribution in δz = (zcat−zCO)/(1+zCO). More than half of
the sources (79/141) lies within |δz| < 0.1 (dotted dark–red
lines). The largest deviations observed in spectroscopically–
confirmed redshifts are due to blends of overlapping galaxies
along the line of sight (see Boogaard et al. 2019).
described by Gaussian profiles. The line search is then
repeated, and the completeness is simply inferred as the
ratio between the number of retrieved and ingested mock
lines, as a function of all the input parameters. In the
construction of the CO LFs, we only consider line can-
didates with a parameter set yielding a completeness
>20%.
4.2. Line identification and redshifts
In order to convert the fluxes of the line candidates
into luminosities, we need to identify the observed lines:
In principle, the spectral range covered in our 3 mm scan
is broad enough to encompass multiple CO transitions
at specific redshifts, thus offering a robust direct con-
straint on the line identification. However, as shown
in Fig. 2, this happens only at relatively high redshifts
(z ∼> 3, if one considers both CO and [C i]). We there-
fore need to consider different approaches to pin down
the redshift of our line candidates. First, we search
for a counterpart at optical/NIR wavelengths. If suc-
cessful, we use the available redshift of the counterpart
to associate line candidates and CO transitions: if the
counterpart has a redshift zcat < 0.8, 0.8 < zcat < 1.9,
1.9 < z < 3.2, etc, we identify the line candidate as
CO(1-0), CO(2-1), CO(3-2), etc, respectively. The ma-
jority of the 21 line candidates with S/N>6 show very
good agreement (|δz| = |(zcat− zCO)/(1 + zCO)| ∼< 0.01)
between CO–based and catalog redshifts (see Fig. 5).
Other line candidates have a CO redshift roughly consis-
tent (|δz| < 0.3) with the catalog photometric redshifts.
Two galaxies detected at S/N>6 in CO have a spectro-
scopic catalog redshift that is inconsistent with the CO–
based redshift. Our detailed analysis of the MUSE data
confirms that these cases are examples of overlapping
galaxies at different redshifts; i.e., both the catalog val-
ues and the CO–based values are confirmed (Boogaard
et al. 2019). Fig. 5 shows the comparison between the
CO–based and catalog redshifts.
If the line candidates do not have a counterpart at
other wavelengths (about 25% of line candidates at
S/N>5), the line identification is performed through a
bootstrap, where the probability of a line candidate to
be CO(1-0), CO(2-1), CO(3-2), and CO(4-3) is propor-
tional to the volume of universe sampled in each of these
transitions with ASPECS LP at 3 mm. We do not con-
sider transitions at higher J values, since significant CO
excitation would have to be invoked in order to explain
bright high–J line emission. In Appendix B, we discuss
the impact of these assumptions on our results.
In the construction of CO luminosity functions, we
only use CO–based redshifts.
4.3. Line luminosities and corresponding H2 mass
The line fluxes are transformed into luminosities fol-
lowing Carilli & Walter (2013):
L′
K km s−1 pc2
=
3.257× 107
1 + z
Fline
Jy km s−1
( ν0
GHz
)−2( DL
Mpc
)2
(1)
where Fline is the integrated line flux, ν0 is the rest-frame
frequency of the line, and DL is the luminosity distance.
We then infer the corresponding CO(1-0) luminosities by
adopting the CO[J-(J-1)]–to–CO(1-0) luminosity ratios,
rJ1, from Daddi et al. (2015): L
′ [CO(1-0)] = L′/rJ1,
with rJ1 = {1.00, 0.76± 0.09, 0.42± 0.07, 0.31± 0.07},
for Jup={1, 2, 3, 4}. These values are based on VLA and
PdBI observations of multiple CO transitions in 4 main
sequence galaxies at z ≈ 1.5. These galaxies are less
extreme than the typical, high IR luminosity galaxies
studied in multiple CO transitions at z > 1, thus likely
more representative of the galaxies studied here. We
include a bootstrapped realization of the uncertainties
on rJ1 in the conversion. In Appendix B we discuss the
impact of the rJ1 assumptions on our results.
The cosmic microwave background at high redshift en-
hances the minimum temperature of the cold ISM, and
suppresses the observability of CO lines in galaxies be-
cause of the lower constrast against the background (for
extended discussions, see e.g., da Cunha et al. 2013; Tun-
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Figure 6. The ASPECS LP 3 mm luminosity functions of the observed CO transitions (light red / red shaded boxes, marking
the 1-/2-σ confidence intervals), compared with the results from the ASPECS Pilot (green boxes; Decarli et al. 2016a), the
PdBI HDF-N molecular scan (cyan boxes; Walter et al. 2014), the predicted CO luminosity functions based on the Herschel IR
luminosity functions (red lines; Vallini et al. 2016), and the predictions from semi-analytical models (green lines: Popping et al.
2016; blue lines: Lagos et al. 2012). The ASPECS LP 3 mm results confirm and expand on the results of the ASPECS Pilot
program. We get solid constraints on the CO LFs all the way to z ≈ 4 (see also Popping et al. 2019). The ASPECS LP 3 mm
results show an excess of bright CO emission compared with the predictions from models.
Figure 7. Same as Fig. 6, but for the corresponding CO(1-0) transition at various redshifts. The CO(1-0) observed LFs at
2 < z < 3 from COLDz (blue boxes; Riechers et al. 2019); and the local CO(1-0) LFs (orange diamonds: Boselli et al. 2014;
brown circles: Keres et al. 2003; solid grey line: Saintonge et al. 2017. The local constraints are repeated in grey in all the panels
for reference). We find strong evidence of an evolution in the CO(1-0) LFs with redshift, with the knee of the CO luminosity
function shifting by > 1 dex towards bright emission between z ≈ 0 and z > 1.
nard & Greve 2016). The net effect is that the observed
CO emission is only a fraction of the intrinsic one, with
the suppression being larger for lower J transitions and
at higher redshifts. This correction is however typically
small at z = 1− 3, and often neglected in the literature
(e.g., Tacconi et al. 2018). Indeed, for Tkin ≈ Tdust, and
following the Tdust evolution in Magnelli et al. (2014),
we find Tkin > 30 K at z > 1, thus yielding CO flux cor-
rections of ∼< 15% up to z=4.5. Because of its minimal
impact, the associated uncertainties, and for consistency
with the literature, we do not correct our measurements
for the cosmic microwave background impact.
The resulting CO(1-0) luminosities are converted into
molecular gas masses, MH2, via the assumption of a CO–
to–H2 conversion factor, αCO:
MH2 =
αCO
rJ1
L′ (2)
A widespread assumption in the literature on “normal”
high–redshift galaxies (e.g., Daddi et al. 2010a; Magnelli
et al. 2012; Carilli & Walter 2013; Tacconi et al. 2013,
2018; Genzel et al. 2015; Riechers et al. 2019) is a value
of αCO ≈ 4 M (K km s−1 pc2)−1, consistent with the
Galactic value (see, e.g., Bolatto et al. 2013), once the
Helium contribution (∼ 36%) is removed. Here we adopt
αCO = 3.6 M (K km s−1 pc2)−1 (Daddi et al. 2010a). A
different, yet constant choise of αCO would result in a
linear scaling of our results involving MH2 and ρ(H2).
This is further discussed in Sec. 5.
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4.4. CO luminosity functions
The CO luminosity functions are constructed in a sim-
ilar way as in Decarli et al. (2016a) via a Monte Carlo
approach that allows us to simultaneously account for all
the uncertainties in the line flux estimates, in the line
identification, in the conversion factors, as well as for the
fidelity of the line candidates. For each line candidate,
we compute the corresponding values of completeness
and fidelity, based on the observed line properties (S/N,
line width, flux, etc). If the line has been confirmed by,
e.g., a counterpart with a matching spectroscopic red-
shift, we assume that the fidelity is 1. In all the other
cases, we conservatively treat our fidelity estimates as
upper limits, and adopt a random value of fidelity that
is uniformly distributed between 0 and such upper limit
(see GL19; Pavesi et al. 2018; Riechers et al. 2019). We
extract a random number for each entry; line candidates
are kept in our analysis only if the random value is be-
low the fidelity threshold (so that, the lower the fidelity,
the lower the chances that the line candidate is kept in
our analysis). Typically, 20–40 line candidates survive
this selection in each realization.
We split the list of line candidates by CO transi-
tions and in 0.5 dex wide bins of luminosity. In each
bin, we compute the Poissonian uncertainties. We then
scale up each entry by the inverse of the completeness.
The completeness–corrected entry counts in each bin are
then divided by the comoving volume covered in each
transition. This is computed by counting the area with
sensitivity >50% of the peak sensitivity obtained at the
center of the mosaic in each channel.
The CO luminosity functions are created 1000 times
(both for the observed CO transitions, and for the cor-
responding J=1→0 ground transition), each time with
a different realization of all the parameters that are left
uncertain (the fidelity and its error bars, the identifica-
tion of lines without counterparts, the rJ1 ratio, etc).
The analysis is then repeated five times after a shift of
0.1 dex of the luminosity bins, which allows us to re-
move the dependence of the reconstructed CO luminos-
ity functions from the bin definition. The final CO lu-
minosity functions are the averages of all the CO LF
realizations. The CO and CO(1-0) LFs are listed in Ta-
bles A1 and A2 and plotted in Fig. 6 and 7.
The H2 mass functions in our analysis are simply
obtained by scaling the CO(1-0) LFs by the (fixed)
αCO factor. We then sum the CO–based completeness–
corrected H2 masses of each line candidate passing the
fidelity threshold in bins of redshift, and we divide by
the comoving volume in order to derive the cosmic gas
molecular mass density, ρ(H2). By construction, we do
not extrapolate towards low CO luminosities / low H2
masses. However, in the following we will show that ac-
counting for the faint end would only very marginally
affect our results.
4.5. Analytical fits to the CO LFs
We fit the observed CO luminosity functions with a
Schechter function (Schechter 1976), in the logarithmic
form used in Riechers et al. (2019):
log Φ(L′) = log Φ∗ + α log
(
L′
L′∗
)
1
ln 10
L′
L′∗
+ log(ln(10))
(3)
where Φ(L′) d(logL′) is the number of galaxies per co-
moving volume with a CO line luminosity between log L′
and log L′+d(logL′); Φ∗ is the scale number of galaxies
per unit volume; L′∗ is the scale line luminosity which
sets the knee of the luminosity function; α is the slope
of the faint end. We fit the observed CO LFs in the
three redshift bins at z > 1 considered in this study; the
z < 0.37 bin is ignored because of the modest luminosity
range and sample size in our study. The LFs presented
in this work are created in bins of 0.5 dex spaced by
0.1 dex, i.e., consecutive bins are not independent. In
order to account for this, and to minimize the impact
of our bin assumptions, we first fit the LFs using all
the available bins, then we repeat the fits on the five
independent contiguous subsets of the luminosity bins.
The slope of the faint end of the LF, α, is very sen-
sitive to the corrections we apply for fidelity and com-
pleteness (see previous section). We therefore opt to
conservatively use a fiducial fixed value of α=–0.2 in
our analysis. This is consistent with findings at z ≈ 0
(Saintonge et al. 2017, once we take into account the dif-
ferent definition of α), as well as with the typical slope
of the stellar mass function of field galaxies at various
redshifts (e.g., Ilbert et al. 2013). As for the other two
parameters, we assume broad (σ=0.5 dex) log normal
distributions as priors in Φ∗ and L′∗, centered around
10−3 Mpc−3 dex−1, and 109.5 K km s−1 pc2, respectively.
The best fit value and the 1-σ confidence levels of the
fitted parameters are derived from the 50%, 14%, and
86% quartiles of the marginalized posterior distributions
of each parameter. They are listed in Table 2. Fig. 8
compares the observed CO LFs with the fitted Schechter
functions.
The fitted parameters do not show strong dependency
on the choice of binning, with the results being typically
consistent within 1-σ uncertainties. We find an indica-
tion of a higher L′∗ at z=1–3 (log L
′
∗ [K km s
−1 pc2]
≈ 10.4) compared to the z > 3 bin, and most impor-
tantly, with the local universe (log L′∗ [K km s
−1 pc2] ≈
9.9, although with a different definition of the Schechter
function; Saintonge et al. 2017).
The luminosity–weighted integral of the fitted LFs
suggests that the ASPECS LP 3 mm data recover 83%,
91%, and 71% of the total CO luminosity at 〈z〉 = 1.43,
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Table 2. Results of the Schechter fits of the observed CO
LFs, assuming a fixed α = −0.2.
Line log Φ∗ log L′∗
[Mpc−3 dex−1] [K km s−1 pc2]
(1) (2) (3)
All L′ bins
CO(2-1) −2.79+0.09−0.09 10.09+0.10−0.09
CO(3-2) −3.83+0.13−0.12 10.60+0.20−0.15
CO(4-3) −3.43+0.19−0.22 9.98+0.22−0.14
Independent L′ bins
CO(2-1) −2.93+0.11−0.12 10.23+0.16−0.11
CO(2-1) −2.90+0.16−0.14 10.22+0.24−0.22
CO(2-1) −2.77+0.21−0.20 10.12+0.35−0.25
CO(2-1) −2.86+0.15−0.14 10.17+0.17−0.17
CO(2-1) −3.14+0.19−0.19 10.32+0.26−0.18
CO(3-2) −3.65+0.25−0.23 10.49+0.26−0.22
CO(3-2) −3.85+0.21−0.20 10.59+0.23−0.20
CO(3-2) −3.63+0.17−0.17 10.36+0.25−0.21
CO(3-2) −3.55+0.28−0.26 10.22+0.19−0.21
CO(3-2) −3.50+0.22−0.21 10.24+0.21−0.15
CO(4-3) −3.53+0.36−0.28 10.01+0.26−0.21
CO(4-3) −3.55+0.23−0.26 10.10+0.18−0.16
CO(4-3) −3.53+0.18−0.19 10.08+0.20−0.15
CO(4-3) −3.38+0.26−0.28 9.98+0.36−0.20
CO(4-3) −3.59+0.25−0.23 10.21+0.40−0.25
2.61, and at 3.80. In addition, if we adopt the best fit
by Saintonge et al. (2017) for the lowest redshift bin,
ASPECS LP 3 mm recovers 59% of the total CO(1-0)
luminosity in the local universe, although this last mea-
sure is strongly affected by cosmic variance due to the
small volume probed by ASPECS LP 3 mm.
5. DISCUSSION
Figs. 6 and 7 show that ASPECS LP 3 mm sampled a
factor∼ 20 in CO luminosity at z = 1−4 (see also Tables
A1 and A2). We find evidence of an evolution in the CO
LFs [and in the corresponding CO(1-0) LFs] as a func-
tion of redshift, compared to the local universe (Keres et
al. 2003; Boselli et al. 2014; Saintonge et al. 2017), sug-
gesting that the characteristic CO luminosity of galaxies
at z=1–4 is an order of magnitude higher than in the lo-
cal universe, once we account for CO excitation. This is
in line with the findings from other studies, e.g., other
molecular scans (Walter et al. 2014; Decarli et al. 2016a;
Riechers et al. 2019); targeted CO observations on large
samples of galaxies (e.g., Genzel et al. 2015; Aravena et
al. 2016c; Tacconi et al. 2018); and similar works based
on dust continuum observations (e.g., Magnelli et al.
2013; Gruppioni et al. 2013; Scoville et al. 2017). The
CO LFs show an excess at the bright end compared with
the predictions by semi–analytical models (Lagos et al.
2011; Popping et al. 2014), and more compatible with
empirical predictions (Sargent et al. 2014; Vallini et al.
2016). Fig. 9 demonstrates that a prominent evolution
in ρ(H2) occurred between z ≈ 4 and nowadays, with
the molecular gas content in galaxies slowly rising since
early cosmic epochs, peaking around z=1–3, and drop-
ping by a factor 6.5+1.8−1.4 down to the present age (see also
Table A3). The values of ρ(H2) used here only refer to
the actual line candidates, i.e., we do not attempt to ex-
trapolate towards undetected faint end of the LFs. How-
ever, as discussed in Sec. 4.5, our observations recover
close to 90% of the total CO luminosity at z = 1.0–3.1
(under the assumption of a slope of α=–0.2 for the faint
end), i.e., the derived ρ(H2) values would shift upwards
by small factors (∼ 10− 20%). In Appendix B, we test
the robustness of the CO LFs and ρ(H2) evolution with
redshift against some of the working assumptions in our
analysis. A different choice of αCO would linearly affect
our results on ρ(H2). In particular, by adopting αCO ≈ 2
M (K km s−1 pc2)−1, as the comparison between dust–
based and CO–based gas masses suggests (Aravena et
al. 2019), we would infer a milder evolution of ρ(H2) at
z > 1 and the local measurements.
In the following, we discuss our results in the context
of previous studies.
5.1. CO Luminosity functions
Compared to any previous molecular scan at mm
wavelengths (Walter et al. 2014; Decarli et al. 2016a;
Riechers et al. 2019), ASPECS LP 3 mm provides supe-
rior sample statistics, which enables the more detailed
analysis described in this series of papers. As shown
in Fig. 3, ASPECS LP 3 mm complements very well
COLDz in that it samples a smaller volume but reaching
a deeper sensitivity. The large volumes sampled by AS-
PECS LP 3 mm and COLDz, and the different targeted
fields, mitigate the impact of cosmic variance. Overall,
the CO LFs observed from the ASPECS LP 3 mm data
appear in good agreement with the constraints from the
first molecular scan observations (see Fig. 6).
Fig. 6 compares our observed CO LFs with the LF
predictions by the semi-analytical models presented in
Lagos et al. (2011) and Popping et al. (2014). Semi-
analytical models tend to underpredict the bright end
of the CO luminosity functions at z > 1, with a larger
discrepancy for the Lagos et al. (2011) models at z > 2.
The tension increases if we compare our inferred CO(1-
0) LFs with the predictions from models (Fig. 7). This
hints at an intrinsic difference on how widespread large
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Figure 8. Observed CO LFs (red boxes) and their analytical Schechter fits (lines). The best fit obtained by using all the bins
is shown with a solid thick line, while the fits obtained via independent subsets of the data are shown in dotted lines. The use
of different bins only marginally affects the fits. We find evidence of an increased value of the characteristic luminosity, L′∗, at
z ∼ 2.5. The panels also show predictions from the semi-analytical models by Lagos et al. (2011) and Popping et al. (2014)
(blue and green solid lines, respectively).
Figure 9. The redshift evolution of the cosmic molecular gas density, ρ(H2), as constrained by ASPECS LP 3 mm (red shaded
regions) and by other molecular scans: the PdBI scan (Walter et al. 2014), the COLDz survey (Riechers et al. 2019), and the
ASPECS Pilot (Decarli et al. 2016a) (shown in cyan, blue, and green boxes respectively), compared with the local measure by
Saintonge et al. (2017) (grey circle). The grading in the ASPECS LP boxes highlight the 1-, and 2-σ confidence levels. The
ASPECS LP 3 mm constraint on ρ(H2) at z < 0.3 is below the estimates from local studies, likely due the small L
′
CO range
sampled in ASPECS LP 3 mm, and the higher impact of cosmic variance due to the small volume we probed. Our new data
show that the molecular gas content slowly increases from early cosmic epochs up to z ∼ 1.5, then dropped by a factor ∼ 6
to the present day. This is fully consistent with the constraints derived from other molecular scans, irrespective of the region
of the sky they surveyed. The evolution appears more pronounced than what most semi-analytical models predict (see, e.g.,
Lagos et al. 2011, Popping et al. 2014, and the discussion in Popping et al. 2019). The observed evolution in ρ(H2) seems to
closely match the evolution in ρSFR (Madau & Dickinson 2014), thus suggesting that the gas content is the main driver of the
star formation history.
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molecular gas reservoirs in high–redshift galaxies are as
predicted by models, with respect to that suggested by
our observations; the tension is somewhat reduced by
the different treatment of the CO excitation (see Ap-
pendix B).
The CO(1-0) LF inferred in our study at 2.0 < z < 3.1
is in excellent agreement with the one derived from the
COLDz survey (Riechers et al. 2019) (see Fig. 7). Be-
cause of the different parameter space, the COLDz data
show larger uncertainties in the faint end, but provide
a better constraint on the bright end compared to AS-
PECS LP 3 mm. The good match between these two
independent observations might be considered as sup-
porting evidence that the impact of cosmic variance is
relatively modest (the targeted fields are completely in-
dependent); and that our assumption on the CO exci-
tation, used to transform CO(3-2) into its correspond-
ing CO(1-0), works reasonably well. Interestingly, the
CO(1-0) LFs from ASPECS LP 3 mm and COLDz de-
rived at z ∼ 2.5 are in good agreement with the empiri-
cal predictions by Vallini et al. (2016), based on the Her-
schel IR luminosity functions (Gruppioni et al. 2013).
It is also interesting to compare the inferred CO(1-
0) LFs with the ones measured in the local universe by
Keres et al. (2003), Boselli et al. (2014), and Saintonge
et al. (2017). The local measurements differ from each
other by up to a factor ∼ 2. Nevertheless, the ASPECS
LP 3 mm data show a very clear evolution in the CO(1-0)
LFs, with a shift upward of the knee of the luminosity
functions by an order of magnitude, or an excess by
several orders of magnitudes in the number density of
bright (L′ > 1010 K km s−1 pc2) CO(1-0) emitters at z >
1 compared to the local universe.
5.2. ρ(H2) vs redshift
Fig. 9 compares the observed evolution of ρ(H2) as a
function of redshift from the available molecular scan
efforts. The ASPECS LP 3 mm data confirm the re-
sults from the PdBI scan in the HDF-N (Walter et al.
2014) and from the ASPECS Pilot (Decarli et al. 2016a),
but with much tighter constraints thanks to the supe-
rior statistics. The cosmic density of molecular gas in
galaxies appears to increase by a factor 6.5+1.8−1.4 from
the local universe [ρ(H2)≈1.1×107 MMpc−3; Keres et
al. 2003, Boselli et al. 2014, Saintonge et al. 2017] to
z ∼ 1 [ρ(H2)≈7.1×107 Mpc−3]2, then follows a relatively
flat evolution or possibly a mild decline towards higher
redshifts. This is in excellent agreement with the con-
2 The ASPECS LP 3 mm constraint on ρ(H2) at z < 0.3 is
below the estimates from local studies; this is likely due to the
fact that we only sampled a small luminosity range in L′CO in this
redshift bin, in a tiny cosmic volume; furthermore, the HUDF was
originally chosen to be relatively underdense of nearby galaxies.
straints on ρ(H2) from COLDz (Riechers et al. 2019)
at 2.0 < z < 2.8, and with the empirical predictions
derived by Sargent et al. (2014) based on the “2–star
formation mode” framework, where the distributions of
various galaxy properities (gas fraction, star formation
efficiency, metallicity, etc) are inferred based on empiri-
cal relations, with a key role due to the offset of galaxies
with respect to the “main sequence”. This analysis re-
sults in a similar evolution of ρ(H2) with redshift as the
one found in ASPECS LP 3 mm.
The observed evolution in ρ(H2) is also in qualitative
agreement with other observational studies. E.g., most
studies searching for CO emission in targeted observa-
tions of main sequence galaxies find that z=1–3 galaxies
typically have 5–10 times more gas than galaxies of sim-
ilar stellar mass in the local universe (see, e.g., Genzel
et al. 2015; Schinnerer et al. 2016; Tacconi et al. 2018).
This is in line with the ASPECS LP 3 mm results, which
point to a larger molecular gas content in typical galax-
ies at z > 1 (see also Aravena et al. 2019). A similar
trend is also reported by studies tackling the problem us-
ing dust as a probe of the gas content in high–z galax-
ies (e.g. Magnelli et al. 2013; Gruppioni et al. 2013).
E.g., Scoville et al. (2017) put indirect constraints on
ρ(H2) at various redshifts using dust continuum mea-
surements of Herschel–selected galaxies, and scaling by
an internally–calibrated dust–to–gas ratio. The evolu-
tion of ρ(H2) that Scoville et al. (2017) infer is quali-
tatively similar, although somewhat shallower than the
one observed in ASPECS LP 3 mm, spanning only a fac-
tor ∼ 2.5 in ρ(H2) compared to a factor ∼ 6.0 found in
ASPECS LP 3 mm.
6. CONCLUSIONS
We presented the ASPECS LP 3 mm survey, an
ALMA molecular scan encompassing most of the Hubble
XDF over a large fraction of the 3 mm transparent band
of the atmosphere. We exploited our data to search
for massive molecular gas reservoirs (as traced by CO
emission) in galaxies throughout ∼ 90% of cosmic his-
tory, with no prior on counterparts at other wavelengths.
We detected 70 line candidates with S/N>5.5, >75% of
which with a photometric counterpart at optical/NIR
wavelengths. This search allowed us to put stringent
constraints on the CO luminosity functions in various
redshift bins, as well as to infer the cosmic density of
molecular gas in galaxies, ρ(H2). We found that:
i- The CO luminosity functions undergo significant
evolution compared to the local universe. High
redshift galaxies appear brighter in CO than galax-
ies in the local universe. In particular, at z=1–3,
the characteristic CO(2-1) and CO(3-2) luminos-
ity is > 3× higher than the characteristic CO(1-
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0) luminosity observed in the local universe. The
evolution is even stronger if we account for CO
excitation. Analytical fits of our results suggests
that we recovered the majority (up to 90%, de-
pending on assumptions on the faint end) of the
total CO luminosity at z=1.0–3.1.
ii- Similarly, ρ(H2) shows a clear evolution with cos-
mic time: It slowly increased since early cosmic
epochs, reached a peak around z=1–3, and then
decreased by a factor 6.5+1.8−1.4 to the present day.
This factor changes if αCO is allowed to evolve
with redshift. In particular, the factor would be
∼3 if we adopt αCO=2 M (K km s−1 pc2)−1 for
galaxies at z > 1.
iii- Our results are in agreement with those of other
molecular scans which targeted different regions of
the sky and sampled different parts of the param-
eter space (in terms of depth, volume, transitions,
etc). Similarly, we generally confirm empirical pre-
dictions based on dust continuum observations and
SED modeling.
iv- Our results are in tension with predictions by semi-
analytical models, which struggle to reproduce the
bright end of the observed CO LFs. The discrep-
ancy might be mitigated with different assump-
tions on the CO excitation and αCO. Popping et
al. (2019) quantitatively address the comparison
between models and the ASPECS LP 3 mm obser-
vations and the underlying assumptions of both.
v- Our results hold valid if we restrict our analysis
to the subset of galaxies with counterparts at red-
shifts that strictly match those inferred from our
CO observations. The results are qualitatively ro-
bust against different assumptions concerning the
CO excitation.
The observed evolution of ρ(H2) is in quantitative
agreement with the evolution of the cosmic star forma-
tion rate density (ρSFR; see, e.g., Madau & Dickinson
2014), which also shows a mild increase up to z=1–3,
followed by a drop by a factor ≈8 down to present day.
Given that the star formation rate can be expressed as
the product of the star formation efficiency (= star for-
mation per unit gas mass) and the gas content mass, the
similar evolution of ρ(H2) and ρSFR leaves little room
for a significant evolution of the star formation efficiency
throughout 85% of cosmic history (z ≈ 3), at least when
averaged over the entire galaxy population. The history
of cosmic star formation appears dominated by the evo-
lution in the molecular gas content of galaxies.
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APPENDIX
A. MEASURED CO LUMINOSITY FUNCTIONS
For the sake of reproducibility of our results, Table A1 reports the measured CO LFs in ASPECS LP 3 mm. Similarly,
Table A2 provides the inferred CO(1-0) LFs from this study. Table A3 lists the estimated values of ρ(H2) in various
redshift bins and under different working hypothesis (see Appendix B). Finally, Table A4 lists the entries of the line
candidates used in the construction of the LFs.
B. ROBUSTNESS OF THE CO LUMINOSITY FUNCTIONS
Here we test the robustness of the CO LFs constraints from ASPECS LP 3 mm by creating different realizations
of the CO LFs after altering some of the assumptions discussed in the previous section, in particular concerning the
fidelity of line candidates, and the CO excitation. The results of these tests are displayed in Figs. B1 and B2.
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Table A1. Luminosity functions of the observed CO transitions. (1, 5) Luminosity bin center; each bin is 0.5 dex wide. (2-4,
6-8) CO luminosity functions, reported as the minimum and maximum values of the confidence levels at 1, 2, and 3-σ.
log L′ log Φ, 1-σ log Φ, 2-σ log L′ log Φ, 1-σ log Φ, 2-σ
[K km s−1 pc2] [dex−1 cMpc−3] [dex−1 cMpc−3] [K km s−1 pc2] [dex−1 cMpc−3] [dex−1 cMpc−3]
(1) (2) (3) (4) (5) (6)
CO(1-0) CO(2-1)
8.0 -2.86 -1.72 -3.48 -1.48 9.4 -2.63 -2.37 -2.75 -2.27
8.1 -2.86 -1.72 -3.48 -1.48 9.5 -2.54 -2.31 -2.66 -2.22
8.2 -2.64 -1.65 -3.17 -1.43 9.6 -2.58 -2.33 -2.69 -2.24
8.3 -3.88 -1.79 -4.75 -1.51 9.7 -2.55 -2.31 -2.67 -2.22
8.4 -3.88 -1.79 -4.75 -1.51 9.8 -2.69 -2.41 -2.83 -2.30
8.5 -3.16 -1.81 -3.79 -1.55 9.9 -3.01 -2.61 -3.21 -2.47
8.6 -3.15 -1.81 -3.78 -1.55 10.0 -3.40 -2.81 -3.72 -2.64
8.7 -3.65 -1.91 -4.23 -1.61 10.1 -3.27 -2.75 -3.56 -2.59
8.8 -3.65 -1.91 -4.23 -1.61 10.2 -3.70 -2.93 -4.16 -2.73
8.9 -3.65 -1.91 -4.23 -1.61 10.3 -3.76 -2.95 -4.25 -2.75
9.0 -5.52 -1.97 -6.39 -1.65 10.4 -3.76 -2.95 -4.25 -2.75
10.5 -3.76 -2.95 -4.25 -2.75
CO(3-2) CO(4-3)
9.6 -3.95 -3.21 -4.31 -3.01 9.6 -3.56 -3.09 -3.78 -2.93
9.7 -4.03 -3.24 -4.41 -3.03 9.7 -3.51 -3.06 -3.72 -2.91
9.8 -3.82 -3.14 -4.16 -2.96 9.8 -3.46 -3.04 -3.65 -2.89
9.9 -3.82 -3.14 -4.16 -2.96 9.9 -3.68 -3.15 -3.91 -2.99
10.0 -3.82 -3.14 -4.16 -2.96 10.0 -4.04 -3.34 -4.26 -3.13
10.1 -4.51 -3.34 -5.20 -3.11 10.1 -4.04 -3.34 -4.26 -3.13
10.2 -3.74 -3.10 -4.10 -2.92 10.2 -4.17 -3.40 -4.35 -3.18
10.3 -4.02 -3.21 -4.51 -3.01 10.3 -5.19 -3.59 -6.06 -3.31
10.4 -4.02 -3.21 -4.51 -3.01
B.1. Impact of uncertain redshifts / sources with no counterparts
First, we compare our CO LFs and the constraints on the ρ(H2) evolution with redshift against the ones we infer,
if we only subselect the galaxies for which a catalog redshift is available, and is consistent with the CO–based redshift
within |δz| < 0.1 (see Fig. 5). This automatically removes all the line candidates from the line search that lack a
counterpart at other wavelengths, as well as potential misassociations with foreground/background galaxies.
The inferred CO luminosity functions are practically unaltered at their bright end. Small deviations are reported at
the faint end, likely due to a combination of two reasons: 1) At the faint end, the impact of false positive candidates is
larger. These spurious candidates by definition have counterparts only due to chance alignment, and it is unlikely that
such counterparts have matching redshifts. 2) For reasonable ranges of the gas fraction MH2/M∗, fainter CO lines are
typically associated with fainter stellar emission; these optical/NIR–faint galaxies might have relatively large redshift
uncertainties, and might get scattered out of the |δz| < 0.1 selection.
The direct consequence of these discrepancies is that ρ(H2) estimated only using sources with redshift–matching
counterparts shows a faster decline at increasing redshifts at z > 3, compared to our reference estimate, although the
two estimates are well within 1-σ uncertainties in both the CO LFs and ρ(H2) at any redshift. We thus conclude that
our results, and in particular the steep evolution in ρ(H2) from present day to z ∼> 1, are not significantly affected by
our treatment of sources without clear counterparts or with ambiguous redshift associations.
B.2. Impact of CO excitation
We then examine the impact of the CO excitation assumptions on our estimates of the CO(1-0) LFs and on ρ(H2)
(the CO LFs of the observed transitions are naturally unaffected by this assumption). We do so by repeating our
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Table A2. Inferred CO(1-0) luminosity functions in various redshift bins. (1, 4) Luminosity bin center; each bin is 0.5 dex
wide. (2-3, 5-6) CO luminosity functions, reported as the minimum and maximum values of the confidence levels at 1- and 2-σ.
log L′ log Φ, 1-σ log Φ, 2-σ log L′ log Φ, 1-σ log Φ, 2-σ
[K km s−1 pc2] [dex−1 cMpc−3] [dex−1 cMpc−3] [K km s−1 pc2] [dex−1 cMpc−3] [dex−1 cMpc−3]
(1) (2) (3) (4) (5) (6)
0.003 < z < 0.369 1.006 < z < 1.738
8.0 -2.86 -1.72 -3.48 -1.48 9.5 -2.66 -2.40 -2.79 -2.30
8.1 -2.86 -1.72 -3.48 -1.48 9.6 -2.56 -2.32 -2.68 -2.23
8.2 -2.64 -1.65 -3.17 -1.43 9.7 -2.57 -2.33 -2.69 -2.23
8.3 -3.88 -1.79 -4.75 -1.51 9.8 -2.60 -2.35 -2.72 -2.25
8.4 -3.88 -1.79 -4.75 -1.51 9.9 -2.71 -2.42 -2.85 -2.32
8.5 -3.16 -1.81 -3.79 -1.55 10.0 -2.94 -2.57 -3.12 -2.44
8.6 -3.15 -1.81 -3.78 -1.55 10.1 -3.20 -2.72 -3.46 -2.56
8.7 -3.65 -1.91 -4.23 -1.61 10.2 -3.31 -2.77 -3.60 -2.61
8.8 -3.65 -1.91 -4.23 -1.61 10.3 -3.42 -2.82 -3.75 -2.65
8.9 -3.65 -1.91 -4.23 -1.61 10.4 -3.55 -2.88 -3.94 -2.69
9.0 -5.52 -1.97 -6.39 -1.65 10.5 -3.74 -2.94 -4.22 -2.74
10.6 -3.91 -3.01 -4.43 -2.79
10.7 -4.44 -3.20 -5.00 -2.93
10.8 -5.71 -3.34 -6.54 -3.03
10.9 -6.78 -3.35 -7.65 -3.04
2.008 < z < 3.107 3.011 < z < 4.475
10.0 -3.99 -3.23 -4.36 -3.02 10.1 -3.58 -3.10 -3.79 -2.94
10.1 -3.97 -3.22 -4.33 -3.02 10.2 -3.52 -3.07 -3.73 -2.92
10.2 -3.96 -3.21 -4.32 -3.01 10.3 -3.55 -3.08 -3.76 -2.93
10.3 -3.90 -3.18 -4.26 -2.99 10.4 -3.63 -3.13 -3.85 -2.97
10.4 -4.07 -3.24 -4.50 -3.03 10.5 -3.80 -3.22 -4.03 -3.04
10.5 -4.29 -3.30 -4.81 -3.08 10.6 -4.01 -3.33 -4.23 -3.12
10.6 -4.15 -3.26 -4.65 -3.05 10.7 -4.27 -3.43 -4.49 -3.20
10.7 -4.01 -3.21 -4.46 -3.01 10.8 -4.63 -3.54 -4.85 -3.28
10.8 -3.96 -3.19 -4.40 -3.00 10.9 -5.24 -3.64 -5.50 -3.35
10.9 -4.01 -3.20 -4.48 -3.01 11.0 -5.86 -3.69 -6.11 -3.38
analysis after assuming two extreme cases: a high excitation case corresponding to thermalized CO up to Jup=4, and
a low excitation scenario where the CO emission is modeled based on the Milky Way disk (see, e.g., Weiß et al. 2007;
Carilli & Walter 2013). A higher (lower) excitation implies fainter (brighter) L′CO(1−0) for a given line observed in a
Jup > 1 transition, and therefore lower (higher) values of MH2. For reference, our fiducial assumption based on Daddi
et al. (2015) lies roughly half the way between these two extreme cases for the transitions of interest here.
We find that a thermalized CO scenario would mitigate, but not completely solve, the friction between the ASPECS
LP 3 mm CO LFs and the predictions by semi–analytical models. This is further explored in Popping et al. (2019).
A low–excitation scenario, on the other hand, would exacerbate the tension. Evidence of a strong evolution in ρ(H2)
between the local universe and z > 1 is confirmed irrespective of the assumptions on the CO excitation, but for a
low–excitation scenario, ρ(H2) appears nearly constant at any z > 1, while it would drop rapidly at increasing redshifts,
if a thermalized CO excitation is assumed.
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Table A4. Example of the line candidates entrying one of the realizations of the CO LFs. (1–2) Sky coordinates of the line
candidate; (3) adopted CO–based redshift; (4) signal–to–noise; (5) completeness (see GL19); (6) does the line candidate have
a counterpart at optical/NIR wavelengths with matching redshift (see text)? (7) fidelity the line candidate (see GL19); (8)
inferred line luminosity; (9) rotational quantum number of the upper energy level of the transition.
RA Dec zCO S/N Compl. c/p? fid. L
′ Jup
[deg] [deg] [K km s−1 pc2]
(1) (2) (3) (4) (5) (6) (7) (8) (9)
53.16063 -27.77626 2.5436 36.18 1.00 Y 1.00 2.69× 1010 3
53.17664 -27.78551 1.3168 17.50 1.00 Y 1.00 8.77× 109 2
53.17086 -27.77545 2.4534 15.25 1.00 Y 1.00 1.02× 1010 3
53.14350 -27.78324 1.4144 14.74 1.00 Y 1.00 1.78× 1010 2
53.16569 -27.76991 1.5502 13.98 1.00 Y 1.00 1.82× 1010 2
53.16616 -27.78754 1.0952 11.98 1.00 Y 1.00 6.17× 109 2
53.18138 -27.77756 2.6956 9.95 1.00 Y 1.00 2.71× 1010 3
53.14822 -27.77389 1.3822 9.15 1.00 N 1.00 3.17× 109 2
53.17908 -27.78062 1.0365 8.74 1.00 Y 1.00 7.85× 109 2
53.15085 -27.77440 1.3827 7.44 1.00 N 1.00 3.64× 109 2
53.16583 -27.78157 1.0964 7.31 1.00 Y 1.00 1.97× 109 2
53.14817 -27.78451 3.6013 7.12 0.96 Y 1.00 5.59× 109 4
53.14523 -27.77801 1.0985 7.10 0.85 Y 1.00 5.08× 109 2
53.15199 -27.77552 1.0963 6.78 1.00 Y 1.00 3.56× 109 2
53.16635 -27.76873 1.2942 6.11 1.00 Y 0.96 4.57× 109 2
53.17966 -27.78428 0.1129 5.96 1.00 N 0.95 1.04× 108 1
53.15192 -27.78900 1.4953 5.91 1.00 Y 0.95 5.14× 109 2
53.14544 -27.78721 1.1746 5.78 0.87 Y 0.93 3.08× 109 2
53.16513 -27.76394 1.1769 5.77 1.00 N 0.75 5.15× 109 2
53.15104 -27.78691 1.7009 5.72 0.95 Y 0.87 4.04× 109 2
53.14553 -27.77757 3.6038 5.66 0.92 Y 0.61 5.25× 109 4
53.15495 -27.78709 1.0341 5.63 1.00 N 0.36 3.39× 109 2
53.14659 -27.77822 1.3821 5.56 0.93 N 0.76 3.25× 109 2
53.15702 -27.78166 1.1298 5.52 1.00 N 0.72 2.56× 109 2
53.17554 -27.78809 1.3835 5.46 0.46 N 0.74 4.05× 109 2
53.16848 -27.76772 1.2615 5.42 0.92 Y 0.49 3.71× 109 2
53.16946 -27.79258 0.1428 5.26 1.00 N 0.55 1.03× 108 1
53.16465 -27.79427 1.0122 5.26 1.00 N 0.52 4.60× 109 2
53.14334 -27.78797 3.1259 5.25 1.00 Y 0.38 5.31× 109 4
53.14437 -27.77806 0.1873 5.23 1.00 N 0.54 2.80× 108 1
53.16572 -27.79701 3.2263 5.23 0.76 N 0.55 3.33× 109 4
53.17748 -27.78064 1.1530 5.20 0.96 Y 0.53 4.32× 109 2
53.17554 -27.77674 1.2776 5.20 1.00 N 0.34 2.14× 109 2
53.14444 -27.78346 2.2128 5.12 1.00 N 0.55 5.83× 109 3
53.16161 -27.77591 1.2456 5.09 1.00 N 0.24 2.24× 109 2
53.17350 -27.79211 1.3310 5.05 0.93 N 0.28 3.61× 109 2
53.14514 -27.79452 1.0398 4.97 1.00 N 0.45 4.33× 109 2
53.14967 -27.78415 1.5710 4.93 0.97 Y 0.39 3.78× 109 2
53.14690 -27.78514 3.5460 4.92 1.00 N 0.50 4.15× 109 4
53.17144 -27.76966 2.2103 4.92 0.96 N 0.36 6.23× 109 3
53.14261 -27.78733 1.4269 4.90 1.00 Y 0.45 5.03× 109 2
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Figure B1. CO LFs and evolution of ρ(H2) with redshift derived from the entire sample (red shaded boxes) and from the
subsample of line candidates that present a counterpart with matching redshifts (|δz| < 0.1). The vertical extent of each
box marks the 1-σ confidence range. Empirical and semi-analytical model predictions are shown for reference. All of the CO
luminosity functions appear consistent in the bright end; at lower luminosities (below L′CO ≈ 1010 K km s−1 pc2) discrepancies
arise due to the combined effect of larger rate of false positive candidates at the faint end, and intrinsically fainter counterparts.
Our estimates of ρ(H2) also appear relatively unchanged if we only focus on sources with matching redshifts, at least up to
z ∼ 3.
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Figure B2. CO(1-0) LFs and evolution of ρ(H2) with redshift derived assuming two extreme cases of maximal (= thermalized)
and minimal (= Milky-Way like) CO excitation, shown in green and orange, respectively. The Milky Way excitation is taken
from Weiß et al. (2007). The thermalized case assumes rJ1 = J
2 for all the CO transitions. The vertical extent of the boxes
marks the 1-σ confidence intervals. The Daddi et al. (2015) CO excitation adopted elsewhere in this paper lies in between these
two extreme cases. A high excitation scenario would be in better agreement with the semi-analytical models, especially at the
bright end, although it would not be enough to fully account for the discrepancy, especially at z = 1 − 3. A high excitation
model would also slightly reduce the evolution in ρ(H2) between z = 1− 3 and the local universe (by a factor < 2 with respect
to our fiducial assumption), and would naturally predict a faster drop of ρ(H2) towards high redshifts.
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