Introduction
The analysis of mechanical loads in the various tissues (bones, joints, ligaments, muscles) of the human body has always been an important topic in biomechanical research. This research is stimulated by questions from sports medicine, ergonomics, and rehabilitation. In each of these disciplines, the underlying assumption is that excessive forces are harmful, potentially leading to injuries, and that a reduction of forces can be beneficial. A good understanding of the factors and mechanisms contributing to excessive loading should therefore lead to improved preventive and therapeutic methods. Forces in the human body can change dramatically as a function of the character and the speed of the movement being performed. Additionally, forces may depend on anthropometrical variables, such as body size and mass, and on the mechanical properties of the tissues and the various (bio)materials, for example the stiffness of muscles, ligaments and footwear. Research in this field is aimed at unravelling the complex relationships between mechanical loads and all these variables.
Hypotheses regarding the influence of a certain variable on the internal forces can be tested by experiments in which the variable is systematically varied. This "cause-and-effect" research strategy [59] is typically structured as follows:
(1) Formulate a hypothesis about the relationship between mechanical load and controllable experimental conditions.
(2) Estimate the relevant internal loads in a group of human subjects, as a function of the experimental condition. A suitable method for step (2) should be selected from the methods presented in this chapter. The statistical analysis will reveal effects that are larger than the uncertainty due to random interindividual variations. This "comparative load analysis" can be successful, despite systematic errors in the methods for load analysis, and limited knowledge on "safety limits" for load on living tissue. load or not, is usually much more difficult.
The physiological effects of load on living tissue are usually studied in experimental animals, where the loads can be directly measured by instrumentation, and the tissue properties can be accurately determined in post-mortem tests. Some of the methods used for load analysis in animal studies are applicable to humans, but many are too invasive. For this reason, the majority of studies on forces in the human body makes use of indirect methods, such as EMG analysis, kinematic analysis, inverse dynamics, or computer simulation. These indirect methods have many limitations, and suffer from large inaccuracies. It is the purpose of this paper to provide a comprehensive overview of the methods, with emphasis on recent innovations, and indicate their respective limitations and the main sources of error. The severity of these methodological limitations and errors will depend very much on the particular situation in which a method is applied, and this should be an important consideration when selecting a method for analysing mechanical loads in the human body.
Quantitative measures of load
The term "load" is not well defined, and should be replaced by a physical quantity which is suitable as indicator for mechanical "load" in a certain situation. Several quantitative variables can be used. In structural engineering, the mechanical load in materials is quantified by the stress , defined as the force acting on an infinitesimally small area element, divided by the area of the element:
(1)
The unit of stress is the Pascal: 1 Pa = 1 N/m 2 . In a three-dimensional structure, force is a vector with three components, and the area can be oriented in three different orthogonal planes. This gives six possible combinations of force and area, and the complete loading condition is therefore expressed as a symmetrical stress tensor [52] . The diagonal elements correspond to forces perpendicular to the area element (normal stresses), and the off-diagonal elements represent forces σ F A σ F A = within the plane of the area element (shear stresses). In tendons, muscles, and ligaments, the load is mostly produced by tensile forces in one direction. In this approximation, only a normal stress in the direction of the force will occur, which can be quantified by a single scalar variable according to equation (1) . In those materials, this equation therefore provides a simple method to predict stress theoretically, if the external force and the geometry of the structure are known. For solid elastic materials such as bone, the complete stress tensor is relevant and the theoretical relationship between stress, external forces and geometry becomes more complex. For simple geometries a "beam model" can be appropriate, but usually a finite element analysis (FEA) is used to predict the stress distribution in bone or orthopaedic implants from external forces and geometry [42] .
While stress is the appropriate measure of load in mechanical engineering, other variables may be equally informative and more practical in a biomechanical application. When the geometry is constant, stress is proportional to force. If force is reduced by 50%, stress is also reduced by 50%.
Thus, the force on a structure may be sufficient information for a comparative analysis of two conditions. When muscle forces are estimated using inverse dynamics analysis (see Inverse dynamics), they are essentially proportional to the resultant joint moments from which they are calculated. Joint moments can therefore be used to quantify muscle loads, although this will give only one "load" value for an entire group of muscles acting at the joint. The resultant joint moment can also indicate the magnitude of the joint compression force, which depends mostly on muscle forces. Another useful variable is strain, which quantifies deformation. In an elastic material, stress has a well-defined relationship to strain. In a simple one-dimensional loading regime, as discussed before, the strain is defined as: (2) where is the length of (part of) the structure and is the length when not loaded. Strain is dimensionless, but sometimes "microstrain" is used as a unit, being a strain of . In cases where strain is easier to measure than stress, strain is a more suitable variable for quantification of load.
In a structural engineering design process, the stresses or strains in a particular structure (measured experimentally or calculated theoretically) are compared to the known failure limits for the material. When the internal loads exceed a certain safety margin, the geometry of the structure must be adapted or the external forces reduced. In principle, the same procedure can be applied to biological structures. However, the safety limits of biological materials are not well known. In vitro tests can provide a wide range of results, partly because of the variable quality of the tissue samples. Additionally, maximal stresses obtained from failure tests will not provide information about the level at which irreversible damage occurs. In the living system, minor damage is reversible due to biological repair processes but may also accumulate if the load is frequently repeated as, for example, in an athlete during an intensive training period. Interpretation of mechanical loads in biological materials is therefore not as straightforward as in mechanical engineering. Such an "absolute load analysis", where load are compared to safety limits, can only be done with a large margin of error. In general, it is impossible to conclude that one condition leads to injuries and the other not.
A "comparative load analysis", where the same method of analysis is applied to several experimental conditions, is usually more practical. For instance, if a certain analysis shows that the stress in the tibia is 50 Mpa during barefoot running, and 40 Mpa while wearing running shoes, the result provides useful information, in spite of the fact that the analysis may be very inaccurate and safety limits are unknown. Another advantage of comparative load analysis is that it is not important which variable is chosen for quantification of load: stress, force, strain, or moment may all be suitable.
Direct measurement of loads
Direct measurement of forces inside the human body is rare, because it is invasive and requires sophisticated instrumentation and recording techniques. In animals, however, these techniques are widely used. Studies involving invasive measurements in humans are usually quite limited in the number of subjects tested and in the nature of the movements. Nevertheless, such studies provide extremely valuable information which can and should be used to validate some of the non-invasive methods of analysis (see Inverse dynamics and Computer simulation).
Muscle and ligament forces
Muscle force can be measured directly using a "buckle transducer" (Fig. 1a) . This transducer consists of a metal element, instrumented with strain gauges, which is deformed by the force in the tendon to which it is attached. This technique has gained widespread use in the cat and other animals, where it is used as a tool to study muscular control of movement [37] . A disadvantage of these transducers is the relatively large size and the fact that they slightly reduce the length of the tendon, thereby possibly altering the functioning of the instrumented structure. For this reason, they cannot be applied where tendons are close together, or on short ligaments. Calibration should ideally be carried out post-mortem, by applying known forces and measuring the signals generated by the strain gauges. A less accurate alternative is to remove the transducer from the tendon, and calibrate it with an "artificial" tendon. In humans, the buckle transducer has been applied exclusively to measure forces in the Achilles tendon [28] . The results have been compared to a simultaneous inverse dynamics analysis, which showed an excellent agreement in certain phases of a jumping movement, and errors up to 50% in other phases. The difference was explained as a contribution by other plantarflexors. Unfortunately, this type of information is not available for other muscle groups in humans. Extensive animal studies on the distribution of muscle forces suggest that some of the assumptions made in the inverse dynamics analysis, especially those regarding the "distribution problem" (see later in this chapter) may be not valid [37] .
An alternative technique for measuring muscle forces is the "liquid metal strain gauge" (LMSG, Fig. 1b) [67, 56] . This trabsducer measures the deformation (strain) of the tendon itself, and a post-mortem calibration of the force-strain relationship is required if quantification of forces is desired. LMSG's are smaller than buckle transducers, and interfere less with the functioning of the tendon. They are therefore also applicable in relatively short ligaments. A major disadvantage of LMSG's is the sensitivity to temperature and to changes in force distribution within the tendon or ligament. This leads to a difficult calibration procedure, especially if quantification of force is the purpose of the measurement. In humans, LMSG's have been applied to measure strain in the patellar tendon [51] . Presumably, other structures are less accessible and the risk of leakage of mercury from the transducer should also be considered. For injury-related or clinical studies, it could be argued that measuring strain iin soft tissue is more appropriate than measuring force, because tissue damage will occur at a certain level of deformation (strain), independent of the dimensions of the actual anatomical structure. Safety limits for force are not so easily established.
Strength tests have shown that ligaments and tendons rupture at strains of 10-15%, and minor damage may occur well below those strains [86] . Recently, a miniature transducer which uses the buckle principle but measures locally, similar to the LMSG, has been described [97] . Presently, useful quantitative results can only be obtained from this transducer after a post-mortem calibration, and this may prevent it from ever being used in humans.
Bone and joint forces
Bone is an elastic material, which makes it possible to estimate local stresses (force per unit area) from local deformations. Typical deformations of bone are between 100 and 1000 microstrains, and these deformations can be accurately measured by strain gauges attached to the bone surface. Strain gauges are widely used in animal studies and for in vitro experiments on human specimens. The only known in vivo measurements on human subjects have been done by Lanyon et al., who measured strain in the human tibia during walking and jogging [54] . Using typical values for the elastic properties of bone, stresses have been estimated from these data [14] .
The peak stresses were 3 MPa for walking and 12 Mpa for jogging, which is very low, compared to typical failure stresses for bone of about 100 Mpa [98] . However, it should be kept in mind that stress can depend very much on location, and the location of the strain gauge may not have been the area where maximal stresses occur.
When bone strain is measured simultaneously at several locations and in several directions, the total force and moment vector on the bone can be calculated. When no muscles are attached between the strain gauges and the joint, these variables represent the load transmitted through the joint by articular contact forces and possibly ligaments.This analysis requires a mathematical model that establishes the relationship between the load variables and the measured strains. Such relationships can be based on a beam model for stresses perpendicular to the cross-section [71] , but analysis of torsional and shear forces in non-circular cross-sections requires a finite element analysis [31] . Alternatively, a multivariate regression model based on a post-mortem calibration can be used [70] . Multiple strain gauge techniques are extremely invasive and therefore hardly applicable to humans. It is, however, feasible to attach strain gauges to a joint prosthesis, and perform a similar analysis to obtain the joint loads in a human patient. This technique has been first used in hip prostheses for a short-term measurement, and has evolved into long-term implantation of an instrumented prosthesis with telemetric data transmission [19, 3] . The latter method should not cause any discomfort or risk to the patient, and is a very promising development.
Unfortunately, other joints than the hip are not so easily instrumented.
EMG processing
Electromyography (EMG) is a non-invasive (when surface electrodes are used) technique to measure muscle activity, and there has been considerable interest in using EMG signals for estimation of muscle forces. While the EMG signal strength obviously depends on the magnitude of the muscle force, the relationship is not simple. Two types of models have been used to estimate muscle forces from EMG: muscle models and regression models. Since EMG amplitude does not only depends on the mechanics of the muscle, but also on the conduction of the electrical impulses from the muscle fibres to the electrode, there is always the requirement for a calibration procedure, where known loads are applied and the corresponding EMG signals are measured. When the known loads are quantified as joint moments, the resulting (muscle or regression) model will predict muscle moments, rather than muscle forces. EMG analysis may be preferred over the other main non-invasive method, inverse dynamics analysis, for two different reasons. First, EMG can provide information about specific muscles rather than a sum of all muscles acting together at a joint. Secondly, EMG analysis does not require the use of force platforms and kinematic measurements, which are typically only possible in a laboratory environment. The latter aspect may be important for field studies in ergonomics or sports biomechanics.
The use of muscle models for EMG-to-force processing was pioneered by Hof and Van den Berg [38] , who used an analog electronic computer to simulate a Hill muscle model in real time.
The method was applied for quantification of the contributions by the gastrocnemius and soleus muscles to the total plantarflexion moment of the ankle joint. By comparing the predicted total moment to the moment obtained from inverse dynamics [39] , for different movements and different subjects, an average error of 29% in the muscle forces, estimated from EMG, was found.
A similar approach, using more sophisticated muscle models, was used in studies on vertical jumping [5] and sprinting [44] .
Phenomenological relationships, based on regression models, have been used to predict resultant joint moments from EMG and kinematics [61] . Such analyses do not provide more insight and are probably less accurate than the inverse dynamics analysis on which the regression models are based. But it is an attractive technique for research in ergonomics and sport because EMG could provide immediate feedback on the magnitude of muscle forces and thereby, indirectly, of joint forces. This is especially useful for training of coordination in lifting movements, in order to minimize the risk of injuries [58, 22] . EMG analysis is only applicable for certain muscles which are accessible by surface electrodes. Intramuscular electrodes are invasive and may provide signals from only a (nonrepresentative) part of the muscle. On the other hand, surface electrodes may suffer from crosstalk.
In addition, the calibration procedure is an essential part of the analysis, requiring an activity where inverse dynamics provides good estimates for individual muscle forces. For the calf muscles, this was effectively solved by calibrating the soleus during extreme knee flexion, thereby shortening the gastrocnemius and preventing it from generating force [39] . Such a procedure is not always possible, and it is more common to calibrate with respect to the total joint moment, rather than individual muscles [44, 61] . In that case, the individual muscle forces, estimated from EMG, may not be reliable.
Kinematic analysis
The mechanical behavior of ligaments can be approximated by single or multiple elastic line elements with endpoints attached to bones. This implies that the strain in a ligament depends on the spatial positions and orientations of the bones, which can be measured. If necessary, the force can then be calculated from the elastic properties, assuming they are known or estimated. The relationship between bone kinematics and ligament strain can be established by a kinematic model (calculating the distance between insertion points) or, which is less common, by a regression model fitted to in vitro measurements of strain and kinematics [45] .
Although the procedure is straightforward, there are many difficulties associated with this approach. First of all, this type of kinematic analysis will provide results in the form of ligament length as a function of time. According to the definition of strain (2), the unloaded length must be known in order to calculate strain. When post-mortem loading tests cannot be done, the ligament length at one particular time, or one particular spatial position and orientation of the bones, is used as the "zero-strain" condition. For instance, when analysing gait, it is often assumed that the ligaments are unloaded at heel strike. Any errors in will produce a shift in the calculated strains.
Such errors are generally not be a problem when a comparative analysis is done in the same test subject, as long as the same is used for the kinematic analysis of all experimental conditions.
A second practical difficulty with kinematic strain analysis is the sensitivity to measuring errors. Physiological ligament strains are quite small (<10%), which means that small measuring errors in the length can produce a large error in the strain , according to equation (2) . For instance, at a strain of 5%, an error of only 1% in will give an error of 20% in . Errors in kinematic analysis can be random noise, originating from the digitization process, or can be systematic due to nonlinearity of the measuring system or, more importantly, due to the fact that markers are placed on the skin rather than on the bone. Random errors can be removed by
appropriate low-pass filtering techniques [94] , but this is not possible for systematic errors. This has important practical implications. In an in vivo kinematic measurement, skin movement is the major problem and successful in vivo applications have therefore only been developed for long ligaments, where the influence of errors in is relatively small. The horse has several such long ligaments, as part of the passive stabilization mechanism of the limbs. Kinematic analysis gave satisfactory results for the suspensory ligament [68] , located in the distal part of the limb where skin movement is very small, and for the entirely tendinous peroneus tertius muscle where the kinematic data were corrected for skin movement errors [89] . In both cases, the non-invasive kinematic analysis was validated by a simultaneous direct measurement by strain gauges.
In humans, an attractive application is the analysis of strains in the knee ligaments during various activities. This has, for instance, been applied to determine the effect of knee braces on ligament load using in vitro kinematics [88] . A sensitivity analysis using in vitro data has shown that the reliability of quantitative results depends on accurate information is available about the insertion locations of the ligaments [36] . Furthermore, skin movement errors of only several millimetres can make the results entirely unreliable. This means that the analysis can only be done when the actual movements of the bone are measured. Presently, the only available in vivo technique is based on transcutaneous bone pins, which have been used for accurate quantification of knee motion during walking [50] . These results have not been used to estimate ligament loading, but such an interpretation is certainly possible. For instance, the anterior-posterior translation pattern suggests that the posterior cruciate ligament (PCL) is loaded during the first half of the support phase, and the anterior cruciate ligament (ACL) during the second half [50] . Medical imaging techniques (X-ray stereophotogrammetry, computed tomography or magnetic resonance imaging) could provide less invasive alternatives for these methods, although these can presently only be used in static conditions.
Inverse dynamics analysis

Principle of inverse dynamics analysis L
Inverse dynamics is the most widely used method for estimating internal loads. The method is essentially the same for all joints in the human body, and has become a part of standardized protocols in clinical gait analysis. The analysis is based on a representation of the human body as a set of rigid segments. All forces acting between two adjacent body segments are represented by one resultant joint force and one resultant joint moment (Fig. 2) . The relationship between loads and movements is given by the Newton-Euler equations of motion. For three-dimensional translation and rotation respectively, the equations of motion for each segment are [35] :
The vector is the position of the centre of mass of the segment with respect to an inertial reference frame, also known as the "laboratory coordinate system". The vector indicates the magnitude and direction of the acceleration of gravity. All other vector variables in these equations are defined with help of a "segment coordinate system", which has its origin in the centre of mass.
R is the rotation matrix which, premultiplied to a segment coordinate vector, produces a laboratory coordinate vector. The vector is the point of application of the force , in the segment coordinate system. If coincides with the centre of rotation of the joint, implying a ball-andsocket joint model, the resultant moment can be interpreted as the sum of the muscle moments with respect to the joint centre. The angular velocity vector in the segment coordinate system is , and the first derivative is the angular acceleration . The inertial properties of the segment are the mass and the inertia tensor I. The terms in the summations on the left hand side correspond the connections (joints) with neighbouring body segments or with the ground. In inverse dynamics, the variables on the right hand side are assumed to be known from measurements, and the unknown forces and moments at the left hand side are solved. The term "inverse dynamics" refers to the fact that the forces are inferred from the movements caused by them. This is opposite to the actual causality in the system.
When body segments are included in the analysis, inverse dynamics gives vector equations. This means that, at most, unknown vector variables can be solved. Since there are two unknown vector variables at each joint, a force and a moment, the number of joints with unknown loads should not be larger than . It should be noted that each joint force or moment vector occurs twice in the left hand side of the equations of motion: once in the equations for the first segment, and once (with opposite direction) in the equations for the second segment. If there are more joints in the system than segments, there are more unknowns than equations, and inverse dynamics cannot produce a unique solution. Usually, the number of unknowns can then be reduced by measuring the loads between one of the body segments and the ground with a force transducer or force platform. If this is not possible, there is a "closed loop problem" [82] . Optimization criteria can be used to obtain a unique solution [83] , but it is doubtful whether this corresponds to reality.
This problem is similar to the distribution problem for a single joint, discussed below.
Inverse dynamics analysis requires data of only a part of the human body. For instance, to estimate the resultant force and moment at the hip, it is sufficient to include the equations of motion of the body segments distal to the hip. Usually, the lower extremity is represented by three segments: thigh, shank and foot. This gives 6 vector equations (3) and (4) . If the force between foot and ground is measured, there are 6 remaining unknown vector variables: the force and moment at the hip, knee and ankle.
Kinematic and kinetic input variables
The kinematic variables are typically obtained by measuring the coordinates of markers on the body segments, as a function of time. If a marker is placed at position in a segment-fixed coordinate system, its position in the laboratory coordinate system will depend on the position and orientation of the segment according to:
By measuring these for non-colinear landmarks on the segment, the position of the centre of mass and the orientation matrix R can be solved using a constrained least-squares method
A least-squares method is appropriate, because the system is over-determined. There are (at least 9) equations for only 6 unknowns: the 3 cartesian components of and the three independent Euler/Cardanic angles that describe the rotation matrix R. The first and second derivatives of (5) are:
Equation (6) is linear in the components of the velocity and angular velocity vectors. This set of equations can be used to obtain (and , which is not needed for inverse dynamics) using a conventional linear least squares method, after calculating the velocities of the markers.
Similarly, once is known, the equations (7) are linear in the components of the acceleration and angular acceleration vectors and . These can then be solved by the same least-squares method [85] . These angular velocity and acceleration vectors should be premultiplied by to transform them to the segment coordinate system, as required in (4). It is important that least-squares methods are used at this stage, because these make optimal use of all available measurements in order to minimize error propagation.
The processing of kinematic data, as described above, requires numerical differentiation which tends to amplify noise in the measurements. This can be avoided by low-pass filtering techniques [94] . An elegant technique is the use of spline functions for this purpose, because the differentiation of the piecewise polynomial functions can be done analytically, once the smoothing is done. A public-domain software package for spline smoothing and differentiation has been developed by Woltring [93] 2 . It has been shown that spline smoothing is mathematically equivalent to the commonly used Butterworth digital filter, except for boundary conditions [95] . Boundary conditions can become important when low cut-off frequencies are used and the 
data record is short. Higher-order splines appear to have superior performance in such cases, compared to digital filters or Fourier analysis [94] .
When external forces are used in the analysis, the errors of measurement are relatively small.
Piezo-electric force platforms are very accurate, as far as the force is concerned, but significant errors have been found in the moment, or point of application [6] . It has been suggested that this error is caused by small deformations of the plate, which shifts the centre of pressure within the individual transducers. Fortunately, this error can be predicted by a simple equation, and is easily corrected, if necessary [6] .
Methodological problems associated with high-frequency loading
Inverse dynamics becomes increasingly inaccurate for analysis of high-frequency loading, such as impact or vibration. A major source of error is the filtering and differentiation of kinematic data. Even after optimal filtering, the derivatives will contain considerable errors. A relationship between the characteristics of the measuring system (noise and sampling rate ) and the accuracy of the th derivative of a measured variable has been derived by Lanshammar [53] : ,
where is the highest relevant frequency in the signal that is being analysed.
When impact in running, containing frequencies of up to 40 Hz, is analysed with a typical kinematic analysis system (200 samples per second, 1 mm accuracy), Lanshammar's formula predicts an error of 18 m/s 2 , or almost 2 g, in the accelerations. In equation (3), this error is multiplied by the mass of the body segments. When analysing forces in the ankle, the mass of the foot is used, and therefore the error is small and probably acceptable. But for the hip, the mass of all body segments between the hip and the ground is involved, and the error may be too large for successful application of inverse dynamics for load analysis. An elegant approach to circumvent these problems is the use of accelerometers [49] and angular rate sensors [96] , in combination with conventional marker kinematics and external force measurements. This allows a direct measurement of the linear acceleration and the angular velocity, and only one differentiation is
required for the angular acceleration. It was shown, using measurements of normal walking, that severe overestimation as well as underestimation of the resultant force at the knee can occur when using differentiation of marker data for estimating accelerations [49] .
A second source of error is the limited validity of the rigid-body equations of motion. Body segments consist of bone and soft tissue, and some relative movement does between the two. As a result, kinematic data obtained from markers on the skin may not represent the movement of the entire segment. Movements between skin and bone can easily reach values of several centimetres [69] . Even when these displacement errors are small, they become an important source of error for high-frequency accelerations; a displacement error of 1 cm at 10 Hz gives an acceleration error of cm, or almost 4 g. It is possible to measure the measurements of the bones directly by using transcutaneous pins [50] , but this does not prevent errors in inverse dynamics because the soft tissue mass is a significant part of the segment, and its accelerations remain unknown if only bone movement is measured. Correction algorithms to obtain bone movement from skin marker data [10, 90] , are equally useless for inverse dynamics and should only be used for pure kinematic analysis. The errors caused by non-rigidity can presumably be minimized by careful selection of marker locations, in order to measure movements and accelerations that represent a suitable compromise between bone and soft tissue. In a comprehensive test of the validity of rigid-body models for analysis of running [7] , this was accomplished by markers attached to a light-weight exoskeleton. The same study showed that the choice of low-pass filter cut-off frequencies is very critical for this application.
An interesting approach to solve the non-rigidity problem is the "wobbling mass model" [32] , in which the segments are divided into soft tissue mass and bone mass. The soft tissue mass is attached to the rigid bone segment by a passive visco-elastic connection. The movements of the soft tissue masses are simulated numerically, and the resulting forces in the connection are added to the left hand side of the inverse dynamics equations. This model has been successfully used for analysis of impact. One difficulty on using this method is the choice of suitable stiffness and 2πf ( ) 2 1 × damping parameters for the visco-elastic connections; presumably they should be fitted to match observed relative movements between bone and soft tissue.
The distribution problem
The forces and moment obtained from an inverse dynamics analysis are resultant loads. They represent the sum of all load carrying structures between two adjacent body segments. It is not always necessary to know the load in the individual structures; the resultant moment can be used as an indicator of muscle function. The resultant force, however, is less meaningful because it is the sum of (compressive) joint contact and (tensile) muscle forces, which act mostly in opposite directions and partially cancel out. It is therefore often desirable to separate the resultant force and moment into forces in actual anatomical structures. This may be done at several levels of complexity (Fig. 3) . If muscle forces are the variables of interest, the joint is usually considered as a simple kinematic connection such as a spherical (ball-and-socket) joint with three degrees of freedom (DOF). This allows ligaments to be omitted from the model. The relationship between muscle forces and resultant moment , obtained from inverse dynamics, can be written as: (9) where is a vector from the joint centre (as defined in the inverse dynamics procedure) to a point on the line of action of the muscle. This "moment arm" vector, and the direction of the muscle force, may depend on the joint angles and should be calculated using a suitable model (see Muscle models). The vector equation (9) therefore has only the magnitude of the muscle forces as (scalar)
unknowns. If the analysis involves more than three muscles, the equation does not provide sufficient information. This is known as the distribution problem. Once the muscle forces are known, the reaction force in the spherical joint can be obtained from the resultant joint force using the equation:
The 3 DOF spherical joint model is common in inverse dynamics, but other models are possible. It is sometimes necessary (in 2-D) or desirable (in 3-D) to represent joints as a hinge joint
with only one DOF. This means that only one component of the resultant joint moment vector (the component along the joint axis) represents muscle action, and that only one muscle force can be solved. In a 3-D hinge joint, the other moment components provide information about the transmission of torsion or bending moments through the joint [13] . It is also possible to consider more than three DOF in the analysis, in order to obtain information about ligament forces and distribution of the contact pressure on the joint surfaces [57, 66] . In general, the number of unknown forces is larger than the number of equations available, which is equal to the number of degrees of freedom in the joint model. Three methods are available to solve this distribution problem: reduction, optimization, and addition.
In the "reduction" method, the number of unknown forces is reduced until it is equal to the number of equations. This is done by a combination of: (1) simplification, or leaving unimportant anatomical structures out of the analysis, (2) grouping of muscles with similar function into one effective force and line of action, and (3) separating the movement into phases where different muscles are active, with help of EMG. This approach has been used successfully for the hip [64] , the knee [57] , and the ankle [66] . Some of the assumptions in these studies are questionable, especially where EMG was used to support the assumption that certain muscles were inactive.
Although this may result in errors in the muscle forces, the joint contact forces obtained from these studies are considered to be very good and have been used, for example, as criteria for the design of joint prostheses.
Optimization has become popular as a method to select one unique, "optimal" solution from the infinite number of solutions of the under-determined system of equations (9) . The optimization criterion is expressed by a "cost function", and a numerical or analytical method is used to find the solution which minimizes the cost function. Linear cost functions, such as the sum of muscle forces [72] or the sum of muscle stresses [16] , have been used because they allow the problem to be easily solved by linear programming. Linear criteria have the disadvantage that they do not predict load sharing between synergistic muscles; one muscle will deliver the total moment, unless an upper limit is placed on the muscle forces. More recently, non-linear criteria have been used, such as the sum of squared [65] or cubed [17] muscle stresses. The implications of the various cost functions have been evaluated by Dul et al. [23] , who also introduced a new "minimum fatigue" criterion [24] : the maximization of the shortest endurance time of all muscles. The endurance time was assumed to be an empirically determined power function of the muscle stress. The minimum fatigue criterion was tested by predicting speed-related changes peak forces in the gastrocnemius and soleus of the cat. The predictions were found to be in agreement with literature data of measurements using buckle transducers. However, it was shown later that none of these existing static optimization criteria predicts the load sharing during the entire gait cycle [37] . In particular, the "loops" in the force-force diagrams of two synergistic muscles will never be predicted correctly, unless some knowledge about the dynamics of force generation of muscles is included in the analysis. Dynamic optimization (see below) could provide a possibility to achieve this goal.
The addition method resembles a mechanical engineering approach to solve a statically indeterminate system. In principle, all load-carrying structures have load-deformation properties, and the distribution of load is determined by those properties. For example, a perfectly symmetric table supported on four legs is statically indeterminate. When placed on a deformable surface, the forces on the legs will depend on the length of the legs; the shortest leg will cause the least deformation and therefore carry the least load. The loads can be calculated if the force-deformation relationships are known. This principle can be applied to the (passive) load distribution in a joint, by using the total reaction load obtained from inverse dynamics (after subtracting the muscle forces) as input for a model of the joint that incorporates discrete elements representing the joint surfaces and the ligaments. This approach is especially useful for a complex joint such as the knee, which has been modelled statically in 3-D [4] , and dynamically in 2-D [25] .
Mechanical properties of muscles can be used to help solve the distribution problem for muscles, but this is complicated by the fact that muscles are active elements, and that the activation level is unknown. Replacing each unknown force by an unknown activation level (Fig. 3) does not reduce the number of unknowns, but it does reduce the solution space considerably by only allowing solutions that are consistent with physiological (activation dynamics) and mechanical (force-length, and force-velocity) properties of the muscles. The system is still indeterminate, so there is still the need for an optimization to obtain a unique solution. These techniques are known as "dynamic optimization" because muscles are mathematically represented by a dynamic model (a set of differential equations), in contrast to the "static optimization" described earlier. Typically, the cost function for dynamic optimization will include a term that depends on muscle activation levels, which is related to minimization of metabolic cost. Dynamic optimization presently offers the best possibilities to obtain good estimates for muscle forces from non-invasive measurements, but has not been widely used [18, 80] .
Direct dynamics analysis or computer simulation
All methods described in this overview are based on measurements on living test subjects.
Not all research questions ("what is the influence of X on the force in Y") however, can be answered using the experimental approach. This could be caused by one or more of the following problems:
Reproducibility. Measurements on the human body are not perfectly repeatable, and are subject to uncontrollable variations. This is essentially the same for measurements of ground reaction forces [21] , kinematics [91] , and muscle activity [46] . The only possibility to minimize the influence of these random variations is to perform many measurements in the same experimental condition, in order to increase the power of the statistical analysis.
Understanding. Even when statistically significant relationships are found, the underlying mechanical relationships may be too complex to be uncovered. In such a case, experimental research may answer a specific question, but does not lead to increased knowledge.
Controllability. It is not always possible to introduce controlled variations in an experimental
procedure. For example, it is hardly possible to determine the influence of certain changes in muscle coordination on performance, for example in a jumping movement, because muscle activation is not consciously controlled.
Cost. The cost of biomechanical experiments may be prohibitive; an extreme example are studies on vehicle crash injuries. In general, experimental research on human movement requires considerable manpower and expensive equipment.
Accuracy. Estimates of internal forces may be very inaccurate. Often, such inaccuracies are caused by systematic errors which do not depend on the experimental conditions. This type of error is relatively harmless and does not affect the statistical interpretation. Sometimes however, the errors are very large and partly dependent on the experimental condition. An example is the inaccuracy of inverse dynamics for high-frequency or impact loading. If we are using inverse dynamics to investigate the effect of cushioning properties of footwear, the soft-tissue movement (and the errors it causes in inverse dynamics) will certainly depend on the experimental condition.
Extreme caution is therefore required when interpreting experimental results in such cases. These problems have led to the use of direct dynamics methods, as opposed to inverse dynamics methods, to analyse internal forces for certain types of human movement. In direct dynamics, the experiment is performed on a computer model instead of on a human subject. This is analogous to the common practice in mechanical engineering, specifically in robotics and vehicle dynamics, where new designs are tested by a computer simulation before building a first prototype. In relation to the previously mentioned limitations of experimental research, computer simulations are perfectly reproducible, provide understanding by including the underlying causal mechanisms, allow control of all variables, cost litlle after an initial development effort, and finally can be made as accurate and complex as desired. The latter aspect is a critical one: unnecessary complexity in a model should be avoided because it diminishes the validity of the results [40] .
A direct dynamics analysis is a simulation of movement, using the forces as input (Fig. 4) . [75, 99, 40] , where the internal forces were of lesser importance. Similar models, however, are also suitable to study the forces, rather than movement. Compared to inverse dynamics, direct dynamics requires considerably more knowledge about the muscles, in particular the activation and control of the muscles. For this reason, direct dynamics load analysis has mostly been used for impact-type situations such as vehicle collisions. These events occur on a very short time scale, without significant influence of neural control of muscles. If muscle activation does not change, the muscles can be modelled as passive elements. Interestingly, this is exactly the type of problem where the methodological problems of inverse dynamics are most severe. Besides mathematical (direct dynamics) models, physical models of the human body have occasionally been used to simulate impact events, for instance to determine ligament forces in the knee during lateral impact [26] .
Equations of motion and solution methods
Similar to inverse dynamics, the equation of motion for direct dynamics are derived from a multi-body model. However, the segments are not treated as independent. The Newton-Euler equations of motion (3) and (4) are supplemented by kinematic constraint equations that represent the joints. For example, when a spherical joint between two segments is located at on segment A and at on segment B, the kinematics of the multi-body model should always satisfy the equation (Fig. 4 ):
This vector equation represents three (scalar) constraint equations and removes three DOF from the system. Similarly, other types of kinematic connections can be used to restrict the relative movements between segments. The total system of equations describing the multi-body model is thus a mixed system of differential and algebraic equations (DAE): the differential equations (3) and (4) First, symbolic manipulation can be used to solve the derivatives of the dependent kinematic variables from the constraint equations, and substitute these into (3) and (4) in order to obtain a smaller number of differential equations with no constraints. This could also be done by starting out with Lagrange's or Kane's equations, which should give the same result [47] . second-order ordinary differential equations (ODE) will be obtained for independent kinematic variables, where is the number of kinematic degrees of freedom in the system. The equations will emerge in the following form: ,
where is the "mass matrix", are the kinematic variables and are the generalized forces and moments corresponding to these kinematic variables, including Coriolis and gravitational terms where applicable. For instance, if is a joint angle, is the corresponding joint moment. The system of equations (12) can be solved by standard numerical methods [73] , if the are known as a function of , , and time. These forces and moments may originate from muscles, ligaments and the environment (Fig. 5) . Appropriate constitutive equations for these elements are required (see below). Manual derivation of equation (12) is possible for relatively simple models [63] . For more complex models, the amount of work becomes prohibitive. Special-purpose symbolic manipulation software is available to automate the derivation of the equations and help prevent errors [41] . The best known software packages are AUTOLEV (On-line Dynamics, Sunnyvale, California) and SD/FAST (MGA Inc., Concord, Massachussets), both based on Kane's method for constrained mechanical systems [47] . Recently, SD/FAST has been incorporated in the musculoskeletal modelling package SIMM (Musculographics Inc., Evanston, Illinois), thus providing a user-friendly environment for musculoskeletal simulations including muscle dynamics and visualisation using animated 3-D graphics [20] .
A second class of methods uses purely numerical techniques to solve the dependent kinematic variables, retaining the original differential and algebraic equations [60] . This type of software is widely used in robotics, vehicle dynamics, and machine design. The most common commercially available software packages in this class are ADAMS (Mechanical Dynamics, Ann
Arbor, Michigan) and DADS (CADSI, Coralville, Iowa). Further details about numerical methods for direct dynamics simulation can be found in [35] . These packages are very user-friendly, because the user constructs a model from a large library of standard model elements (spherical joints, hinge joints, springs, dampers etc.), without ever seeing any equations or doing any programming. Constitutive behaviour of non-standard elements, such as muscles, ligaments, or shoes, can be incorporated by linking user-written Fortran code to the main program. This is a nontrivial task, but the code can be developed in such a way that it results in a general-purpose musculoskeletal simulation program [9] . A non-commercial numerical package (SPACAR, Delft
University of Technology, The Netherlands) has been used in a simulation study on vertical jumping [74, 75] .
External forces
When external forces (such as air resistance or ground reaction forces) are included in a simulation, mathematical models are required that describe how the forces depend on positions and velocities of the body segments (Fig. 5) . Aerodynamic forces probably do not contribute significantly to internal forces but may be important to simulate the flight phase of certain activities. Those forces, as a function of position and velocity, can be modelled using empirical equations, obtained from wind tunnel tests, or by using equations derived from theoretical considerations [78] . Ground reaction forces can be modelled by equations describing viscoelastic force-deformation properties and Coulomb-like frictional properties [8] . This idea has been used for ground reaction forces in running [29] , where the vertical and horizontal components, respectively, were described by:
where and are the horizontal and vertical coordinates of the contact point with respect to the ground surface, is a stiffness parameter, is a damping parameter, is the friction coefficient, and is a large constant to approximate the discontinuity of the (Coulomb) frictional force at . The parameters can be adjusted to give properties similar to a real foot-ground interface.
It may be appropriate for the purpose of the simulation to consider the ground as infinitely rigid. In that case, the ground contact becomes a kinematic connection (a "joint") between foot and ground. This is easiest when the contact is continuous, as in the push-off phase of a jump [75] . When simulating gait, the number of DOF changes at heel strike and at toe off, requiring a restart of the simulation with a different model, taking into account the impulsive forces which are responsible for discontinuities in velocity [33] . A similar approach is possible to simulate the "stiction effect" due to a true Coulomb friction model [48] .
Muscle models
Muscle forces can modify movements, and also increase the joint contact forces by compressing the joints. It is therefore important to include muscles in a direct dynamics simulation.
The coupling between muscle forces and the skeletal model (Fig. 5) requires a model for the "line of action" of the muscles. Relevant variables are the length between origin and insertion, and the moment arms with respect to the joint centres, as a function of the positions and orientations of the bones. Early models used piecewise straight-line models for the line of action [20] , but this does not always represent the actual anatomy. These geometrical models can be refined by adding circular arc segments to the line of action [27, 68] . A disadvantage of geometrical models is, that moment arms can only be calculated when the centre of rotation of the joint is known. This presents a problem for some joints, such as the knee, which have no fixed centre of rotation. This problem
can be avoided by using the principle of virtual work to define the moment arm with respect to joint [1] : (15) where is the joint angle and is the function describing how origin-insertion length depends on one or more joint angles. This function can be determined by fitting a mathematical equation to results from a geometrical model [34] , but it is much more elegant and accurate to measure it directly from tendon displacement in cadavers [30, 76, 77, 87] . This approach only provides information about length and moment arms, and not about the "direction of pull" of muscles. The latter is necessary if joint contact forces are to be estimated in the model. A direction vector can be assumed (usually parallel to the long axis of the corresponding bone), or a geometrical origininsertion model can be used.
During most activities, muscle activation changes continuously and is controlled by the central nervous system. It is undesirable to include the complexity of neural control in a mechanical analysis, and therefore direct dynamics has been mostly used for situations where muscle forces can be neglected, or represented by simple passive models. Under impulsive loads, muscles can be represented as linear or non-linear spring-damper combinations [43, 81, 15] . The stiffness and damping coefficients in these models are rather arbitrary, and are usually selected by matching the results of a simulation to real movements. It is better to obtain those parameters from well-known mechanical properties of muscles, such as force-length and force-velocity relationships. In simulations of motor coordination, some type of Hill muscle model is usually included in the simulation model [75, 62] . This can be done at various levels of complexity, and it is important to select the simplest muscle model that is appropriate for the question, in order to avoid a multitude of model parameters of which the values are not known. Complexity of Hill-type muscle models has been discussed by [92, 2] . These muscle models are also used for EMG to force processing and dynamic optimization in inverse dynamics (see the respective sections above). Hill muscle models, with the assumption of constant activation level, have been used to include muscle forces in simulations of impact loads in running [79, 29] .
The Hill model is not the only possible representation of mechanical properties. Simpler models are possible when, for instance, the mechanical properties are dominated by the series elastic element. In the distal limb of the horse, the ratio of tendon length to muscle fibre length is extremely high. The influence of (horse)shoe design on internal forces was successfully simulated using a muscle model consisting of a kinematic actuator element (the fibres) and an elastic element (the tendon) [12] . Towards the other extreme, more complex models, based on A. F. Huxley's cross-bridge theory, have been proposed for use in musculoskeletal simulations but have not been applied for this purpose [55] . Researchers in musculoskeletal dynamics probably feel that the Hill model is adequate for their needs.
Summary and conclusion
Load in the human body can be quantified as force, stress, or strain, depending on the Studies with a large number of human subjects, and routine analysis of patients, are done using non-invasive techniques: EMG analysis for muscle forces, kinematic analysis for ligament forces, and inverse dynamics for resultant joint loads. Inverse dynamics is the most general method, and is applicable to all joints in the human body. Important limitations of inverse dynamics are due to the "distribution problem"; the separation of resultant loads into the individual forces in muscles and other structures. Dynamic optimization is the most promising solution method for this problem. Inverse dynamics also relies heavily on the assumption that body segments are rigid. The errors caused by this simplification are most severe in impact and vibration studies.
Computer simulation is a well-established method for load analysis in mechanical engineering, but is relatively rare in biomechanics. Replacing the human test subject by a .. . 
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