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1 Einleitung
1 Einleitung
Die vorliegende Dissertation entstand im Rahmen des Graduiertenkollegs Welisa. Wie bei allen
Problemen der angewandten Statistik ist die Wahl eines geeigneten Modells von
entscheidender Bedeutung. Deshalb wurde bereits in einem fru¨hen Stadium der Dissertation
dieses Problem als eigensta¨ndiges mathematisches Problem behandelt. Die wesentliche
Ergebnisse dieser Untersuchung sind im Kapitel 4 dieser Arbeit dargestellt und in Liese und Liu
(2011) vero¨ffentlicht. Die mit dem Graduiertenkolleg unmittelbar zusammenha¨ngenden
Probleme betreffen die mathematischen Modelle und Analysen fu¨r Aktinfilamente. Die
Ergebnisse sind in den Kapiteln 2 und 3 zusammengefasst.
1.1 Statistische Analyse von Aktinfilamenten
Aktin ist ein Strukturprotein und Bestandteil des Zytoskeletts. In der Zelle bildet Aktin
dynamische Filamente, die sogenannten Aktinfilamente. Diese Filamente dienen als Bestandteil
des Zytoskeletts der Stabilisierung der a¨ußeren Zellform1. Ausgangspunkt fu¨r die statistische
Modellierung von Aktinfilamenten sind Bilder von Aktinfilamenten, die mit Hilfe der
Gratmethode als Methode zur Bildauswertung in der Dissertation von Herrn Birkholz 2
gewonnen wurden. Diese Bilder zeigen, dass sich in Abha¨ngigkeit von der Oberfla¨chenstruktur
auf der die Zellen kultiviert wurden, Vorzugsrichtungen herausbilden, entlang derer die
Filamente besonders lang sind. Der statistische Nachweis einer solchen Hauptrichtung beno¨tigt
ein statistisches Modell innerhalb dessen dann entsprechende Tests konstruiert werden ko¨nnen.
Ein erster Modellansatz basiert auf der Tatsache, dass Punkte aus einem Regressionsmodell
sich um die Regressionsgerade gruppieren. Verbindet man Paare von Punkten, so erha¨lt man
zufa¨llige Strecken, die zueinander mit einer gewissen Parallelita¨t verlaufen. Simulationen fu¨r
Punkte aus einem Regressionsmodell zeigen, dass die Parallelita¨t groß ist und damit eine
gewisse Vorzugsrichtung gesichert ist, wenn sich die beiden Eigenwerte der Kovarianzmatrix
stark unterscheiden. Damit la¨uft der Nachweis einer Hauptrichtung fu¨r das Wachstum von
Filamenten auf einen Test fu¨r die Gleichheit von Eigenwerten der Kovarianzmatrix hinaus.
Diese Abha¨ngigkeit der Existenz einer Hauptrichtung von den Eigenwerten wird auch klar,
wenn man den Argumenten der Hauptkomponentenanalyse folgt. Fragt man danach, ob es
eine Richtung in der Ebene gibt, fu¨r die die Komponente des Filaments gro¨ßer als auf der dazu
senkrecht stehenden Richtung ist, so fu¨hrt dies wieder auf den Nachweis, dass sich die beiden
Eigenwerte der Kovarianzmatrix unterscheiden. Solche Tests beantworten aber noch nicht die
Frage, wie die La¨nge mit dem Winkel der Filamente zusammenha¨ngt. Hierzu sind geeignete
zweidimensionale Verteilungen notwendig. Liegt eine zweidimensionale Normalverteilung vor, so
kann man durch U¨bergang zu Polarkoordinaten leicht die bedingte Verteilung der La¨nge bei
gegebenem Winkel und den zugeho¨rigen bedingten Erwartungswert formelma¨ßig berechnen. Es
zeigt sich nun, dass dieser bedingte Erwartungswert der La¨nge genau dann vom Winkel
unabha¨ngig ist, wenn beide Eigenwerte u¨bereinstimmen. Daru¨ber hinaus gilt dies genau dann,
wenn der Winkel und die La¨nge voneinander unabha¨ngig sind. Um eine große Klasse von
zweidimensionalen Verteilungen fu¨r die Modellierung von Aktinfilamenten bereitzustellen,
wurde das von Hoffmann-Jørgensen (1994) eingefu¨hrte Konzept der homogenen Dichten
aufgegriffen. Diese Verteilungsklasse entha¨lt die Normalverteilung, die elliptisch konturierten
1Aktin: Wikipedia: http://de.wikipedia.org/wiki/Aktin
2Dissertation: Mathematical Methods for the Quantification of Actin-Filaments in Micoscopic Images,
2012
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Verteilungen und die ln,p-symmetrischen Verteilungen als Spezialfa¨lle. Einerseits ist diese
Verteilungsklasse sehr flexibel. Andererseits ist sie besonders gut geeignet, die
Zusammenha¨nge zwischen der La¨nge und dem Winkel eines zweidimensionalen Vektors in
einfacher Weise zu beschreiben. Insbesondere liegt wieder eine Unabha¨ngigkeit des Winkels von
der La¨nge vor, wenn man zu einer modifizierten La¨nge u¨bergeht. Diese stochastische
Unabha¨ngigkeit fu¨hrt zu einer stochastischen Darstellung eines zufa¨lligen Vektors mit
homogener Dichte. In diese Darstellung gehen der Winkel und die modifizierte La¨nge ein, die
durch einen Punkt auf der Konstanzlinie der Dichte bestimmt ist. Im Falle einer
Normalverteilung sind diese Konstanzlinien Ellipsen, die bei unkorrelierten Komponenten des
zufa¨lligen Vektors in Kreise u¨bergehen. Gegenstand des zweiten Kapitel dieser Dissertation ist
die Bereitstellung der wahrscheinlichkeitstheoretischen Zusammenha¨nge in der Klasse der
homogenen Dichten. Dies betrifft Aussagen u¨ber die Verteilungen der La¨ngen, der Winkel, der
beiden bedingten Dichten und bedingten Erwartungswerte. Einige dieser Resultate sind bereits
in Hoffmann-Jørgensen (1994) zu finden, werden hier aber nochmals direkt mit Hilfe von
Polarkoordinaten und ohne Verwendung der in Hoffmann-Jørgensen (1994) verwendenten
Hilfsmittel der geometrischen Maßtheorie abgeleitet. Im Kapitel 3 werden statistische Tests
konstruiert, mit deren Hilfe nachgewiesen werden soll, ob es Vorzugsrichtungen fu¨r die La¨nge
der Filamente gibt. Im Kapitel 2 wird herausgearbeitet, dass diese Frage darauf hinausla¨uft, ob
die Eigenwerte der Kovarianzmatrix gleich sind. Zu dieser klassischen Fragestellung gibt es fu¨r
normalverteilte Grundgesamtheiten beginnend mit Mauchly (1940a) und (1940b) zahlreiche
Arbeiten, die auch den Fall einer allgemeinen Dimension erfassen. Folgt man dem klassischen
Zugang in Anderson (1984) bei Beschra¨nkung auf drehungsinvariante Statistiken, so
reduzieren sich die mo¨glichen Teststatistiken auf Funktionen der Eigenwerte Ln,1, ..., Ln,d der
empirischen Kovarianzmatrix, die aus der Beobachtung von n unabha¨ngigen d-dimensionalen
Vektoren berechnet werden. Unter den verschiedenen Teststatistiken zum Testen der
Gleichheit der Eigenwerte λ1 ≥ λ2 ≥ ... ≥ λd , die auf Funktionen der Ln,1, ..., Ln,d beruhen,
ergibt sich in normalverteilten Grundgesamtheiten die Teststatistik
Ln = [Ln,1 · ... · Ln,d ]1/d
[
1
d
∑d
i=1
Ln,i
]−1
als Likelihoodquotientenstatistik. Die Verteilung dieser Teststatistik unter der Nullhypothese
λ1 = λ2 = ... = λd ist ein klassisches Resultat der multivariaten Statistik. Fu¨r die Herleitung
der Verteilung von Ln unter der Alternative beno¨tigt man die Verteilung des Vektors
(Ln,1, ..., Ln,d) unter der Alternative. Dann tritt in der Dichteformel ein Integral u¨ber die
orthogonale Gruppe auf. Dieses Integral la¨sst sich nicht geschlossen berechnen, siehe Muirhead
(1982). Da wir nur den Fall der Dimension d = 2 betrachten, ko¨nnen wir diese Schwierigkeit
umgehen, indem wir auf Girshick (1941) fu¨r eine direkte Herleitung der Verteilung von L unter
der Alternativen zuru¨ckgreifen. Der in Girshick (1941) gegebene Beweis ist an einigen Stellen
stark verku¨rzt und entha¨lt Lu¨cken. Deshalb wird im Kapitel 3 ein ausfu¨hrlicher Beweis
gegeben, wobei wir aber wesentliche Teile des Girshickschen Beweises verwenden. Mit Hilfe der
Verteilung von Ln unter der Alternative la¨sst sich die Gu¨tefunktion des Mauchlytests
berechnen. Liegt keine Normalverteilung vor, so ist man auf eine asymptotische Approximation
der Verteilung der Teststatistik angewiesen. Das asymptotische Verhalten der Folge
Tn = n(1− L2n) wurde fu¨r beliebige Dimension bereits in Waternaux (1977) fu¨r den Fall
elliptisch konturierter Verteilungen untersucht. Dort wird auch die asymptotische Verteilung
unter lokalen Alternativen abgeleitet. Fu¨r den allgemeinen Fall, wo nur die Endlichkeit gewisser
Momente gefordert wird, wurden Grenzwertsa¨tzen unter der Nullhypothese in Gupta und Xu
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(2006) und in der dort zitierten Literatur abgeleitet. Als Grenzverteilungen treten Verteilungen
von Linearkombinationen χ2-verteilter Zufallsvariablen auf. Dieser Effekt des Abweichens der
Grenzverteilung von der χ2-Verteilung wird in der Literatur u¨ber multivariate Statistik als
Nichtrobustheit bezeichnet. Wir verallgemeinern fu¨r die Dimension zwei die Ergebnisse von
Waternaux (1977) und Gupta und Xu (2006). Weiterhin modifizieren wir die Teststatistik
Tn = n(1− L2n) so, dass die neue Teststatistik Qn in dem oben geschilderten Sinne robust ist.
Die zuna¨chst fu¨r ein Dreiecksschema bewiesenen Resultate werden im zweiten Abschnitt von
Kapitel 3 angewendet, um festzustellen, ob sich durch Versuchsa¨nderungen neue
Hauptrichtungen herausgepra¨gt haben. Wir nehmen an, dass die beobachteten Daten die
Verteilung L(A(X, Y )T ) haben und wollen u¨berpru¨fen, ob A weder aus einer reinen Streckung
noch aus einer Drehung besteht. Das ist gleichbedeutend damit dass AAT gleiche Eigenwerte
besitzt. Es sei QA die zu
fA(x, y) = (det(A))
−1f (A−1(x, y)T )
geho¨rige Verteilung, wobei f den Erwartungswert Null und eine Diagonalmatrix als
Kovarianzmatrix besitzt. Das fu¨hrt auf das folgende Testproblem
Nullhypothese: H0 : Σ = AA
T = σ2I
Alternativhypothese: HA : Σ = AA
T 6= σ2I.
Die Gu¨te der betrachteten asymptotischen Tests wird unter zwei speziellen Alternativen
untersucht. Weil die Teststatistik Qn noch eine aus gemischten vierten Momenten bestehende
Matrix Γ enha¨lt, muss diese durch einen nichtparametrischen Scha¨tzer Γ̂n mitgescha¨tzt
werden. Weil Γ multiplikativ in Qn eingeht, vera¨ndert sich dadurch die Asymptotik der neuen
Teststatistik Q̂n gegenu¨ber Qn nicht. Mit Hilfe der Teststatistiken Tn und Q̂n werden
asymptotische α-Tests konstruiert, deren asymptotische Gu¨te unter den lokalen Alternativen
HA,loc berechnet wird. In diese Gu¨tefunktionen geht die Matrix Γ ein, wodurch der Einfluss von
schweren Flanken der Verteilungen auf die Gu¨te erfasst wird.
Im dritten Abschnitt von Kapitel 3 wird ein asymptotischer Test konstruiert, wenn die
beobachteten zufa¨lligen Vektoren (X1, Y1), ..., (Xn, Yn) nicht notwendig identisch normalverteilt
sind, aber den Erwartungswert Null haben und Kovarianzmatrizen besitzen, deren Eigenwerte
λ1, λ2 identisch sind. Genauer mo¨ge es gewisse orthogonalen Matrizen Oj derart geben, dass
die Vektoren (Uj , Vj)
T = OTj (Xj , Yj)
T unabha¨ngig sind und die gleiche Normalverteilung
besitzen. Dies entspricht einer Situation, wenn die Filamente aus verschiedenen Clustern
stammen, die durch Translationen und Drehungen ineinander u¨berfu¨hrt werden ko¨nnen. Geht
man jetzt zu den La¨ngenquadraten
R2j = U
2
j + V
2
j = X
2
j + Y
2
j
u¨ber, dann liegen unabha¨ngige und identisch verteilte Beobachtungen vor. Die Verteilung von
R2j ha¨ngt von λ1, λ2 ab. Durch Vertauschen von λ1 und λ2 ergibt sich die gleiche Verteilung.
Damit sind die Parameter nicht identifizierbar. Schra¨nkt man den Parameterbereich durch die
Forderung λ1 ≥ λ2 ein, so liegt die Nullhypothese am Rand des Parameterbereichs, was in den
klassischen Sa¨tzen u¨ber den Likelihoodquotiententest ausgeschlossen ist. Deshalb wird die auf
Momenten basierte Teststatistik
Tn =
(
1
n
∑n
i=1R
2
i
)2
1
n
∑n
i=1R
4
i
.
verwendet und deren asymptotisches Verhalten untersucht. Es wird gezeigt, dass unter der
Normalverteilungsannahme die auf den Tn basierende Folge von α-Tests global konsistent ist.
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Die Schwierigkeit der asymptotischen Tests fu¨r die U¨berpru¨fung der Gleichheit der Eigenwerte
besteht darin, dass die Fehlerwahrscheinlichkeit erster Art nicht exakt eingehalten wird.
Bestehen unter der Nullhypothese die Daten aus zwei unabha¨ngigen Bestandteilen, so lassen
sich bedingte Tests konstruieren, die dann exakte Tests in dem Sinne sind, dass sie das Niveau
exakt einhalten. Sind die Daten eindimensional, so sind solche unabha¨ngigen Bestandteile die
Rangstatistik und die Ordnungsstatistik. Fu¨r homogene Verteilungen sind die modifizierte
La¨nge und der Winkel solche unabha¨ngigen Bestandteile, mit deren Hilfe bedingte Tests
konstruiert werden. Die Bestimmung der kritischen Werte fu¨r die bedingten Verteilungen kann
durch Simulationen erfolgen, weil unter der Nullhypothese die bedingten Verteilungen die
nichtparametrische Komponente der unbekannten La¨ngenverteilung nicht mehr enthalten.
1.2 Anpassungstests mit gescha¨tzten Parametern
Die Wahl eines geeigneten parametrischen statistischen Modells geho¨rt zu den grundlegenden
Aufgaben der mathematischen Statistik. Dieses Problem wird im Kapitel 4 der vorliegenden
Dissertation untersucht. Die klassische Fragestellung im Rahmen der Anpassungstests betrifft
folgendes Testproblem. Es seien X1, ..., Xn u.i.v. Zufallsvariablen mit reellen Werten und der
Verteilung L(X1). Weiterhin sei P eine vorgegebene Verteilung auf der σ−Algebra der
Borelmengen B der reellen Achse R = (−∞,∞). Getestet werden soll die Nullhypothese
H0 : L(X1) = P gegen die Alternative HA : L(X1) 6= P. Zu diesem Zweck wird zuna¨chst die
empirische Verteilungsfunktion
F̂n(t) =
1
n
∑n
i=1
I(−∞,t](Xi)
gebildet. Sei F (t) = P ((−∞, t]) die Verteilungsfunktion von P. Nach dem Satz von
Glivenko-Cantelli gilt fast sicher
lim
n→∞
sup
−∞<t<∞
∣∣∣F̂n(t)− F (t)∣∣∣ = 0.
Deshalb bauen viele Tests auf einen Vergleich von F̂n(t) mit F (t) mit Hilfe geeigneter
Funktionale auf. Beispielhaft sei hier der Kolmogoroff-Smirnov-Test genannt, der auf der
Tatsache beruht, dass unter der Nullhypothese L(X1) = P die Verteilungen von
Kn = sup
−∞<t<∞
√
n
∣∣∣F̂n(t)− F (t)∣∣∣
gegen eine Grenzverteilung streben, die von F unabha¨ngig ist, falls F stetig ist. Das Testen
einer einfachen Nullhypothese betrifft nicht die Mehrzahl der in der Praxis auftretenden
Anpassungsprobleme. Sei (Pθ)θ∈Θ,Θ ⊆ Rd , eine parametrisierte Familie von Verteilungen. Es
soll festgestellt werden, ob die Verteilung L(X1) zu (Pθ)θ∈Θ geho¨rt oder nicht. Wir betrachten
also das Testproblem
H0 : L(X1) ∈ (Pθ)θ∈Θ gegen HA : L(X1) /∈ (Pθ)θ∈Θ.
Sei Fθ(t) = Pθ((−∞, t]). Eine nahe liegende Idee besteht darin, den unbekannten Parameter θ
durch eine Scha¨tzung θ̂n zu ersetzen und damit die Teststatistik
K˜n = sup
−∞<t<∞
√
n
∣∣∣F̂n(t)− Fθ̂n(t)∣∣∣
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zu erhalten. Es zeigt sich, dass bei schwachen Regularita¨tsvoraussetzungen unter der
Nullhypothese die Verteilungen dieser Teststatistiken gegen eine Grenzverteilung streben, die
aber jetzt von der Verteilungsfamilie (Pθ)θ∈Θ und dem unbekannten Parameter θ abha¨ngt.
Damit sind die betrachteten Tests nicht mehr asymptotisch verteilungsfrei. In einem wichtigen
Spezialfall kann man diese Schwierigkeiten teilweise umgehen. Fu¨r die Skalen-Lokationsfamilie
Fθ(t) = F (
t − µ
σ
), θ = (µ, σ), σ > 0, µ ∈ R
ha¨ngt die Grenzverteilung von K˜n nur noch von F aber nicht mehr von θ ab. Eine weitere
Methode zur Umgehung der oben beschriebenen Schwierigkeiten bei Anpassungstests mit
gescha¨tzten Parametern besteht darin, spezielle Funktionale von Verteilungen zu verwenden,
die innerhalb einer gegebenen Klasse von Verteilungen einen bestimmten Wert, etwa Null
haben. Fu¨r die Klasse der Normalverteilungen sind hier die auf der Schiefe und dem Exzess
beruhenden Tests zu nennen, zu denen insbesondere der Bowman-Shenton-Test (auch
Jarque-Bera-Test genennt) geho¨rt. Ein Nachteil dieser Tests besteht darin, dass sie nicht
notwendig global konsistent sind. Es gab bis Ende der 70’er Jahre keine systematische Theorie
der Eliminierung des sto¨renden Parameters θ, um die Anpassungstests asymptotisch
verteilungsfrei zu machen. Einen Durchbruch erzielte Khmaladze (1981), der einen Kern Kθ so
konstruierte, dass
B̂n(t)−
√
n
∫
(
∫
Kθ(s, t, τ)Pθ(ds))d(F̂n(τ)− Fθ̂n(τ)))
gegen einen Prozeß strebt, der bis auf eine Zeittransformation ein Wienerprozeß ist, und man
so einen asymptotisch verteilungsfreien Test konstruieren kann. Der Kern Kθ ha¨ngt in
komplizierter Weise von θ ab. Das ist der Grund dafu¨r, dass dieses Verfahren bisher fu¨r
konkrete Verteilungsfamilien nur in Haywood and Khmaladze (2008) fu¨r den relativ simplen
Fall der Exponentialverteilung angewendet wurde. Ein Beleg fu¨r die Schwierigkeiten, die mit
der Anwendung der Khmaladze-Transformation verbunden sind, scheint die Tatsache zu sein,
dass verschiedene Autoren, die fu¨r die asymptotischen Tests notwendigen Quantile durch
Bootstraptechniken approximieren. Das ist ein praktikables Verfahren, dem aber der Nachteil
gegenu¨bersteht, dass man keine Einsicht in die Gu¨te der Tests unter lokalen Alternativen hat.
Wir fu¨hren in dieser Arbeit ein prinzipiell neues Verfahren ein, mit dem die Zusatzterme, die
durch das Mitscha¨tzen des unbekannten Parameters entstehen, eliminiert werden ko¨nnen, wenn
man den Maximum-Likelihood-Scha¨tzer verwendet. Die Eliminierung des sto¨renden Parameters
erfolgt durch eine geeignete Randomisierung des gescha¨tzten empirischen Prozesses. Dieser
Ansatz ist neu und unterscheidet sich prinzipiell von den bisherigen Zuga¨ngen in der Literatur.
Fu¨r dieses neue Testverfahren la¨sst sich die asymptotische Gu¨te unter lokalen Alternativen
angeben. Ein zentrales Ergebnis ist, dass die Gu¨te von Anpassungstests nur von der Projektion
der Tangente der lokalen Alternativen auf das orthogonale Komplement des Tangentialraumes
des Modell abha¨ngt. Fu¨r den Cramer-von-Mises Test werden explizite Formeln fu¨r die
asymptotische Gu¨te angegeben und die Richtung mit maximaler Gu¨te im Raum der lokalen
Alternativen kann numerisch bestimmt werden.
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2 Modellierung von Aktinfilamenten
2.1 Der Streckenprozess der Aktinfilamente
Aktin ist ein Strukturprotein und Bestandteil des Zytoskeletts. In der Zelle bildet Aktin
dynamische Filamente (die sogenannten Aktinfilamente). Diese Filamente dienen der
Stabilisierung der a¨ußeren Zellform.
Um die Zellstrukturen und das Wachstum der Zelle auf unterschiedlichen Oberfla¨chen zu
untersuchen, betrachten wir die Struktur bzw. das Verhalten der Aktinfilamente auf
verschiedenen Titanoberfla¨chen. Das folgende Bild von Aktinfilamenten wurde von Herrn
Birkholz im Rahmen der Arbeit an seiner Dissertation mit Hilfe der Gratmethode gewonnen.
Abbildung 2.1: Die roten Strecken sind markierte Aktinfilamente. Verwendet wurde die Bilder-
kennungsmethode von Herrn Birkholz. Die Winkel zwischen den Strecken und
der x-Achse wurden gemessen. Sie liegen im Intervall [0◦,180◦).
Dem Bild in der Abbildung 2.1 ko¨nnen wir fu¨r die weitere mathematische Modellierung
folgende Aussagen entnehmen.
• Innerhalb eines Clusters bilden die Filamente zufa¨llige Strecken.
• Die den einzelnen Filamenten entsprechenden Strecken haben eine zufa¨llige La¨nge und
eine zufa¨llige Orientierung.
• Innerhalb eines Clusters gibt es eine Hauptrichtung, entlang derer die La¨nge der
zugeho¨rigen Filamente besonders stark ausgepra¨gt ist.
Fu¨r die Modellierung der zufa¨lligen Strecken bezeichnen wir durch n die Anzahl der Strecken
und durch P1,j = (X1,j , Y1,j) bzw. P2,j = (X2,j , Y2,j), j = 1, ..., n den Anfangspunkt bzw. den
Endpunkt der jeweiligen Strecken. Weil die Strecken keine Orientierung enthalten, also der
Anfangspunkt und der Endpunkt stochastisch nicht zu unterscheiden sind, setzen wir voraus
L(X1,j , Y1,j , X2,j , Y2,j) = L(X2,j , Y2,j , X1,j , Y1,j), j = 1, ..., n, (2.1)
wobei die beiden Vektoren (X1,j , Y1,j) und (X2,j , Y2,j) nicht unbedingt unabha¨ngig sein mu¨ssen.
Fu¨r die Untersuchung der Orientierung der Strecken und den Nachweis mo¨glicher
Hauptrichtungen bilden wir die Differenzen
(Xj , Yj) = (X2,j −X1,j , Y2,j − Y1,j), j = 1, ..., n. (2.2)
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Aus (2.1) ergibt sich
L(Xj , Yj) = L(−Xj ,−Yj), j = 1, ..., n. (2.3)
Die Xj und Yj haben also symmetrische Verteilungen und insbesondere den Erwartungswert
Null, sofern dieser existiert.
Wir unterscheiden jetzt zwei Typen von Modellen.
Modell 2.1 Es wird vorausgesetzt, dass (2.1) gilt und folgende Bedingung erfu¨llt ist
(Xj , Yj), j = 1, ..., n sind u.i.v.. (2.4)
Bei der Konstruktion von Tests fu¨r den Nachweis von Hauptrichtungen werden wir uns oft auf
den folgenden Spezialfall beschra¨nken.
Die Vektoren (Xi ,j , Yi ,j), i = 1, 2, j = 1, ..., n sind unabha¨ngig und identisch verteilt. Der Vektor
(Xi ,j , Yi ,j) besitzt den Erwartungswertvektor (µ, ν) und die Kovarianzmatrix(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
. (2.5)
In diesem Falle gilt (2.4) und die (Xj , Yj) besitzen eine Verteilung mit Erwartungswertvektor
Null und der Kovarianzmatrix
Σ =
(
σ2 ρστ
ρστ τ2
)
= 2
(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
. (2.6)
Das Modell 2.1 entspricht Strecken aus einem homogenen Cluster, siehe Abbildung 2.2. Der
Anfangspunkt P1,j = (X1,j , Y1,j) bzw. der Endpunkt P2,j = (X2,j , Y2,j), j = 1, ..., n besitzen die
gleiche, zweidimensionale Normalverteilung mit dem Erwartungswertvektor (µ, ν) und die
Kovarianzmatrix (2.5).
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Abbildung 2.2: Die Strecken wurden aus einem homogenen Cluster durch Computersimulation
erzeugt.
In einem erweiterten Modell lassen wir zu, dass die zuna¨chst identisch verteilten Endpunkte der
Strecken durch A¨hnlichkeitstransformationen in der Ebene verteilt werden. Weil sich
Translationen der Strecken durch die Differenzbildung in (2.2) herausheben, ergeben sich
folgende Modellvoraussetzungen.
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Modell 2.2 Es mo¨ge orthogonale Oj Matrizen derart geben, dass die Vektoren Oj(Xj , Yj)
T den
Voraussetzungen in Modell 2.1 genu¨gen.
In der Abbildung 2.3 sind drei Beispiele fu¨r das Modell 2.2 dargestellt. Es sei (X˜i ,j , Y˜i ,j)
T ,
i = 1, 2 eine beliebige Rotation von (Xi ,j , Yi ,j)
T , i = 1, 2 im Uhrzeigensinn um den Winkel ψ, d.
h. (
X˜i ,j
Y˜i ,j
)
= O
(
Xi ,j
Yi ,j
)
mit O =
(
cosψ sinψ
− sinψ cosψ
)
, i = 1, 2.
Damit bilden die Strecken mit dem Anfangspunkt P˜1,j = (X˜1,j , Y˜1,j) und dem Endpunkt
P˜2,j = (X˜2,j , Y˜2,j), j = 1, ..., n einen neuen Cluster. Dieser Cluster (blau) stellt in der Abbildung
2.3 eine Drehung des Clusters aus dem Modell 2.1 (rot) dar. Durch diese Drehung a¨ndert sich
die La¨nge der Strecke nicht.
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Abbildung 2.3: Der blaue Cluster ist eine Drehung des Clusters (rot) aus dem Modell 2.1 mit
drei verschiedenen Winkeln ψ = pi/4 (linkes Bild), ψ = pi/2 (mittleres Bild) und
ψ = pi (rechtes Bild).
2.2 Existenz von Hauptrichtungen
Zum Nachweis der Existenz von Richtungen, in denen die Filamente besonders stark
ausgepra¨gt sind, verwenden wir Ideen aus dem Gebiet der linearen Regression und der
Hauptkomponentenanalyse.
Sei (X, Y ) ein zweidimensionaler Vektor, der endliche zweite Momente besitzt. Wir bezeichnen
dann durch µ = EX, ν = EY die Erwartungswerte, durch σ21 = V (X), σ
2
2 = V (Y ) die
Varianzen und schließlich durch
ρ =
cov(X, Y )
σ1 · σ2
den Korrelationskoeffizienten. Im Problem der besten linearen Vorhersage von Y durch
Beobachtung von X fragt man nach Zahlen a und b, die die Funktion
H(a, b) = E(Y − aX − b)2
in Abha¨ngigkeit von a und b minimieren. Diese quadratische Funktion erreicht ihr Minimum im
Punkt
a0 = ρ
σ2
σ1
und b0 = ν − ρσ2
σ1
µ.
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Die lineare Funktion
f (x) = ν + ρ
σ2
σ1
(x − µ)
heißt die lineare Regressionsfunktion. Wir betrachten jetzt das minimale mittlere Fehlerquadrat
E(Y − f (X))2. Unter Verwendung der Gestalt der Funktion f erha¨lt man
E(Y − f (X))2 = (1− ρ2)σ22.
Ist ρ2 nahe dem Wert 1, so liegt der Punkt (X, Y ) nahezu auf der Regressionsgeraden
y = f (x).
Jetzt betrachten wir die unabha¨ngigen Punkte P1,i = (X1,i , Y1,i) bzw. P2,i = (X2,i , Y2,i), deren
Verteilungen mit denen von (X, Y ) u¨bereinstimmen. Fasst man jetzt P1,i als Anfangspunkte
und P2,i als Endpunkte einer Strecke auf, so entstehen Strecken, die der durch die
Regressionsgerade vorgegebenen Hauptrichtung tendenziell folgen.
Wir diskutieren jetzt den Einfluss der Modellparameter auf die Struktur der entstehenden
Streckenprozesse, wenn die zugeho¨rigen Strecken durch Verbinden von Paaren der Punkte
P1,i = (X1,i , Y1,i), P2,i = (X2,i , Y2,i) entstehen. Wir setzen voraus, dass die zufa¨lligen Punkte
(Xi ,j , Yi ,j) unabha¨ngig und identisch verteilt sind und eine Normalverteilung mit dem
Erwartungswertvektor (µ, ν) und der Kovarianzmatrix (2.5) besitzen.
Durch Betrachtung von Spezialfa¨llen und durch Simulationen demonstrieren wir, dass die
Parameter ρ, σ1 und σ2 die Parallelita¨t der Strecken und die Hauptorientierung des Clusters
steuern.
Zur Erzeugung von normalverteilten Pseudozufallszahlen (Xi ,j , Yi ,j) wurde die Darstellung
Xi ,j = σ1Ui ,j + µ,
Yi ,j = ν + ρσ2Ui ,j +
√
1− ρ2 · σ2Vi ,j
verwendet, wobei die Ui ,j und Vi ,j u.i.v. und standardnormalverteilt sind.
In den unten angefu¨hrten numerischen Beispielen unterscheiden wir verschiedene Spezialfa¨lle
und wollen diskutieren, wie die Parameter ρ, σ1, σ2 den Grad der Parallelita¨t beeinflussen.
Fall 1 Fu¨r σ1 = σ2 nimmt die Parallelita¨t der Strecken zu, falls der Korrelationskoeffizient ρ
steigt. In den folgenden drei Bildern sind simulierte Strecken mit σ1 = σ2 = 2 und
wachsendem ρ dargestellt. Fu¨r ρ = 0.1 ist die Parallelita¨t der Strecken sehr gering, siehe
linkes Bild der Abbildung 2.4. Mit steigendem ρ liegen die Strecken immer paralleler
beieinander, siehe mittleres und rechtes Bild der Abbildung 2.4.
Ein Spezialfall ist |ρ| = 1. Dann liegen alle Strecken auf einer Geraden, siehe Abbildung 2.5. In
diesem Fall sind die Strecken exakt parallel. Das liegt daran, dass alle erzeugten Punkte auf der
Regressionsgeraden liegen.
Fall 2 In diesem Fall ist ρ fest. Die Parallelita¨t der Strecken ist davon abha¨ngig, wie stark sich
σ21 und σ
2
2 unterscheiden. Falls dieser Unterschied groß ist, weisen die Strecken eine hohe
Parallelita¨t auf. Das ist leicht erkla¨rbar. Schwankt die x-Koordinate wenig und die
y -Koordinate stark, so liegen die Punkte nahezu auf einer Geraden parallel zur y -Achse.
Die folgenden drei Bilder verdeutlichen diese Aussage, siehe Abbildung 2.6. In diesen
Beispielen sind ρ = 0.7 und σ2 = 1. σ1 hat die Werte 1, 5 bzw. 10. Mit steigendem σ1,
nimmt die Parallelita¨t der Strecken auf den Bilder von links nach rechts zu.
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Abbildung 2.4: Simulierte Strecken: σ1 = σ2 = 2, ρ = 0.1 (linkes Bild), σ1 = σ2 = 2, ρ = 0.7
(mittleres Bild) und σ1 = σ2 = 2, ρ = 0.7 (rechtes Bild).
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Abbildung 2.5: Simulierte Strecken mit σ2 = σ1 = 2 und ρ = 1.
Fall 3 Die Parameter σ1, σ2 ko¨nnen die Hauptrichtung des Clusters beeinflussen. Je gro¨ßer σ1,
desto paralleler sind die Hauptrichtung des Clusters und die x-Achse. Steigt σ2, dann
stellt sich zunehmend eine Parallelita¨t der Hauptrichtung der Strecken des Clusters zur
y -Achse ein. In den drei Beispielen ist immer ρ = 0.9. Auf dem linken Bild der Abbildung
2.7 sind σ1 = 2 und σ2 = 5. Die Hauptrichtung des Cluster ist eher parallel zur y - als zur
x-Achse. Das rechten Bild der Abbildung 2.7 zeigt den umgekehrten Fall, na¨mlich
σ1 = 5, σ2 = 2. Die Hauptrichtung des Cluster dreht sich in Richtung der x-Achse.
Verwendet man zur Konstruktion der Strecken das paarweise Verbinden, so ist es wichtig,
Parameter einzufu¨hren, die ausdru¨cken, wie stark die entstandenen Strecken in eine bestimmte
Richtung ausgerichtet sind. Die Richtung der Strecken wird durch den Vektor
(Xj , Yj) = (X2,j −X1,j , Y2,j − Y1,j)
gegeben. Durch einen Einheitsvektor e = (α, β)T mit α2 + β2 = 1 legen wir eine Richtung in
der Ebene fest. Dann ist
Uj,e = αXj + βYj
die Komponente von (Xj , Yj) in Richtung des Einheitsvektors e. Wir suchen jetzt eine Richtung
e, fu¨r die das La¨ngenquadrat der Komponente in Richtung von e im Mittel besonders groß
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Abbildung 2.6: Simulierte Strecken: ρ = 0.7, σ1 = σ2 = 1 (linkes Bild), ρ = 0.7, σ1 = 5, σ2 = 1
(mittleres Bild) und ρ = 0.7, σ1 = 10, σ2 = 1 (rechtes Bild).
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Abbildung 2.7: Simulierte Strecken: ρ = 0.9, σ1 = 2, σ2 = 5 (linkes Bild) und ρ = 0.9, σ1 = 5,
σ2 = 2 (rechtes Bild).
wird, d. h. wir wollen EU2j,e in Abha¨ngigkeit von e maximieren. Wir nehmen jetzt zusa¨tzlich an,
dass die Voraussetzungen im Modell 2.1 erfu¨llt sind. Dann ist EU2j,e unabha¨ngig von j und kann
mit Hilfe der Kovarianzmatrix Σ von (Xj , Yj) (2.6) in folgender Form geschrieben werden
EU2j,e = e
TΣe.
Die Maximierung dieses Ausdrucks als Funktion von e fu¨hrt gerade auf ein Eigenwertproblem.
Es gilt
max
e:eT e=1
eTΣe = λ1, (2.7)
wobei λ1 der gro¨ßere der beiden Eigenwerte λ1, λ2 der positiv semidefiniten und
symmetrischen Matrix Σ ist, beide Eigenwerte ko¨nnen natu¨rlich auch gleich sein. Bekanntlich
erha¨lt man die Eigenwerte von Σ als Lo¨sungen der Gleichung
det(Σ− λI) = 0,
wobei I die Einheitsmatrix ist. In unserem Fall geht diese Gleichung in die quadratische
Gleichung
det
(
σ2 − λ ρστ
ρστ τ2 − λ
)
= (σ2 − λ)(τ2 − λ)− (ρστ)2 = 0
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u¨ber. Die Lo¨sungen dieser Gleichung sind
λ1 =
1
2
(
τ2 + σ2
)
+
1
2
√
(τ2 − σ2)2 + 4ρ2τ2σ2, (2.8)
λ2 =
1
2
(
τ2 + σ2
)− 1
2
√
(τ2 − σ2)2 + 4ρ2τ2σ2.
Die Differenz λ1 − λ2 ist somit
λ1 − λ2 =
√
(τ2 − σ2)2 + 4ρ2τ2σ2.
Weiterhin gilt
det
(
σ2 ρστ
ρστ τ2
)
= (1− ρ2)σ2τ2 = λ1λ2. (2.9)
Hat man also n identisch verteilte zufa¨llige Strecken mit den beiden Endpunkten
P1,j = (X1,j , Y1,j) bzw. P2,i = (X2,j , Y2,j), so liegt genau dann eine dominierende Richtung fu¨r
diese Strecken vor, wenn die Differenz λ1 − λ2 groß ist. Diese Aussage steht in
U¨bereinstimmung mit den Simulationen in den Fa¨llen 1, 2 und 3 von oben. Eine dominierende
Richtung liegt bei Gleichheit der Varianzen σ21 = σ
2
2 genau dann vor, wenn ρ
2 groß ist. Ist ρ
fest gewa¨hlt, dann ist eine dominierende Richtung besonders stark ausgepra¨gt, wenn die
Unterschiede zwischen den Varianzen σ21 und σ
2
2 groß sind. Im Allgemeinen liegt bei starker
Dominanz einer Richtung eine Kombination dieser beiden Fa¨lle vor. Insgesamt ko¨nnen wir
feststellen, dass der Nachweis einer Hauptrichtung bei zufa¨lligen Strecken a¨quivalent ist zum
Testproblem
H0 : λ1 = λ2 gegen HA : λ1 > λ2. (2.10)
2.3 Bivariate homogene Verteilungen
Fu¨r die Analyse der zufa¨lligen Richtung der Strecken und der Abha¨ngigkeit zwischen der La¨nge
der Strecken und der zugeho¨rigen Richtung ist der U¨bergang zu Polarkoordinaten vorteilhaft.
Fu¨r einen zufa¨lliger Vektor (X, Y ) fu¨hren wir den zufa¨lligen Winkel Φ und die zufa¨llige La¨nge R
durch U¨bergang zu Polarkoordinaten X = R cosΦ, Y = R sinΦ ein. Die beiden
Randverteilungen von (R,Φ) geben Auskunft u¨ber die Ha¨ufigkeit der auftretenden La¨ngen von
Filamenten bzw. deren Orientierung. Dagegen gibt die gemeinsame Verteilung bzw. die
bedingte Verteilung von R unter der Bedingung Φ = ϕ Auskunft daru¨ber, in welchen
Richtungen die La¨nge der Filamente besonders groß ist. Aus der bedingten Verteilung erha¨lt
man den bedingten Erwartungswert E(R|Φ = ϕ), der die mittlere La¨nge der Filamente bei
gegebener Richtung ϕ liefert.
Die in der Literatur vorhandenen Resultate u¨ber zirkula¨re Daten beziehen sich vorwiegend auf
die statistische Analyse der Verteilung des zufa¨lligen Winkels Φ. Wir verweisen auf die Bu¨cher
von Fisher et al. (1993) und Jammalamadaka und SenGupta (2001) sowie die darin zitierte,
umfangreiche Literatur. Im Gegensatz zu diesen Untersuchungen wollen wir in diesem Kapitel
vor allem die Wechselbeziehung zwischen der La¨nge R und dem Winkel Φ untersuchen. Hierzu
werden wir spezielle Modelle entwickeln, innerhalb derer die Regressionsfunktion E(R|Φ = ϕ)
explizit berechnet werden kann.
Wir hatten bereits untersucht, ob es eine bestimmte Richtung, beschrieben durch den
Einheitsvektor e = (e1, e2), derart gibt, dass das Quadrat des La¨ngenanteils (e1X)
2 + (e2Y )
2
im Mittel besonders groß wird und nachgewiesen, dass diese Frage auf das Testproblem (2.10)
18
2 Modellierung von Aktinfilamenten
fu¨hrt. Zur Konstruktion geeigneter Tests in finiter oder asymptotischer Form und zur
Untersuchung der Regressionsfunktion E(R|Φ = ϕ), die durch U¨bergang zu Polarkoordinaten
entsteht, sind spezielle Verteilungsannahmen notwendig. Ziel dieses Kapitels ist es, diese
Verteilungsklassen einzufu¨hren, zu diskutieren und die fu¨r die Konstruktion der Tests
notwendigen Hilfsmittel bereitzustellen.
Die Polarkoordinaten in der Ebene sind definiert durch die Abbildung
M : (0,∞)× [−pi, pi)→ R\ {(0, 0)} , wobei
M(r, ϕ) = (r cosϕ, r sinϕ). (2.11)
Die Abbildung M ist eineindeutig und durch (P1(x, y), P2(x, y)) bezeichnen wir die
Umkehrabbildung, die wir auch in expliziter Weise mit
P1(x, y) =
√
x2 + y 2,
P2(x, y) =

arctan y
x
fu¨r x > 0
arctan y
x
+ pi fu¨r x < 0, y ≥ 0
arctan y
x
− pi fu¨r x < 0, y < 0
+pi/2 fu¨r x = 0, y > 0
−pi/2 fu¨r x = 0, y < 0
(2.12)
angeben ko¨nnen.
Wir verwenden im Weiteren die bekannte Transformationsregel beim U¨bergang zu
Polarkoordinaten, siehe z. B. Hoffmann-Jørgensen (1994).
Lemma 2.3 Ist f : R2 → [0,∞] eine messbare Funktion, so gilt∫
(
∫
f (s, t)ds)dt =
∫ ∞
0
(
∫ 2pi
0
f (r cosϕ, r sinϕ)rdϕ)dr . (2.13)
Sei D ⊆ Rn eine Menge. Eine Funktion h : D → Rk heißt homogen der Ordnung p ∈ R, falls
fu¨r alle x ∈ D und alle λ ≥ 0 folgt λx ∈ D und
h(λx1, ..., λxn) = λ
ph(x1, ..., xn),
wobei wir fu¨r p = 0 und λ = 0 die Konvention 00 = 1 verwenden. Zur Illustration der
Homogenita¨t geben wir einige einfache Beispiele homogener Funktionen von zwei Variablen
Ordnung p h (x, y) = a|x |p + b|y |p,
Ordnung 1 h (x, y) = P1(x, y) =
√
x2 + y 2,
Ordnung 0 h (x, y) = P2(x, y) in (2.12),
Ordnung p + q h (x, y) = |x |p|y |q.
Die Abbildung 2.8 stellt den Verlauf der homogenen Funktionen
h (x, y) = a|x |p + b|y |p
fu¨r a = b = 1 und p = 1, 2, 3 bzw. 4 dar.
Fu¨r unsere Zwecke besonders wichtige homogene Funktionen sind der Winkel P2(x, y)
(0-homogen) und der Radius P1(x, y) (1-homogen). Wir wollen die Struktur von homogenen
Funktionen von zwei Variablen bei U¨bergang zu Polarkoordinaten untersuchen.
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Abbildung 2.8: Verlauf der Kurve h (x, y) = a|x |p + b|y |p mit a = b = 1 sowie p = 1 (schwarz),
p = 2 (rot), p = 3 (gru¨n) und p = 4 (blau).
Folgerung 2.4 Eine Funktion h : R2 → R ist genau dann homogen der Ordnung p, falls mit
einer gewissen Funktion ρ : [0, 2pi)→ R gilt
h(r cosϕ, r sinϕ) = r pρ(ϕ). (2.14)
Beweis. Sei h homogen der Ordnung p. Dann folgt (2.14) mit
ρ(ϕ) = h(cosϕ, sinϕ).
Umgekehrt sei fu¨r ein gegebenes p und eine Funktion ρ : [0, 2pi)→ R die Funktion h definiert
durch
h(x, y) = (P1(x, y))pρ(P2(x, y)).
Dann folgt h(λx, λy) = λph(x, y), weil P2(x, y) 0-homogen und P1(x, y) 1-homogen ist.
Im Hinblick auf (2.14) und zur Reduktion großer Formelausdru¨cke fassen wir Funktionen
h(cosϕ, sinϕ) auf dem Einheitskreis direkt als Funktionen des Winkels auf und umgekehrt.
Konvention 2.5 Fu¨r Funktionen h(cosϕ, sinϕ) und k(cosϕ, sinϕ) auf dem Einheitskreis seien
h(ϕ) = h(cosϕ, sinϕ) und k(ϕ) = k(cosϕ, sinϕ).
Die folgende Klasse von Verteilungen wurde fu¨r beliebige Dimension im Abschnitt 8.26 in
Hoffmann-Jørgensen (1994) eingefu¨hrt und untersucht. Da wir uns vollsta¨ndig auf den
zweidimensionalen Fall konzentrieren, beno¨tigen wir nicht die in Hoffmann-Jørgensen (1994)
verwendeten Resultate aus der geometrischen Maßtheorie, sondern ko¨nnen die von uns
benutzten Resultate direkt mit Hilfe von Polarkoordinaten ableiten.
Definition 2.6 Die Verteilung des zweidimensionalen zufa¨lligen Vektors (X, Y ) heißt homogen,
wenn sie absolut stetig bezu¨glich des Lebesguemaßes ist und die Dichte die Gestalt
fX,Y (x, y) = hg,h,k(x, y) := g(h(x, y))k(x, y) (2.15)
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hat, wobei h : R2 → [0,∞) mit h(x, y) > 0, (x, y) 6= (0, 0) und k : R2 → [0,∞) messbare
homogene Funktionen der Ordnung p bzw. q sind. g : R→ [0,∞) ist eine nichtnegative
messbare Funktion mit ∫ ∞
0
t
q−p+2
p g(t)dt = 1. (2.16)
Die Verteilung mit der Dichte in (2.15) wird durch Hg,h,k bezeichnet. g heißt die generierende
Funktion der Dichte.
Bemerkung 2.7 Die in (2.15) auftretenden Funktionen g, h, k sind nicht eindeutig bestimmt.
Man kann g durch Cg und k durch C−1k ersetzen, ohne die Dichte zu a¨ndern. Ist die rechte
Seite in (2.15) eine Dichte, so folgt aus (2.13) und der Homogenita¨t von h und k
1 =
∫ ∞
0
(
∫ 2pi
0
g(h(r cosϕ, r sinϕ))k(r cosϕ, r sinϕ)rdr)dϕ,
=
∫ ∞
0
(
∫ 2pi
0
g(r ph(ϕ)k(ϕ)r q+1dr)dϕ und damit∫ ∞
0
t
q−p+2
p g(t)dt <∞ und
∫ 2pi
0
k(ϕ)
h(q+2)/p(ϕ)
dϕ <∞.
Sind umgekehrt diese beiden Bedingungen erfu¨llt fu¨r homogene Funktionen h, k und eine
beliebige nichtnegative messbare Funktion g erfu¨llt, so ist g(h(x, y))k(x, y) eine nichtnegative
integrierbare Funktion, die zu einer Dichte normiert werden kann. Die Forderung in (2.16) ist
deshalb keine Einschra¨nkung.
Wir betrachten jetzt wichtige Spezialfa¨lle und starten mit der homogenen Funktion
(x, y) 7→ (|x |p + |y |p), p > 0. Sei g eine nichtnegative Funktion mit∫ ∞
0
t
2−p
p g(t)dt = 1. (2.17)
Wir wa¨hlen jetzt die Funktion k(x, y) = C(p) als Konstante so, dass gilt∫
(
∫
C(p)g(|x |p + |y |p)dx)dy = 1.
Wegen
1 = C(p)
∫ ∞
0
(
∫ 2pi
0
g(r p(| cosϕ|p + | sinϕ|p)rdr)dϕ
= C(p)(
∫ ∞
0
g(t)t
2
p
−1dt)p
2
p
∫ 2pi
0
(| cosϕ|p + | sinϕ|p)− 2p dϕ
= C(p)p
2
p
∫ 2pi
0
(| cosϕ|p + | sinϕ|p)− 2p dϕ
ist C(p) von g unabha¨ngig. Zur Bestimmung von C(p) ko¨nnen wir deshalb
g(t) = gN,p (t) := p
2
p t
2−p
p exp{−tp}, t ≥ 0 (2.18)
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setzen und erhalten
1
C(p)
=
(
p
2
p
∫ ∞
0
t
2−p
p exp{−tp}dt
)2
=
p 2p · Γ
(
2−p
p2
+ 1
p
)
p
2 .
Mit diesem C(p) setzen wir
fX,Y (x, y) = hg,p(x, y) = C(p)g(|x |p + |y |p) (2.19)
und zur Abku¨rzung Hg,p = Hg,hp,k . Fu¨r p = 2 wird die Verteilung Hg,2 als spha¨risch
symmetrische Verteilung bezeichnet. Diese Verteilungen haben also die Lebesguedichte
hg,2(x, y) = C(2)g(x
2 + y 2). (2.20)
Die zweidimensionale Normalverteilungsdichte (2pi)−1 exp{−(x2 + y 2)/2} ist ein Spezialfall,
wenn man g (t) = 1
2
exp
{− t
2
}
setzt. In Verallgemeinerung dieser speziellen, die Dichte
generierenden Funktion g wird in Arbeiten u¨ber elliptisch konturierte Verteilungen oft die Klasse
der Kotz-Verteilungen betrachtet. Diese dreiparametrige Klasse von Dichten verallgemeinert
gleichzeitig die Gammaverteilung und die Weibullverteilung. Die Dichten sind gegeben durch
gα,β,γ(t) = C(α, β, γ)t
α−1 exp{−βtγ}, α, β, γ > 0, t ≥ 0. (2.21)
Eine weitere wichtige Klasse von Funktionen, welche die Dichte generieren, ist die Klasse der
Pearson-Typ-VII-Funktionen
piα,β(t) = C(α, β)(1 + βt)
−(1+α), α ≥ 3
2
, β > 0, t ≥ 0,
wobei fu¨r gα,β,γ(t) und piα,β(t) die Konstanten so zu wa¨hlen sind, dass die Bedingung (2.16)
erfu¨llt ist. Weil die Flanken von piα,β nur polynomial abfallen, werden diese Funktionen zur
Modellierung schwerer Flanken verwendet.
Fu¨r p = 1 wird Hg,1 als l1-Norm-symmetrische Verteilung bezeichnet, siehe Fang and Zhang
(1990). Die Verteilungen Hg,1 und Hg,2 fu¨r allgemeine Dimension wurden in einer Vielzahl von
Vero¨ffentlichungen untersucht. Wir verweisen hier auf die Standardwerke Fang and Zhang
(1990) und Fang et al. (1990). Die Verteilungen Hg,p fu¨r beliebige Dimension n werden als
ln,p-symmetrische Verteilungen bezeichnet, siehe Richter (2009). Die
wahrscheinlichkeitstheoretische Struktur der Verteilungen Hg,p wurde fu¨r beliebige Dimension
ebenfalls in einer Vielzahl von Vero¨ffentlichungen untersucht. Als eine Auswahl verweisen wir
fu¨r Details auf folgende Arbeiten: Barthe et al. (2005), Rachev and Ru¨schendorf (1991),
Richter (1991), (2007), (2009), Schechtman and Zinn (1990), Song and Gupta (1997) und
Szablowski (1998).
Die im folgenden Satz formulierte Unabha¨ngigkeit und die Verteilungsaussagen sind bereits in
Hoffmann-Jørgensen (1994) zu finden. Dort werden fu¨r den Fall allgemeiner Dimension
Hilfsmittel aus der geometrischen Maßtheorie verwendet. Fu¨r den einfachen Fall der Dimension
zwei geben wir hier einen direkten Beweis mit Hilfe von Polarkoordinaten.
Wir bemerken, dass die im Weiteren auftretenden Funktion h und k definiert sind durch
h (ϕ) = h (cosϕ, sinϕ) und k (ϕ) = k (cosϕ, sinϕ) .
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Satz 2.8 Der zufa¨llige Vektor (X, Y ) mo¨ge die Dichte in (2.15) besitzen. Dann haben die
Zufallsvariablen
R = P1(X, Y ) =
√
X2 + Y 2 und Φ = P2(X, Y ),
die gemeinsame Dichte
fR,Φ(r, ϕ) = I[0,2pi) (ϕ) I(0,∞)(r)g(r ph(ϕ))k(ϕ)r q+1. (2.22)
Die Zufallsvariablen
L = R · h1/p (Φ) und Φ (2.23)
sind unabha¨ngig. Sei α(p, q) = 2+q
p
. Die Zufallsvariable Lp besitzt die Dichte
fLp (t) = I(0,∞)(t)tα(p,q)−1g(t). (2.24)
Die Verteilung von Lp wird mit G bezeichnet. Die Zufallsvariable Φ besitzt die Dichte
fh,k (ϕ) = I[0,2pi)(ϕ)
k(ϕ)
phα(p,q)(ϕ)
. (2.25)
Die zugeho¨rige Verteilung wird mit Ph,k bezeichnet.
Beweis. Fu¨r eine beliebige messbare Funktion ψ : [0,∞)× [0, 2pi)→ [0,∞) folgt aus (2.15)
Eψ(R,Φ) =
∫
(
∫
ψ(P1(x, y),P2(x, y))fX,Y (x, y)dx)dy (2.26)
=
∫
(
∫
ψ(P1(x, y),P2(x, y))g(h(x, y))k(x, y)dx)dy .
Mit Hilfe von (2.13) und der Homogenita¨t von h und k ergibt sich
Eψ(R,Φ) =
∫
(
∫
ψ(r, ϕ)g(r ph(ϕ))k(ϕ)r q+1dr)dϕ.
Hieraus folgt (2.22). Mit Hilfe der Variablensubstitution
r =
(
t
h(ϕ)
) 1
p
und r q+1dr =
1
p
t
q+2
p
−1h−
q+2
p (ϕ)dt
und der q-Homogenita¨t von k erhalten wir fu¨r L in (2.23)
Eψ(Lp,Φ) =
∫ (∫
ψ (r ph (ϕ) , ϕ) fR,Φ (r, ϕ) dr
)
dϕ (2.27)
=
∫
(
∫
ψ(t, ϕ)I[0,2pi)(ϕ)
1
p
tα(p,q)−1g(t)k(ϕ)h−α(p,q)(ϕ)dt)dϕ.
Setzt man speziell ψ(L,Φ) = 1, so ergibt sich wegen
∫∞
0
tα(p,q)−1g(t))dt = 1(∫ 2pi
0
k(ϕ)
phα(p,q)(ϕ)
dϕ
)(∫ ∞
0
tα(p,q)−1g(t))dt
)
=
∫ 2pi
0
k(ϕ)
phα(p,q)(ϕ)
dϕ = 1.
Damit folgt, dass die Funktionen in (2.24) und (2.25) Wahrscheinlichkeitsdichten sind. Setzt
man ψ(L,Φ) = IA(L)IB(Φ) fu¨r zwei Borelmengen A und B, so folgt aus (2.27), dass die
Zufallsvariablen Lp und Φ und damit auch L und Φ unabha¨ngig sind und die angegebenen
Dichten besitzen.
Wir berechnen jetzt bedingte Dichten und den bedingten Erwartungswert von R unter der
Bedingung Φ = ϕ.
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Folgerung 2.9 Es seien die Voraussetzungen von Satz 2.8 erfu¨llt. Die Zufallsvariablen R und
Rp besitzen die Dichten
fR(r) = I(0,∞)(r)r q+1
∫ 2pi
0
g(r ph(ψ))k(ψ)dψ,
fRp(t) = I(0,∞)(t)
1
p
t
q
p
∫ 2pi
0
g(th(ψ))k(ψ)dψ.
Die bedingten Dichten haben folgende Darstellungen
fR|Φ(r |ϕ) = I(0,∞)(r)pg(r ph(ϕ))hα(p,q)(ϕ)r , 0 ≤ ϕ < 2pi,
fΦ|R(ϕ|r) = I[0,2pi) (ϕ) g(r
ph(ϕ))k(ϕ)∫ 2pi
0
g(r ph(ψ)k(ψ)dψ
, r > 0.
Weiterhin gilt
E(R|Φ = ϕ) =
(∫ ∞
0
g (t) t
3
p
−1dt
)
h
q−1
p (ϕ) .
Beweis. Die Zufallsvariable R besitzt wegen (2.22) die Dichte
fR(r) =
∫ 2pi
0
I(0,∞)(r)g(r ph(ψ))k(ψ)r q+1dψ.
Durch Variablentransformation erha¨lt man
fRp(t) =
1
p
t−1/pfR(t1/p)
= I(0,∞)(t)
1
p
t
q
p
∫ 2pi
0
g(th(ψ))k(ψ)dψ.
Die bedingte Dichte fR|Φ(r |ϕ) ergibt sich als Quotient der Dichten in (2.22) und (2.25). Mit
Hilfe der bedingte Dichte fR|Φ(r |ϕ) erhalten wir
E(R|Φ = ϕ) =
∫ ∞
0
r fR|Φ(r |ϕ)dr
= phα(p,q)(ϕ)
∫ ∞
0
r 2g(r ph(ϕ))dr .
Die Variablensubstitution
r =
(
t
h(ϕ)
) 1
p
und dr =
1
p
t
1−p
p h−
1
p (ϕ)dt
und α = 2+q
p
ergeben
E(R|Φ = ϕ) = hα(p,q)(ϕ)
∫ ∞
0
t2/p
h2/p (ϕ)
g(t)t
1−p
p h−
1
p (ϕ)dt
= h
q−1
p (ϕ)
∫ ∞
0
t
3
p
−1g(t)dt.
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In der obigen Darstellung des bedingten Erwartungswertes ist das eingehende Integral immer
definiert, kann aber den Wert ∞ haben. Wir lassen also, wie im Rahmen nichtnegativer
Zufallsvariablen u¨blich, zu, dass Erwartungswerte und bedingte Erwartungswerte auch
Unendlich sein ko¨nnen.
Wir wollen jetzt eine stochastische Darstellung fu¨r einen zufa¨lligen Vektor mit einer
homogenen Verteilung geben. Aus X = R cosΦ, Y = R sinΦ und (2.23) erhalten wir
unmittelbar folgende Aussage.
Folgerung 2.10 Besitzt der zufa¨llige Vektor (X, Y ) eine homogene Verteilung mit der Dichte
(2.15), dann hat er die Darstellung(
X
Y
)
= L · h−1/p (Φ)
(
cosΦ
sinΦ
)
,
wobei L = Rh1/p (Φ) und Φ unabha¨ngige Zufallsvariablen sind.
Mit Hilfe der obigen stochastischen Darstellung ko¨nnen wir einfache Bedingungen finden, die
die Existenz von ho¨heren gemischten Momenten sichern. Es handelt sich bei den gemischten
Momenten EXmY n also um die Existenz von Erwartungswerten von homogenen Funktionen H
des Vektors (X, Y ).
Folgerung 2.11 H(x, y) sei eine messbare und homogene Funktion der Ordnung β und
H(ϕ) = H (cosϕ, sinϕ). Sei L (X, Y ) = Fg,h,k . Dann gilt
E|H(X, Y )| <∞
genau dann, wenn
ELβ =
∫ ∞
0
sα(p,q)−1+
β
p g(s)ds <∞ und (2.28)
E|h−β/p(Φ)||H(Φ)| =
∫ 2pi
0
|H(ϕ)|k(ϕ)
phα(p,q)+β/p(ϕ)
dϕ <∞ (2.29)
erfu¨llt sind. In diesem Falle gilt
EH(X, Y ) =
[
ELβ
] [
E(h−β/p(Φ)H(Φ))] . (2.30)
Beweis. Die Unabha¨ngigkeit von L und Φ ergibt
E|H(X, Y )| = ERβ|H(cosΦ, sinΦ)|
= (ELβ)(E|h−β/p(Φ)H(Φ)|).
Es gilt
ELk = E(Lp)
k
p =
∫ ∞
0
s
k
p fLp(s)ds.
Weil Lp die Dichte in (2.24) hat, folgt die erste Behauptung. Die Aussage (2.30) folgt durch
Weglassen der Betragsstriche in der obigen Rechnung.
Wir betrachten die homogene Dichte
hg,p (x, y) = C (p) g (|x |p + |y |p)
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und untersuchen, wann j-te Momente existieren, d. h. E
(
|x |j + |y |j
)
<∞ gilt. Weil C (p) eine
Konstante ist, also q = 0 gilt, folgt α (p, q) = 2+q
p
= 2
p
.
Damit geht (2.28) u¨ber in
ELj =
∫ ∞
0
s
2
p
−1+ j
p g (s) ds
=
∫ ∞
0
s
2+j
p
−1g (s) ds <∞.
Die Bedingung (2.29) geht wegen der Konstanz von k (ϕ) u¨ber in∫ 2pi
0
|cosϕ|j + |sinϕ|j
(|cosϕ|p + |sinϕ|p) 2+jp
dϕ <∞.
Diese Bedingung ist automatisch erfu¨llt, weil der Integrand nach oben und unten durch positive
Konstanten beschra¨nkt ist. Damit haben wir folgendes Ergebnis erhalten.
Lemma 2.12 Fu¨r die Dichte hg,p in (2.19) gilt∫ (∫
|x |j + |y |j hg,p (x, y) dx
)
dy <∞
⇐⇒
∫ ∞
0
s
2+j
p
−1g (s) ds <∞.
Unterscheiden sich zwei homogene Verteilungen nur in den Funktionen g, so kann man die
Erwartungswerte EH(X, Y ) einfach ineinander umrechnen, weil der erste Faktor in (2.30) nur
von g und der zweite nur von h und k abha¨ngt. Wir werden diesen Zusammenhang spa¨ter fu¨r
elliptisch konturierte Verteilungen noch genauer betrachten.
Folgerung 2.13 H sei eine homogene Funktion der Ordnung β. Sind (X1, Y1) und (X2, Y2)
zufa¨llige Vektoren mit den Verteilungen Fg0,h,k und Fg,h,k und gilt E|H(Xi , Yi)| <∞, i = 0, 1,
so folgt
EH(X0, Y0) =
ELβ0
ELβ1
EH(X, Y ). (2.31)
Wir sagen, dass die zweidimensionale Dichte f (x, y) in Standardform vorliegt, wenn gilt∫
(
∫
x2f (x, y)dx)dy = 1 und
∫
(
∫
y 2f (x, y)dx)dy = 1,∫
(
∫
xyf (x, y)dx)dy = 0,∫
(
∫
xf (x, y)dx)dy = 0 und
∫
(
∫
yf (x, y)dx)dy = 0.
(2.32)
Wir bezeichnen durch M die Menge der regula¨ren 2× 2 Matrizen A, durch S die Menge der
positiv definiten symmetrischen Matrizen Σ und durch S0 ⊆ S die Menge der 2× 2
Diagonalmatrizen mit gleichen Elementen in der Hauptdiagonalen. Wir betrachten jetzt die
Familie der Dichten
fA(x, y) := (| det(A)|−1f (A−1(x, y)T ), A ∈M. (2.33)
Ist die Normierungsbedingung (2.32) erfu¨llt und hat (X, Y ) die Dichte f , so ist Σ = AAT
gerade die Kovarianzmatrix des Vektor A (X, Y )ᵀ. Sei
Gp,q = {g : (0,∞)→ (0,∞) messbar und
∫ ∞
0
t
q−p+2
p g(t)dt = 1}.
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Zu vorgegebenen h, k betrachten wir jetzt die folgende Familie von Dichten
F(h, k) = {fg,h,k,A : g ∈ Gp,q, A ∈M}. (2.34)
Hat der Vektor (X, Y ) die homogene Verteilung Fg,h,k mit der Dichte in (2.15) und ist A ∈M,
dann hat A(X, Y )T die Dichte
fg,h,k,A(x, y) := (| det(A)|−1)g(h(A−1(x, y)T )k(A−1(x, y)T ).
Das ist wieder eine homogene Dichte, wenn man statt h und k die neuen homogenen
Funktionen
hA(x, y) = h(A
−1(x, y)T ) und kA(x, y) = (| det(A)|)−1k(A−1(x, y)T ) bzw.
hA(ϕ) = hA(cosϕ, sinϕ) und kA(ϕ) = kA(cosϕ, sinϕ)
verwendet.
Folgerung 2.14 Ist (X, Y ) ein zufa¨lliger Vektor mit der homogenen Dichte fg,h,k und A ∈M,
dann hat A−1(X, Y )T die homogene Dichte fg,h,k,A und die stochastische Darstellung
A(X, Y )T = (L · h−1/pA (Φ) cosΦ, L · h−1/pA (Φ) sinΦ)T ,
wobei L und Φ unabha¨ngig sind. L hat die Verteilung G mit der Dichte in (2.24). Φ hat die
Verteilung PhA,kA mit der Dichte
fhA,kA (ϕ) = I[0,2pi)(ϕ)
kA(ϕ)
phα(p,q)A (ϕ)
.
Ist speziell A = aI, a > 0, so a¨ndert sich die Verteilung des Winkels nicht, d. h.
PhA,kA = Ph,k fu¨r A = aI, a 6= 0. (2.35)
Beweis. Die erste Behauptung folgt aus der Definition von kA und hA. Die zweite Aussage
ergibt sich aus der Tatsache, dass sich bei reiner Streckung der Winkel nicht a¨ndert, folgt aber
auch aus der Rechnung
kaI(ϕ)
ph
α(p,q)
aI (ϕ)
I[0,2pi)(ϕ) =
| det(aI)|−1k(a−1 cosϕ, a−1 sinϕ)
phα(p,q)(a−1 cosϕ, a−1 sinϕ)
I[0,2pi)(ϕ)
=
a−2a−qk(ϕ)
a−
2+q
p
pphα(p,q)(ϕ)
I[0,2pi)(ϕ) =
k(ϕ)
phα(p,q)(ϕ)
I[0,2pi)(ϕ).
Wir bemerken, dass im Allgemeinen die Dichte fg,h,k,A explizit von A abha¨ngt. Wir betrachten
jetzt spezielle homogene Dichten, die nur von AAT und damit nur von der Kovarianzmatrix
abha¨ngen, sofern die zweiten Momente existieren.
Definition 2.15 Sei E die Familie derjenigen Verteilungen ELg,Σ, die absolut stetig bezu¨glich
des Lebesgueschen Maßes sind und deren Dichten sich in der Form
ϕg,Σ(x, y) =
(
pi
√
det(Σ)
)−1
g((x, y)Σ−1(x, y)T )) (2.36)
darstellen lassen, wobei Σ eine positiv definite 2× 2 Matrix und g eine
Wahrscheinlichkeitsdichte auf (0,∞) sind. Die Verteilungen ELg,Σ heißen elliptisch konturierte
Verteilungen.
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Bemerkung 2.16 Setzt man in (2.36) k = pi−1 und h(t) = t2, so folgt ϕg,Σ = fg,h,k,A, falls
Σ = AAT gilt. Man erkennt also, dass jede elliptisch konturierte Dichte eine spezielle
homogene Dichte ist. Bei festem g wird die Familie ϕg,Σ aus der Standarddichte
ϕg,I(x, y) =
1
pi
g(x2 + y 2)
durch lineare Transformationen A ∈M erzeugt, wobei zwei verschiedene Matrizen A1, A2 mit
A1A
T
1 = A2A
T
2 zur gleichen Dichte fu¨hren. Wir diskutieren noch die Normierungsbedingungen
(2.32) und setzen dazu Σ = I in ϕg,Σ(x, y). Dann gelten offensichtlich die Bedingungen in der
zweiten und dritten Zeile von (2.32). Weiterhin gilt∫
(
∫
x2ϕg,I(x, y)dx)dy =
1
pi
∫ ∞
0
(
∫ 2pi
0
r 2 cos2 ϕg(r 2)rdr)dϕ
= (
1
pi
∫ 2pi
0
cos2 ϕdϕ)(
∫ ∞
0
r 3g(r 2)dr) =
1
2
∫ ∞
0
tg(t)dt.
Setzt man
∫∞
0
tg(t)dt = 2 voraus, so sind die Normierungsbedingungen (2.32) erfu¨llt und
damit ist die Matrix Σ die Kovarianzmatrix. Im Falle der Normalverteilung gilt
g(t) = I(0,∞)(t)
1
2
exp{−1
2
t} (2.37)
und die Bedingung
∫∞
0
tg(t)dt = 2 ist automatisch erfu¨llt.
2.4 Bivariate elliptisch konturierte Verteilungen
Wir wollen in diesem Abschnitt weitere Resultate u¨ber elliptisch konturierte Verteilungen
bereitstellen. Dazu spezialisieren wir zuna¨chst die allgemeinen Resultate u¨ber homogene
Verteilungen aus dem vorigen Abschnitt. Dabei ist es fu¨r unsere Zwecke gu¨nstig die
quadratische Form
(x, y)Σ−1(x, y)T =
1
(1− ρ2)
[(x
σ
)2
− 2ρ
(x
σ
)(y
τ
)
+
(y
τ
)2]
(2.38)
und die dadurch definierte Ellipse in Polarkoordinaten aufschreiben. Fu¨r die positiv definite
symmetrische Kovarianzmatrix
Σ =
(
σ2 ρστ
ρστ τ2
)
sei O die orthogonale Matrix der normierten Eigenvektoren als Spaltenvektoren. Dann hat die
Hauptachsentansformation die Form
OTΣO =
(
λ1 0
0 λ2
)
, Σ = O
(
λ1 0
0 λ2
)
OT ,
OTΣ−1O =
( 1
λ1
0
0 1
λ2
)
, Σ−1 = O
( 1
λ1
0
0 1
λ2
)
OT .
Setzen wir x = (x1, x2)
T und y = (y1, y2)
T = OT x , so folgt
(x1, x2)Σ
−1(x1, x2)T = xTΣ−1x = yOTΣ−1Oy =
y 21
λ1
+
y 22
λ2
.
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Wir schreiben die orthogonale Matrix O als eine Drehung um den Winkel ψ. Ist λ1 > λ2, dann
sei e1 der zu λ1 geho¨rige Eigenvektor und e2 der zu λ2 geho¨rige Eigenvektor. Wir fu¨hren den
Winkel ψ ein durch
e1 =
(
cosψ
sinψ
)
und damit e2 =
( − sinψ
cosψ
)
.
Dann gilt
O = (e1, e2) =
(
cosψ − sinψ
sinψ cosψ
)
. (2.39)
Gilt λ1 = λ2, dann setzen wir ψ = 0. Weiterhin sei jetzt x1 = cosϕ, x2 = sinϕ. Dann ergibt
sich (
y1
y2
)
=
(
cosψ − sinψ
sinψ cosψ
)(
cosϕ
sinϕ
)
=
(
cos(ϕ− ψ)
sin(ϕ− ψ)
)
.
Damit haben wir folgendes Lemma erhalten.
Lemma 2.17 Ist die Kovarianzmatrix Σ regula¨r, dann besitzt die Funktion
ρΣ(ϕ) =
1
(1− ρ2)
[
cos2 ϕ
σ2
− 2ρcosϕ sinϕ
στ
+
sin2 ϕ
τ2
]
(2.40)
die Darstellung
ρΣ(ϕ) =
cos2(ϕ− ψ)
λ1
+
sin2(ϕ− ψ)
λ2
, (2.41)
wobei der Winkel ψ definiert ist durch den Eigenvektor (cosψ, sinψ)T , der zum Eigenwert λ1
geho¨rt, falls λ1 > λ2 gilt. Sonst ist ψ = 0.
Wir wollen jetzt die elliptisch konturierten Verteilungen in die Klasse der homogenen
Verteilungen einordnen und vergleichen dazu die Dichte ϕg,Σ mit der Dichte fg,h,k in (2.15).
Dann gilt
ELg,Σ = Hg,h,k mit
h(x, y) = (x, y)Σ−1(x, y)T und k(x, y) =
1
pi
√
det(Σ)
, (2.42)
h(ϕ) = h(cosϕ, sinϕ) = ρΣ(ϕ) und k(ϕ) =
1
pi
√
det(Σ)
,
p = 2, q = 0 und α(p, q) =
2 + q
p
= 1.
Die Zufallsvariable L in (2.23) hat im Falle elliptisch konturierter Verteilungen wegen (2.40),
(2.41) und (2.42) die Darstellung
L2 = R2
1
(1− ρ2)
[
cos2Φ
σ2
− 2ρcosΦ sinΦ
στ
+
sin2Φ
τ2
]
= R2ρΣ(Φ) = R
2
[
cos2(Φ− ψ)
λ1
+
sin2(Φ− ψ)
λ2
]
,
wobei der Winkel ψ in (2.39) definiert ist und λ1 ≥ λ2 die beiden Eigenwerte der Matrix Σ
sind. Weil elliptisch konturierte Verteilungen spezielle homogene Verteilungen sind, wobei h
und k wie in (2.42) spezialisiert sind, ergibt sich aus Satz 2.8 folgende Aussage.
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Satz 2.18 Es sei L(X, Y ) ∈ E mit der Dichte ϕg,Σ und X = R cosΦ, Y = R sinΦ. Dann hat
der zufa¨llige Vektor (R,Φ) die Lebesguedichte
fR,Φ(r, ϕ) =
1
pi
√
λ1λ2
I[0,2pi)(ϕ)I(0,∞)(r)rg
(
r 2ρΣ(ϕ)
)
(2.43)
mit ρΣ(ϕ) aus (2.40). Die Zufallsvariablen L = R
√
ρΣ(Φ) und Φ sind unabha¨ngig und die
Lebesguedichten sind gegeben durch
fL2(t) = I(0,∞)(t)g(t), (2.44)
fΦ(ϕ) =
1
2pi
I[0,2pi)(ϕ)
1√
λ1λ2ρΣ(ϕ)
. (2.45)
Die stochastische Darstellung eines Vektors mit einer homogenen Verteilung in Folgerung
(2.10) geht jetzt in die folgende Darstellung fu¨r elliptisch konturierte Vektoren u¨ber.
Gilt L(X, Y ) ∈ E mit der Dichte ϕg,Σ, dann hat (X, Y ) die stochastische Darstellung(
X
Y
)
= L
(
cosΦ/
√
ρΣ(Φ)
sinΦ/
√
ρΣ(Φ)
)
, (2.46)
wobei L = R
√
ρΣ(Φ) und Φ unabha¨ngig sind und die Dichten durch (2.44) und (2.45)
gegeben sind.
Aus Folgerung 2.9 und (2.42) erhalten wir die bedingten Dichten.
Es sei L(X, Y ) ∈ E mit der Dichte ϕg,Σ. Dann gilt fu¨r die bedingten Dichten
fR|Φ(r |ϕ) = 2g(r 2h(ϕ))h(ϕ)r ,
fΦ|R(ϕ|r) = g(r
2h(ϕ))∫ 2pi
0
g(r ph(ψ)dψ
.
Weiterhin gilt
E(R|Φ = ϕ) =
(∫ ∞
0
t1/2g (t) dt
)
h−
1
p (ϕ) .
Wir betrachten jetzt den Spezialfall einer zweidimensionalen zentrierten Normalverteilung N0,Σ
mit der Kovarianzmatrix
Σ =
(
σ2 ρστ
ρστ τ2
)
und der Lebesguedichte
ϕΣ(x, y) =
1
2piστ
√
1− ρ2 · exp
{
− 1
2 (1− ρ2)
[
x2
σ2
− 2ρxy
στ
+
y 2
τ2
]}
. (2.47)
Dann ist N0,Σ eine elliptisch konturierte Verteilung mit
g(t) = gN(t) =
1
2
exp{−1
2
t}, (2.48)
h (x, y) = (x, y)Σ−1 (x, y)ᵀ bzw. h (ϕ) = ρΣ (ϕ) . (2.49)
Damit folgt
E(R|Φ = ϕ) = 1√
ρΣ (ϕ)
· 1
2
∫ ∞
0
t1/2 exp{−1
2
t}dt
=
√
2pi
2
·
√cos2(ϕ− ψ)
λ1
+
sin2(ϕ− ψ)
λ2
−1 .
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Falls λ1 = λ2 = λ ist, ist der bedingte Erwartungswert
E(R|Φ = ϕ) =
√
2pi
2
·
(
1
λ
)− 1
2
nicht mehr von ϕ abha¨ngig. Die folgenden Bilder in Abbildung 2.9 zeigen den Verlauf des
bedingten Erwartungswertes mit Normalverteilungsdichte. Die gru¨ne Kurve stellt immer den
Fall gleicher Eigenwerte dar. Die rote, gelbe und blaue Kurve stellt jeweils den Fall
unterschiedlicher Eigenwerte dar.
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Abbildung 2.9: Verlauf des bedingten Erwartungswertes
Offensichtlich erfu¨llt ϕI die Normierungsbedingungen (2.32). Das erha¨lt man natu¨rlich auch
aus der Bemerkung 2.16 wegen ∫ ∞
0
t
1
2
exp{−1
2
t}dt = 2.
Wir wollen jetzt die Dichte fR2 na¨her analysieren und erinnern, dass die Betaverteilung Bα,β mit
den Parametern α > 0, β > 0 die Lebesguedichte
bα,β(t) =
Γ(α+ β)
Γ(α)Γ(β)
I(0,1)(t)t
α−1((1− t)β−1 (2.50)
besitzt.
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Lemma 2.19 Fu¨r eine beliebige messbare Funktion h : [0,∞)→ [0,∞) und nichtnegative
Zahlen a, b gilt∫ 2pi
0
h(a cos2 ϕ+ b sin2 ϕ)dϕ = 2pi
∫ 1
0
h(a(1− u) + bu)b 1
2
, 1
2
(u)du.
Beweis. Wegen
sin2 ϕ = sin2(ϕ+
pi
4
) = sin2(ϕ+
pi
2
) = sin2(ϕ+
3pi
4
)
gilt ∫ 2pi
0
h(a cos2 ϕ+ b sin2 ϕ)dϕ = 4
∫ pi/4
0
h(a(1− sin2 ϕ) + b sin2 ϕ)dϕ.
Die Substitution u = sin2 ϕ ergibt
dϕ =
du
2
√
u(1− u)
und mit Γ(1) = 1, Γ(1
2
) =
√
pi∫ 2pi
0
h(a cos2 ϕ+ b sin2 ϕ)dϕ = 4
∫ 1
0
h(a(1− u) + bu) du
2
√
u(1− u)
= 2pi
∫ 1
0
h(a(1− u) + bu)b 1
2
, 1
2
(u)du.
Wir untersuchen jetzt die Verteilung von R2.
Satz 2.20 Es sei L(X, Y ) ∈ E. Dann hat die Verteilung von R2 die Dichte
fR2(t) =
1√
λ1λ2
I(0,∞)(t)
∫ 1
0
g(
t
λ1
(1− u) + t
λ2
u)b 1
2
, 1
2
(u)du.
Folgerung 2.21 Ist L(X, Y ) eine Normalverteilung mit Erwartungswert Null und
Kovarianzmatrix Σ mit den Eigenwerten λ1, λ2, so gilt
fR2(t) = kλ1,λ2(t) :=
2√
λ1λ2
∫ 1
0
exp
{
−(1− u
2λ1
+
u
2λ2
)t
}
b 1
2
, 1
2
(u)du.
Beweis. Aus Folgerung 2.9 und (2.42) erhalten wir
fR2(t) = I(0,∞)(t)
1
2pi
∫ 2pi
0
g(tρΣ(ϕ))dϕ
= fR2(t) =
1
2pi
√
λ1λ2
∫ 2pi
0
g(
t
λ1
cos2 ϕ+
t
λ2
sin2 ϕ)dϕ.
Die Anwendung von Lemma 2.19 ergibt die Behauptung. Die Aussage in der Folgerung ergibt
sich mit Hilfe der Tatsache, dass im Falle der Normalverteilung die Dichte generierende
Funktion g gegeben ist durch g(t) = 2 exp{−t/2}, siehe (2.48).
Das in der Definition von kλ1,λ2 auftretende Integral la¨ßt sich nicht geschlossen berechnen. Fu¨r
numerische Zwecke geben wir deshalb eine Reihenentwicklung an.
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Folgerung 2.22 Die Dichte kλ1,λ2 in Folgerung 2.21 besitzt fu¨r t > 0 folgende
Reihenentwicklungen
kλ1,λ2(t) =
2√
λ1λ2
exp{− t
2λ1
}
∑∞
k=0
tk
8k(k!)2
(2k)!
(k − 1)!(
λ2 − λ1
λ1λ2
)k . (2.51)
Beweis. Es gilt
κλ1,λ2(t) =
2√
λ1λ2
∫ 1
0
exp{− t
2λ1
} × exp{ut
2
(
λ2 − λ1
λ1λ2
)}b 1
2
, 1
2
(u)du
=
2√
λ1λ2
exp{− t
2λ1
}
∑∞
k=0
tk
2kk!
(
λ2 − λ1
λ1λ2
)k
∫ 1
0
ukb 1
2
, 1
2
(u)du,
wobei das zweite Gleichheitszeichen aus dem Satz von der monotonen Konvergenz folgt. Aus
der Definition der Betaverteilung erhalten wir∫ 1
0
ukb 1
2
, 1
2
(u)du =
Γ(1)
Γ(1
2
)Γ(1
2
)
∫ 1
0
uku−1/2(1− u)−1/2du
=
Γ(1)
Γ(1
2
)Γ(1
2
)
Γ(k + 1
2
)Γ(1
2
)
Γ(k)
.
Wir verwenden jetzt Γ(x + 1) = xΓ(x + 1), Γ(k) = (k − 1)! und Γ(1
2
) =
√
pi. Dann folgt
Γ(k +
1
2
) = (k − 1
2
) · · · 1
2
Γ(
1
2
) =
1
2k
(2k − 1) · · · 1√pi
=
1
2k
(2k)!
k!2k
√
pi
und ∫ 1
0
ukb 1
2
, 1
2
(u)du =
1
k!
1
2k
(2k)!
k!2k
.
Das ergibt die Reihenentwicklung.
Wir bemerken, dass die Reihentwicklung in Folgerung 2.22 bereits in Mathai (1982) und Sim
(1992) zu finden ist.
Wir bezeichnen durch Kλ1,λ2(t) die zur Dichte kλ1,λ2(t) geho¨rige Verteilungsfunktion. Weil
kλ1,λ2(t) in (0,∞) positiv ist, ist Kλ1,λ2(t) streng monoton wachsend in t. Wir bezeichnen
durch c(γ, λ1, λ2) das γ−Quantil von Kλ1,λ2. Wegen der Stetigkeit von Kλ1,λ2 gilt also
Kλ1,λ2(c(γ, λ1, λ2)) = γ. (2.52)
Lemma 2.23 Das Quantil c(γ, λ1, λ2) ist eine stetige Funktion von (λ1, λ2).
Beweis. Fu¨r positive λ1, λ2 und zwei Folgen λn,1, λn,2 gelte limn→∞ λn,i = λi . Sei
d := lim inf
n→∞
c(γ, λn,1, λn,2) < c(γ, λ1, λ2).
Sei nk eine Teilfolge mit
lim
k→∞
c(γ, λnk ,1, λnk ,2) = d .
Weil Kλ1,λ2(t) eine stetige Funktion von (λ1, λ2, t) ist, folgt
γ = lim
k→∞
Kλnk ,1,λnk ,2(c(γ, λnk ,1, λnk ,2)) = Kλ1,λ2(d) < Kλ1,λ2(c(γ, λ1, λ2)) = γ.
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Dieser Widerspruch ergibt
lim inf
n→∞
c(γ, λn,1, λn,2) ≥ c(γ, λ1, λ2).
Eine analoge Betrachtung ergibt
lim sup
n→∞
c(γ, λn,1, λn,2) ≤ c(γ, λ1, λ2),
was die behauptete Stetigkeit beweist.
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3 Testen auf Hauptrichtungen des Wachstums
3.1 Testen in normalverteilten Grundgesamtheiten
3.1.1 Verteilung der empirischen Kovarianzmatrix
In diesem Kapitel wollen wir mit Hilfe statistischer Tests untersuchen, ob es Vorzugsrichtungen
fu¨r die La¨nge gibt. Wie wir bereits im Kapitel 2 herausgearbeitet haben, la¨uft dies auf die
Frage hinaus ob die Eigenwerte der Kovarianzmatrix gleich sind. Zu dieser klassischen
Fragestellung gibt es beginnend mit Mauchly (1940a) und (1940b) zahlreiche Arbeiten, die
auch den Fall einer allgemeinen Dimension erfassen. Fu¨r den Mauchly-Test und seine
Modifikationen verweisen auf Anderson (1984) und die darin zitierte Literatur.
Fu¨r n u.i.v. zufa¨llige Vektoren (Xi , Yi)
ᵀ, i = 1, .., n mit Erwartungswert Null definieren wir die
empirische Kovarianzmatrix durch
SX,Y =
(
S1,1 S1,2
S2,1 S2,2
)
=
1
n
( ∑n
i=1X
2
i
∑n
i=1XiYi∑n
i=1XiYi
∑n
i=1 Y
2
i
)
. (3.1)
Weiterhin sei
R =
S1,2√
S1,1S1,2
der empirische Korrelationskoeffizient. Sei N0,Σ die zweidimensionale Normalverteilung mit
Erwartungswert 0 und der Kovarianzmatrix
Σ =
(
σ2 ρστ
ρστ τ2
)
.
Mit λ2n = Lebesguesches Maß im R2n als dominierendem Maß gilt
dN⊗n0,Σ
dλ2n
= (2pi det(Σ))−n/2 exp
{
− 1
2(1− ρ2)(
S1,1
σ2
− 2ρS1,2
στ
+
S2,2
τ2
)
}
. (3.2)
Damit ist N⊗n0,Σ eine dreiparametrige Exponentialfamilie und die erzeugende Statistik
(S1,1, S1,2, S2,2) ist nach dem Neymankriterium eine erscho¨pfende Statistik, siehe z. B. Satz
4.50 in Liese und Miescke (2008).
Lemma 3.1 Gilt in (3.2) ρ = 0, so sind S1,1, R und S2,2 unabha¨ngige Zufallsvariablen.
Beweis. Gilt ρ = 0, so ist N⊗n0,Σ eine zweiparametrige Exponenentialfamilie mit den natu¨rlichen
Parametern θ1 = (2σ
2)−1, θ2 = (2τ2)−1 und dem natu¨rlichen Parameterbereich Θ = (0,∞)2,
der offen und nicht leer ist. Offensichtlich besitzt die Statistik R folgende Eigenschaft
R(ax1, by1, ax2, by2, ..., axn, byn) = R(x1, y1, x2, y2, ..., xn, yn). (3.3)
Weil fu¨r ρ = 0 die Verteilungen N⊗n0,Σ durch Skalentransformationen des Typs
(x1, y1, x2, y2, ..., xn, yn) 7→ (ax1, by1, ax2, by2, ..., axn, byn)
aus der Standardnormalverteilung N⊗n0,I , I = Einheitsmatrix, hervorgehen, ist R eine
nichtinformative Statistik und deshalb nach den Sa¨tzen 4.73 und 4.82 (Satz von Basu) in
Liese und Miescke (2008) von der erzeugenden Statistik (S1,1, S2,2) der Exponentialfamilie
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unabha¨ngig. Die Unabha¨ngigkeit von S1,1 und S2,2, ist fu¨r ρ = 0 klar, weil die Vektoren
(X1, ..., Xn) und (Y1, ..., Yn) unabha¨ngig sind und S1,1 eine Funktion des ersten Vektors und
S2,2 eine Funktion des zweiten Vektors ist.
Wir erinnern, dass die Betaverteilung Bα,β mit den Parametern α > 0, β > 0 durch die
Lebesguedichte (2.50) definiert ist. Sei
γα(t) = I(0,∞)(t)tα−1 exp{−t}
die Dichte einer Gammaverteilung und Γα die zugeho¨rige Verteilung. Der folgende
Zusammenhang zwischen diesen beiden Verteilungsklassen ist bekannt und wird im Folgenden
oft verwendet. Sind U1, U2 unabha¨ngig und L(Ui) = Γαi , i = 1, 2, dann gilt
L(U1 + U2) = Γα1+α2 und (3.4)
L( U1
U1 + U2
) = Bα1,α2. (3.5)
Wir erinnern an den folgenden bekannten Zusammenhang zwischen der χ2-Verteilung und der
Gammaverteilung. Sind Z1, ..., Zm u.i.v. standardnormal, dann gilt
L(Z21 + ...+ Z2m) = χ2-Verteilung mit m Freiheitsgraden = Γm/2. (3.6)
Fu¨r einen linearen Unterraum L ⊆ Rn sei PL die Projektion auf diesen Unterraum, d. h. fu¨r
jedes x ∈ Rn ist PLx derjenige eindeutig bestimmte Vektor, der den Bedingungen
PLx ∈ L und x − PLx ⊥ L
genu¨gt. Das na¨chste Lemma ist ein Spezialfall des Satzes von Cochran, siehe Anderson (1984).
Lemma 3.2 Ist Z = (Z1, ..., Zn) ein standardnormalverteilter Vektor, d. h. ein normalverteilter
Vektor mit Erwartungswert Null und der Einheitsmatrix als Kovarianzmatrix und L ⊆ Rn ein
k-dimensionaler linearer Unterraum, dann sind PLZ und Z − PLZ unabha¨ngig, wobei ‖PLZ‖2
und ‖Z − PLZ‖2 eine χ2-Verteilung mit k bzw (n − k) Freiheitsgraden besitzen.
Beweis. Es sei e1, ..., en eine orthonormale Basis von Rn fu¨r die e1, ..., ek eine Basis von L
bildet. Sei Z˜ = (eT1 Z, ..., e
T
n Z). Dann besteht Z˜ aus unabha¨ngigen standardnormalverteilten
Zufallsvariablen. Wegen
PLZ =
∑k
i=1
(eTi Z)ei und Z − PLZ =
∑n
i=k+1
(eTi Z)ei
ergibt sich die Unabha¨ngigkeit von PLZ und Z − PLZ. Die Verteilungsaussagen ergeben sich
aus (3.6).
Wir ermitteln jetzt die Verteilung von R2.
Lemma 3.3 Gilt in (3.2) ρ = 0, so folgt
L(R2) = B1/2,(n−1)/2.
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Beweis. Wegen (3.3) ko¨nnen wir annehmen, dass die unabha¨ngigen Xi , Yi standardnormal
sind. Seien X = (X1, ..., Xn) und Y = (Y1, ..., Yn), h eine nichtnegative messbare Funktion und
N die eindimensionale Normalverteilung. Dann gilt
Eh(R2) = Eh
(
(XTY )2
‖X‖2 ‖Y ‖2
)
=
∫
(
∫
(h
(
(xT y)2
‖x‖2 ‖y‖2
)
N⊗n(dy))N⊗n(dx).
Bei festem x setzen wir a = 1‖x‖x und berechnen das innere Integral. Es gilt∫
h
(
(xT y)2
‖x‖2 ‖y‖2
)
N⊗n(dy) = Eh((aTY )2 ‖Y ‖−2). (3.7)
Sei L der lineare Unterraum, der aus den Vielfachen von a besteht. Dann gilt PLY = (aTY )a.
Aus dem Satz von Pythagoras folgt
‖Y ‖2 = ‖Y − PLY ‖2 + ‖PLY ‖2 .
Nach Lemma 3.2 sind U1 = ‖PLY ‖2 und U2 = ‖Y − PLY ‖2 unabha¨ngig und besitzen eine
χ2-Verteilung mit einem bzw. n − 1 Freiheitsgraden. Die Behauptung folgt aus (3.5) und der
Tatsache, dass die rechte Seite in (3.7) von a und damit von x unabha¨ngig ist.
Die Aussage des folgenden Satzes einschließlich der Folgerung sind in allgemeinerer Form
bekannt, siehe Anderson (1984). Fu¨r den von uns betrachteten Spezialfall gehen wir einen
vereinfachten direkten Beweis.
Satz 3.4 Gilt ρ = 0 in (3.2), so sind S1,1, S2,2, R
2 unabha¨ngige Zufallsvariablen wobei S1,1/σ
2
und S2,2/τ
2 jeweils eine χ2-Verteilung mit n Freiheitsgraden haben und R2 eine Betaverteilung
mit den Parametern α = 1/2 und β = (n − 1)/2 besitzt.
Folgerung 3.5 Gilt ρ = 0 in (3.2), so haben S1,1, S2,2, S1,2 die gemeinsame Dichte
fS1,1,S2,2,S1,2(s1,1, s2,2, s1,2)
=
1
4pi(στ)n(n − 2)!(s1,1s2,2 − s
2
1,2)
(n−3)/2 exp
{
− s1,1
2σ2
− s2,2
2τ2
}
,
falls s1,1 > 0, s2,2 > 0, s1,1s2,2 − s21,2 > 0 und fS1,1,S2,2,S1,2(s1,1, s2,2, s1,2) = 0 sonst.
Beweis. Der Beweis des Satzes folgt aus den Lemmata 3.1 und 3.3. Weil R eine symmetrische
Verteilung hat, gilt fu¨r die Dichte fR von R fu¨r −1 < r < 1
fR(r) = |r |fR2(r 2) =
Γ(n/2)
Γ((n − 1)/2)Γ(1/2) |r |r
2( 1
2
−1)(1− r 2) n−12 −1
=
Γ(n/2)
Γ((n − 1)/2)Γ(1/2)(1− r
2)
n−3
2 .
Weiterhin gilt wegen (3.6)
fS1,1(s1,1) =
1
2
n
2Γ(n
2
)σn
s
n
2
−1
1,1 exp
{
− s1,1
2σ2
}
,
fS2,2(s2,2) =
1
2
n
2Γ(n
2
)τn
s
n
2
−1
2,2 exp
{
− s2,2
2τ2
}
.
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Fu¨r die gemeinsame Dichte von S1,1, S2,2, R ergibt sich aus der Unabha¨ngigkeit dieser
Zufallsvariablen
fS1,1,S2,2,R(s1,1, s2,2, r)
= D
1
(στ)n
(s1,1s2,2 − s1,1s2,2r 2)(n−3)/2 exp
{
− s1,1
2σ2
− s2,2
2τ2
}√
s1,1s2,2
mit
D =
1
2nΓ(n
2
)Γ(n−1
2
)Γ(1
2
)
.
Die Variablensubstitution s1,2 = r
√
s1,1s2,2 liefert bis auf die angegebene Struktur der
Konstanten D die Behauptung. Die Verdoppelungsformel fu¨r die Gammafunktion
Γ(x +
1
2
)Γ(x + 1) =
√
piΓ(2x + 1)2−2x (3.8)
ergibt mit x + 1
2
= n−1
2
die Aussage
Γ(
n
2
)Γ(
n − 1
2
) =
√
piΓ(n − 1)2−(n−2).
Verwenden wir noch Γ(1
2
) =
√
pi und Γ(m) = (m − 1)!, so ergibt sich
D =
1
2n
√
piΓ(n − 1)2−(n−2)Γ(1
2
)
=
1
4pi(n − 2)!
und damit die Behauptung.
3.1.2 Invariante Teststatistiken
Sei S die Familie der positiv semidefiniten und symmetrischen 2× 2 Matrizen. Weil die
Statistik (S1,1, S1,2, S2,2) fu¨r die Verteilungsfamilie N
⊗n
0,Σ, Σ ∈ S erscho¨pfend ist, ko¨nnen wir
uns bei der Konstruktion von Teststatistiken auf Funktionen dieser erscho¨pfenden Statistik
einschra¨nken. Wir wollen nur solche Statistiken betrachten, die in folgendem Sinne
drehungsinvariant sind.
Definition 3.6 Eine Abbildung f : S→ Rk heißt drehungsinvariant, falls fu¨r alle A ∈ S und
alle orthogonalen Matrizen O gilt
f (OTAO) = f (A).
Weil jedes A ∈ S durch die Hauptachsentransformation auf Diagonalgestalt gebracht wird,
erhalten wir
f (A) = f
((
L1(A)
L2(A)
))
,
wobei L1(A) ≥ L2(A) die beiden Eigenwerte von A sind.
Eine Abbildung f : S→ Rk ist genau dann drehungsinvariant, wenn f eine Funktion der
Eigenwerte ist. Seien (Xi ,1, Yi ,2), i = 1, ..., n u.i.v. Vektoren mit der Verteilung N0,Σ und sei O
die orthogonale Matrix mit
OTΣO =
(
λ1 0
0 λ2
)
= Λ, λ1 ≥ λ2.
38
3 Testen auf Hauptrichtungen des Wachstums
Wir setzen (
Ui
Vi
)
= OT
(
Xi
Yi
)
.
Dann sind die (Ui ,1, Vi ,2), i = 1, ..., n u.i.v. Vektoren mit der Verteilung N0,Λ. Wir untersuchen
jetzt den Zusammenhang der beiden empirischen Kovarianzmatrizen, die wir durch SX,Y bzw.
SU,V bezeichnen. Es gilt
SU,V =
1
n
∑n
i=1
(Ui , Vi)
T (Ui ,1, Vi ,2)
=
1
n
∑n
i=1
OT (Xi , Yi)
T (Xi , Yi)O = O
TSX,YO.
Ist jetzt f : S→ Rk eine drehungsinvariante Statistik, dann gilt
f (SX,Y ) = f (SU,V ). (3.9)
Mit Hilfe dieser Beziehung ko¨nnen wir fu¨r drehungsinvariante Statistiken die Verteilung von
f (SX,Y ) mit Hilfe der Verteilung von f (SU,V ) ermitteln, wobei sich die Elemente der Matrix SU,V
mit Hilfe von unabha¨ngigen Zufallsvariablen mit bekannten Verteilungen ausdru¨cken lassen.
Satz 3.7 (Xi , Yi), i = 1, ..., n seien u.i.v.mit Verteilung N0,Σ. Es sei f : S2 → Rk eine
drehungsinvariante Statistik. Dann gilt
L(f (SX,Y )) = L(f (SU,V )),
wobei (U, V ) ein normalverteilter Vektor mit Erwartungswert Null und unabha¨ngigen
Komponenten ist, die die Varianzen λ1, λ2 haben, wobei λ1 ≥ λ2 die Eigenwerte der
Kovarianzmatrix Σ sind.
Beweis. Die Behauptung folgt aus (3.9) und der Tatsache, dass die (Ui ,1, Vi ,2), i = 1, ..., n
u.i.v. Vektoren mit der Verteilung N0,Λ sind.
3.1.3 Likelihoodquotientest in normalverteilten Grundgesamtheiten
Zur Konstruktion des Likelihoodquotiententests fassen wir die Dichte in (3.2) als Funktion der
Kovarianzmatrix auf und bezeichnen wie u¨blich diese Funktion als Likelihoodfunktion, also
L(Σ) =
(
2piστ
√
1− ρ2
)−n
exp
{
−1
2
(
S1,1
σ2
− 2ρS1,2
στ
+
S2,2
τ2
)}
.
Sei
S0 = {Σ : Σ ∈ S, Σ = σ2I, σ2 > 0}.
Ob die unbekannte Kovarianzmatrix Σ zu einer der Teilmengen S0 ⊆ S2 geho¨rt, la¨sst sich mit
Hilfe von Likelihoodquotiententests testen. Die Maximierung der Likelihoodfunktion u¨ber S0
und S la¨sst sich in geschlossener Form ausfu¨hren. Fu¨r den Beweis der folgenden Resultate
verweisen wir auf Anderson (1984).
Lemma 3.8 Fu¨r das Testproblem
H0 : N
⊗n
0,Σ,Σ ∈ S0 gegen HA : N⊗n0,Σ,Σ ∈ S\S0 (3.10)
lautet die Likelihoodquotientenstatistik
supΣ∈S L(Σ)
supΣ∈S0 L(Σ)
=
(
1
2
(S1,1 + S2,2)√
S1,1S2,2 − S21,2
)n
.
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Wir schreiben diese Teststatistik noch etwas um. Es gilt
1
2
(S1,1 + S2,2)√
S1,1S2,2 − S21,2
=
1
2
(S1,1 + S2,2)√
S11S22
1√
1− R2 . (3.11)
Wegen
√
S1,1S2,2 ≤ 12(S1,1 + S2,2) mit Gleichheit fu¨r S1,1 = S2,2, testet der erste Faktor in
(3.11) eine mo¨gliche Ungleichheit der Varianzen, wa¨hrend 1− R2 eine mo¨gliche Korrelation
testet.
Fu¨r das Testproblem (3.10) wollen wir die Teststatistik mit den Eigenwerten der empirischen
Kovarianzmatrix SX,Y in Verbindung bringen, die wir mit L1 und L2 bezeichnen. Dann gilt
L1(2) =
1
2
(S1,1 + S2,2) + (−)
√
1
4
(S1,1 − S2,2)2 + R2S1,1S2,2. (3.12)
Weiterhin gilt
L1 + L2 = S1,1 + S1,2 = tr(SX,Y ),
L1L2 = det(S) = S1,1S2,2 − S21,2.
Das ergibt
supΣ∈S L(Σ)
supΣ∈S0 L(Σ)
=
( √
L1L2
1
2
(L1 + L2)
)−n
. (3.13)
Beim Likelihoodquotiententest wird die Nullhypothese in (3.10) fu¨r große Werte der linken
Seite in (3.13) abgelehnt. Der Darstellung (3.13) entnimmt man, dass man a¨quivalent die
Nullhypothese in Testproblem (3.10) auch fu¨r kleine Werte von
√
L1L2/(
1
2
(L1 + L2)) ablehnen
kann.
Die Verteilung der Teststatistik in (3.13) unter der Alternative wurde bereits in Girshick (1941)
untersucht. Der dort gegebene Beweis ist an einigen Stellen stark verku¨rzt und entha¨lt Lu¨cken.
Deshalb soll nachfolgend ein ausfu¨hrlicher Beweis gegeben werden, wobei wir aber wesentliche
Teile des Girshickschen Beweises verwenden. Wir fassen die positiv definiten symmetrischen
Matrizen als Teilmengen von R3 auf. Jede solche Matrix Σ ko¨nnen wir schreiben als
Σ =
(
s1,1 s1,2
s1,2 s2,2
)
,
wobei gilt si ,i > 0, −√s1,1s2,2 < s1,2 < √s1,1s2,2 oder a¨quivalent 0 < s21,2 < s1,1s2,2. Die
Eigenwerte sind dann gegeben durch
l1(2) =
1
2
(s1,1 + s2,2) + (−)1
2
√
(s1,1 − s2,2)2 + 4s21,2.
Sei
G = {(s1,1, s2,2, s1,2) : s21,2 < s1,1s2,2, 0 < s1,1 <∞, 0 < s2,2 <∞}.
Wir betrachten die Abbildung
(l1, l2, s1,2) = S(s1,1, s2,2, s1,2). (3.14)
Diese Abbildung bildet offensichtlich unterschiedliche Punkte auf den gleichen Bildpunkt des
Bildbereichs
H = {(l1, l2, s1,2) : 0 < l2 < l1 <∞, 4s21,2 < (l1 − l2)2}
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ab. Wir spalten deshalb den Bereich G auf in
G1 = {(s1,1, s2,2, s1,2) : s21,2 < s1,1s2,2, 0 < s2,2 < s1,1 <∞},
G2 = {(s1,1, s2,2, s1,2) : s21,2 < s1,1s2,2, 0 < s1,1 < s2,2 <∞}
und bezeichnen durch S1 und S2 die Einschra¨nkungen von (3.14) auf die obigen zwei
Teilmengen von G. Es gilt
s1,1 + s2,2 = l1 + l2,
(l1 − l2)2 − 4s21,2 = (s1,1 − s2,2)2.
Wir setzen
A = (l1 − l2)2 − 4s21,2.
Dann folgt, dass S1 und S2 eineindeutige Abbildungen mit den Umkehrabbildungen
(s1,1, s2,2, s1,2) = T1(l1, l2, s1,2) =
1
2
((l1 + l2) +
√
A, (l1 + l2)−
√
A, 2s1,2),
(s1,1, s2,2, s1,2) = T2(l1, l2, s1,2) =
1
2
((l1 + l2)− 1
2
√
A, (l1 + l2) +
√
A, 2s1,2)
sind. Wir berechnen die Determinante der Jacobimatrix der Abbildung T1
JT1(l1, l2, s1,2) =
1
2
 1 + A−1/2(l1 − l2) 1− A−1/2(l1 − l2) 01− A−1/2(l1 − l2) 1 + A−1/2(l1 − l2) 0
0 0 4
 .
Dann folgt zusammen mit einer entsprechenden Rechnung fu¨r T2
det(JT1(l1, l2, s1,2)) = det(JT2(l1, l2, s1,2)) = A
−1/2(l1 − l2).
Wegen Satz 3.7 ko¨nnen wir uns bei der Berechnung der Verteilung der Eigenwerte gleich auf
den Fall beschra¨nken, wo die Kovarianzmatrix diagonal ist mit den Eintra¨gen λ1, λ2. Wir
nehmen jetzt an, dass (S1,1, S2,2, S1,2) die Dichte in Folgerung 3.5 hat, mit σ
2 = λ1, τ
2 = λ2.
Wir setzen
ω1 =
λ1 + λ2
4λ1λ2
und ω2 =
λ1 − λ2
4λ1λ2
,
g(l1, l2) =
1
4pi(λ1λ2)
n
2 (n − 2)!(l1l2)
(n−3)/2 exp {−ω1(l1 + l2)} . (3.15)
Wir schreiben fu¨r σ2 = λ1, τ
2 = λ2 und ρ = 0 die Dichte in Satz 3.5 als Funktion von
(l1, l2, s1,2). Dann gilt
fS1,1,S2,2,S1,2(s1,1, s2,2, s1,2) = g(l1, l2) exp
{
−ω2
√
A
}
auf G1,
fS1,1,S2,2,S1,2(s1,1, s2,2, s1,2) = g(l1, l2) exp
{
ω2
√
A
}
auf G2.
Sei h eine beliebige nichtnegative messbare Funktion. Dann gilt
Eh(L1, L2) = EIG1(S1,1, S2,2, S1,2)h(L1, L2) + EIG2(S1,1, S2,2, S1,2)h(L1, L2).
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Nach der Transformationsformel fu¨r Lebesgueintegrale gilt fu¨r L1, L2 in (3.12)
Eh(L1, L2)
=
∫
(
∫
(
∫
IH(l1, l2, s1,2)h(l1, l2)g(l1, l2)(l1 − l2)A−1/2
×(exp
{
−ω1
√
A
}
+ exp
{
ω2
√
A
}
)dl1)dl2ds1,2.
Wir berechnen das Integral
J =
∫
IH(l1, l2, s1,2)A−1/2
(
exp
{
−ω2
√
A
}
+ exp
{
−ω2
√
A
})
ds1,2
=
∫ 1
2
(l1−l2)
− 1
2
(l1−l2)
1√
(l1 − l2)2 − 4s21,2
×
(
exp
{
−ω2
√
(l1 − l2)2 − 4s21,2
}
+ exp
{
ω2
√
(l1 − l2)2 − 4s21,2
})
ds1,2
und setzen
s1,2 =
u
2
(l1 − l2).
Dann folgt
J =
∫ 1
−1
(
exp
{
−ω2(l1 − l2)
√
1− u2
}
+ exp
{
ω2(l1 − l2)
√
1− u2
})
× 1
(l1 − l2)
√
1− u2
1
2
(l1 − l2)du
=
∫ 1
0
(
exp
{
−ω2(l1 − l2)
√
1− u2
}
+ exp
{
ω2(l1 − l2)
√
1− u2
})
(1− u2)−1/2du
=
∑∞
k=1
1
(2k)!
(ω2(l1 − l2))2k
∫ 1
0
(1− u2)k−1/2du
=
∑∞
k=1
1
(2k)!
(ω2(l1 − l2))2k
∫ 1
0
(1− t)k−1/2t−1/2dt,
wobei wir fu¨r ω2 = 0 die Konvention 0
0 = 1 verwenden. Wir benutzen jetzt die folgenden
bekannten Beziehungen fu¨r die Gammaverteilung∫ 1
0
tα−1(1− t)β−1dt = Γ(α)Γ(β)
Γ(α+ β)
, Γ(
1
2
) =
√
pi
Γ(k +
1
2
) =
1
2k
(2k)!
k!2k
√
pi,
wobei sich die letzte Beziehung z. B. dadurch ergibt, dass man fu¨r eine standardnormalverteilte
Zufallsvariable U einerseits die bekannte Formel fu¨r die geraden Momente verwendet und
andererseits die Momente durch Ru¨ckfu¨hrung auf die Gammafunktion berechnet. Insgesamt
erhalten wir
J =
∑∞
k=0
1
(2k)!
(ω2(l1 − l2))2k
(
1
2k
(2k)!
k!2k
√
pi
)√
pi
1
k!
= pi
∑∞
k=0
(ω2(l1 − l2))2k 1
4k
1
(k!)2
.
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Damit folgt
Eh(L1, L2)
=
∫
(
∫
IH(l1, l2, s1,2)h(l1, l2)(l1 − l2)g(l1, l2)pi
∑∞
k=0
(ω2(l1 − l2))2k 1
4k
1
(k!)2
dl1)dl2
=
∫
(
∫
IH(l1, l2, s1,2)h(l1, l2)(l1 − l2) 1
4(λ1λ2)
n
2 (n − 2)!(l1l2)
(n−3)/2
× exp {−ω1(l1 + l2)}
∑∞
k=0
(ω2(l1 − l2))2k 1
4k
1
(k!)2
dl1)dl2.
und wir haben folgendes Resultat erhalten.
Satz 3.9 Die zufa¨llige Vektoren (Xi , Yi)
T , i = 1, .., n seien u.i.v. mit Verteilung N0,Σ. Es seien
λ1 ≥ λ2 > 0 die Eigenwerte von Σ. Sind L1, L2 durch (3.12) definiert, so hat der zufa¨llige
Vektor L1, L2 die Lebesguedichte
fL1,L2(l1, l2) = I(0,l1)(l2)
l1 − l2
4(λ1λ2)
n
2 (n − 2)!(l1l2)
(n−3)/2 exp
{
−λ1 + λ2
4λ1λ2
(l1 + l2)
}
×
∑∞
k=0
(
λ1 − λ2
λ1λ2
)k(
l1 − l2
4
)2k
1
(k!)2
.
Bemerkung 3.10 Das obige Ergebnis ist bereits in Girshick (1941) zu finden. Fu¨r die
Verteilung der Eigenwerte der zufa¨lligen Kovarianzmatrix normalverteilter Vektoren beliebiger
Dimension gibt es unterschiedliche Zuga¨nge, siehe Anderson (1984), Farrell (1985), Muirhead
(1982), wobei das Haarsche Maß der orthogonalen Gruppe ein wesentliches Hilfsmittel ist. Sind
die Eigenwerte der Kovarianzmatrix nicht alle gleich, dann tritt in der Dichteformel ein Integral
u¨ber die orthogonale Gruppe auf. Dieses Integral la¨sst sich nicht geschlossen berechnen.
Wir berechnen jetzt die Dichte der Teststatistik
L =
√
L1L2
1
2
(L1 + L2)
. (3.16)
Die folgende Aussage wurde in Girshick (1941) bewiesen.
Satz 3.11 Die zufa¨lligen Vektoren (Xi , Yi)
T , i = 1, .., n seien u.i.v. mit Verteilung N0,Σ. Es
seien λ1 ≥ λ2 > 0 die Eigenwerte von Σ. Sind L1, L2 durch (3.12) und ist L durch (3.16)
definiert, so hat L die Lebesguedichte
fL(l) = I(0,1)(l)
1
(n − 2)!λ
nln−2
∑∞
k=0
(2k + n − 1)!
(k!)222k
(1− λ2)k(1− l2)k
mit λ =
√
λ1λ2
1
2
(λ1 + λ2)
.
Folgerung 3.12 Sind die Eigenwerte λ1, λ2 gleich, so besitzt L die Lebesguedichte
fL(l) = I(0,1)(l)(n − 1)ln−2. (3.17)
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Beweis. Seien
l =
√
l1l2
1
2
(l1 + l2)
und κ =
1
2
(l1 + l2).
Dann gilt
l1 − l2
l1 + l2
=
√
1− l2,
l1 = κ(1 +
√
1− l2) und l2 = κ(1−
√
1− l2). (3.18)
Damit ist S : (l1, l2) 7→ (l , κ) eine eineindeutige Abbildung von {(l1, l2) : 0 < l2 < l1 <∞} auf
(0, 1)× (0,∞) mit der Umkehrabbildung T , die durch (3.18) definiert ist. Wir berechnen die
Funktionaldeterminante(
∂l1
∂κ
∂l2
∂κ
∂l1
∂l
∂l2
∂l
)
=
(
1 +
√
1− l2 1−√1− l2
−κ(1− l2)−1/2l κ(1− l2)−1/2l
)
.
Die Determinante dieser Matrix ist
JT = 2κ(1− l2)−1/2l .
Sei K = 1
2
(L1 + L2), ω1 =
λ1+λ2
4λ1λ2
und ω2 =
λ1−λ2
4λ1λ2
. Dann ist die gemeinsame Dichte von (L,K)
gegeben durch
fL,K(l , κ)
=
2κ
√
1− l2
4(λ1λ2)
n
2 (n − 2)!(κ
2l2)(n−3)/22κ(1− l2)−1/2l exp {−ω12κ}
×
∑∞
k=0
(ω22κ
√
1− l2)2k 1
4k
1
(k!)2
,
= I(0,1)(l)I(0,∞)(κ)
1
(λ1λ2)
n
2 (n − 2)! l
n−2 exp {−ω12κ}
×
∑∞
k=0
1
(k!)2
(ω2
√
1− l2)2kκ2k+n−1.
Es gilt
1
(λ1λ2)
n
2
ω2k2 (2ω1)
−2k−n+1 · (2ω1)−1
=
( √
λ1λ2
1
2
(λ1 + λ2)
)n (
λ1 − λ2
2(λ1 + λ2)
)2k
= λn(1− λ2)k 1
22k
und ∫ ∞
0
1
(λ1λ2)
n
2
ω2k2 κ
2k+n−2 exp {−ω12κ} dκ
= λn(1− λ2)k 1
22k
∫ ∞
0
(2ω1κ)
2k+n−1 exp {−ω12κ} d(2ω1κ)
= λn(1− λ2)k 1
22k
(2k + n − 1)!.
44
3 Testen auf Hauptrichtungen des Wachstums
Das ergibt
fL(l) =
∫ ∞
0
fL,K(l , κ)dκ = I(0,1)(l)
1
(n − 2)! l
n−2
×
∑∞
k=0
(2k + n − 1)!
(k!)222k
λn(1− λ2)k(1− l2)k .
Damit ist die behauptete Darstellung von fL nachgewiesen. Jetzt seien die Eigenwerte gleich.
Dann gilt
fL(l) = I(0,1)(l)
1
(n − 2)! l
n−2(n − 1)! = I(0,1)(l)(n − 1)ln−2.
Weil wir die Verteilung der Teststatistik sowohl unter der Nullhypothese als auch unter der
Alternative kennen, ko¨nnen wir einen Test konstruieren, der exakt das Niveau einha¨lt und
gleichzeitig die Gu¨tefunktion exakt berechnen. Wir bezeichnen durch
cn(γ) = γ
1
n−1
das Gammaquantil der Dichte fL in (3.17). Dann ist
ϕn = I
(0,α
1
n−1 )
(L)
ein α-Test fu¨r das Testproblem
H0 : N
⊗n
0,Σ,Σ ∈ S0 gegen HA : N⊗n0,Σ,Σ ∈ S\S0.
Der Test ϕn wird in der Literatur als Mauchly-Test bezeichnet. Die Wahl des kritischen
Bereichs als Bereich, wo L kleine Werte annimmt, ist plausibel, weil 0 ≤ L ≤ 1 gilt und L = 1
fu¨r L1 = L2 erfu¨llt ist. Natu¨rlich ergibt sich dieser kritische Bereich auch aus der Konstruktion
des Likelihoodquotiententests, siehe Lemma 3.8.
Der hier betrachtete Fall der Dimension zwei ist unter der Nullhypothese nur ein Spezialfall
eines allgemeineren Resultats aus der Literatur, siehe Anderson (1984), Kapitel 10.7.3. Liegt
eine d-dimensionale Normalverteilung vor und bezeichnen L1 ≥ L2 ≥ ... ≥ Ld die d Eigenwerte
der empirischen Kovarianzmatrix, so betrachtet man die Teststatistik
L =
∏d
i=1 L
1/d
i
1
d
∑d
i=1 Li
.
Unter der Nullhypothese, dass alle Eigenwerte gleich sind, hat L wieder die obige Dichte fL. Im
Gegensatz zum zweidimensionalen Fall gibt es keine expliziten Resultate u¨ber die Verteilung
der Teststatistik unter der Alternative.
Beispiel 3.13 In diesem Beispiel wollen wir Testergebnisse mit Hilfe einer Simulation
darstellen. Dazu erzeugen wir n = 100 Zufallszahlen mit der Kovarianzmatrix Σ, die die
Eigenwerte λ1 und λ2 hat. Die Tabelle 3.1 zeigt die Testergebnisse des
Likelihoodquotiententests.
Die Abbildung 3.1 stellt die simulierten Testdaten fu¨r unterschiedliche λ1 und λ2 dar.
Erkennbar ist ein Zunehmen der Korrelation bei wachsendem Abstand der Eigenwerte.
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Testergebnisse fu¨r simulierte Daten
Kritische Werte
α = 0.1 α = 0.05 α = 0.01
Testatistik cn (α)= 0.9112 cn (α)= 0.9413 cn (α)= 0.9545
Daten 1 λ1= 1, λ2= 1 0.9919 Annehmen Annehmen Annehmen
Daten 2 λ1= 1.9, λ2= 0.1 0.2735 Ablehnen Ablehnen Ablehnen
Daten 3 λ1= 3, λ2= 0.01 0.0165 Ablehnen Ablehnen Ablehnen
Tabelle 3.1: Testergebnisse des Likelihoodquotiententests.
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Abbildung 3.1: Simulierte Daten
Wir wollen jetzt die Gu¨te des Mauchly-Tests fu¨r die Dimension zwei berechnen. In der
na¨chsten Folgerung geben wir eine explizite Darstellung der Gu¨tefunktion
gM(α, λ) =
∫ α1/(n−1)
0
fL(l , α)dl ,
die sich unmittelbar aus Satz 3.11 ergibt.
Folgerung 3.14 Die Gu¨tefunktion gM(α, λ) des Mauchly-Tests ist gegeben durch
gM(α, λ) =
λn
(n − 2)!
∑∞
k=0
(2k + n − 1)!
(k!)222k
(1− λ2)k
∫ α1/(n−1)
0
(1− l2)k ln−2dl .
Die Abbildung 3.2 gibt fu¨r n = 20, 50 bzw. 100 und fu¨r α = 0.05 den Verlauf der
Gu¨tefunktion an.
Diese Bilder zeigen einen monotonen Verlauf der Gu¨tefunktion. Ein streng mathematischer
Beweis fu¨r diese Eigenschaft konnte bisher noch nicht erbracht werden. Das Problem ist, dass
λn monoton wachsend und (1− λ2)k monoton fallend in λ sind.
Gibt man sich jetzt eine Mindestdifferenz ∆ von der Nullhypothese H0 : λ = 1 vor, so kann
man nach dem notwendigen Stichprobenumfang n(α, β,∆) fragen, fu¨r den bei vorgegebenem
β > 0 die Fehlerwahrscheinlichkeit zweiter Art kleiner oder gleich β ist, wenn λ zur
eingeschra¨nkten Alternative 0 < λ ≤ 1− ∆ geho¨rt. Geht man von einer Monotonie der
Gu¨tefunktion aus, dann ergibt sich N(α, β,∆, n) als minimales n, das der Bedingung
(1− ∆)n
(n − 2)!
∑∞
k=0
(2k + n − 1)!
(k!)222k
(1− (1− ∆)2)k
∫ α1/(n−1)
0
(1− l2)k ln−2dl ≥ 1− β
genu¨gt.
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Abbildung 3.2: Verlauf der Gu¨tefunktion fu¨r α = 0.05
3.2 Asymptotische Tests auf Vorliegen einer Hauptrichtung im
Einclustermodell
In diesem Kapitel wollen wir mit Hilfe asymptotischer Tests ohne die Voraussetzung der
Normalverteilung eine mo¨gliche Hauptrichtung nachweisen. Da wir auch die Gu¨te der Tests
unter lokalen Alternativen untersuchen wollen, nehmen wir an, dass ein Dreiecksschema von
Daten vorliegt. Genauer seien fu¨r jedes n die (Xn,i , Yn,i), i = 1, ..., n unabha¨ngige und identisch
verteilte zufa¨llige Vektoren mit Erwartungswert Null und endlichen vierten Momenten
Seien (
Sn,1,1 Sn,1,2
Sn,2,1 Sn,2,2
)
=
(
1
n
∑n
i=1X
2
n,i
1
n
∑n
i=1Xn,iYn,i
1
n
∑n
i=1Xn,iYn,i
1
n
∑n
i=1 Y
2
n,i
)
,
Ln,1(2) =
1
2
(Sn,1,1 + Sn,2,2) + (−)
√
1
4
(Sn,1,1 − Sn,2,2)2 + S2n,1,1
die empirische Kovarianzmatrix und ihre Eigenwerte. Es gilt
Ln,1 + Ln,2 = Sn,1,1 + Sn,2,2,
Ln,1Ln,2 = Sn,1,1Sn,2,2 − S2n,1,2.
Wir wenden jetzt die Likelihoodquotientenstatistik (3.13) aus dem Normalverteilungsmodell fu¨r
die allgemeine Situation an. Es gilt
n
1−( √Ln,1Ln,21
2
(Ln,1 + Ln,2)
)2 = 1
(Sn,1,1 + Sn,2,2)2
(
(√
n(Sn,1,1 − Sn,2,2)
)2
+ (2
√
nSn,1,2)
2).
(3.19)
Das asymptotische Verhalten dieser Folge von Teststatistiken wurde fu¨r beliebige Dimension
bereits in Waternaux (1977) fu¨r den Fall elliptisch konturierter Verteilungen untersucht. Dort
wird auch die asymptotische Verteilung unter lokalen Alternativen abgeleitet. Fu¨r den
allgemeinen Fall, wo nur die Endlichkeit gewisser Momente gefordert wird, wurden
Grenzwertsa¨tzen unter der Nullhypothese in Gupta und Xu (2006) und in der dort zitierten
Literatur abgeleitet. Als Grenzverteilungen treten Verteilungen von Linearkombinationen
χ2-verteilter Zufallsvariablen auf. Dieser Effekt des Abweichens der Grenzverteilung von der
χ2-Verteilung wird in der Literatur u¨ber multivariate Statistik als Nichtrobustheit bezeichnet.
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Wir wollen jetzt fu¨r die Dimension zwei Ergebnisse ableiten, die die von Waternaux (1977) und
Gupta und Xu (2006) erzielten Resultate als Spezialfa¨lle enthalten. Weiterhin modifizieren wir
die Teststatistik so, dass die neue Teststatistik in dem oben geschilderten Sinne robust ist.
In einem ersten Schritt formulieren wir einen geeigneten zentralen Grenzwertsatz. Dazu sind
Momentenforderungen notwendig.
Fu¨r jedes n sind (Xn,i , Yn,i), i = 1, ..., n unabha¨ngig und identisch verteilt. (3.20)
lim
c→∞
sup
n
E|Xn,1|4I[c,∞)(|Xn,1|) = 0 und lim
c→∞
sup
n
E|Yn,1|4I[c,∞)(|Yn,1|) = 0, (3.21)
EXn,i = EYn,i = 0, (3.22)
Σn =
(
σ2n ρnσnτn
ρnσnτn τ
2
n
)
=
(
EX2n,i EXn,iYn,i
EXn,iYn,i EY
2
n,i
)
, (3.23)
lim
n→∞
√
n
((
σ2n ρnσnτn
ρnσnτn τ
2
n
)
−
(
σ2 0
0 σ2
))
=
(
β1,1 β1,2
β2,1 β2,2
)
. (3.24)
Sei
Γn = Kovarianzmatrix von
(
X2n,i − Y 2n,i
2Xn,iYn,i
)
mit
lim
n→∞
Γn =
(
γ1,1 γ1,2
γ2,1 γ2,2
)
= Γ, det(Γ) 6= 0. (3.25)
Lemma 3.15 Es seien die Voraussetzungen (3.20) bis (3.25) erfu¨llt. Dann konvergieren die
Verteilungen der zufa¨lligen Vektoren
Vn =
√
n (Sn,1,1 − Sn,2,2, 2Sn,1,2)T (3.26)
schwach gegen eine Normalverteilung mit dem Erwartungswertvektor
µ = (β1,1 − β2,2, 2β1,2)T
und der Kovarianzmatrix Γ in (3.25).
Beweis. Seien v = (a1, a2)
T ∈ R2 ein fester Vektor und
Vn,j = (X
2
n,j − Y 2n,j − (σ2n − τ2n ), Xn,jYn,j − ρnτnσn)T .
Weiter seien
Zn,j = a1(X
2
n,j − Y 2n,j − (σ2n − τ2n )) + a2(2Xn,jYn,j − ρnτnσn),
b2n = V (Zn,j).
Aus den Voraussetzungen (3.21) ergibt sich
lim
c→∞
sup
n
E|Zn,1|2I[c,∞)(|Zn,1|) = 0.
Die Verwendung von (3.25) ergibt
b2n → b2 = vTΓv .
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Mit Hilfe des Satzes von Cramer-Wold, siehe z. B. Kallenberg (1997) und Lemma 5.11 folgt
L(√n (Sn,1,1 − Sn,2,2 − (σ2n − τ2n ), 2Sn,1,2 − 2ρnτnσn)T )⇒ N0,Γ.
Die Behauptung des Lemmas ergibt sich hieraus und aus der Voraussetzung (3.24).
Weil der Faktor (Sn,1,1 + Sn,2,2)
−2 in (3.19) gegen eine Konstante strebt, ko¨nnen wir auch mit
der modifizierte Teststatistik
Tn =
(√
n(Sn,1,1 − Sn,2,2)
)2
+ (2
√
nSn,1,2)
2 = V Tn Vn (3.27)
arbeiten. Tn verha¨lt sich nach Lemma 3.15 in Verteilung asymptotisch wie das La¨ngenquadrat
eines normalverteilten Vektors, der aber im Allgemeinen keine Diagonalmatrix als
Kovarianzmatrix hat, und man kann deshalb keine χ2−Verteilung als Grenzverteilung erwarten.
Der na¨chste Satz zeigt, dass dann die Grenzverteilung von Tn eine Linearkombination von
χ2-verteilten Zufallsvariablen ist. Zur Formulierung des Ergebnisses beno¨tigen wir noch
zusa¨tzliche Bezeichnungen. Es seien
κ1(2) =
1
2
(
γ22,2 + γ
2
1,1
)
+ (−)1
2
√(
γ22,2 − γ21,1
)2
+ 4γ21,2 (3.28)
die Eigenwerte der Matrix Γ und e1,Γ, e2,Γ die zugeho¨rigen Eigenvektoren. Um eine
Grenzverteilung mit einfacher Struktur zu erhalten normieren wir Vn mit der Kovarianzmatrix Γ
und betrachten die Teststatistik Qn = V
T
n Γ
−1Vn. In den meisten Anwendungen sind die in die
Matrix Γ eingehenden vierten Momente nicht bekannt und mu¨ssen aus den Daten gescha¨tzt
werden. Unter der Voraussetzung (3.24) gilt
lim
n→∞
E(X2n,i − Y 2n,i) = 0 und lim
n→∞
E(2Xn,iYn,i) = 0.
Deshalb ko¨nnen wir folgende Scha¨tzer verwenden
γ̂n,1,1 =
1
n
∑n
i=1
(X2n,i − Y 2n,i)2 und γ̂n,2,2 =
4
n
∑n
i=1
(Xn,iYn,i)
2,
γ̂n,1,2 = γ̂n,2,1 =
2
n
∑n
i=1
(X3n,1Yn,1 − Xn,1Y 3n,1),
Γ̂n =
(
γ̂n,1,1 γ̂n,1,2
γ̂n,2,1 γ̂n,2,2
)
.
Wir scha¨tzen die Eigenwerte durch
κ̂n,1(2) =
1
2
(
γ̂2n,2,2 + γ̂
2
1,1
)
+ (−)1
2
√(
γ̂2n,2,2 − γ̂2n,1,1
)2
+ 4γ̂2n,1,2 (3.29)
und betrachten die modifizierte Teststatistik
Q̂n = V
T
n Γ̂
−1
n Vn. (3.30)
Satz 3.16 Unter den Voraussetzungen (3.20) bis (3.25) gilt
L(Tn) =⇒ L(κ1(Z1 + κ−1/21 eT1,Γµ)2 + κ2(Z2 + κ−1/22 eT2,Γµ)2),
L(Qn) =⇒ CH2,δ2 und L(Q̂n) =⇒ CH2,δ2.
Hierbei sind Z1, Z2 unabha¨ngige und standardnormalverteilte Zufallsvariablen. CH2,δ2 ist die
Chiquadratverteilung mit zwei Freiheitsgraden und dem Nichtzentralita¨tsparameter
δ2 = µTΓ−1µ mit µ = (β1,1 − β2,2, 2β1,2)T .
49
3 Testen auf Hauptrichtungen des Wachstums
Beweis. Der Beweis der ersten beiden Aussagen folgt aus Lemma 3.15 und Lemma 5.13. Die
zweite Behauptung folgt aus Lemma 3.15 und Lemma 5.14. Zum Beweis der dritten Aussage
bemerken wir, dass aus dem Gesetz der großen Zahlen fu¨r ein Serienschema, siehe Lemma
5.12 und der Voraussetzung (3.21) folgt Γ̂n →P Γ. Weil die Vektoren
(
√
n(Sn,1,1 − Sn,2,2), 2
√
nSn,1,2) nach Lemma 3.15 stochastisch beschra¨nkt sind, ko¨nnen wir
nach dem Lemma von Slutsky asymptotisch Γ−1 durch (Γ̂n)−1 ersetzen. Damit folgt die dritte
Behauptung aus der zweiten Aussage.
Wir spezialisieren jetzt die betrachteten Modelle und Hypothesen. Um festzustellen, ob sich
durch Versuchsa¨nderungen neue Hauptrichtungen herausgepra¨gt haben, nehmen wir an, dass
die beobachteten Daten die Verteilung L(A(X, Y )T ) haben und wir wollen u¨berpru¨fen, ob A
weder aus einer reinen Streckung noch aus einer Drehung besteht. Das folgende einfache
Lemma kla¨rt den Zusammenhang zu den Eigenwerten von AAT .
Lemma 3.17 Sei I die Einheitsmatrix. Fu¨r eine beliebige regula¨re quadratische Matrix A sind
folgende Aussagen gleichwertig
1) A = γO mit einer orthogonalen Matrix O und einer reellen Zahl γ 6= 0,
2) AAT = σ2I,
3) AAT hat zwei gleiche Eigenwerte.
Beweis. Die Aussage 1) −→ 2) −→ 3) ist klar. Gilt 3), dann gibt es fu¨r die positiv semidefinite
Matrix AAT eine orthogonale Matrix O mit der Eigenschaft
OTAATO = λI.
Dann ist die Matrix O˜ = λ−1/2OTA orthogonal und es gilt
A = λ1/2OO˜.
Die Aussage 1) folgt mit γ = λ1/2 aus der Tatsache, dass OO˜ wieder eine orthogonale Matrix
ist.
Es sei QA die zu
fA(x, y) = (det(A))
−1f (A−1(x, y)T )
geho¨rige Verteilung, wobei wir die Existenz vierter Momente voraussetzen, d. h.∫
(
∫
(x4 + y 4)f (x, y)dx)dy <∞. (3.31)
Weiterhin gelte∫
(
∫
xf (x, y)dx)dy =
∫
(
∫
yf (x, y)dx)dy =
∫
(
∫
xyf (x, y)dx)dy = 0,∫
(
∫
x2f (x, y)dx)dy =
∫
(
∫
y 2f (x, y)dx)dy = 1.
(3.32)
Dann ist AAT die zu QA geho¨rige Kovarianzmatrix. Weiterhin sei
Γ =
( ∫
(
∫
(x2 − y 2)2f (x, y)dx)dy ∫ (∫ 2xy(x2 − y 2)f (x, y)dx)dy∫
(
∫
2xy(x2 − y 2)f (x, y)dx)dy ∫ (∫ (2xy)2f (x, y)dx)dy
)
. (3.33)
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Bei einer Messung vom Umfang n liegt also folgendes Modell und folgendes Testproblem vor.
(R2n,B2n, Q⊗nA ), A ∈M, f erfu¨llt (3.31) und (3.32), (3.34)
Nullhypothese: H0 : Σ = AA
T ∈ S0,
Alternativhypothese: HA : Σ = AA
T ∈ SA = S\S0.
Zur Untersuchung der lokalen Gu¨te betrachten wir die lokale Alternative
Lokale Alternative: HA,loc : An = σI +
1√
n
A und somit
Σn = AnA
T
n =: σ
2I +
1√
n
B + o(n−1/2) mit B =
(
β1,1 β1,2
β2,1 β2,2
)
, β1,2 = β2,1. (3.35)
Unter diesen lokalen Alternativen sind die Voraussetzungen (3.20),...,(3.25) automatisch
erfu¨llt.
Lemma 3.18 Seien die (Xi , Yi)
T u.i.v. mit der Dichte f , die den Bedingungen (3.31) und
(3.32) genu¨gt. Mit An aus (3.35) erfu¨llen die (Xn,i , Yn,i)
T = An(Xi , Yi)
T die Voraussetzungen
(3.20) bis (3.25) und es gilt fu¨r 0 ≤ k + l ≤ 4
1
n
∑n
i=1
Xkn,iY
l
n,i →P σk+lE(XkY l).
Beweis. Die Behauptung ergibt sich aus dem Gesetz der großen Zahlen und der Tatsache,
dass Xkn,iY
l
n,i eine Linearkombination von gewissen X
r
n,iY
m
n,i ist und die Gewichtsfaktoren
konvergieren.
Zur Konstruktion von Tests bezeichnen wir durch c(κ1, κ2, γ) das γ-Quantil der
Verteilungsfunktion
Kκ1,κ2(t) = P (κ1Z
2
1 + κ2Z
2
2 ≤ t),
wobei Z1, Z2 unabha¨ngig und standardnormal sind. Die Dichte dieser Verteilung wurde bereits
im Satz 2.22 untersucht. Wir bemerken, dass c(1, 1, γ) das γ-Quantil einer χ2-Verteilung mit
zwei Freiheitsgraden ist, die die Dichte
h2(t) = I[0,∞)(t)
1
2
exp{−1
2
t}
besitzt. Damit folgt
c(1, 1, γ) = −2 ln(1− γ).
Die Quantile c(κ1, κ2, γ) fu¨r beliebige κ1, κ2 kann man numerisch mit Hilfe der
Reihendarstellung im Satz 2.22 ermitteln. Wir nehmen jetzt an, dass die Statistiken Tn aus
(3.27) und Q̂n aus (3.30) auf dem Wahrscheinlichkeitsraum in (3.34) definiert sind. Wir fu¨hren
jetzt zwei Testfolgen ein
ϕn = I[c(κ̂n,1,κ̂n,2,1−α),∞)(Tn) und ψn = I[−2 ln(α),∞) (Q̂n).
Satz 3.19 Es seien die Momentenbedingung (3.31) und die Voraussetzungen in (3.32) erfu¨llt
und Γ sei durch (3.33) definiert.
1. Unter der Nullhypothese H0 in (3.34) sind die Folgen {ϕn} und {ψn} asymptotische
α-Tests, d. h.
lim
n→∞
∫
ϕndQ
⊗n
A = lim
n→∞
∫
ψndQ
⊗n
A = α, AA
T ∈ S0.
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2. Unter der lokalen Alternative HA,loc in (3.35) haben die Folgen von Tests {ϕn} die
asymptotischen Gu¨ten
lim
n→∞
∫
ϕndQ
⊗n
An
= g1(Γ, α, µ),
lim
n→∞
∫
ψndQ
⊗n
An
= g2(α,µ
TΓ−1µ)
mit
g1(Γ, α, µ) = P (κ1(Z1 + κ
−1/2
1 e
T
1,Γµ)
2 + κ2(Z2 + κ
−1/2
2 e
T
2,Γµ)
2) > c(1− α, κ1, κ2),
g2(α,µ
TΓ−1µ) = CH2,δ2((−2 ln(α),∞)),
wobei Z1, Z2, µ = (β1,1 − β2,2, 2β1,2)T , CH2,δ2 und δ2 die gleiche Bedeutung wie im Satz 3.16
haben und c(γ, κ1, κ2) das γ−Quantil in (2.52) ist.
Beweis. Die Aussage fu¨r ψn folgen aus Satz 3.16. Fu¨r ε > 0 setzen wir
Bn,ε = {|c(κ̂n,1, κ̂n,2, 1− α)− c(κ1, κ2, 1− α)| > ε}.
Wegen Lemma 3.18 gilt Q⊗nA (Bn,ε)→ 0 unter der Nullhypothese. Weiterhin gilt
Q⊗nA (Tn > c(κ̂n,1, κ̂n,2, 1− α)) ≤ Q⊗nA (Tn > c(κ1, κ2, 1− α)− ε) +Q⊗nA (Bn,ε).
Die Stetigkeit von c(1− α, κ1, κ2) als Funktion von (κ1, κ2), siehe Lemma 2.23, und
Q⊗nA (Bn,ε)→ 0 fu¨r n →∞
ergeben
lim sup
n→∞
Q⊗nA (Tn > c(κ̂n,1, κ̂n,2, 1− α))
≤ Q⊗nA (κ1(Z1 + κ−1/21 eT1,Γµ)2 + κ2(Z2 + κ−1/22 eT2,Γµ)2
≥ c(κ1, κ2, 1− α)− ε).
La¨sst man ε gegen Null streben und scha¨tzt man analog den unteren Limes ab, so folgen die
Aussagen fu¨r ϕn aus Satz 3.16.
Folgerung 3.20 Sind die Eigenwerte κ1, κ2 gleich, so sind die asymptotischen Gu¨tefunktionen
gleich, die beiden Testfolgen sind also asymptotisch gleichwertig.
Beweis. Zum Beweis der Folgerung setzen wir κ = κ1 = κ2 und bemerken
c(κ, κ, 1− α) = κc(1, 1, 1− α) = −2κ lnα.
Deshalb gilt
κ1(Z1 + κ
−1/2
1 e
T
1,Γµ)
2 + κ2(Z2 + κ
−1/2
2 e
T
2,Γµ)
2 ≥ c(κ1, κ2, 1− α)
⇐⇒ (Z1 + κ−1/2eT1,Γµ)2 + (Z2 + κ−1/2eT2,Γµ)2 ≥ −2 lnα.
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Die Verteilung der linken Seite ist eine χ2−Verteilung mit zwei Freiheitsgraden und dem
Nichtzentralita¨tsparameter
δ2 = (κ−1/2eT1,Γµ)
2 + (κ−1/2eT2,Γµ)
2 =
1
κ
µTµ = µTΓ−1µ.
Wir betrachten jetzt die homogenen Dichten
hg,p (x, y) = C (p) g (|x |p + |y |p)
in (2.19), u¨berpru¨fen die Bedingung (3.32) und berechnen die Matrix Γ. Um die Existenz der
vierten Momente zu sichern, setzen wir nach Lemma 2.12 voraus∫ ∞
0
s
6−p
p g (s) ds <∞. (3.36)
Jetzt betrachten wir zuna¨chst den Spezialfall einer verallgemeinerten Normalverteilung, d. h.
hgN ,p (x0, y0) =
1
Γ
(
2
p
) exp {− |x0|p − |y0|p} .
Dann gelten
EX0 = EY0 = EX0Y0 = 0,
EX20 = EY
2
0 .
Wir berechnen γ1 (p) = V (X
2
0 − Y 20 ) und γ2 (p) = V (2X0Y0).
γ1 (p) = E
(
X20 − Y 20
)2
= E
(
X40 − 2X20Y 20 + Y 40
)
= EX40 − 2EX20EY 20 + EY 40
=
4
p
Γ (5/p)− Γ (3/p)
Γ (2/p)
,
γ2 (p) = E (2X0Y0)
2 = 4
(
EX20
)
=
8
p
Γ (3/p)
Γ (2/p)
.
Wegen
cov
(
X20 − Y 20 , 2X0Y0
)
= E
(
2X0Y0X
2
0 − 2X0Y0Y 20
)
= 0
erhalten wir
Γ0 =
(
V (X20 − Y 20 ) cov (X20 − Y 20 , 2X0Y0)
cov (X20 − Y 20 , 2X0Y0) V (2X0Y0)
)
=
(
γ1 (p) 0
0 γ2 (p)
)
.
Ist jetzt (X, Y ) ein Vektor mit der Dichte hg,p und ist (3.36) erfu¨llt, so folgt aus Folgerung
2.13, dass (X, Y ) auch der Bedingung (3.32) genu¨gt und
Γg,p =
(
V (X2 − Y 2) cov (X2 − Y 2, 2XY )
cov (X2 − Y 2, 2XY ) V (2XY )
)
=
∫∞
0
s
6
p
−1g (s) ds∫∞
0
s
6
p
−1gN,p (s) ds
(
γ1 (p) 0
0 γ2 (p)
)
53
3 Testen auf Hauptrichtungen des Wachstums
gilt.
Aufgrund der speziellen Struktur der Matrix ΓgN ,p lassen sich die Scha¨tzungen fu¨r diese Matrix
Γ0 vereinfachen. Weil
ΓgN ,p =
1∫∞
0
s
6
p
−1gN,p (s) ds
(
γ1 (p) 0
0 γ2 (p)
)
bekannt ist, wird nur noch die unbekannte Konstante
∫∞
0
s
6
p
−1g (s) ds = EL4 beno¨tigt. Diese
ko¨nnen wir direkt scha¨tzen. Aus L = R · h1/p (Φ) erhalten wir
EL4 = ER4 (|cosΦ|p + |sinΦ|p) 4p .
Es seien (Xi , Yi), i = 1, ..., n u.i.v. mit der Dichte hg,p. Wir setzen
Ri =
(
X2i + Y
2
i
)1/2
, Φi = P2 (Xi , Yi)
und
Mˆn,p =
1
n
∑n
i=1
R4i (|cosΦ|p + |sinΦ|p)
4
p .
Dann gilt nach dem Gesetz der großen Zahlen Mn → EL4 und wir ko¨nnen als vereinfachten
Scha¨tzen fu¨r Γg,p verwenden
Γˆn = Mˆn · ΓgN ,p.
3.3 Asymptotische Tests auf Vorliegen einer Hauptrichtung im
Mehrclustermodell
In diesem Abschnitt wollen wir einen asymptotischen Test konstruieren, wenn die
Voraussetzungen im Modell 2.2 erfu¨llt sind. Die beobachteten zufa¨lligen Vektoren
(X1, Y1), ..., (Xn, Yn) haben den Erwartungswert Null und Kovarianzmatrizen. Wir nehmen
zusa¨tzlich an, dass die Vektoren normalverteilt sind. Genauer mo¨ge es gewisse orthogonalen
Matrizen Oj derart geben, dass die Vektoren (Uj , Vj)
T = OTj (Xj , Yj)
T unabha¨ngig sind und die
gleiche Normalverteilung besitzen. Dann sind auch die
R2j = U
2
j + V
2
j = X
2
j + Y
2
j (3.37)
unabha¨ngig und identisch verteilt. Die Verteilung von R2j hatten wir im Satz 2.20 ermittelt,
wobei L(Xj , Yj) ∈ E vorausgesetzt wurde. Betrachtet man speziell die Familie von Dichten
κλ1,λ2, so erkennt man, dass die Parameter λ1, λ2 durch die ausschließliche Beobachtung von
R21, ..., R
2
n nicht identifiziert werden ko¨nnen. Durch Vertauschen von λ1 und λ2 ergibt sich die
gleiche Verteilung. Schra¨nkt man den Parameterbereich durch die Forderung λ1 ≥ λ2 ein, so
liegt die Nullhypothese am Rand des Parameterbereichs, was in den klassischen Sa¨tzen u¨ber
den Likelihoodquotiententest ausgeschlossen ist. Deshalb werden wir eine andere geeignete
Teststatistik konstruieren und deren asymptotisches Verhalten untersuchen. Weil das
Testproblem H0 : λ1 = λ2 gegen HA : λ1 > λ2 invariant gegenu¨ber Skalentransformationen ist,
verwenden wir die folgende skaleninvariante Teststatistik
Tn =
(
1
n
∑n
i=1R
2
i
)2
1
n
∑n
i=1R
4
i
.
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Die Zufallsvariablen Uj , Vj seien unabha¨ngig und standardnormal. Weil die Vektoren (Xj , Yj)
normalverteilt sind mit Erwartungswert Null und der Kovarianzmatrix Σ mit den Eigenwerten
λ1, λ2, gelten
L(R2j ) = L(X2j + Y 2j ) = L(λ1U2j + λ2V 2j )
und
L(Tn) = L(Sn) mit
Sn =
(
1
n
∑n
i=1(λ1U
2
i + λ2V
2
i )
)2
1
n
∑n
i=1(λ1U
2
i + λ2V
2
i )
2
.
Aus dem Gesetz der großen Zahlen erhalten wir deshalb
Tn →P ψ(λ1, λ2) := (λ1 + λ2)
2
3λ21 + 3λ
2
2 + 2λ1λ2
=
(1 + κ)2
3 + 3κ2 + 2κ
=: g(κ),
wobei κ = λ2
λ1
gesetzt wurde. Wir untersuchen die Funktion g na¨her. Es gilt
g′(κ) = 4(1 + κ)
1− κ
(3 + 3κ2 + 2κ)2
.
Dann gilt fu¨r alle κ 6= 1
g(κ) < g(1) =
1
2
.
Deshalb und wegen Tn →P g(κ) bietet sich
Wn :=
√
n
(
Tn − 1
2
)
(3.38)
als Teststatistik an. Aus (3.37) folgt, dass die Verteilung von Wn nur vom Quotienten der
Eigenwerte der Kovarianzmatrix Σ abha¨ngt. Deshalb ko¨nnen wir ohne Einschra¨nkung der
Allgemeinheit zu folgender speziellen Darstellung von Tn u¨bergehen
Tn =
(
1
n
∑n
i=1(U
2
i + κnV
2
i )
)2
1
n
∑n
i=1(U
2
i + κnV
2
i )
4
=
(
1
n
∑n
i=1R
2
i ,n
)2
1
n
∑n
i=1R
4
i ,n
,
wobei U1, ..., Un, V1, ..., Vn u.i.v. standardnormal. (3.39)
In dieser Darstellung modellieren die Konstanten κn > 0 mo¨gliche Abweichungen von der
Nullhypothese H0 : κ = 1. Zur Untersuchung des asymptotischen Verhaltens von Tn stellen wir
zuna¨chst Hilfsresultate bereit.
Lemma 3.21 U, V seien unabha¨ngige und standardnormalverteilte Zufallsvariablen. Dann
besitzt Z = 1
2
(U2 + V 2) eine Standardexponentialverteilung mit der Dichte
f (x) = I[0,∞)(x) exp{−x}. Es gilt
E(U2 + V 2)k = 2kk!. (3.40)
Weiterhin gelten fu¨r Zκ = U
2 + κV 2 und j = 1, 2, ...
EZκ = 1 + κ,
V (Zκ) = 2(1 + κ
2),
E(Zκ)
j ≤ (1+κj )(2j)!
2j!
.
(3.41)
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Beweis. U2 + V 2 besitzt eine χ2−Verteilung mit zwei Freiheitsgraden und damit die Dichte
h2(x) = I[0,∞)(x)12 exp{−x/2}. Das beweist die erste Behauptung. Hat Z die
Exponentialverteilung I[0,∞)(x) exp{−x}, dann gilt
EZk = k!
und somit (3.40). Weiterhin gelten wegen EU2 = EV 2 = 1 und EU4 = EV 4 = 3
EZκ = 1 + κ,
EZ2κ = 3 + 2κ+ 3κ
2,
V (Zκ) = EZ
2
κ − (EZκ)2
= 2(1 + κ2).
Die behauptete Ungleichung folgt aus (a + b)j ≤ 2j−1(aj + bj) und
EU2j = EV 2j =
(2j)!
2j j!
.
Wir formen Wn um
√
n
(
Tn − 1
2
)
=
√
n
((
1
n
∑n
i=1R
2
i ,n
)2
1
n
∑n
i=1R
4
i ,n
− 1
2
)
=
1
1
n
∑n
i=1R
4
i
[
√
n
((
1
n
∑n
i=1
R2i ,n
)2
− 4
)
− 1
2
√
n
∑n
i=1
(R4i ,n − 8)
]
.
Wir untersuchen zuna¨chst den ersten Term in der Klammer.
Lemma 3.22 Unter den Voraussetzungen (3.39), κn > 0 und
lim
n→∞
√
n(κn − 1) = h (3.42)
gilt
√
n
((
1
n
∑n
i=1
R2i ,n
)2
− 4
)
=
4√
n
∑n
i=1
(R2i ,n − 2) + oP (1).
Beweis. Es gilt
√
n
((
1
n
∑n
i=1
R2i ,n
)2
− 4
)
=
(
1√
n
∑n
i=1
(R2i ,n − 2)
)((
1
n
∑n
i=1
R2i ,n
)
+ 2
)
.
Weiterhin gelten
ER21,n = E(U
2
1 + κnV
2
1 ) = 1 + κn → 2,
ER41,n = E(U
2
1 + κnV
2
1 )
2 = EU41 + κ
2
nEV
4
1 + 2κn → 8.
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Aus (3.41) folgt
V
(
1
n
∑n
i=1
R2i ,n
)
=
1
n
V
(
R21,n
)
=
1
n
(ER41,n − (ER21,n)2)→ 0.
Damit gilt
E
(
1
n
∑n
i=1
R2i ,n − 2
)2
= V
(
1
n
∑n
i=1
R2i ,n
)
+ (1 + κn − 2)2 → 0
und es folgt
1
n
∑n
i=1
R2i ,n = 2 + oP (1).
Weiterhin erhalten wir aus (3.41)
E
(
1√
n
∑n
i=1
(R2i ,n − 2)
)2
= V
(
R21,n
)
+ (1 + κn − 2)2 (3.43)
= 2(1 + κ2n) + (1 + κn − 2)2 → 4.
Damit bleibt die linke Seite beschra¨nkt und somit ist 1√
n
∑n
i=1(R
2
i ,n − 2) stochastisch
beschra¨nkt. Das ergibt (
1√
n
∑n
i=1
(R2i ,n − 2)
)(
1
n
∑n
i=1
R2i ,n + 2
)
=
(
1√
n
∑n
i=1
(R2i ,n − 2)
)
(4 + oP (1))
=
4√
n
∑n
i=1
(R2i ,n − 2) + oP (1).
Es gilt
E
(
1
n
∑n
i=1
(R4i ,n − 8)
)2
=
1
n
E
(
R41,n − ER41,n
)2
+
1
n
(ER4i ,n − 8)2
≤ 1
n
ER81,n +
1
n
(ER4i ,n − 8)2
≤ 1
n
840(1 + κ4n) +
1
n
(2κn + 3κ
2
n − 5)2,
wobei die letzte Ungleichung aus (3.41) folgt. Aus κn → 1 ergibt sich das folgende Gesetz der
großen Zahlen
1
n
∑n
i=1
R4i ,n = 8 + op(1).
Wie in (3.43) la¨sst sich die Beschra¨nktheit von
E
(
1√
n
∑n
i=1
(R4i ,n − 8)
)2
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und damit die stochstische Beschra¨nktheit von 1√
n
∑n
i=1(R
4
i ,n − 8) nachweisen. Insgesamt
erhalten wir also
√
n
(
Tn − 1
2
)
(3.44)
=
1
2
√
n
∑n
i=1
[(R2i ,n − 2)−
1
8
(R4i ,n − 8)] + oP (1)
=
1
2
√
n
∑n
i=1
[(R2i ,n −
1
8
R4i ,n − 1)] + oP (1).
Es gilt
√
nan : =
√
nE[(R2i ,n −
1
8
R4i ,n − 1)]
=
√
n[1 + κn − 1
8
(E(U2i + κnV
2
i )
2 − 1]
=
√
n[2 + h/
√
n − 1
8
(3 + 3κ2n + 2κn)− 1] + o(1)
=
√
n[2 + h/
√
n − 1
8
(3 + 3(1 + h/
√
n)2 + 2(1 + h/
√
n))− 1] + o(1)
= 0 + o(1) = o(1)
und somit √
nan = o(1). (3.45)
Satz 3.23 Unter den Voraussetzungen (3.39) und (3.42) gilt
L
(√
n
(
Tn − 1
2
))
⇒ N(0, 1
4
).
Beweis. Wir setzen
Zn,i =
1
2
(R2i ,n −
1
8
R4i ,n − 1)− an.
Wegen (3.44) reicht es aus,
L
(
1√
n
∑n
i=1
Zi ,n
)
⇒ N(0, 1
4
)
nachzuweisen. Unter den Voraussetzungen (3.39) und (3.42) erhalten wir aus (3.41)
sup
i ,n
EZ4i ,n <∞.
Fu¨r die Anwendung des zentralen Grenzwertsatzes, siehe Lemma 5.11, muss nur noch die
Varianz von Zi ,n untersucht werden, die nur von n und nicht von i abha¨ngt. Weil Z
2
i ,n ein
Polynom in κn ist und κn → 1 gilt, erhalten wir
lim
n→∞
V (Zi ,n) = lim
n→∞
EZ2i ,n = E( lim
n→∞
Z2i ,n)
=
1
4
E
(
(U2 + V 2)− 1
8
(U2 + V 2)2 − 1
)2
,
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wobei U und V standardnormal und unabha¨ngig sind. Z habe eine
Standardexponentialverteilung. Ausquadrieren der Klammer und die Verwendung von (3.40)
ergeben
lim
n→∞
V (Zi ,n) =
1
4
E
(
2Z − 1
2
Z2 − 1
)2
=
1
4
E
(
1
4
Z4 − 2Z3 + 5Z2 − 4Z + 1
)
=
1
4
(
1
4
· 4!− 2 · 3! + 5 · 2!− 4 + 1
)
=
1
4
.
Mit Hilfe des oben bewiesenen Grenzwertsatzes wollen wir einen asymptotischen α−Test
konstruieren. Weil die Statistik Tn bei fester Alternative fu¨r n →∞ gegen g(κ) < 1/2 strebt,
konvergiert die Folge der Teststatistiken Wn gegen −∞. Deshalb lehnen wir bei der
Konstruktion des asymptotischen Tests die Nullhypothese fu¨r kleine Werte von Wn ab. Sei zα
das α−Quantil der Standardnormalverteilung. Wir setzen
ϕn =
{
1 falls Wn ≤ zα
0 falls Wn > zα
.
Satz 3.24 Seien (X1, Y1), ..., (Xn, Yn) unabha¨ngig mit der Verteilung N0,Σi und hat Σi die von i
unabha¨ngigen Eigenwerte λ1, λ2. Unter der Nullhypothese H0 : λ1 = λ2 = λ ist die Folge von
Tests {ϕn} ein asymptotischer α-Test, d. h. esgilt
lim
n→∞
Eλ,λϕn = α.
Die Folge von Tests {ϕn} ist global konsistent, d. h. fu¨r λ1 6= λ2 gilt
lim
n→∞
Eλ1,λ2ϕn = 1.
Beweis. Die erste Behauptung folgt aus der Konstruktion von ϕn und Satz 3.23. Gilt jetzt
λ1 6= λ2, so konvergiert Tn stochastisch gegen einen Wert g(κ), der kleiner als g(1) ist, was
auf Grund der Konstruktion von ϕn die Konsistenz der Testfolge nach sich zieht.
Bemerkung 3.25 Dem Grenzwertsatz 3.23 ko¨nnen wir entnehmen, dass unter der lokalen
Alternative (3.42) die asymptotische Gu¨te des Tests ϕn gerade das Niveau α ist. Lokale
Alternativen mit der Geschwindigkeit 1/
√
n werden von diesem Test nicht erkannt.
Unabha¨ngig davon ist er aber global konsistent, wie oben bewiesen wurde.
3.4 Bedingte Tests auf Vorliegen einer Hauptrichtung
Die Schwierigkeit der asymptotischen Tests besteht darin, dass die Fehlerwahrscheinlichkeit
erster Art nicht exakt eingehalten wird. Bestehen unter der Nullhypothese die Daten aus zwei
unabha¨ngigen Bestandteilen, so lassen sich bedingte Tests konstruieren, die dann exakte Tests
in dem Sinne sind, dass sie das Niveau exakt einhalten. Sind die Daten eindimensional, so sind
solche unabha¨ngigen Bestandteile die Rangstatistik und die Ordnungsstatistik. In unserem
Falle sind solche unabha¨ngigen Gro¨ßen gerade der Winkel und die La¨nge.
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Wir wollen kurz auf das Konzept bedingter Tests eingehen. Gegeben sei ein statistisches
Modell, wo der Stichprobenraum eine Produktstruktur hat
(U × V,U⊗V, (Qθ)θ∈Θ) .
Jetzt sei das Testproblem
H0 : θ ∈ Θ0 gegen HA : θ ∈ ΘA. (3.46)
gegeben mit Θ0 ∪ΘA = Θ und Θ0 ∩ΘA = ∅. Fu¨r eine Funktion S : U × V → R soll ein
α-Test konstruiert werden, der die Nullhypothese fu¨r große Werte von S(U, V ) ablehnt. Wir
bezeichnen durch Kθ(·|v) die bedingte Verteilung von S(U, V ) unter der Bedingung V = v und
durch Pθ die Verteilung von V . Wir setzen voraus, dass die bedingte Verteilung Kθ von S(U, V )
bei gegebenem V = v fu¨r θ ∈ Θ0 unabha¨ngig von θ ist. Es gibt also einen stochastischen Kern
K derart, dann fu¨r jede beschra¨nkte und messbare Funktion f gilt∫
f (u, v)Qθ(du, dv) =
∫
(
∫
f (u, v)K(du|v)Pθ(dv), fu¨r alle θ ∈ Θ0. (3.47)
Zur Konstruktion eines α-Tests wa¨hlen wir fu¨r festes v einen Test b(·, v) mit der Eigenschaft∫
b(s, v)K(ds|v) = α. (3.48)
Dann gilt
Eθb(S(U, V ), V ) =
∫
(
∫
b(s, v)K(ds |v)Pθ(dv) = α, fu¨r alle θ ∈ Θ0 (3.49)
und damit ist b(S(u, v), v) ein α-Test, der als bedingter Test bezeichnet wird.
Wir wenden das Konzept der bedingten Tests auf homogene Verteilungen an. Wir betrachten
das Modell in (3.34) mit f = hg,h,k und
hg,h,k,A(x, y) := ((det(A))
−1 (g(A−1(x, y)T )k(A−1(x, y)T ), A ∈ S, g ∈ Gp,q,
hg,h,k erfu¨llt (2.17).
Besitzt der Vektor (X, Y ) die Dichte hg,h,k,A, dann gilt nach Folgerung 2.10(
X
Y
)
= L · h−1/p (Φ)
(
cosΦ
sinΦ
)
, (3.50)
L = Rh1/p (Φ) und R = (X2 + Y 2)1/2,
wobei gilt
L und Φ sind unabha¨ngig,
Lp hat die Verteilung G mit der Dichte tα(p,q)−1I(0,∞)(t)g(t),
Φ hat die Verteilung Ph,k mit der Dichte
k(ϕ)
phα(p,q)(ϕ)
I[0,2pi)(ϕ).
Liegen jetzt n unabha¨ngige Beobachtungen (X1, Y1), ..., (Xn, Yn) mit der Dichte hg,h,k,A vor, so
haben wir folgendes statistische Modell
(U × V,U⊗V, (Qθ)θ∈Θ) (3.51)
= ([0, 2pi)n × (0,∞)n,B⊗n[0,2pi) ⊗B⊗n(0,∞), (P⊗nh,k,A ⊗ G⊗n)A∈S),
U, V Projektionen von U × V auf U bzw. V.
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Wir betrachten jetzt a¨hnlich wie in (3.27), die Teststatistik
S =
1
(
∑n
i=1(X
2
i + Y
2
i ))
2
(
∑n
i=1
X2i −
∑n
i=1
Y 2i )
2 + (2
∑n
i=1
XiYi)
2). (3.52)
Fu¨r die Statistik S ergibt sich dann aus (3.50)
S = SL1,...,Ln(Φ1, ...,Φn), mit
Sl1,...,ln(ϕ1, ..., ϕn)
=
1
(
∑n
i=1 l
2
i )
2
((∑n
i=1
l2i
cos2 ϕi − sin2 ϕi
h2/p(ϕi)
)2
+
(
2
∑n
i=1
l2i
cosϕi · sinϕi
h2/p(ϕi)
)2)
.
Fu¨r U, V aus (3.51) setzen wir U = (Φ1, ...,Φn), V = (L1, ..., Ln) und betrachten die Φi und Li
als Zufallsvariable auf dem Wahrscheinlichkeitsraum (3.51). Sei
Kn,A(·|l1, ..., ln) = die bedingte Verteilung von S unter der Bedingung,
L1 = l1, ..., Ln = ln unter der Verteilung P
⊗n
A ⊗ G⊗n.
Wegen der Unabha¨ngigkeit von U und V gilt
Kn,A(·|l1, ..., ln) = P⊗nA ◦ S−1l1,...,ln .
Wegen (2.35) in Folgerung 2.14 ha¨ngen die Verteilungen P⊗nA unter der Nullhypothese Σ = σ
2I
nicht von σ2 ab. Dann ist auch Kn,σ2I(·|l1, ..., ln) unter der Nullhypothese von σ2 unabha¨ngig.
Weiterhin ist die bedingte Verteilung Kn,A die Verteilung von Summen unabha¨ngiger
Zufallsvariablen, deren Verteilungsfunktionen stetig sind. Dann sind die Verteilungfunktionen
Fn(t|l1, ..., ln) = Kn,I((0, t]|l1, ..., ln)
wieder stetig. Durch cn(γ|l1, ..., ln) bezeichnen wir die entsprechenden γ-Quantile mit deren
Hilfe wir die bedingten Tests konstruieren. Hierzu setzen wir
bn(s, l1, ..., ln) =
{
1 falls S(ϕ1, ..., ϕn, l1, ..., ln) > cn(1− α|l1, ..., ln)
0 sonst
.
Pabs bezeichne die Menge der absolutstetigen Verteilungen auf (0,∞). Dann liegt folgendes
Testproblem vor
H0 : P
⊗n
A ⊗ G⊗n, AAT ∈ S0, G ∈ Pabs gegen (3.53)
HA : P
⊗n
Σ ⊗ G⊗n, Σ ∈ SA, G ∈ Pabs ,
G ist unbekannt.
Aus der Konstruktion der Tests bn sowie der Beziehung (3.49) ergibt sich folgende Aussage.
Satz 3.26 Die Tests bn sind bedingte α-Tests fu¨r das Modell (3.51) und das Testproblem
(3.53).
Bei der Anwendung der bedingten Tests beno¨tigt man die Quantile cn, die jeweils noch von der
entsprechenden Bedingung abha¨ngen. Weil sich die bedingten Verteilungen Kn nicht
geschlossen berechnen lassen, muss man die Quantile durch Simulationen oder durch geeignete
Grenzwertsa¨tze approximieren.
61
3 Testen auf Hauptrichtungen des Wachstums
3.5 Computersimulationen
3.5.1 Niveau der Tests
Monte-Carlo-Simulationen sind ein systematisches Hilfsmittel, um zu u¨berpru¨fen, ob
asymptotische α−Tests das Niveau bereits bei kleinen oder mittleren Stichproben einhalten.
Gleichzeitig geben solche Simulationen Einblicke in die Struktur der Gu¨tefunktion fu¨r fest
gewa¨hlte Alternativen.
In diesem Abschnitt wollen wir den in Abschnitt 3.2 konstruierten aymptotischen Test und den
in Abschnitt 3.4 konstruierten bedingten Test auf bivariate elliptisch konturierte Verteilungen
anwenden. Deren Dichten wurden in (2.15) definiert und haben die folgende Form
ϕg,Σ (x, y) =
(
pi
√
det (Σ)
)−1
g
(
(x, y)Σ−1 (x, y)
)
.
Σ ist die Kovarianzmatix von (X, Y ), sie ist symmetrisch und positiv definit. Die elliptisch
konturierten Verteilungen unterscheiden sich durch die die Dichte generierende Funktion g. Fu¨r
die Simulation betrachten wir drei Verteilungsklassen mit folgenden gi fu¨r i = 1, 2 und 3.
• Normalverteilung: In (2.36) ist
g1 (t) = I(0,∞)
1
2
exp
{
− t
2
}
.
• Kotz-Verteilung: In (2.36) ist
gα,β,γ(t) = C(α, β, γ)I(0,∞)(t)tα−1 exp{−βtγ}, α, β, γ > 0.
Fu¨r die Simulation betrachten wir einen Spezialfall von gα,β,γ(t) mit α =
1
2
, β = γ = 1,
d. h.
g2(t) = I(0,∞)
1
Γ
(
1
2
)t− 12 exp {−t} .
• Pearson-Typ-VII Verteilung: In (2.36) ist
gα,β(t) = C(α, β)I(0,∞)(1 + βt)−(1+α), α ≥ 3
2
, β > 0.
Fu¨r die Simulation betrachten wir einen Spezialfall von gα,β(t) mit α =
3
2
und β = 1
3
, d.
h.
g3(t) = I(0,∞)
1
2
(1 +
t
3
)−(1+
3
2).
Obwohl fu¨r nomalverteilte Daten der Mauchly-Test fu¨r jeden Stichprobeumfang die
Fehlerwahrscheinlichkeit erster Art einha¨lt, fu¨hren wir trotzdem Simulationen durch, um fu¨r die
anderen Tests mo¨gliche Abweichungen des gescha¨tzten Niveaus vom vorgegebenen Niveau α
besser bewerten zu ko¨nnen.
Wir betrachten das Testproblem in (3.34) und verwenden die Teststatistiken in (3.30) und
(3.52). Die Simulationen wurden mit Hilfe des Softwarepaketes R ausgefu¨hrt.
1. Fu¨r n = 20, 50 und 100 erzeugen wir (X1, Y1) , ..., (Xn, Yn) mit der Dichtefunktion
ϕgi ,Σ (x, y) mit Σ = I, i = 1, 2 bzw. 3.
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2. Wir berechnen die Werte der Teststatistiken Qˆn in (3.30) und S in (3.52).
3. Wir fu¨hren die Tests
ψn =
{
1 , Qˆn > −2 ln (α)
0 , sonst
und bn =
{
1 , S > cn (1− α|t1, ..., tn)
0 , sonst
durch, wobei cn (1− α|t1, ..., tn) der durch Simulation gescha¨tzte Quantilwert des
bedingten Tests ist.
4. Die Schritte 1.-3. werden N-mal wiederholt und das tatsa¨chliche Konfidenzniveau wird
gescha¨tzt durch
αˆ =
Anzahl der Ablehnungen von H0
N
.
In unseren Simulationen haben wir N = 1000 verwendet.
In der Tabelle 3.2 bezeichnen αAsp. und αBed. die gescha¨tzten Niveaus des asymptotischen
Tests und des bedingten Tests.
Normalverteilung
α n = 20 n = 50 n = 100
0.01 αAymp. = 0.012 αAymp. = 0.009 αAymp. = 0.006
αBed. = 0.007 αBed. = 0.007 αBed. = 0.010
0.05 αAymp. = 0.049 αAymp. = 0.049 αAymp. = 0.056
αBed. = 0.042 αBed. = 0.049 αBed. = 0.049
0.1 αAymp. = 0.094 αAymp. = 0.11 αAymp. = 0.103
αBed. = 0.088 αBed. = 0.091 αBed. = 0.099
Kotz-Verteilung
0.01 αAymp. = 0.012 αAymp. = 0.012 αAymp. = 0.011
αBed. = 0.008 αBed. = 0.009 αBed. = 0.011
0.05 αAymp. = 0.069 αAymp. = 0.054 αAymp. = 0.049
αBed. = 0.045 αBed. = 0.052 αBed. = 0.050
0.1 αAymp. = 0.140 αAymp. = 0.113 αAymp. = 0.101
αBed. = 0.097 αBed. = 0.100 αBed. = 0.097
Pearson-Typ-VII-Verteilung
0.01 αAymp. = 0 αAymp. = 0.0001 αAymp. = 0.01
αBed. = 0.009 αBed. = 0.013 αBed. = 0.010
0.05 αAymp. = 0 αAymp. = 0.005 αAymp. = 0.056
αBed. = 0.048 αBed. = 0.054 αBed. = 0.050
0.1 αAymp. = 0.004 αAymp. = 0.025 αAymp. = 0.106
αBed. = 0.094 αBed. = 0.100 αBed. = 0.097
Tabelle 3.2: Gescha¨tzte Niveaus des asymptotischen Tests αAsp. und des bedingten Tests αBed.
In der Tabelle 3.2 ko¨nnen wir ablesen, dass die Fehlerwahrscheinlichkeit erster Art des
asymptotischen Tests fu¨r kleine n nicht exakt eingehalten wurde, besonders fu¨r die
Kotz-verteilten Stichproben. Bei dem bedingten Test wurde sie deutlich besser eingehalten.
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3.5.2 Die asymptotische Gu¨te unter speziellen Alternativen
Fu¨r die Untersuchung der Gu¨te obiger Tests betrachten wir die Tests in normalverteilten,
Kotz-verteilten bzw. Pearson-Typ-VII-verteilten Grundgesamtheiten. Wir betrachten zwei feste
Alternativen:
1. Inhomogene Kovarianzmatix:
∑
A =
(
σ2 0
0 τ2
)
mit σ2 6= τ2, σ2, τ2 ∈ (0,∞) und damit
sind λ1 = σ
2 und λ2 = τ
2. Fu¨r die Simulation setzen wir σ2 = 1 + γ und τ2 = 1− γ mit
γ ∈ (0, 1).
2. Korrelierte Kovarianzmatrix:
∑
A =
(
1 ρ
ρ 1
)
mit ρ 6= 0 und damit sind λ1 = 1 + ρ und
λ2 = 1− ρ.
Wir erzeugen zufa¨llige Punkte mit den zweidimensionalen Dichtefunktionen ϕgi ,ΣA (x, y), i = 1,
2 bzw. 3 und benutzen dazu Satz 2.18 in Kapitel 2. Dieser Satz gestattet es, unabha¨ngige
Zufallsgro¨ßen L2 und Φ zu simulieren mit den in Satz 2.18 angegebenen Dichten
fL2(t) = I(0,∞)(t)gi(t), i = 1, 2 bzw. 3,
fΦ(ϕ) =
1
2pi
I[0,2pi)(ϕ)
1√
λ1λ2ρΣA(ϕ)
.
Die zufa¨lligen Punkte (X1, Y1) , ..., (Xn, Yn) sind dann Realisierungen von (X, Y ) und entstehen
durch Anwendung der folgenden Beziehung
(
X
Y
)
= L
 cosΦ/√ρρΣA (Φ)
sinΦ/
√
ρρΣA (Φ)
 .
Die Abbildungen 3.3, 3.4 und 3.5 sowie 3.6, 3.7 und 3.8 geben fu¨r n = 20, 50 und 100 sowie
α = 0.05 den Verlauf der Gu¨tefunktionen der beiden Tests an. Die rote Linie zeigt jeweils die
Gu¨tefunktion des asymptotischen Tests, die blaue die des bedingten Tests.
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Abbildung 3.3: Verlauf der Gu¨tefunktion des asymptotischen Tests bzw. des bedingten Tests in
normalverteilten Grundgesamtheiten mit n = 20, 50 bzw. 100 unter der ersten
Alternative
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Abbildung 3.4: Verlauf der Gu¨tefunktion des asymptotischen Tests bzw. des bedingten Tests in
Kotz-verteilten Grundgesamtheiten mit n = 20, 50 bzw. 100 unter der ersten
Alternative
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Abbildung 3.5: Verlauf der Gu¨tefunktion des asymptotischen Tests bzw. des bedingten Tests in
Pearson-Typ-VII-verteilten Grundgesamtheiten mit n = 20, 50 bzw. 100 unter
der ersten Alternative
3.6 Test von Projektdaten
In diesem Abschnitt wollen die Tests auf Projektdaten anwenden, um zu sehen, ob eine
Hauptwachstumsrichtung existiert, in der es ein besonders starkes Wachstum der Filamente
gibt. Die Daten zum Testen wurden von Herrn Birkholz gewonnen. Die Daten messen die
La¨ngen und die Winkel der Aktinfilamente von Osteoblasten auf drei Oberfla¨chen: Daten 1
und Daten 2 auf der blanken Titanoberfla¨che, Daten 3 auf der gra¨benstrukturierten
Titanoberfla¨che und Daten 4, Daten 5 sowie Daten 6 auf der pfostenstrukturierten
Titanoberfla¨che. Die zugeho¨rigen Datensa¨tze sind auf der beigefu¨gten CD als CSV-Dateien zu
finden.
Ein Datensatz der Testdaten besteht aus 180 Paaren (Li ,Wi) von La¨ngen und Winkeln der
Aktinfilamente. Die Bilder in Abbildung 3.9 stellen die Beziehung von La¨ngen und Winkeln dar.
Auf manchen Oberfla¨chen haben die Filamente kein ausgepra¨gtes Wachstum in eine Richtung.
Ein Beispiel dafu¨r sieht man im Bild Daten 1 in Abbildung 3.9. Auf anderen Oberfla¨che zeigen
die Filamente ein ausgepra¨gtes Wachstum in eine Richtung. Dieser Effekt wird in dem Bild
Daten 3 in Abbildung 3.9 illustriert.
Wir testen im Folgenden auf die Existenz einer Hauptrichtung mit dem asymptotischen Test
aus Abschnitt 3.2 und dem bedingten Test aus Abschnitt 3.4. Wir betrachten das Testproblem
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Abbildung 3.6: Verlauf der Gu¨tefunktion des asymptotischen Tests bzw. des bedingten Tests in
normalverteilten Grundgesamtheiten mit n = 20, 50 bzw. 100 unter der zweiten
Alternative
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Abbildung 3.7: Verlauf der Gu¨tefunktion des asymptotischen Tests bzw. des bedingten Tests in
Kotz-verteilten Grundgesamtheiten mit n = 20, 50 bzw. 100 unter der zweiten
Alternative
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Abbildung 3.8: Verlauf der Gu¨tefunktion des asymptotischen Tests bzw. des bedingten Tests in
Pearson-Typ-VII-verteilten Grundgesamtheiten mit n = 20, 50 bzw. 100 unter
der zweiten Alternative
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Abbildung 3.9: Kurven der La¨ngen der Filamente bei gegebenen Winkeln
in (3.34) und verwenden die Teststatistiken in (3.30) und (3.52). In der Tabelle 3.3 sind die
Testergebnisse des asymptotischen Tests dargestellt und die Tabelle 3.4 zeigt die
Testergebnisse des bedingten Tests.
Bei der Anwendung des asymptotischen Tests wird die Nullhypothese abgelehnt, obwohl die
Bilder 1 und 2 in der Abbildung 3.9 keine klare Hauprichtung ausweisen. Dieser unerwu¨nschte
Effekt ko¨nnte dadurch zustande kommen, dass diese Daten insgesamt vom Modell abweichen.
Beim bedingten Test erfolgt in den Datensa¨tzen 1, 2 und 6 keine Ablehnung in
U¨bereinstimmung mit den Bildern. Vermutlich ist also der bedingte Test robuster gegenu¨ber
Modellabweichungen. Weil er außerdem ein exakter α-Test ist, ist er gegenu¨ber dem
asymptotischen Test vorzuziehen.
67
3 Testen auf Hauptrichtungen des Wachstums
Kritische Werte
α = 0.1 α = 0.05 α = 0.01
Werte der Teststatistik cn,1−α= 4.6052 cn,1−α = 5.9915 cn,1−α = 9.2103
Daten 1 57.8314 Ablehnen Ablehnen Ablehnen
Daten 2 49.1491 Ablehnen Ablehnen Ablehnen
Daten 3 102.3382 Ablehnen Ablehnen Ablehnen
Daten 4 74.4140 Ablehnen Ablehnen Ablehnen
Daten 5 41.0842 Ablehnen Ablehnen Ablehnen
Daten 6 74.0667 Ablehnen Ablehnen Ablehnen
Tabelle 3.3: Testergebnisse des asymptotischen Tests
Kritische Werte
Werte der Teststatistik α = 0.1 α = 0.05 α = 0.01
Quantile 1 cn,1−α= 0.0136 cn,1−α= 0.0165 cn,1−α= 0.0247
Daten 1 0.0044 Annehmen Annehmen Annehmen
Quantile 2 cn,1−α= 0.0130 cn,1−α= 0.0169 cn,1−α= 0.0268
Daten 2 0.0033 Annehmen Annehmen Annehmen
Quantile 3 cn,1−α= 0.0240 cn,1−α= 0.0318 cn,1−α= 0.0479
Daten 3 0.2139 Ablehnen Ablehnen Ablehnen
Quantile 4 cn,1−α= 0.0151 cn,1−α= 0.0197 cn,1−α= 0.0301
Daten 4 0.0310 Ablehnen Ablehnen Ablehnen
Quantile 5 cn,1−α= 0.0142 cn,1−α= 0.0182 cn,1−α= 0.0265
Daten 5 0.0209 Ablehnen Ablehnen Annehmen
Quantile 6 cn,1−α= 0.0147 cn,1−α= 0.0184 cn,1−α= 0.0283
Daten 6 0.0138 Annehmen Annehmen Annehmen
Tabelle 3.4: Testergebnisse des bedingten Tests
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4 Anpassungstests
4.1 Grenzwertsa¨tze fu¨r die empirische Verteilungsfunktion
4.1.1 Konvergenz unter einfacher Nullhypothese
Es seien X1, X2, ... unabha¨ngige und identisch verteilte Zufallsvariablen mit der
Verteilungsfunktion F . Es seien
F̂n(t) =
1
n
∑n
i=1
I(−∞,t](Xi),
Bn(t) =
√
n(F̂n(t)− F (t)).
Im Weiteren bezeichnen wir durch =⇒ die schwache Konvergenz von Verteilungen, die auf
dem Skorokhodraumes D[−∞,∞] definiert sind. Der folgende Satz ist ein Spezialfall von Satz
11, Seite 97 in Pollard (1984).
Satz 4.1 Ist die Verteilungsfunktion F stetig, dann gilt
L (Bn) =⇒ L (B (F )) ,
wobei B die Brownsche Bru¨cke auf [0, 1] ist.
Die oben formulierte Aussage la¨sst sich wie folgt anwenden. Sei
κ(x) = sup
−∞≤t≤∞
|x(t)|. (4.1)
Wir bezeichnen κ als Kolmogoroff-Smirnov-Funktional. κ ist offensichtlich stetig. Sei Q die
Menge der rationalen Zahlen. Dann gilt wegen der Rechtsstetigkeit der Funktionen x aus D
sup
−∞≤t≤∞
|x(t)| = sup
t∈Q
|x(t)|,
deshalb ist κ : D[−∞,∞]→ R messbar bezu¨glich BD (fu¨r die Definition siehe Anhang II). Ist
B die Brownsche Bru¨cke auf [0, 1], so gilt nach Billingsley (1986)
P (sup0≤t≤1 |B(t)| ≤ x) = 1− 2
∑∞
k=1
(−1)k+1 exp{−2k2x2}.
Andererseits gilt wegen der Stetigkeit von F
sup−∞≤t≤∞ |B(F (t))| = sup0≤s≤1 |B(s)|.
Aus Satz 4.1 erhalten wir deshalb folgende Aussage.
Folgerung 4.2 Ist die Verteilungsfunktion F stetig, so gilt fu¨r Bn =
√
n(F̂n−F ) und alle x > 0
lim
n→∞
P (sup−∞≤t≤∞ |Bn(t)| ≤ x) = 1− 2
∑∞
k=1
(−1)k+1 exp{−2k2x2}.
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Wir untersuchen jetzt die Statistik
∫
B2n(t)dF̂n(t) na¨her und bezeichnen dazu durch
Xn:1 ≤ ... ≤ Xn:n die zur Stichprobe X1, ..., Xn geho¨rige Ordnungsstatistik. Wegen der
Stetigkeit von F sind die Xi mit Wahrscheinlichkeit Eins alle verschieden und es gilt
F̂n(Xn:i) =
i
n
.
Hieraus folgt ∫
B2n(t)dF̂n(t) =
∑n
i=1
(
i
n
− F (Xn:i))2. (4.2)
Ist F stetig und P die zugeho¨rige Verteilung, so gilt∫ ∞
−∞
B2(F (t))P (dt) =
∫ 1
0
B2(s)ds.
Aus Satz 4.1 und dem Lemma 5.8 im Anhang II ergibt sich folgende Aussage.
Proposition 4.3 Ist die Verteilungsfunktion F stetig, so gilt fu¨r alle x
lim
n→∞
P (
∑n
i=1
(
i
n
− F (Xn:i))2 ≤ x) = P (
∫ 1
0
B2(s)ds ≤ x).
4.1.2 Konvergenz unter lokalen Alternativen
Es seien Pn und P Verteilungen auf (X ,A), die der Bedingung Pn ¿ P genu¨gen. Wir setzen
gn = dPn/dP und
an = 2
√
n(
√
gn − 1). (4.3)
Wir nehmen an, dass fu¨r ein a ∈ L2(P ) gilt
lim
n→∞
∫
(an(x)− a(x))2P (dx) = 0. (4.4)
Durch Xn,1, ..., Xn,n bezeichnen wir die Koordinatenprojektionen von X n auf X . Aus Lemma
5.1 im Anhang I erhalten wir fu¨r
Ln =
dP⊗nn
dP⊗n
(Xn,1, ..., Xn,n)
folgende Entwicklung, die als LAN-Bedingung bezeichnet wird. Es gilt
lnLn =
1√
n
∑n
i=1
a(Xn,i)− 1
2
∫ 1
0
a2(x)P (dx) + oP⊗n(1). (4.5)
Wir untersuchen das asymptotische Verhalten der Statistiken
Tn =
1√
n
∑n
i=1
bn(Xn,i),
wobei L(Xn,i) = Pn, i = 1, ..., n, bn, b ∈ L02(P ) und
lim
n→∞
∫
(bn − b)2dP = 0 (4.6)
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vorausgesetzt werden. Aus der Proposition 5.5 im Anhang I ergibt sich unter den
Voraussetzungen (4.4) und (4.6)
L(Tn|P⊗nn )⇒ N(
∫
abdP,
∫
b2dP ). (4.7)
Wir untersuchen jetzt den empirischen Prozess Bn, wenn die Beobachtungen aus lokalen
Alternativen kommen, d. h. wir betrachten die Folge der Wahrscheinlichkeitsra¨ume
(Rn,B⊗n, P⊗nn ), wobei die Xn,i , i = 1, ..., n die Koordinatenabbildungen sind. Fu¨r festes x ∈ R,
reelle Zahlen α1, ..., αm und t1 < t2 < ... < tm sei
b(x) =
∑m
j=1
αj(I(−∞,tj ](x)− F (tj)).
Dann gilt b ∈ L02(P ) und mit
Tn =
∑m
j=1
αjBn(tj) =
1√
n
∑n
i=1
b(Xn,i)
folgt aus (4.7)
L(
∑m
j=1
αiBn(tj)|P⊗nn )⇒ N(
∫
abdP,
∫
b2dP ).
Hierbei gilt ∫
abdP =
∑m
j=1
αj(A(tj)− F (tj)),
wobei
A(t) =
∫
I(−∞,t](s)a(s)P (ds) (4.8)
gesetzt wurde. Damit konvergieren die endlich dimensionalen Verteilungen von Bn unter P
⊗n
n
gegen die endlich dimensionalen Verteilungen von B + A. Aus der Darstellung (4.5) ergibt sich
nach dem Lemma 5.1 aus dem Anhang I, dass die Folge P⊗nn zur Folge P
⊗n benachbart ist.
Hieraus folgt
L(Bn|P⊗nn ) C L(Bn|P⊗n).
Aus dem Lemma 5.7 im Anhang II erhalten wir folgendes Resultat, das bereits in etwas
anderer Formulierung auf der Seite 167 in Shorack und Wellner (1986) zu finden ist.
Satz 4.4 Ist die Verteilungsfunktion F stetig, P die zugeho¨rige Verteilung und sind die
Voraussetzungen (4.4) und (4.6) erfu¨llt, so gilt
L(Bn|P⊗nn ) =⇒ L(B(F ) + A). (4.9)
Aus dem stetigen Abbildungssatz und der Tatsache, dass κ(x) = sup−∞≤t≤∞ |x(t)| eine
stetige und messbare Funktion auf D[−∞,∞] ist, erhalten wir
L(κ(Bn)|P⊗nn ) =⇒ L(κ(B(F ) + A)). Eine analoge Aussage fu¨r die Cramer-von-Mises-Statistik
(4.2) ergibt sich aus Lemma 5.8 im Anhang II.
Proposition 4.5 Unter den Voraussetzungen von Satz 4.4 gelten
L( sup
−∞≤t≤∞
|Bn(t)||P⊗nn ) =⇒ L( sup−∞≤t≤∞ |B(F (t)) + A(t)|),
L(
∑n
i=1
(
i
n
− F (Xn:i))2|P⊗nn ) =⇒ L(
∫
(B(F (t)) + A(t))2P (dt)).
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Ist P die Verteilung auf der reellen Achse mit der Verteilungsfunktion F (t) = P ((−∞, t]) und
ist F stetig, so gilt ∫ ∞
−∞
g(F (t))P (dt) =
∫ 1
0
g(s)ds, (4.10)
fu¨r jedes g ∈ L1[0, 1], siehe Seite 20-21 in Witting und Mu¨ller-Funk (1995). Weiter gilt
P ({x : F−1(F (x)) = x}) = 1.
Damit folgt fu¨r jedes h ∈ L1(P )∫ ∞
−∞
h(t)P (dt) =
∫ 1
0
h(F−1(s))ds. (4.11)
Das ergibt ∫
(B(F (t)) + A(t))2P (dt) =
∫
(B(s) +A(s))2ds
mit A(s) = A(F−1(s)). Aus der Kac-Siegert-Zerlegung in (5.18) im Anhang III ergibt sich mit
ϕk(s) =
√
2 sin(kpis)
B(s) +A(s) =
∑∞
k=1
(Zk + Akkpi)ϕk(s) (4.12)
mit Ak =
∫ 1
0
A(s)ϕk(s)ds =
∫
A(t)ϕk(F (t))P (dt).
Das ergibt
L(
∫
(B(F (t)) + A(t))2P (dt)) = L(
∑∞
k=1
1
k2pi2
(Zk + Akkpi)
2).
Wir betrachten jetzt fu¨r die Klasse von stochastischen Prozessen
B(F (t)) + A(t),
A(t) =
∫
I(−∞,t](s)a(s)P (ds)
das Testproblem H0 : a = 0 gegen HA : a 6= 0, a ∈ L02(P ) und verwenden dazu die Teststatistik
T =
∫
B2(t)P (dt).
Wir lehnen die Nullhypothese fu¨r große Werte von T ab. Zu fest gewa¨hltem 0 < α < 1 sei
c1−α das α−Quantil der Verteilung von
∑∞
k=1
1
k2pi2
Z2k . Dann ist die Gu¨tefunktion dieses
α−Tests gegeben durch
g(α, a) = P
(∑∞
k=1
1
k2pi2
(Zk + Akkpi)
2 ≥ c1−α
)
. (4.13)
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Wir formen zuna¨chst Ak etwas um. Es gilt
Ak =
∫
(
∫
I(−∞,s](τ)a(τ)P (dτ))
√
2 sin(kpiF (s))P (ds)
=
∫
(
∫
I[F (τ),1](F (s))
√
2 sin(kpiF (s))P (ds))a(τ)P (dτ))
=
∫
(
∫
I[F (τ),1](u)
√
2 sin(kpiu)du)a(τ)P (dτ))
=
∫ (
−
√
2
kpi
cos(kpiu)|1F (τ)
)
a(τ)P (dτ)
=
∫ (√
2
kpi
cos(kpiF (τ))
)
a(τ)P (dτ),
wobei die letzte Beziehung aus
∫
a(τ)P (dτ) = 0 folgt. Somit haben wir
Ak =
1
kpi
ak , (4.14)
ak =
∫
a(τ)
(√
2 cos(kpiF (τ))
)
P (dτ)
erhalten.
Gehen wir von der Funktion a zur Funktion ρa u¨ber, so ist die neue Gu¨tefunktion gegeben
durch
g(α, ρa) = P
(∑∞
k=1
1
k2pi2
(Zk + ρak)
2 ≥ c1−α
)
.
Weil fu¨r eine zentrierte normalverteilte Zufallsvariable Z die Zufallsvariablen (Z + A)2
stochastisch wachsend in A2 sind und die Zufallvariablen Zk unabha¨ngig sind, ergibt sich, dass∑∞
k=1
1
k2pi2
(Zk + ρak)
2 stochastisch wachsend in ρ2 ist. Bei einem Vergleich verschiedener
lokaler Alternativen, mu¨ssen wir deshalb die entsprechenden Funktionen aus L02(P ) normieren.
Der folgende Satz geht in anders formulierter Version auf Neuhaus (1976) zuru¨ck und
beantwortet die Frage, fu¨r welche Alternativen die gro¨ßte Gu¨te erreicht wird.
Satz 4.6 Fu¨r jedes a ∈ L02(P ) gilt fu¨r die Gu¨tefunktion des Cramer-von-Mises-Tests
g(α, a) = P
(∑∞
k=1
1
k2pi2
(Zk + ak)
2 ≥ c1−α
)
,
ak =
∫
a(τ)
(√
2 cos(kpiF (τ))
)
P (dτ).
Sei a∗(t) =
√
2 cos(piF (t)). Dann gilt a∗ ∈ L02(P ) und fu¨r alle a ∈ L02(P ), 0 < α < 1
g(α, a) ≤ g(α, ρa∗),
wobei ρ2 =
∫
a2(t)P (dt) gesetzt wurde.
Wir wollen jetzt die oben bewiesenen Resultate zur Konstruktion von Anpassungstest
anwenden. Gegeben sei eine Verteilung P , die auf den Borelmengen der reellen Achse definiert
ist. F (x) = P ((−∞, x ]) sei die zugeho¨rige Verteilungsfunktion, die als stetig angenommen
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wird. Fu¨r eine Stichprobe vom Umfang n, d. h. fu¨r n u.i.v. Zufallsvariablen X1, ..., Xn wird
folgendes Testproblem betrachtet
H0 : L(Xi) = P gegen HA : L(Xi) 6= P . (4.15)
Zur Beurteilung der Gu¨te von Anpassungstests untersucht man, wie sich diese Gu¨te verha¨lt,
wenn die Alternative aus einer einparametrigen Kurve im Raum der Verteilungen kommt, die in
einer bestimmten Richtung von der Verteilung P abweicht. In diesem Zusammenhang spielt der
aus der Literatur bekannte Begriff der L2−Ableitung oder der Tangente einer einparametrigen
Verteilungsfamilie eine entscheidende Rolle, siehe Anhang I. Die einparametrige Familie
(Qη)−ε<η<ε sei L2-differenzierbar mit Ableitung L˙0 ∈ L2(Q0). Wegen (5.7) gilt∫
L˙0dQ0 = 0.
Ist F stetig, so folgen mit b(s) = L˙0(F
−1(s)) aus (4.10)∫ 1
0
b(s)ds =
∫
L˙0dQ0 = 0 und∫ 1
0
b2(s)ds =
∫
L˙20dQ0 <∞.
Aus Lemma 5.2 im Anhang II erhalten wir, dass bei stetiger Verteilungsfunktion F jede
Funktion b(F ) mit b ∈ L02[0, 1] die Tangente L˙0 einer L2−differenzierbaren Kurve ist.
Sei (Qη)η∈∆ eine L2−differenzierbare Kurve mit Q0 = P mit Ableitung L˙0 = b(F ). Wir setzen
Pn = Q1/√n. Dann ist die Bedingung (4.4) mit a = b(F0) erfu¨llt.
Die folgende Aussage ist eine direkte Konsequenz von Proposition 4.5 und Satz 4.6.
Proposition 4.7 Gegeben sei das Testproblem (4.15). Sei (Qη)η∈∆ eine L2−differenzierbare
Kurve mit Q0 = P und der Tangente L˙0 = b(F ), die die La¨nge ρ besitzt, d. h. es gilt∫
L˙20dQ =
∫ 1
0
b2(s)ds = ρ2.
Die Verteilungsfunktion F (t) = P ((−∞, t]) sei stetig. Fu¨r jedes feste 0 < α < 1 wird die
asymptotische Gu¨te g(α, b(F )) des Cramer-von-Mises-Tests in (4.13) maximal, wenn
b(t) =
√
2 cos(pit) gilt, d. h. das Testproblem (4.15) in die spezielle Folge von Testproblemen
H0 : L(Xn,i) = P gegen HA : L(Xn,i) = Qn
u¨bergeht, wobei
dQn
dP
= 1 +
ρ√
n
√
2 cos(piF )
gilt.
Hat P die Lebesguedichte f , so hat Qn die Lebesguedichte
fn = (1 +
ρ√
n
√
2 cos(piF ))f .
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4.1.3 Konvergenz des empirischen Prozesses mit gescha¨tzten Parametern
Wir betrachten jetzt eine parametrisierte Familie (Pθ)θ∈Θ von Verteilungen und wollen testen,
ob die Verteilung der u.i.v. X1, ..., Xn aus dem Modell (Pθ)θ∈Θ stammt. Zu diesem Zweck
setzen wir Fθ(t) = Pθ((−∞, t]) und die empirische Verteilungsfunktion F̂n mit Fθ̂n , wobei θ̂n
eine konsistente Scha¨tzfolge ist. Das fu¨hrt uns zum gescha¨tzten empirischen Prozess, der
durch
B̂n =
√
n(F̂n − Fθ̂n)
definiert ist. Die asymptotische Verteilung B̂n wurde zuerst von Durbin (1973a) und Durbin
(1973b) untersucht und spa¨ter von verschiedenen Autoren durch Abschwa¨chung der
Voraussetzungen verallgemeinert und modifiziert. Die verschiedenen Resultate in der Literatur
unterscheiden sich hinsichtlich der Regularita¨tsbedingungen, die notwendig sind, um eine
geeignete Taylorentwicklung zu machen, siehe Shorack und Wellner (1986), Kapitel 5.5. Unser
Zugang folgt van der Vaart (1998) und Genz und Haeusler (2006). Wir nehmen an, dass Θ
eine offene Teilmenge von Rd ist und die Folge der Scha¨tzer θ̂n konsistent ist, d. h.
θ̂n(X1, ..., Xn)→P⊗nθ θ. (4.16)
Weiterhin setzen wir voraus, dass θ̂n eine geeignete asymptotische Darstellung besitzt. Es
mo¨ge eine messbare Funktion hθ : R→ Rd derart existieren, dass gilt
√
n(θ̂n(X1, ..., Xn)− θ) = 1√
n
∑n
i=1
hθ(Xi) + oP⊗nθ (1), (4.17)
Eθ ‖hθ(X1)‖2 <∞, Eθhθ(X1) = 0, (4.18)
J(θ) = Eθhθ(X1)h
ᵀ
θ (X1). (4.19)
Hierbei bezeichnet ‖x‖ die Euklidische Norm des Spaltenvektors x und ᵀ ist das Symbol fu¨r die
Transposition. Wir setzen voraus, dass fu¨r jedes θ ∈ Θ eine Funktion F˙θ existiert, die als
Funktion von (θ, t) stetig ist, so dass gelten
sup
t∈[−∞,∞]
|Fθ+h(t)− Fθ(t)− F˙ Tθ (t)h| = o(‖h‖) falls h → 0, (4.20)
F˙θ ∈ C[−∞,∞] fu¨r alle θ und (θ, t) 7→ F˙θ(t) ist stetig.
Falls θ 7−→ Fθ(t) differenzierbar ist, dann ist der Gradient
F˙θ(t) = (
∂
∂θ1
Fθ(t), ...,
∂
∂θd
Fθ(t))
T (4.21)
ein typischer Kandidat fu¨r F˙θ(t). Der entscheidende Schritt zum Nachweis eines
Grenzwertsatzes fu¨r B̂n(t) ist die folgende Linearisierung, die z. B. in van der Vaart (1998)
und Genz und Haeusler (2006) zu finden ist. Weil diese Linearisierung grundlegend ist, sollen
alle Details des Beweises hier nochmals angegeben werden.
Lemma 4.8 Unter den Voraussetzungen (4.17), (4.18) und (4.20) gilt
sup
t
∣∣∣B̂n(t)− n−1/2∑n
i=1
(I(−∞,t)(Xi)− Fθ(t)− F˙ Tθ (t)hθ(Xi))
∣∣∣ = oP⊗nθ (1). (4.22)
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Beweis. Sei
R(ε) = sup
‖h‖≤ε
sup
t∈[−∞,∞]
|Fθ+h(t)− Fθ(t)− F˙ Tθ (t)h|.
Dann gilt nach Voraussetzung (4.20) die Beziehung
lim
ε→0
R(ε)/ε = 0. (4.23)
Sei An(ε) =
{∥∥∥θ̂n − θ∥∥∥ > c/√n}. Dann folgt∣∣∣B̂n(t)− n−1/2∑n
i=1
(I(−∞,t)(Xi)− Fθ(t)− F˙ Tθ (t)hθ(Xi))
∣∣∣
≤
∣∣∣n1/2(Fθ̂n(t)− Fθ(t))− F˙ Tθ (t)n−1/2∑ni=1 hθ(Xi))∣∣∣
≤ n1/2
∣∣∣(Fθ̂n(t)− Fθ(t))− F˙ Tθ (t)(θ̂n − θ)∣∣∣+ oP⊗nθ (1),
wobei wir fu¨r die letzte Ungleichung
C := sup
t
∥∥F˙θ(t)∥∥ <∞
verwendet haben. Weiterhin gilt
sup
t
n1/2
∣∣∣(Fθ̂n(t)− Fθ(t))− F˙ Tθ (t)(θ̂n − θ)∣∣∣ ≤
≤ c R(c/
√
n)
c/
√
n
+ n1/2 sup
t
∣∣∣(Fθ̂n(t)− Fθ(t))− F˙ Tθ (t)(θ̂n − θ)∣∣∣ IAn( c√n ). (4.24)
Weil
Eθ
∥∥∥∥ 1√n∑ni=1 hθ(Xi)
∥∥∥∥2 =1n∑ni=1 EθhTθ (Xi)hθ(Xi)
=Eθ ‖hθ(X1)‖2 <∞
gilt, ist die Folge 1√
n
∑n
i=1 hθ(Xi) stochastisch beschra¨nkt. Dann ist auch
√
n(θ̂n − θ) = 1√
n
∑n
i=1
hθ(Xi) + oP⊗nθ (1)
stochastisch beschra¨nkt, d. h. es gilt
lim
c→∞
lim sup
n→∞
P⊗nθ
(∥∥∥√n(θ̂n − θ)∥∥∥ ≥ c) = 0.
Dann kann man eine hinreichend langsam gegen Unendlich strebende Folge cn →∞ derart
finden, dass gilt
lim sup
n→∞
P⊗nθ
(∥∥∥√n(θ̂n − θ)∥∥∥ ≥ cn) = 0.
Durch U¨bergang zu einer noch langsamer gegen Unendlich strebenden Folge ko¨nnen wir wegen
(4.23) erreichen, dass gilt
lim
n→∞
cn
R(cn/
√
n)
cn/
√
n
= 0.
Ersetzen wir in der rechten Seite von (4.24) c durch die Folge cn, so strebt die rechte Seite
stochastisch gegen Null und die Behauptung ist bewiesen.
76
4 Anpassungstests
Satz 4.9 Unter den Voraussetzungen von Satz 4.4 und Lemma 5.2 gilt
L(B̂n|P⊗nn )⇒ L(Z + A− Aθ)
im Sinne der schwachen Konvergenz von Verteilungen auf D[−∞,∞]. Hierbei ist
Aθ(t) = F˙
T
θ (t)
∫
a(x)hθ(x)Pθ(dx)
und Z ist ein stetiger Gaußprozess mit Erwartungswert Null und der Kovarianzfunktion
Kθ(s, t) = Fθ(s ∧ t)− Fθ(s)Fθ(t) + F˙ Tθ (s)J(θ)F˙θ(t) (4.25)
−F˙ Tθ (s)Ehθ(X1)I(−∞,t](X1)− F˙ Tθ (t)Ehθ(X1)I(−∞,s](X1)
fu¨r alle s, t ∈ [−∞,∞].
Folgerung 4.10 Unter den Voraussetzungen von Satz 4.9 gilt
L
(
sup
t
∣∣∣B̂n(t)∣∣∣ |P⊗nn )⇒ L(sup
t
|Z(t) + A(t)− Aθ(t)|
)
,
L(
∫
(B̂n(t))
2dF̂n(t)|P⊗nn )⇒ L(
∫
(Z(t) + A(t)− Aθ(t))2Pθ(dt)).
Beweis. Wir setzen
Zn(t) = Z1,n(t) + Z2,n(t)
= n−1/2
∑n
i=1
(I(−∞,t)(Xn,i)− Fθ(t))− n−1/2F˙ Tθ (t)
∑n
i=1
hθ(Xn,i)).
Seien t1, ..., tm und α1, ..., αm fest gewa¨hlt. Wir setzen
b(x) =
∑m
j=1
αj(I(−∞,tj )(x)− Fθ(tj)− F˙ Tθ (tj)hθ(x))
und wenden Proposition 5.5 im Anhang I an. Das ergibt
L(
∑m
j=1
αjZn(tj)|P⊗nn ) =⇒ N(
∫
a(x)b(x)Pθ(dx),
∫
b2(x)Pθ(dx)).
Wegen
∫
a(x)Pθ(dx) = 0 und A(t) =
∫
a(x)I(−∞,t)(x)Pθ(dx) nach (4.8) folgen∫
a(x)b(x)Pθ(dx) =
∑m
j=1
αj(A(tj)− F˙ Tθ (tj)
∫
hθ(x)a(x)Pθ(dx)
=
∑m
j=1
αj(A(tj)− Aθ(tj)),∫
b2(x)Pθ(dx) =
∑m
j=1
αiαjKθ(ti , tj).
Damit haben wir die Konvergenz der endlich dimensionalen Verteilungen von Zn gegen die
entsprechenden endlich dimensionalen Verteilungen von Z + A− Aθ gezeigt. Aus (4.22) folgt,
dass die endlich dimensionalen Verteilungen von Bn gegen die entsprechenden endlich
dimensionalen Verteilungen von Z konvergieren. Wegen L(Z1,n) =⇒ L(B(Fθ)) nach Satz 4.1
und Lemma 5.6 erfu¨llt die Folge der zufa¨lligen Element Z1,n die Bedingung (5.11). Weil die
Folge n−1/2
∑n
i=1 hθ(Xn,i)) stochastisch beschra¨nkt ist, folgt die Bedingung (5.11) fu¨r Z2,n.
Dann erfu¨llt Z1,n + Z2,n auch diese Bedingung. Aus (4.22) ergibt sich dann, dass B̂n auch die
Bedingung (5.11) erfu¨llt. Das ergibt zusammen mit der bereits bewiesenen Konvergenz der
endlich dimensionalen Verteilungen die Behauptung. Die erste Behauptung in der Folgerung
ergibt sich wieder aus der Tatsache, dass κ in (4.1) eine stetige, beschra¨nkte und
BD-messbare Funktion ist. Die zweite Behauptung folgt aus Lemma 5.8 im Anhang II.
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4.2 Der randomisierte empirische Prozesses
Weil die Kovarianzfunktion des Prozesses Z im Satz 4.9 vom unbekannten Parameter abha¨ngt,
sind der Kolmogoroff-Smirnov-Test und der Cramer-von-Mises-Test jetzt nicht mehr
verteilungsfrei. Die entsprechenden Quantile ha¨ngen vom gesamten parametrischen Modell und
innerhalb des Modells auch noch vom unbekannten Parameter θ ab. Wir werden mit Hilfe einer
neuen Randomisierungstechnik diese Abha¨ngigkeit von θ beseitigen. Dazu betrachten wir den
Spezialfall, wenn θ̂n der Maximum-Likelihood-Scha¨tzer ist. Wir nehmen an, dass (Pθ)θ∈Θ durch
ein σ-endliches Maß µ ohne diskrete Anteile dominiert wird und setzen fθ = dPθ/dµ, θ ∈ Θ.
Weil µ atomlos ist, ist die Verteilungsfunktion
Fθ(t) =
∫ t
−∞
fθ(s)µ(ds) (4.26)
stetig in t. Wir setzen voraus, dass folgende Regularita¨tsbedingungen erfu¨llt sind
fθ(x) =
dPθ
dµ
(x) > 0, µ− a.s fu¨r alle θ ∈ Θ
θ 7−→ fθ (x) ist stetig differenzierbar fu¨r alle x∫ ∥∥f˙θ(x)∥∥2 1fθ(x)µ(dx) <∞
θ → I(θ) = ∫ f˙θ(x)f˙ Tθ (x) 1fθ(x)µ(dx) ist stetig,
det(I(θ)) 6= 0 fu¨r jedes θ ∈ Θ∫ t
−∞ f˙θ(x)µ(dx) = F˙θ(t), −∞ < t <∞.
(4.27)
wobei f˙θ := (
∂
∂θ1
fθ, ...,
∂
∂θd
fθ)
ᵀ ist. Die letzte Bedingung in (4.27) bedeutet, dass man die
Ableitung nach θ mit dem Integral nach s in (4.26) vertauschen kann. I(θ) ist die
Fisher-Informationsmatrix. Wir bemerken zuna¨chst, dass die obigen Bedingungen die
L2−Differenzierbarkeit des Modells nach sich ziehen, wobei wir fu¨r den Beweis auf Liese und
Miescke (2008) verweisen.
Lemma 4.11 Sind die Bedingungen in (4.27) erfu¨llt, so ist das Modell (Pθ)θ∈Θ in jedem
inneren Punkt von Θ im Sinne von Definition 5.3 L2-differenzierbar mit der Ableitung
L˙θ =
1
fθ(x)
f˙θ
=
1
fθ
(
∂
∂θ1
fθ, ...,
∂
∂θd
fθ)
T . (4.28)
Wir betrachten jetzt die Kovarianzfunktion im Satz 4.9. Es gilt
F˙ Tθ (s)Ehθ(X1)I(X1 ≤ t) = F˙θ(s)T
∫ t
−∞
I−1(θ)L˙θ(x)Pθ(dx)
= F˙θ(s)
T
∫ t
−∞
I−1(θ)
1
fθ(x)
f˙θ(x)fθ(x)µ(dx) = F˙θ(s)
T I−1(θ)
∫ t
−∞
f˙θ(x)µ(dx)
= F˙θ(s)
T I−1(θ)F˙θ(t),
wobei die letzte Gleichung aus der letzten Bedingung in (4.27) folgt. Damit hat die
Kovarianzfunktion (4.25) die Gestalt
cov(Z(s), Z(t)) = Fθ(s ∧ t)− Fθ(s)Fθ(t)− F˙ Tθ (t)I−1(θ)F˙θ(s). (4.29)
Aus dem Satz 4.9 erhalten wir sofort folgendes Ergebnis.
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Satz 4.12 Es seien die Voraussetzungen von Satz 4.4 und Lemma 5.2 mit hθ = I
−1(θ)L˙θ
erfu¨llt. θ̂n sei der Maximum-Likelihood-Scha¨tzer und es seien die Bedingungen in (4.27) erfu¨llt.
Dann gilt
L(B̂n|P⊗nn )⇒ L(Z + A− Aθ)
im Sinne der schwachen Konvergenz von Verteilungen auf D[−∞,∞]. Hierbei ist
Aθ(t) = F˙
T
θ (t)
∫
a(x)I−1(θ)L˙θ(x)Pθ(dx)
und Z ist ein stetiger Gaußprozess mit Erwartungswert Null und der Kovarianzfunktion (4.29).
Die Kovarianzmatrix cov(Z(ti), Z(tj)), i , j = 1, ..., n ist positiv semidefinit. Sie ist zugleich die
Differenz der beiden Matrizen Fθ(ti ∧ tj)− Fθ(ti)Fθ(tj) und F˙ Tθ (ti)I−1(θ)F˙θ(tj), die auch positiv
semidefinit sind. Deshalb ist die Matrix cov(Z(ti), Z(tj)), i , j = 1, ..., n im Sinne der
Loewner-Ordnung kleiner oder gleich der Matrix Fθ(ti ∧ tj)− Fθ(ti)Fθ(tj), i , j = 1, ..., n.
Aufgrund dieser Beziehung ko¨nnen wir den Zusatzterm F˙ Tθ (t)I
−1(θ)F˙θ(s) auf der rechten Seite
von (4.29) dadurch eliminieren, dass wir zu B̂n einen geeigneten unabha¨ngigen Prozess
addieren. Nachfolgend bezeichnet I−1/2(θ) die positiv semidefinite symmetrische Matrix mit
I−1/2(θ)I−1/2(θ) = I−1(θ). Fu¨r standardnormalverteilte Vektoren Vn, die von den
Beobachtungen unabha¨ngig sind und B̂n =
√
n(F̂n − Fθ̂n) setzen wir
B̂Rn = B̂n + F˙
T
θ̂n
I−1/2(θ̂n)Vn (4.30)
und bezeichnen B̂Rn als randomisierten gescha¨tzten empirischen Prozess. Weiterhin seien
RCn =
∫
B̂R
2
n(t)dF̂n(t) und RKn = sup
t
∣∣∣B̂Rn(t)∣∣∣ .
RCn bezeichnen wir als randomisierte Cramer-von-Mises-Statistik und RKn als randomisierte
Kolmogoroff-Smirnov-Statistik.
Satz 4.13 Es seien die Voraussetzungen von Satz 4.4 und Lemma 5.2 mit hθ = I
−1(θ)L˙θ
erfu¨llt und θ̂n sei der Maximum-Likelihood-Scha¨tzer und es seien die Bedingungen in (4.27)
erfu¨llt. Dann gilt
L(B̂Rn|P⊗nn )⇒ L(B(Fθ) + A− Aθ) (4.31)
im Sinne der schwachen Konvergenz von Verteilungen auf D[−∞,∞]. Hierbei sind Pn eine
Folge mit der Tangente a ∈ L02(Pθ) und
A(t) =
∫
I(−∞,t](s)a(s)Pθ(ds), (4.32)
Aθ(t) = F˙
T
θ (t)
∫
a(x)I−1(θ)L˙θ(x)Pθ(dx)
und B die Brownsche Bru¨cke auf [0, 1] mit der Kovarianzfunktion s ∧ t − st.
Beweis. Wegen der Stetigkeit von θ 7→ F˙θ, θ 7→ I−1/2(θ) und der Konsistenz von θ̂n reicht es
aus, die Summe B̂n + F˙
T
θ I
−1/2(θ)Vn der unabha¨ngigen Prozesse B̂n und F˙ Tθ I
−1/2(θ)Vn zu
betrachten. Sei V ein standardnormalverteilter Vektor. Dann gilt
L(F˙ Tθ I−1/2(θ)Vn) = L(F˙ Tθ I−1/2(θ)V )
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und
L(B̂n + F˙ Tθ I−1/2(θ)Vn|P⊗nn )⇒ L(Z + F˙ Tθ I−1/2(θ)V + A− Aθ)
folgt aus Satz 4.12. Um zu zeigen, dass Z + F˙ Tθ I
−1/2(θ)V eine zeittransformierte Brownsche
Bru¨cke ist, berechnen wir die Kovarianzfunktion dieses Prozesses. Die Unabha¨ngigkeit von Z
und V sowie Formel (4.29) ergeben
cov(Z(s) + F˙ Tθ (s)I
−1/2(θ)V, Z(t) + F˙ Tθ (t)I
−1/2(θ)V ) (4.33)
= cov(Z(s), Z(t)) + cov(F˙ Tθ (s)I
−1/2(θ)V ), F˙ Tθ (t)I
−1/2(θ)V )
= cov(Z(s), Z(t)) + E(F˙ Tθ (s)I
−1/2(θ)V ))(F˙ Tθ (t)I
−1/2(θ)V )T
= cov(Z(s), Z(t)) + F˙ Tθ (s)I
−1(θ)F˙θ(t)
= Fθ(s ∧ t)− Fθ(s)Fθ(t)− F˙ Tθ (t)I−1(θ)F˙θ(s) + F˙ Tθ (s)I−1(θ)F˙θ(t).
= Fθ(s) ∧ Fθ(s)− Fθ(s)Fθ(t).
Wir wollen jetzt die Struktur der Funktion A− Aθ na¨her analysieren und greifen hierzu auf den
Begriff des Tangentialraumes und der Projektion auf den Tangentialraum zuru¨ck. Zuna¨chst
bemerken wir, dass nach Lemma 4.11 die Regularita¨tsbedingungen in (4.27) implizieren, dass
das Modell P = (Pθ)θ∈Θ, Θ ⊆ Rd in den inneren Punkten von Θ L2-differenzierbar im Sinne
von Definition 5.3 ist mit der Ableitung (4.28). Wie im Anhang I verstehen wir unter dem
Tangentialraum T (θ) des Modells im Punkt θ die Menge der Funktionen
T (θ) = {hᵀL˙θ, h ∈ Rd}.
T (θ) ist ein abgeschlossener Unterraum von L02 (Pθ). Der Raum L02 (Pθ) ist nach Lemma 5.2
identisch mit dem Raum aller Tangenten von einparametrigen Kurven (Qη)−ε<η<ε von
Verteilungen durch Pθ, d. h. Q0 = Pθ. Es ist leicht zu sehen, dass der Tangentialraum gerade
aus den Tangenten von differenzierbaren Kurven besteht, die im Modell liegen, d. h.
(Qη)−ε<η<ε ⊆ P. Wir erinnern, dass nach Lemma 5.4 die Projektion von a ∈ L02(Pθ) auf das
orthogonale Komplement des Tangentialraumes gegeben ist durch
Π⊥θ a = a − cT (θ)I−1(θ)L˙θ, (4.34)
c(θ) =
∫
aL˙θdPθ.
Sind die Bedingungen in (4.27) erfu¨llt, dann folgt mit (4.28) aus (4.32)
A(t)− Aθ(t) =
∫
I(−∞,t](s)a(s)Pθ(ds)− F˙ Tθ (t)
∫
a(x)I−1(θ)L˙θ(x)Pθ(dx)
=
∫
I(−∞,t](s)a(s)fθ(s)µ(ds)− (
∫
I(−∞,t](s)L˙θ(s)fθ(s)µ(ds))T I−1(θ)
∫
a(x)L˙θ(x)Pθ(dx)
=
∫
I(−∞,t](s)(a(s)− cT (θ)I−1(θ)L˙θ(s))Pθ(ds)
=
∫
I(−∞,t](s)(Π⊥θ a)(s)Pθ(ds).
Bemerkung 4.14 Zwischen den Sa¨tzen 4.13 und 4.4 gibt es einen bemerkenswerten
Zusammenhang. Ersetzt man im Satz 4.4 die Funktion A durch die Differenz A− Aθ aus Satz
4.13 und den Prozess Bn durch den Prozess B̂Rn, so gehen die entsprechenden Aussagen
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ineinander u¨ber. Wendet man jetzt zur Konstruktion einer Teststatistik ein Funktional, z. B. κ
aus (4.1) auf B̂Rn, an, betrachtet man also die Statistiken κ(B̂Rn), so erha¨lt man einen
Grenzwertsatz fu¨r κ(B̂Rn), indem man B̂Rn durch Bn und A durch die Differenz A− Aθ
ersetzt. Eine entsprechende Aussage erha¨lt man fu¨r die Statistiken
RCn =
∫
B̂Rn(t)dF̂n(t),
wenn man Lemma 5.8 im Anhang verwendet. Damit erhalten wir ohne weiteren Beweis
folgende Aussage
Folgerung 4.15 Unter den Voraussetzungen von Satz 4.13 gelten
L(B̂Rn|P⊗nn )⇒ L(B(Fθ) +
∫
I(−∞,·](s)(Π⊥θ a)(s)Pθ(ds))
und
L(RKn|P⊗nn ) ⇒ L(sup
t
|B(Fθ(t)) +
∫
I(−∞,t](s)(Π⊥θ a)(s)Pθ(ds)|),
L(RCn|P⊗nn ) ⇒ L(
∫
(B(Fθ(t)) +
∫
I(−∞,t](s)(Π⊥θ a)(s)Pθ(ds))
2Pθ(dt)).
Zu fest gewa¨hltem 0 < α < 1 sei c1−α das 1− α-Quantil der Verteilung
L(
∫ 1
0
B2(s)ds) = L(
∑n
k=1
1
(kpi)2
Z2k ).
Wir fu¨hren den randomisierten Cramer-von-Mises-Test ϕRCn ein durch
ϕRCn = I(c1−α,∞)(RCn). (4.35)
Mit Hilfe des in der Bemerkung 4.14 geschilderten Zusammenhangs zwischen den Sa¨tzen 4.13
und 4.4 ergibt sich aus Satz 4.6 folgende Aussage.
Satz 4.16 Es seien die Voraussetzungen von Satz 4.4 fu¨r die Folge Pn mit der Tangente
a ∈ L02(Pθ) erfu¨llt. Weiterhin mo¨gen die Voraussetzungen von Lemma 5.2 mit hθ = I−1(θ)L˙θ
gelten und θ̂n sei der Maximum-Likelihood-Scha¨tzer. Es seien die Bedingungen in (4.27) erfu¨llt.
Dann gilt fu¨r den randomisierten Cramer-von-Mises-Test ϕRCn
lim
n→∞
∫
ϕRCndP
⊗n
n = P
(∑∞
k=1
1
k2pi2
(Zk + ak)
2 ≥ c1−α
)
mit ak =
∫
(Π⊥θ a)(τ)
(√
2 cos(kpiFθ(τ))
)
Pθ(dτ). (4.36)
Die obige Aussage im Satz 4.16 werden wir jetzt verwenden, um die Gu¨te des
Cramer-von-Mises-Tests fu¨r konkrete Verteilungsfamilien zu analysieren. Im Gegensatz zur
Situation im Satz 4.6 lassen sich jetzt nicht so einfach diejenige Richtungen von Abweichungen
vom Modell finden, die eine maximale Gu¨te liefern. Wir bemerken zuna¨chst, dass wir uns auf
Funktionen a einschra¨nken ko¨nnen, die senkrecht auf dem Tangentialraum des Modells stehen,
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d. h. Πθa = 0. Der Einfachheit halber schra¨nken wir uns auf den Fall einparametriger Modelle
ein. Wir setzen
bθ(s) =
f˙θ
fθ
(F−1θ ) und b(s) = a(F
−1
θ ).
Dann la¨sst sich die Bedingung Πθa = 0 schreiben als a ⊥ f˙θfθ in L2(Pθ) oder im Hinblick auf
(4.11)
0 =
∫
a
f˙θ
fθ
dPθ =
∫ 1
0
b(s)bθ(s)ds. (4.37)
Wir setzen
bk =
√
2
∫ 1
0
b(s) cos(kpis)ds und bθ,k =
√
2
∫ 1
0
bθ(s) cos(kpis)ds.
Dann lassen sich die ak in (4.36) darstellen als
ak = bk − bθ,k .
Wegen der Orthogonalita¨t der Funktionen
√
2 cos(kpis) la¨sst sich die Bedingung (4.37)
schreiben als ∑∞
k=1
bkbθ,k = 0,
man beachte b0 =
∫ 1
0
b(s)ds = 0. Wir wollen jetzt diejenige auf La¨nge 1 normierte Funktion
b ∈ L02[0, 1] finden, die der Bedingung b ⊥ bθ genu¨gt und die Funktion
G(b1, b2, ...) = P
(∑∞
k=1
1
k2pi2
(Zk + bk)
2 ≥ c1−α
)
(4.38)
maximiert. Entwickeln wir die Funktion b in eine Fourierreihe
b(s) =
√
2
∑∞
k=1
bk cos(kpis),
so la¨sst sich das Problem auch so formulieren
Gesucht sind reelle Zahlen b1, b2, ... (4.39)
mit
∑∞
k=1
b2k = 1 und
∑∞
k=1
bkbθ,k = 0,
die die Funktion G(b1, b2, ...) maximieren.
Dieses Maximierungsproblem la¨sst sich nur numerisch lo¨sen. Durch Maximieren der Funktion G
in (4.38) erha¨lt man die Zahlen bk , welche die Richtung maximaler Gu¨te liefern.
Fu¨r die Anwendung des randomisierten Anpassungstests betrachten wir nur die
Cramer-von-Mises-Teststatistik. Fu¨r eine konkrete Untersuchung des
Kolmogoroff-Smirnov-Tests inklusive Computersimulation siehe Liese und Liu (2011).
4.3 Der Cramer-von-Mises-Test fu¨r spezielle Modelle und spezielle
Alternativen
4.3.1 Normalverteilung mit unbekanntem µ und bekanntem σ2
Sei N(µ, σ2) die Normalverteilung mit Erwartungswert µ und Varianz σ2. Φ und ϕ (x)
bezeichnen die Verteilungsfunktion und die Dichte von N(0, 1). Wir nehmen an, dass σ2
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bekannt ist und ko¨nnen dann ohne Einschra¨nkung σ2 = 1 voraussetzen. Das Gaußsche
Lokationsmodell ist dann Pµ = N(µ, 1), µ ∈ R mit
Fµ (t) = Φ (t − µ) und F˙µ (t) = −ϕ (t − µ) .
Weiterhin gelten
L˙µ(t) =
∂
∂µ
lnϕ (t − µ) = t − µ, I(µ) = 1,
F−1µ (s) = Φ
−1 (s) + µ, l˙µ(F−1µ (s)) = s.
Deshalb besteht der Tangentialraum an der Stelle µ aus den Vielfachen von L˙µ(t) = t − µ.
Weiter gilt mit µ = θ fu¨r c(θ) in (4.34)
c(µ) =
∫
aL˙µdPµ =
∫
a(t)(t − µ)ϕ (t − µ) dt
=
∫
a(s + µ)sϕ (s) ds.
Damit folgt aus (4.34)
(Π⊥µa)(t) = a(t)− (
∫
a(s + µ)sϕ (s) ds) (t − µ) . (4.40)
Die Bedingung (4.20) ist erfu¨llt. Xn ist der Maximum-Likelihood-Scha¨tzer fu¨r µ und die
Voraussetzungen (4.17), (4.18) und (4.19) sind erfu¨llt mit hθ(x) = x und J(µ) = I(µ) = 1.
Weiterhin sind die Bedingungen in (4.27) erfu¨llt. Der gescha¨tzte empirische Prozess ist
gegeben durch
B̂n (t) =
√
n(F̂n(t)−Φ
(
t −Xn
)
).
Nach Satz 4.12 gilt L(Ĝn)⇒ L(Zµ), wobei Zµ ein zentrierter Gaußprozess ist, dessen
Kovarianzfunktion aus (4.29) folgt. Es gilt
cov(Zµ((s), Zµ(t)) = Φ ((s ∧ t)− µ)−Φ(s − µ)Φ (t − µ)− ϕ (s − µ)ϕ (t − µ) .
Die Cramer-von-Mises-Statistik ist gegeben durch
RCn = n
∫ (
Fˆn (t)−Φ
(
t −Xn
))2
dFˆn (t) =
∑n
i=1
(
i
n
−Φ (Xn:i −Xn))2.
Der randomisierte gescha¨tzte empirische Prozess B̂Rn (t) in (4.30) ist gegeben durch
B̂Rn (t) =
√
n(F̂n(t)−Φ
(
t −Xn
)
)− ϕ (t − Xn) Vn,
wobei die standardnormalverteilten Vn von den Daten X1, ..., Xn unabha¨ngig sind. Dann
erhalten wir fu¨r die randomisierte Cramer-von-Mises-Statistik
RCn =
∫
(B̂Rn (t))
2dF̂n(t) =
∑n
i=1
(
i
n
−Φ (Xn:i −Xn)− 1√
n
ϕ
(
Xn:i −Xn
)
Vn)
2.
Jetzt sei Pn eine Folge von lokalen Alternativen mit der Tangente a ∈ L02(Pµ). Aus Satz 4.16
ergibt sich dann
lim
n→∞
P⊗nn (ϕRCn = 1) = P (
∑n
k=1
1
(kpi)2
(Zk + ak)
2 > c1−α)
mit ak =
∫
(Π⊥µa)(t)
(√
2 cos(kpiΦ(t − µ))
)
ϕ(t − µ)dt, (4.41)
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wobei Π⊥µa durch (4.40) gegeben ist. Zur Vereinfachung der Formeln nehmen wir jetzt ohne
Einschra¨nkung µ = 0 an. Aus (4.40) folgen dann
(Π0a)(t) =
(∫
a(s)sϕ(s)ds
)
· t und Π⊥0 a = a − Π0a. (4.42)
Wir wollen die asymptotische Gu¨te des Cramer-von-Mises-Tests fu¨r eine Folge von
Alternativen untersuchen, die die folgenden vorgegebenen Tangenten haben
al ,h = hϕl(Φ), wobei ϕl(s) =
√
2 cos(lpis). (4.43)
Der zusa¨tzliche Parameter kontrolliert den Abstand von der Nullhypothese. Weil ϕl beschra¨nkt
ist, lassen sich Folgen von Alternativen mit diesen vorgegebenen Tangenten einfach finden. Wir
setzen
Pl ,n,h(A) =
∫
A
(1 +
h√
n
ϕl(Φ))ϕ(t)dt, − 1/
√
2 <
h√
n
< 1/
√
2. (4.44)
Es ist einfach zu sehen, dass diese Folge von Verteilungen der Bedingung (4.4) genu¨gt, wenn
man Pn = Pl ,n,h, an =
1√
n
al ,h und a = al ,h setzt. Die Verteilungen Pl ,n,h haben fu¨r l = 1, 2, ... die
Dichten
pl ,η(t) = (1 + ηϕl(Φ))ϕ(t), − 1/
√
2 < η =
h√
n
< 1/
√
2.
Falls l = 2m gerade ist, dann folgt mit Φ(−t) = 1−Φ(t) die Symmetrie der Dichte, d. h.
p2m,η(−t) = p2m,η(t). Fu¨r ungerades l = 2m + 1 erhalten wir
p2m+1,η(−t) = (1 + η
√
2 cos((2m + 1)pi(1−Φ(t))))ϕ(t)
= (1− η
√
2 cos((2m + 1)piΦ(t)))ϕ(t) = p2m+1,−η(t).
In den Abbildungen 4.1 und 4.2 sind die Dichten pl ,η fu¨r spezielle l und η dargestellt.
Nullhypothese Alternativhypothesen
p1,0.5; p1,−0.5 rot
pl ,0 schwarz p2,0.5; p2,−0.5 gru¨n
l = 1, 2, 3, 4 p3,0.5; p3,−0.5 blau
p4,0.5; p4,−0.5 orange
Tabelle 4.1: Gewa¨hlte Dichten in Abha¨ngigkeit von l und η
Wir untersuchen jetzt die asymptotische Gu¨te des Cramer-von-Mises-Tests fu¨r die Folge von
Alternativen Pl ,n,h in (4.44). Aus (4.42) ergibt sich mit a = al ,h fu¨r festes l = 1, 2, ... und µ = 0
(Π⊥0 al ,h)(t) = hϕl(Φ(t))− ht(
∫
ϕl(Φ(s))sdΦ(s)).
Sei
γl =
∫
sϕl(Φ(s))dΦ(s) =
∫ 1
0
Φ−1(t)ϕl(t)dt. (4.45)
Dann sind bei festem l die ak in (4.41) gegeben durch
ak,l = h
∫
(ϕl(Φ(t))− γlt)ϕk(Φ(t))dΦ(t).
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Abbildung 4.1: Verlauf der Dichte pl ,η. Linkes Bild: η = 0.5, l = 2 (gru¨n); η = 0.5, l = 4
(orange). Rechtes Bild: η = −0.5, l = 2 (gru¨n); η = −0.5, l = 4 (orange).
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Abbildung 4.2: Verlauf der Dichte pl ,η. Linkes Bild: η = 0.5, l = 1 (rot); η = 0.5, l = 3 (blau).
Rechtes Bild: η = −0.5, l = 1 (rot); η = −0.5, l = 3 (blau).
Weil die ϕl(Φ) ein Orthonormalsystem in L2(N(0, 1)) bilden, gilt
ak,l = h(δk,l − γkγl), (4.46)
wobei δk,l das Kroneckersymbol ist. Die Symmetrie der Standardnormalverteilung impliziert
Φ−1(0.5 + t) = −Φ−1(0.5− t) for 0 ≤ t ≤ 0.5 und∫ 1
0
Φ−1(t)g(t)dt = 0
fu¨r jede Funktion g, die symmetrisch bezu¨glich 0.5 ist. Damit erhalten wir aus (4.45)
γ2m =
∫ 1
0
Φ−1(t)ϕ2m(Φ(t))dt = 0. (4.47)
Mit Hilfe von (4.46) und (4.47) erhalten wir die Statistik
Sl =
∑∞
k=1
(kpi)−2(Zk + hak,l)2,
85
4 Anpassungstests
die im Satz 4.16 auftritt, wenn man fu¨r l = 1, ..., 4 in (4.43) die folgenden lokalen Alternativen
betrachtet:
S1 =
1
pi2
(Z1 + h(1− γ21))2 +
∑∞
m=1
1
(2mpi)2
Z22m
+
∑∞
m=1
1
((2m + 1)pi)2
(Z2m+1 − hγ1γ2m+1)2,
S2 =
1
pi2
Z21 +
1
4pi2
(Z2 + h)
2 +
∑∞
k=3
1
(kpi)2
Z2k ,
S3 =
1
pi2
(Z1 − hγ1γ3))2 + 1
4pi2
Z22 +
1
9pi2
(Z3 + h(1− γ23))2
+
∑∞
m=2
1
(2mpi)2
Z22m +
∑∞
m=2
1
((2m + 1)pi)2
(Z2m+1 − hγ3γ2m+1)2,
S4 =
1
pi2
Z21 +
1
4pi2
Z22 +
1
9pi2
Z23 +
1
16pi2
(Z4 + h)
2 +
∑∞
k=5
1
(kpi)2
Z2k .
Die asymptotische Gu¨te pil(h) des randomisierten Cramer-von-Mises-Tests ϕRCn aus (4.35) fu¨r
Beobachtungen mit den Verteilungen Pl ,n,h in (4.44) ist gegeben durch
pil(h) = P (Sl > c1−α) . (4.48)
Die Abbildung 4.3 zeigen die Gu¨tefunktionen pi1(h), ..., pi4(h), die mit Hilfe von Simulationen
ermittelt wurden.
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Abbildung 4.3: Verlauf der Gu¨tefunktionen: pi1(h) (rot), pi2(h) (gru¨n), pi3(h) (blau) und pi4(h)
(orange).
Um den Verlauf der Gu¨tefunktionen zu diskutieren, bemerken wir zuna¨chst, dass die γl in
(4.45) gerade das Skalarprodukt der Tangente des Modell l˙0 und der Tangente ϕl(Φ(t)) der
Folge von Verteilungen Pl ,n,h in (4.44) sind. Da die Gu¨tefunktion nur von der Projektion von
ϕl(Φ(t)) auf das orthogonale Komplement des Tangentialraumes abha¨ngt, ko¨nnen wir eine
hohe Gu¨te fu¨r kleine |γl | erwarten. Wir wissen bereits γ2m = 0. Die γl wurden fu¨r ungerade l
numerisch berechnet. Die ersten Werte sind in der folgenden Tabelle dargestellt.
Diese Werte werden durch die Abbildung 4.4 veranschaulicht, die Bilder stellen die Integranden
in (4.45) fu¨r l = 1, 2, 3 und 4 dar. Wenn die entsprechende Funktion ist vor allem dann positiv
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γ1 = −0.9484 γ3 = −0.2407 γ5 = −0.1306 γ7 = −0.0880
γ9 = −0.0657 γ11 = −0.0522 γ13 = −0.0431 γ15 = −0.0366
Tabelle 4.2: Werte von γl fu¨r l = 1, 2, ..., 15
oder negativ |γl | groß ist. Betrachten wir zum Beispiel der Fall l = 1. Die rote Kurve entspricht
dem Wert |γ1| = −0.9484.
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Abbildung 4.4: Verlauf des Integranden. Linkes Bild: l = 1 (rot), l = 3 (blau). Rechtes Bild:
l = 2 (gru¨n), l = 4 (orange).
Um den schwachen Anstieg der Gu¨tefunktion pi1(h) zu erkla¨ren, betrachten wir den fu¨hrenden
Term in der Statistik S1
1
pi2
(Z1 + h(1− γ21))2 +
1
(3pi)2
(Z3 − hγ1γ3)2
+
1
(5pi)2
(Z5 − hγ1γ5)2 + 1
(7pi)2
(Z7 − hγ1γ7)2 + ...
≈ 0.1013(Z1 + 0.01h)2 + 0.0113(Z3 + 0.2283h)2
+0.0041(Z5 − 0.1239h)2 + 0.0021(Z7 − 0.083h)2 + ....
Wir sehen, dass der Term auf der rechten Seite nur sehr schwach von h abha¨ngt, was die
unbefriedigende Gu¨te erkla¨rt. Die gro¨ßte Gu¨tefunktion ist pi2(h). Der starke Anstieg kann
durch die Untersuchung der fu¨hrenden Terme in S2 erkla¨rt werden, die durch
0.1013Z21 + 0.0253(Z2 + h)
2 + 0.0113Z23 + ...
gegeben sind. Verglichen mit S1 liegt jetzt eine wesentlich sta¨rkere Abha¨ngigkeit vor.
Zusammenfassend ko¨nnen wir sagen, dass im Gaußschen Lokationsmodell der randomisierte
Cramer-von-Mises-Test eine geringe Gu¨te hat fu¨r die Alternativen in Abbildung 4.2 mit l = 1
und eine große Gu¨te hat fu¨r Alternativen aus der Abbildung 4.1 mit l = 2.
4.3.2 Normalverteilung mit unbekannten µ und σ2
Falls µ und σ2 unbekannt sind, dann gilt Pθ = N(µ, σ
2), θ = (µ, σ2), µ ∈ R, σ2 > 0 und
Fθ (t) = Φ
(
t−µ
σ
)
, sowie
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F˙θ (t) =
(
∂
∂µ
Φ
(
t − µ
σ
)
, )
∂
∂σ2
Φ
(
t − µ
σ
))T
=
(
−1
σ
ϕ
(
t − µ
σ
)
,−(t − µ)
2σ3
ϕ
(
t − µ
σ
))T
.
Die Bedingung (4.20) ist wieder erfu¨llt. Der Maximum-Likelihood-Scha¨tzer fu¨r θ = (µ, σ2) ist
θ̂n = (Xn, S
2
n)
T mit S2n =
1
n
∑n
i=1
(Xi −Xn)2.
Wegen
√
n(Xn − µ)2 = oP (1) folgen
√
n
(
Xn − µ
S2n − σ2
)
=
1√
n
n∑
i=1
(
Xi − µ
(Xi − µ)2 − σ2
)
+ oP (1)
und
L
(√
n
(
Xn − µ
S2n − σ2
))
⇒ N(0,Σ),
wobei ∑
=
(
σ2 0
0 2σ4
)
= I−1(θ)
ist.
Folglich sind die Bedingungen (4.17), (4.18) und (4.19) erfu¨llt. Weiterhin ist (4.27) erfu¨llt.
Fu¨r den gescha¨tzten empirischen Prozess
Ĝn (t) =
√
n
(
F̂n(t)−Φ
(
t −Xn
Sn
))
gilt deshalb nach Satz (4.12) L(Ĝn)⇒ L(Z(µ,σ2)), wobei Z(µ,σ2) ein zentrierter Gaußprozess
ist, dessen Kovarianzfunktion nach (4.29) gegeben ist durch
cov(Z(µ,σ2)((s), Z(µ,σ2)(t)) = Φ
(
(s ∧ t)− µ
σ
)
−Φ
(
s − µ
σ
)
Φ
(
t − µ
σ
)
− ϕ
(
s − µ
σ
)
ϕ
(
t − µ
σ
)
− (s − µ)(t − µ)
2σ2
ϕ
(
s − µ
σ
)
ϕ
(
t − µ
σ
)
.
Fu¨r die Cramer-von-Mises-Statistik
Cn = n
∫ (
Fˆn (t)−Φ
(
t −Xn
Sn
))2
dFˆn (t) (4.49)
=
∑n
i=1
(
i
n
−Φ ((Xn:i −Xn) /Sn))2
erhalten wir aus Folgerung 4.10
L(Cn|P⊗nn )⇒ L(
∫
(Z(t) + A(t)− Aθ(t))2Pθ(dt)).
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Der randomisierte gescha¨tzte empirische Prozess B̂Rn (t) in (4.30) ist gegeben durch
B̂Rn (t) =
√
n
(
F̂n(t)−Φ
(
t − Xn
Sn
))
− 1√
n
ϕ
(
t −Xn
Sn
)
V1,n
− (t − Xn)√
2nSn
ϕ
(
t − Xn
Sn
)
V2,n,
wobei V1,n, V2,n unabha¨ngig, standardnormal und unabha¨ngig von X1, ..., Xn sind. Die
randomisierte Cramer-von-Mises-Statistik ist gegeben durch
RCn =
∑n
i=1
(
i
n
−Φ ((Xn:i −Xn) /Sn) (4.50)
− 1√
n
ϕ
((
Xn:i −Xn
)
/Sn
)
V1,n − (Xn:i −Xn)√
2nSn
ϕ
((
Xn:i −Xn
)
/Sn
)
V2,n
)2
.
4.3.3 Exponentialverteilung mit unbekanntem λ
Seien
G(t) = I[0,∞)(t)(1− exp{−t}) und g (t) = I[0,∞)(t) exp{−t},
die Verteilungsfunktion und die Dichte der Standardexponentialverteilung. Das parametrisierte
Modell der Exponentialverteilung ist gegeben durch
Gθ (t) = I[0,∞)(t)(1− exp {−θt}) und G˙θ (t) = I[0,∞)(t)(t exp {−θt}), θ > 0.
Die Bedingung (4.20) ist erfu¨llt. Der Maximum-Likelihood-Scha¨tzer ist θ̂n = 1/Xn und es gilt
√
n(
1
Xn
− θ) = − θ
Xn
1√
n
∑n
i=1
(Xi − 1
θ
).
Wegen V (Xi) =
1
θ2
sehen wir, dass die Bedingungen (4.17), (4.18) und (4.19) erfu¨llt sind mit
hθ(x) = θ
2 (1/θ − x) und J(θ) = I(θ) = 1/θ2. Weiterhin ist (4.27) erfu¨llt. Die
Cramer-von-Mises-Statistik lautet
Cn = n
∫ (
Fˆn (t)− G1/Xn (t)
)2
dFˆn (t)
=
∑n
i=1
(
i
n
− (1− exp{−Xn:i/Xn})
)2
.
Die randomisierte Cramer-von-Mises-Statistik ist gegeben durch
RCn =
∑n
i=1
i
n
− (1− exp{−Xn:i/Xn}) (4.51)
− Vn√
n
Xn:i
Xn
exp{−Xn:i/Xn}2. (4.52)
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4.4 Computersimulationen
4.4.1 Niveau der Anpassungstests
Monte-Carlo-Simulationen sind ein systematisches Hilfsmittel, um zu u¨berpru¨fen, ob
asymptotische α−Tests das Niveau bereits bei kleinen oder mittleren Stichprobenumfa¨ngen
einhalten. Gleichzeitig geben solche Simulationen Einblick in die Struktur der Gu¨tefunktion fu¨r
fest gewa¨hlte Alternativen. Umfangreiche Simulationen fu¨r die U¨berpru¨fung des
Cramer-von-Mises-Tests und anderer Anpassungstests hinsichtlich des Einhaltens des
vorgegebenen Niveaus wurden von vielen Autoren durchgefu¨hrt. Wir verweisen auf Stephens
(1974) und Stephens (1976). Entsprechende Simulationen haben wir fu¨r die randomisierten
Tests durchgefu¨hrt.
1. Normalverteilung µ und σ2 unbekannt
Wir verwenden die Bezeichnungen aus dem Abschnitt 4.3.1 und setzen µ = 0 und σ2 = 1
voraus. Die randomisierte Cramer-von-Mises-Statistik (4.50) ist gegeben durch
RCn =
∑n
i=1
(
i
n
−Φ ((Xn:i −Xn) /Sn)− 1√
n
ϕ
((
Xn:i −Xn
)
/Sn
)
V1,n (4.53)
−(Xn:i − Xn)√
2nSn
ϕ
((
Xn:i −Xn
)
/Sn
)
V2,n
)2
.
2. Exponentialverteilung mit unbekanntem λ
Wir verwenden die Bezeichnungen aus dem Abschnitt 4.3.3 und setzen λ = 1 voraus. Die
randomisierte Cramer-von-Mises-Statistik in (4.52) ist gegeben durch
RCn =
∑n
i=1
(
i
n
− (1− exp{−Xn:i/Xn}) (4.54)
− Vn√
n
Xn:i
Xn
exp{−Xn:i/Xn}
)2
.
Die Simulationen wurden in folgenden Schritten durchgefu¨hrt. Durch F bezeichnen wir
entweder die Standardnormalverteilungsfunktion oder die Verteilungsfunktion der
Exponentialverteilung mit dem Parameter λ = 1. Tn ist eine der beiden Statistiken in (4.53)
oder (4.54). Die Simulationen wurden mit Hilfe des Softwarepaketes R ausgefu¨hrt.
1. Fu¨r n = 20, 50, 100 und 1000 erzeugen wir X1, ..., Xn mit der Verteilungsfunktion F .
2. Wir berechnen den Maximum-Likelihood-Scha¨tzer θˆn.
3. Wir berechnen den Wert Tn der Teststatistik.
4. Wir fu¨hren den Test
ϕn =
{
1 , Tn > cn,1−α
0 , sonst
durch, wobei die cn,1−α die exakten 1− α-Quantile des Cramer-von-Mises-Tests fu¨r eine
einfache Nullhypothese sind. Die konkreten Werte fu¨r cn,1−α sind aus Shorack und
Wellner (1986).
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5. Die Schritte 1.-4. werden N-mal wiederholt und das tatsa¨chliche Konfidenzniveau wird
gescha¨tzt durch
αˆTn =
Anzahl der Ablehnungen von H0
N
.
In unseren Simulationen haben wir N = 10000 verwendet.
In der Tabelle 4.3 bezeichnet α(CMR) das gescha¨tzte Niveau des randomisierten
Cramer-von-Mises-Tests.
α(CMR): Normalverteilung, µ, σ2 unbekannt
α n = 20 n = 50 n = 100 n = 1000
0.01 0.013 0.010 0.010 0.010
0.05 0.060 0.052 0.053 0.047
0.1 0.114 0.104 0.107 0.099
α(CMR): Exponentialverteilung, λ unbekannt
0.01 0.012 0.012 0.012 0.009
0.05 0.055 0.051 0.053 0.049
0.1 0.108 0.104 0.105 0.099
Tabelle 4.3: Gescha¨tztes Niveau des randomisierten Cramer-von-Mises-Tests.
Aus der Tabelle 4.3 ko¨nnen wir ablesen, dass sich die randomisierte Statistik RCn bereits fu¨r
kleine n sehr a¨hnlich verha¨lt wie die Cramer-von-Mises-Statistik in der klassischen Situation
einer einfachen Nullhypothese, das tatsa¨chliche Niveau kommt dem vorgegebenem α bereits
fu¨r kleine n sehr nahe.
4.4.2 Die asymptotische Gu¨te unter speziellen Alternativen
Seien X1, ..., Xn u.i.v. mit einer Normalverteilung mit den Parametern µ und σ
2. Sei
Xn:1 ≤ ... ≤ Xn:n die Ordnungsstatistik. V bezeichnet die Kovarianzmatrix von (Xn:1, ..., Xn:n)
und m sei der Erwartungswertvektor. Wir setzen
aT = (a1, ..., an) =
mTV −1
(mTV −1V −1m)1/2
.
Die Shapiro-Wilk-Statistik ist definiert durch
Wn =
∑n
i=1 aiXn:i∑n
i=1(Xi −Xn)2
.
Nach Shapiro und Francia (1972) kann diese Statistik fu¨r n > 50 durch folgende Statistik
approximiert werden
W∗n =
∑n
i=1 biXn:i∑n
i=1(Xi −Xn)2
,
b = (b1, ..., bn) =
1√
mTm
m.
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Sei X eine Zufallsvariable mit EX8 <∞. Dann sind Schiefe und Exzess definiert durch
β1 =
1
σ3
E(X − µ)3 und β2 = 1
σ4
E(X − µ)4 − 3,
wobei µ = EX, σ2 = V (X) gesetzt wurden. Falls X normalverteilt ist, dann gilt β1 = β2 = 0,
so dass die Bowman-Shenton-Statistik
BSn =
n
6
(β̂1,n)
2 +
n
24
(β̂2,n)
2, (4.55)
β̂1,n =
1
S3n
1
n
∑n
i=1
(Xi −Xn)3 β̂2,n = 1
S4n
1
n
∑n
i=1
(Xi −Xn)4 − 3
eine mo¨gliche Schiefe und einen mo¨glichen Exzess registriert und fu¨r das Testen auf
Normalverteilung verwendet werden kann. Bowman und Shenton (1975) bewiesen, dass
L(BSn) schwach gegen eine Normalverteilung mit zwei Freiheitsgraden strebt. Der
Bowman-Shenton-Test lehnt die Nullhypothese (Daten sind normalverteilt) fu¨r große Werte
von BSn ab. In D’Agostino und Stephens (1986) und anderen Vero¨ffentlichungen wurde
bemerkt, dass L(BSn) nur sehr langsam konvergiert und es wurden deshalb Transformationen
von BSn vorgeschlagen. Wir verwenden nicht diesen Weg. Stattdessen bestimmen wir die
Quantile von BSn durch Simulationen.
Um den Shapiro-Wilk-Test und den Bowman-Shenton-Test mit den von uns entwickelten
randomisierten Tests zu vergleichen, betrachten wir zwei Typen von parametrisierten
Alternativen.
1. Abweichungen von der Normalverteilung in Richtung Schiefe
X mo¨ge eine Standardnormalverteilung besitzen und Y mo¨ge eine Exponentialverteilung mit
dem Parameter λ besitzen. Wir setzen Pλ = L(X + λY ), λ > 0. P0 ist die
Standardnormalverteilung und λ kontrolliert die Abweichung von einer Normalverteilung.
2. Abweichung von der Normalverteilung in Richtung schwerer Flanken
X mo¨ge eine Standardnormalverteilung besitzen und C eine Cauchy-Verteilung. Sei
Qλ = L(X + λC), λ > 0. Wieder ist Q0 die Standardnormalverteilung und λ kontrolliert die
Abweichung von einer Normalverteilung, jetzt aber in Richtung schwerer Flanken.
Fu¨r die beiden Alternativen stellen wir in der Abbildungen 4.5 und 4.6 die Gu¨tefunktionen des
Cramer-von-Mises-Tests, des Shapiro-Wilk-Tests und Bowman-Shenton-Tests dar.
Die Ergebnisse stimmen mit den Funktionen pil in (4.48) und dem Verlauf der Dichtefunktionen
in den Abbildungen 4.1 und 4.2 u¨berein. Die Gu¨tefunktion pi1 hat einen schwachen Anstieg.
Die Dichte p1,η in Abbildung 4.2 ist schief. Es ist dehalb nicht u¨berraschend, dass der
randomisierte Cramer-von-Mises-Test eine geringe Gu¨te fu¨r schiefe Alternativen hat. Dagegen
hat die Gu¨tefunktion pi2 einen starken Anstieg und die Dichten p2,η sind breiter als die Dichten
der Normalverteilung, so dass eine gute Gu¨te fu¨r den Cramer-von-Mises-Test erwartet werden
kann. Diese Vermutung wird durch die obigen Simulationsergebnisse besta¨tigt.
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Abbildung 4.5: Verlauf der Gu¨tefunktionen des Cramer-von-Mises-Tests (blau), Shapiro-Wilk-
Tests (gru¨n) und Bowman-Shenton-Tests (orange) unter der ersten Alternative
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Abbildung 4.6: Verlauf der Gu¨tefunktionen des Cramer-von-Mises-Tests (blau), Shapiro-Wilk-
Tests (rot) und Bowman-Shenton-Tests (schwarz) unter der zweiten Alternative
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5.1 Anhang I: Die Lemmata von LeCam
In diesem Anhang stellen wir Resultate aus der asymptotischen Entscheidungstheorie
zusammen, wobei wir fu¨r die Beweise gro¨ßtenteils auf die Literatur verweisen.
Fu¨r einen messbaren Raum (X ,A) und eine Verteilung P auf (X ,A) bezeichnen wir durch
L2(P ) den Raum der quadratisch integrierbaren Funktionen a : X → R. Weiter sei
L02(P ) =
{
a : a ∈ L2(P ),
∫
a dP = 0
}
.
Fu¨r die Nullhypothese H0 : P untersuchen wir die Folge von Hypothesen HA : Pn fu¨r die die
Folge {P⊗nn } benachbart zur Folge {P⊗n} (P⊗nn C P⊗n) ist, d. h.
lim
n→∞
P⊗n(An) = 0 ⇒ lim
n→∞
P⊗nn (An) = 0. (5.1)
Um eine Folge {Pn} zu konstruieren, die der Bedingung (5.1) genu¨gt, setzen wir Pn ¿ P
voraus. Seien
gn =
dPn
dP
und an = 2
√
n(
√
gn − 1). (5.2)
Wir nehmen an, dass die Folge an ∈ L2(P ) gegen a ∈ L2(P ) strebt, d. h.
lim
n→∞
∫
(an(x)− a(x))2P (dx) = 0. (5.3)
Das na¨chste Lemma zeigt, dass dann die Bedingung (5.1) erfu¨llt ist. Daru¨ber hinaus liefert
dieses Lemma eine Entwicklung der Log-Likelihoodfunktion.
Lemma 5.1 Seien Xn,1, . . . , Xn,n die Projektionen von X n auf X und es sei Pn ¿ P . Sei
gn = dPn/dP und an = 2
√
n(
√
gn − 1) mo¨ge (4.4) erfu¨llen fu¨r ein a ∈ L02(P ). Dann gelten
lnLn =
1√
n
∑n
i=1
a(Xn,i)− 1
2
∫ 1
0
a2(x)P (dx) + oP⊗n(1), (5.4)
Ln =
dP⊗nn
dP⊗n
(Xn,1, . . . , Xn,n),
P⊗nn C P⊗n. (5.5)
Die Aussage (5.4) ist ein Spezialfall von Satz 3 in Shorack und Wellner (1986), S. 154. Die
Tatsache, dass (5.4) die Aussage (5.5) impliziert, ist der Inhalt des ersten Lemmas von
LeCam, siehe Exercise 2, S. 157 in Shorack und Wellner (1986).
Fu¨r rn = an − a ergibt die Definition von an
√
gn − 1 = 1
2
√
n
a +
1
2
√
n
rn,
wobei
∫
r 2n dP → 0 gilt, falls (4.4) erfu¨llt ist. Deshalb nennen wir a die Tangente der Folge
{Pn}. Das na¨chste Lemma zeigt, dass die Menge aller Tangenten von Folgen gerade mit
L02(P ) u¨bereinstimmt.
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Lemma 5.2 Falls die Bedingung (4.4) erfu¨llt ist, dann gilt a ∈ L02(P ). Umgekehrt gibt es fu¨r
jedes a ∈ L02(P ) ein ε > 0 und eine Kurve (Qη), −ε < η < ε derart, dass gilt Q0 = P und
lim
η→0
1
η2
∫
(
√
dQη
dP
− 1− η
2
a)2dP <∞. (5.6)
Insbesondere ist also Pn = Q1/√n eine Folge von Verteilungen mit Pn ¿ P und der Tangente a.
Fu¨r den Beweis verweisen wir auf Janssen (2004). Ein zentraler Begriff der asymptotischen
Statistik ist der Begriff der L2-Differenzierbarkeit eines Modells, der oben bereits implizit
verwendet wurde. Sei P = (Pθ)θ∈Θ, Θ ⊆ Rd eine parametrisierte Verteilungsfamilie auf (X ,A).
Ohne wesentliche Einschra¨nkung nehmen wir an, dass je zwei Verteilungen Pθ1, Pθ2 gegenseitig
absolutstetig sind.
Definition 5.3 Die Familie (Pθ)θ∈Θ heißt in dem inneren Punkt θ ∈ Θ0 L2-differenzierbar, falls
es eine vektorwertige messbare Funktion L˙θ : X → Rd gibt, L2-Ableitung im Punkt θ genannt,
mit den Eigenschaften ∫ ∥∥L˙θ∥∥2 dPθ <∞,∫ (√
dPθ+u
dPθ
− 1− 1
2
uT L˙θ
)2
dPθ = o ‖u‖2 .
Aus der obigen Definition erhalten wir√
dPθ+u
dPθ
= 1 +
1
2
uT L˙θ + R(u),
∫
R2(u)dPθ = o(‖u‖2).
Das ergibt
1 =
∫ (
1 +
1
2
uT L˙θ + R(u)
)2
dPθ
=
∫ (
1 +
1
4
(uT L˙θ)
2 + R2(u) + uT L˙θ + u
T L˙θR(u) + 2R(u)
)
dPθ.
Weiterhin sind∫
(uT L˙θ)
2dPθ = o(‖u‖2),
∫
uT L˙θR(u) = o(‖u‖2),
∫
R(u)dPθ = o(‖u‖).
Das ergibt ∫
uT L˙θdPθ = o(‖u‖).
Das ist nur mo¨glich, wenn ∫
L˙θdPθ = 0 (5.7)
gilt. Wir verstehen unter dem Tangentialraum T (θ) im Punkt θ eines im Punkt θ
L2-differenzierbaren Modells die Menge der Funktionen
T (θ) = {hT L˙θ, h ∈ Rd}.
95
5 Anhang
Aus (5.7) folgt dass T (θ) ein abgeschlossener Unterraum von L02 (Pθ) ist, der nach Lemma 5.2
mit dem Raum aller Tangenten von einparametrigen L2-differenzierbaren Kurven (Qη)−ε<η<ε
von Verteilungen durch Pθ, d. h. Q0 = Pθ, zusammenfa¨llt. Es ist leicht zu sehen, dass der
Tangentialraum gerade aus den Tangenten von differenzierbaren Kurven besteht, die im Modell
liegen, d. h. (Qη)−ε<η<ε ⊆ P. Sei
I(θ) =
∫
L˙θL˙
T
θ dPθ
die Fisher-Informationsmatrix.
Wir berechnen jetzt die Projektion auf den Tangentialraum.
Lemma 5.4 Bezeichnet Πθa die Projektion von a ∈ L02 (Pθ) auf T (θ) und ist die
Fisher-Informationsmatrix regula¨r, so gilt
Πθa = c
T (θ)I−1(θ)L˙θ und c(θ) =
∫
aL˙θdPθ.
Die Projektion Π⊥θ a von a auf das orthogonale Komplement von T (θ) ist gegeben durch
Π⊥θ a = a − cT (θ)I−1(θ)L˙θ.
Beweis. Πθa ist durch folgende Bedingungen charakterisiert: Πθa ∈ T (θ) und a − Πθa ⊥ T (θ).
Setzen wir hT = cT (θ)I−1(θ), so folgt Πθa ∈ T (θ) aus der Definition des Tangentialraumes.
Die Funktionen aus T (θ) haben die Gestalt hT L˙θ und es gilt∫
hT L˙θ(a − cT (θ)I−1(θ)L˙θ)dPθ =
∫
hT L˙θ(a − L˙Tθ I−1(θ)c(θ))dPθ
= hT (
∫
aL˙θdPθ − c(θ)) = 0.
Wir betrachten jetzt lineare Statistiken der folgenden Form
Tn =
1√
n
∑n
i=1
bn(Xi) + oP⊗n(1). (5.8)
Proposition 5.5 Es seien X1, . . . , Xn u.i.v. mit der Verteilung Pn ¿ P und es sei die
Bedingung (4.4) erfu¨llt mit gn = dPn/dP und an von (5.2). Falls bn ∈ L02(P ) die Bedingung
lim
n→∞
∫
(bn − b)2 dP = 0 (5.9)
fu¨r ein b ∈ L2(P ) erfu¨llt, dann gilt
L(Tn|P⊗nn )⇒ N
(∫
ab dP,
∫
b2 dP
)
.
Beweis. Die Bedingung (5.9) und das Lemma von Slutsky implizieren, dass man bn durch b in
(5.8) ersetzen kann. Das ergibt zusammen mit der Darstellung (5.4) im Lemma 5.1(
Tn
lnLn
)
=
1√
n
∑n
i=1
(
b(Xi)
a(Xi)
)
+
(
0
−1
2
∫ 1
0
a2(x)P (dx)
)
+ oP⊗n(1).
Die Anwendung des zentralen Grenzwertsatzes ergibt
L((Tn, lnLn)T |P⊗n)⇒ N
((
0
−1
2
∫ 1
0
a2(x)P (dx)
)
,
( ∫ 1
0
b2 dP
∫
ab dP∫
ab dP
∫ 1
0
a2 dP
))
.
Diese Aussage und das dritte Lemma von LeCam, siehe Satz 4 in Shorack und Wellner (1986),
S. 154, ergeben (4.7).
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5.2 Anhang II: Schwache Konvergenz im Skorochod-Raum
Sei x ∈ D[−∞,∞]. Weil die Koordinatenabbildungen x 7→ x(t) stetig und messbar sind, folgt
aus der schwachen Konvergenz der Verteilungen, dass fu¨r alle Gitter
−∞ ≤ t0 < t1 < ... < tN ≤ ∞ fu¨r n →∞ gilt
L((Zn(t0), ..., Zn(tN))|Pn)⇒ L((Z(t0), ..., Z(tN))|Pn).
Dann sprechen wir von der Konvergenz aller endlich dimensionalen Verteilungen und
bezeichnen dies durch
L(Zn|P )⇒f idi L(Z|P ). (5.10)
Die umgekehrte Aussage ist nur unter Zusatzvoraussetzungen mo¨glich. Hierzu gibt es
verschiedene Varianten. Wir verwenden hier den im Buch von Pollard verwendeten Zugang.
Das na¨chste Lemma folgt aus Satz 3 auf S. 92, Pollard (1984).
Lemma 5.6 Es seien Z,Z1, Z2, . . .Zufallselemente, die auf (Ω,F, Q) definiert sind und Werte
in D[−∞,∞] haben, wobei dieser Raum mit der Supremumsmetrik ausgestattet ist und die
σ-Algebra BD von Teilmengen von D durch die Projektionen erzeugt wird. Dann gilt
L(Zn)⇒ L(Z) dann und nur dann, wenn die endlich dimensionalen Verteilungen von Zn
schwach gegen die entsprechenden endlich dimensionalen Verteilungen von Z konvergieren und
fu¨r jedes ε > 0 und jedes δ > 0 ein Gitter −∞ = t0 < t1 < · · · < tN =∞ existiert mit
lim sup
n→∞
Q
(
max
0≤i<N−1
sup
ti≤t<ti+1
|Zn(t)− Zn(ti)| > δ
)
< ε. (5.11)
Lemma 5.7 Es seien Y, Y1, Y2, . . . zufa¨llige Elemente von D[−∞,∞]. Die endlich
dimensionalen Verteilungen von Yn mo¨gen schwach gegen die entsprechenden endlich
dimensionalen Verteilungen von Y konvergieren. Falls L(Yn) C L(Zn) gilt und Zn der
Bedingung (5.11) genu¨gt, dann folgt L(Yn)⇒ L(Y ).
Beweis. Nach der Jurecˇkova´-Charakterisierung der Benachbartheit, siehe Lemma 1, S. 157 in
Shorack und Wellner (1986), gibt es fu¨r jedes η > 0 ein ε > 0 so dass (5.11) impliziert
lim sup
n→∞
Q
(
max
0≤i<N−1
sup
ti≤t<ti+1
|Yn(t)− Yn(ti)| > δ
)
< η.
Die Aussage folgt dann aus dem vorigen Lemma.
Lemma 5.8 Es seien Z,Z1, Z2, . . . zufa¨llige Elemente mit Werten in D[−∞,∞], wobei Z
stetig ist. Die Zufallsvariablen Xn,1, ..., Xn,n seien unabha¨ngig und identisch verteilt mit
Verteilung Pn und
F̂n(t) =
1
n
∑n
i=1
I(−∞,t](Xn,i).
Es gelte P⊗nn C P⊗n und L(Zn)⇒ L(Z). Dann folgt
L
(∫
Z2n(t) dF̂n(t)
)
⇒ L
(∫
Z2(t)P (dt)
)
.
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Beweis. Seien X1, .., Xn unabha¨ngig und identisch verteilt mit der Verteilung P . Dann folgt
mit F (t) = P ((−∞, t])) aus dem Satz von Glivenko-Cantelli fu¨r jedes ε > 0
lim
n→∞
P⊗n(| supt |
1
n
∑n
i=1
I(−∞,t](Xi)− F (t)| > ε) = 0.
Die Voraussetzung P⊗nn C P⊗n ergibt dann fu¨r jedes ε > 0
lim
n→∞
P⊗nn (| supt |F̂n(t)− F (t)| > ε) = 0. (5.12)
Seien Wn = Z
2
n , W = Z
2. Fu¨r jede Zerlegung P = {t0, . . . , tN},
−∞ = t0 < t1 < · · · < tN =∞ bezeichnen wir durch Wn,P und WP die stu¨ckweise konstanten
Prozesse, die in [ti , ti+1) die Werte Wn(ti) und W (ti) haben. Die Konvergenz der endlich
dimensionalen Verteilungen und (5.12) ergeben
L
(∫
Wn,P dF̂n
)
⇒ L
(∫
WP dP
)
. (5.13)
Der stetige Abbildungssatz und L(Zn)⇒ L(Z) implizieren L(Wn)⇒ L(W ). Folglich gibt es
nach dem Lemma 5.6 fu¨r jedes m eine Zerlegung Pm, so dass fu¨r alle n gilt∣∣∣∣∫ Wn dF̂n − ∫ Wn,Pm dF̂n∣∣∣∣ < 1m und
∣∣∣∣∫ W dP − ∫ WPm dP ∣∣∣∣ < 1m .
Die Aussage (5.13) impliziert fu¨r jede Lipschitz-stetige Funktion ϕ mit der Lipschitzkonstanten
L
lim sup
n→∞
∣∣∣∣Eϕ(∫ Wn dF̂n)− Eϕ(∫ W dF)∣∣∣∣ ≤ 2Lm .
Fu¨r m →∞ ergibt sich die Behauptung.
5.3 Anhang III: Brownsche Bru¨cke und Kac-Siegert-Zerlegung
Die so genannte Hauptkomponentenzerlegung stochastischer Prozesse spielt fu¨r die Theorie
der Anpassungstests eine entscheidende Rolle. Es sei X(t), 0 ≤ t ≤ 1 ein messbarer
stochastischer Prozess mit endlichen zweiten Momenten, fu¨r den gilt EX(t) = 0, 0 ≤ t ≤ 1.
Durch
KX(s, t) = cov(X(s), X(t))
bezeichnen wir die Kovarianzfunktion. Wir setzen voraus∫ 1
0
(
∫ 1
0
K2X(s, t)ds)dt <∞ (5.14)
und betrachten KX als linearen Operator im Hilbertraum der quadratisch integrierbaren
Funktionen L2[0, 1], der durch
(KXϕ)(s) :=
∫ 1
0
KX(s, t)ϕ(t)dt
definiert ist. Eine Zahl λ 6= 0 heißt Eigenwert zur Eigenfunktion ϕ 6= 0, falls
KXϕ = λϕ (5.15)
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gilt. Aus der Tatsache, dass KX(s, t) positiv semidefinit ist, folgt dass jeder Eigenwert
nichtnegativ ist. Weiterhin folgt aus der Bedingung (5.14), dass der lineare Teilraum der
Funktionen, die zum gleichen Eigenwert geho¨ren, stets endlich dimensional ist. Diese
Dimension heißt die Vielfachheit des entsprechenden Eigenwertes. Weiterhin la¨sst sich leicht
zeigen, dass Eigenfunktionen zu verschiedenen Eigenwerten stets senkrecht aufeinander
stehen. Wir bezeichnen durch λ0 ≥ λ1 ≥ ... die Folge der Eigenwerte und durch ϕ1, ϕ2, ... die
Folge der zugeho¨rigen Eigenfunktionen, wobei die λi entsprechend einer eventuell vorliegenden
mehrfacher Vielfachheit auch mehrfach aufgefu¨hrt sind und die ϕi aus dem gleichen Eigenraum
orthonormal gewa¨hlt sind. Der Beweis des folgenden Satzes kann in Shorack und Wellner
(1986) nachgelesen werden.
Satz 5.9 Es sei die Voraussetzung (5.14) erfu¨llt. Dann haben die Zufallsvariablen
Vi =
∫ 1
0
X(t)ϕi(t)dt
den Erwartungswert Null und die Varianz λi . Sie sind paarweise unkorreliert und es gilt die
Kac-Siegert-Zerlegung
X(t) =
∑∞
i=0
Viϕi(t), (5.16)
wobei die Konvergenz der Reihe in folgendem Sinne zu verstehen ist
lim
n→∞
E
∫ 1
0
(X(t)−
∑n
i=0
Ziϕi(t))
2dt = 0.
Ist zusa¨tzlich X ein Gaußprozess, so sind die V0, V1, ... unabha¨ngig.
Die Zerlegung (5.16) ist strukturell sehr einfach und fu¨r viele Fragen der Statistik sehr
nu¨tzlich. Das Problem ist aber, dass das Eigenwertproblem (5.15) in der Regel nicht
geschlossen lo¨sbar ist. Glu¨cklicherweise sind aber die Spezialfa¨lle des Wienerprozesses und der
Brownschen Bru¨cke geschlossen behandelbar.
Beispiel 5.10 Es sei B(t), 0 ≤ t ≤ 1 die Standard-Brownsche Bru¨cke. Dann gilt fu¨r die
Kovarianzfunktion KB(s, t) = s ∧ t − st und das Eigenwertproblem lautet∫ 1
0
(s ∧ t − st)ϕ(t)dt = λϕ(s).
Durch Bilden der zweiten Ableitung nach s la¨sst sich dieses Problem in ein Randwertproblem
fu¨r eine Differentialgleichung zweiter Ordnung mit konstanten Koeffizienten u¨berfu¨hren. Auf
diesem Wege ergibt sich, siehe Shorack und Wellner (1986)
λk = k
2pi2 und ϕk(t) =
√
2 sin(kpit), k = 1, 2, ... .
Die ϕk bilden ein vollsta¨ndiges Orthonormalsystem und es gilt
B(t) =
∑∞
k=1
Zk
√
2 sin(kpit)
kpi
, (5.17)
wobei die
Zk =
∫ 1
0
B(t)ϕk(t)dt
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fu¨r k = 1, 2, ... unabha¨ngig und standardnormal sind. Es gilt dann fu¨r jede quadratisch
integrierbare Funktion b(t), 0 ≤ t ≤ 1
B(t) + b(t) =
∞∑
k=0
(Zk + bkkpi)
√
2 sin(kpit)
kpi
(5.18)
mit bk =
∫ 1
0
b(t)ϕk(t)dt.
5.4 Anhang IV: Spezielle Grenzwertsa¨tze
Der folgende Satz ist ein Spezialfall des Grenzwertsatzes von Lindeberg-Feller, siehe z. B.
Witting und Mu¨ller-Funk (1995).
Satz 5.11 Fu¨r jedes n = 1, 2, ... seien Zn,j , j = 1, ..., n unabha¨ngige und identisch verteilte
Zufallsvariablen. Es gelte EZn,j = 0, V (Zn,j) = b
2
n → b2 > 0 und
lim
c→∞
sup
n
EI[c,∞)(|Zn,1|)Z2n,1 = 0. (5.19)
Dann gilt
L
(
1√
n
∑n
j=1
Zn,j
)
⇒ N0,b2.
Wir beno¨tigen eine Variante des Gesetzes der großen Zahlen.
Lemma 5.12 Fu¨r jedes n seien Zn,1, ..., Zn,n unabha¨ngige und identisch verteilte
Zufallsvariablen mit
lim
c→∞
sup
n
EI[c,∞)(|Zn,1|)|Zn,1| = 0. (5.20)
Es sei µn = EZn,1 → µ. Dann gilt
1
n
∑n
i=1
Zn,i →P µ.
Die Bedingung (5.20) ist erfu¨llt, falls ein κ > 0 existiert mit
sup
n
E|Zn,1|1+κ < 0.
Beweis. Seien Z˜n,i = Zn,i I(−c,c)(Zn,i), µn,c = EZ˜n,i . Dann gilt
E
∣∣∣∣1n∑ni=1 Z˜n,i − µn,c
∣∣∣∣ ≤
[
E
(
1
n
∑n
i=1
Z˜n,i − µn,c
)2]1/2
≤ c√
n
.
Hieraus folgt
E
∣∣∣∣1n∑ni=1Zn,i − µ
∣∣∣∣ ≤ E ∣∣∣Zn,1 − Z˜n,1∣∣∣+ E ∣∣∣∣1n∑ni=1 Z˜n,i − µn,c
∣∣∣∣+ |µn − µn,c |
≤ 2 sup
n
EI[c,∞)(|Zn,1|)|Zn,1|+ c√
n
+ |µn − µ| .
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Lassen wir erst n und dann c gegen Unendlich streben, so folgt
E
∣∣∣∣1n∑ni=1Zn,i − µ
∣∣∣∣→ 0
und damit die Behauptung. Die zweite Behauptung folgt aus der Ungleichung
sup
n
EI[c,∞)(|Zn,1|)|Zn,1| < 1
cκ
sup
n
E|Zn,1|1+κ.
5.5 Anhang V: Quadratische Formen von normalverteilten
Zufallsvariablen
In diesem Abschnitt stellen wir bekannte Aussagen u¨ber quadratische Formen von
normalverteilten Zufallsvariablen in einer fu¨r unsere Zwecke geeigneten Form zusammen. Es sei
X ein d−dimensionaler normalverteilter Zufallsvektor mit Erwartungswertvektor µ und der
nichtsingula¨ren Kovarianzmatrix Γ, die die Eigenwerte κ1 ≥ κ2 ≥ ... ≥ κd und die
orthonormierten Eigenvektoren e1, ..., ed besitzt.
Lemma 5.13 Es gilt
L(XTX) = L
(∑n
i=1
κi(Zi + κ
−1/2
i e
T
i µ)
2
)
,
wobei die Z1, ..., Zd unabha¨ngig und standardnormal sind.
Beweis. Sei O die orthogonale Matrix, die die Vektoren e1, ..., ed als Spaltenvektoren besitzt.
Dann gilt
ΓO = Γ(e1, ..., ed) = (κ1e1, ..., κded) = OΛ,
wobei Λ die Diagonalmatrix mit den Eintra¨gen κ1, ..., κd ist. Dann folgt
OTΓO = Λ.
Sei Y = (Y1, ..., Yd)
T = OTX. Dann hat Y die Kovarianzmatrix Λ und den
Erwartungswertvektor OTµ. Dann hat Yi den Erwartungswert e
T
i µ und die Varianz κi . Dann
sind die Zi = κ
−1/2
i (Yi − eTi µ) standardnormal. Wegen Y TY = XTX folgt
L(XTX) = L
(∑n
i=1
Y 2i
)
= L
(∑n
i=1
κi(Zi + κ
−1/2
i e
T
i µ)
2
)
.
Lemma 5.14 Es gilt
L(XTΓ−1X) = Hd,δ2,
wobei Hd,δ2 die nichtzentrale Chiquadratverteilung mit d Freiheitsgraden und dem
Nichtzentralita¨tsparameter δ2 = µTΓ−1µ ist.
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Beweis. Es gilt Γ−1 = OΛ−1OT und
XTΓ−1X = Y TOTOΛ−1OTOY = Y TΛ−1Y
=
∑n
i=1
κ−1i Y
2
i =
∑n
i=1
κ−1i (κ
1/2
i Zi + e
T
i µ)
2
=
∑n
i=1
(Zi + κ
−1/2
i e
T
i µ)
2.
Die rechte Seite besitzt nach der Definition der nichtzentralen Chiquadratverteilung eine
Chiquadratverteilung mit d Freiheitsgraden und dem Nichtzentralita¨tsparameter
δ2 =
∑n
i=1
κ−1i (e
T
i µ)
2
= (OTµ)TΛ−1(OTµ) = µTOΛ−1OTµ = µTΓ−1µ.
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7 Zusammenfassung
7 Zusammenfassung
Die Wechselwirkung zwischen Zellen und Biomaterialien beeinflusst wesentlich die in den
Zellen ausgebildete Filamentstruktur. Im ersten Teil der Arbeit werden statistische Tests zum
Nachweis der Existenz einer Hauptwachstumsrichtung der Filamente konstruiert. Fu¨r
normalverteilte Grundgesamtheiten sind dies bekannte Tests aus der
Hauptkomponentenanalyse. Fu¨r die wesentlich gro¨ßere Klasse der bivariaten homogenen
Verteilungen werden neue Tests in Form bedingter Tests konstruiert, mit
Computersimulationen untersucht und mit den asymptotischen Tests verglichen. Beide Typen
von Tests werden auf experimentelle Daten angewandt. Im zweiten Teil der Arbeit werden mit
dem Ziel der Modellwahl durch eine neuen Randomisierungstechnik Anpassungstests mit
gescha¨tzten Parametern konstruiert. Fu¨r den Cramer-von-Mises-Tests wird die explizite Form
der asymptotischen Gu¨te unter lokalen Alternativen angegeben.
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