Abstract. The tools of nonlinear systems analysis can be used to determine the number of effective degrees of freedom, or dimension, of a system. The algorithms for estimating the dimension appear deceptively simple, but must be applied with extreme care or a spurious dimension estimate is likely to result. We discuss various problems, and methods to overcome them, with estimating the dimension of non-stationary time series with long autocorrelation times such as AE and AL indices. Our results show that previous estimates of the dimension of AE time series were caused by long autocorrelation times and not by the dynamics of the system. Further, calculation of the largest Lyapunov exponent also gives evidence against the presence of low dimensional chaos.
Introduction
Recently there has been much interest in determining whether the Earth's magnetosphere is a stochastic system or one displaying deterministic chaos. Many authors have tackled this problem by estimating the dimension of AE and AL time series using tools from dynamical systems theory (Vassiliadis et al., 1990; Shan et al., 1991; Roberts et al., 1991.) Theiler (1986) has shown that spurious dimension estimates will likely be obtained from these methods if one neglects the effect of autocorrelation (see also Grassberger 1986 .) Using Theiler's improved dimension estimator we analyse the AE data used by Vassiliadis et al. and Shan et al. and show that the dimension was underestimated due to the spurious effects of autocorrelation.
There have been numerous studies (Akasofu, 1981; Bargatze et al., 1985; Tsurutani et al., 1990) trying to relate solar wind parameters to geophysical indices. These studies show that the magnetospheric system is neither periodic nor quasiperiodic, and that the magnetosphere acts essentially as a low pass filter on the IMF spectrum. This suggests that the magnetospheric response to the solar wind may be nonlinear. These studies also show that part of the AE variation can be explained as being a direct response to the solar wind.
This forcing is a major problem since all the standard methods of analysis apply only for stationary time series. If the system is approximately stationary over short periods it may be possible to determine the dimension by using many small data sets, each spanning only a small time interval over which the system is approximately stationary (Havstad and Ehlers, 1989.) This approach was used by Vassiliadis et. al. in their analysis. Casdagli et al. (1992a,b) have extended nonlinear time series analysis to input-output systems, and note that for such a system one must analyze both the input and output times series together, as the output will be basically random, with perhaps some nonlinear structure. Because of this it is unlikely that analysis of AE or AL time will yield any information about the dynamics of the magnetosphere.
Nonlinear time series analysis Complex behavior can come from two sources. The first is a stochastic system which has a very large number of degrees of freedom. The second is deterministic chaos: a system with only a few degrees of freedom which exhibits complex behavior due to nonlinearity. The state of a system as a function of time can be described by its position along a trajectory in the system's phase space. For a dissipative system, these trajectories are drawn toward a region of phase space called the attractor. In a chaotic system the attractor typically has a very complicated structure, with nearby trajectories exponentially diverging in some directions, while the overall volume decreases. This results in sensitive dependence on initial conditions. Once one knows the trajectory through phase space, the tools of nonlinear systems analysis can be used to quantify the system's dynamics. One such measure is the fractal dimension, which gives a estimate of the number of effective degrees of freedom in the system. For a chaotic system the Hausdorff dimension is always non-integral.
The most common method for estimating the dimension of a strange attractor is based on finding the probability of being in a ball of radius r. Grassberger and Procaccia (1983) define the correlation integral as:
where Θ is the Heaviside function and is the Euclidean norm. From the correlation integral one estimates the dimension as D 2 ≈ ∆ log C(r)/∆ log r, e.g. the change of log C(r) versus the change of log r. This relationship is generally true over a range of r called the scaling region of the correlation integral.
Reconstruction of the attractor In most experimental situations one does not know a priori the path of the system through phase space. In many cases the experimenter only has a time series representing the evolution of a single quantity, which may or may not be one of the dynamical variables of the system. Fortunately it is possible to reconstruct an equivalent phase space from the time history of a single variable, by the method of time delays (Packard et al., 1980; Takens, 1981.) One creates a set of D E dimensional vectors whose components are just time delayed values of the original time series:
where t i = i · δt, δt is the sampling time, τ is the time delay between successive elements of the vector, and D E is the embedding dimension. Takens (1981) proved that for an attractor of dimension D the reconstruction will reproduce the dynamical measures of the attractor as long as D E > 2D+1, but in many cases D E > D will work. Takens (1981) demonstrated that the time delay τ could be chosen almost arbitrarily in the limit of infinite amounts of noise free data. But for finite amounts of noisy data the choice of time delay is critical. If τ is chosen too small the reconstructed attractor will be squashed along the phase space diagonal, while if τ is too large noise effects will dominate and dynamical information will be lost (Gershenfeld, 1987 .) The idea is to choose τ so that the components of the vectors are as independent as possible. Many authors have suggested choosing τ to be some fraction of the autocorrelation time. While in many cases this gives a good choice of τ it is by no means an optimal approach. Fraser and Swinney (1986) have proposed a method based on the mutual information between the components of the vector. They show that choosing τ equal to the first minimum of mutual information is a much better choice than methods based on the autocorrelation function. Liebert and Schuster (1989) have related the mutual information to the generalized correlation integral. They show that the minima of mutual information correspond to the minima of log C 1 :
To find the 'best' value of τ we now look for the first minima of C 1 (τ) for a range of D E and r.
The effect of autocorrelation Theiler (1986) has shown that for data sets with long autocorrelation time the application of the standard Grassberger and Procaccia algorithm leads to an anomalous shoulder in the correlation integral and spuriously low estimates of dimension. The cause of these low estimates is the highly correlated points close in time to the reference point. The following simple argument will demonstrate that these points should not be included in the correlation integral; for a more rigorous discussion see Theiler (1986.) In the case where the autocorrelation time is long compared to the sampling time many of these highly correlated points will be included in the Heaviside function of equation (1). If we increase the length of the sampling time so it is roughly the same as the autocorrelation time (keeping the number of points in the time series fixed), then very few of these highly correlated points are included but the density of the other points will remain the same, because there are more trajectories in the neighborhood of the reference point. These highly correlated points should not be included in the correlation integral as they are purely an effect of the choice of the sampling time.
In most experimental situations it is not possible to decrease the sampling rate as it will unduly reduce the amount of data available for the dimension calculation. A much better method due to Theiler (1986) is to exclude those points for which |i − j| · δt is smaller than the autocorrelation time (see also Grassberger, 1986 .) This can be done by a slight modification of the correlation integral:
For W = 1 one recovers equation (1). For many non-stationary data sets the autocorrelation function will initially decay quickly, but may not decay to zero for some time. AE and AL time series often exhibit this sort of behavior. Because of this we use the e-folding or decay time of the autocorrelation function (ACF) to choose W . For small t the autocorrelation function should scale as: ACF(t) ∼ e −t/T , where T is the decay time of the autocorrelation function. This method works much better for non-stationary data sets, since it only uses points nearby in time, where the mean and variance should be relatively stationary.
If W equals the ACF decay time enough points will be excluded from the correlation integral so that autocorrelation is no longer a problem, but in many cases a smaller W may work. Any W greater that the autocorrelation time will also work so long as W/N is small.
It is well known that AE has a power spectrum ∝ f −α with α ≈ 2. for frequencies between 0.05 mHz and 5 mHz (Tsurutani et al., 1990; Shan et al., 1991.) Osborne and Provenzale (1989) have shown that stochastic time series with 1/f α power spectra have a correlation dimension of D 2 ≈ 2/(α− 1). Theiler (1991) has shown that this is because of the long autocorrelation time of 1/f α noise. He proposes using the method of surrogate data as a check on the results. One creates 5 to 10 time series which have the same power spectrum and autocorrelation as the original time series, but are otherwise stochastic (e.g. by randomizing the phases of the Fourier transform of the original time series and then inverting the transform.) Using each of these surrogate time series the dimension is recalculated. If the results are not significantly different than those of the original time series, the dimension estimate should not be trusted. There are many other problems in the estimation of the dimension of attractors not discussed here (see Theiler, 1990 ).
Analysis of the data Vassiliadis et al. (1990) examined the correlation dimension of 1 min samplings of the AE index as a function of time and activity level for the period Jan 1-21 1983. They broke this period up into segments roughly 5000 points long over which the time series was approximently stationary, and found the correlation dimension of each segment. In all cases they found a correlation dimension between 3 and 4 which seems independent of the activity level. We analyzed the first 7200 points of this time series to determine the effect of the autocorrelation on the estimate of dimension (the autocorrelation decay time for this data set is roughly 115 min.) We find a 'best' delay of 11 min, from the first minimum of log C 1 . Vassiliadis et al. use a time delay of 10 min. Since this is so close to the 'best' delay we decided to use τ = 10. Figure 1 shows the correlation integrals and their slopes for the Vassiliadis et al. data set as a function of radius (r) for various embedding dimensions. Figure 1a shows the W = 1 case (including autocorrelated points), for which we find a dimension of about 3.4 in agreement with Vassiliadis et al. But when W is increased to 100 we no longer see convergence to a fixed slope (see Figure 1b. ) Similar results were found for W as small as 10. Termonia and Alexandrowicz (1983) propose a slightly different method to estimate dimension which also showed no convergence. Hence, we conclude that this AE time series cannot be described by a low dimensional attractor. Roberts et al. (1991) have examined 2.5 min samplings of the AL index in search a low dimensional strange attractor, and find a dimension of approximately 4. We decided not use their composite data set as it was made up of a number of intervals ordered such that the activity level is increasing with time. This sort of non-stationarity may lead to spurious dimension estimates (see below), so instead we analyzed the randomly chosen data set of 3000 points of 1 min AL data from July 23-25 1983. Including autocorrelated points (W = 1) we find the slopes converge to roughly 2.6. But when W is increased to 100 (ACF time is ≈ 60 min) there is no convergence of slopes suggesting that the AL index is essentially random. We find no evidence for low dimensional chaos in the AL index for this time interval. Roberts (1991) suggests that one should use as many points as possible in estimating the correlation dimension. We have also estimated the dimension of AE, AL, and AU using 1 month of data (43200 pts) and find no evidence for a low dimensional system if W is roughly equal to the ACF decay time. Shan et al. (1991) have performed a similar analysis of 1 min resolution AE data for the period 1-5 April 1983. Using a time delay of τ = 20 (Figure 2b) we find a slope of roughly 3.4 but the scaling region is very short. Using the method of Liebert and Schuster (1989) we find the 'best' delay is τ = 11 min. In Figure 3 we show the results for the case where τ = 11 min with W = 100. Note that τ = 11 min has a longer scaling region than τ = 20 min. Similar results were obtained for W = 20. These results seem to show that there is an attractor of dimension ≈ 3.4 in this data set, but one should be skeptical as the correlation integrals still show the distinctive shoulder.
Due to our uncertainty about the reliability of these results we decided to do some additional analysis on this data set. Our first approach was to use Theiler's surrogate data method. Analysis of the surrogate time series shows no convergence of the slopes with W = 100, indicating that the previous results may be correct. There may be problems applying the surrogate data method to non-stationary time series like AE, as it will reproduce neither the short term periods of high correlation nor changes in the mean and variance seen in the original data. Figure 4 shows this time series. Notice the non-stationary mean and variance, especially the elevated mean during the fourth day, and the relatively quiet conditions during the later part of the fifth day. These short periods of high correlation may be leading to a spurious dimension estimate. Next we tried estimating the dimension of the attractor using the method of Termonia and Alexandrowicz (1983) , but no scaling region was found. Negative results were also obtained by trying to estimate the information dimension using the slopes of log C 1 . Because of these inconsistent results we decided to break to the data set in half and analyze each half separately (3600 points each.) For the first half of the data set we see no convergence of slopes, but for the second half ( Figure 5 ) we see a convergence of slopes to a value of roughly 2.8.
Lyapunov exponents measure the rate at which nearby phase space trajectories diverge; a chaotic system must have at least one positive Lyapunov exponent. Both the Wolf et al. (1985) and Eckmann et al. (1986) methods were used to estimate the largest Lyapunov exponent of the various time series. The Eckmann method gave inconclusive results in all cases. The Wolf method gave estimates in the range 0.005 to 0.04 bits/min, but the results are not stable over changes in the analysis parameters (see Wolf et al.) and so should not be trusted. Further, analysis of the surrogate data show very similar results suggesting that these estimates are spurious.
Conclusion
For the data sets examined we see no evidence for the presence of low dimensional chaos in either AE or AL time series, except in the April 1983 data. For this set we do find a finite correlation dimension using the modified Grassberger and Procaccia method, but other methods did not lead to finite dimensions. Because of the lack of agreement we distrust the results of the Grassberger and Procaccia method. We also were unable to determine a reliable estimate for the largest Lyapunov exponent for this data set, suggesting that the dimension estimator was 'fooled' due to the non-stationarity of the data set.
This sort of behavior leads us to believe that AE and AL time series are essentially random with some nonlinear structure. Casdagli et al. (1992a) have shown this is the sort of behavior one would expect for a driven system with a random forcing function (we find that the time series of such solar wind parameters as B Z are essentially stochastic, in agreement with Vassiliadis et al.) If this is the case we would expect reliable dimension estimates could be made only when the forcing due to the solar wind is roughly constant. For this reason we suggest analyzing the magnetosphere as an input-output system (see e.g. Casdagli et al., 1992a,b.) The relationship between B S and AE has been studied by many other authors (see review by Akasofu, 1981 ) so these parameters might be a wise choice for an input-output model.
An alternative explanation is that the AE index only exhibits low dimensional behavior during selected time intervals. It should be noted that the April 1-5 data set has a higher average activity level than the January 1-5 data set, so dimension may be a function of the activity level. We have examined other time periods of similiar activity levels, but have not yet found any other intervals which seem to have a low dimension.
Finally, we note that one must use these analysis methods with care, and should not take the positive results of only one method as proof of chaos, as these methods sometime lead to spurious results. One should use as many independent tests as possible in looking for chaos.
