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The monodromy of unit-root F -isocrystals with geometric origin
Joe Kramer-Miller
Abstract
Let C be a smooth curve over a finite field in characteristic p and let M be an overconvergent
F -isocrystal over C . After replacing C with a dense open subset, M obtains a slope filtration, whose
steps interpolate the Frobenius eigenvalues of M with bounded slope. This is a purely p-adic phe-
nomenon; there is no counterpart in the theory of lisse ℓ-adic sheaves. The graded pieces of this slope
filtration correspond to lisse p-adic sheaves, which we call geometric. Geometric lisse p-adic sheaves
are mysterious. While they fit together to build an overconvergent F -isocrystal, which should have
motivic origin, individually they are not motivic. In this article we study the monodromy of geometric
lisse p-adic sheaves with rank one. We prove that the ramification breaks grow exponentially. In the
case where M is ordinary we prove that the ramification breaks are predicted by polynomials in pn,
which implies a variant of Wan’s genus stability conjecture. The crux of the proof is the theory of
F -isocrystals with log-decay. We prove a monodromy theorem for these F -isocrystals, as well as a
theorem relating the slopes of M to the rate of log-decay of the slope filtration. As a consequence of
these methods, we provide a new proof of the Drinfeld-Kedlaya theorem for irreducible F -isocrystals
on curves.
1 Introduction
1.1 Motivation
Let C be a smooth curve over a finite field k = Fq in characteristic p. Classically, the study of motives
over C began with the study of ℓ-adic étale sheaves on C , where ℓ 6= p. It is natural to ask for a p-adic
counterpart to the ℓ-adic theory. However, there are far too many p-adic étale sheaves and they tend to
be poorly behaved compared to their ℓ-adic counterparts. For example, if we have a family of ordinary
elliptic curves f : E → C , the relative first degree p-adic étale cohomology R1etf∗Qp has rank one.
In contrast, the relative ℓ-adic cohomology sheaf R1etf∗Qℓ has rank two, as is expected. Instead, the
correct p-adic coefficient objects are overconvergent F -isocrystals, which were first introduced by Pierre
Berthelot (see [2]).
Overconvergent F -isocrystals have a remarkable extra structure that is absent in their ℓ-adic counter-
parts: a slope filtration. Without giving any definitions, consider the overconvergent F -isocrystal M that
acts as the p-adic counterpart to the lisse sheaf R1etf∗Qℓ. The properties of M follow those of R
1
etf∗Qℓ.
First, M has rank two. Just as in the ℓ-adic case, for any x ∈ C we may consider the fiber Mx and the
action of Frobenius on Mx. The characteristic polynomial of this action will describe the zeta function
of the elliptic curve Ex:
Z(Ex, s) =
det(1− Frob∗s,Mx)
(1− s)(1− qdeg(x)s)
.
Here, we obtain one fundamental difference between the ℓ-adic and p-adic situations. The roots of the
numerator of Z(Ex, s) are both ℓ-adic units. However, since Ex is ordinary, one root is a p-adic unit and
the root has q-adic valuation one. Even before the modern definition of an F -isocrystal was in place,
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Dwork discovered something miraculous with no ℓ-adic analogue: these unit roots come from a rank one
subobject Mu−r ofM existing in a larger category of convergent F -isocrystals. It was later demonstrated
by Katz in [10] that any “unit-root” F -isocrystal corresponds to a p-adic étale sheaf–the characteristic p
Riemann-Hilbert correspondence. As one may expect, the p-adic étale sheaf corresponding to Mu−r is
R1etf∗Qp.
The phenomenon discovered by Dwork generalizes. Let N be an overconvergent F -isocrystal on C
and assume that the Newton polygon of det(1 − Frob∗s,Nx) remains constant as we vary over x ∈ C .
Katz proves in [11] that N obtains an increasing filtration in the larger convergent category. The graded
pieces of this filtration are “twists” of unit-root F -isocrystals and thus correspond to p-adic étale lisse
sheaves on C . We say that a p-adic étale lisse sheaves is geometric if it arises in this manner. Geometric
p-adic étale sheaves remain mysterious. When one studies properties of overconvergent F -isocrystals,
such as their cohomology or Saito-Tate distributions, the ℓ-adic theory often serves as a guiding light
suggesting what is true and occasionally how it should be proven. However, there is no ℓ-adic analogue
to the slope filtration and consequently it is less clear how to proceed in developing a coherent theory.
It is natural to ask if all geometric p-adic étale sheaves share certain properties. Or, more ambitiously, is
it possible to determine when a p-adic étale sheaf is geometric? In this article we study the monodromy
of geometric p-adic étale sheaves of rank one and the “growth” properties of the slope filtration.
1.2 Monodromy results
We first introduce the notion of pseudo-stable monodromy and log-bounded monodromy. We let L be a
finite extension of Qp with ring of integers OL and we let F be k((T )). We define GF to be the absolute
Galois group of F . Consider a Galois character ρ : GF → O
×
L . Let
F ⊂ F1 ⊂ F2 ⊂ . . .
be the tower of fields, where Fn corresponds to the kernel of the composition
GF
ρ
→ GL1(OL)→ GL1(OL/p
nOL),
and let sn denote the largest upper numbering ramification break of the extension Fn/F .
Definition 1.1. We say that ρ has finite monodromy if the image of the inertia subgroup of GF has finite
image. Let r be a positive rational number. We say that ρ has r-log-bounded monodromy if there exists c such
that
sn < cp
rn,
for all n > 0. We say that ρ has r-pseudo-stable monodromy if there exists m ∈ Z with mr ∈ Z, and
a1, . . . , am, b1, . . . , bm ∈ Q such that
skm+i = aip
mrk + bi,
for i = 1, . . . ,m and k ≫ 0. Note that r-psuedo-stable monodromy implies r-log-bounded monodromy. Let
N be a rank one F -isocrystal on Spec(F ). We say that N has r-pseudo-stable monodromy if the corresponding
Galois representation (see [10, Chapter 3]) has r-pseudo-stable monodromy.
Our first main result states that a character ρ originating from the slope filtration of an overconvergent
F -isocrystal has r-log-bounded monodromy, where r depends on the differences between consecutive
slopes. If the overconvergent F -isocrystal is also ordinary, which is a condition on its slopes, then ρ
has 1-psuedo-stable monodromy. Thus, we see that even rank one geometric p-adic étale sheaves are
highly nontrivial. This is in stark contrast with the ℓ-adic situation, where rank one objects have finite
monodromy and are easily understood.
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Theorem 1.2. Let M be an irreducible overconvergent F -isocrystal on Spec(F ) with slope filtration
Mu−r = M1 ⊂M1 ⊂ · · · ⊂Mr = M,
where gri(Mi) = Mi/Mi−1 has slope αi.
1. If M is ordinary then det(Mi) has 1-psuedo-stable monodromy for i < r and det(Mi/Mi−1) either has
finite monodromy or has 1-psuedo-stable monodromy.
2. det(Mi) has 1αi+1−αi -log-bounded monodromy.
3. Let r = max
{
1
αi−αi−1
, 1αi+1−αi
}
. Then det(gri(M)) has r-log-bounded monodromy.
Theorem 1.2 relates the p-adic Lie filtration of O×E to the ramification filtration. If we consider p-adic
Lie towers over a finite extension of Qp instead of F , the relationship between these two filtrations is
neatly expressed by Sen’s theorem (see [20]). However, for general p-adic Lie extensions of F , there is no
meaningful relationship between the two filtrations. The obstruction is that ramification in characteristic
p is too wild. Even when the p-adic Lie extension has dimension one, the ramification breaks can grow
arbitrarily fast. This means that one cannot anticipate an equal characteristic analogue of Sen’s theorem
for all p-adic Lie extensions. Instead, it seems reasonable to restrict ourselves to p-adic Lie extensions
coming from a geometric p-adic etale sheaf. Theorem 1.2 can thus be viewed as the appropriate analogue
of Sen’s theorem in equal characteristic. Another interesting case would be p-adic towers coming from
p-divisible group, whose investigation was instigated by Gross (see [9]). In §1.6 we formulate an equal
characteristic analogue of Sen’s theorem for more general p-adic Lie groups.
From Theorem 1.2, we may deduce interesting monodromy results for many classical unit-root F -
isocrystals studied by Dwork and others. For example:
• Let M be the F -isocrystal associated to an elliptic curve E over Spec(k[[T ]]), whose generic
fiber is ordinary and whose special fiber is supersingular. This corresponds to the example in §1.1
after localizing around a supersingular point. Then Mu−r has 1-psuedo-stable monodromy. This
was previously know by work of Katz-Mazur (see [12, Chapter 12.9]). These types of ramification
bounds for Abelian varieties play a crucial role in the theory of p-adic modular forms and canonical
subgroups.
• Let A → Spec(k[[T ]]) be a generically ordinary Abelian variety of dimension 2g with a non-
ordinary special fiber. Assume that A has multiplication by a real field K of degree g over Q.
Then the F -isocrystal M associated to A with coefficients in Qp has rank 2g and has a linear
action by Qp ⊗ K . If there is only one prime in K above p, so that Qp ⊗ K is a field, we may
regard M as an F -isocrystal with rank two and coefficients in Qp ⊗K . Thus Mu−r is a rank one
F -isocrystal with coefficients in Qp ⊗K . The corresponding Galois representative is surjective by
a theorem of Ribet (see [19]) and by Theorem 1.2 it has 1-psuedo-stable monodromy.
• The rank n + 1 Kloosterman F -isocrystal on Gm is irreducible and ordinary at every point with
slopes {1, . . . , n+1}, due to work of Sperber in [22]. The unit-root subcrystal has 1-psuedo-stable
monodromy at 0 and∞ by Theorem 1.2.
• The p-adic representation associated to the formal group attached to a K3 surface over F , whose
generic fiber is ordinary and special fiber is non-ordinary, has 1-psuedo-stable monodromy.
By applying the Riemann-Hurwitz formula together with Theorem 1.2, we may deduce interesting
results about genera growth along towers of curves. To describe these results, we need the following
definitions.
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Definition 1.3. Let U be a smooth curve over k and let C be its smooth compactification. Let ρ : π1(U)geo →
O×E be a continuous Galois representation and let C × Spec(k
alg) = C0 ← C1 ← C2 ← . . . , be the tower of
curves of curves corresponding to the p-adic Lie filtration 1 + pnOE on O
×
E . Let d be the dimension of ρ(GF )
as a p-adic Lie group and let r be a positive rational number. We say that ρ is genus r-log-bounded if there
exists c > 0 such that
gn < cp
(d+r)n,
for all n. We say that ρ is genus r-pseudo-stable if there exists m ∈ Z with mr ∈ Z, and a1, . . . , am ∈ Q[x]
of degree m(r + d) such that
gkm+i = ai(p
k),
for i = 1, . . . ,m and k ≫ 0.
Theorem 1.4. Let U be a curve and let M be an irreducible overconvergent F -isocrystal. Assume that the
Newton polygon of Mx is constant as x varies over U and let M1 ⊂ . . .Mr denote the slope filtration, so that
Mi/Mi−1 is isoclinic of slope αi.
1. Assume that M is ordinary and has coefficients in Qp. Then det(Mi) is genus 1-psuedo-stable and
det(Mi/Mi−1) is either overconvergent or genus 1-psuedo-stable.
2. det(Mi) is genus 1αi+1−αi -log-bounded
3. Let r = max
{
1
αi−αi−1
, 1αi+1−αi
}
. Then det(gri(M)) is genus r-log-bounded.
The first part of Theorem 1.4 implies a variant of a conjecture by Wan (see [26, Conjecture 5.2]). Wan’s
conjecture is as follows: let U be a smooth curve and let ψ : V → U be a smooth proper morphism.
Assume that M = Riψ∗OV,cris is generically ordinary and that the Newton polygon of M on U is
constant. Assume that Rietψ∗Qp has rank one. Then we may deduce from Theorem 1.4 that R
i
etψ∗Qp is
genus 1-psuedo-stable (see Corollary 7.10). Wan conjectures further that, instead of several polynomials
periodically giving the genus, there is a single quadratic polynomial a(X) ∈ Q[X] such that gn = a(pn)
for large n. Unfortunately, we are unable to resolve Wan’s conjecture in its entirety using the methods in
this article.
The proof of Theorem 1.2 breaks up into two main parts. The first part is a monodromy theorem
for unit-root F -isocrystals of rank one explained in §1.4. This theorem explains how the ramification
invariants of a p-adic étale sheaf of rank one can be understood from the corresponding F -isocrystal. In
the second part, we study recursive Frobenius equations that define the unit-root subcrystal Mu−r. This
is outlined in §1.5.
1.3 Logarithmic decay and slope filtrations
Let F = k((T )) and let L = W (k)[p−1]. We define the integral Amice ring
OE :=
{ ∞∑
n=−∞
anT
n ∈ OL[[T, T
−1]]
∣∣∣ vp(ai)→∞ as i→ −∞ },
and we let E be the field of fractions of OE . The bounded Robba ring E
† is defined to be the subring of
E of power series f(T ), for which there exists some r such that f(T ) converges on the r < |T |p < 1. Let
σ a lifting to OE of the Frobenius endomorphism x→ x
p on F . A convergent F -isocrystal over Spec(F )
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is a finite dimensional vector space over E with an isomorphism ϕ : M ⊗σ E → M and a compatible
differential equation (see §2). An overconvergent F -isocrystal is a finite dimensional E† vector space with
the same extra structure.
Given an overconvergent F -isocrystal M , we obtain a convergent F -isocrystal M ⊗E† E . This con-
vergent F -isocrystal has a slope filtration M1 ⊂ · · · ⊂ Mr = M ⊗E† E , where each quotient Mi/Mi−1
is isoclinic of slope αi and αi+1 > αi (see Definition 2.9). In general, the steps of the filtration will not
be overconvergent. However, it turns out that there are intermediate “logarithmic decay” rings between
E† and E , over which Mi are defined. This builds on an idea of Dwork-Sperber and utilized by Wan (see
[8] and [25]), where they consider Frobenius structures with logarithmic decay. To define the r-log-decay
ring, we need to introduce naive partial valuations on E . For any a(T ) =
∑
anT
n ∈ E we define
vnaivek (a(T )) = min
vp(ai)≤k
{i}.
That is, vnaivek (a(t)) is the T -adic valuation of a(T ) reduced modulo p
k+1. We then define Er to be the
subring of E consisting of series a(T ) such that there exists c > 0 with vnaivek (a(t)) ≥ −cp
rk for k ≫ 0.
We say that a convergent F -isocrystal has r-log-decay if there exists a basis such that the Frobenius and
connection are defined over Er .
Theorem 1.5. Let r = 1αi+1−αi . Then Mi has r-log-decay.
This theorem states that the rate of logarithmic decay is closely related to the differences between
consecutive slopes. We further conjecture in that if M is irreducible the slopes are entirely determined
by the rate of log-decay (see Conjecture 2.16). One interesting aspect about F -isocrystals with log-
decay is that there are no rank one F -isocrystals between those with 1-log-decay and those that are
overconvergent:
Proposition 1.6. Let N be a rank one convergent F -isocrystal. If N has r-log-decay for some r < 1, then N
is overconvergent.
These two results are proved using techniques similar to those used to prove the monodromy stability
results described in §1.2. Proposition 1.6 follows from the monodromy theorem for rank one F -isocrystals
described in §1.4, while to prove Theorem 1.5 we study the Frobenius equations that define the subspace
Mi inM . A surprising consequence of Theorem 1.5 and Proposition 1.6 is a slightly weaker version of the
Drinfeld-Kedlaya theorem for curves. This result first appears in (see [6] and [17, Appendix A]), though a
local version appeared in Kedlaya’s thesis (see [13]). See Remark 7.5 for a comparison of our approach to
the work of Kedlaya. We make the assumption that M is irreducible, while in [6] they only assume that
M is indecomposible.
Corollary 1.7. (Drinfeld-Kedlaya) Let M be an irreducible F -isocrystal on a smooth curve U and let α1 <
· · · < αr be the generic slopes of M . Then
|αi+1 − αi| ≤ 1.
1.4 The monodromy of rank one F -isocrystals
Let us first give recall Katz’ Riemann-Hilbert correspondence for rank one F -isocrystals. Then by [10,
Chapter 3], there is an equivalence of categories:
{
Rank one F -isocrystals on Spec(F ) with slope 0
}
←→
{
Continuous characters
ρ : GF → Z×p
}
.
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The objects in the category on the left called unit-root F -isocrystals. A unit-root F -isocrystal is de-
termined by an element O×E up to multiplication by
σ(x)
x , for x ∈ O
×
E . Indeed, if M = e0E , with
ϕ(e0) = a0e0, changing the basis to e1 = xe0 gives ϕ(e1) =
σ(x)
x e1. We refer to a0 as a Frobenius of M .
It is natural to ask how to read off properties of ρ from the power series a0. By [4, Theorem
4.12] we know that M is overconvergent if and only if ρ has finite monodromy. Furthermore, in [18]
Matsuda proves that the Swan conductuctor of ρ is equal to the index of the differential equation, as was
suggested by Crew in [4]. The next question is if there are similar results for ρ with infinite monodromy.
Can we read off the ramification invariants of a continuous character ρ with infinite monodromy from
the corresponding F -isocrystals? Our main theorem is that there is a maximal Frobenius of M whose
naive partial valuations are the upper numbering ramification breaks. More generally, we have a similar
theorem for OE-towers, where E is a finite extension of Qp, which is derived from Theorem 1.8 in §4.3.
Theorem 1.8. Let ρ : GF → Z×p be a character corrosponding to a rank one F -isocrystal M . Let s1 < s2 <
. . . be the upper numbering ramification breaks of the image of Im(ρ) and assume that sn+1 > psn for all n.
There exists e0 ∈M , such that if ϕ(e0) = a0e0 we have
vnaivek (a0) = −sk,
for all k. If e1 ∈M and ϕ(e1) = a1e1, then we have vnaivek (a0) ≥ v
naive
k (a1).
We will see that the condition on the growth of sn is satisfied by ρ after restricting to a finite extension
L of F (see Corollary 3.6). This condition is to preclude the existence of an excellent lifting, which is
a non-overconvergent F -isocrystal with an overconvergent Frobenius structure. For example, it is not
too hard to show that the rank one F -isocrystal whose Frobenius is given by 1 + pT−1 has infinite
monodromy, and thus has an excellent lifting. This phenomenon played an important role in the work
of Dwork (see [7]) and recently found applications to p-adic automorphic forms with its connection to
canonical subgroups. We suspect that the existence of an excellent lifting for a unit-root F -isocrystal
implies sk+1 = psk for k ≫ 0. Theorem 1.8 implies that most F -isocrystals, even those coming from
geometry, do not have an excellent lifting. Similar phenomenon was previously observed by Sperber in
[22].
1.5 Frobenius equations and unit-root subspaces
Let M be an overconvergent F -isocrystal on Spec(F ) and let Mi be a piece of its slope filtration. We
will see that there are recursive Frobenius equations, whose solution in M ⊗ E defines the subspace Mi.
By carefully studying these recursive Frobenius equations we are able to prove that Mi has r-log-decay.
Furthermore, when Mu−r has rank one, we are able to prove that the Frobenius of Mu−r has precise
growth properties, resembling the r-psuedo-stable monodromy property.
To give an idea of the proof, let us restrict ourselves to the case where M has rank two and has
slopes 0, 1. Furthermore, we will assume that M has a basis e0, e1 such that the matrix AM = (ai,j) of
the Frobenius structure is of the form(
a1,1 a1,2
a2,1 a2,2
)
≡
(
1 0
0 p
)
mod pN ,
for some large N . Then Mu−r is a subspace of M ⊗E† E with a basis z = e1 + ǫ2e2. As M
u−r is
preserved by ϕ we see that ϕ(z) = λz, for some λ ∈ O×E . We have
λ = a1,1 + a1,2ǫ
σ
2 =
a2,1 + a2,2ǫ
σ
2
ǫ2
.
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Setting bi,j =
ai,j
a1,1
, we see that ǫ2 is a solution of the recursive Frobenius equation
x = −b2,1 − b2,2x
σ + b1,2x
σx.
This Frobenius equation is quite complicated due to term b2,1x
σx (and even more so for higher rank
F -isocrystals). However, we do not need to study ǫ2 itself; by Theorem 4.7, we only need to understand
vnaivek (a1,1 + a1,2ǫ
σ
2 ). It turns out that with some additional assumptions on the entries of AM , it suffices
to consider the Frobenius equation
x′ = −b2,1 − b2,2x
σ. (1)
That is, if µ2 is the solution to (1), we show that
vnaivek (µ2) = v
naive
k (ǫ2)
vnaivek (−b2,1 − b2,2µ
σ
2 ) = v
naive
k (−b2,1 − b2,2ǫ
σ
2 ).
We study (1) by reducing to even simpler “iterated” recursive Frobenius equations of the form
x1 = px
σ
1 + T
−n1x2
...
xr = px
σ
r + T
−nr .
(2)
In Proposition 5.11, we show that there exists y1, . . . , ym ∈ E , where each yi is a solution to an iterated
Frobenius equation like (2), such that
µ2 =y1 + · · ·+ ym + c,
and c is a negligible error term. Thus we are reduced to studying vnaivek (−b2,2(y1 + · · · + ym)). In
Proposition 5.15 we determine that the partial valuations vnaivek (−b2,2(y1 + · · · + ym)) have the correct
growth.
1.6 Genus growth for general geometric p-adic Lie towers
Theorem 1.2 and Theorem 1.4 prompt several questions about the slope filtration of an overconvergent
F -isocrystal and the monodromy of their graded pieces. We begin with a conjecture about the genus
growth along p-adic Lie towers of curves that arise from unit-root part of an overconvergent F -isocrystal.
Conjecture 1.9. (global) Let U be a smooth curve over k with compactification C . Let M be an irreducible
overconvergent F -isocrystal on U , such that the Newton polygon of the fiber Mx remains constant as we vary
over x ∈ U . Let η be the smallest nonzero slope of M . The p-adic representation corresponding to the unit-root
subcrystal of M provides a p-adic Lie group G of dimension d and a G-tower of smooth curves
C = C0 ← C1 ← C2 . . . .
We let gn be the genus of Cn. There exists m ∈ Z such that mη ∈ Z, and a0, . . . , am−1 ∈ Q[x] of degree
m( 1η + d) such that
gkm+i = ai(p
k),
for i = 0, . . . ,m− 1 and k ≫ 0.
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Conjecture 1.9 has a natural local counterpart.
Conjecture 1.10. (local) Let M be an irreducible overconvergent F -isocrystal on Spec(F ) with nonnegative
slopes. Let Mu−r be the unit-root subcrystal of M and η be the first nonzero slope. Consider the corresponding
p-adic Lie extension F∞/F and let sn be the largest ramification break of Fn/F . Then there exists m ∈ Z
such that mη ∈ Z and a0, . . . , am−1, b0, . . . , bm−1 ∈ Q such that
skm+i = aip
mrk + bi
for k ≫ 0.
Conjecture 1.9 is a generalization of Conjecture 5.2 in [26] by Daqing Wan to the non-ordinary
context. In light of Theorem 1.8, both conjectures are closely related to Conjecture 2.16 (see §2.6) on
slope filtrations and logarithmic decay F -isocrystals. This conjecture seems approachable when Mu−r
has rank one, building off the methods developed in this paper. In forthcoming work, we will prove
this conjecture under the assumption that M has rank two. We suspect similar results should hold for
the other graded pieces of an overconvergent F -isocrystal. However, it seems unlikely that the slopes
determine the “rate of monodromy psuedo-stability" for the middle graded piece. For example, one can
find overconvergent F -isocrystals with slopes {0, 1, 2} where the middle graded piece is overconvergent.
It would also be interesting to generalize Theorem 7.10 for an arbitrary ground field of characteristic
p using the ramification filtration of Abbes-Saito in [1]. By work of Chiarellotto-Pulita and Xiao (see [3]
and [27]), we know that the Swan conductor of an overconvergent F -isocrystal is equal to a differential
Swan conductor defined by Kedlaya in [16]. This suggests that Theorem 4.7 may be generalized to
arbitrary ground fields. This type of result would allow one to study the p-adic local monodromy of
Hilbert modular varieties. One could hope to use this to prove Euler-characteristic stability along p-adic
towers of higher dimensional varieties.
1.7 Outline
We begin by giving an overview of F -isocrystals and their basic properties in Section 2. This includes an
introduction to the theory of local F -isocrystals with logarithmic decay. In §3 we prove some auxiliary
results on ramification and Galois modules for Zp-towers. The proof of the monodromy theorem, The-
orem 4.7, is contained in §4. In §5 we study recursive Frobenius equations. In §6 we study the minimal
Frobenius elements of geometric unit-root F -isocrystals. The first part of this section, we transform the
Frobenius matrix into a form that is particularly easy to work with. In the second part, we study the
recursive Frobenius equation satisfied by the unit-root sub-F -isocrystal, utilizing the results from §5. It
is worth noting that in §5 and §6, we develop tools to study r-psuedo-stable monodromy, despite the fact
that Theorem 1.2 only deals with 1-psuedo-stable monodromy. The reason for this extra generality is that
we intend on utilizing the tools developed in these sections to prove r-psuedo-stability for more general
F -isocrystals. In §7.1 we prove the results outlined in §1.3 relating the slope filtration to logarithmic decay
and in §7.2 we prove the monodromy stability results outlined in §1.2.
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2 F -isocrystals and their slope filtrations
2.1 The Amice ring and its subrings
Let L be a finite extension of Qp with residue field Fpf , ramification index e, and ring of integers OL.
Let k be a separable extension of Fpf and let E be the fraction field of OL⊗W (Fpf )W (k), where W (R)
denotes the p-typical Witt vectors of R. We define F to be k((T )). Let σ denote the enodmorphism of
E defined by id⊗ Frobf . We define the following rings:
EF,L :=
{ ∞∑
n=−∞
anT
n ∈ E[[T, T−1]]
∣∣∣ vp(ai) is bounded below and
vp(ai)→∞ as i→ −∞
}
.
E†F,L :=
{ ∞∑
n=−∞
anT
n ∈ EF,L
∣∣∣ There exists m > 0 such that
vp(ai) ≥ −mi for i≪ 0
}
.
ErF,L :=
{ ∞∑
n=−∞
anT
n ∈ EF,L
∣∣∣ There exists c such that
vp(an)−
logp(−n)
r ≥ c for n < 0
}
.
When there is no ambiguity, we will omit the L or we will drop omit the F and the L. We refer to T as a
parameter of each of these rings and L as the field of constants. These rings are local discrete valuation
rings with residue field F and we denote their rings of integers by OE , OE† , OEr . If T
′ is contained in
OE (resp. OE† or OEr ) and T
′ reduces to a uniformizing element of F then we may take T ′ to be the
parameter used for defining E (resp. E† or Er ).
Definition 2.1. Let R be E , E†, or Er. A ring endomorphism σ of R is a Frobenius if it extends σ on L and
reduces to the Frobenius morphism modulo p :
σ(a) ≡ ap
f
mod p.
If T is a parameter of R then T → T p
f
defines a Frobenius of R, which we refer to as σT .
Let σ be a Frobenius of E†. Then by [23, Lemma 2.5.1] there is a unique Frobenius equivariant
embedding
iσ : E →W (F
perf)[p−1],
which induces the identity modulo p. For example, the map iσT sends T to [T ], the Teichmuller lift of T .
We can then define partial valuations wk on E . Let x ∈ E with Teichmuller expansion [x] =
∑∞
i≫∞[xi]π
i.
For any k ∈ Q we define
wk(x) = min
vp(πn)≤k
vT (xn).
If iσT and x ∈ OE , then wk(x) is the smallest power of T occurring in x reduced modulo π
ke. These
parial values satisfy the following fundamental inequalities
wk(x+ y) ≥ min(wk(x), wk(y))
wk(xy) ≥ min
i+j≤k
(wi(x) +wj(y)),
(3)
with equality if the minimum is obtained exactly once. Note that we could have defined E† and Er using
these partial valuations:
E† :=
{
x ∈ E
∣∣∣ There exists m > 0 such that
wk(x) ≥ −mk for k ≫ 0
}
.
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Er :=
{
x ∈ E
∣∣∣ There exists c > 0 such that
wk(x) ≥ −cp
kr for k ≫ 0
}
.
Informally, we may think of these definitions as T -adic instead of p-adic. By a Proposition of Matsuda
(see [18, Proposition 2.2]) we see that (OEr , πOEr ) is a Henselian pair. This allows us to deduce the
following Lemma about unramified extensions of Er .
Lemma 2.2. Let K be a finite extension of F . There is a unique unramified extension ErK,L (resp. E
†
K,L) of
ErF,L (resp E
†
F,L) whose residue field K and whose field of constants is L.
If there is no ambiguity about L, but we wish to speak about extensions of F , we will only omit the
L in the subscript. For example, for extensions F1, F2 of F , the corresponding extensions of E will be
EF1 , EF2 .
Remark 2.3. The embedding iσ extends uniquely to an embedding
E →W (Lperf)[p−1].
Remark 2.4. If K is inseperable, there is still an extension E of E whose residue field is K and there is still
an extension of iσ . However, this extension is no longer unique, as we must choose a pn-th root of unity. It will
be important for us to consider such extensions in the following sections.
The following lemma describes the image of iσ on E and its extensions. It will be used in the proof of
Theorem 4.7.
Lemma 2.5. Let σ = σT . Then
1. wk takes integer values on E .
2. Let K/F be a separable extension. Let x ∈ OEK with
x = [x0] + [x1]p mod p
2.
Then x0 ∈ K and x1 ∈ K
1
p .
Proof. The first part follows from the fact that iσ(T ) = [T ] and from 3. For the second part, first assume
K = F . Then we know x1 ∈ F
1
p by explicitly considering the addition and multiplication formulas of
Witt vectors. For general K , consider a minimal polynomial satisfied by x and solve for its Teichmuller
expansion modulo p2.
2.2 F -isocrystals over E , E †, and Er
Let R be either E , Er or E†. The aim of this section is to define (ϕ,∇)-modules over R. Roughly, these
are differential modules over R whose derivation is compatible with a Frobenius semi-linear map.
Definition 2.6. A ϕ-module for σ is an R-moduleM equip with a σ-semilinear endomorphism ϕ : M →M
whose linearization is an isomorphism. More precisely, we have ϕ(am) = σ(a)ϕ(m) for a ∈ R and σ∗ϕ :
R⊗σ M →M is an isomorphism.
Definition 2.7. Let ΩR be the module of differentials of R over E. In particular ΩR = RdT . We define the
δT : R→ ΩR to be the derivative ddT . A∇-module over R is anR moduleM equipped with a connection. That
is, M comes with a K-linear map ∇ : M → ΩR satisfying the Liebnitz rule: ∇(am) = δT (a)m+ a∇(m).
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We may view a ∇-module M over R as a differential equation over R by considering the equation
∇(x) = 0. Now we may introduce (ϕ,∇)-modules, which is roughly an R-module with ϕ and ∇
structures that are compatible.
Definition 2.8. By abuse of notation, define σ : ΩR → ΩR be the map induced by pulling back the differential
along σ. In particular
σ(f(T )dT ) = σ(f(T ))dσ(T ).
A (ϕ,∇)-module is an R-moduleM that is both a σ-module and a ∇-module with the following compatibility
condition:
M M ⊗ ΩR
M M ⊗ ΩR.
ϕ
∇
ϕ⊗σ
∇
We denote the category of (ϕ,∇)-modules over R by MΦ∇R,σ .
If S is Es or E†, and R ⊂ S, then there is a natural functor from MΦ∇R,σ to MΦ
∇
S,σ given by
M →M ⊗R S. We say that M ∈ MΦ
∇
E,σ is overconvergent if it is in the essential image of MΦ
∇
E†,σ
and
we will say that M has r-log-decay if it is in the essential image of MΦ∇Er,σ . We say that M has strict
r-log-decay if M has r-log-decay and M does not have s-log-decay for s < r.
Definition 2.9. An (ϕ,∇)-module M over R is unit-root or étale if there exists an OR-lattice M0 ⊂ M
with M0 ⊗ R ∼= M such that M0 ⊗σ OR →M0 is an isomorphism. Let t ∈ Q and let Qp(−t) denote the
rank one (φ,∇)-module Re0, defined by ϕ(e0) = pte0 and ∇(e0) = 0. We say that M is isoclinic of slope
t if M ⊗ Qp(t) is unit-root. That is, M is a twist of a unit-root (ϕ,∇)-module. The subcategory of MΦ∇R,σ
consisting of étale (ϕ,∇)-modules will be denoted as MΦet,∇R,σ .
Theorem 2.10 (Katz (see [10]), Tsuzuki (see [23])). Let GF be the absolute Galois group of F and let IF
denote the inertia group. There is an equivalence of categories
MΦet,∇E,σ ←→ {continuous representation ρ : GF → GLn(L)}.
If we restrict ourselves to unit-root F -isocrystals that are overconvergent we obtain:
MΦet,∇
E†F ,σ
←→ {continuous representation ρ : GF → GLn(L), |ρ(IF )| <∞}.
2.3 Rings of periods
To understand Katz’ equivalence it is necessary to introduce a period ring. For any finite extension K of
F we let EK be the unramified extension of E whose residue field is K . We define
E˜ =
⋃̂
[K:F ]<∞
EK ,
the p-adic completion of the union of all EK , and we let OE˜ be the ring of integers of E˜ . Let ρ : GF →
GL(V ), where V is a free OL-module of finite rank. The corresponding unit-root F -isocrystal M is
(OE˜ ⊗OL V )
GF ,
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where the Frobenius acts on OE˜ ⊗OE V by σ ⊗ id. Assume that V has rank one with basis e0, so that
the corresponding unit-root F -isocrystal is a OE -module contained in OE˜ ⊗OE V generated by x0 ⊗ e0,
where g(x0) ⊗ ρ(g)e0 = x0 ⊗ e0. We refer to x0 as a period of ρ. Note that the periods of ρ are well
defined up to multiplication by O×E . The Frobenius matrix of M is then
σ(x0)
x0
, and is well defined up to
multiplcation by a
σ
a with a ∈ O
×
E .
Lemma 2.11. Let ρ1, ρ2 : GF → OE be continuous Galois representations with periods x1 and x2. Let Fi,∞
be the p-adic Lie extensions of F corresponding to ρi. If
F1,∞ ∩ F2,∞ = F,
then x1x2 is a period of ρ1 ⊗ ρ2.
Proof. This is clear from the fact that GF1,∞F2,∞/F = GF1,∞/F ×GF2,∞/F .
2.4 Independence of lifting of Frobenius
Let R be E or E†. Let σ1 and σ2 be Frobenius endomorphisms on E
† and let M be in MΦ∇R,σ2 . Then in
[24, Section 3.4], Tsuzuki describes an R-linear isomorphism
ǫσ2,σ1 : M ⊗σ1 R→M ⊗σ2 R, (4)
which induces an equivalence of categories
ǫ∗σ2,σ1 : MΦ
∇
R,σ2 →MΦ
∇
R,σ1 .
In particular, if ϕ is the Frobenius structure ofM and ∇ is the connection, then ϕ◦ǫσ2,σ1 is the Frobenius
of ǫ∗σ2,σ1M and ∇ is the connection.
If we replace R with Er we can still consider the power series that defines ǫσ2,σ1 . A priori we only
from [24, Proposition 3.4.2] that the image of ǫσ2,σ1 will land in (M ⊗σ2 E
r) ⊗Er E . However, it is
straightforward to verify that the image of ǫσ2,σ1 lands in M ⊗σ2 E
r . As ǫσ2,σ1 is the inverse of ǫσ1,σ2 we
obtain an equivalence of categories.
Proposition 2.12. There is an equivalence of categories
ǫ∗σ2,σ1 : MΦ
∇
Er,σ2 → MΦ
∇
Er,σ1 .
In particular, we may omit the σ in the subscript of MΦ∇R,σ.
2.5 F-isocrystals with coefficients
The content of this subsection appears to be well known to experts. However, we are unaware of a
reference that gives precisely what we need.
Definition 2.13. Let F − Isoc(F ) denote the Qp-linear category MΦ∇EF,Qp . Following Deligne in [5], for
any finite extension L of Qp we may form the category F − Isoc(F ) ⊗ L, consisting of pairs (M,f), where
M is an object of F − Isoc(F ) and f : L → End(M) is a Qp-linear map. We refer to an object of
F − Isoc(F ) ⊗ L as a convergent F -isocrystal on Spec(F ) with coefficients in L. We define F − Isoc†(F )
(resp. F − Isocr(F )) and in the analogous way and we refer to their objects as overconvergent F -isocrystals
(resp. r-log-decay F -isocrystals).
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Proposition 2.14. There is an equivalence of categories
MΦ∇EF,L ←→ F− Isoc(F )⊗ L.
Analogous results hold in the overconvergent and r-log-decay cases.
Proof. Let σ be a Frobenius of EF,Qp . The objects of F − Isoc(F ) ⊗ L are free modules M over
EF,Qp ⊗Qp L with an isomorphism ϕ : (σ ⊗ 1)
∗M → M and a compatible connection ∇. Consider the
map
ψ : EF,Qp ⊗Qp L→ EF,Qp ⊗K0 L
∼= EL. (5)
Both σf ⊗ 1 and ddT ⊗ 1 extend along this map, where they induce the maps σ
f and ddT on EL. Thus the
pullback ψ∗M is an object of MΦ∇EF,L .
For the converse, we first assume that L is unramified over Qp. For i = 0, . . . , f − 1 we define
Ai = (σ
i ⊗ 1)∗ψ∗EL,
which is an EF,Qp ⊗Qp L-module. Let β ∈ L such that β, . . . , β
σf−1 is a basis of L over Qp. We define
Ci =
{ f−1∑
j=0
aj ⊗ β
σj ∈ EF,Qp ⊗Qp L |
∑
ajβ
σj−i = 0
}
,
and note that EF,Qp ⊗Qp L/Ci
∼= Ai. In fact we have
EF,Qp ⊗Qp L
∼=
f−1⊕
i=0
Ai,
To see this, note that
f−1⋂
j=0
Ci = 0,
by the linear independence of characters and compare the dimensions of both spaces as EF,Qp-spaces.
Now let (N,ϕ,∇) ∈MΦ∇EF,L and define
Ni = (σ
i ⊗ 1)∗ψ∗N
and consider M = ⊕Ni. By the previous paragraph, we know that M is a free EF,Qp ⊗Qp L-module of
rank equal to the rank of N . The Frobenius structure is defined on each factor by
(σ ⊗ 1)∗Ni ∼= Ni+1
1
−→ Ni+1, i < f − 1
(σ ⊗ 1)∗Nf−1 ∼= (σ
f ⊗ 1)∗N0
ψ∗ϕ
−→ N0,
and the connection on Ni is (σ
i ⊗ 1)∗ψ∗∇. Compatibility between the connection is automatic for
i < f − 1. When i = f − 1 it follows from the compatibility of ϕ and ∇.
For general L/Qp, we let L0 be the maximal unramified extension of Qp contained in L. By applying
−⊗L0 L to the above construction, we obtain the general result.
Definition 2.15. Let M ∈ MΦ∇EF,L and let (M
′, f) be the corresponding object of F − Isoc(F ) ⊗ L. For
g ∈ GL/Qp we define M
g to be object of MΦ∇EF,L corresponding to (M
′, f ◦ g−1). When M is etale and
corresponds to the Galois representation ρ, then Mg corresponds to ρg . We make the same definition for
overconvergent and r-log-decay F -isocrystals. The action of g commutes with the functors MΦ∇EF,L → MΦ
∇
ErF,L
and MΦ∇ErF,L → MΦ
∇
E†F,L
.
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2.6 Relationship between Frobenius slopes and logarithmic decay
Let M be an overconvergent F -isocrystal on Spec(F ). A theorem of Katz (see [11]) states that M ⊗E† E
has a slope filtration
M0 ⊂M1 ⊂M2 ⊂ ... ⊂Md = M ⊗E† E ,
where each graded piece gri(M) = Mi+1/Mi is isoclinic of slope αi and α1 < α2 < · · · < αd. By
Theorem 2.10 we see that each graded piece has a corresponding p-adic representation of GF . The
following conjecture relates the rate of logarithmic decay of Mi to the differences between consecutive
slopes.
Conjecture 2.16. Assume M is irreducible. Let ri = 1αi+1−αi . The subcrystal Mi from the slope filtration
has strict ri-log-decay. In particular the smaller differences in slopes give faster rates of decay.
In §7 we provide evidence for this conjecture. For example, we prove that Mi has ri-log-decay for any
M . We also prove Conjecture 2.16 when M is ordinary.
3 Ramification theory for Zp-towers
3.1 The higher ramification groups
We first recall the definition and basic properties of the higher ramification groups (see [21] for more
details). Let L be a separable Galois extension of F = k((T )) such that GL/F is a finite dimensional
p-adic Lie group. For s ∈ R≥0 there is an upper numbering ramification group GsL/F such that whenever
t > s we have GtL/F ⊆ G
s
L/F . If K is an extension of F contained in L, then
GsK/F =
GsL/FGL/K
GL/K
. (6)
Define the function
ψL/F (y) =
∫ y
0
[G0L/F : G
s
L/F ]ds.
Since the function ψL/F is monotone increasing there is an inverse function ϕL/F . The ramification
polygon of L over K is the graph of y = ϕL/F (x). When L is a finite extension of F , there are lower
numbering ramification groups satisfying (GL/F )x = (GL/F )
ϕL/F (x).
If L is a finite extension of F we define the different δL/F as follows : let U be a uniformizer of L
and let f(x) ∈ F [x] be the minimal polynomial of U . Then δL/F is the U -adic valuation of f
′(U). Let s
(resp. λ) be the largest break in the upper (resp. lower) numbering ramification filtration of GL/F . Then
δL/F and s are related by the following formula
δL/F = |GL/F |s− λ+ |GL/F | − 1. (7)
3.2 Ramification along Zp-towers
Let F = F0 ⊂ F1 ⊂ F2 ⊂ . . . be a tower of fields with GFn/F = Z/p
nZ. Let F∞ be the compositum
of the Fi, so that GF∞/F = Zp. We define λF,n (resp sF,n) to be the largest ramification break of GFn/F
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with the lower (resp upper) numbering and we set s0 = λ0 = 0. Then sn is the n-th break in the
ramification filtration of GF∞/F . The two numberings are related by the following formulas:
sn =
n−1∑
i=0
λi+1 − λi
pi
(8a)
λn =
n−1∑
i=0
(si+1 − si)p
i. (8b)
In particular, using (7) we may write the different as
δFn/F =
n∑
i=1
(pi − pi−1)(si + 1). (9)
Lemma 3.1. Assume that k is a finite field. For i > j > 1 we have the following inequalities
si ≥ psi−1 (10a)
λk ≥ p
j(p− 1)jλi−j . (10b)
Proof. Inequality (10a) follows from local class field theory. The totally ramified Zp-extension F∞/F
corresponds to an open subgroup H of O×F such that O
×
F /H
∼= GF∞/F . The image of the subgroup
U s = 1+T sOF corresponds to the subgroup G
s
F∞/F
. For any group A we let A×p denote the {ap | a ∈
A}. Since we are in characteristic p we have (U s)×p ⊂ Ups for any s. On the Galois side of the
correspondence we obtain
(GsF∞/F )
×p ⊂ GpsF∞/F .
However, since our Galois group is equal to Zp we know that (G
si−1
F∞/F
)×p = GsiF∞/F , which proves (10a).
To prove the remaining inequality we first observe from (8b) that pi−2si−1 > λi−1. Then using (8b) and
(10a) we find
λk > p
i−1(si − si−1)
≥ pi−1(p− 1)si−1
> p(p− 1)λi−1.
3.3 Galois structure and ramification along Zp-towers
Let F∞/F be a totally ramified Zp-tower. Let T be a uniformizing element of F and let v denote the
valuation on F∞ normalized so that v(T ) = 1. The question we will address in this subsection is to what
extent can we determine the valuation of x ∈ F∞ if we know the valuation of g(x) − x for g ∈ G∞. In
general, this is impossible, since the valuation of g(x)− x does not change if we add an element of F to
x. However, we will decompose F∞ into the direct sum of subspaces, and for x inside of a summand, we
may determine v(x) from v(g(x)−x) for appropriate g. For each n we let Tn be a uniformizing element
of Fn so that v(Tn) =
1
pn . Then powers of Tn form a basis of Fn as a vector space over Fn−1:
Fn = Fn−1 ⊕ TnFn−1 ⊕ · · · ⊕ T
p−1
n Fn−1.
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We define
Rn =
pn−1⊕
i=1
p∤i
T inF for n > 0, and
R0 = F.
In particular we have the decompositions:
Fn =
n⊕
i=0
Ri
F∞ =
∞⊕
i=0
Ri.
Proposition 3.2. Let x ∈ Rn and let g ∈ GFm/F for m > n (so that g acts on x). Let r be the largest
number such that g fixes Fr (i.e. < g >= GFm/Fr ). Then we have
v(g(x) − x) =∞ if r>n, and
v(g(x) − x) = v(x) +
λr
pn
.
Proof. If r > n then x is fixed by g which gives v(g(x) − x) = ∞. Otherwise, let i be prime to p. Then
we have
g(T in)− T
i
n = (g(Tn)− Tn)(g(Tn)
i−1 + · · ·+ T i−1n ).
We know that v(g(Tn)− Tn) =
λr+1
pn , because Tn is a uniformizing element and λr is the r-th break in
the ramification filtration of GFn/F . Also, since g(Tn) ≡ Tn mod T
2
n we know that for k < i− 1
g(Tn)
kT i−1−kn ≡ T
i−1
n mod T
i
n.
In particular, this gives
g(Tn)
i−1 + · · ·+ T i−1n ≡ iT
i−1
n mod T
i
n,
and since p ∤ i we conclude
v(g(Tn)
i−1 + · · · + T i−1n ) =
i− 1
pn
.
It follows that v(g(T in)− T
i
n) =
i+λr
pn .
For x ∈ Rn write
x =
⊕
i=1
p∤i
xiT
i
n,
where xi ∈ F . We know that v(xiT
i
n) =
i
pn + di, where di = v(xi) is in Z. In particular, there exists a
unique j with v(xjT
j
n) = v(x). By the previous paragraph we know that
v(g(xiT
i
n)− xiT
i
n) =
i+ λr
pn
+ ni.
This means
v(g(x) − x) =
j + λr
pn
+ nj = v(xjT
j
n) = v(x) +
λr
pn
.
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3.4 Behavior of ramification along towers after finite base change
Let F∞/F be a p-adic Lie extension and let K be a finite extension of F . We define K∞ to be the
p-adic Lie extension of K with Kn = KFn. We let sn (resp. sK,n) denote the largest upper numbering
ramification break of Fn over F (resp. Kn over K). In this section we compare sn and sK,n.
Lemma 3.3. Assume that F∞/F is an Abelian p-adic Lie extension. Then sn ≥ psn−1 for all n.
Proof. This follows from (6) and Lemma 10a.
Lemma 3.4. Assume that F∞/F is a Zp-tower and that K = Fn. Then
sK,k = p
nsn+k − p
nsn + λn.
Proof. This follows from (8a) and the fact that λK,k = λn+k.
Lemma 3.5. Let F∞/F be a Zp-extension and let K/F be an extension of degree p with K ∩ F∞ = F .
There exists c > 0 and j > 0 such that
sK,n = sn i ≤ j
sK,n = psn − c i > j.
If λ is the ramification break of K/F , then c ≤ (p− 1)λ.
Proof. We first want to study the upper numbering ramification breaks of GK∞/F . By 6 we know
s1 < s2 < . . . are breaks of GK∞/F . We also deduce from 6 that there is at most one additional break.
If there exists an additional break, we let s′ be this break and we let j be the smallest number such that
s′ < sj . If there is no additional break, then there exists a unique j such that G
sj
K∞/F
/G
sj+ǫ
K∞/F
∼= (Z/pZ)2
for ǫ small, and we let s′ = sj . Thus, the upper number ramification breaks of GK∞/F are
s1 < · · · < sj−1 < s
′ ≤ sj < . . . .
The lower numbering breaks are then
λ′1 < · · · < λ
′
j−1 < λ
′ ≤ λ′j < . . . ,
where we have
λ′i = λ
′
i−1 + (si − si−1)p
i−1 for i ≤ j − 1
λ′ = λ′j−1 + (s
′ − sj−1)p
j−1
λ′j = λ
′ + (sj − s
′)pj
λ′i = λi−1 + (si + si−1)p
i for i > j,
and λ′0 = 0. If we write GK∞/F = GF∞/F ×GK/F , then s
′ is the smallest break such that
Gs
′+ǫ
K∞/F
∩ ({0} ×GK/F ) = {0}.
Therefore the lower numbering breaks of GK∞/K are λ
′
1 < λ
′
2 . . . . The lemma then follows from (8a),
where we see that we may take c to be (p− 1)s′.
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Corollary 3.6. Let F∞/F be a Zp-extension. There exists an extension K/F such that
sK,n+1 > psK,n,
for all n.
Corollary 3.7. Let F∞/F be a Zp-extension and let K/F be a finite extension of p-power degree. Assume
that sk+1 > psk. Then sK,n+1 > psK,n, for all n.
Question 3.8. If we have F0 contained in F with [F : F0] = p, it is natural to ask if we can descend
F∞/F to a Zp-extension of F0. Lemma 3.5 gives an obstruction to this problem. Namely, if sn+1 = psn occurs
infinitely often, then descending F∞/F to any F0 is impossible. Similarly, if the sn are not all congruent
modulo p, then descending F∞/F to F0 is impossible. It would be interesting to give a condition on F∞/F ,
which makes descending possible.
Lemma 3.9. Then the functions ϕFn/F (x) converge pointwise to ϕF∞/F (x). More precisely, for any x0 > 0,
there exists N such that for n > N and x ∈ [0, x0] we have
ϕFn/F (x) = ϕF∞/F (x).
Proof. This follows from the property
GsF∞/FGF∞/Fn/GF∞/Fn = G
s
Fn/F
and the fact that
∞⋂
s≥0
GsF∞/F = {0}.
Proposition 3.10. Then there exists x0 > 0, N0 > 0, and c ∈ Q depending only on K , such that for x > x0
and n > N0 we have
[K : F ]ϕ′Fn/F (x) = ϕ
′
Kn/K
(x+ c).
Proof. The first step is to compare ϕ′Kn/F with ϕ
′
Fn/F
for large enough n. Let s0 be large enough so that
Gs0K/F = {0}. Then as the composition of maps
GKn/Fn →֒ GKn/F → GK/F
is injective, we find that Gs0Kn/F ∩GKn/Fn = {0}. Then since
Gs
Kn/F
GKn/Fn∩G
s
Kn/F
∼= GsFn/F we have∣∣∣∣∣GFn/FGsFn/F
∣∣∣∣∣ =
∣∣∣∣∣ GKn/F /GKn/FnGsKn/F /(GKn/Fn ∩GsKn/F )
∣∣∣∣∣ = 1∣∣GKn/Fn∣∣
∣∣∣∣∣GKn/FGsKn/F
∣∣∣∣∣,
for s > s0. This implies that [Kn : Fn]ψ
′
Fn/F
(s) = ψ′Kn/F (s) for s > s0. Let N0 be large enough such
that [Kn : Fn] = [K∞ : F∞] for n > N0. By Lemma 3.9 we may also assume that
ψKn/F (s) = ψK∞/F (s)
ψFn/F (s) = ψF∞/F (s),
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for n > N0 and s ≤ s0. In particular, for s > s0 and n > N0 we have
ψKn/F (s) = ψK∞/F (s0) + [Kn : Fn](ψFn/F (s)− ψFn/F (s0))
ψFn/F (s) = ψF∞/F (s0) + ψFn/F (s)− ψFn/F (s0).
Then setting c = ψK∞/F (s0)− ψF∞/F (s0), we have
ϕ′Fn/F (x) = [K∞ : F∞]ϕ
′
Kn/F
([K∞ : F∞]x+ c), (15)
for x > ψF∞/F (s0). This implies ϕFn/F (x) = ϕ
′
Kn/F
([K∞ : F∞]x+ c).
The next step is to compare ϕK∞/F (x)
′ to ϕ′K∞/K(x). Choose s1 large enough so that G
s1
K∞/F
⊂
GK∞/K and let N be large enough so that GK∞/Kn ⊂ G
s1
K∞/F
for all n > N . These two inclusions
imply
Gs1Kn/F ⊂ GKn/K .
By Lemma 3.9 we may make N large enough so that x1 = ϕKn/F (s1) does not depend on n > N . Since
(GKn/F )x ∩GKn/K = (GKn/K)x, we have
(GKn/F )x = (GKn/K)x,
for all x > x1. This shows that∣∣GKn/F /(GKn/F )x∣∣ = [K : F ]∣∣GKn/K/(GKn/K)x∣∣,
for x > x1. This implies
ϕ′Kn/F (x) =
1
[K : F ]
ϕ′Kn/K(x).
Combining this with (15) gives
[K : F ]ϕ′Fn/F (x) = ϕ
′
Kn/K
(x+ c),
which proves the Proposition.
Corollary 3.11. Let ρ : GF → O
×
E be a continuous Galois representation. LetK be a finite extension of F and
let ρ′ be the restriction of ρ to GK . Then ρ has r-pseudo-stable monodromy if and only if ρ′ has r-pseudo-stable
monodromy. Similarly, ρ has r-log-bounded monodromy if and only of ρ′ has r-log-bounded monodromy.
4 A monodromy theorem for rank one F -isocrystals
In this section, we prove a monodromy theorem describing how the Frobenius structure of a rank one F -
isocrystal determines the ramification of the corresponding Galois representation. We will need to utilize
Lemma 3.1, so we will assume that k is a finite field throughout this section. Consider a continuous
character ρ : GF → Z×p and let Mρ be the corresponding rank one F -isocrystal with coefficients in Qp.
In particular, we may regard M as a (ϕ,∇)-module over E = EF,Qp . We will assume that the image of ρ
is 1 + pZp ⊂ Z×p . Define
GF (n) = ker(ρ : GF → (Zp/pZp)
×)
Gn = GF /GF (n).
Let Fn be the fixed field of GF (n) and let En be the extension of E corresponding to Fn, so that
GEn/E
∼= Gn. We define gn to be an element of GF satisfying ρ(gn) = 1 + p
n. Let sn and λn be as in 3.
We will assume sn+1 > psn for all n, which will hold after a finite base change by Corollary 3.6
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4.1 Parameter growth
Let T be a parameter of E and fix the Frobenius endomorphism σ = σT . As discussed in 2.1, both σ
and iσ extend to En. We will regard En as a subring of W (F
alg)[p−1], which allows us to regard wk as
a partial valuation on En. By definition, wk(T ) = 1 for all k ≥ 0. However, if Tn is a parameter of En,
it is not true that σ(Tn) is T
p
n and in general wk(Tn) will tend to −∞. The purpose of this subsection is
to find a parameter Sn of En, where we can control the growth of wk(Sn) in terms of the ramification of
Fn over F . We also study the action of Gn on Sn and lifts of Artin Schreier equations.
For n > 0 we define
bn =
(p− 1)λi
pi
+
(p2 − p)λi−1
pi
+ · · · +
(pi − pi−1)λ1
pi
,
and we set b0 = 0. Then we have
sn = bn +
λn
pn
(16)
bn = bn−1 +
(p− 1)λn
pn
. (17)
Lemma 4.1. Let x1, x2 ∈ OE and let m1,m2 < 0 such that
wk(x1) ≥ m1k + c1, wk(x2) ≥ m2k + c2,
for k ≥ 0. Let m = min(m1,m2). Then we have
wk(x1x2) ≥ mk + c1 + c2.
Proof. We immediately see that
wk(x1x2) ≥ min
i+j≤k
wi(x1) + wj(x2)
≥ mk + c1 + c2.
Corollary 4.2. Let K be a finite extension of F . Let S be a parameter of EK with wk(S) ≥ b + km for
k ≥ 0. Let S be a uniformizer of EK with wk(S) ≥ 1 + km. For f(S) ∈ SnOE [[S]] (i.e. f(S) we have
wk(f(S)) ≥ nb+ km,
for k ≫ 0.
Lemma 4.3. Let c > 0. Let x1, x2 be elements in W (F
perf
∞ ) satisfying
w0(xi) ≥ w1(xi) + c.
Assume that for some g ∈ GF∞/F we have
wk(x
g
i − xi) ≥ wk(xi) + c,
for k = 0, 1. Then
wk((x1x2)
g − x1x2) ≥ wk(x1x2) + c.
20
Proof. Write
xi ≡ [xi,0] + [xi,1]p mod p
2,
so that our hypothesis implies v(xgi,k − xi,k) ≥ v(xi,k) + c. Thus x
g
i,k = xi,k + ai,k, where v(ai,k) ≥
v(xi,k) + c. The lemma follows by expanding (x0,kx1,k)
g − x0,kx1,k.
Lemma 4.4. Consider the Artin Schreier equation
Xp −X + f = 0,
for Fn+1 over Fn and let λ = −v(f). We may assume λ =
λn+1
pn . Let f ∈ OEn be a lift of f and let V satisfy
V p − V + f = 0. (19)
The following are true:
1. We have w1(V − gn+1(V )) ≥ −
(p−1)
p λ.
2. Let m > 0 such that wk(f) ≥ −λ− km for all k ≥ 0. Then, wk(V ) ≥ −k(m+ λ), for all k ≥ 1.
Proof. We begin with the first statement. First consider the Teichmuller expansions
V =
∑
[Vi]p
i, f =
∑
[Wi]p
i,
where W0 = f and V0 is a solution of X
p −X +W0. Reducing (19) modulo p
2 yields
0 = V p − V + f ≡ [V p0 ]− [V0]− [V1]p+ [W0] + [W1]p mod p
2. (B)
We also consider the Teichmuller expansion
[V p0 ]− [V0] + [W0] =
∞∑
i=0
[Yi]p
i.
As V p0 − V0 +W0 = 0 we know that Y0 = 0 and thus we may rewrite (B) to obtain
0 ≡ [Y1]− [V1] + [W1] mod p. (C)
Furthermore [Y1] is given by the formula:
Y1 =
([V0]− [V
1/p
0 ] + [W
1/p
0 ])
p − ([V p0 ]− [V0] + [W0])
p
.
If we expand this equation each term looks like
r = b
p∏
i=1
ci,
where ci ∈ {V0, V
1
p
0 ,W
1
p
0 } and b is a multinomial divided by p. Since g([W1]) − [W1] is divisible by p
equation (C) yields
g(V1)− V1 = g(Y1)− Y1.
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The result will follow once we bound v(g(r) − r). For each ci ∈ {V0, V
1
p
0 ,W
1
p
0 } we have v(ci) ≥
λ
p and
v(cgi − ci) ≥ 0. Therefore the valuation of
g(r)− r = b
p∏
i=1
ci − b
p∏
i=1
(ci + ai),
is bounded below by
min
j
v
( p∏
i=1
i 6=j
ci
)
≥ −
(p− 1)λ
p
.
We prove the second claim by induction on n. When n = 1 we see
−[V1]p ≡ [V
p
0 ] + [V0] + f(U) mod p
2.
By our assumption we know w1(f) ≥ −λ −m. As w1([V0]) ≥ −
λ
p we deduce that v(V1) ≥ −λ −m.
Now let n > 1 and assume the result holds for all k < n. Considering the Teichmuller expansions of 19
gives
−[Vn]p
n ≡
( n∑
i=0
[Vi]p
i
)p
−
n−1∑
i=0
[Vi]p
i + f(U) mod pn+1.
By our assumption on f and our inductive hypothesis we know
wn
(
n−1∑
i=0
[Vi]p
i
)
≥ −(k − 1)(λ +m)
wn(f) ≥ −λ−mk,
both of which are greater than −k(λ+m). Therefore it suffices to bound the partial valuations of
( n∑
i=0
[Vi]p
i
)p
mod pn+1.
If we expand this, a general term looks like
b(j1, ..., jp)p
j1+...+jp
p∏
i=1
[Vji ] mod p
n+1,
where j1 + ... + jp ≤ n and b(j1, ..., jp) is some multinomial. If the ji are not all equal, then the
multinomial b(j1, ..., jp) is divisible by p and we must have j1 + ...+ jp ≤ n− 1. Since
v([Vji ]) ≥ −
λ
p
− ji(λ+m)
we have
v(
p∏
i=1
Vji) ≥
p∑
i=1
−
λ
p
− ji(λ+m)
≥ −λ− (n − 1)(λ+m)
> −n(λ+m).
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If we have j1 = j2 = ... = jp then b(j1, ..., jp) = 1 and we may assume ji > 0. In this case our inductive
hypothesis tells us
v
( p∏
i=1
Vji
)
≥ −ji(λ+m)
≥ n(λ+m).
Proposition 4.5. For each n, let Xp −X + fn(Tn−1) be an Artin-Schreier equation of Fn/Fn−1 such that
v(fn(Tn−1)) =
−λn
pn−1
. There exists Un in OEn that lifts a solution of this Artin-Schreier equation satisfying:
w0(Un) = −
λn
pn
(20)
w1(Un) ≥ −
λn
pn
− bn +
bn−1
p
(21)
w1(gn(Un)− Un) ≥ −
(p− 1)λn
pn
(22)
w1(gi(Un)− Un) ≥ −
λn + λi
pn
− bn +
bn−1
p
(23)
wk(Un) ≥ −
λn
pn
− k
p
p − 1
bn. (24)
Proof. For n = 1, the result follows from Lemma 4.4. Now let n ≥ 1 and assume such a Un exists. As λn
is not divisible by p, we may find m with p ∤ m and c such that w0(T cUmn ) =
1
pn . Thus Sn = T
cUmn is a
parameter of En. By Corollary 4.2 and Lemma 4.3 we know if f(Sn) = Σ
∞
i=kaiS
k
n is a Laurent series in
OE((Sn)) and ak is a p-adic unit, we have
w0(f(Sn)) =
k
pn
w1(f(Sn)) ≥
k
pn
− bn +
bn−1
p
w1(gn(f(Sn))− f(Sn)) ≥
k
pn
− bn +
bn−1
p
+
λn
pn
wk(f(Sn)) ≥
k
pn
− k
p
p− 1
bn
(25)
Now let an+1(Sn) ∈ S
−λn+1
n OE [[Sn]] be Laurent series that reduces to fn+1(Tn) and write
an+1(Sn) ≡ [A0] + p[A1] mod p
2.
Note that v(A0) = −
−λn+1
pn and v(A1) ≥
−λn+1
pn − bn +
bn−1
p . Furthermore, A0 ∈ Fn and A1 ∈ F
1
p
n by
Lemma 2.5. We may write A1 = r0 + r1, so that r0 ∈ Fn and r1 ∈ F
1
p
n \Fn. By Corollary 4.2 there is
hn+1(Sn), which lifts r0 and satisfies
wk(hn+1(Sn)) ≥
−λn+1
pn
− bn +
bn−1
p
− k
p
p− 1
bn. (26)
23
We define dn+1 = an+1(Sn)− phn+1(Sn), which satisfies the congruence
dn+1 ≡ [A0] + p[r1] mod p
2.
As −bn +
bn−1
p +
λn
pn is less than zero we find
v(r1) +
λn
pn+1
= v(gn(r1)− r1) (27)
≥
−λn+1
pn
− bn +
bn−1
p
+
λn
pn
. (28)
Now we define Un+1 to be a solution to the equation X
p −X + dn+1 = 0. It is clear that Un+1 lifts
a solution of the appropriate Artin-Schreier equation and that equation (20) holds. We obtain inequality
(22) from Lemma 4.4. For the other inequalities we consider the Teichmuller expansion
Un+1 = [Un+1,0] + p[Un+1,1] mod p
2.
This gives
p[Un+1,1] ≡ [U
p
n+1,0]− [Un+1,0] + [A0] + p[r1] mod p
2. (29)
As v(Upn+1,0), v(A0) ≥
−λn+1
pn we know from the inequality (27) that
v(Un+1,1) ≥ −
λn+1
pn+1
−
(p− 1)λn+1
pn+1
− bn +
bn−1
p
+
(p − 1)λn
pn+1
= −
λn+1
pn+1
− bn+1 +
bn
p
,
which proves inequality (21). Now let i < n. Then
v(gi(r1)− r1) ≥ −
λn+1 + λi
pn+1
− bn+1 +
bn
p
.
By Lemma (10b) we can deduce
−λn+1
pn
>
−λn+1 + λi
pn+1
− bn+1 +
bn
p
This with (29) shows
w1(gi(Un+1)− Un+1) ≥ −
λn+1 + λi
pn+1
− bn+1 +
bn
p
,
which proves (23). Finally, to prove (24) note that by equation (26)
wk(hn+1(Sn)) ≥ −
λn+1
pn
− (k + 1)
p
p − 1
bn.
Thus wk(dn+1) ≥ −
λn+1
pn − k
p
p−1bn, so that (24) follows from Lemma 4.4.
Remark 4.6. In the proof of Proposition 4.5 we used a parameter Sn of En with bounded partial valuations.
In the proof of Theorem 4.7 we will use Sn and the bounds given in (25).
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4.2 Monodromy theorem
Theorem 4.7. There exists a period x ∈ OE˜ of ρ with x ≡ 1 mod p such that
1. For k > 0 we have wk(x) ∈ 1pZ/Z.
2. For k > 0 we have wk(x) = −
sk
p .
Furthermore, if y ∈ OE˜ is another period of ρ with y ≡ 1 mod p then for all k ≥ 0 w have
wk(y) ≤ wk(x).
Remark 4.8. Theorem 4.7 says that p ∤ sk. This fact can also be deduced using local class field theory and
relies essentially on the assumption that sk+1 > psk for all k.
Proof. Let L = Zpe0 be a lattice on which GF acts by ρ. Let z ∈ OE˜ be a period of ρ, so that z ⊗ e0 is
fixed by GF . Since the residual representation ρ is trivial we may assume z ≡ 1 mod p. We will show
that there exists a ∈ OE such that x = az has the correct partial valuations. The maximality of x will
follow from Lemma 4.9. More precisely, we will construct a period of the form
∞∑
i=0
Xip
i, Xi ∈ OEi .
For n ≥ 1, each Xn will be equal to a sum Xn,1 +Xn,2 + ...+Xn,n satisfying the following:
(I) Xn,i is contained in OEi .
(II) Xn,n is a solution to a lift of an Artin-Schreier equation as in Proposition 4.5. In particular, we
have w0(Xn,n) =
−λn
pn .
(III) For i < n set rn,i = −
sn−bi−1
p and let Si be a parameter of Ei as described in Remark 4.6. Then
Xn,i ∈ S
rn,i
i Zp[[Si]] and w0(Xn,i) = rn,i.
(IV) For each n ≥ 1 we have wk(
∑n
i=0Xip
i) = snp .
We proceed by induction, with our base case being n = 1. Now consider
z ≡ 1 + Z1p mod p
2,
where Z1 ∈ OE1 . We have the decomposition
Z1 ≡ b1,0 + b1,1 mod p,
with b1,0 ∈ R0 and b1,1 ∈ R1. Taking a lift B1 of b1,0 to E and setting a1 = (1− pB1) we have
a1z ≡ 1 + Y1p mod p
2,
where Y1 ≡ b1,1 mod p. Since a1z ⊗ e0 mod p
2 is fixed by g1 we obtain:
a1z ≡ (a1z)
g1(1 + p) mod p2.
This gives bg11,1 − b1,1 = 1 and by Lemma 3.2 we know that v(b1,1) = −
λ1
p . In addition, b1,1 satisfies an
Artin Schrier equation over F satisfying hypothesis of Proposition 4.5. Let X1,1 ∈ E1 be a solution to a
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lift of this Artin Scheier equation as in Proposition 4.5. We then set X1 = X1,1, which clearly satisfies
conditions (I)-(III).
Now let n > 1 and assume that there exists an−1 ∈ OE such that
an−1z ≡ 1 +X1p+X2p
2 + ...+Xn−1p
n−1 mod pn,
where Xi satisfies conditions (I)-(IV) for i = 0, . . . , n− 1. Let Zn ∈ OEn satisfy
an−1z ≡ 1 +X1p+X2p
2 + ...+Xn−1p
n−1 + Znp
n mod pn+1. (30)
Then we have the decomposition Zn ≡ bn,0 + bn,1 + ... + bn,n mod p, where bn,i ∈ Ri. Let Bn ∈ OE
be a lift of bn,0 and set an = (1−Bnp
n)an−1. This gives
an−1z ≡ 1 +X1p+X2p
2 + ...+Xn−1p
n−1 + Ynp
n mod pn+1, (31)
where Yn ≡ bn,1 + ... + bn,n mod p. The main idea is to inductively determine the valuation of bn,j
using the action of gj on bn,j+1 and Lemma 3.2. Then we choose the appropriate lifts of bn,j to satisfy
conditions (I)-(III). Since anz ⊗ e0 mod p
n+1 is fixed by gj , we may look at the action on equation (31)
to obtain
1 +X1p+ ...+Xn−1p
n−1 + Ynp
n ≡ (1 +X1p+ ...+Xn−1p
n−1 + Ynp
n)gj (1 + pj) mod pn+1. (32)
When j = n we obtain bn,n−b
gn
n,n = 1 by cancelling out all of the terms fixed by gn. Proceeding as we did
for the base case, we find that bn,n has valuation −
λn
pn and is the solution of an Artin-Scheier equation.
In particular, we can lift bn,n to an element Xn,n ∈ OEn with the properties given by Proposition 4.5
We will prove v(bn,j) = rn,j by decreasing induction on j. Our base case is j = n, which follows from
the previous paragraph. Now we consider the general case with j < n and we assume that v(bn,k) = rn,k
for j < k ≤ n. Then Equation (32) gives:
bn,jp
n − b
gj
n,jp
n ≡
n∑
i=j+1
(bn,ip
n − b
gj
n,ip
n) +
n−1∑
i=j
(Xip
i −X
gj
i p
i) +
n−j∑
i=0
Xip
i+j mod pn+1. (33)
By Lemma 3.2, it suffices to prove v(bn,j−b
gj
n,j) = −
sn−sj
p . We do this by examining the partial valuations
of each term of the right hand side of (33). By our inductive hypothesis for j and Lemma 3.2 we know
that
v(bn,k − b
gj
n,k) = rn,k +
λj
pk
≥ −
sn − sk−1
p
,
with equality only for k = j + 1. In particular, we find
v
( n∑
i=j+1
(bn,ip
n − b
gj
n,ip
n)
)
=
−sn + sj
p
.
By our inductive hypothesis for n we know
wn(
n−j∑
i=0
Xip
i+j) = −
sn−j
p
> −
sn − sj
p
.
It remains to bound the partial valuations of Xu,v − X
gj
u,v . If v < j then Xu,v is fixed by gj . Thus we
may restrict ourselves to the case where j ≤ v < n. We break this up into three cases.
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Case 1. v = u = n− 1.
First consider the case where j = n− 1. Then using (8b) and Proposition 4.5 we have
−
sn − sn−1
p
< −
(p− 1)sn−1
p
≤ −
(p− 1)λn−1
pn
≤ wn(p
n−1X
gj
n−1,n−1 − p
n−1Xn−1,n−1).
When j < n− 1, we use Proposition 4.5 to get
−sn + sj
p
< −sn−1 +
λj
pj+1
+
bj
p
≤
−λn−1 + λj
pn−1
− bn−1 +
bn−2
p
≤ w1(Xn−1,n−1 −X
gj
n−1,n−1).
Case 2. v < u
By (III) and (16) we have
wn(p
uXu,v) ≥
−su + sv
p
−
λv
pv
−
(n− u)p
p− 1
bv
≥
−su + sv
p
−
(n− u)p
p− 1
sv +
p(n− u)− (p− 1)
p− 1
λv
pv
.
(35)
We also have by Lemma 10a
−sn + sj
p
=
−sn + su
p
+
−su + sv
p
+
−sv + sj
p
< −su
pn−u − 1
p
+
−su + sv
p
.
(36)
Then since su > psv and p ≥ 3 we have.
−su
pn−u − 1
p
< −(pn−u − 1)sv
< −
(n− u)p
p− 1
sv.
Case 3. v = u < n− 1
Since pv−1(sv − sv−1) ≤ λv we know by Lemma 10a that
1− 1pv
p
sv <
λv
pv
. (37)
Then since n− u ≥ 2, we see from (35) and (37) that
wn(p
uXu,v) > −
(n− u)p
p− 1
sv +
1− 1pv
p− 1
sv
≥ −su
pn−u − 1
p
≥
−sn + sj
p
.
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Lemma 4.9. Let x ∈ OE˜ with w0(x) = 0. Assume that wk+1(x) ≤ pwk(x) and p ∤ wk(x) for k > 0. Let
a ∈ OEFur,L with w0(a) = 0. If wk(ax) 6∈ Z for all k ≥ 0 we have
wk(ax) = wk(x)
wk(a) ≥ wk(x),
for all k > 0.
Proof. We proceed by induction on k, where the base case k = 0 is immediate. Assume the result is true
for k > 0. We have
wk(ax) ≥
k
min
i=0
(wi(a) + wk−i(x)),
with equality if the minimum is achieved exactly once. Since wk+1(x) ≤ pwk(x), we know that
k−1
min
i=1
(wi(a) + wk−1(x))) > wk(x).
By Lemma 2.5 we know that wk(x) 6= wk(a). If wk(a) < wk(x), then wk(ax) = wk(a), which contradicts
our assumption. Therefore we must have wk(x) < wk(a), which in turn means wk(ax) = wk(x).
Corollary 4.10. Let λ be a Frobenius of Mρ such that w0(λ) = 0 and p ∤ wk(λ) for k > 0. Then
wk(x) = −sk for all k ≥ 0.
Proof. There exists a period x ∈ O
E˜
such that x
σ
x = λ. One may prove inductively that wk(x) =
wk(λ)
p .
The corollary follows from Lemma 4.9 and Theorem 4.7.
4.3 OL-towers
We will now apply Theorem 4.7 to deduce similar statements for characters
ρ : GF → O
×
L ,
where L is a finite extension of Qp with uniformizer π. We begin by considering the case where the
image of ρ has one topological generator.
Lemma 4.11. Let x ∈ OE˜ and assume wk(x) > pwk−1(x) for k > 0. Then
1. If vp(1− x) ≥ 1 then wk(log(x)) = wk(x) for k > 0.
2. If vp(x) ≥ 1 then wk(exp(x)) = wk(x) for k > 0.
Proof. We will provide the details for (1). The proof of (2) is similar. Write x = 1 + py, so that
wk(x) = wk−1(y). Then
log(x) =
∞∑
n=1
(−1)n+1
pnyn
n
.
Using an inductive argument, the condition wk(y) > pwk−1(y) implies wk(y
n) ≥ wk(y)+ (n− 1)w0(y).
In particular, for n > 1 we have
wk(
pnyn
n
) ≥ wk−n+logp(n)(y) + (n− 1)w0(y)
> wk(y),
which implies wk(x) = wk(log(x)).
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Proposition 4.12. Let
ρ : GF → O
×
L
be a continuous character whose image is generated by γ ∈ O×L . Assume that m = vp(γ − 1) >
p−1
p . Let
F∞/F be the corresponding Zp-tower and assume sn > psn−1. Then there exists a period x ∈ OE˜ ⊗OL such
that w0(x) = 0 and
wm+k(x) =
sk
p
,
for all k > 0. Furthermore, if x0 is another period of ρ with w0(x0) = 0 then
wm+k(x0) ≤ wm+k(x),
for all k > 0.
Proof. Let g0 ∈ GF with ρ(g0) = γ and let ρ0 : GF → 1 + pZp be the continuous map such that
ρ0(g0) = exp(p). We define
α =
log(1− γ)
p
,
so that ρ0(g)
α = ρ(g) for all g ∈ GF . Let x ∈ OE˜ be a period of ρ0 with wk(x) =
sk
p , as in Theorem
4.7. Then xα is a period of ρ. As xα = exp(α log(x)), the proposition follows from Lemma 4.11.
Let
ρ : GF → O
×
L
be a continuous character whose image H is contained in 1 + pOL and has dimension d as a p-adic Lie
group. Assume that H is totally ramified. For n ∈ 1eZ we define
Un = {x ∈ OL | vp(x− 1) ≥ n+ 1}.
Let H(n) = H ∩ Un. Let γ1, . . . , γd be topological generators for H . Let Hi denote the subgroup
of H topologically generated by {γj}j 6=i and let Hi(n) = HiH(n). We let Fn (resp Fi,n) denote the
extension of F corresponding to H(n) (resp. Hi(n)). We also define F∞ (resp Fi,∞) to be the union of
Fn (resp Fi,n) for all n. Note that for i 6= j we have Fi,∞ ∩ Fj,∞ = F . Let si,n denote the highest upper
ramification break of Fi,n/F . After replacing F with a finite extension we may assume that
sj,n > psj,n−1 (38)
for all j and n.
Pick gi ∈ GF with ρ(gi) = γi and let hi denote the image of gi in H/Hi. Let ρi denote the character
GF → O
×
L factoring through H/Hi that sends hi to 1+p. There exists βi ∈ OL such that γi = (1+p)
βi .
In particular, we have ρ = ⊗ρβii . Next, we let g ∈ GL/Qp and let ρg be the composition g ◦ρ, which gives
ρg = ⊗ρ
g(βi)
i . Let xi be a minimal period of ρi. For each g ∈ GL/Qp we see that
xg =
∏
x
g(βi)
i
is a period of ρg . The following proposition relates the ramification breaks of ρ to the periods xg .
29
Proposition 4.13. Assume that
H(0)/H(1) ∼= (Z/pZ)d. (39)
For all k > 0 with k ∈ 1eZ we have
−
sk
p
= min
g∈GL/Qp
wk(xg).
Proof. Let βi be the image of βi in OL/pOL. By (39) we know that β1, . . . , βd are linearly independent
over Fp. This means that after a change of basis, we may assume that for 0 = j0 < j1 < · · · < je = d
we have
βjm+1, . . . , βjm+1 ∈ π
mOL\π
m+1OL.
Thus, for i ∈ {jm + 1, . . . , jm+1}, the extension Fi,n over Fi,n− 1
e
is nontrivial if and only if n − ⌊n⌋ =
m+1
e . In particular, si,n > si,n− 1e
if and only if the fractional part of n is m+1e .
Let k ∈ 1eZ and let t = sk. Let k
′ be the smallest number in 1eZ such that sk′ = t and let m
′ > 0
such that k′ − ⌊k′⌋ = m
′+1
e . We know that for i 6∈ {jm′ + 1, . . . , jm′+1} we have
wk′(xi) = si,k′ < sk′ . (40)
Also, there exists at least one i ∈ {jm′ + 1, . . . , jm′+1} such that
wk′(xi) = si,k′ = sk′ . (41)
Now consider
logp(xg) =
d∑
i=1
g(βi) logp(xi).
For b ∈ {ji + 1, . . . , ji+1} we may write βb = π
iub, where ub is a unit. Note that wk′(π
ixi) = si,k′ .
Consider the OL-module
At,k′ =
{
y ∈ OE˜ | wk′(y) ≥ s and wi(y) > s for i < k
′
}
.
There is a natural map ψ : At,k′ → k
alg , which informally sends y to the coefficient of T s of the k′-th
Teichmuller coefficient of y. More precisely, we define
ms =
{
z ∈ F sep | vT (z) ≥ s
}
ms+ =
{
z ∈ F sep | vT (z) > s
}
,
so that ms/ms+ ∼= k
alg . Then ψ is defined by
z =
∑
[zj ]π
je → zk′ mod ms+.
This is a map of OL-modules, and ψ(z) = 0 if and only if wk′(z) > s. We define di = ψ(π
m logp(xi)).
By (40) we know that di = 0 whenever i 6∈ {jm′ + 1, . . . , jm′+1}. In particular, we have
ψ(logp(xg)) =
jm+1∑
i=jm+1
g(ui)di. (42)
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We now claim that ψ(logp(xg)) 6= 0 for some g ∈ GL/Qp . First, note that ψ(logp(xg)) only de-
pends on the image of g in GLur/Qp , where L
ur is the maximal unramified extension of Qp contained
in L. Let g1, . . . , gn be the elements of GLur/Qp . Let vjm+1, . . . , vjm+1 be lifts of ujm+1, . . . , ujm+1
in Lur . As ujm+1, . . . , ujm+1 are linearly independent over Fp, we know that vjm+1, . . . , vjm+1 may
be extended to an integral basis of OLur over Zp. In particular, the vectors [g1(vi), . . . , gn(vi)]T , for
i ∈ {jm + 1, . . . , jm+1}, are column vectors of a Vandermonde matrix of OLur. As L
ur/Qp is un-
ramified, the determinant of this matrix is a p-adic unit. Thus the matrix whose column vectors are
[g1(ui), . . . , gn(ui)]
T , for i ∈ {jm + 1, . . . , jm+1}, has rank jm+1 − jm. By (41) we know that the di are
not all zero, which means ψ(xg) is nonzero for some g.
By the preceding paragraph, we know that
t = min
g∈GL/Qp
wk′(xg),
which implies ming∈GL/Qp wk(xg) ≤ t. Equality follows from the fact that wk(xi) = si,k ≥ sk .
Corollary 4.14. Assume that the image of ρ is contained in Un and that H(n)/H(n+1) ∼= (Z/pZ)d. Then
there exists periods xg of ρg , for each g ∈ GL/Qp , such that for all k ∈
1
eZ we have
−
sk
p
= minwk(xg),
where the minimum is take over all g ∈ GL/Qp .
Proof. We may find ρ0 satisfying (39) such that ρ
β
0 = ρ, for some β ∈ OL.
Corollary 4.15. Let ρ be as in Corollary 4.14 and let Mρ be the (φ,∇)-module corresponding to ρ. For each
g ∈ GL/Qp , let λg be a Frobenius of M
g
ρ such that pf ∤ wk(λ) for k > 0. Then
−sk = minwk(λg),
where the minimum is take over all g ∈ GL/Qp .
Proof. The proof is the same as the proof of Lemma 4.9 and 4.10.
Corollary 4.16. Let ρ : GF → O
×
L be a character and let Mρ be the corresponding (ϕ,∇)-module. If Mρ
has r-log-decay then ρ has r-log-bounded monodromy.
Proof. We may replace F with a finite extension, so that the hypothesis of Corollary 4.14 is satisfied. Now
let λ be a Frobenius of Mρ such that λ ≡ 1 mod p. There exists c such that wk(λ) ≥ −cp
rk for each k.
There exists a unique a ∈ OE such that
aσ
a
λ =
∞∑
i−∞
biT
i,
where bi = 0 whenever p
f |i. It is clear that wk(a) ≥ −cp
rk, so in particular λmin =
aσ
a λ ≥ −cp
rk,
for each k. We may do this for Mgρ for each g ∈ GL/Qp . The corollary follows from Corollary 4.14 and
Lemma 4.15.
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5 Recursive Frobenius equations
Let L be a finite extension of Qp with ramification index e and residue field Fq , where q = pf . In
this section, we allow k to be any separable extension of Fq and we let E be the fraction field of
OL ⊗W (Fq) W (k). We fix be a positive rational number r such that s =
fe
r lies in Z. Let E
† = E†F,L,
Er = ErF,L, and E = EF,L, as in §2. Let T be a parameter of E
† and let σ = σT , so that σ(T ) = T
pf In
this section we will study growth properties of Frobenius equations, building up from the simple equation
x = axσ + b,
where a, b ∈ OE† . This will be used in 6.2, where we will see that the unit-root subcrystal of an over-
convergent F -isocrystal satisfies certain Frobenius recursion equations. The first main result, Proposition
5.11 states that solutions to certain types of Frobenius equations can be well approximated by “iterations”
of the equation x = πsxσ + T−k. The next main result, Theorem 5.15, states that linear combinations of
solutions to these nice iterated Frobenius equations grow like the ramification breaks of an F -isocrystal
with r-pseudo-stable monodromy.
5.1 Basic definitions
Definition 5.1. Let a, b ∈ OE with vp(a) > 0. Then we define
R(a, b) =
∞∑
i=0
a
1−σi
1−σ bσ
i
= b+ abσ + a1+σbσ
2
+ a1+σ+σ
2
bσ
3
+ . . . . (43)
In particular, R(a, b) is the unique solution to the Frobenius recurrence equation x = axσ + b. Next, let
a1, . . . ai, b1, . . . bi be contained in OE with vp(aj) > 0 we define
S(a1, . . . , ai; b1, . . . , bi) = S(a1, . . . , ai−1; b1, . . . , bi−1R(ai; bi)
σ) (44)
T (πs; b1, . . . , bi) = S(π
s, . . . πs; b1, . . . , bi). (45)
Note that S(a1, . . . , ai; b1, . . . , bi) is the solution to the iterated Frobenius equation
x1 = a1x
σ
1 + b1x2
...
xi = a
σi−1
i x
σ
i + b
σi−1
i .
Lemma 5.2. We have
R(a, b+ c) = R(a, b) +R(a, c)
R(a+ b, c) = S(a, c) + S(a, a; b, c) + S(a, a, a; b, b, c) + . . . .
Proof. The first equation is immediate. To prove the second equation, define N(m) = {0, . . . ,m} and
Sk = (a, . . . , a; b, . . . , b, c), where a is repeated k + 1 times. Then unraveling Sk with (43) we find
Sk =
∞∑
i=k−1
∑
S⊂N(i)
|S|=k
∏
j∈S
bσ
j
∏
j 6∈S
aσ
j
cσ
i+1
.
32
Thus, the “coefficient” of cσ
i+1
in
∑
Sk is ∑
S⊂N(i)
∏
j∈S
bσ
j
∏
j 6∈S
aσ
j
Comparing this to the “coefficient” of cσ
i+1
in R(a+ b, c) using (43) proves the equation.
Let m = (m1, . . . ,md) be a d-tuple of elements in OE and let a = (a1, . . . , ad) be a d-tuple of
nonnegative integers with a1 ≤ a2 ≤ · · · ≤ ad. Then we define
µ(m; a) =
d∏
i=1
maii .
The following proposition describes T (πs,m) in terms of the terms µ(m; a).
Lemma 5.3. For any d-tuple m = (m1, . . . ,md) of elements in OE we have
T (πs,m) =
∞∑
k=0
∑
0≤a1<···<ad=r
µ(m; a)πsk.
5.2 Bounds for solutions of Frobenius equations
When studying the system of recursive Frobenius equations in 6.2 it will be necessary to bound solutions
of x = axσ + b in terms of bounds on a and b. This is achieved by introducing the following axillary
rings:
W (F perf )r,c =
{
x ∈W (F perf)
∣∣∣ wk(x) ≥ −cprk for k ≥ 1 and wk(x) ≥ 0 }.
Or,cE = OE ∩W (F
perf)r,c
Or,c
E†
= OE† ∩W (F
perf)r,c.
These rings are p-adically closed, unlike Er . Now let R be W (F perf ), OE or OE† . If d > c we have
Rr,c ⊂ Rr,d. Furthermore, σn(R) ⊆ Rr,p
fnc, with equality when R = W (F perf ). The following lemmas
describe how multiplying elements of Or,cE behave when they are divisible by large powers of π.
Lemma 5.4. Let x ∈ Or,p
ac
E and y ∈ O
r,pbc
O . Assume that vπ(x) = k1 + 1 and vπ(y) = k2 + 1. If
a+ k1s ≥ b+
k2
s then xy ∈ O
r,pa−
k2
s c
E .
Proof. Write x = πk1+1u and and y = πk2+1v. Then we have πu ∈ Or,p
a+
k1
s c
E and πv ∈ O
r,pb+
k2
s c
O . Since
a+ k1s ≥ b+
k2
s we find π
2uv ∈ Or,p
a+
k1
s c
E . It follows that xy ∈ O
r,pa−
k2
s c
E .
Lemma 5.5. Let x ∈ Or,p
ac
E and y ∈ O
r,pbc
E . Assume that vπ(x) = k1 + 1 and vπ(y) = k2. Furthermore,
assume that wk2(y) ≥ 0 and a+
k1
s ≥ b+
k2
s . Then xy ∈ O
r,pa−
k2
s c
E .
Proof. Almost identical to previous lemma.
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Lemma 5.6. Let a1, . . . , an ∈ O
r,c
E with π
s|ai and wr(ai) ≥ 0. Let r1, . . . , rn be nonnegative integers less
than n. Then ∏
aσ
ri
i ∈ O
r,c
E .
Proof. Write ai = πsbi and note that bi ∈ O
r,pfc
E . As ri < n we then see that b
σri
i ∈ O
r,pfnc
E . Thus∏
bσ
ri
i ∈ O
r,pfnc
E , which implies the lemma.
Lemma 5.7. Let c > 0 and let b ∈ Or,cE . Then R(π
s, b) ∈ Or,cE .
Proof. We know
R(πs, b) =
∞∑
i=0
bσ
i
πsi,
and each term in the summation is contained in Or,cE . The lemma follows, as O
r,c
E is p-adically closed.
Corollary 5.8. Let c > 0 and let b1, . . . , bn ∈ O
r,c
E . Assume that π
s+1|bi. Then T (πs; b1, . . . , bn) ∈ O
r,c
E .
Proof. We proceed by induction on n. The base case is Lemma 5.7. For n > 1, note that
T (πs; b1, . . . , bn) = R(π
s, b1T (π
s, b2, . . . , bn)
σ).
By our inductive hypothesis T (πs, b2, . . . , bn) ∈ O
s,c
E . The result follows by Lemma 5.6 and Lemma 5.7.
Proposition 5.9. Let x ∈ Or,p
ac
E and y ∈ O
r,pbc
O . Assume that vπ(x) = k1 + 1 and vπ(y) = k2 + 1. If
a+ k1r ≥ b+
k2
r then
R(πs + y, x) ∈ Or,p
ac
E .
Proof. By Lemma 5.2 and Lemma 5.3 it suffices to show
µ(y, . . . , y, x; a)πks ∈ Or,p
ac
E ,
where a = (a1, . . . , ad) is a d-tuple of positive integers with a1 ≤ a2 ≤ · · · ≤ ad = k. Thus it suffices to
show
µ(y, . . . , y, x; a)σ
−k
∈ Or,p
ac
E .
Since ai − k ≤ 0, we know that y
σai−k ∈ W (F perf)r,p
bc and xσ
ad−k ∈ W (F perf )r,p
ac. We then know
from Lemma 5.4 that
µ(y, . . . , y, x; a)σ
−k
∈ O
r,pa−
k2
r
c
E ,
which implies µ(y, . . . , y, x; a)σ
−k
∈ Or,p
ac
E .
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5.3 Power series with r-recursion
For this subsection, we will need to introduce the following subrings of OE† :
O◦E = {
∑
anT
n ∈ OE† | an = 0, for all p
f | n}
E<0 = {
−∞∑
n=−1
anT
n ∈ OE†}.
Definition 5.10. An ordered set of monomials (a1T η1 , . . . , anT ηn), with ai ∈ OL ⊗W (Fq) W (k), is called
nice if n = 1 or if pf ∤ η1. We say that a ∈ OE is r-recursive if for each c > 0 there exists a finite collection
of ordered sets of nice monomials λi = (ai,1T λi,1 , . . . , ai,miT
λi,mi ), with λi,j < 0, with
a ≡
∑
i
T (πs, λi) mod O
r,c
E . (46)
Note that we may always take the coefficients ai,j to be contained in a finite extension of OL.
The remainder of this subsection is dedicated to proving the following proposition.
Proposition 5.11. Let r > 0 and let N be an integer greater than s + 1. Let a1, . . . an, b1, . . . bn ∈ OE†<0
such that
ai = π
s mod πN
and ai − πs ∈ O◦E . We also assume that bi ∈ O
◦
E for i < n. Then S(a1, . . . , an; b1, . . . bn) is r-recursive.
Lemma 5.12. If a be r-recursive and q(T ) ∈ OE [T−1] ∩ O◦E , then R(π
s, q(T )aσ) is r-recursive.
Proof. This follows immediately from the definition of r-recursive.
Lemma 5.13. Let c ∈ OEr and let b ∈ E† with vπ(b) ≥ N . Then for n ≥ 0 we define tn =
T (πs; b, . . . , b, c), where b occurs n times. Then for any d > 0 we have tn ∈ O
r,d
E for n≫ 0.
Proof. Write b = πb0, so that πs+1|b0. Choose d0 > 0 such that b0, πs+1c ∈ O
r,d0
E . Let sn =
T (πs, b0, . . . , b0, π
s+1c), where b0 occurs n times. By Corollary 5.8 we know that sn ∈ O
r,d0
E . As
πn−s−1sn = tn, we see that tn ∈ O
r,d
E for large n.
Lemma 5.14. Let x be r-recursive and let b ∈ OE<0 ∩ O
◦
E . Then R(π
s, bxσ) is r-recursive.
Proof. Let c > 0. The let d > 0 such that x, b ∈ Or,dE . For any n we may write b = bn + π
ncn, where
bn ∈ OE [T
−1] and cn ∈ O
r,d
E . By Lemma 5.4, for n sufficiently large we have xcn ∈ O
r,c
E . Also, by
Lemma 5.12 we know R(πs, bnx
σ) is r-recursive. The result follows from Lemma 5.7.
Proof. (Of Proposition 5.11) We proceed by induction on n. Let d > 0 and consider S(a1; b1). We write
a1 = π
s
1 + c with c ∈ O
◦
E . Using Lemma 5.2 with Lemma 5.13 we find
S(a1; b1) = t0 + t1 + · · ·+ tn mod O
r,d
E ,
where ti = T (π
s; c, . . . , c, b1) with c repeated i times. We know that t0 is r-recursive by Lemma 5.7. By
inductively applying Lemma 5.14 we find that each ti is r-recursive. It follows that S(a1; b1) is r-recursive.
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Now consider a1, . . . , an, b1, . . . , bn ∈ OE†<0
where ai ≡ π
s mod πN . Define Sk = S(an−k, . . . , an; bn−k, . . . , bn)
and note that
S(a1, . . . , an; b1, . . . , bn) = R(a1, b1S
σ
n−1)
By our inductive hypothesis we know that Sn−1 is r-recursive. Again, we write a1 = π
s + c and set
si = T (π
s; c, . . . , c, b1S
σ
n−1), where c appears i times. By Lemma 5.13 we know that
Sn ≡ s0 + · · ·+ sk mod O
r,d
E .
We can repeatedly apply Lemma 5.14 to see that each si is r-recursive. It follows that Sn is r-recursive.
5.4 Growth of combinations of r-recursive power series
In this subsection we study the partial valuations of linear combinations of r-recursive series. Our main
result says that the partial valuations of such linear combinations are given by polynomials in pk.
Proposition 5.15. Let c1, . . . , cn ∈ OE† and let d1, . . . , dn ∈ OE such that each di is r-recursive. Let
x = c1d1 + · · ·+ cndn and assume there exists c > 0 such that
wk(x) < −cp
rk.
Then there exists f1 ∈ Z, negative integers a0, . . . , asf1−1 and integers b0, . . . , bsf1−1 such that
w
k
f1
r
+ i
e
(x) = aip
f1k + bi,
for k ≫ 0.
The proof proceeds in several steps. Let us first make a simple reduction. By the overconvergence of ci,
we may write ci = c
′
i + π
Nvi where c
′
i ∈ OE((T )) and π
Nvi ∈ O
r,c
E . Thus, if we take N to be large
enough, by Lemma 5.4 we may assume ci is contained in OE((T )). By multiplying x by a large enough
power of T , we may further assume that ci ∈ OE [[T ]]. We write
x =
∞∑
0
ξjT
j,
where
ξj = ∆j,1d1 + · · ·+∆j,ndn,
and ∆j,i ∈ OE . By the definition of r-recursive, there exists tuples of nice monomials
mi,1 = (mi,1,1, . . . ,mi,1,hi,1)
...
mi,κi = (mi,κi,1, . . . ,mi,κi,hi,κi ),
(47)
such that
dj ≡
κj∑
i=1
T (πs;mj,i) mod O
r,c
E .
36
We define
d′j =
κj∑
i=1
T (πs;mj,i)
ξ′j = ∆j,1d
′
1 + · · · +∆j,nd
′
n.
In particular, we have
x ≡
∞∑
0
ξ′jT
j mod Or,cE . (48)
Therefore we only need to consider the sum (48).
Consider an arbitrary linear combination
ξ = ∆1d
′
1 + . . .∆nd
′
n, (49)
where ∆i ∈ OE . Then by Lemma 5.3 we have
ξ =
n∑
j=1
κj∑
i=1
∑
a=(a1,...,ahk
)
0≤a1<···<ahj,i
∆jµ(mj,i;a)π
shj,i . (50)
We will study the partial valuations of this sum.
When studying (50), we will implicitly assume that the tuples of monomials in 47 have a zeroth term,
which is T−1. Also, for any tuple (a1, . . . , ah) of integers, we will implicitly assume that there is a zeroth
term a0, which is always zero. We may assume that the mi,j,k are all contained in a finite extension L1
of L of degree f1 (see Definition 5.10). Now we introduce the following constants that will be used in the
proof of Proposition 5.15:
h = maxhi,j β = max |vT (mi,j,k)|
ω = ⌈logq(2βh)⌉ α = hw + logq β + 1
α0 = α+ ⌈logq(hβ
2)⌉ Nf1 = α0 + f1.
Lemma 5.16. Let n1, . . . ,nν ∈ {mi,j} and write ni = (ni,1, . . . , ni,gi). Let ai = (ai,1, . . . , ai,gi) be tuples
of nonnegative integers with ai,j < ai,j+1, so that µ(ni;ai) appears in the summation (50). Assume that
vT (µ(ni;ai)) is the same for each i. Then for any N > α and j1 ≥ 0 with
min
k>j1
|vT (n
σ
a1,k
1,k )| > q
N max
k≤j1
|vT (n
σ
a1,k
1,k )|, (51)
there is a unique ji ≥ 0 such that
vT (µ(ni,1, . . . , ni,ji; ai,1, . . . ai,ji)) = vT (µ(n1,1, . . . , n1,j1 ; a1,1, . . . a1,j1))
vT (µ(ni,ji+1, . . . , ni,gi ; ai,ji+1, . . . , ai,gi)) = vT (µ(n1,j1+1, . . . , n1,g1 ; a1,j1+1, . . . , a1,g1)),
(52)
for all i.
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Proof. We first define
η0 = vT (µ(n1,1, . . . , n1,j1 ; a1,1, . . . a1,j1)) η
′
0 = vT (µ(n1,j1+1, . . . , n1,g1 ; a1,j1+1, . . . , a1,g1))
ξv = vT (µ(ni,1, . . . , ni,v; ai,1, . . . ai,v)) ξ
′
v = vT (µ(ni,v+1, . . . , ni,gi; ai,v+1, . . . , ai,gi)),
so that vT (µ(m,a)) = η0 + η
′
0 = ξ
′
v + ξv = vT (µ(n, b)) for each v. Note that for k > ji1 we have
qa1,k >
qN+a1,j1
β
> qhω+a1,j1+1,
so in particular we find that qhω+a1,j1+1 divides η′0.
Let r1 be the largest integer such that ai,1, . . . ai,r1 ≤ a1,j1 . Then we have
|vT (ξr1)− vT (η0)| ≤
r1∑
k=1
|vT (n
σ
ai,k
i,k )|+
j1∑
k=1
|vT (n
σ
a1,k
1,k )|
≤ 2hqa1,j1β
≤ qω+a1,j1 .
(53)
If vT (ξr1)− vT (η0) = 0 then we may take ji to be r1 and the lemma is proven. Otherwise, let r2 be the
largest integer such that ai,1, . . . , ai,r2 ≤ ai + ω. If r2 = r1, then for k > r1 we know that vT (n
σ
ai,k
i,k ) is
divisible by qω+a1,j1+1. Thus vT (ξ
′
r1) is divisible by q
ω+a1,j1+1. As qω+a1,j1+1 also divides η′0 we find
vT (ξr1)− vT (η0) ≡ 0 mod q
ω+a1,j1+1.
Together with the bound |vT (ξr1)− vT (η0)| ≤ q
ω+a1,j1 , we see that vT (ξr1)− vT (η0) = 0. Thus we may
assume that r2 > r1. Repeating the steps of (53) gives
|vT (ξr2)− vT (η0)| ≤ q
2ω+a1,j1 , .
We take r3 to be the largest integer such that ai,1, . . . , ai,r3 ≤ a1,j1 + 2ω, and note that r3 = r2 implies
vT (ξr2) = vT (η0). This process can continue at most h times.
Lemma 5.17. Adopt the notation from Lemma 5.16, where we have N = α0 + n. Then
ai,ji+1 ≥ ai,ji + n.
Proof. As
βqa1,j1+1 ≥ min
k>j1
|vT (m
σ
a1,k
1,k )|
max
k≤j1
|vT (m
σak
k )| ≥ q
a1,j1 ,
we know from (51) that
βqa1,j1+1 ≥ qNqa1,j1 . (54)
Next, from (52) we deduce that
qai,ji ≤ βhqa1,j1 . (55)
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Putting (54) and (55) together gives
hβ2qa1,j1+1 ≥ qNqai,ji . (56)
We also know that
qa1,j1+1 |vT (µ(ni,ji+1, . . . , ni,gi ; ai,ji+1, . . . , ai,gi)) (57)
by (52). In particular, we find
qa1,j1+1 ≤ |vT (µ(ni,ji+1, . . . , ni,gi ; ai,ji+1, . . . , ai,gi))|
≤ βhqai,gi ,
(58)
which means ai,gi ≥ a1,j1+1 − ω. This combined with (57) gives
qa1,j1+1−ω|vT (µ(ni,ji+1, . . . , ni,gi−1; ai,ji+1, . . . , ai,gi−1)).
Repeating the step in (58) we deduce ai,gi−1 ≥ a1,j1+1 − 2ω. By repeating this process, we eventually
find
ai,ji+1 ≥ a1,j1+1 − (h− ji)ω
≥ a1,j1+1 − α,
(59)
so that qai,ji+1qα ≥ qa1,j1+1 . This combined with (56) and the definition of α0 gives
qai,ji+1 ≥ qnqai,ji .
Lemma 5.18. Let N be as in Lemma 5.17. Let n ∈ {mi,j}. Let a = (a1, . . . , ag) be a monomial of
nonnegative integers with aj ≤ aj+1. There exists C > 0, depending only on the tuples (47) and N , such that
if |vT (µ(n;a)| > C then there exist j1 ≥ 0 satisfying inequality (51).
Proof. Assume that no such j1 exists. Let t be large enough so that t > β and t > q
N
N−1 . We claim
that ai < iN logq(t) for i ≥ 1. We know that a1 < N logq(t), as otherwise we could take j1 = 0. Now
assume ai < iN logq(t) for i < m. Then
qN max
k<m−1
|vT (n
σak
k )| < q
N t(m−1)N t
< tmN .
If am ≥ mN logq(t), then |vT (n
σam0
m0 )| ≥ t
mN , for m0 ≥ m, which means we could take j1 = m − 1.
Thus am < mN logq(t). It follows that
|vT (µ(n;a))| ≤ htt
hN .
Definition 5.19. Let τ ≫ 0 and let n1, . . . ,nν and a1, . . . ,aν be as in Lemma 5.16. Let δ1, . . . , δν ∈
{∆1, . . .∆n} and assume
δ1µ(n1;a1)π
sa1,g1 , . . . , δνµ(nν ;aν)π
saν,gν
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are all the terms in (50) with T -adic valuation τ . We let jmax1 be the largest number such that
min
k>jmax1
|vT (n
σ
a1,k
1,k )| > q
Nf1 max
k≤jmaxi
|vT (n
σ
a1,k
1,k )|.
We know that jmax1 exists by Lemma 5.18. We then define j
max
i using Lemma 5.16. If j
max
1 = 0, we define xi
to be 1 and zi = µ(ni;ai). Otherwise, we define
xi = µ(ni,1, . . . , ni,jmaxi ; ai,1, . . . ai,jmaxi )
zi = µ(ni,jmaxi +1, . . . , ni,gi ; ai,jmaxi +1, . . . , ai,gi),
so that µ(ni;ai) = xizi. Note that this product decomposition of µ(ni;ai) depends on our ordering of
n1, . . . ,nν .
Lemma 5.20. Adopt the notation from Definition 5.19. We define ef1 = vT (x1) + q
f1vT (z1) and df1 =
qf1vT (x1) + vT (z1). There are bijections{
terms in the sum 50
with T -adic valuation τ
}
←→
{
terms in the sum 50
with T -adic valuation df1 .
}
.
The bijection sends δixiziπsai,gi to δixσ
f1
i ziπ
sai,gi . Similarly we have a bijection{
terms in the sum 50
with T -adic valuation τ
}
←→
{
terms in the sum 50
with T -adic valuation ef1 .
}
.
The bijection sends δixiziπsai,gi to δixizσ
f1
i π
sai,gi+sf1 .
Proof. The second bijection follows immediately from Lemma 5.16 and Lemma 5.17. To prove the first
bijection, we first note that if µ(m; a) appears in the sum (50) with a = (a1, . . . , ah) then
vq(vT (µ(m; a))) = a1.
This is because ai > a1 for i > 1 and q ∤ m1. Now, let µ(n1′;a1′), . . . , µ(n′ν′ ;a
′
ν′) be the terms in (50)
whose T -adic valuation is df1 with µ(n1
′;a1
′) = xσ
f1
1 z1. Let x
′
1z
′
1, . . . , x
′
ν′z
′
ν′ be the product decompo-
sition specified in Definition 5.19, so that xσ
f1
1 = x
′
1. We know that a
′
i,1 ≥ f1 since q
f1 |vT (x
σf1
1 z1). In
particular, this means x′σ
−f1
i z
′
i occurs in the sum (50). As x
′σ−f1
i z
′
i has T -adic valuation vT (x1z1), we
see that sending x′iz
′
i to x
′σ−f1
i z
′
i gives an inverse to the map sending xizi to x
σf1
i zi.
Lemma 5.21. Let k ≫ 0. Let τ = wk(ξ) and assume that τ is larger than the constant specified in Lemma
5.18. Let x1z1, . . . , xνzν be as in 5.19. Then xi = 1 for each i.
Proof. For each i we write
xi = ciT
vT (xi)
zi = eiT
vT (zi),
where ci, ei ∈ OL1 . The coefficient of T
wk(x) in (50) is equal to
∑
δicieiπ
sai,gi , which must be nonzero
modulo πsk+1. Furthermore, the coefficient of Tm is zero modulo πsk+1 for m < wk(ξ). By Lemma
5.20 we know that the terms of the summation whose T -adic valuation is qf1vT (x1) + vT (z1) are
δ1x
σf1
1 z1π
sa1,g1 , . . . , δνx
σf1
ν zνπ
saν,gν . In particular, the coefficient of T q
f1vT (x1)+vT (z1) in x is equal
to
∑
δic
σf1
i eiπ
sai,gi . However, since σf1 fixes L1 we have∑
δic
σf1
i eiπ
sai,gi =
∑
δicieiπ
sai,gi ,
which is not zero modulo πsk+1.
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Lemma 5.22. Adopt the notation from Lemma 5.21, so that vT (µ(m1;a1)) = wk(ξ). Then there exists
D0 > 0 depending only on the monomials (47) such that wk(ξ) = qa1,1c(ξ), with c(ξ) < D0.
Proof. By Lemma 5.21 we know that there does not exist j1 > 0 such that (51) is satisfied. Let a′1,i =
a1,i − a1,1. Then by definition, there does not exist j
′
1 ≥ 0 such that
min
k>j′1
|vT (n
σ
a′1,k
1,k )| > q
Nf max
k≤j′1
|vT (n
σ
a′1,k
1,k )|. (60)
By Lemma 5.18 we know that vT (µ(m1,1, . . . ,m1,g1 ; a
′
1,1, . . . , a
′
1,g1)) < C , which implies the lemma.
Lemma 5.23. Assume that there exists k0 > 0 with wk0(ξ) > C . Let g = f1f . Then there exists
a1
pe1 , . . . ,
asf1
p
esf1
∈ Z[1p ], each negative and with p ∤ ai, such that
w g
r
k+ i
e
(ξ) =
ai
pei
pgk. (61)
for k > k0. Furthermore, there exists D > 0 depending only on the monomials (47) such that |ai| < D.
Proof. Let k > k0. We will adopt the notation of Defintion 5.19 for τ = wk(ξ) and N . Applying
Lemma 5.21, we know that the terms in the sum (50) with T -adic valuation wk(x) may be written as
δ1z1π
sa1,g1 , . . . , δνzνπ
saν,gν . Write zi = ciT
vT (zi) and note that∑
δiciπ
sai,gi 6= 0 mod πek+1.
Let η = qf1vT (zi). By Lemma 5.20 we know that the terms in the sum (50) with T -adic valuation η are
δ1z
σf1
1 π
a1,g1s+f1s, . . . , δνz
σf1
ν π
aν,gν s+f1s. In particular, as σf1 fixes E1 we see that the coefficient of T
η
in (50) is not zero modulo πek+1+f1s.. This, in particular, implies wk+ g
r
(x) ≤ η. From Lemma 5.20 it
is clear that we actually have wk+ g
r
(x) = η. This proves (61). We may take D to be the constant from
Lemma 5.22.
Proof. (of Proposition 5.11) It suffices to consider the sum
x =
∞∑
0
ξ′jT
j,
We may assume that for each j, there exists k > 0 such that wk(ξ
′
j) > C , as otherwise the term ξ
′
jT
j
will not contribute to the partial valuations of x. Let kj > 0 with wkj(ξ
′
j) > C . By Lemma 5.23 each
j ≥ 0 and each i = 1 . . . f1s, there exists negative mi,j =
ai,j
pei,j
∈ Z[1p ] with |ai,j| < D such that
w g
r
k+ i
e
(ξ′jT
j) = mi,jp
f1k + j,
for grk +
i
e > kj . The minimum
mi = min
j≥0
mi,j
exists, as the numerators are bounded. We then define
ji = min
mi,j=mi
j.
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For j < ji, we know that mi,j > mi, so that for large enough k we have
w g
r
k+ i
e
(ξ′jT
j) > w g
r
k+ i
e
(ξ′jiT
ji).
Thus for large enough k we have
w g
r
k+ i
e
(
ji∑
j≥0
ξ′jT
j
)
= w g
r
k+ i
e
(ξ′jiji T
ji).
For j > ji, we assume that k is large enough so that |w g
r
k+ i
e
(ξ′jiT
ji)| > C . If |w g
r
k+ i
e
(ξ′jT
j)| < C , we
know that
w g
r
k+ i
e
(ξ′jiT
ji) < w g
r
k+ i
e
(ξ′jT
j). (62)
Otherwise, if w g
r
k+ i
e
(ξ′jT
j) > C , then by Lemma 5.23 we have w g
r
k+ i
e
(ξ′jT
j) = mi,jp
gk + j. As
mi ≤ mi,j and j > ji, we see that (62) holds. In particular, we find
w g
r
k+ i
e
(x) = w g
r
k+ i
e
(
∞∑
j≥0
ξ′jT
j
)
= w g
r
k+ i
e
(ξ′jiT
ji)
= mip
gk + ji.
6 Solving the unit-root subspace
6.1 Transforming the Frobenius matrix
In this section, we will adopt the same notation as in the introduction of §5. Let M be an overconvergent
F -isocrystal on Spec(F ) with coefficients in L. In particular, we may realize M as an object in MΦ∇
E†
.
We will furthermore assume that the smallest slope of M is zero. The purpose of this subsection is to
prove that after pulling back M along a finite extension Spec(K) → Spec(F ), the Frobenius of M may
be represented by a matrix with a particularly nice form.
6.1.1 Diagonalizing the Frobenius matrix modulo pn
Let 0 = α1, ..., αn ∈ Q be the slopes of M counted with multiplicity and ordered so that αi+1 ≥ αi.
Lemma 6.1. Let N > 0. There exists an extension E†0 of E
†, with a constant uniformizing element π, such
that for any unramified extension E†1 of E
†
0 , the Frobenius of M ⊗E† E
†
1 can be represented by a matrix of the
following form 

πr1 0 0 0 · · · 0
0 πr2 0 0 · · · 0
0 0 πr3 0 · · · 0
...
...
...
. . .
...
...
0 0 0 · · · 0 πrn

 mod π
N ,
where vq(πri) = αi Furthermore, let U be a parameter of E
†
1 and letM0 is the object ofMΦ
∇
E†1 ,σU
corresponding
to M ⊗E†1 under the equivalence of categories in Proposition 2.12. Then there exists a finite extension E
†
2 of E
†
1 ,
whose residual field is purely inseparable, such that the Frobenius of M0 ⊗ E
†
1 has the same form.
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Proof. Let L0 be a totally ramified extension of L and let π be a uniformizer of L0. If we take L0 to
be large enough, we may assume that there exists r1, . . . , rn ∈ Z with vq(πri) = αi. Let M ′ be the
F -isocrystal whose Frobenius matrix AM ′ is

πr1 0 0 0 · · · 0
0 πr2 0 0 · · · 0
0 0 πr3 0 · · · 0
...
...
...
. . .
...
...
0 0 0 · · · 0 πrn


Since M and M ′ have the same slopes, we know that they become isomorphic over E˜E = E˜ ⊗OL OL0 .
In particular, if AM is the Frobenius matrix for some basis of M then there exists B ∈ E˜L such that
BAMB
σ = AM ′ .
Thus, for a large enough extension E†0 of E
†, there is a matrix B0 with entries in E
†
0 that is p-adically
close enough to B so that
B0AMB
σ
0 ≡ BAMB
σ mod πN .
It follows that for any extension E†1 of E
†
0 , the base change M ⊗E† E
†
1 has a Frobenius matrix with the
appropriate form.
Now, let U be a parameter of E†1 let M0 be the object of MΦ
∇
E†1 ,σU
corresponding to M ⊗E† E
†
1 by
Proposition 2.12. Then M0 ⊗E†1
E†,perf1 has a descending slope filtration
N0 ⊃ N1 ⊃ · · · ⊃ Nr = M0 ⊗E†1
E†,perf1 ,
where Ni+1/Ni is isoclinic of slope si and si+1 < si. Thus there exists E
†
2 ⊂ E
†,perf , finite over E†1 , such
that
(M0 ⊗E†1
E†2)⊗OL0/π
NOL0
has a descending slope filtration. However, (M0 ⊗E†1
E†2) ⊗ OL0/π
NOL0 also has an ascending slope
filtration. These filtrations split, so we have
(M0 ⊗E†1
E†2)⊗OL0/π
NOL0
∼=
r⊕
i=1
gri(M0 ⊗E†1
E2)⊗OL0/π
NOL0 .
Therefore it suffices to prove that gri(M0 ⊗E†1
E2) ⊗ OL0/π
NOL0 is constant. Now gri(M0 ⊗E†1
E2)
corresponds to the same Galois representation as the i-th graded piece gri(M ⊗E†1
E2) of the ascending
filtration of M ⊗
E†1
E2. Since gri(M ⊗E†1
E2) is trivial modulo p
N , it follows that gri(M0 ⊗E†1
E2) ⊗
OL0/π
NOL0 is constant.
6.1.2 Controlling the entries of the Frobenius matrix
In this section we will take M to be an F -isocrystal with coefficients in L, whose Frobenius matrix AM
satisfies the congruence from Lemma 6.1 with N ≫ 0. For some c > 0, the entries of AM are contained
in Or,c
E†
. Let b1, b2, . . . , bν be the x-coordinates of the “breaks” of the generic Newton polygon of M and
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we set b0 = 0. That is, the bi’s are precisely the numbers between one and n such that αbi < αbi+1. Let
s > 0 such that vq(π
s) = 1r and let r1, . . . , rn be as in Lemma 6.1, so that vq(π
ri) = αi. In particular,
x ∈ Or,c
E†
=⇒ πsxσ ∈ Or,c
E†
.
Using Lemma 5.4 we may assume that N is large enough so that
x, y ∈ Or,c
E†
with vp(x), vp(y) ≥ N =⇒ π
−rnxσy ∈ Or,c
E†
. (63)
For any matrix B, let B(c, d) denote the (c, d)-th entry. We define the following subgroups of GLn(OE†):
M(bi, bj ; k) =
{
1d + π
kB |
B ∈Mn×n(OE†), with B(c, d) = 0
for c 6∈ (bi−1, bi], d 6∈ (bj−1, bj ]
}
M(b<i , b
≥
j ; k) =
{
1d + π
kB |
B ∈Mn×n(OE†), with B(c, d) = 0
for c 6∈ (b0, bi], d 6∈ (bj−1, bν ]
}
M(b≥i , b
<
j ; k) =
{
1d + π
kB |
B ∈Mn×n(OE†), with B(c, d) = 0
for c 6∈ (bi−1, bν ], d 6∈ (b0, bj ]
}
.
Next we define the subrings of E†
E≤0 = {
−∞∑
n=0
anT
n ∈ OE†}
E+ = {
∞∑
n=1
anT
n ∈ OE†}.
For any a ∈ OE† and 1 ≤ u, v ≤ n, we define Ku,v(a) to be the matrix with a in the (u, v) entry and
zero elsewhere. We then define Lu,v(a) = 1n +Ku,v(a), where 1n is the n× n identity matrix.
Lemma 6.2. Let bi be a break in the Newton polygon of M such that rbi+1− rbi ≥ s. Let N0 ≥ vπ(p
N ) and
assume that πN0−1|AM (u, v) for v ≤ bi and u > bi. After a change of basis by a matrix inM(b
≥
i+1, b
<
i ;N0−
1) we may assume AM has entries in O
r,c
E†
and pN0 |A(u, v) for v ≤ bi and u > bi
Proof. We proceed by induction on N0. Our base case is N0 = N , which holds by assumption.
Now assume AM has the desired properties for N0 ≥ N . Let v ≤ bi and u > bi. Define Tu,v =
Lu,v(
1
πrv AM (u, v)). We find
Tu,vAMT
−σ
u,v (x, y) =


AM (x, y)− π
−rvAM (u, v)AM (v, v)+
π−rvAM (u, v)
σ(AM (u, u)−AM (v, u)AM (u, v))
x = u, y = v
AM (x, y)− π
−rvAM (u, v)
σAM (x, u) x 6= u, y = v
AM (x, y) + π
−rvAM (u, v)AM (v, y) x = u, y 6= v
AM (x, y) otherwise.
(64)
By (63) we know that π−rvAM (u, v)
σAM (v, u)AM (u, v) ∈ O
r,c
E†
. Write AM (u, u) = π
ru + πN bu.
Again, by (63) we know that π−rvAM (u, v)
σπNbu ∈ O
r,c
E†
. Furthermore, since ru − rv ≥ s we know
that πru−rvAM (u, v)
σ , and thus also π−rvAM (u, v)
σAM (u, u), is contained in O
r,c
E†
. Now, if we write
AM (v, v) = π
rv + πN bv we find
AM (u, v) − π
−rvAM (u, v)AM (v, v) = AM (u, v)π
N−rv bu,
44
which is contained in Or,c
E†
by (63), and it is divisible by πN0+1, as πN0 |AM (u, v). In particular, we find
that Tu,vAMT
−σ
u,v (u, v) is contained in O
r,c
E†
, and that
Tu,vAMT
−σ
u,v (x, y) ≡
{
0 mod πN0 x = u, y = v
AM (x, y) mod π
N0 otherwise.
From (63) we see that the other entries of Tu,vAMT
−σ
u,v are also contained in O
r,c
E†
. By repeating this for
each u > bi and v ≤ bi we obtain the desired result.
Lemma 6.3. Assume AM satisfies the conditions of Lemma 6.2 for N0 > 0 and bi. Let d > 0. After a change
of basis by a matrix in M(b≥i+1, b
<
i ;N0) we may assume A(u, v) ∈ O
r,d
E†
for v ≤ bi and u > bi+1.
Proof. Let ω > 0 with p−ωc < d. Fix κ > 0 such that
x ∈ Or,p
−kc
E =⇒ π
s+1x ∈ Or,p
−k−κc
E .
Let N0 be large enough such that for any k ≤ ω, if x ∈ O
r,p−kc
E , y ∈ O
r,c
E then
πN0 |x, πN |y =⇒ π−rixσy ∈ Or,p
−k−κc
E . (65)
Such an N0 exists by Lemma 5.4.
We fix 0 ≤ k ≤ ω and assume that AM (u, v) ∈ O
r,p−kc
E†
for v ≤ bi and u > bi+1. Now we consider
the change of basis given in (64) for v ≤ bi and u > bi+1. From (64) and (65) it is clear that
AM (x, y) ∈ O
r,p−kc
E =⇒ Tu,vAMT
−σ
u,v (x, y) ∈ O
r,p−kc
E (66)
AM (x, y) ∈ O
r,p−k−κc
E =⇒ Tu,vAMT
−σ
u,v (x, y) ∈ O
r,p−k−κc
E , (67)
except when x = u and y = v. We claim that Tu,vAMT
−σ
u,v (u, v) ∈ O
r,p−k−κc
E . Write AM (u, u) =
πru+πNbu. Then (65) tell us that π
−rvAM (u, v)
σπNbu ∈ O
r,p−k−κc
E†
. Our assumptions on v and u imply
ru − rv > s. Thus π
ru−rvAM (u, v)
σ ∈ Or,p
−k−κc
E , which means
Tu,vAMT
−σ
u,v (u, v) ∈ O
r,p−k−κc
E . (68)
By repeating this change of basis for each v ≤ bi and u > bi+1, we know from (66) and (68) we may
assume that AM (u, v) ∈ O
r,p−k−κc
E†
. This proves the lemma.
Lemma 6.4. Assume that AM satisfies the conditions in Lemma 6.3. After a change of basis by a matrix in
M(b<i , b
≥
i+1;N) we may further assume that AM (u, v) ∈ O
◦
E for u ≤ bi and v > bi.
Proof. We will prove that there exists matrices Ck ∈ SLn(OE†) such that Bk = CkB0C
−σ
k satisfies
1. Bk+1 ≡ Bk mod π
k+1.
2. Bk ∈ O
r,c
E†
3. Bk = Xk + π
k+1Yk, with Xk, π
k+1Yk ∈ O
r,c
E†
, where and Xk has entries in O
◦
E .
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Then the change of basis given by the limit C = limCk will have a Frobenius matrix B = limBk, that
satisfies the desired properties. We may take k = N − 1 to be our base case, and the existence of BN is
obvious.
Now for k > N−1, assume that Bk has the desired properties. For u ≤ bi and v > bi write Yk(u, v) =
au,v + b
σ
u,v, where au,v ∈ O
◦
E . Then set Su,v = Lu,v(π
−rubu,v). Then Lu,v(bu,v)BkLu,v(bu,v)
−σ has
entries in Or,c
E†
. Furthermore, we have
Su,vBkS
−σ
u,v (x, y) ≡
{
Bk(u, v) −
bσu,vBk(u,u)
πru +
bu,vBk(v,v)
πru mod π
k+2 x = u, y = v
Bk(x, y) mod π
k+2 otherwise.
As Bk(m,m) = π
rm + πNgm for each m and rv > ru, we deduce that
Su,vBkS
−σ
u,v (x, y) ≡ Xk(u, v) + au,v mod π
k+2. (69)
The right side of (69) is contained in O◦E . In particular, if we repeat this transformation for each u ≤ bi
and v > bi, we obtain the desired Bk+1.
For the Proposition 6.5, we will need to introduce some assumptions on the Newton polygon ofM . These
assumptions will be satisfied, for example, if the unit-root part has rank one and if M is ordinary.
(NP-1) The unit-root subcrystal of M has rank one (e.g. b1 is equal to 1).
(NP-2) The first nonzero slope is 1r . Equivalently, rb2 = s.
(NP-3) The difference between the third and second slope is at least 1r . That is, rb3 − rb2 ≥ s.
Proposition 6.5. Assume that M satisifies conditions (NP-1)-(NP-3) and that k is algebraically closed. Let
N0 > N and d < c. Then after a change of basis we may assume the following conditions on AM :
i) A(i, j) ∈ Or,c
E†
for all i, j
ii) We have pN0 |A(i, 1) for 2 ≤ i ≤ b2 and pN0 |A(i, j) for i > b2 and 2 ≤ j ≤ b2.
iii) A(1, j) ∈ Or,d
E†
for j > b2.
iv) We have A(1, 2), . . . , A(1, n) ∈ O◦E .
v) A(i, j) ∈ E<0 for 2 ≤ i, j ≤ b2 and for i = 1 and j ≤ b2.
Proof. Assume that N0 is large enough so that if
x ∈ Or,cE , y ∈ π
N0OK [[T ]] =⇒ xy ∈ O
r,d
E . (70)
By Lemma 6.2, Lemma 6.3, and Lemma 6.4 we can assume that i)-iii) hold. For iv) and v) we will
inductively find matrices Ck ∈ GLn(OE†) such that Bk = CkAMC
−σ
k satisfies
1. Bk+1 ≡ Bk mod π
k+1
2. Bk satisfies i)-iii)
3. Bk = Xk + π
k+1Yk with Xk, π
k+1Yk ∈ O
r,c
E†
and Xk satisfies iv) and v)
We take k = vπ(p
N ) to be our base case and we may take Bk to be AM . For k > vπ(p
N ), we break up
the proof into three steps:
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Step 1. (v) is satisfied modulo πk+2 for 2 ≤ u, v ≤ b2 and u = v = 1.
Write AM (u, v) = xu,v+π
k+1yu,v where xu,v ∈ E<0 and π
k+1yu,v ∈ E+. Since k is algebraically closed,
there exists zu,v ∈ E+ with z
σ
u,v − zu,v = π
k+1−ruyu,v. We then define Tu,v = Lu,v(−zu,v). Consider
Tu,vBkT
−σ
u,v (x, y) ≡


Bk(u, v) + z
σ
u,vBk(v, v)
− zu,v(Bk(u, u) + z
σ
u,vB(v, v))
mod πk+2 x = u, y = v
Bk(x, y) mod π
k+2 otherwise
As Bk(i, i) = π
ri mod πN we find
Tu,vBkT
−σ
u,v (x, y) ≡
{
xu,v mod π
k+2 u = i, v = j
Bk(x, y) mod π
k+2 otherwise.
Note that skew conjugation by Tu,v preserves i)-iii). Thus Step 1 is complete after skew conjugating by
Tu,v for each 2 ≤ u, v ≤ b2.
Step 2. (v) is satisfied modulo πk+2 for v = 1 and 2 ≤ u ≤ b2.
Write au,1 = π
N0cu + π
k+1du, where cu ∈ E< and du ∈ E+. We may assume that k + 1 ≥ N0, as
πN0 |au,1. Then we define Xu = Lu,1(−π
k+1du) and we compute
XuBkX
−1
u (x, y) ≡
{
cu mod π
k+2 x = u, y = 1
Bk(x, y) mod π
k+2 otherwise
Thus skew conjugation by Xu does not effect Step 1 modulo π
k+2 and it is clear that it preserves i)-ii).
To see that iii) is preserved, note that for x > b2 we have
XuBkX
−1
u (x, 1) = Bk(x, 1) +Bk(x, u)π
k+1du.
Then from (70) we see that XuBkX
−1
u (x, 1) ∈ O
r,d
E . Thus Step 2 is complete after skew conjugation by
Xu for each u.
Step 3. iv) is satisfied modulo πk+2.
We write Bk(1, v) = ev + π
k+1fσv , where ev ∈ O
◦
E and ev, π
k+1fσv ∈ O
r,c
E†
. Define Zv = L1,v(π
k+1fv)
and compute
ZvBkZ
−σ
v (x, y) ≡
{
ev mod π
k+2 x = 1, y = v
Bk(x, y) mod π
k+2 otherwise
Skew conjugation by Zv clearly preserves i)-iii) and does not impact Steps 1-2. Step 3 is complete by skew
conjugation by Zv for each v.
6.2 Unit-root solution
Let E† be as in the previous section and assume that k is algebraically closed. LetM be a (ϕ,∇)-module
over E† whose slopes of M satisfy conditions (NP-1)-(NP-3). We let Mu−r denote the unit-root subcrystal
of M . Assume that the Frobenius matrix AM of M satisfies the congruence from Lemma 6.1. Let c > 0
such that AM ∈Mn×n(O
r,c
E†
) and let d < c. Choose N0 large enough so that
x, y ∈ Or,cE and vπ(x), vπ(y) ≥ N0 =⇒ xy
σ ∈ Or,dE
x ∈ Or,cE , y ∈ O
r,d0
E and vπ(x) ≥ N, vπ(y) ≥ N0 =⇒ xy
σ ∈ Or,p
−1d0
E and R(π
s + x, y) ∈ Or,d0E ,
(71)
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where c ≤ d0 ≤ d. Such an N0 exists by Lemma 5.4 and Proposition 5.9. We then assume that AM
satisfies the conditions in Proposition 6.5.
Let e = (e1, . . . , en) be the basis of M such that ϕ(e
T ) = AMe
T . Then for u ∈Mu−r we may write
u = ǫ1e1 + · · · + ǫnen,
where ǫi ∈ E . We normalize u so that ǫ1 = 1. The Frobenius of M
u−r is given by λ ∈ E satisfying
ϕ(u) = λu. Write ai,j for the (i, j) entry of AM and let bi,j =
ai,j
a1,1
. We obtain the following equations:
λ = a1,1 + a1,2ǫ
σ
2 + · · ·+ a1,nǫ
σ
n (72)
ǫi = bi,1 + bi,2ǫ
σ
2 + . . . bi,nǫ
σ
n − (b1,2ǫ
σ
2ǫi + · · ·+ b1,nǫ
σ
nǫi). (73)
The coordinates ǫi satisfy a recursive Frobenius equation:
ǫi = R(bi,i;xi) (74)
xi =
n∑
j=1
j 6=i
bi,jǫ
σ
j −
n∑
j=2
b1,jǫ
σ
j ǫi. (75)
Lemma 6.6. For i ≥ 2 we have πN0 |ǫi.
Proof. This follows from (73) and the fact that vπ(bj,1) ≥ N0.
Proposition 6.7. For each i we have ǫi ∈ O
r,c
E .
Proof. We define S =
{
bi,j
}
ij 6=1
and let R = S ∪ {ǫ2, . . . ǫn}. Then we define
A′ = {
k∏
i=1
sσ
mi
i | si ∈ S,mi < k}
B′n = {
k∏
i=1
sσ
mi
i | si ∈ R,mi < k, k ≥ n},
and let A (resp Bn) denote the additive group generated by elements of A
′ (resp B′n). Note that A ⊂ O
r,c
E
by Lemma 5.6. From equation (73) we see that xn ∈ Bn may be written as an+xn+1, where an ∈ A and
xn+1 ∈ Bn+1. Thus, if we set x1 = ǫi we find for each k > 0
ǫi = a1 + · · ·+ ak + xk+1,
where ai ∈ A and xk+1 ∈ Bk+1. From Lemma 6.6 and Proposition 6.5 it is clear that xk converges to 0.
Thus ǫi =
∑
ai, which is contained in O
r,c
E , since O
r,c
E is p-adically closed.
Lemma 6.8. For i > b2 we have ǫi ∈ O
r,d
E .
Proof. Assume otherwise. By Proposition 6.7 we know that ǫi ∈ O
r,c
E . Let m ≥ 0 be the largest integer
such that ǫi ∈ O
r,p−mc
E for each i > b2. Then p
−mc > d. By Lemma 6.6, and (71) we find that each term
in equation (75) is contained in Or,p
−m−1c
E . It follows from (74) and (71) that ǫi ∈ O
r,p−m−1c
E , which is a
contradiction.
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We define the following set:
L = {a2,1 . . . , aη,1} M = {bi,jǫ
σ
j | 2 ≤ i, j ≤ η, i 6= j}
N = {b2,2, . . . , bb2,b2} O = {bi,j | 2 ≤ i, j ≤ η, i 6= j}.
Then we define
P ′k = {S(a1, . . . , ak; c1, . . . , ck) | ai ∈ N , ci ∈ O for i < k, ck ∈ M},
T ′k = {S(a1, . . . , ak; c1, . . . , ck) | ai ∈ N , ci ∈ O for i < k, ck ∈ L}.
Let Pk (resp Tk) be the OE-span of P
′
k (resp T
′
k ) and we let T = ∪Tk.
Lemma 6.9. Let a1, . . . , ak ∈ N , let b1, . . . , bk−1 ∈ O, and let bk ∈ O
r,c
E with π
N |bk . Then S(a1, . . . , ak; b1, . . . , bk) ∈
Or,p
f(1−k)c
E . In particular, we have Pk ⊂ O
r,pf(1−k)c
E†
.
Proof. We proceed by induction on k. The base case follows from Lemma 5.6 and (43). Now let k > 1.
From our base case we know R(ak; bk)
σ ∈ Or,p
fc
E . Since π
N |bk−1 we deduce from Lemma 5.4 that
b′ =
bk−1R(ak; bk)
σ
πs
∈ Or,cE .
Our inductive hypothesis then shows
S(a1, . . . , ak−1; b1, . . . , b
′) ∈ Or,p
f(2−k)c
E .
The lemma then follows from (44).
Lemma 6.10. Let ai ∈ N for i ≤ m and bi ∈ O for i < m. Let bm ∈ O
r,d
E†
with πN0 |bm. Then
S(a1, . . . , am; b1, . . . , bm) ∈ O
r,d
E .
Proof. The base case follows from (71) and the inductive step is nearly identical to the proof of Lemma
6.9.
Lemma 6.11. Let x ∈ Pk . Then there exists y ∈ Pk+1 and z ∈ Tk such that
x ≡ y + z mod Or,dE .
Proof. Consider S(a1, . . . , ak; b1, . . . , bk) ∈ P ′k with bk = bi,jǫ
σ
j . Thus from (44) and (74) we have
S(a1, . . . , ak; b1, . . . , bk) = S(a1, . . . , ak, aj,j; b1, . . . , bi,j , xj).
From Lemma 6.6, Proposition 6.7, Lemma 6.8, and (71), we know that the only terms in xi not contained
in Or,dE are bj,1, bj,2ǫ
σ
2 , . . . , bj,b2ǫ
σ
b2
. Thus by Lemma 6.10 we see that
S(a1, . . . , ak, aj,j; b1, . . . , bi,j , xj) ≡
b2∑
i=1
S(a1, . . . , ak, aj,j; b1, . . . , bi,j, bj,iǫ
σ
i ) mod O
r,d
E ,
which proves the lemma.
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Proposition 6.12. We have
λ ≡ a1,1 + a1,2z
σ
2 + · · · + a1,b2z
σ
b2 mod O
r,d
E ,
where each zi is r-recursive.
Proof. From Lemma 6.6, Lemma 6.8, and (71) we see that
λ ≡ a1,1 + a1,2ǫ
σ
2 + · · · + a1,b2ǫ
σ
b2 mod O
r,d
E .
Using the recursive equation (74), we see from Lemma 6.9, Lemma 6.10, and Lemma 6.11, that there
exists zi ∈ T with
ǫi ≡ zi mod O
r,d
E .
In particular, we may write ǫi = zi + di, where p
N0 |di and di ∈ O
r,d
E . By (71) we know that a1,idi ∈ O
r,d
E .
This shows that
λ ≡ a1,1 + a1,2z
σ
2 + · · ·+ a1,n2z
σ
b2 mod O
r,d
E ,
By Proposition 5.11 we see that each zi is r-recursive, which proves the proposition.
7 Main results
7.1 Slope filtrations and logarithmic decay
Let M be a (ϕ,∇)-module over E†. There is a slope filtration a slope filtration
M0 ⊂M1 ⊂ · · · ⊂Md = M ⊗E† E , (76)
where gri(Mi/Mi−1) is isoclinic of slope αi and we have α1 < · · · < αd.
Proposition 7.1. Let N be a (ϕ,∇)-module with rank one. If N has r-log-decay for some r < 1, then N is
overconvergent.
Proof. Let r < 1 and assume that N has r-log-decay. Let ρ : GF → O
×
E be the corresponding Galois
representation. Assume that ρ has infinite monodromy. By Corollary 4.16 we see that ρ has r-log-
bounded monodromy. However, the bound sk ≤ d0p
rk contradicts Lemma 3.3. Therefore ρ has finite
monodromy. Then by the rank one p-adic monodromy theorem (see [4, Theorem 4.12]) we know that N
is overconvergent.
Theorem 7.2. Let r = 1αi+1−αi . Then Mi has r-log-decay.
Proof. Replacing F with a finite extension does not change the log-decay condition, so we may assume
that the Frobenius matrix A of M satisfies the congruences in Lemma 6.1 for some choice of basis. Also,
by considering a twist of ∧rank(Mi)M , we only need to consider M0, which we may assume to have rank
one. We let C be the matrix of the connection for this basis. By Lemma 6.2, we may find B ∈ GLn(OEr )
such that
BAB−σ =
(
X Y
0 Z
)
. (77)
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The connection matrix after this change of basis is
B−1(δT (B) + CB) =
(
Q R
S T
)
,
whose entries are contained in OEr . From (77) we see that M ⊗ OEr has a sub-σ-module M
′
0 of rank
one. We will prove that S = 0. This will imply that M ′0 is fixed by ∇, and therefore is an F -isocrystal.
The uniqueness of the slope filtration implies that M ′0 is equal to M0. As X and Q have entries in OEr
it will follow that M0 has r-log-decay.
To prove that S = 0, we take inspiration from the proof of [15, Theorem 6.12]. The compatibility
between the Frobenius and the connection imply the relation
RX =
dT σ
dT
ZRσ.
For any matrix with entries D in E , let vp(M) denote the minimum of the p-adic valuations of the
entries. Then vp(RX) = vp(R), since X is a p-adic unit. Also, note that vp(
dTσ
dT Z) > 0, because of the
congruences that A satisfy, and vp(R) = vp(R
σ). In particular, we if vp(R) is finite then we must have
vp(
dTσ
dT ZR
σ) > R. This implies that vp(R) =∞, which means R = 0.
Corollary 7.3. If αi+1 − αi > 1, then Mi is overconvergent.
Proof. Assume that αi+1 − αi > 1. Note that det(Mi) is a subobject of ∧rank(Mi)M in the category
MΦ∇
E†,σ
if and only if Mi is a sub-object of M in MΦ
∇
E†,σ
. By Theorem 7.2 we know that det(Mi) has
r-log-decay, for some r < 1. It follows that det(Mi) is overconvergent. By Kedlaya’s fully faithfulness
theorem (see [14]), it follows that det(Mi) is an overconvergent sub-object of ∧
rank(Mi)M .
Corollary 7.4. (Drinfeld-Kedlaya) Let C be a smooth curve and let M be an irreducible (over)convergent
F -isocrystal on C . The differences between the consecutive generic slopes of M are bounded by one.
Proof. Assume that M has two consecutive generic slopes whose difference is greater than one. By taking
exterior powers and twisting we may assume that the first two generic slopes of M are 0 and η > 1. In
particular, (1, 0) is a vertex on the generic Newton polygon of M . Now let x ∈ C . We will show that the
Newton polygon of M |x contains the vertex (1, 0).
Let OF = ÔC,x and let F be the fraction field of OF . Let S = Spec(OF ) and let T = Spec(F ).
Then M |T is overconvergent. By Corollary 7.3 we know that M
u−r|T is overconvergent. In particular,
there exists a finite totally ramified extension F ′ of F such that Mu−r|Spec(F ′) extends to Spec(OF ′).
This means that if x′ ∈ Spec(OF ′) is the special point, then the Newton polygon of M |x′ contains the
vertex (1, 0). However, since F ′ is totally ramified over F we have M |x′ ∼= M |x, which means M |x
contains the vertex (1, 0).
If M is a convergent F -isocrstyal, Katz’ slope filtration theorem (see [11, Theorem 2.4.2]) implies
that M has a sub-crystal Mu−r . Now let us further assume that M is overconvergent. Let X be the
smooth compactification of C and let y ∈ X − C be a point at infinity. We let K be the fraction
field of ÔX,y .Then M |Spec(K) is overconvergent and by Corollary 7.3 we know that M
u−r|Spec(K) is also
overconvergent. It follows that Mu−r is overconvergent. Then by Kedlaya’s fully faithfulness theorem we
know that Mu−r is a sub-object of M in the category of overconvergent F -isocrystals on C .
Remark 7.5. Our proof of Corollary 7.4 is somewhat perpendicular to the work of Drinfeld and Kedlaya. In
[6], they shrink C until the Newton polygons is the same at each point of C . They then prove that certain Ext
groups vanish. From more advanced faithfulness results of Kedlaya, Shiho, and de Jong, it follows from general
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nonsense that M decomposes into the direct sum of two F -isocrystals. This is in contrast to our proof, where
we use Theorem 7.2 and the results from 4.3 to prove that the Newton polygon at each x ∈ C agrees with the
generic Newton polygon. The idea that these Ext groups vanish goes back to Kedlaya’s thesis (see [13, 5.2.1]).
The point is that, just as one keeps track of the rate of log-decay when solving for the ascending slope filtration,
one can also keep track of the "rate of inseparability" when solving for the descending slope filtration. This "rate
of inseperability" depends on the differences between the slopes. If the inseperability doesn’t grow too fast, the
connection extends to on pieces of the descending slope filtration. Then one is able to descend this part of the
descending slope filtration.
Corollary 7.6. Conjecture 2.16 holds when M is ordinary.
Proof. We know that Mi has 1-log-decay by Theorem 7.2. If there exists r < 1 such that Mi has r-log-
decay, then det(Mi) also has r-log-decay. From Proposition 7.1 we find that det(Mi) is overconvergent.
From Kedlaya’s fully faithfulness theorem we find that M is not irreducible.
7.2 Log-bounded monodromy and psuedo-stable monodromy results
Theorem 7.7. Let M be an ordinary irreducible (ϕ,∇)-module over E† with slope filtration as in (76).
1. For each i, the (ϕ,∇)-module det(Mi) has 1-pseudo-stable monodromy.
2. For each i, the (ϕ,∇)-module det(gri(M)) is overconvergent or has 1-pseudo-stable monodromy.
Proof. We consider the case where M is any ordinary overconvergent (ϕ,∇)-module and where M0 is
a rank one unit-root (ϕ,∇)-module with infinite monodromy. After replacing F with a finite extension,
we may assume that the congruence in Lemma 6.1 is satisfied and that the hypothesis in Corollary 4.14 is
satisfied. Adopting the notation from §4.3, we know from Lemma 3.3 that there exists d > 0 such that
sk > dp
k, (78)
for all k. Since M is ordinary, we know that the generic slopes of M satisfy properties (NP-1)-(NP-3),
and we may therefore use the results of §6.2. From Proposition 6.12, we see that Mg0 has a Frobenius λg
contained in O◦E such that
λg ≡ a1,1 + a1,2z
σ
g,2 + · · ·+ a1,ηz
σ
g,η mod O
r,d
E , (79)
and zg,i is 1-recursive. By Corollary 4.15 we have
−sk = minwk(λg),
for all k > 0. Then from (78)-(79) we find
−sk = minwk(a1,1 + a1,2z
σ
g,2 + · · · + a1,ηz
σ
g,η).
Furthermore, from (78) we determine
−sk = minwk(a1,2z
σ
g,2 + · · ·+ a1,ηz
σ
g,η),
for k ≫ 0. We see from Proposition 5.11 that M0 has 1-pseudo-stable monodromy.
Now, let M be ordinary and irreducible. Then det(Mi) is not overconvergent, so by [4, Theorem
4.12] we know that det(Mi) has infinite monodromy. As det(Mi) is the first step in the slope filtration for
∧rank(Mi), we obtain (1) from the preceding paragraph. To prove (2), just note that det(gri(M)) is the
first step in the slope filtration of ∧rank(Mi)M ⊗ (∧rank(Mi−1)M)∨ and use the preceding paragraph.
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Corollary 7.8. Let ψ : V → Spec(F ) be a smooth proper morphism. Assume that the F -isocrystal M =
Riψ∗OV,cris is generically ordinary and that Mu−r has rank one. Then Riψ∗Qetp is a rank one lisse Qp-sheaf
on Spec(F ) and the corresponding Galois representation has 1-pseudo-stable monodromy.
Proof. We may view Riψ∗OV,cris as a (ϕ,∇)-module M over E . By Berthelot’s conjecture for curves,
due to Kedlaya (see [13]), we know that this (ϕ,∇)-module is overconvergent. The Galois representation
corresponding to Mu−r is ρ. The corollary then follows from Theorem 7.7.
Theorem 7.9. (Global theorem) Let U be a smooth curve over k and let C be its smooth compactification. Let
M be an irreducible ordinary object of F − Isoc†(U) such that the Newton polygon of Mx remains constant
as we vary x ∈ U . There is a slope filtration
M0 ⊂M1 ⊂ · · · ⊂Md = M, (80)
in the convergent category F− Isoc(U).
1. For each i, det(Mi) is genus 1-pseudo-stable.
2. For each i, either is overconvergent or det(gri(M)) is genus 1-stable.
Proof. Let N = det(Mi). Let {Cn} be the corresponding Zp-tower of curves, where we take C0 to be C .
For x ∈ D, let Fx = Frac(OˆC,x), and let Fx,n denote the extension of Fx corresponding to the a point
of Cn over x. Let δx,n be the different of the extension Fx,n/Fx, let bx,n be the degree of this extension,
and let sx,n be the largest ramification break using the upper numbering. Let gn be the genus of Cn.
The Hasse-Riemann-Hurwitz theorem and (9) give
gn = p
n(g0 − 1) + 1 +
∑
x∈D δx,n
2
= pn(g0 − 1) + 1 +
∑
x∈D
∑n
i=1(p
i − pi−1)(sx,i + 1)
2
.
Consider the map ix : Spec(Fx) → U , so that i
∗
x(M) ∈ F − Isoc
†(Spec(Fx)). Then by Theorem 7.7
applied to i∗x(N), we know that Fx,n has 1-psuedo-stable monodromy. This proves (1). The proof of (2)
is similar.
Corollary 7.10. Let U be a smooth curve and let ψ : V → U be a smooth proper morphism and assume that
M = Riψ∗OV,cris is generically ordinary. After shrinking U , we may assume that the Newton polygon of Mx
remains constant as we vary x ∈ U , and we obtain a slope filtration as in (80).
1. For each i, det(Mi) is genus 1-pseudo-stable.
2. For each i, either is overconvergent or det(gri(M)) is genus 1-stable.
In particular, the tower associated to the lisse p-adic étale sheaf det(Riψ∗Qetp ) is genus 1-psuedo-stable.
Proof. By Berthelot’s conjecture for curves (see [13]), we know that M is an object of F − Isoc†(U).
Then we apply Theorem 7.9. The statement about det(Riψ∗Qetp ) follows from the fact that the unit-root
F -isocrystal associated to Riψ∗Qetp is M0.
Remark 7.11. Let gn be the genus of the n-th curve in the tower associated to det(Riψ∗Qetp ). In [26], Wan
conjectures that there exists a, b, c ∈ Q such that gn = ap2n + bpn + c for n ≫ 0. Therefore Corollary
7.10 implies a slightly weaker version of Wan’s conjecture. Namely, instead of gn being given by one quadratic
polynomial in pn, we show that gn is given periodically by several polynomials that grow order O(p2n).
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Remark 7.12. We would like to have global results similar to Theorem 7.9 for any irreducible object M in
F−Isoc†(U)⊗L, where L is a finite extension of Qp. The issue is that Theorem 7.7 only determines the largest
upper numbering break of the extension corresponding ρ : GF → OL/pn+1OL. Even when L is unramified,
this is not enough to determine the different. For example, consider ρi : GF → Z×p for i = 1, 2. Let si,n be
the breaks of the corresponding Zp-extension and assume that s1,n > s2,n for all n. Set ρ = ρ1 ⊗ ρ
β2
2 , where
β2 ∈ OL. Let sn be the largest ramification break of the extension corresponding to ρ : GF → OL/pn+1OL.
Then sn = s1,n. As the values of s2,n influence the other ramification breaks, changing s2,n will change the
differents. However, changing s2,n does not influence sn.
Theorem 7.13. Let M be an irreducible overconvergent F -isocrystal with slope filtration
M0 ⊂M1 ⊂ · · · ⊂Mr = M ⊗ E ,
where gri(Mi) = Mi/Mi−1 has slope αi.
1. det(Mi) has 1αi+1−αi -log-bounded monodromy.
2. Let
r = max
{ 1
αi − αi−1
,
1
αi+1 − αi
}
.
Then det(gri(M)) has r-log-bounded monodromy.
Proof. By Theorem 7.2 we know that Mgi has
1
αi+1−αi
-log-decay and Mgi−1 has
1
αi−αi−1
-log-decay, for
each g ∈ GE/Qp . Thus gri(M
g) has r-log-decay. The proposition follows from Corollary 4.16.
Theorem 7.14. Let U be a smooth curve over k and let C be its smooth compactification. Let M be an
irreducible ordinary object of F− Isoc†(U) such that the Newton polygon of Mx remains constant as we vary
x ∈ U , so that there is a slope filtration as in (80).
1. det(Mi) is genus 1αi+1−αi -log-bounded
2. Let r = max
{
1
αi−αi−1
, 1αi+1−αi
}
. Then det(gri(M)) is genus r-log-bounded.
Proof. We will use the notation from the proof of 7.9. By (7) we know that δx,n < sx,n + [Fx,n : Fx]. The
theorem follows from the Hasse-Riemann-Hurwitz formula and Theorem 7.13.
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