Abstract-Analysis questions in control theory are often formulated as Linear Matrix Inequalities and solved using convex optimisation algorithms. For large LMIs it is important to exploit structure and sparsity within the problem in order to solve the associated Semidefinite Programs efficiently. In this paper we decompose SDPs by taking advantage of chordal sparsity, and apply our method to the problem of constructing Lyapunov functions for linear systems. By choosing Lyapunov functions with a chordal graphical structure we convert the semidefinite constraint in the problem into an equivalent set of smaller semidefinite constraints, thereby facilitating the solution of the problem. The approach has the potential to be applied to other problems such as stabilising controller synthesis, model reduction and the KYP lemma.
I. INTRODUCTION
Many problems in control theory can be formulated as Linear Matrix Inequalities (LMIs) and solved using convex optimisation algorithms [1] , [2] . In this paper we will focus on the Lyapunov LMI: given A ∈ R n×n , find P 0 such that Q = A T P + PA ≺ 0,
where A B denotes that A − B is positive definite. It is well known that this problem can be solved using linear algebra by picking a Q ≺ 0 and solving for P [3] . Our motivation for studying the Lyapunov LMI is that it appears as a block within many key LMIs in control theory. For example, it appears within the KYP-lemma and the simultaneous stabilisation problem. For some of these problems there is no analytical solution and so we turn to iterative algorithms such as interior-point methods to solve the associated SDPs.
The problem is that these interior-point methods do not scale well when P is a dense matrix. One approach to mitigate this problem is to restrict P to be a sparse matrix as this reduces the number of free variables in the LMI [4] . In general this is conservative, but it is known that for certain classes of systems a sparse P is sufficient to find a feasible solution to the Lyapunov LMI [5] , [6] .
In this paper we use two theorems from linear algebra that connect positive semidefinite matrices and chordal graphs and apply them to solve (1) . These results first appeared in papers [7] , [8] and have since been applied by several researchers in optimisation to decompose large SDPs, see [9] - [12] . We apply these theorems to the Lyapunov LMI by choosing the sparsity pattern of P so that P and Q have chordal sparsity patterns. This enables us to decompose the constraint in the Lyapunov LMI into multiple constraints on submatrices of P and Q. When the resulting LMI is sparse this decomposition method allows us to solve the problem significantly faster than by using the standard dense method.
A. Solving the Lyapunov LMI by Interior-Point Methods
We wish to reformulate (1) as a standard SDP to see how the density of P affects the computational difficulty of the problem. First we write the Lyapunov LMI in the form
Note that since P is an n × n symmetric matrix it has up to m = n(n + 1)/2 free variables. Let W 1 ,W 2 , . . . ,W m be the standard basis matrices for S n and define the matrices A 1 , A 2 , . . . , A m ∈ S 2n by
We may then formulate the LMI feasibility problem as the constraint of an SDP
where y ∈ R m , Z ∈ S 2n , b = 0 and A 0 = −εI, ε > 0. The dual SDP to (4) is
where X ∈ S 2n and A • B = Tr(A T B) = ∑ i, j A i j B i j . The SDP above can then be solved using a primal-dual interiorpoint method (via a self-dual embedding) [13] - [16] . Primaldual interior-point methods generate a sequence of points (X k , y k , Z k ) in the interior of the feasible set using iterations of the form
where α k is a step length and (∆X, ∆y, ∆Z) is a Newton step direction that must be computed at each iteration. Calculating the step direction involves finding the solution to a square system of linear equations called the Schur complement system. When P is dense the size of the Schur complement system is m = n(n+1)/2 and hence when is n is large the time required to solve the LMI can be prohibitive. This motivates us to explore sparse P matrices, and in particular we will consider the case where P and Q have a chordal sparsity pattern.
II. PRELIMINARIES
Let G = (V, E) be an undirected graph, with set of nodes V = {1, 2, . . . , N} and set of edges E ⊆ V ×V . For a subset V ⊂ V , the induced subgraph is the graph G = (V , E ) with vertex set V and edge set E = E ∩ (V × V ). A clique is a subset C ⊂ V such that for any i, j ∈ C, (i, j) ∈ E. A maximal clique is a clique that is not a subset of another clique. A cycle is a sequence of pairwise distinct vertices γ = (ν 1 , ν 2 , . . . , ν s ) having the property that
and s is the length of the cycle. A chord of the cycle γ is an edge (ν i , ν j ) ∈ E where 1 ≤ i < j ≤ s, (i, j) = (1, s), and |i − j| ≥ 2. A graph is chordal if every cycle of length ≥ 4 has a chord, see Figure 1 .
A vertex ν is called simplicial if all its neighbours are adjacent to each other. A bijection α : V → {1, . . . , N} is called an ordering of G. For simplicity we write an ordering as α = ν 1 , ν 2 , . . . , ν N where ν i = α −1 (i). An ordering α of G is a perfect elimination ordering if, for each i ∈ {1, . . . , N}, ν i is a simplicial vertex of the subgraph induced by {ν i , . . . , ν N }.
Theorem 1: [17] G is chordal if and only if G has a perfect elimination ordering.
Let G be a connected graph with set of maximal cliques C = {C 1 ,C 2 , . . . ,C p }. A clique tree, T = (C , E ) with E ⊆ C × C , is a connected graph with no cycles. A clique tree is said to satisfy the clique intersection property if for every pair of distinct C i ,C j ∈ C , the set C i ∩ C j is contained in every clique on the unique path connecting C i and C j in the clique tree.
Theorem 2: [18] A connected graph G is chordal if and only if there exists a clique tree T = (C , E ) for which the clique intersection property holds.
In a connected graph the maximal cliques will overlap, i.e., C i ∩ C j = / 0 for some C i ,C j ∈ C . Given a clique tree that satisfies the clique intersection property we denote the minimal set of overlapping elements by Λ, where
III. CHORDAL DECOMPOSITIONS OF POSITIVE
SEMIDEFINITE MATRICES Let G = (V, E) be an undirected graph and assume that (i, i) ∈ E for all i ∈ V , i.e., each node has a self-loop. A partial symmetric matrix, X, is a symmetric N × N matrix where element X i j is specified if and only if (i, j) ∈ E. A completion of X is an N × N matrix M which satisfies M i j = X i j for all (i, j) ∈ E. We say that M is a positive completion of X if and only if M is a completion of X and M is positive semidefinite. We will use the following notation:
U i j = the N × N symmetric matrix with 1 in the (i, j)th and ( j, i)th elements and 0 elsewhere.
Dual to the cone S N + (E, ?) is the cone S + (E, 0) and the following can be derived from Theorem 3 using this dual relationship [19] .
. . , p. For our purposes we restate Theorem 4 using clique trees.
Theorem 5: [12] Let G = (V, E) be a chordal graph with set of maximal cliques C = {C 1 , . . . ,C p }. Suppose that A ∈ S N (E, 0). Then A ∈ S N + (E, 0) if and only if the system of LMIs
. . , p, is feasible, where θ is a vector of variables of the form
IV. CHORDAL DECOMPOSITION OF THE LYAPUNOV LMI
In this section we return to the SDP formulation of the Lyapunov LMI (4)- (5) and explain how it can be decomposed using Theorems 3 and 4. Suppose that A ∈ S N (E, 0), where
, is a chordal graph where the edge set satisfies E ⊆ F.
A given graph G may have many chordal extensions and the problem of finding the chordal extension that adds the minimum number of edges is NP hard, but fortunately there are effective heuristics for finding minimal chordal extensions. In this paper we find a chordal extension for G by permuting the adjacency matrix using a minimum degree ordering and then performing a symbolic Cholesky factorisation. Now consider (5) . Suppose that A 0 , A 1 , . . . , A m ∈ S N (E, 0) and replace the inner products using (6). Then we can write the primal form of the SDP in an equivalent form minimize
where we have used the fact that the values of the objective and constraint functions are not affected by completing X. From Theorem 3 the semidefinite constraint will be satisfied if and only if the submatrices of X corresponding to the maximal cliques of G = (V, F) are positive semidefinite. Let C = {C 1 ,C 2 , . . . ,C p } be the maximal cliques of G = (V, F), then (7) can be written as:
We may decompose any A q ∈ S(E, 0) into a summation of matrices of the form A k q ∈ S C k since E ⊂ F, i.e.,
Using (9) we can write the inner product of A q with an arbitrary matrix X ∈ S N as
Since A k q ∈ S C k we may replace this equality with
By using (10) we have
Unfortunately this is not a standard SDP as the submatrices in the semidefinite constraints X(C k ) 0 share elements and so are not independent. To convert this into a standard SDP Fukuda et. al. introduce new independent variables X 1 , X 2 , . . . , X p where X k ∈ S C k + and new constraints that ensure equality between the overlapping elements [9] . The SDP problem then becomes
where the constraint U i j • X k −U i j • X l = 0 enforces that the variable X i j shared by maximal cliques k and l must be equal 1 . Note that the single large semidefinite constraint in (5) has been replaced by multiple semidefinite constraints on smaller matrix variables and that the SDP is now in a block diagonal form. This is important because SDP solvers such as SeDuMi can exploit this block diagonal form to calculate the next iterate of the Newton step more efficiently.
A. Dual SDP
We now decompose the dual SDP using Theorem 4. Consider (4). Under our assumption on the aggregate sparsity pattern of the LMI the feasibility constraints of the dual SDP are
Let G ch = (V, F) be a chordal extension of G = (V, E), with set of maximal cliques C = {C 1 ,C 2 , . . . ,C p }. Using this chordal extension we can write (13) in the equivalent form
Note that the constraint Z i j = 0 if (i, j) ∈ F \ E is implicit in these constraints, since A(y) = A 0 − ∑ m q=1 y q A q ∈ S N (E, 0) for all y ∈ R m . Let A k q for k = 1, 2, . . . , p and q = 0, 1, 2, . . . , m be matrices that satisfy
The following proposition uses Theorem 4 to decompose the constraints of the dual SDP.
Proposition 1: The set of constraints (14) is feasible if and only if there exist matrices Z k ∈ S C k and L k (θ ) ∈ S C k for k = 1, 2, . . . , p that satisfy
Proof: Let Z = ∑ p k=1 Z k and note that ∑ p k=1 L k (θ ) = 0 to give the first condition. The second condition then follows from Theorem 4,
With these equivalent constraints the decomposition of the dual SDP is maximize b T y subject to
Note that the SDPs (12) and (15) are Lagrange duals of one another (derivation given in the Appendix). For each equality constraint U i j • X k − U i j • X l = 0 in the primal problem there is an associated dual variable θ i jkl . We note that this decomposition has been exploited to decompose problems in distributed robust stability analysis using IQCs [20] .
For further information on the conversion process we refer the reader to papers [9] , [10] , [12] . Solvers that exploit chordal sparsity in general SDPs are available, in particular SMCP [11] and SDPA-C [21] . Also available is SparseCoLO which automates the reformulation of SDPs with chordal sparsity to facilitate solution using standard solvers [12] .
V. STRUCTURED SYSTEMS Throughout this section letẋ(t) = Ax(t) be the system that we wish to construct a Lyapunov function for. We consider five classes of A matrices that allow us to choose P so that P and Q have a chordal sparsity pattern. By finding chordal sparsity patterns we are then able to efficiently test for Lyapunov functions of this form using the chordal decomposition of the SDP.
A. Banded Matrices
We say that A ∈ R n×n is a banded matrix of bandwidth d if there exists an integer 1 < d < n such that This form of A matrix corresponds to the case where the system consists of a chain of overlapping subsystems. Note that banded matrices are a subset of chordal graphs. In this case we can choose P to also be a banded matrix of order d = 1, 2, . . . , n − 1 and this gives a sequence of banded Q matrices of increasing order up to a complete graph.
B. Cyclical Matrices
Another class of A matrices for which we can find P and Q with chordal sparsity patterns is the class of cyclical matrices. In a cyclical matrix the nodes are connected in a ring or a cycle topology which can be represented by the following sparsity pattern
Let the sparsity pattern of P be defined by
Theorem 6: Given A ∈ R n×n with a cyclic sparsity pattern, the sparsity pattern of P defined in (17) is chordal and results in a Q = A T P + PA with a chordal sparsity pattern. (Proof given in the appendix).
C. Tree Matrices
Let G = (V, E) be a tree, i.e, a graph that is connected and has no cycles. We pick one node to be the root of the tree and label it r. We say that node u is the parent of node v and v is the child of u if u is the unique node adjacent to v on the unique path from r to v. We define the siblings of a node u to be the set of all nodes with the same parent as u (including u). Given node i ∈ V , we denote its parent by Par(i), its children by Ch(i) and its siblings by Sib(i). We number the nodes in a topological ordering, meaning that each parent has a higher number than its children. Let
Given a tree T , define the sparsity pattern of A by
Let the sparsity pattern of P to be defined by
Theorem 7: Given A ∈ R n×n with a sparsity pattern defined by the tree T , the sparsity pattern of P defined in (19) is chordal and results in a Q = A T P + PA with a chordal sparsity pattern. (Proof given in the appendix).
D. Metzler Matrices and Triangular Matrices
A matrix A ∈ R n×n is said to be Metzler if all its off diagonal elements are nonnegative i.e, a i j ≥ 0 ∀i = j.
Proposition 2: [6] Let A ∈ R n×n be a Metzler matrix. Then the following statements are equivalent: i) the matrix A is Hurwitz ii) there exists a positive definite, diagonal matrix P 0 such that Q = A T P + PA ≺ 0. If we further assume that A is sparse, then by choosing P to be diagonal we ensure that the structure of A is preserved in Q. Let G = (V, E) be the graphical structure of Q, then we can find a chordal extension G = (V, F) where E ⊆ F. Therefore, given a sparse Metzler matrix we can apply the chordal decomposition to the SDP so that we can efficiently test whether the system is stable.
Remark 1: It is known that stable triangular matrices also admit a diagonal Lyapunov function [22] . Therefore when a matrix is triangular and sparse we can apply exactly the same decomposition as with the Metzler matrices.
E. Sparse Non-chordal Matrices
Chordal extensions allow us to generalise the chordal decomposition approach to non-chordal sparse systems. Given a sparse matrix A ∈ R n×n , choose a sparsity pattern for P, i.e., G(P) = (V, R). This implies a sparsity pattern for Q i.e., G(Q) = (V, S) where Q = A T P + PA. The sparsity patterns of P and Q will not be chordal in general, but we can chordal extend them to G ch (P) = (V, T ) and G ch (Q) = (V,U) and then apply the chordal decomposition as described in the previous section.
This suggests a method to iteratively search for sparse Lyapunov functions:
while: m ≤ n P = banded matrix with bandwidth m.
Compute G(Q) where Q = A T P + PA
Chordal extend G(P) and G(Q) to G ch (P) and G ch (Q)
Solve the chordal SDP (12) or (15) . if: SDP is feasible A Lyapunov function has been found else:
VI. NUMERICAL RESULTS
In this section we give numerical results that demonstrate the improvements in efficiency possible when chordal sparsity in an LMI is taken advantage of. We make use of SparseCoLO which detects chordal sparsity in an LMI and preprocesses the data so that the matrix variables are block diagonal. The conversion is performed using the clique tree conversion method described in Section IV. After this preprocessing step, SparseCoLO then calls either SeDuMi, SDPA or SDPT3 to solve the problem [12] .
To test the chordal decomposition method we generated random matrices with negative eigenvalues and imposed on them the properties described in SectionV to create sparse Metzler, sparse triangular, banded, cyclical and tree structured A matrices. Then we compared the time taken for SeDuMi and SparseCoLO+SeDuMi to solve the Lyapunov LMI. For all of our experiments the SDP was considered to be solved when the primal-dual gap had been reduced to less than ε = 10 −9 . The experiments were run on a MacBook Pro with a 2.9GHz processor and 8GB of RAM.
For the case of banded matrices we chose A and P to be banded with order d = 5. To generate the trees we simply started with the trivial tree {ν} and then added edges to a node not in the tree, repeating until all of the nodes were connected to the tree. For the Metzler and triangular cases we generated sparse graphs and then found a chordal extension to determine how to decompose the problem. To generate sparse non-chordal matrices we first generated sparse chordal graphs and then added in random elements using the MAT-LAB command sprandsym(n, density) where density = 0.1/n. Table I shows the CPU time in seconds required to solve the SDPs for the five different sparsity patterns. The variable maxC corresponds to the largest maximal clique in the sparsity pattern of the LMI. MaxC was kept constant as the number of nodes was increased. The numbers in the brackets e.g., (230, 17) are the size and number of blocks the Schur complement matrix respectively.
We see that the size of the Schur complement matrix is larger when we apply the chordal decomposition method. This is due to the extra variables that are introduced (the dual variables of the equality constraints (θ )). However, the problem is decomposed into a number of blocks of smaller size which SeDuMi can exploit to solve the problem more efficiently. Hence the chordal decomposition method is significantly more efficient in these sparse cases with small maximal cliques.
As the number of nonzero elements in the A matrix increases, this tends to increase the density of the matrices in the LMI. This leads to larger maximal cliques, with more overlapping elements, which in the chordal decomposition requires us to introduce more dual variables. This increases the size of the Schur complement matrix. Table II shows the effect of increasing maximal clique sizes on the time taken to solve the Lyapunov LMI for sparse Metzler matrices with n = 400. We see that for small maxC the chordal decomposition is more efficient than the standard dense method, but as maxC is made larger the increased size of the Schur complement matrix outweighs the advantages of decomposing the problem into blocks.
VII. CONCLUSION
We have shown that chordal sparsity in the Lyapunov LMI can be exploited to improve the efficiency with which the associated SDPs are solved. We applied the method to construct Lyapunov functions for randomly generated linear systems from five different classes. It was shown that when the size of the maximal cliques is small the chordal decomposition method is significantly quicker than the standard method. This makes it a promising approach when applied to large, sparse systems which are often found in applications.
In the future we will apply this methodology to other LMIs arising in systems and control theory, such as in the KYP lemma. This will allow us to bound the inputouput properties of large, sparse systems. Another promising direction is to apply this approach to the stability analysis of systems with polynomial vector fields by using Sum of Squares. We will also investigate how to use information about the system, in terms of dynamics or spectral properties, in order to inform the choice of sparsity pattern for the Lyapunov function VIII. APPENDIX
A. Derivation of the dual SDP from the primal SDP
The Lagrangian function for (12) is
Taking the partial derivative of the Lagrangian function with respect to X k we have
and from this we see that the dual function is given by
Maximising this dual function gives (15) .
B. Proof of Theorem 6
Let A and P have sparsity patterns as defined in (16) and (17) . Note that P can be rearranged to be a banded matrix and hence have a chordal sparsity pattern. The sparsity pattern of Q = A T P + PA is given by
The proof that Q as defined above is chordal is by induction. We use the notation that Q n is the Q matrix for an n node cycle. For n = 1, 2, 3 there cannot be a cycle of length greater or equal to 4 so these graphs must be chordal. We first consider the even case and take Q 4 as our base case. Since it is a complete graph it is chordal. Next consider Q n with n even and assume that it is chordal. Construct Q n+2 by relabelling the nodes of Q n by incrementing ν i := ν i+1 , for i = 1, 2, . . . , n and then adding two new nodes {ν 1 , ν n+2 } to the periphery of the network and connecting them according to (21) , see Figure 2 . Let the perfect elimination ordering for Q n be denoted by α. If we can find a perfect elimination ordering for Q n+2 of the form ν 1 , ν n+2 , α then we have shown that Q n+2 is chordal. Consider the first row of Q n+2 Q n+2 1,k = 1, for k ∈ {1, 2, n + 1, n + 2}, 0 otherwise.
In order for node 1 to be simplicial, nodes 2, n + 1 and n + 2 must form a clique. From (21) we see that Q n+2 i j = 1 for n + 2 ≤ i + j ≤ n + 5 and hence these nodes do indeed form Again using the definition of Q n+2 we see that the nodes 2, 3 and n+2 form a clique and hence n+2 is a simplicial vertex. Hence the ordering ν 1 , ν n+2 , α is a perfect elimination ordering, and by induction Q n is chordal for all even n. The same argument can be applied to the odd n case, which completes the proof.
C. Proof of Theorem 7
Let A and P have sparsity patterns as defined in (18) and (19) . Note that P can be rearranged to be block diagonal and hence have a chordal sparsity pattern. The element-wise equation for the sparsity pattern of Q is
where we have used the fact that the sparsity pattern of A is symmetric. From the definitions of the sparsity pattern of A and P we conclude that the sparsity pattern of Q is given by
Let the topological ordering α = {1, 2, . . . , n} be a candidate for a perfect elimination ordering. The subgraph induced by {ν i , . . . , ν n } cannot include the children of ν i or the children of its siblings, since these nodes have a lower number in the topological ordering. The remaining nodes that ν i is connected to are: its siblings with a higher number in the ordering, its parent and the siblings of its parent. It remains to be shown that all of the siblings of i are adjacent to all of the siblings of the parent of node i. Let j ∈ Sib(i) and k ∈ Sib(Par(i)), using (22) we have M( j) ∩ Sib(k) = Par(i) = / 0 ⇒ Q jk = 1, Q k j = 1.
Hence the siblings of the parent of node i are adjacent to all of the siblings of i. Therefore ν i is a simplicial vertex and α is a perfect elimination ordering. We conclude that Q is a chordal graph.
