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Distributed compression and quality assessment (QA) are essential in-
gredients in the design and analysis of networked signal processing systems
with voluminous data. Distributed source coding techniques enable the effi-
cient utilization of available resources and are extremely important in a mul-
titude of data intensive applications including image and video. The quality
analysis of such systems is also equally important in providing benchmarks
on performance leading to improved design and control. This dissertation
approaches the complementary problems of distributed compression and qual-
ity assessment using information theoretic methods. While such an approach
provides intuition on designing practical coding schemes for distributed com-
pression, it directly yields image and video QA algorithms with excellent per-
formance that can be employed in practice.
This dissertation considers the information theoretic study of sophis-
ticated problems in distributed compression including, multiterminal multi-
viii
ple description coding, multiterminal source coding through relays and joint
source channel coding of correlated sources over wireless channels. Random
and/or structured codes are developed and shown to be optimal or near opti-
mal through novel bounds on performance. While lattices play an important
role in designing near optimal codes for multiterminal source coding through
relays and joint source channel coding over multiple access channels, time
sharing random Gaussian codebooks is optimal for a wide range of system
parameters in the multiterminal multiple description coding problem.
The dissertation also addresses the challenging problem of reduced ref-
erence image and video QA. A family of novel reduced reference image and
video QA algorithms are developed based on spatial and temporal entropic
differences. While the QA algorithms for still images only compute spatial
entropic differences, the video QA algorithms compute both spatial and tem-
poral entropic differences and combine them in a perceptually relevant manner.
These algorithms attain excellent performances in terms of correlation with hu-
man judgments of quality on large QA databases. The framework developed
also enables the study of the degradation in performance of QA algorithms
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In recent years, there has been an explosion in the amount of data that
needs to be stored and communicated, particularly, visual data such as image
and video. With the advent of the internet and mobile devices, understanding
how data may be efficiently compressed and processed in networks is of signifi-
cant interest. The problem of distributed compression precisely deals with this
question of how correlated data may be compressed in a distributed fashion
in networks, with or without distortions. The problem has applications in a
variety of domains including sensor networks, video surveillance systems, me-
dia delivery over networks, distributed data storage and so on. Owing to the
voluminous amount of data involved in all these applications, it is impossible
to store or communicate such data without lossy compression. The challenge
in such problems is to exploit the correlation in the underlying data at dif-
ferent nodes in a network in a distributed manner and design efficient coding
schemes. The goal is to thereby achieve better performance than systems in
which individual nodes merely compress their own data.
On the other hand, most data like image and video, are ultimately
meant for human consumption. The impact of digital image and video in
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today’s life is pervasive with applications ranging from video streaming over
mobile devices and computers to video conferencing, surveillance and digital
cinema. This renders the question of user experience through quality moni-
toring and control extremely important. It is desirable to design such systems
in a manner that enhances the visual experience of users. The field of image
and video quality assessment (QA) seeks to partially address the question of
how to quantitatively model user experience, and how to use these models
to predict visual quality in accordance with visual perception. Image/video
quality assessment is an essential step towards ensuring and meeting quality
of service demands of various users. Additionally, the design of systems opti-
mized for such quality indices could potentially help in significantly enhancing
the visual experience. The challenge in this problem is that quality assessment
is not merely a measurement of artifacts or distortions in visual signals, but
measurement of those distortions that are perceivable by humans.
Compression and quality assessment are essentially complementary en-
gineering optimization problems. In compression, given a distortion criterion,
we seek an optimal compression algorithm, the objective of the optimization
problem being the rate of compression. Conversely in quality assessment,
given a distorted image, we seek an optimal quality assessment algorithm, the
objective here being the correlation with human judgments of quality. This
dissertation addresses sophisticated problems in both these domains using in-
formation theoretic tools as a common theme and can be divided into two
parts: distributed compression and visual quality assessment. We provide a
2
summary of the research problems studied in each of these domains along with
the main contributions of the dissertation in the following.
1.1 Distributed Compression
Point-to-point compression is a fairly well established area of research
today, both in theory and practice, as demonstrated by Shannon’s rate distor-
tion theorem [15] and practical audio, image and video codecs such as MP3,
JPEG and MPEG. The holy grail of lossless and lossy network compression
is in understanding the fundamental limits and optimal coding strategies of
systems with multiple sources, relays and destinations connected arbitrarily
between them. We desire to gain an understanding of the rate-distortion re-
gion of this distributed compression problem, which is a highly non-trivial
task for a large class of such problems. Our understanding of lossy compres-
sion schemes even in simple networks is quite limited. On the theoretical
side, optimal coding schemes are known only for the Gaussian two terminal
source coding problem (the simplest many-to-one network) [83] and the Gaus-
sian multiple description problem (the simplest one-to-many network) [46, 85].
Nevertheless, the information theoretic study of such simple settings has en-
abled us gain some intuition on the underlying architecture of good coding
schemes for practical systems [99]. Such schemes are shown to possess better
performance than treating network compression problems as individual point-
to-point problems. This motivates the information theoretic study of network
compression problems in more general network settings, which is the focus of
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this dissertation. As stated earlier, the goal of such a study is to learn which
coding architectures are information theoretically optimal.
Since arbitrary networks have been difficult to analyze so far, net-
work compression has only been studied primarily as many-to-one systems
[45, 51, 79, 83] or one-to-many [13, 46, 85] systems. We take an important step
towards understanding more general networks by analyzing many-to-many sys-
tems, in the form of multiterminal multiple description problems. We would
like to know if it is sub-optimal to treat many-to-many systems as simpler
networks and if so, what the optimal coding schemes in such scenarios are.
We introduce a multiterminal multiple description problem called the Vaca-
tioning chief executive officer (CEO) problem. The vacationing- CEO prob-
lem combines the salient features of the so-called CEO problem [79] and the
multiple-descriptions (MD) problem [13]. In this setting, noisy versions of a
source are observed by two encoders, as in the CEO problem. In addition,
we require that each encoder generate multiple descriptions of the source, as
in the MD problem. The vacationing-CEO problem arises in asynchronous
multicast networks, and solving it is an essential step in developing a general
theory for multi-encoder and multi-decoder lossy compression. In this disser-
tation, an achievable sum rate and two sum rate lower bounds are presented
for the quadratic Gaussian vacationing-CEO problem. These bounds exactly
determine the optimal sum rate over a wide range of parameters.
Another step towards understanding compression in more general net-
works is the investigation of the role of relays. The key question in such
4
problems is in finding out how the relays should deal with incoming data in
order to ensure that the reconstructions at nodes further down the network
satisfy their distortion criteria while consuming minimum resources. Indeed,
various researchers have studied the role of relays in distributed compression
under different settings [16, 47, 78]. We study a multi-terminal source coding
problem, where two terminals possess two (correlated) Gaussian sources to
be compressed and delivered to the destination through an intermediate relay.
Unlike the CEO and conventional two-terminal source coding problems as well
as point-to-point relay source coding problem, lattices are found to play an
important role in achieving “good” rates for this problem setting. Two achiev-
able strategies - compute-and-forward and compress-and-forward are used to
develop achievable rates for this problem setting. For the symmetric case, the
inner and outer bounds developed are shown to be within 1/2 bits of each
other.
We are also interested in how distributed compression may be per-
formed in the presence of wireless channels. One such formulation is a joint
source-channel coding problem where correlated sources are required to be
communicated in a distributed manner over a multiple access channel, a prob-
lem in which very little progress has been possible over the years. A fundamen-
tal question in such problems is whether it is optimal to separate source coding
from channel coding. We would also like to know if there are other schemes
that could exploit the correlation between the sources for better transmission.
While the solution for such a general joint source channel coding problem is un-
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known, different aspects of the problem have been considered in [14, 25, 34, 42].
This dissertation considers the problem of transmitting linear functions of two
correlated Gaussian sources over a two-user additive Gaussian noise multiple
access channel (MAC). The goal is to recover this linear function within an
average mean squared error distortion criterion. Each transmitter has access
to only one of the two Gaussian sources and is limited by an average power
constraint. In this work, a lattice coding scheme and two lower bounds on
the achievable distortion are presented. The lattice scheme achieves within
a constant of a distortion lower bound if the signal to noise ratio (SNR) is
greater than a threshold. Further, for the difference of correlated Gaussian
sources, uncoded transmission is shown to be worse in performance to lattice
coding methods for correlation coefficients above a threshold.
1.2 Visual Quality Assessment
Image and video QA algorithms can be broadly classified into full ref-
erence (reference available or FR) and no reference (reference not available or
NR) algorithms. The mean squared error (MSE) has been used as a quality
metric for a very long time, owing to its simplicity, despite having a very poor
correlation with human perception [88]. The last decade has seen significant
progress in the field of objective full reference image/video QA algorithms.
The structural similarity index (SSIM) [89], visual information fidelity (VIF)
[63], visual signal to noise ratio (VSNR) [9] and just noticeable difference
(JND) metrix [56], are examples of successful full reference algorithms which
6
have been shown to perform well in predicting the quality scores of human
subjects. However, in a number of applications, it is impossible or extremely
expensive for the reference image or video to made available for quality compu-
tation. The development of NR QA algorithms is crucial for quality assessment
in large networks.
Progress on no reference QA, however, has been very slow. Indeed, the
progress that has been possible, has been on account of relaxing the no ref-
erence assumption in various ways. One approach is to devise NR algorithms
for a specific type of distortion only [91], [64], [38]. This approach can be
refined by assuming that the distorted image is subjected to a set of possible
distortions known a priori. Training based NR image QA techniques have re-
sulted in algorithms that perform at least as well as mean squared error, which
has the benefit of a reference image [40, 55]. Alternatively, partial information
about the reference can be made available, which can be used along with the
distorted image to predict quality. This paradigm is known as reduced ref-
erence (RR) QA, which may or may not require knowledge of the distortion
type.
We study the problem of automatic RR image QA algorithms from
the point of view of image information change. Such changes are measured
between the reference image and natural image approximations of the dis-
torted image. Algorithms that measure differences between the entropies of
wavelet coefficients of reference and distorted images as perceived by humans
are designed. The algorithms differ in the data on which the entropy difference
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is calculated and on the amount of information from the reference that is re-
quired for quality computation, ranging from almost full information to almost
no information from the reference. A special case of this are algorithms that
require just a single number from the reference for quality assessment. The
algorithms are shown to correlate very well with subjective quality scores as
demonstrated on the LIVE Image Quality Assessment Database and Tampere
Image Database. The performance degradation as the amount of information
is reduced is also studied.
We also extend this framework to video quality assessment. We present
a family of reduced reference video QA algorithms that utilize spatial and tem-
poral entropic differences. We adopt a hybrid approach of combining statistical
models and perceptual principles to design QA algorithms. A Gaussian scale
mixture model for the wavelet coefficients of frames as well as frame differences
is used to measure the amount of spatial and temporal information differences
between the reference and distorted videos respectively. The spatial and tem-
poral information differences are combined to obtain the spatio-temporal re-
duced reference entropic differences. The algorithms are flexible in terms of
the amount of side information required from the reference which can range
between a single scalar per frame and the entire reference information. The
spatio-temporal entropic differences are shown to correlate quite well with hu-




The rest of the dissertation is organized as follows. Chapters 2, 3 and 4
deal with distributed compression while Chapters 5 and 6 concern image and
video quality assessment. The vacationing-CEO problem is studied in Chapter
2, multiterminal source coding through relays in Chapter 3 and communicating
linear functions of correlated Gaussian sources over a Gaussian multiple access
channel in Chapter 4. The reduced reference entropic differencing indices for
image quality assessment are described in Chapter 5 while Chapter 6 contains
the spatio-temporal entropic differencing indices for video quality assessment.
We conclude the dissertation in Chapter 7.
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Chapter 2
Sum Rate of the Vacationing CEO Problem
2.1 Introduction
The vacationing-chief executive officer (CEO) problem is one where
multiple encoders compress noisy versions of a single source in a distributed
manner with each encoder producing multiple descriptions. While network
compression has been studied either as a multi-encoder single-description prob-
lem as in multi-terminal source coding, or as a single-encoder multiple de-
scription problem, this chapter considers a multi-terminal multiple description
problem. The two-terminal three-description version of the vacationing-CEO
problem is depicted in Fig. 2.1.
We have a single source S, and two corrupted versions of the source,
X1 and X2, are available at the two encoders in the system. The encoders
wish to communicate information about S to a decoder, i.e., the CEO, which
they accomplish by each sending a data packet at time 1 and another at time
2. The CEO may be on vacation during time 1, time 2, neither, or both,
and she cannot receive data packets when she is vacationing. We assume that
the CEO’s vacation schedule is unknown to the encoders. If the CEO works



















Figure 2.1: System model for the vacationing-CEO problem
S to distortion D1. Likewise, if she works during time 2 and vacations during
time 1, she expects to reproduce S to distortion D2. If the CEO does not go
on vacation and works during both periods, then she expects to reproduce S
to distortion D0. For convenience, we represent the three vacation states of
the CEO by three separate receivers in Fig. 2.1. This problem generalizes
both the CEO problem, by omitting the transmission at time 2, and the MD
problem, by omitting X2 and choosing X1 to be an exact copy of S. But
we shall see that solving the vacationing-CEO problem requires more than a
direct combination of ideas from the CEO and MD problems.
The vacationing-CEO problem has applications in peer-to-peer net-
works where multiple encoders have incomplete or imperfect versions of the
same source, which is to be compressed and shared with different destinations.
Multiple descriptions are desired to alleviate the effects of packet loss. They
11
are also useful in wireless multicast scenarios in which receivers enter and de-
part the system unbeknown to the encoders. In this context we would like
receivers to be able to arrive at any time and for their distortion to decrease
the longer they remain in the system. The problem in Fig. 2.1 is a simple
version of the scenario in which there are only two time steps. See [2–4] for
additional discussion of this connection.
The following results on the vacationing-CEO problem are the contri-
butions of this chapter of the dissertation:
1. We present two lower bounds on the sum rate of the vacation-CEO prob-
lem. The lower bounds combine converse techniques developed individu-
ally for the MD problem [46, 85] and the CEO problem [45, 87] in different
ways. In fact, it is interesting to note that one of our lower bounds re-
quires the use of both existing converse techniques for the CEO problem,
as neither alone seems to be sufficient.
2. We develop an achievable scheme that generalizes the Berger-Tung scheme
for multi-terminal source coding and the El Gamal-Cover scheme for
multiple descriptions.
3. We show that a Gaussian scheme is optimal in the low distortion regime,
i.e. when the distortion constraints at the individual receivers are ‘close’
to the distortion constraints at the central receiver. We also show that
a time-sharing scheme with Gaussian codebooks is optimal in the high
distortion regime.
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4. We establish necessary and sufficient conditions for the achievability of
no excess rate. That is, if the sum rate of the system is forced to be
the minimal sum rate needed to meet the distortion constraint of Re-
ceiver 0, we establish the necessary conditions in order for the distortion
constraints of the other two receivers to be achievable.
The rest of this chapter is organized as follows. The next subsection
summarizes some of the key results in the field. In Section 2.2, we state the
problem and state our main results. In Section 2.3, we describe the achievable
strategy, and in Section 2.4, we prove the sum rate lower bounds. In Section 2.5
we prove that the achievable sum rate coincides with the first lower bound in
the low-distortion regime, and in Section 2.6 we prove that the the achievable
sum rate coincides with the second lower bound in the high-distortion regime.
2.1.1 Background
A single representation for a single source is today a fairly well estab-
lished field of research [15]. When multiple representations and/or sources
are involved, there are only a limited set of exact results known. The loss-
less compression of correlated sources, studied in [69] by Slepian and Wolf, is
one of the early success stories in this domain. The problem of lossy com-
pression with correlated side information at the decoder was considered in
[97]. Subsequently, an achievable rate region for the multiple description (MD)
problem was given by [13], which was shown to be optimal for the Gaussian
two-terminal case in [46].
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More recently, many new results have emerged in the field of Gaus-
sian multiterminal source coding. In particular, the Gaussian CEO problem
was introduced in [79] and solved in [45] and [51], where first the sum rate
and later the entire rate region were characterized. While Gaussian schemes
are shown to be optimal, the converse techniques primarily involve the en-
tropy power inequality and the technique of formulating the outer bound as
an optimization problem over suitably defined code parameters. [87] provides
a simplified converse argument for the sum rate. The rate region of the Gaus-
sian two-encoder problem was characterized in [83]. Lattice codes were shown
to possess superior performance to random Gaussian codes for the distributed
computation of certain linear functions of correlated Gaussian sources [33],
[82]. On the multiple descriptions front, the sum rate of the Gaussian vector
multiple description problem with any number of descriptions but distortion
constraints only at individual and central receivers was established in [85] (see
also [10, 86]). The rate distortion region for the multiple description problem
involving discrete memoryless sources in the case of ‘no excess’ rate was solved
in [1].
Researchers have also studied multi-source multi-desination compres-
sion problems in the context of “robust distributed source coding” [11]. In this
setting, two corrupted versions of an underlying source are observed by two
separate encoders, Encoder 1 and Encoder 2. Each encoder generates a single
description of its observation. There are three receivers in the problem set up,
Receivers 1, 2 and 3. Receiver 1 and Receiver 2 obtain the single description
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from Encoder 1 and Encoder 2 respectively, while Receiver 3 obtains the de-
scriptions from both encoders. Each receiver has its own distortion criteria
and the objective of the problem is to find the smallest rates at which the
descriptions at each encoder need to be generated satisfying all the distortion
constraints.
As opposed to our problem formulation where each encoder generates
two descriptions, the problem in [11] requires each encoder to generate only
a single description. In fact, the vacationing CEO problem can be related to
the problem in [11] when we constrain the rates R12 = R21 = 0. Although our
setup is more general, we actually obtain more conclusive results than those
in [19]. This is accomplished by focusing on the tradeoff between the sum
rate R11 +R12 +R21 +R22 and the triple of distortions D0, D1, and D2, which
provides a certain symmetry between the encoders and the descriptions. While
the bounding technique of one of our two sum rate lower bounds is similar
to the bounding technique used in [11], our other lower bound is established
using a different technique that involves introducing two new auxiliary random
variables, one for the observation of each encoder. Determining the full rate-
distortion region for our problem would require determining the rate-distortion
region for the problem in [11] and seems to be quite challenging.
2.2 Problem Statement and Main Result
We use capital letters to denote random variables and E[S] to denote the
expected value of a random variable S. All logarithms used in the chapter are
15
natural logarithms. Var(S|T ) denotes ES,T [(S − E[S|T ])2]. For S̄ = (S1, S2),
Cov(S̄|T ) denotes the matrix ES̄,T [(S̄−E[S̄|T ])(S̄−E[S̄|T ])†], where S̄† is the
transpose of the vector S̄.
2.2.1 Problem Statement
Let {X1i}ni=1 and {X2i}ni=1 be noisy observations of an underlying Gaus-
sian source {Si}ni=1, observed by two different encoders. The observations and
the source are assumed to be independent and identically distributed (i.i.d.)
over i. For each time instant i, the observations are given by
X1i = Si +N1i
X2i = Si +N2i
where N1i and N2i are Gaussian distributed with mean zero and variance σ
2
N1
and σ2N2 . Si has mean zero and variance σ
2
S. Encoder k observes {Xki}ni=1
for k = 1, 2 and sends two descriptions given by Ckl = fkl(X
n
k ), for l =
1, 2 to two receivers. Let Rkl be the rate of transmission from Encoder
k to Receiver l. Receiver l gets the messages f1l(X
n
1 ) and f2l(X
n
2 ), and




2 )) to obtain an estimate of the
source Sn , denoted by Ŝnl , satisfying squared error distortion constraint Dl.









2 )) to get Ŝ
n
0 , satisfying the distortion con-
straint D0. Throughout the chapter, we assume that 0 < D0 < min{D1, D2}
and max{D1, D2} < σ2S.
16
Definition 2.1. We say that the tuple (R11, R12, R21, R22, D1, D2, D0) is achiev-






2 ) and f22(X
n
2 )































E[(Si − Ŝli)2], l ∈ {0, 1, 2}.
The vacationing-CEO problem generalizes the CEO problem with two
sensors and the MD problem with two descriptions. In effect, the vacationing-
CEO problem without the observation noise at one encoder and infinite noise
variance at the other encoder reduces to the two description problem. If we
omit one of the two stages by relaxing the corresponding distortion constraint,
it reduces to a CEO problem. We briefly describe the main results of both
these problems in the following.
2.2.2 The Quadratic Gaussian CEO Problem
Let D0 ≥ σ2S and D2 ≥ σ2S. Therefore R12 = R22 = 0 and the resulting
problem is the quadratic Gaussian CEO problem with distortion constraint
D1. Note that by imposing a trivial distortion constraint on any two out of
the three receivers, it is possible to obtain a corresponding quadratic Gaussian
CEO problem. The rate region for the CEO problem mentioned here consists








































The optimal rate region is achieved by a Gaussian quantize and bin
strategy at each encoder based on the Berger-Tung coding scheme. The proof
of converse involves the idea of parametrizing the rate of quantization of the
noise in the observations at each encoder. While the result as stated above,
represents the rate region through parameters involving the rate of quantiza-
tion of the noise, [87] obtains a sum rate characterization by parameterizing
the distortion in the noise quantization. Neither of these techniques yield an
obvious lower bound for the vacationing CEO problem. The lower bounding
techniques for the CEO problem need to be combined in a non-trivial fashion
with those for the MD problem to be able to obtain lower bounds for the
vacationing CEO problem.
2.2.3 Gaussian Multiple Description
Let σ2N1 = 0 and σ
2
N2
= ∞. Therefore R21 = R22 = 0. As a result, we
obtain the Gaussian two description problem with distortion constraints D0,
D1 and D2. Note that we can also obtain a similar Gaussian two description
problem by setting σ2N1 = ∞ and σ
2
N2
= 0. The rate region of the former
18





























The Gaussian El Gamal - Cover coding strategy is optimal for this
problem, while the converse involves the technique of supplying a noisy version
of the source given which the two descriptions are independent. The extension
of this converse technique to the vacationing-CEO problem is non trivial since
it is not clear a priori whether a noisy version of the underlying source needs
to be introduced or noisy versions of the encoder observations need to be
introduced to induce conditional independence. This dilemma leads to two
lower bounds on the sum rate of the vacationing-CEO problem, each of which
is optimal in different distortion regimes.
2.2.4 Main Results
We now state the main results of this chapter of the dissertation. A
brief description of the main theorems of the chapter is contained in Table 2.1.
We first state two lower bounds on the sum rate and then present the sum rate
achievable through the following theorems. The first lower bound is optimal
in the low distortion regime (and achieved by a Gaussian scheme), while the
second lower bound is optimal in the high distortion regime (and achieved by a
time sharing scheme). We note that the time sharing strategy that is optimal
19
Table 2.1: Main theorems of the chapter
Theorem Description
1 Lower bound on sum rate,
optimal in the low distortion regime
2 Lower bound on sum rate,
optimal in the high distortion regime
3 Gaussian achievable scheme,
optimal in the low distortion regime
4 Gaussian achievable scheme with time sharing,
optimal in the high distortion regime
5 Sum rate optimality using Theorem 1 and 3,
in the low distortion regime
6 Sum rate optimality using Theorem 2 and 4,
in the high distortion regime
in the ‘high’ distortion regime, involves a time sharing of Gaussian schemes,
where each of the Gaussian schemes by themselves could potentially violate
the distortion constraints at one of the individual receivers. In effect, these
schemes are time shared in a manner such that all the distortion constraints
are satisfied. Each lower bound involves an optimization problem over code
parameters as in the proof of the CEO problem [45, 87]. However, we require a
combination of parametrizations used in different proofs of the CEO problem
for one of our lower bounds.
We now define a set F , which contains all code parameters that satisfy
the distortion constraints at all the receivers. For k = 1, 2, define the sets
Fk = {(d1, d2, t) : d1, d2, t ∈ [0,∞)
σ2Nke
−2t ≤ min{d1, d2} max{d1, d2} ≤ σ2Nk},
20
and










































We further define two sets, the first one in which all the distortion
constraints are met with equality and the second one in which the central
distortion is not met with equality. The objective of the definitions below is
to consider an appropriate set for the lower bound optimization.
Let
























































































−2t1 = min{d11, d12} σ2N2e
−2t2 = min{d21, d22}}.
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We denote
P = P1 ∪ P2.
Note that the definition of P imposes the restriction on the parameters to
satisfy the individual distortion constraints with equality. The central dis-
tortion constraint may be satisfied with equality or the parameters satisfy
σ2Nke
−2tk = min{dk1, dk2} for k = 1, 2. We also observe that P ⊂ F .
Let k = 1, 2 and σ2Z ≥ 0. Define, for (d1, d2, t) ∈ Fk,
















−2t + σ2Z). (2.7)
We endow this quantity with its own notation for convenience and for being
able to write the lower bound concisely, not because of its intrinsic importance.
We now state the first lower bound.






r1(d11, d12, t1, σ
2
Z1











Proof. Please see Section 2.4.1.
For the second lower bound on the sum rate, let
T =
{



































Proof. Please see Section 2.4.2.
The next theorem concerns a Gaussian achievable scheme and is proved
in Section 2.3. Here we only state the theorem. Let
U = {(U11, U12, U21, U22) : Ukl = Xk +Wkl for k, l ∈ {1, 2},Wkl ∼ N (0, σ2Wkl),
(U11, U12)−X1 −X2 − (U21, U22),
E[(S − E[S|U1l, U2l])2] ≤ Dl for l ∈ {1, 2} and
E[(S − E[S|U11, U12, U21, U22])2] ≤ D0}.
Note that Wk1 and Wk2 can be correlated for k ∈ {1, 2} in the above definition.
Theorem 2.3. The sum rate achievable by a Gaussian scheme is given by
inf
(U11,U12,U21,U22)∈U
I(X1, X2;U11, U12, U21, U22) + I(U11, U21;U12, U22). (2.10)
Proof. Please see Section 2.3 and Appendix A.1.
Next, we state the sum rate achievable by time sharing the Gaussian
scheme described above. Let
FU = {f(u11, u12, u21, u22) : Ukl = Xk +Wkl for k, l ∈ {1, 2},Wkl ∼ N (0, σ2Wkl),
(U11, U12)−X1 −X2 − (U21, U22)}.
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FU contains the set of all distributions on the auxiliaries such that they are
Gaussian distributed while satisfying a Markov condition. Let T be a time
sharing random variable in {1, 2, . . . , τ}.
Theorem 2.4. The sum rate achievable by a Gaussian scheme with time shar-
ing is given by
inf
f(t)f(x1,x2)f(u11,u12,u21,u22|t,x1,x2)
I(X1, X2;U11, U12, U21, U22|T )
+ I(U11, U21;U12, U22|T ) (2.11)
subject to f(u11, u12, u21, u22|t) ∈ FU
E[(S − E[S|U1l, U2l, T ])2] ≤ Dl for l ∈ {1, 2}
E[(S − E[S|U11, U12, U21, U22, T ])2] ≤ D0.
Since a convex combination of the achievable rates is also achievable
(by choosing the convex combination such that the distortion constraints are
also satisfied), the rate indicated in Equation (2.11) is achievable. The proof
of this follows along a standard procedure as in the proof of Theorem 15.3.4
in [15].
The following theorem characterizes the sum rate in the low distortion
regime, where the Gaussian scheme is sum rate optimal. Low distortion refers
to the individual distortion constraints and a precise definition of the low
distortion regime is provided in the theorem.
Theorem 2.5. The sum rate of the vacationing-CEO problem with distortion


















I(X1, X2;U11, U12, U21, U22) + I(U11, U21;U12, U22).
Proof. Please see Section 2.5.
The next theorem establishes the sum rate in the high distortion regime.
Let R0(D0) denote the optimal sum rate required to achieve a distortion D0 at
Receiver 0. Mathematically, R0(D0) is the sum rate of the vacationing-CEO
problem with D1 = D2 = σ
2
S. The theorem establishes necessary and sufficient
conditions for the sum rate of the vacationing-CEO problem to be equal to the
sum rate of the central CEO. In other words, we establish conditions under
which the ‘no excess’ sum rate is achievable.
Theorem 2.6. The sum rate of the vacationing-CEO problem with distortion
constraints (D1, D2, D0) is equal to R0(D0) if and only if D1 +D2 ≥ σ2S +D0.
Proof. Please see Section 2.6.
We next compare the two bounds and the achievable strategy through
a numerical example. We consider a symmetric problem with symmetric noise
variances σ2N at the two encoders and symmetric distortion constraints D at
the individual receivers.
In Fig. 2.2, we plot the sum rate as a function of D for all D0 ≤ D ≤ σ2S.
The plot is generated for σ2S = 10, σ
2
N = 2 and D0 = 2. Observe that the
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High DistortionLow Distortion
Figure 2.2: Sum rate of the symmetric vacationing-CEO problem
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achievable sum rate matches with either of the lower bounds in the low distor-
tion as well as the high distortion regimes. Rlb1 is optimal for low distortions,
corresponding to D ≤ 3.3, while Rlb2 is optimal for high distortions, corre-
sponding to D ≥ 6. While Rlb1 is achievable by a Gaussian scheme, Rlb2 is
achievable by a simple time sharing scheme described in the proof of The-
orem 2.6. We note that using the symmetry of the problem, one can show
that the bounds match in the low distortion regime upto D = 3.3, which is
confirmed numerically in the figure. This conclusion is a stronger version of
Theorem 2.5 since the sufficient condition D ≤ 3.3 contains the sufficient con-
dition in Theorem 2.5.. For intermediate distortions, 3.3 ≤ D ≤ 6, Rlb2 is a
better bound than Rlb1. We evaluate the sum rate achieved by the Gaussian
scheme with time sharing based on Theorem 2.4. Note that the bounds deter-
mine the sum rate exactly over a wide range of D values, and elsewhere the
bounds are very close. Further, the lower bound Rlb1 is plotted by optimizing
over σ2Z1 and σ
2
Z2
such that σ2Z1 = σ
2
Z2
. Also, the Gaussian scheme is evaluated
by assuming symmetric forward test channel noise variances and symmetric
correlations between these noises at the two encoders. Theorem 2.6 states that
the ‘no excess’ sum rate R0(D0) is not achievable for D < 6 and this can also
be inferred from the figure.
Inspecting the two lower bounds, we see that Rlb1 is tighter when the
individual distortion constraints are more active and Rlb2 is tighter when the
central distortion constraint is more active. On the achievability side, in the
low distortion regime, only a small degree of correlation between the quantiza-
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tion that forms the two descriptions is required, and the Gaussian scheme can
achieve this correlation despite the distributed nature of the encoding. Note
that, in this regime, the sum rate does not always decouple into sum of the
rates of the individual CEO problems. In the high distortion regime, a higher
degree of correlation between the quantizations is required, which the Gaus-
sian scheme without time sharing seems unable to achieve. The time sharing
scheme is able to indirectly achieve the required correlation. In between, the
difficulty seems to be determining whether there exist schemes that can realize
the target correlation despite the distributed nature of the encoding. The dif-
ficulty in proving that the Gaussian schemes are optimal in the high distortion
regime seems to stem from the restriction that the auxiliaries be chosen such
that they simultaneously satisfy all the distortion constraints. Note that the
time sharing scheme that is optimal, is a time sharing of Gaussian schemes
where the Gaussian schemes themselves do not satisfy all the distortion con-
straints. These are time shared in a manner that satisfies all the distortion
constraints and achieves the optimal sum rate.
In the following section, we discuss the Gaussian scheme whose achiev-
able rates are characterized in Theorem 2.3.
2.3 A Gaussian scheme
We provide a brief sketch of the coding scheme below for discrete mem-
oryless sources Xn1 and X
n















22). We provide details of the Gaussian scheme later in this section.
2.3.1 Coding scheme for discrete memoryless sources
2.3.1.1 Codebook Generation
Encoder k, k = 1, 2, generates 2nR
′
k1 Unk1 and 2
nR′k2 Unk2 such that Uk1i
and Uk2i are generated i.i.d. according to the marginal of Uk1 and Uk2 respec-
tively. 2nR
′
k1 Unk1 and 2
nR′k2 Unk2 are binned into 2
nRk1 and 2nRk2 bins respec-
tively.
2.3.1.2 Encoding
Encoder k chooses the pair (Unk1, U
n
k2) jointly typical with X
n
k and trans-
mits the respective bin indexes. There exists a pair (Unk1, U
n
k2) jointly typical
with Xnk with high probability if
R′k1 > I(Xk;Uk1)
R′k2 > I(Xk;Uk2) (2.12)
R′k1 +R
′
k2 > I(Xk;Uk1, Uk2) + I(Uk1;Uk2).
This multiple description encoding scheme is similar to the scheme in [13].
Since (Un11, U
n
12)−Xn1 −Xn2 − (Un21, Un22), by the Markov lemma (Lemma 14.8.1)






22) are jointly typical.
2.3.1.3 Decoding at individual receivers
Receiver l, l = 1, 2, looks for Un1l and U
n
2l that are jointly typical in the
bins corresponding to the bin indexes it receives. Receiver l will be able to
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find unique codewords Un1l and U
n






2l − I(U1l;U2l) (2.13)





The decoding scheme resembles the decoding in the Berger-Tung scheme [77].
2.3.1.4 Decoding at central receiver
Receiver 0 mimics the decoding at Receiver 1 and 2 to find jointly






22) in the received bin indexes. Therefore,







22) are jointly typical.
Note that the equations in (2.12) and (2.13) represent the entire rate
region achievable for the vacationing-CEO problem. In particular, the above
scheme also achieves a sum rate equal to
I(X1, X2;U11, U12, U21, U22) + I(U11, U21;U12, U22),
the proof of which is supplied in Appendix A.1.
2.3.2 A Gaussian scheme
The coding scheme just described can be extended to Gaussian random
variables using standard techniques [19, Chapter 3]. In the Gaussian scheme,
the auxiliary random variables are chosen to be Gaussian and the estimates of
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the desired source are constructed as follows. We define auxiliaries, U11,U12,U21
and U22 such that
U11 = X1 +W11
U12 = X1 +W12
U21 = X2 +W21
U22 = X2 +W22,
where the vector W = (W11,W12,W21,W22) is Gaussian distributed with mean
zero and covariance matrix
Kw =

σ2W11 −a1 0 0
−a1 σ2W12 0 0
0 0 σ2W21 −a2
0 0 −a2 σ2W22
 . (2.14)
Kw is appropriately chosen to meet the distortion constraints at Receivers 1
and 2 and the central receiver. In effect Kw is chosen such that
E
[
(S − E [S|U1l, U2l])2
]
≤ Dl, l ∈ {1, 2}
E
[
(S − E [S|U11, U12, U21, U22])2
]
≤ D0.
Receiver l generates an estimate of Sn, by constructing the minimum
mean squared estimate (MMSE) E[Sn|Un1l, Un2l] for l ∈ {1, 2}. Receiver 0 con-
structs the MMSE estimate of Sn given by E[Sn|Un11, Un12, Un21, Un22]. The aux-
iliaries chosen in this manner ensure that (U11, U12, U21, U22) ∈ U .
We discuss the proofs of the lower bounds on the sum rate in the next
section.
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2.4 Lower Bounds on Sum Rate
In this section we present the proofs of lower bounds on the sum rate.
We discuss the proof of Theorem 2.1 followed by Theorem 2.2
2.4.1 Proof of Theorem 2.1
The main idea of the proof is to parametrize the code in terms of the
quantization of the noise and formulate the lower bound as an optimization
problem over the parameters. On account of the multiple descriptions aspect
of the problem, we also need to introduce additional random variables which
represent noisy versions of the encoder observations. As a result, the lower
bound also involves an optimization over the additional noise variance in the
encoder observations. The proof presented here is different from [51] or [87]
in that both parametrizations are required and different from [85] in that
two noisy encoder observations are introduced as opposed to a single noisy
observation of the underlying source in [85].
We begin by stating a lemma, which characterizes the parameters p̄ =
(d11, d12, d21, d22, t1, t2). Let Ckl denote the message from Encoder k to Receiver































These parameters provide two different ways of characterizing the quantiza-
tion of the noise at the encoders. While the conditional variance parameters
represent the distortion in the noise due to quantization, the conditional mu-
tual information parameter represents the rate of quantization of noise. We
reiterate that we require both parametrizations in order to be able to obtain
a lower bound and either one of them alone is not sufficient.
Lemma 2.7. The parameters defined in (2.15) satisfy
p̄ = (d11, d12, d21, d22, t1, t2) ∈ F .



























for l = 1, 2. By definition,
ntk = I(X
n
k , Ck1, Ck2|Sn) = h(Xnk |Sn)− h(Xnk |Ck1, Ck2, Sn)
≥ n
2
log σ2Nk − h(X
n






log dkl, l = 1, 2.
Therefore for k = 1, 2,
σ2Nke
−2tk ≤ min{dk1, dk2}.
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for k = 1, 2 and l = 1, 2. This concludes the proof of the lemma.
Let p̄ ∈ F . Then ∆Fp̄ is defined as
∆Fp̄ = {∆p̄ = (∆d11,∆d12,∆d21,∆d22,−∆t1,−∆t2) :
∆d11,∆d12,∆d21,∆d22,∆t1,∆t2 ∈ [0,∞) and
(d11 + ∆d11, d12 + ∆d12, d21 + ∆d21, d22 + ∆d22, t1 −∆t1, t2 −∆t2) ∈ P}.
The following lemma states that given a code, the code parameters can be
perturbed so that they are elements of P . Ultimately, the lower bound is also
stated as an optimization problem of p̄ over P .
Lemma 2.8. ∆Fp̄ 6= φ ∀p̄ ∈ F .
Proof. The lemma is proved as follows. Consider p̄ ∈ F . Then we increase
d11 and d12 by ∆d11 and ∆d12 until we meet the distortion constraints at
individual receivers with equality or d1l + ∆d1l = σ
2
N1
, l = 1, 2. In the former
case, we satisfy the individual distortion constraints with equality. In the
latter case, we now increase d21 and d22 by ∆d21 and ∆d22 until we meet
the individual distortion constraints with equality. We will be able to find
such ∆d21 and ∆d22 satisfying d2l + ∆d2l ≤ σ2N2 , l = 1, 2, since Dl < σ
2
S for
l = 1, 2. Now, we decrease t1 by ∆t1 until the central distortion constraint
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is met with equality or σ2N1e
−2(t1−∆t1) = min{d11 + ∆d11, d12 + ∆d12}. In
the former case, we satisfy the central distortion with equality. In the latter
case, we decrease t2 by ∆t2 until the central distortion constraint is met with
equality or σ2N2e
−2(t2−∆t2) = min{d21 + ∆d21, d22 + ∆d22}. Therefore ∀p̄ ∈ F ,
∆Fp̄ 6= φ.
We now turn to the proof of Theorem 2.1. By procedural steps, we
have
n(R11+R21 +R12 +R22)
≥H(C11, C21) +H(C12, C22)
≥H(C11, C21) +H(C12, C22)−H(C11, C21, C12, C22)
+H(C11, C21, C12, C22)−H(C11, C21, C12, C22|Xn1 , Xn2 )
=I(Xn1 , X
n
2 ;C11, C21, C12, C22) + I(C11, C21;C12, C22)
(a)




2 ;C11, C21, C12, C22|Sn)
+ I(C11, C21;C12, C22)
(b)
=I(Sn;C11, C21, C12, C22) + I(X
n
1 ;C11, C12|Sn) + I(Xn2 ;C21, C22|Sn)
+ I(C11, C21;C12, C22), (2.16)
where (a) is true since Sn−(Xn1 , Xn2 )−(C11, C12, C21, C22) and (b) is true since
(C11, C12)−Xn1 − Sn −Xn2 − (C21, C22).
Let Y1i = X1i +Z1i and Y2i = X2i +Z2i, where Z1i and Z2i are i.i.d. Gaussians
with mean zero and variance σ2Z1 and σ
2
Z2
for i ∈ {1, 2, . . . , n}. Also, Z1i and
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Z2i are independent of Si, X1i and X2i. Now,
I(C11,C21;C12, C22)
=H(C11, C21) +H(C12, C22)−H(C11, C21, C12, C22)
=H(C11, C21) +H(C12, C22)−H(C11, C21, C12, C22)
−H(C11, C21|Sn, Y n1 , Y n2 )−H(C12, C22|Sn, Y n1 , Y n2 )
+H(C11, C21, C12, C22|Sn, Y n1 , Y n2 ) + I(C11, C21;C12, C22|Y n1 , Y n2 , Sn)
=I(Sn, Y n1 , Y
n
2 ;C11, C21) + I(S
n, Y n1 , Y
n
2 ;C12, C22)
− I(Sn, Y n1 , Y n2 ;C11, C12, C21, C22) + I(C11, C21;C12, C22|Y n1 , Y n2 , Sn)
≥I(Sn, Y n1 , Y n2 ;C11, C21) + I(Sn, Y n1 , Y n2 ;C12, C22)
− I(Sn, Y n1 , Y n2 ;C11, C12, C21, C22). (2.17)
For l = 1, 2,
I(Sn, Y n1 , Y
n
2 ;C1l, C2l) = I(S
n;C1l, C2l) + I(Y
n
1 ;C1l|Sn) + I(Y n2 ;C2l|Sn)
since (Y n1 , C1l)−Sn−(Y n2 , C2l). By the definition of the rate distortion function
for Gaussian random variables, I(Sn;C1l, C2l) ≥ n2 log
σ2S
Dl









for k = 1, 2. Therefore,
I(Sn, Y n1 , Y
n


















I(Sn, Y n1 , Y
n
2 ;C11, C12, C21, C22)




2 ;C11, C21, C12, C22|Sn)
=I(Sn;C11, C21, C12, C22) + I(Y
n
1 ;C11, C12|Sn)
+ I(Y n2 ;C21, C22|Sn), (2.19)
where in the last step we used (Y n1 , C11, C12) − Sn − (Y n2 , C21, C22). Further,
for k = 1, 2















































(d12 + σ2Z1)(d22 + σ
2
Z2











e−2t2 + σ2Z2)− I(S
n;C11, C21, C12, C22)
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Substituting the above in (2.16), we get
R11 +R21+R12 +R22











(d12 + σ2Z1)(d22 + σ
2
Z2












=r1(d11, d12, t1, σ
2
Z1










where the last equality is due to the definition in (2.7). From Lemma 2.7,
we have p̄ ∈ F . By Lemma 2.8, ∆Fp̄ 6= φ. Let ∆p̄ ∈ ∆Fp̄. Note that
rk(dk1, dk2, tk, σ
2
Zk
) is decreasing in dk1 and dk2 and increasing in tk for k = 1, 2.
This implies that
rk(dk1, dk2, tk, σ
2
Zk
) ≥ rk(dk1 + ∆dk1, dk2 + ∆dk2, tk −∆tk, σ2Zk) ∀p̄ ∈ F .
Therefore,
R11 +R21 +R12 +R22 ≥r1(d11 + ∆d11, d12 + ∆d12, t1 −∆t1, σ2Z1)








Note that by definition, p̄+ ∆p̄ ∈ P . Therefore,




r1(d11, d12, t1, σ
2
Z1












2.4.2 Proof of Theorem 2.2
The proof of Theorem 2.2 is along the lines of [85] after the first few
steps which proceed along the lines of [51]. The ideas in this proof are also
similar to the lower bounding technique in [11]. Note that here we only in-
troduce a single noisy version of the underlying Gaussian source as opposed
to the previous theorem in which we introduced noisy versions of the two en-
coder observations to be able to obtain a lower bound on the sum rate. This
enables the lower bound to be obtained such that schemes which do not meet
the individual distortion constraints with equality could achieve this sum rate
bound. The lower bound we obtain in the following is optimal in the high
distortion regime.
Following the first few steps of the proof of Theorem 2.1, we get
n(R11+R21 +R12 +R22)
≥I(Sn;C11, C21, C12, C22) + I(Xn1 ;C11, C12|Sn) + I(Xn2 ;C21, C22|Sn)
+ I(C11, C21;C12, C22)
≥nt1 + nt2 + I(Sn;C11, C21, C12, C22) + I(C11, C21;C12, C22). (2.22)
and (C11, C12, C21, C22) achieves D0 in S, by introducing Y
n = Sn+Zn, where
Zi ∼ N (0, σ2Z), i = 1, . . . , n, i.i.d., we can lower bound the remaining terms in
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(2.22) along the lines of proof of Lemma 2 of [85] as follows.
I(Sn;C11,C21, C12, C22) + I(C11, C21;C12, C22)
= I(Sn;C11, C21, C12, C22) +H(C11, C21) +H(C12, C22)
−H(C11, C12, C21, C22)
≥ I(Sn;C11, C21, C12, C22) +H(C11, C21) +H(C12, C22)
−H(C11, C12, C21, C22)− I(C11, C21;C12, C22|Y n)
= h(Sn) + h(Y n)− h(Y n|C11, C21)− h(Y n|C12, C22)












Now, since the code (C11, C21) achieves a distortion D1, (C12, C22) achieves D2,
we have














h(Y n|C11,C21, C12, C22)− h(Sn|C11, C21, C12, C22)
= h(Y n|C11, C21, C12, C22)− h(Sn|Zn, C11, C21, C12, C22)
= h(Y n|C11, C21, C12, C22)− h(Y n|Zn, C11, C21, C12, C22)
= I(Y n;Zn|C11, C21, C12, C22)
= h(Zn|C11, C21, C12, C22)− h(Zn|Y n, C11, C21, C12, C22)
= h(Zn)− h(Zn|Y n − Ŝn0 , C11, C21, C12, C22)

















where we use the property that Gaussian noise minimizes the mutual infor-
mation [18]. Thus we get
R11 +R12 +R21 +R22 ≥ inf
(t1,t2)∈T

















In the following section, we show that Lower Bound 1 on the sum rate
described earlier is achieved by the Gaussian scheme in the low distortion
regime.
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2.5 Proof of Theorem 2.5
While the main ideas of the proof of Theorem 2.5 are based on [85],
there are certain differences. The different cases considered in the proof of
[85] are in terms of the system parameters (distortion constraints and source
variance), whereas here, the different cases considered are in terms of the
parameters of the code. Further, we are only able to identify appropriate
parameters σ2Z1 and σ
2
Z2
that enable the lower bound match with the achievable
sum rate under the conditions stated in the theorem as opposed to being able
to find such parameters that enable the lower bound match with the sum rate
for all distortion constraints in [85].
Before we compare sum rate of the achievable scheme with the lower
bound, we need two lemmas about parameters introduced earlier which will be
used in the comparison. We will use the notation p̄ = (d11, d12, d21, d22, t1, t2).












and p̄ ∈ P, then
dk1 + dk2 − σ2Nke
−2tk − σ2Nk ≤ 0
for k = 1, 2.






















, from (2.4), (2.5) and (2.6) respectively, we get


















Therefore at least one of d11 + d12 − σ2N1 − σ
2
N1
e−2t1 ≤ 0 or d21 + d22 − σ2N2 −
σ2N2e
−2t2 ≤ 0. Let d11 + d12 − σ2N1 − σ
2
N1
e−2t1 ≤ 0. But since































Similarly, we can start with d21 + d22 − σ2N2 − σ
2
N2
e−2t2 ≤ 0, and use















to show that d11 + d12 − σ2N1 − σ
2
N1
e−2t1 ≤ 0. Therefore we have now shown
that if p̄ ∈ P1, then dk1 + dk2 − σ2Nke
−2tk − σ2Nk ≤ 0 for k = 1, 2.
Now, let p̄ ∈ P2. Therefore, σ2Nke
−2tk = min{dk1, dk2}, k = 1, 2. Since
max{dk1, dk2} ≤ σ2Nk , it follows that
dk1 + dk2 − σ2Nk − σ
2
Nk




= max{dk1, dk2} − σ2Nk
≤ 0.
Thus for all p̄ ∈ P , dk1 + dk2 − σ2Nk − σ
2
Nk
e−2tk ≤ 0, k = 1, 2.
We make some more definitions which will help us show optimality of
the Gaussian scheme in the low distortion regime. Let (dk1, dk2, tk) ∈ Fk for

























The solution to gk(β) = 0, indicates the correlation in the noises of the
Gaussian test channel to be chosen while generating the auxiliaries at each
encoder. We also use this function to partition the space of parameters
(dk1, dk2, tk) ∈ Fk. We require the partitioning to identify when and how
the Gaussian scheme can meet the lower bound. Define,
Fk1 ={(dk1, dk2, tk) ∈ Fk : gk(0) > 0 and gk(σ2Nk) ≤ 0}
Fk2 ={(dk1, dk2, tk) ∈ Fk : gk(0) ≤ 0}
Fk3 ={(dk1, dk2, tk) ∈ Fk : gk(σ2Nk) > 0}.
Lemma 2.10. For k = 1, 2,














p̄ ∈ P ⇒ (dk1, dk2, tk) ∈ Fk1 ∪ Fk2, k = 1, 2.
Proof. For every (dk1, dk2, tk) ∈ Fk, one of either gk(0) > 0 and gk(σ2Nk) ≤ 0
or gk(0) ≤ 0 or gk(σ2Nk) > 0 is true and therefore Fk = Fk1 ∪ Fk2 ∪ Fk3.
From Lemma 2.9, p̄ ∈ P implies dk1 + dk2 − σ2Nke
−2tk − σ2Nk ≤ 0 for k =
1, 2. However, (dk1, dk2, tk) ∈ Fk3 implies gk(σ2Nk) > 0. This means that
dk1 + dk2 − σ2Nke
−2tk − σ2Nk > 0. Therefore, p̄ ∈ P implies, (dk1, dk2, tk) /∈ Fk3.
Therefore,
p̄ ∈ P ⇒ (dk1, dk2, tk) ∈ Fk1 ∪ Fk2, k = 1, 2.
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In order to show that the Gaussian scheme described in Section 2.3
achieves the lower bound on the sum rate, we parametrize the achievable sum
rate now in the same manner as in the lower bound. Our objective is to
write the achievable sum rate through similar parameters and prove that it is
optimal. Define,






























































2) denote the parameters achieved by the Gaus-
sian scheme. By definition of (U11, U12, U21, U22) ∈ U , p̄′ ∈ F . This means that
the achievable parameters correspond to a Gaussian scheme that satisfies the
distortion constraints (2.1), (2.2) and (2.3). We use the definition of functions
in (2.7) and the parameters introduced above in the following lemma, relating
them to the sum rate achievable by the Gaussian scheme.
45
Lemma 2.11. For all (U11, U12, U21, U22) ∈ U and σ2Zk ≥ 0, k ∈ {1, 2},


































































Y1 = X1 + Z1 and Y2 = X2 + Z2, Z1 and Z2 are independent of both X1





This lemma is proved in Appendix A.2. We now show that the Gaussian
scheme achieves the lower bound on the sum rate corresponding to every point
p̄ ∈ P through the following lemma.












, then for every p̄ ∈ P,
there exists an achievable p̄′ ∈ F and σ2Zk ≥ 0, k = 1, 2, such that the sum rate
achievable by the Gaussian scheme is
r1(d11, d12, t1, σ
2
Z1










Proof. The proof closely follows the discussion in Section 5 in [85]. Let p̄ =
(d11, d12, d21, d22, t1, t2) ∈ P . Choosing d′kl = dkl for k = 1, 2 and l = 1, 2, from
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(2.4) and (2.5), we know that
δ1 = D1 δ2 = D2. (2.31)
From Lemma 2.10, we know that (dk1, dk2, tk) ∈ Fk1∪Fk2. By definition, Fk1∩
Fk2 = φ. We now consider two cases, (dk1, dk2, tk) ∈ Fk1 and (dk1, dk2, tk) ∈
Fk2.
2.5.1 Case 1: (dk1, dk2, tk) ∈ Fk1
Since (dk1, dk2, tk) ∈ Pk1, gk(0) > 0 and gk(σ2Nk) ≤ 0. Therefore, there
exists an a∗k ∈ (0, σ2Nk ] that solves gk(ak) = 0. We set ak = a
∗
k. Recall that
ak is the correlation between Wk1 and Wk2 for k ∈ {1, 2} as defined in (2.14).
Further, d′k1 = dk1 and d
′
k2 = dk2 imply that σ
2
Wk1




Therefore, we conclude from (2.29) and gk(a
∗
k) = 0 that t
′
k = tk. We now need






2. Since αk0 ≥ 0
and a∗k ∈ (0, σ2Nk ],
αk0 + a
∗









































































, l = 1, 2



















The off diagonal entries in Cov(Uk1, Uk2|S, Yk) are zero if













Var(Uk1|S, Yk) Var(Uk2|S, Yk) = |Cov(Uk1, Uk2|S, Yk)|






since ak ∈ (0, σ2Nk ] in this case.
2.5.2 Case 2: (dk1, dk2, tk) ∈ Fk2
In this case, we set ak = 0 in (2.28) and achieve the corresponding t
′
k.
Since, d′k1 = dk1 and d
′
k2 = dk2, we have σ
2
Wk1
= αk1 and σ
2
Wk2
= αk2. It follows




















































Therefore, we get that tk ≤ t′k. By achieving t′k instead of tk, we still sat-





k) ∈ Fk. Further, we choose σ2Zk = 0 in this case. Therefore






= rk(dk1, dk2, t
′
k, 0),
Moreover, since σ2Zk = 0 and ak = 0
I(Uk1;Uk2|S, Yk) = I(Uk1;Uk2|S,Xk) = 0.
The lemma follows from the cases considered above.
Therefore, from Theorem 2.1 and Lemma 2.12, for every p̄ ∈ P , there
exists an achievable p̄′ ∈ F such that the sum rate achievable by the Gaussian
scheme is equal to the lower bound on the sum rate. This proves the optimality
of the Gaussian scheme for the sum rate of the vacationing-CEO problem in
the ‘low distortion’ regime.
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2.6 Proof of Theorem 2.6
We discuss both the achievability and converse arguments for the proof
of Theorem 2.6 in the following. The achievability argument of the proof of
Theorem 2.6 involves a time sharing strategy based on Theorem 2.4. Note that
while a time sharing strategy is not necessary in [46], we are able to show the
achievability of R0(D0) for D1 +D2 ≥ σ2S +D0 only by using the time sharing
scheme. The converse proof involves introducing a random variable which is
a noisy version of the underlying Gaussian source, similar to [46]. In order to
prove that for the sum rate of the vacationing CEO problem to be equal to
the sum rate of the central CEO, the distortion constraints should satisfy the
given inequality, we assume the opposite inequality and prove a contradiction.
We closely follow the proof in [46] and adapt it to the CEO problem setting
in order to prove the contradiction. The definition of the parameters t1 and t2
in (2.15) continue to hold in this section as well.
We first show the ‘if’ part of the proof. The achievability of the sum
rate in the high distortion regime is a time sharing argument. The set of all
rates achievable by time sharing is stated in Theorem 2.4. Here we explicitly
describe one such time sharing scheme to achieve the no excess rate. Let C1
and C2 be optimal block codes of length n from Encoder 1 and 2 respectively to
the central receiver that achieve the sum rate for the central receiver (sum rate
of the CEO problem) corresponding to parameters p̄. We now let Cαmk be the
code Ck sent over αm blocks and C
(1−α)m
k be the code sent over (1−α)m blocks.
Thus, Receiver 1 gets the optimal code from both encoders for α fraction of
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the blocks while Receiver 2 gets the optimal code from both encoders for 1−α
fraction of the blocks. Without loss of generality, let us assume D1 ≤ D2.
Now, we choose α such that
D1 = αD0 + (1− α)σ2S.
Such a choice exists since D0 ≤ D1 ≤ σ2S. Receiver 1 reconstructs α fraction
of blocks of source samples from the received code while the remaining (1 −
α) fraction of blocks is estimated as zero. On the other hand, Receiver 2
reconstructs 1 − α fraction of the block of source samples from the code it
receives and estimates the remaining (1 − α) fraction as zero. Clearly, the
distortion achieved by Receiver 1 is αD0 +(1−α)σ2S = D1. Receiver 2 achieves
a distortion (1−α)D0 +ασ2S. However, since D1 +D2 ≥ σ2S+D0, the distortion
achieved by Receiver 2 is less than D2. The distortion at the central receiver
is always satisfied. This time sharing scheme achieves a sum rate equal to the








+ t1 + t2.
Observe that the discussion above concerns a time sharing of two schemes, each
of which violates the distortion constraint at one of the individual receivers.
However, the two schemes are time shared in a manner that results in a scheme
that satisfies the distortion constraints at all the three receivers while achieving
the sum rate of the central CEO.
While it is easy to see that the sum rate of the vacationing-CEO prob-
lem is lower bounded by the sum rate of the central CEO, R0(D0), we also
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+ t1 + t2,
thus proving the optimality of the time sharing scheme.
We now show the ‘only if’ part of the proof. The proof is largely
based on Ozarow’s proof technique [46]. Since (R11, R12, R21, R22, D1, D2, D0)
is achievable, ∀α, β > 0, there exists N(α, β) such that ∀n > N(α, β), we have
n(R11 +R12+R21 +R22 + α)
≥ H(C11, C21) +H(C12, C22)
= H(C11, C21) +H(C12, C22)−H(C11, C12, C21, C22)
+H(C11, C12, C21, C22)−H(C11, C12, C21, C22|Xn1 , Xn2 , Sn)
= I(Sn, Xn1 , X
n
2 ;C11, C12, C21, C22) + I(C11, C21;C12, C22)
= I(Sn;C11, C12, C21, C22) + I(X
n
1 ;C11, C12|Sn)
+ I(Xn2 ;C21, C22|Sn) + I(C11, C21;C12, C22) (2.32)
= I(Sn;C11, C21) + I(S
n;C12, C22) + I(C11, C21;C12, C22|Sn)












+ nt1 + nt2, (2.34)
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where we obtain (2.33) by using the definitions in (2.15) and the equality
I(C11, C21;C21, C22) + I(S
n;C11, C12, C21, C22)
= H(C11, C21) +H(C12, C22)−H(C11, C12, C21, C22|Sn)
= I(Sn;C11, C21) + I(S
n;C12, C22) +H(C11, C21|Sn) +H(C12, C22|Sn)
−H(C11, C12, C21, C22|Sn)
= I(Sn;C11, C21) + I(S
n;C12, C22) + I(C11, C21;C12, C22|Sn).
Let (t∗1, t
∗
2) be the optimal solution to the problem,













and t1, t2 ≥ 0, (2.35)
and (t̃1, t̃2) be the optimal solution to the problem,













and t1, t2 ≥ 0, . (2.36)
The optimization problems listed above in (2.35) and (2.36) may be equiva-
lently written with inequality constraints as












and t1, t2 ≥ 0,
and












and t1, t2 ≥ 0. (2.37)
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Therefore, we see that t̃1 + t̃2 ≤ t∗1 +t∗2. Therefore, we define δ = t∗1 +t∗2− t̃1− t̃2
which satisfies, δ ≥ 0. Since (R11, R12, R21, R22, D1, D2, D0) achieves a sum
rate R0(D0),










D̃1 = D1 + β
D̃2 = D2 + β
Π = (σ2S −D1)(σ2S −D2)
∆ = D1D2 − σ4S exp [−2(R11 +R12 +R21 +R22 − t∗1 − t∗2)]
Π̃ = (σ2S − D̃1)(σ2S − D̃2)
∆̃ = D̃1D̃2 − σ4S exp
[
−2(R11 +R12 +R21 +R22 + α− t̃1 − t̃2)
]
.
In the following, we consider β, small enough such that D̃1 < σ
2
S and D̃2 < σ
2
S.
Therefore Π̃ > 0. Note that, by (2.34), ∆̃ ≥ 0. Also, note that t̃1 + t̃2 is
continuous in β. This can be seen by observing that the optimization problem
in (2.37) is convex and the KKT conditions imply that the unique optimizers
are continuous in β. Therefore, we also have ∆ ≥ 0.
Now, we prove the desired result by contradiction. Let us assume Π > ∆.
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Since, Π > ∆ and
Π̃ =Π + (D1 +D2 − 2σ2S)β + β2
∆̃ =∆ + (D1 +D2)β + β
2
+ σ4S exp [−2(R11 +R12 +R21 +R22 − t∗1 − t∗2)] (1− e−2(α+δ))
⇒ Π̃− ∆̃ =Π−∆− 2σ2Sβ
− σ4S exp [−2(R11 +R12 +R21 +R22 − t∗1 − t∗2)] (1− e−2(α+δ)),
there exists α0, β0 > 0, such that for all α < α0, β < β0, Π̃ > ∆̃. This is true
due to the continuity of δ in β which follows from the continuity of t̃1 + t̃2 in
β. In the subsequent discussion, we consider α < α0 and β < β0.
Now, from (2.32), and data processing inequality,
I(Sn; Ŝn1 , Ŝ
n
2 ) ≤ n(R11 +R12 +R21 +R22 + α)− nt̃1 − nt̃2 − I(Ŝn1 ; Ŝn2 )
I(Sn; Ŝn0 ) ≤ n(R11 +R12 +R21 +R22 + α)− nt̃1 − nt̃2 − I(Ŝn1 ; Ŝn2 ).
(2.39)
By definition of the distortion rate function for Gaussian sources and the above,

















Let Y n = Sn+Zn, where Zi is i.i.d. Gaussian for i = 1, . . . , n, with mean zero




2 ) = I(Y
n; Ŝn1 ) + I(Y




2 |Y n)− I(Y n; Ŝn1 , Ŝn2 )
≥ I(Y n; Ŝn1 ) + I(Y n; Ŝn2 )− I(Y n; Ŝn1 , Ŝn2 ). (2.41)
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Since Ŝnl achieves a distortion D̃l for l = 1, 2, it follows by the point to point
rate distortion function that
1
n










I(Y n; Ŝn1 , Ŝ
n
2 ) = h(Y




log 2πe(σ2S + σ
2
Z)− h(Y n|Ŝn1 , Ŝn2 )
≤ n
2


















h(Sn|Ŝn1 , Ŝn2 ) ≥
n
2
log 2πeσ2S−n(R11 +R12 +R21 +R22 +α− t̃1− t̃2)+I(Ŝn1 ; Ŝn2 ).
Combining the above with (2.43),



























































(σ4S + ∆̃− Π̃) + ∆̃
.
















Note that the σ2Z specified above is valid since Π̃ > ∆̃. Thus, from (2.40), we
conclude that,
D0 + β








Since the above inequality is true for all α < α0 and β < β0, by allowing α→ 0
and β → 0, we get









We again use the continuity of δ in β in the last step.




∆)2 > 0. This can be shown as follows:
σ2S(D1 +D2)− 2D1D2 + σ2SD0 > −2
√
∆Π









where we write ∆ = D1D2 − σ2SD0 (when the sum rate is equal to R0(D0))
and the first step is true since σ2S(D1 +D2) ≥ 2D1D2. Therefore, from (2.45)






which is a contradiction since Π > ∆ and Π,∆ ≥ 0. Therefore the case Π > ∆
is not possible under the condition of no excess rate. Thus, Π ≤ ∆.
If Π ≤ ∆, then we have
(σ2S −D1)(σ2S −D2) ≤ D1D2 − σ4S exp [−2(R11 +R12 +R21 +R22 − t∗1 − t∗2)]
⇒ σ4S − σ2S(D1 +D2) +D1D2 ≤ D1D2 − σ2SD0 (2.46)
⇒ D1 +D2 ≥ σ2S +D0, (2.47)




Multiterminal Source Coding Through a Relay
3.1 Introduction
In recent years, there has been considerable progress made in improv-
ing our understanding of multi-terminal source coding problems, particularly
for cases with Gaussian sources and squared distortion constraints. The rate
region for the Gaussian CEO problem as introduced in [79] was characterized
in [45, 51]. Further, the rate region for the Gaussian two-terminal compression
problem was characterized in [83]. A common achievable strategy in this body
of work is to use quantization (using a random coding argument) followed
by Slepian-Wolf binning. This achievable strategy, although a powerful tool
for many multi-terminal source coding problems, is not a one-size-fits-all so-
lution. For distributed function computation as studied in [33], lattice based
achievable strategies were found to play a key role in obtaining better achiev-
able rates than random coding and binning arguments, especially for linear
difference functions.
Indeed, lattices have played an important role in compression, both
in theory [21, 100] and practice [58]. The single source single destination
quadratic Gaussian rate distortion theorem has been re-established using lat-
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tices [100]. Lattices provide us with structural properties that aid both com-
pression and communication problems. Lattices have had a particularly mean-
ingful impact on joint source-channel coding problems, in the form of computa-
tional codes [41], for multiple access [42, 71], broadcast channels [72], channels
with state [32] and the exchange channel [96].
In this chapter, we investigate the problem of multi-terminal source
coding through a relay. Depicted in Fig. 3.1, this setting comprises of two
terminals with two distinct sources S1 and S2, each of which are noisy versions
of an underlying Gaussian source S. It is desired that S be reconstructed
within a distortion constraint at the decoder. Unlike a conventional multi-
terminal problem, an intermediate relay node is present that can re-encode
and forward information to the decoder. At first glance, this looks like a
minor variation on the original multi-terminal problem, but we find that the
presence of a relay makes a significant difference in terms of achievability
strategies necessary for this setting. In particular, we find that:
• the structure of lattices proves particularly useful in achieving “good”
rates for a multi-terminal source coding problem through a relay; and
that,
• for classes of multi-terminal source coding problems through a relay, our
upper and lower bounds on sum rate are within 1/2 bit of each other.
Thus, the sum rate of a class of multi-terminal source coding problems
through a relay can be characterized to within 1/2 bit by using lattices with co-
60
operative outer bounds on the system. Note that relay-assisted source coding
problems have received considerable attention recently, where a single source
is being relayed from a source to a destination under different assumptions
on the availability of side information [16, 47, 78]. Lattices have not proved
essential to any of these existing results on relay-assisted point-to-point source
coding problems as yet. It is the combination of a multi-terminal setting with
relays where lattices are found useful in this chapter of the dissertation.
The rest of this chapter is organized as follows. The next section
presents a mathematical framework for the multi-terminal source coding prob-
lem through a relay. Section 3.3 presents a lower bound on the sum rate for
this problem while Section 3.4 presents an achievable strategy using lattices
and compares the lower bound with the rates achieved.
3.2 System Model
First, a quick note on notation. We use capitals for random variables
and the corresponding small case for their realizations. Zn represents an n-
length vector of random variables. We use boldface to denote matrices. All
logarithms are with respect to base 2. σ2X|Y denotes E [(X − E[X|Y ])2].
The system model is depicted in Fig. 3.1. Consider two noisy versions
of an underlying Gaussian source {Si}ni=1, denoted by {S1i}ni=1 and {S2i}ni=1,
where





Figure 3.1: System model for multiterminal source coding through a relay
and Si ∼ N (0, σ2S), Nki ∼ N (0, σ2Nk), Si, N1i and N1i are independent of
each other and independent across the index i. Encoders 1 and 2 observe
{S1i}ni=1 and {S2i}ni=1 respectively and transmit their compression indices to
a relay (Encoder 3). The relay in turn sends an index to the decoder/CEO.
Mathematically, Encoders 1 and 2 apply encoding functions given by
fk : Rn → {1, 2, . . . , 2nRk}, k ∈ {1, 2}
while the relay applies an encoding function given by
f3 : {1, 2, . . . , 2nR1} × {1, 2, . . . , 2nR2} → {1, 2, . . . , 2nR3}.
Encoder k, k ∈ {1, 2}, sends the index Ck = fk(Snk ) to the relay. The relay
sends the index C3 = f3(C1, C2) to the CEO. The rate of transmission from
Encoders 1, 2 and 3 are R1, R2 and R3 respectively, by definition. The CEO
applies a decoding function given by
g : {1, 2, . . . , 2nR3} → Rn.
The goal is to recover the underlying source S within a squared error distortion
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E[(Si − Ŝi)2] ≤ D.
Definition 3.1. We say that the tuple (R1, R2, R3, D) is achievable if there




i=1 E[(Si − Ŝi)2] ≤ D.
The objective is to find the set all of achievable rate distortion tuples
(R1, R2, R3, D). Note that in the absence of the relay, i.e. when R3 =∞, the
problem reduces to the well known CEO problem [79].
3.3 Lower Bound on Sum Rate
In order to lower bound the sum rate of the problem, we lower bound
R3 and the sum of R1 and R2. We state an outer bound on the rate region
through the following theorem.
Theorem 3.1. If (R1, R2, R3, D) is achievable, then









































Proof. We first bound the sum of R1 and R2 by allowing the relay and the
CEO to cooperate. In effect, the pair (R1, R2) is bounded by the rate region
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of the CEO problem with two sensors and distortion constraint D. Therefore


























































+ r∗1 + r
∗
2 (3.1)
Now, in order to bound R3, we allow Encoders 1 and 2 to cooperate with the
relay, Encoder 3. Therefore, the rate R3 is bounded by the rate distortion
function of the estimate of the source S given S1 and S2. Note that ∆ equals





























The bounds on the R1 + R2 and R3 can be used to generate a lower
bound on the sum rate of the system, R1 + R2 + R3. In the next section, we
discuss the achievability of different coding schemes that achieve close to the
lower bound on the sum rate.
3.4 Lattice Coding based Achievability
On account of the well known tension between whether the relay should
forward or compress [16], we describe two lattice coding schemes correspond-
ing to the relay computing and forwarding or compressing and forwarding.
We refer to the two strategies discussed below as compute and forward and
compress and forward. The use of the lattices is crucial to achieving the rates
due to compute and forward, while the compress and forward strategy can be
used to achieve rates either by using lattices or random codes. Further, com-
pute and forward is better than merely forwarding the codeword indices from
the relay. The structure of lattices allows for efficient rates in performing the
computation when compared to random codes. We briefly define terminologies
related to lattice codes before presenting the lattice coding scheme.
A lattice of dimension n is defined as the set
Λ = {xn = znG : zn ∈ Zn}
where G ∈ Rn×n is the generator matrix and Z is the set of all integers. The
quantized value of xn ∈ Rn, QΛ(xn) = argminrn∈Λ‖xn−rn‖2. The fundamental
Voronoi region of Λ is defined as V0 = {xn ∈ Rn : QΛ(xn) = 0}. The second
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Also, let xn mod Λ = xn −QΛ(xn).
A lattice is said to be ‘good’ for channel coding if for an i.i.d sequence
of Gaussian random variables {Zi}ni=1 with mean zero and variance σ2(Λ),
lim
n→∞
Pr(Zn ∈ V0) = 1.








The proof of existence of lattices that are simultaneously ‘good’ for both source
as well as channel coding and their constructions can be found in [21]. We
now present the lattice schemes. Let Λ11, Λ12, Λ2 and Λ3 be ‘good’ source
and channel coding lattices of dimension n. Let the second moments of the
lattices be σ2(Λ11), σ
2(Λ12), σ
2(Λ2) and σ
2(Λ3). The lattice schemes proposed
here are more along the lines of nested lattices used for multiterminal source
coding in [101]. They differ from the way lattices have been used in [31, 33, 42]
for other problems. We use Λ3 for signal processing at the relay.
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3.4.1 Compute and forward
In the following scheme, we let Encoder 1 and 2 operate at the optimal
sum rate of the CEO problem. In order to achieve this, we allow Encoder 1 to
transmit at a rate I(S1;U1) and Encoder 2 to transmit at a rate I(S2;U2|U1),
where U1 = S1+W1 and U2 = S2+W2 are distributed according to the optimal
auxiliaries in the respective forward test channels [45]. The optimal choice of











We assume that σ2Wk > 0 for k ∈ {1, 2} since, otherwise the problem reduces
to a simple cascade problem [16]. While the achievability of the above rates
using quantization followed by random binning is fairly trivial, we discuss the
achievability using lattice codes which allows their use at the relay. Let the
minimum mean squared error (MMSE) estimate of S given U1 and U2 be




























In the following, we assume that β21σ
2
W1
≤ β22σ2W2 . If this is not satisfied, we
achieve the rate pair (I(S1;U1|U2), I(S2;U2)) by swapping the structure of the
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coding schemes at Encoder 1 and 2, thereby achieving the same sum rate. The
















2 ) mod Λ22,
where Zn1 and Z
n
2 are independent dithers that are uniformly distributed in the
fundamental Voronoi region of the lattices Λ1 and Λ21 respectively. Further,
the dithers are known at the relay and the receiver. Therefore, the rates
































2 )] mod Λ22 − Zn2





1 )− α′Zn1 + Zn2 ] mod Λ3. (3.4)














2 )] mod Λ3.
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Note that the signal processing in (3.4) is required in order to extract the
lattice point sent from Encoder 2 using the lattice point sent from Encoder 1.
Further, we refer to the coding strategy thus employed as compute and forward
since the codeword sent from the relay is just the sum of the codewords from
Encoder 1 and 2 and no compression is performed at the relay. The modulo
operation with respect to Λ3 allows for the computation of rate achieved by























Note that in the rate expression above, we consider the finer lattice among Λ1
and Λ21 when lattice points belonging to the respective lattices are summed
up. The decoder performs the following signal processing:









2 ] mod Λ3,
where




1 )− (β1Sn1 + Zn1 )




2 )− (β2Sn2 + Zn2 ), (3.6)










. Also, V n1 and V
n
2 are independent of each
other and Sn1 and S
n









































E[(Si − Ŝi)2] = D.
By substituting (3.3) in (3.5) we can calculate the resulting rate from the relay.
Further, sufficient conditions on system parameters can be obtained such that
the rate achieved is within a desired constant gap of the lower bound. In










σ2N(D − σ2S) + 2σ2SD
.
Comparing with (3.2), we see that the gap is bounded by 1/2 bit.
3.4.2 Compress and forward
We now discuss a coding strategy where the relay does perform com-
pression. The objective of considering this strategy is to investigate whether
it is possible to achieve a rate R3 smaller than that achievable using the com-
pute and forward strategy by allowing for rate R1 and R2 to be higher than
the optimal rates for the CEO problem. Let U ′1 and U
′
2 be the associated




2 = S2 + W
′
2, where
W ′1 ∼ N (0, σ2W ′1) and W
′
2 ∼ N (0, σ2W ′2). Recall that β1 and β2 are the optimal
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linear coefficients corresponding to the MMSE of estimate of S given U1 and
U2. Now, a sum rate of
































2 ) mod Λ22,
By choosing σ2W ′k
≤ σ2Wk , k ∈ {1, 2}, we achieve a higher R1 + R2 than





The relay performs similar processing to (3.4) without the modulo operation








2 ), where Z
n
1 and
Zn2 are dithers defined as before. Let Z
n
3 be an independent dither that is
uniformly distributed in the fundamental Voronoi region of lattice Λ3. Now,
the relay sends


































Rn = C3 − Zn3 = β1Sn1 + β2Sn2 + V n1 + V n2 + V n3 ,
where V n1 and V
n









2 )− Zn1 − Zn2 + Zn3 )
− (QΛ1(β1Sn1 + Zn1 ) +QΛ21(β2Sn2 + Zn2 )− Zn1 − Zn2 + Zn3 )).
By choosing σ2W ′k
















the linear estimate of Sn given Rn satisfies the distortion constraint D.
We compare the compress and forward and compute and forward coding
strategies for the symmetric case, i.e., when σ2N1 = σ
2
N2
= σ2N . In such a
situation, we have σ2W1 = σ
2
W2




= σ2W ′ and β1 = β2 = β.
Therefore, it follows from (3.7) that,
2β2σ2W = 2β

































σ2W − σ2W ′
.
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It is clear that there exist σ2W ′ > 0, suitably small, such that the above in-
equality is satisfied. It is also clear that by making σ2W ′ small, we incur a
corresponding increase in the sum of R1 and R2, above the optimal sum rate
of the CEO problem.
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Chapter 4
Communicating Linear Functions of
Correlated Gaussian Sources over a MAC
4.1 Introduction
In this chapter, we consider the joint source channel coding problem of
transmitting linear functions of two correlated Gaussians (jointly Gaussian) in
a distributed fashion over an additive Gaussian noise multiple access channel
(MAC). Each transmitter in the MAC has, as its message, one component of
the bivariate Gaussian source and its channel input is constrained by a second
moment (average power) requirement. We estimate the linear function of the
two correlated sources while incurring a mean squared error at the receiver.
The distortion suffered by the linear functions of the two sources is a function of
the power constraints at the two transmitters as well as the channel statistics.
In general, there is no separation between source and channel coding over
MACs, and a joint coding scheme is desired [15].
There has been significant related work on both the source and channel
aspects of this problem. In the domain of source coding, [83] considers and
solves the two terminal Gaussian source coding problem. It is shown that
the simple scheme of vector quantization followed by random binning is the
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optimal compression scheme. This scheme is also shown to be optimal for
reconstructing certain linear functions of bivariate Gaussian sources. Subse-
quently, a distributed lattice based coding scheme for reconstructing a linear
function of jointly Gaussian sources is developed in [33]. In [81], an outer
bound on the rate region for the distributed compression of linear functions of
two Gaussian sources for certain correlations is presented. This bound is used
to show that while existing achievable schemes are suboptimal, lattice based
coding schemes are within a constant gap of the optimum for the reconstruc-
tion of certain linear functions. An improved achievable rate region for this
problem is presented in [80].
In [14], the authors study the problem of lossless transmission of corre-
lated sources over a MAC. In [34], the Gaussian lossy version of this problem
is considered. It is shown that for communicating a bivariate Gaussian source
over a Gaussian MAC when the receiver is interested in recovering both com-
ponents limited by individual distortion constraints, uncoded transmission is
the optimal transmission strategy below a certain signal to noise ratio (SNR)
threshold. In [25], the problem of recovering a single Gaussian source observed
through a Gaussian sensor network at a fusion center is solved. Uncoded trans-
mission is exactly optimal for this problem. Lattice coding has also been pre-
viously considered for various joint source channel coding problems. In [32],
the authors develop a lattice coding scheme for joint Wyner-Ziv and dirty
paper coding. This idea is extended and used in [42] for the problem com-
municating the sum of independent Gaussian sources over a Gaussian MAC,
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with bandwidth mismatch constraints. In [31], modulo-analog lattice codes
are used for the Gaussian sensor network problem under bandwidth mismatch
conditions. Thus lattice codes have been able to achieve superior performance
than uncoded transmission and source channel separation for network joint
source channel coding problems.
In this work, we present a lattice coding scheme for the distributed
transmission of linear functions of correlated Gaussians over the MAC. The
key contributions are as follows:
1. We present a lower bound on the distortion incurred while estimating lin-
ear functions of the correlated Gaussian sources over a Gaussian MAC.
We consider two cases of the linear function. In one case, the lower
bound is based on augmenting the receiver with a random variable that
induces conditional independence between the two sources and consider-
ing a statistically equivalent system of two parallel channels from each of
the transmitters to the same receiver. This genie aided bound is based
on the work in [83] and [81] where the authors determine a lower bound
on distortion in a source coding setting. In the other case, the lower
bound is obtained by allowing the two transmitters to cooperate but
constraining the transmit power of the cooperating transmitters.
2. We develop a lattice coding scheme for communicating linear functions
of the two sources over this channel. The scheme we present for the MAC
is similar in spirit to the scheme in [32] and [42] and is an extension to
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correlated sources.
3. We show that our scheme performs “close” to the lower bound by showing
that the logarithm of the ratio of the distortion achieved to the distortion
lower bound is between 1 and 2 bits if the signal to noise ratio (SNR) is
greater than a threshold. We also show that the lattice based transmis-
sion scheme provides an improvement over uncoded transmission in the
distortion of the difference function, for correlation coefficients above a
threshold.
The rest of the chapter is organized as follows. We develop the system
model and notation in Section 4.2. We present a lower bound on achievable
distortion in Section 4.3. In Section 4.4, we characterize the distortion achieved
using an uncoded transmission scheme. In Section 4.5 we describe the lattice
coding scheme and analyze its performance.
4.2 System Model and Notation
We briefly explain the notation used in this chapter before presenting
the system model. We use capitals to denote random variables and boldface
capitals to denote matrices. E is used for expectation of a random variable
while we refer to an n-length vector as xn. Throughout the chapter, logarithms
used are with respect to base 2.
The system model is depicted in Fig. 4.1. Consider independent and





Figure 4.1: System model for joint source channel coding over MAC







for all i = 1, 2, ..., n. Without loss of generality, we assume ρ > 0 for the
purposes of this chapter. We also assume that the sources have equal variances.
Both these assumptions are justified since we are interested in communicating
linear functions, which can absorb deviations from these assumptions. Further,
we let the linear function S3,i = S1,i + cS2,i for i ∈ {1, . . . , n}. Transmitter k
in the MAC has a realization of Snk for k ∈ {1, 2}. Also the number of source
samples observed is equal to the number of channel uses available. Thus, the
system has a bandwidth expansion factor of 1. The channel input sequence
at each user is a function of the observed source sequence and is required to












E[(Xk,i)2] ≤ P. (4.1)
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The noise {Z(i)}ni=1 is a sequence of i.i.d. Gaussian random variables with
zero mean and variance N . The received signal at time instant i is given by
Yi = X1,i +X2,i + Zi.
We wish to estimate the sequence of the linear function {S3}ni=1 at the receiver
given the received sequence {Yi}ni=1. The decoder applies a decoding function
resulting in an estimate of the function. This is represented as Ŝn3 = φ
n(Y n).
The distortion metric considered is the time average mean squared error. We
now define the notion of achievability and formally state the objective of the
chapter.
Definition 4.1. We say that the tuple (D, σ, ρ, P,N) is achievable if there








E[(S3,i − Ŝ3,i)2] ≤ D.
The objective of the chapter is to characterize the set of achievable
tuples for this problem. In other words, we wish to find the smallest D such
that (D, σ, ρ, P,N) is achievable by optimizing over the encoding and decoding
functions.
4.3 Lower Bound on Distortion for Linear Functions of
Jointly Gaussian sources
We now present lower bounds on the distortion incurred for the dis-
tributed transmission of linear functions of correlated sources over a MAC.
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Recall that the linear function S3 = S1 + cS2 where c ∈ R. We present dif-
ferent lower bounds on the distortion of the linear functions for two cases, as
considered in the following sub-sections.
4.3.1 Case 1: |c| ∈ [ρ, 1/ρ]
Theorem 4.1. The achievable tuple (D, σ, ρ, P,N) for communicating the lin-











Proof. The lower bound on the distortion is obtained by augmenting the re-
ceiver with a random variable that induces conditional independence between
S1 and S2 and splitting the MAC into two parallel channels. The idea of
supplying the receiver with a random variable has been previously used in
[81] to establish a bound for the problem of distributed compression of linear










where S, V1 and V2 are independent Gaussian random variables with mean
zero and variances σ2, σ2(1− ρ|c|) and σ2(1− ρ|c|) respectively. Note that, by
supplying the receiver with the sequence Sn, the distortion incurred can only





Figure 4.2: Parallel channels for lower bound on distortion
We further lower bound the distortion by considering a modified chan-
nel setting as shown in Fig. 4.2. This modified channel is a memoryless
Gaussian channel which at time i is represented mathematically as
Y1,i = X1,i + Z1,i
Y2,i = X2,i + Z2,i
where Z1,i and Z2,i are Gaussian random variables with mean zero and variance
λN and (1 − λ)N respectively, λ ∈ [0, 1], independent of each other and of
X1,i and X2,i. The receiver obtains an estimate of the linear function based
on the observations of the vector (Y n1 , Y
n
2 ). The distortion incurred on this
channel is a lower bound on the distortion resulting from the original channel.
In the original channel, the output Xn1 +X
n
2 + Z
n is a function of the output






2 ). Note that
the output of the original channel (in Fig. 4.1) and the sum of the outputs of
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the modified channel (in Fig. 4.2) are statistically equivalent.
We consider the estimate Ŝn3 = E[Sn3 |Sn, Y n] since the distortion crite-
rion is mean squared error and the conditional expectation is the optimal esti-
mate for this criterion. Let Ŝn1 = E[Sn1 |Sn, Y n1 , Y n2 ] and Ŝn2 = E[Sn2 |Sn, Y n1 , Y n2 ].

















E[(S1,i − Ŝn1 )2 + (cS2,i − cŜ2,i)2] + 2cE[(S1,i − Ŝ1,i)(S2,i − Ŝ2,i)].
The following Markov condition
Y n1 ↔ Xn1 ↔ Sn1 ↔ Sn ↔ Sn2 ↔ Xn2 ↔ Y n2 , (4.2)
implies that
Ŝ1,i =E[S1,i|Sn, Y n1 , Y n2 ] = E[S1,i|Sn, Y n1 ]







E[(S1,i − E[S1,i|Sn, Y n1 ])2] + c2E[(S2,i − E[S2,i|Sn, Y n2 ])2]



























since these are the average squared error distortions in Sn1 and S
n
2 when trans-
mitted individually over point to point Gaussian channels with noise variance
λN and (1−λ)N respectively, power constraint P , and the receiver knows Sn.
The optimal distortion in (4.4) and (4.5) can be achieved using uncoded trans-
mission [27]. In (4.4) and (4.5), we have used the fact that the conditional vari-
ance Var(S1|S) = Var(V1) = σ2(1−ρ|c|) and Var(S2|S) = Var(V2) = σ2(1− ρ|c|).
We deal with the third term on the RHS in (4.3) as follows. We have,
E[(S1,i − E[S1,i|Sn, Y n1 ])(S2,i − E[S2,i|Sn, Y n2 ])|Sn]
=E[(S1,i − E[S1,i|Sn, Y n1 ])|Sn]E[(S2,i − E[S2,i|Sn, Y n2 ])|Sn]
due to the Markov condition stated in (4.2). But, by tower rule for expecta-
tions, we have
E[(S1,i − E[S1,i|Sn, Y n1 ])|Sn] = 0 a.s,
for all i = 1, 2, . . . , n. Thus
E[(S1,i − E[S1,i|Sn, Y n1 ])(S2,i − E[S2,i|Sn, Y n2 ])|Sn] = 0
almost surely, which implies that
E[(S1,i − E[S1,i|Sn, Y n1 ])(S2,i − E[S2,i|Sn, Y n2 ])] = 0. (4.6)
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Taking limsup on both sides of equation (4.3) and using (4.4), (4.5) and (4.6),










which implies the desired bound.











The idea used in establishing the bound above cannot be applied for functions
of type S1 + cS2 with |c| /∈ [ρ, 1/ρ]. We obtain a lower bound for the general
case in the following sub-section.
4.3.2 Case 2: c ∈ R
Theorem 4.2. The achievable tuple (D, σ, ρ, P,N) for communicating the lin-
ear function S3 = S1 + cS2 with c ∈ R satisfies
D ≥ σ
2(1 + c2 + 2ρc)
1 + 2P (1+ρ)
N
.
Proof. Before we proceed to the proof of the theorem stated above, we state
a lemma that is required. Without loss of generality, we can assume that
E[Xk,i] = 0 for k ∈ {1, 2} and i = 1, . . . , n [35].














E[(X1,i +X2,i)2] ≤ 2P (1 + ρ).
Proof. See Lemma B.3 in [35].
The lower bound on the distortion in this case is obtained by allowing
the two users to cooperate though the channel inputs are still power con-
strained as stated in (4.1). Hence, the random variables satisfy the Markov
chain
Sn3 ↔ (Xn1 , Xn2 )↔ Y n ↔ Ŝn3 .
By the data processing inequality, we have
I(Sn3 ; Ŝ
n
3 ) ≤ I(Xn1 , Xn2 ;Y n). (4.8)







σ2(1 + c2 + 2ρc)
D
. (4.9)













since the output Y n = Xn1 +X
n
2 +Z
n is the output of a point to point channel
with input Xn1 +X
n
2 constrained by an average power of 2P (1+ρ). Combining
(4.8), (4.9) and (4.10), we obtain,
D ≥ σ
2(1 + c2 + 2ρc)




We shall use the notation,
D2 =
σ2(1 + c2 + 2ρc)
1 + 2P (1+ρ)
N
.
Unlike the previous bound, this bound is valid for any c ∈ R. However, for










. For c ∈ [ρ, 1/ρ], either
of the bounds, D1 or D2 may be better depending on the problem parameters,
ρ and c. In the following sections, we discuss the performance of various
achievable schemes relative to the distortion bounds.
4.4 Uncoded Transmission
In this section, we compute the distortion resulting from uncoded trans-
mission to communicate linear functions of the form S1 + cS2. Transmitter 1




S1,i at time instant i and Transmit-




S2,i at time instant i, where Q1 ≤ P and Q2 ≤ P . Note
that the scaling is chosen such that both users satisfy their respective power



















The receiver determines the minimum mean squared error (MMSE) estimate
of the function S1,i + cS2,i based on the received signal Yi.
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S2,i, the distortion resulting from this
















σ2(1 + c2 + 2cρ)N





For the specific case when c = 1, we observe that the distortion achieved by
uncoded transmission for Q1 = Q2 = P ,
Duc =
2σ2(1 + ρ)
1 + 2P (1+ρ)
N
,
is exactly equal to the lower bound D2. Thus uncoded transmission is opti-
mal for communicating the sum of two correlated Gaussian sources. For all
other cases, this uncoded scheme does not meet the lower bound for any ρ > 0.





















σ2(1 + c2 + 2cρ)N





In general, the distortion resulting from this uncoded transmission scheme
does not meet the lower bound for any ρ > 0. When c = −1, i.e. when we are
interested in the difference of the two sources, for Q1 = Q2 = P , we get
Duc =
2σ2(1− ρ)





















Note that when the sources are independent i.e. ρ = 0, the distortion achieved
by uncoded transmission for c = −1 exactly matches the lower bound D1.






, the logarithm of the ratio of the distortion
achieved by this uncoded transmission scheme to the distortion bound D1 is
less than 1 bit. Mathematically, if SNR = P
N















< log 2 = 1.
In the next section, we describe lattice based coding schemes which
achieve within a constant of the optimal distortion and perform better than
uncoded transmission for the difference function in certain correlation regimes.
4.5 Lattice Coding Scheme
We now describe a lattice scheme to communicate linear functions of
the two sources. We discuss the scheme in generality and allow c ∈ R. We
briefly review some features of lattice codes and quantizers before we present
the scheme. A lattice of dimension n is defined as the set
Λ = {x = zG : z ∈ Zn}
where G ∈ Rn×n is known as the generator matrix and Z is the set of all
integers. The quantized value of x ∈ Rn is Q(x) = argminr∈Λ‖x − r‖2. The
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fundamental Voronoi region of Λ is defined as V0 = {x ∈ Rn : Q(x) = 0}. Let
V denote the volume of the Voronoi region, defined as V =
∫
V0 dx. The second














Further, we use the notation xmod Λ = x − Q(x). Suppose x, y ∈ Λ. The
mod operation satisfies the following distributive property,
[(xmod Λ) + y] mod Λ = [x+ y] mod Λ. (4.13)
A lattice is said to be ‘good’ for channel coding if for an i.i.d. sequence
of Gaussian random variables {Zi}ni=1 with mean zero and variance σ2(Λ),
lim
n→∞
Pr(Zn ∈ V0) = 1.








The proof existence of lattices that are simultaneously ‘good’ for both source
as well as channel coding and their constructions are detailed in [21].
The lattice coding scheme described below is similar in nature to the
lattice coding scheme used in [42] for joint source channel coding of the sum
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of independent Gaussian sources. The scheme is also similar to the lattice
scheme used in [32] for joint Wyner-Ziv and dirty paper coding.




, then the distortion Dlat achieved by the lattice coding
scheme in communicating the linear function S1 + cS2 is given by
Dlat =






Proof. Consider Λ, a lattice of dimension n with second moment σ2(Λ) = P .
We choose the same lattice Λ at both the users such that it is ‘good’ for
both source and channel coding. Let Un1 and U
n
2 be independent dithers (in-
dependent of each other and independent of the sources) which are uniformly
distributed over the fundamental Voronoi region V0 and known at the receiver.
The n-length channel input at each transmitter is
Xn1 = (γS
n
1 − Un1 ) mod Λ
Xn2 = (cγS
n
2 − Un2 ) mod Λ
where γ is a scalar, the choice of which is specified later. Since the dither is
uniformly distributed over the fundamental Voronoi region and independent
of the source, Xnk is independent of S
n
l for k, l ∈ {1, 2} [22].
The signal at the receiver is given by





The decoder performs the following operations to estimate the linear function:
Y n1 =[αY
n + Un1 + U
n




n) + Un1 + U
n




2 ) + (α− 1)(Xn1 +Xn2 ) + αZn] mod Λ
=[γ(Sn1 + cS
n
2 ) + Z
n
1 ] mod Λ,
where
Zn1 = (α− 1)(Xn1 +Xn2 ) + αZn
is the effective noise and (a) is due to (4.13). Note that each term in the
effective noise is independent of the source since Xnk is independent of S
n
l
for k, l ∈ {1, 2} and the original noise Zn is also independent of the sources.
Further, Xn1 and X
n




coefficient, we reduce the variance of the effective noise to 2PN
2P+N
. Since Λ is
chosen to be a good channel lattice, if




we know from [22] and [32] that we can decode correctly with high probability
as n→∞ and therefore
lim
n→∞




2 ) + Z
n





, we choose γ satisfying (4.14) with equality. Mathemati-
cally, γ satisfies











Under the assumption of correct decoding, we have




2 ) + Z
n
1 .






γσ2(1 + c2 + 2ρc)
γ2σ2(1 + c2 + 2ρc) + 2PN
2P+N
Y n1 .






E[(S3,i − Ŝ3,i)2] =












where the last equality follows from (4.15).
We now compare the distortions achieved by the lattice schemes with
the lower bounds. We first consider the case when c ∈ [−1/ρ,−ρ]. The
lattice based coding scheme developed above is close to the distortion bound
presented in Section 4.3 in the sense that the logarithm of the ratio of the
distortion bound to distortion resulting from the lattice scheme is less than
one bit for any SNR > 1
2
. For λ = 1
2


























σ2(1 + c2 + 2ρc)
= log 2 = 1.
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The SNR condition is necessary for the existence of the above lattice scheme
as discussed earlier. For c = −1, comparing (4.12) with (4.16), we observe
that










Thus the lattice scheme achieves a smaller distortion in the difference than





For the general case, when c ∈ R, the logarithm of the ratio of the distor-










1 + 2P (1+ρ)
N
σ2(1 + c2 + 2ρc)
.
Therefore for 0 ≤ ρ ≤ 1 and any SNR > 1
2
,
1 ≤ log Dlat
D2
≤ 2.
Thus the distortion achieved by the lattice scheme is between 1 and 2 bits away
from the distortion bound D2 for any SNR >
1
2
. Note that, for SNR < 1
2
, it
is possible to time share the above scheme with no transmission from either
encoder, thereby resulting in an achievable scheme for the problem.
4.6 Numerical Results
We now present numerical results comparing the performance of lattice
coding schemes with other schemes. In Fig. 4.3, we consider the problem
of the difference of two Gaussian sources. We plot the distortion achieved by
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three different coding schemes and the lower bound D1 as a function of the cor-
relation coefficient of the sources. The plot are generated for σ2 = 1, P = 0.5
and N = 0.05. The three coding schemes considered are uncoded transmis-
sion, lattice coding and source channel separation. The distortion achieved
by uncoded transmission and lattice codes are given by equations (4.12) and
(4.16) respectively. We evaluate the distortion achieved by separation in this
case using Theorem 3.1 in [33] as,
D = min
R1,R2
2σ2(1− ρ)(2−2R1 + 2−2R2)




























Note that lattices are used for the compression part of source channel separa-
tion when computing the difference. The distortion for separation is achieved
by choosing the appropriate operating point in the capacity region of the MAC.
We see that uncoded transmission achieves a smaller distortion than
other schemes at low correlation coefficients. Beyond a threshold correlation
coefficient, the lattice coding scheme achieves a smaller distortion than un-
coded transmission. For all correlation coefficients, the separation scheme
performs very poorly. Note that while separation is optimal for recovering
individual independent sources within individual distortion criteria, such a
scheme performs poorly when we are interested in recovering the difference.
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Figure 4.3: Comparison of achievable strategies and lower bound for S3 =
S1 − S2
Further, the distortion achieved by the lattice scheme is always less than two
times the lower bound on the distortion. In terms of bits, the lower bound is
only one bit away from the distortion achieved by the lattice scheme.
In Fig. 4.4, we consider the distributed communication of the function
S3 = S1+2S2 retaining the other source and channel parameters as before. The
distortions achieved by uncoded transmission and lattice codes are calculated
using (4.11) and (4.16). To calculate the distortion achieved by source channel
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separation, we use Theorem 3.2 in [33]. Let
Q =
{
















































σ4q1(1− ρ2) + σ4c2q2(1− ρ2)
(σ2 + q1)(σ2 + q2)− σ4ρ2
+
q1q2σ
2(1 + c2 + 2cρ)
(σ2 + q1)(σ2 + q2)− σ4ρ2
]
.
It is important to note that the Berger-Tung scheme [77] is used for
compression part of source channel separation when S1 + 2S2 is desired at
the destination. This is because such a scheme achieves the optimal rate
distortion region for linear functions of correlated Gaussian sources [83]. The
optimization described above is carried out numerically to obtain the plot in
Fig. 4.4.
We see that the distortion achieved by the lattice scheme is between
two and four times the lower bound on the distortion. Also, there is a thresh-
old below which the lattice scheme achieves a smaller distortion than uncoded
transmission. In general, the relative performance between uncoded trans-
mission, separation and lattice codes, depends on the desired linear function.
However, unlike uncoded transmission and separation, we are able to show
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Figure 4.4: Comparison of achievable strategies and lower bound for S3 =
S1 + 2S2
that the distortion achieved by the lattice scheme always lies within a con-
stant factor of the optimum.
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Chapter 5
Reduced Reference Entropic Differencing for
Image Quality Assessment
5.1 Introduction
Reduced reference (RR) quality assessment (QA) algorithms involve
sending or supplying some amount of information about the reference along
with the distorted image that is useful in quality computation. For example,
the concept of quality aware images was proposed in [93], where partial refer-
ence image information is embedded within the image and can be extracted
reliably despite distortions. The information embedded could for example, be
the statistical parameters of the distribution of wavelet coefficients obtained
by a multi scale-space-orientation decomposition of the reference image. Two
parameters of a generalized Gaussian distribution and the error in approxi-
mating the empirical coefficients by this distribution are transmitted for every
subband. The quality is based on computing the Kullback-Leibler (KL) diver-
gence between the parametrized distribution of the reference and the empirical
distribution of the distorted image. The performance of this algorithm is good
only for certain individual distortion categories. This idea is further extended
in [37], where an additional divisive normalization transform step is intro-
duced before computing the KL divergence to improve performance. However,
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this algorithm depends on a number of parameters that need to be trained
on databases. There has also been prior work on non-statistical reduced ref-
erence methods that compute a generalized norm between selected wavelet
coefficients of the reference and distorted images [39]. The coefficients are se-
lected in a way that reduces the information required while still maintaining
good performance.
Algorithms based on multiscale geometric analysis including curvelets,
bandlets, wavelets and contourlets are developed in [24]. These algorithms
depend on parameters that need to be tuned delicately on different databases.
Moreover, their performances degrade severely with the reduction in the data
rate required from the reference. Algorithms designed in [8] for color images,
perform well when tested on images belonging to certain distortion classes
such as JPEG or JPEG2000. While distributed source coding ideas are ap-
plied to approximate mean squared error in [12], RR QA algorithms based
on color distribution of images are developed in [52], and training based ap-
proaches are used in [20]. These algorithms are either limited in their ability to
achieve good performance across different distortion types or involve training
on databases. The algorithm by [98] based on Weibull statistics of wavelet
coefficients achieves good performance at a given data rate. However, what
we desire in this work, is a family of algorithms that achieve graceful degrada-
tion in performance with the reduction in data rate and the ability to achieve
better performance with increase in data rate.
In this chapter, we develop a new framework of reduced reference QA
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algorithms that are information theoretic. We consider natural image approxi-
mations of the distorted image in the sense that wavelet coefficients of distorted
images will be fitted with Gaussian scale mixture distributions. In effect, this
dissertation approaches the problem of quality assessment from the perspec-
tive of measuring distances between the reference image and the projection of
the distorted image on to the space of natural images. The algorithms com-
pute the average difference between scaled entropies of wavelet coefficients of
reference and projected distorted images that are obtained at the output of a
neural noise channel. A family of algorithms are proposed depending on the
subband in which the quality computation is carried out and the amount of
information required from the reference image. This framework allows us to
study how the performance of these information theoretic RR QA algorithms
decays with reduction in the amount of information used from the reference.
Since, the reference information scales with the size of the images, the algo-
rithms are also applicable in scalable image and video QA [59]. Further, the
algorithms allow for bidirectional computation of quality, by which we mean
that the quality of the distorted image can also be computed at the reference
if relevant information from the distorted image is made available. In other
words, by supplying reduced information from the distorted image through a
feedback channel, its quality can be computed at the reference without sending
any information in the forward channel. This feature has potential applica-
tions in image/video quality monitoring in networks, which requires feeding
back the quality at different nodes in the network to the sender. Of course,
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since the quality index is based on the absolute difference, it does not indicate
which of the two images is the reference image. In nearly any imaginable sce-
nario, we know which of the two images is the reference. Another interesting
feature of these algorithms is that they are not dependent on any parameters
that need to be trained on databases. Depending on the bandwidth available
for information supplied either from the reference or distorted image, one algo-
rithm from this class may be picked for desired applications. The framework
also allows users to choose an algorithm from this class for general purpose or
distortion specific quality assessment.
The rest of the chapter is structured as follows. In the following sec-
tion, we describe prior information theoretic approaches that motivate the
algorithms developed in this dissertation. In Section 5.3, we present the main
theory and resulting algorithms of the chapter. We discuss perceptual inter-
pretations of the algorithms in Section 5.4, and present numerical results in
Section 5.5. It is found that the performance attained is highly competitive on
a large and comprehensive database of distorted images and subjective scores.
5.2 Information theoretic approaches to QA
Information theoretic methods for quality assessment have produced
some of the best performing full reference (FR) QA algorithms, including
the information fidelity criterion (IFC) [65] and the visual information fidelity
(VIF) index [63]. The motivation for such an approach is that image dis-
tortions tend to disturb the natural statistics of images and quantifying this
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disturbance can determine quality. It is also based on the assumption that such
modifications of natural image statistics are perceptually noticeable. Math-
ematically, IFC and VIF compute the amount of mutual information shared
between the reference and distorted images in the wavelet domain under a
natural scene statistic (NSS) model. Moreover, both these algorithms possess
psychovisual properties that are desirable for quality assessment. In partic-
ular, a number of similarities are drawn between these information theoretic
methods and perceptual properties such as masking, suprathreshold effects, er-
ror pooling, scale-space-orientation decomposition, and so on, that make these
algorithms perceptually and statistically appealing.
The mutual information terms in IFC and VIF can be shown to be
functions of the correlation coefficients between patches of wavelet coefficients
under the assumed NSS model, which is a Gaussian scale mixture (GSM)
model [60]. This means that the entire reference image is required in order to
compute the IFC/VIF indices (or the correlation coefficients). Hence these are
both full reference QA algorithms and not useful in no reference and reduced
reference scenarios. This leads to the question: what information theoretic
quantities can we compute using only reduced or no information from the
reference?
The most successful general purpose reduced reference quality metrics
are based on computing the KL divergence between the reference and test
images [93]. A divisive normalization transform (DNT) step before computa-
tion of the KL divergence was shown to further improve performance [37]. The
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DNT resembles a divisive normalization stage used in visual neural models and
also allows for local processing before computing the KL divergence, which is
a global measure of distances. It is interesting to note that while the quality
indices based on shared mutual information have perceptual interpretations
such as masking, suprathreshold effects, error pooling, and so on [65], those
based on KL divergence by themselves do not possess these features. Such
psychovisual properties have to be additionally introduced, for example, by
the divisive normalization transform as in [37] to improve performance. This
leads to the question of whether we can design information theoretic QA in-
dices in reduced reference scenarios that possess other desirable psychovisual
properties in order to further improve their performance.
As a possible answer to questions posed in this section, the approach
that we take in this dissertation, is to compute the average difference of scaled
local entropies in the wavelet domain between the reference and the distorted
image. In essence, the quality indices proposed compute the amount of local in-
formation difference between the reference and distorted images in a subband.
Further, this quantity can be computed in a distributed fashion between the
reference and distorted images, making it a reduced reference algorithm. The
reason we compute the difference of entropies is primarily due to the constraint
of the problem (reduced reference) than by choice. However, we show later on
that this procedure still possesses desirable psychovisual properties leading to
excellent performance of the algorithms. We present the details of the algo-
rithms in the following section, reserving the perceptual interpretation of the
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algorithms for a later section.
5.3 RR QA Algorithms
We now describe the main theory on which the algorithms proposed in
the chapter are based. The source model considered here closely follow the
assumptions in [65] while we approximate the wavelet coefficients of the dis-
torted image to also follow Gaussian scale mixture distributions. The resulting
RR algorithms utilize the wavelet coefficients obtained by a steerable pyramid
decomposition of the reference and distorted image into subbands at different
orientations and scales [67]. Let K be the total number of subbands ob-
tained as a result of this decomposition. The wavelet coefficients in subband
k, k ∈ {1, 2, . . . , K}, are partitioned into Mk non-overlapping blocks, each




N . Non-overlapping blocks are
assumed independent and identically distributed (i.i.d.). Although, wavelet
coefficients in adjacent blocks in scale, space or orientation may not be inde-
pendent, we make this assumption in order to simplify the quality index.
5.3.1 Source Model
Wavelet coefficients of natural images are modeled well by Gaussian
scale mixture distributions. Such models have also proved very useful in vari-
ous image processing applications including quality assessment [63], denoising
[50] and so on. Let C̄mk = (C1mk, C2mk, . . . , CNmk) denote the vector of coef-




where Ūmk ∼ N (0,KUk) and Smk is a scalar random variable that modulates
the covariance matrix of the block C̄mk. Also, Smk and Ūmk are independent.
Subband k is associated with the covariance matrix KUk and Ūmk for each
block m, is distributed identically. Thus, the wavelet coefficient block C̄mk,
when conditioned on the realization Smk = smk, is distributed according to a
Gaussian model with a covariance matrix s2mkKUk . Further, Smk and Ūmk are
each independent over m and k.
5.3.2 Distortion Model
Distortions introduced in a natural image may take it outside the space
of natural images. As a result, it is possible that the wavelet coefficients of
these images do not follow a Gaussian scale mixture distribution. We approach
the problem of quality assessment by projecting the distorted image on to the
space of natural images. This means that we model the wavelet coefficients
of the distorted image as well as a Gaussian scale mixture distribution. If
the distortion process were to retain the distorted image within the space of
natural images, we would not make any error by employing such a model.
We measure quality as a distance between the reference and a natural image
approximation of the distorted image. We show later that the approach of
approximating the wavelet coefficients of a distorted image by a GSM model
results in RR QA algorithms that perform very well in predicting the quality
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Figure 5.1: System model for quality assessment
scores of images. Denote D̄mk = (D1mk, D2mk, . . . , DNmk) as the vector of
coefficients in block m ∈ {1, 2, . . . ,Mk} of subband k of the distorted image.
We have
D̄mk = TmkV̄mk,
where V̄mk ∼ N (0,KVk) and Tmk is the scalar premultiplier random variable
as in the reference image. The independence assumptions are similar to the
reference image. We now describe the RR index.
5.3.3 RR Quality Index
We additionally model the perceived reference and distorted images as
passing through an additive neural noise channel, where the noise is assumed
to be a zero mean Gaussian random vector for each block of coefficients. The
neural noise model accounts for uncertainty introduced by neural processing
of the visual signal [63]. The resulting system model is shown in Fig. 5.1. We
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have
C̄ ′mk = C̄mk +Wmk
D̄′mk = D̄mk +W
′
mk,
where Wmk ∼ N (0, σ2W IN) and W ′mk ∼ N (0, σ2W IN), Wmk and W ′mk are inde-
pendent of each other, independent of C̄mk and D̄mk and independent across
the indices m and k. The reduced reference quality indices that we introduce
and which we term Reduced Reference Entropic Differences (RRED) indices
are defined as the average of the absolute value of the difference between the
scaled entropies of the neural noisy reference and distorted images, condi-
tioned on the realizations of the respective premultiplier random variables in
a subband.
Let the eigen values of KUk be α1k, α2k, . . . , αNk and the eigen values
of KVk be β1k, β2k, . . . , βNk. In the following, assume that KUk and KVk are
full rank matrices. If this is not true, then the index is calculated by using
the positive eigen values alone. The entropy of a reference image block m in
subband k conditioned on Smk = smk is given by
1



















1All logarithms in the chapter are with respect to base 2.
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Similarly, the entropy of the distorted image block conditioned on Tmk = tmk
is given by

















mk = log(1 + t
2
mk).
The entropies conditioned on the realizations of the premultiplier random vari-
ables are multiplied by the above scalars before computing the difference.
These scalars are increasing functions of the premultiplier random variables,
that tend to zero as the premultiplier tends to zero and saturate at high val-
ues. The imposition of these scalars before computing the difference has many
advantages. They lend a local character to the algorithm imposing additional
local effects on the entropy terms. The other benefit of these weights is in the
context of those algorithms that operate with extremely small neural noise
variance. In such a setting, these help saturate the entropy terms at locations
having extremely small premultiplier random variable realizations, i.e. those
that are close to zero. This helps avoid numerical instabilities in the compu-
tation of the entropy differences, especially when computing the logarithm of
very small variance values.
We present a family of algorithms, by varying the subband in which
quality is evaluated and the amount of information that is required from each
subband for quality computation. First, we discuss algorithms obtained by
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varying the subband in which quality computation is carried out, alone. In
these algorithms, the scaled entropies at each block in one particular subband
k, {γrmkh(C̄ ′mk|Smk = smk)}
Mk
m=1 of the reference image are used to evaluate
quality. Since different subbands have different sizes, the number of blocks
reduces from the subbands at the finest to the subbands at the coarsest scales
of the wavelet decomposition. Thus, the number of weighted entropy terms
required is equal to the number of blocks in the corresponding subband, Mk.
The reduced reference QA index corresponding to subband k, when Mk






|γrmkh(C̄ ′mk|Smk = smk)− γdmkh(D̄′mk|Tmk = tmk)|,
where Lk is the size (number of coefficients) of the subband k. The above index
is a reduced reference index since Mk is less than the size of the image. We
require all the Mk entropy terms since the absolute values of the differences
are summed up. Note that the maximum size of Mk over all subbands is
equal to the size of the image divided by N . Also, the information required
reduces when the quality is evaluated in the coarser bands as Mk reduces
from subbands at finer scales to coarser scales. Either image can compute
the index using the entropy information from the other image. The absolute
value of the difference is calculated, since the nature of the distortion process
could lead to either an increase or a decrease in entropy. We only wish to
measure the magnitude of the difference to evaluate quality. This also implies
that the RRED indices are always positive. Also, any enhanced image would
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show a difference in entropies and the difference should be interpreted as an
improvement in quality.
The amount of information required from a subband can also be reduced
by summing scaled entropy terms over patches and sending the sum of these
scaled entropies instead of all the entropy terms. This is equivalent to filtering
the image of weighted entropies in a subband using rectangular windows of
sizes b × b and subsampling by b in each dimension, where b is a natural
number that represents the size of the patches. This procedure results in loss
of performance with subsampling as illustrated in Section 5.5. Let Λk denote
the number of subsampled blocks and let λ ∈ {1, 2, . . . ,Λk} index the block.














Then the RR quality index in subband k when Λk scalars are available







Thus, by filtering and subsampling, we can reduce the information re-
quired from every subband for quality computation. For example, for b = 2,
if the subband is filtered by windows of size 2× 2 and subsampled by a factor
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of 2 in each dimension, then the number of entropy terms required reduces
from Mk to Λk = Mk/4. This is another method of reducing the amount
of information required as against evaluating quality in subbands at coarser
scales. RRED1k denotes the algorithm in which all the scaled entropy terms in
the subband are added and only the sum, which is a single scalar, is required
for quality computation. Since only a single number is needed, this may be
considered as an almost reference free algorithm. Here, we do not imply that
the almost reference free algorithm approximates a no reference algorithm, but
rather that just a single number is required. The algorithm still requires the
single number without which quality cannot be computed.
The two methods described above illustrate how the amount of infor-
mation can be reduced gradually from an almost full reference scenario to an
almost reference free scenario. Moreover, the filtering and subsampling pro-
cedure can be performed in coarser bands to further reduce the information.
This results in a family of algorithms with varying performance levels. There
are other variations that could be performed on the class of algorithms dis-
cussed so far. Let K denote the set of subbands from which quality indices are





where µk are scalars used to weight the respective bands differently. We eval-
uate one such weighting strategy in Section 5.5.
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5.3.4 Estimation of Parameters
In order to compute the QA index, it is necessary to estimate s̄, t̄,
KUk and KVk , k ∈ {1, 2, . . . , K}. The procedure outlined here is similar to
the estimation of reference image parameters in [64]. We obtain maximum









mk = 1. Therefore, the ML estimates of
















Since the wavelet coefficients are conditionally Gaussian distributed, the ML
estimates of s2mk and t
2














for m ∈ {1, 2, . . . ,Mk}.
5.4 Perceptual interpretation of the algorithms
We now cast the RR QA indices proposed in the previous section
against perceptual principles often used in developing QA algorithms [74].
5.4.1 Scale-Space-Orientation Decomposition
The first step in the RR algorithm, similar to IFC/VIF, is a wavelet
decomposition of the image at multiple scales and orientations. This step imi-
tates the signal processing that happens in the primary visual cortex (area V1)
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of the human visual system. There are different wavelet transforms that could
be used for the multi-scale multi-orientation decomposition. The Gabor family
of wavelets are widely used in image processing owing to the fact that neural
responses in the primary visual cortex are well modeled by Gabor filters [17].
Further, the Gabor functions achieve the lower bound on the uncertainty in
space and spatial frequency and are thus simultaneously localizable. Success-
ful video quality assessment algorithms such as the MOVIE index [61] employ
Gabor filters to decompose video data prior to performing quality assessment.
On the other hand, orthogonal wavelet transforms used in multiscale
wavelet analysis suffer from aliasing or lack of shift invariance. A small shift
in space in the image signal could lead to a significant change in the sub-
band responses. Steerable pyramid is an alternate multiscale multiorientation
decomposition that has the advantage of being shift, scale and rotation invari-
ant. Further, steerable pyramids have been successfully deployed in a variety
of image processing applications including compression, denoising, deblurring,
and so on. In the context of image quality assessment, full reference image
quality indices such as IFC and VIF use the steerable pyramid wavelet de-
composition. The quality indices are evaluated in the wavelet domain, using a
Gaussian scale mixture distribution (GSM) model on the wavelet coefficients
to compute information theoretic quantities. Likewise, we use the steerable




The contrast masking principle refers to the phenomenon by which the
visibility of distortions in a signal component is inhibited by the presence of
a masker having a similar orientation or scale at a given location. Contrast
masking has been modeled in various ways in the literature, the two main
methods being threshold elevation [36, 44] and gain control through divisive
normalization [23, 57, 94].
Divisive normalization refers to models of perceptual processing, whereby
neural responses are divided by local (neural responses adjacent to the given
location in space, orientation and scale) energy in the responses. Our approach
to entropic RR QA algorithm design uses conditioning on the realizations of the
premultiplier random variables, which is analogous to divisive normalization
processes in the primary visual cortex (area V1) of the human visual system.
Both divisive normalization and conditioning seek to reduce the amount of
dependence in local blocks of wavelet coefficients or neural responses at the
output of a multichannel decomposition. We use the notation from the pre-
vious section where a block of wavelet coefficients C̄ = SŪ . While dividing
by S results in the vector Ū and the dependence structure within it, condi-
tioning on S statistically achieves the same objective, leaving us with just the
dependence in Ū . Therefore, divisive normalization approximates condition-
ing and vice versa. Reduction in the dependence of local responses is also an
important perceptual phenomenon in the human visual system which can be
accomplished by both divisive normalization and conditioning.
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The difference of weighted entropies also ensures numerical stability of
the distortions at locations where the energy of the coefficients is extremely
small, especially when the neural noise variance is also small. The weights at
these locations tend towards zero, thereby saturating the difference between
the reference and the distorted images at these locations. This effect is similar
to the role that saturation constants perform in the divisive normalization of
errors [74]. We hypothesize that the neural noise variance is also related to the
saturation constants in contrast sensitivity models. While saturation constants
achieve numerical stability in areas of low signal energy, they also saturate the
responses to zero in such areas. The neural noise variance precisely achieves
this while computing the local entropy terms. These ensure that the local
entropy terms are stable yet small in areas of low signal energy.
5.4.3 Suprathreshold Effects
Suprathreshold effect refers to the phenomenon by which distortions are
perceivable only if they are at or above a threshold distortion level. Further,
variations in the level of suprathreshold distortions decreases as the degree
of distortion increases. The logarithm operation in the algorithm essentially
accomplishes this desirable property. Note that the entropy of Gaussian ran-
dom variables is expressed by the logarithm of the variance. Although we
compute the logarithm of local variances of the reference and distorted image
coefficients, scale them appropriately and then compute the difference, this
is equivalent to computing the logarithm of the ratio of variances raised to
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powers (corresponding to the weights). Thus the ratio of variances raised to
powers is the underlying distortion measure on which a nonlinear logarithmic
function is applied.
5.4.4 Error Pooling
The error pooling strategy in these algorithms is a two step process
depending on the amount of reference information on which the algorithms
operate. The algorithms which send all the entropy terms from the reference
image use a single pooling mechanism in which the absolute values of the
differences of scaled entropies are averaged in the last step. The single number
algorithms also follow a single pooling strategy where all the scaled entropy
terms are first averaged and then the absolute values of these differences are
calculated. In between the two extremes, the algorithms use a two step pooling
strategy where some local entropy terms are pooled first and another pooling
is performed on the absolute differences of the pooled entropy terms of the
first stage. Pooling strategies in both stages can be thought of as a Minkowski
error pooling strategy with exponent 1. The Minkowski pooling strategy is
popularly used in human visual system based approaches to image quality
assessment such as [74], although there is no evidence to support that such a
pooling method is a good model for the aggregation of information in visual
area MT (middle temporal) of the human visual system.
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5.5 Results and Discussion
We conducted experiments on the two largest and best-known image
quality databases: LIVE Image Quality Assessment Database [66] and the
Tampere Image Database [49] of distorted images and perceptual scores. The
LIVE database contains five different distortion categories including JPEG2000,
JPEG, additive white Gaussian noise, Gaussian blur and bit errors due to
transmission of JPEG2000 images over a fast fading channel. There are a
total of 779 distorted images across all distortion categories. Note that the re-
duced reference algorithm operates without knowledge of the distortion type.
We present the results of various algorithms belonging to the framework de-
scribed in this chapter. One class of algorithms uses all of the entropy terms
in every subband to compute quality. In another class of algorithms, the
weighted entropies of every subband are filtered and subsampled at different
rates, producing different algorithms for the same subband.
Both the reference and distorted images are decomposed into different
subbands using a steerable pyramid wavelet decomposition using 6 orienta-
tions at 4 scales [67]. Thus there are a total of 26 subbands in the wavelet
decomposition. The algorithm was implemented using blocks of size 3 × 3 in
each subband, implying a value of N = 9. However, the algorithms are robust
to the exact choice of the size of neighborhoods and we get approximately the
same performance for different sizes.
In Table 5.1, we show the performance results of the algorithm obtained
by computing RREDMkk for all the vertical oriented subbands at different
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scales. The analysis in [65] suggests that human subjects are more sensitive to
horizontal and vertical orientations than others. Further, we observe that the
performance obtained by choosing the vertical subbands is marginally better
than the horizontal subbands. The vertically oriented subbands are indexed by
k = 4, 10, 16, 22 from the coarsest to the finest scale, i.e. at levels 1 through 4.
We choose σ2W = 0.1. Note that this is the same value of neural noise variance
that has been used in prior algorithms [63] and we do not imply any training
on the database. The performance of the algorithms in the RRED framework
has proved to be robust to the choice of the neural noise variance, especially
in the regime of high information from the reference.
Table 5.1: SROCC between RRED indices at different scales and LIVE Image
Quality Assessment Database scores. JP2K - JPEG2000, NOS - No. of scalars,
FF - Fast fading errors
Index JP2K JPEG AWGN Blur FF Overall NOS
RREDM44 0.9536 0.9772 0.9763 0.9221 0.7549 0.8964 L/576
RREDM1010 0.9631 0.9777 0.9769 0.9595 0.8523 0.9343 L/144
RREDM1616 0.9580 0.9759 0.9780 0.9678 0.9427 0.9429 L/36
RREDM2222 0.9363 0.9405 0.9779 0.9236 0.9377 0.9149 L/9
PSNR 0.8951 0.8812 0.9853 0.7812 0.8904 0.8754 L
VIF[63] 0.9696 0.9846 0.9858 0.9728 0.9650 0.9636 L
In Table 5.1, the Spearman rank order correlation coefficient (SROCC)
between the scores of one class of the RRED indices and subjective (DMOS)
scores from the LIVE image database are shown. The SROCC helps ana-
lyze how well the prediction monotonicity is preserved between the subjective
ratings of quality and the scores output by the RR QA algorithm. The per-
formance is shown for each distortion as well as over all on the database. A
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comparison is also drawn between the amount of information required from
the reference for computation of the quality indices for the respective algo-
rithms. Throughout this section, L refers to the size of the image in pixels.
The row labeled ‘No. of scalars’ indicates the amount of information required
from the reference for quality computation. We also included the performance
of FR QA algorithms such as PSNR and VIF for comparison. One important
observation is that some of the RRED indices perform nearly as well as the
best performing FR QA algorithms such as VIF. Further, most of the RRED
indices considerably outperform PSNR for all distortion types (except images
distorted by Gaussian noise) as well as on the entire database. Even for im-
ages distorted by Gaussian noise, the performance of the RRED indices is
comparable with that of PSNR, which is an FR algorithm. The variation in
performance of the RRED indices at different scales reveals that even though
evaluating the quality in a coarser subband needs less information, it could
potentially outperform the algorithm evaluated in a finer scale using more in-
formation. This suggests that transmitting the right information is crucial to
obtain high performance QA algorithms.
The correlation analysis reveals that subbands at certain scales are more
sensitive to particular distortions or artifacts. While blur and fast fading errors
are better captured by subbands at finer scales, the coarser scales perform
better for compressed and noisy images. This is because edge like artifacts
introduced by these distortions are reflected better in the coarser subbands.
The performance of fast fading errors goes down with the fineness of the scale
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even though the overall performance on the database is still very good. Given
an application, a user could evaluate the algorithm in a subband or subbands
that yield the best performance.
It is worth mentioning that an understanding of how subjective scores
change with changes in the viewing distance or the size of the images is very
limited. The work in [5] represents a subjective study on viewing distance
conditions for JPEG and JPEG2000 images, while the work in [26] analyzes
the effect of downsampling the image, prior to objective quality assessment.
We remark that it is indeed possible that depending on the viewing conditions
(in particular, the distance at which images are viewed), RRED evaluated at
different scales could be more perceptually relevant.
We show the linear correlation coefficient (LCC) scores obtained be-
tween DMOS (difference of mean opinion scores) or subjective scores of qual-
ity and the RRED indices in Table 5.2. A logistic nonlinearity is applied to
the RRED indices before computing the linear correlation between the quality
scores of the algorithm and the subjective scores available with the database.
The nonlinearity relation is described by







We observe the same trends in Table 5.2 as in Table 5.1 for SROCC. We also
show the logistic fit of scores of the objective algorithms listed in the table in
Fig. 5.2. The flattening of the curves from (a) to (d) indicates that the RRED
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indices at coarser scales tend to cluster the quality indices of most images close
to zero. As we move from (a) to (d), the RRED indices are now evaluated in
finer scales, which provide a better separation of quality scores. The outliers in
(a), (b) and (c) correspond to images containing a large area of high frequency
textured regions. Since (a), (b) and (c) are evaluations of the RRED indices
at coarser scales, they do not accurately capture the degradation in quality in
these high frequency regions leading to deviations in the logistic fit.
Table 5.2: LCC between RR algorithms at different scales and LIVE Image
Quality Assessment Database scores. JP2K - JPEG2000, NOS - No. of scalars,
FF - Fast fading errors
Index JP2K JPEG AWGN Blur FF Overall NOS
RREDM44 0.9600 0.9819 0.9813 0.9318 0.7838 0.9066 L/576
RREDM1010 0.9688 0.9820 0.9838 0.9661 0.8688 0.9349 L/144
RREDM1616 0.9629 0.9793 0.9845 0.9698 0.9413 0.9385 L/36
RREDM2222 0.9401 0.9457 0.9682 0.8980 0.9220 0.9099 L/9
PSNR 0.8995 0.8899 0.9861 0.7837 0.8897 0.8723 L
VIF [63] 0.9476 0.9873 0.9883 0.9745 0.9696 0.9604 L
The algorithm evaluated in subband 10 yields excellent overall perfor-
mance (in terms of both SROCC and LCC) as well as for compression, noise
and blur distortions. The only drawback of the algorithm is the reduced per-
formance in the category of images corrupted by fast fading errors. The overall
performance decays in the subband at the finest scale while the performance
in the individual categories is still very good. Also, we observe that the perfor-
mance of the subband at the second finest scale (subband 16) is uniformly very
good for all distortion types and on the overall database. We now study the
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effect of filtering and subsampling the scaled entropies on subband 16. Similar
trends are observed for the other subbands as well.
Table 5.3: Effect of filtering and subsampling on RR algorithms -










Index JP2K JPEG AWGN Blur FF Overall NOS
1 0.9580 0.9759 0.9780 0.9675 0.9427 0.9429 L/36
2 0.9600 0.9760 0.9748 0.9429 0.9380 0.9359 L/144
3 0.9611 0.9766 0.9688 0.9674 0.9338 0.9169 L/576
4 0.9580 0.9726 0.9626 0.9679 0.9275 0.8865 L/2304
5 0.9490 0.9623 0.9502 0.9655 0.9202 0.8543 L/9296
Table 5.3 clearly demonstrates the degradation in the performance of
the RR algorithms with subsampling. Observe that even though the overall
correlations are reduced by increases in the degree of subsampling, the corre-
lation score for each individual distortion category remains very competitive
with state of the art FR algorithms. The reduced performance on the overall
database can be attributed to the different ranges of quality scores that occur
for different distortion types. Certain distortions such as JPEG and JPEG2000
lead to different locations in the same subband having an increase and decrease
in entropy simultaneously. For example, in JPEG, increases in entropy occur
due to the introduction of discontinuous blocking artifacts, while decreases in
entropy occur in smoother regions that are heavily quantized. As a result,
when weighted entropies are summed up, the gain and loss of entropies tend
to cancel each other leading to lower quality ranges. When the entropies are
summed up after the absolute value of the difference is calculated for every
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block, the changes in the entropies are still preserved leading to an algorithm
that possesses better overall performance.
As a limiting case of the above analysis, we analyze the performance of
RRED indices that require only a single number from the reference. It turns
out that these algorithms are more sensitive to the choice of the neural noise
variance. Thus, we study the variation in performance of the single number
algorithms as a function of the neural noise variance in Table 5.4.
Table 5.4: Effect of neural noise on RRED indices - SROCC
Distortion Type σ2W = 0 σ
2
W = 0.1 σ
2
W = 1
JPEG2000 0.9468 0.9514 0.9455
JPEG 0.9113 0.9152 0.9179
AWGN 0.9452 0.9447 0.9314
Gaussian Blur 0.9698 0.9038 0.6108
Fast fading errors 0.9181 0.9183 0.8773
Overall 0.7682 0.7978 0.8877
Observe that when σ2W = 0, the RRED indices simply compute the
difference between the scaled entropies of the reference and distorted wavelet
coefficients. While the overall performance increases as σ2W increases, the per-
formance within the category of images distorted by Gaussian blur decreases.
Thus it is possible to trade off these performances and achieve a desirable
operating point by choosing the corresponding value of σ2W . This suggests
that the neural noise variance of our model does impact the perception of blur
apart from being able to better align scores belonging to different distortion
categories. We could improve the overall performance for each value of σ2W
by sending one number per subband of the wavelet decomposition. For exam-
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ple, by using 4 numbers from the four vertical subbands at different scales of
the reference, we can improve the overall SROCC for σ2W = 0.1 to 0.8606 by
weighting the bands from coarser scales to the finer scales in the ratio 8:4:2:1.
This algorithm still achieves excellent performance within each distortion cat-
egory. Let RRED∗ denote this algorithm. We compare this algorithm against
other popular RR QA algorithms in Table 5.5.
Table 5.5: Comparison of RRED∗ with other RR QA algorithms on LIVE
Image Database - SROCC
Distortion Type RRED∗ Curvelet [24] HWD2[24] WNISM[93]
JPEG2000 0.9495 0.9170 0.9362 0.9135
JPEG 0.9512 0.9288 0.9543 0.9069
AWGN 0.9664 0.9585 0.9321 0.8703
Gaussian Blur 0.9453 0.9131 0.8282 0.9147
Fast fading errors 0.9310 0.9378 0.9386 0.9229
Overall 0.8606 0.9104 0.9418 0.7651
No. of scalars 4 24 16 18
We now present performance results for a couple of algorithms belong-
ing to the framework of RRED indices on the Tampere Image Database 2008
(TID2008) [49]. TID2008 contains 17 types of distortions across 1700 distorted
images. We use the same value of the neural noise σ2W = 0.1 as used in all of the
results presented in this section (other than the “single number” algorithms)
on the LIVE Image Database. The results presented below demonstrate that
the parameters of the algorithm do not require any training on databases.
Table 5.6 contains results on the SROCC obtained over all on the database.
MS-SSIM denotes the multiscale structural similarity index [92]. RREDM1616
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performs better than some of the best full reference algorithms while RRED122
is competitive with PSNR and outperforms [93].









We conclude this section with a brief note on the computational com-
plexity of the RRED algorithms. The steerable pyramid decomposition of the
image has a computational complexity of O(N logN) arithmetic operations
per scale, where N is the total number of pixels in the image. The following
calculations represent the computational cost per scale. The estimation of KU
requires O(N) operations, while the singular value decomposition of KU re-
quires O(M3) operations, where KU is of size M×M . Note that M represents




M . Further, the estimation of
local variance parameters (premultipliers) requires O(NM2) operations, while
sending the desired information from the reference or distorted image can be
upper bounded by a cost of O(N). Thus the overall computational complexity
of the RRED algorithms is O(N(logN +M2)).
The time required for computing the index is calculated by running
the algorithm on an Intel Pentium 4 processor with 2 GB RAM and 3.4 GHz
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speed. The algorithm was simulated using MATLAB version R2008a without
any optimization of the code. The total time required to compute the index
can be divided into four different phases at both the reference and distorted
image. The first phase involves reading the image which takes around 0.2 sec-
onds. One of the bottle necks in the computation of the RRED indices is the
time required to perform a multiscale multiorientation decomposition using
steerable pyramids, which requires 1.5-1.6 seconds. Computing the scaled en-
tropies for a subband, which is also the information required to be transmitted
takes 0.9-1 seconds for the largest subband. This could be more depending
on the number of subbands in which the index is evaluated. Finally, com-
putation of the index from the numbers transmitted from the reference and
distorted requires time of the order of milliseconds. Overall the algorithm
requires around 2.8 seconds to transmit the desired information from each
(reference or distorted) image.
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Figure 5.2: Logistic fits used to compute linear correlation coefficient on the








This chapter deals with reduced reference (RR) video quality assess-
ment (QA), where only partial information from the reference can be made
available in addition to the distorted video for quality evaluation. The problem
of RR QA is particularly relevant in the context of video owing to the large
amount of data involved. RR video quality assessment (VQA) is a challenging
research problem for two reasons: the reduced reference constraint in the prob-
lem and the multidimensional (spatial and temporal) structure of the signal.
Elaborating on the second aspect, VQA is significantly harder than IQA ow-
ing to the addition of a new dimension to the problem, namely the temporal
dimension. A key attribute of the most successful VQA algorithms is their
ability to capture both temporal and spatial distortions. Blocking artifacts,
ringing effects and blur are examples of spatial distortions while jerkiness,
ghosting and mosquito effects are examples of temporal distortions. [61] con-
tains detailed descriptions of various spatial and temporal distortions that can
afflict a video signal.
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The spatial aspect of the problem has received a lot of attention over
the years, and significant progress has been made owing to the availability of
sophisticated models of the human visual system (HVS) and of natural scene
statistics. However, the successful application of either HVS based approaches
or statistical approaches to capture temporal distortions has been limited.
While there do exist advanced models of motion perception, its applicability
to VQA has not yet been completely realized. [90] and [61] represent examples
of an effort towards this direction. On the other hand, statistical models of
motion are almost non-existent in the literature and none has been found to be
statistically regular over natural videos. Motion and other temporal changes in
a video may be analyzed through optical flow vectors or by temporal filtering
and decomposition. [54] provides a statistical model of optical flow vectors.
However, the regularity of this model over all kinds of videos, including those
that contain egomotion or significant movements over large areas of the frame
appears to be difficult to verify. There is also little prior work on characterizing
the statistics of temporally filtered natural videos. In this work, we build
a statistical model of multiscale multiorientation wavelet decompositions of
frame differences. This represents one of the first attempts at trying to obtain
a statistical model of temporal changes in natural videos and to use them for
VQA.
The main contributions of the chapter are as follows:
1. We present a natural video statistical model for the wavelet coefficients
of frame differences between adjacent frames in a video sequence. These
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coefficients possess a heavy tailed distribution and are well modeled by
a Gaussian scale mixture (GSM) distribution.
2. The GSM model for the wavelet coefficients of frame differences are
used to compute reduced reference entropic differences (RRED) between
the reference and the distorted videos, leading to temporal RRED (or
TRRED) indices. These indices are designed using a hybrid approach of
statistical models and perceptual principles. The TRRED indices seek
to measure the amount of motion information difference that occurs be-
tween the reference and distorted videos. We hypothesize that this in-
formation difference captures temporal distortions that can be perceived
by humans.
3. The TRRED indices, in conjunction with our previously developed spa-
tial RRED (or SRRED) indices evaluated by applying the RRED index
in Chapter 5 on every frame of the video, yield the spatio-temporal
RRED (STRRED) index, which performs very well on the LIVE Video
Quality Assessment Database in terms of correlation with human judg-
ments of quality.
4. A family of algorithms are developed that vary in the amount of informa-
tion required from the reference for quality computation. In particular,
‘single number algorithms’ or those indices that require just a single num-
ber from the reference/distorted video per frame are developed that are
shown to correlate well with human judgments of quality. The amount
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of information can range up to almost full reference.
The SRRED, TRRED and STRRED indices designed here also possess
all the other favorable properties that the RRED indices in Chapter 5 possess.
In particular, they allow for bidirectional computation of quality, need not be
trained on databases of human opinion scores and are applicable to scalable
VQA. Depending on the desired application and problem constraints, this
framework of algorithms also allows users to pick any algorithm from the class
of algorithms presented that meets the performance requirements and data
rates required for quality computation.
We now present a brief overview of prior work on video quality assess-
ment. A detailed subjective evaluation of popular full reference video quality
assessment algorithms can be found in [62]. Any image quality assessment
algorithm can be trivially extended to videos by applying the algorithm on
every frame of the video and calculating the average score. Thus successful
image quality assessment (IQA) algorithms such as multiscale structural sim-
ilarity index (SSIM) [92], Sarnoff just noticeable differences (JND) metrix [56]
and visual signal to noise ratio (VSNR) [9] naturally lead to VQA algorithms.
However, the performance of these algorithms is limited owing to their fail-
ure to capture temporal distortions in the video. Various researchers have
developed QA algorithms that attempt to capture both spatial and tempo-
ral distortions. [90] computes a speed weighted SSIM index by associating
weights to different locations depending on the amount of motion information.
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The MOVIE index [61] uses the idea of motion tuning or the varied sensitiv-
ity of the humans to motion direction to measure distortions. Other FR VQA
algorithms account for temporal distortions through temporal filters [95], tem-
poral decorrelation [30], evaluating quality over temporal trajectories [6] and
studying the temporal evolution of spatial distortions [43].
The Video Quality Metric (VQM) introduced by NTIA [48] is a re-
duced reference VQA algorithm that requires reference data of around 4%
of the size of the uncompressed video sequence. The algorithm is based on
computing losses in the spatial gradients of the luminance components and
features based on the product of luminance contrast and motion, and by mea-
suring color impairments. [39] is another RR VQA algorithm that calculates
the weighted norm of the error in wavelet coefficients at selected locations to
reduce the data required for quality computation. Other recent RR VQA al-
gorithms include [28] and [53]. While the former is based on a discriminative
analysis of harmonic strength, the latter is an extension of [90] to the reduced
reference setting. The spatio-temporal RRED indices introduced in this dis-
sertation offer significant improvements in performance and allow for excellent
performance at low data rates of reference side information.
The rest of the chapter is organized as follows. We present a statistical
model for the wavelet coefficients of frame differences in Section 6.2 followed
by the system model on which the QA algorithms are based on in Section 6.3.
We describe the spatio-temporal RRED indices in 6.4, provide a perceptual
interpretation of the algorithms in 6.5 and discuss the performance of these
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indices in Section 6.6.
6.2 Statistical Model of Frame Differences
We describe a statistical model of the wavelet coefficients (WC) of the
frame differences between adjacent frames in a video sequence. Let all the
wavelet coefficients of the frame differences in a subband be partitioned into




N . Let the blocks in subband k, k ∈
{1, 2, . . . , K}, be indexed by m ∈ {1, 2, . . . ,Mk}. Now the consider the wavelet
coefficients of the frame differences between Frame f and f + 1 belonging to
Block m of Subband k. Let D̄mkf denote a vector of wavelet coefficients in
Block m of Subband k and Frame f .
We model the block D̄mkf as a Gaussian scale mixture (GSM) dis-
tributed vector with continuous scale. Specifically, D̄mkf is distributed as
D̄mkf = Tmkf V̄mkf , (6.1)
where Tmkf is independent of V̄kf with V̄kf ∼ N (0,KVkf ). Note that we model
V̄mkf in every block of Subband k and Frame f to have the same covariance
matrix Kkf , with the premultiplier random variable Tmkf modulating the co-
variance matrix for different blocks. We also assume that Tmkf and V̄kf are
independent across all the indices m, k and f describing them.
Note that similar models describe the wavelet coefficients of frames in
[84]. The GSM model implies that the divisively normalized coefficients (i.e.
coefficients obtained by dividing D̄mkf by Tmkf ) follow a Gaussian distribu-
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tion. This implication is clear since D̄mkf/Tmkf = V̄mkf , which is distributed as
N (0,KVkf ). We verify this empirically, by obtaining the maximum likelihood
estimator of Tmkf , dividing the wavelet coefficient blocks by these and ana-
lyzing the distributions of normalized coefficients. The maximum likelihood
estimator of Tmkf is given by [84],
T̂mkf = argmax
Tmkf




















In Fig. 6.1 we show that the empirical histograms of the WC of the
frame differences are non-Gaussian and heavy tailed. In Fig. 6.2 we show that
the corresponding normalized coefficients can be modeled well by a Gaus-
sian distribution. The ratio of the relative entropy between the empirical
distribution of the normalized coefficients and the Gaussian fitted distribution
(denoted by ∆H) is calculated and shown to be a very small fraction of the
entropy of the corresponding empirical distributions (denoted by H). Further,
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Figure 6.1: Distributions of the wavelet coefficients of the frame differences in
a subband of reference videos.
in Table 6.1, we show that the ratio of relative entropy to the entropy of the
empirical distribution (∆H/H) computed for each frame and averaged over all
frames in every reference video sequence on the LIVE VQA database [62] is
small. In the rest of the chapter, we refer to the local variances of the wavelet
coefficients of the frame differences as ‘local temporal variances’.
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(a) Sunflower, ∆HH = 0.0030
























(b) Mobile Calendar, ∆HH = 0.0029
Figure 6.2: Empirical and Gaussian fitted statistics of divisively normalized
wavelet coefficients (in a subband) of frame differences between 10th and 11th
frame of ‘sunflower’ and ‘mobile calendar’ video sequences in LIVE Video
Quality Assessment Database. ∆H denotes the relative entropy between the
empirical distribution and the Gaussian fitted distribution while H denotes
the entropy of the empirical distribution of the normalized coefficients.
In Fig. 6.3 and Fig. 6.4, we show exemplar corresponding plots (of the
empirical histograms and the normalized coefficients) for videos distorted by
H.264 compression. It is evident that the normalized coefficients of ‘sunflower’
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Figure 6.3: Distributions of the wavelet coefficients of the frame differences in
a subband of H.264 compressed videos.
appear to be Gaussian distributed while those of ‘mobile calendar’ are not
Gaussian distributed. While we do not explicitly exploit the Gaussianity or
non-Gaussianity of the normalized coefficients of the distorted videos in our
algorithms, we use a GSM model for the distorted video’s temporal coeffi-
cients as was done in Chapter 5 for the spatial coefficients of distorted images.
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(a) H.264 compressed Sunflower




















(b) H.264 compressed Mobile Calendar
Figure 6.4: Empirical and Gaussian fitted statistics of divisively normalized
wavelet coefficients (in a subband) of frame differences between 10th and 11th
frame of H.264 compressed ‘sunflower’ and ‘mobile calendar’ video sequences
in LIVE Video Quality Assessment Database.
By fitting a GSM model for the distorted video, we compute the natural ap-
proximation of the distorted video. If the normalized coefficients are indeed
Gaussian distributed, then it means that the natural approximation is close to
the empirical distributions of the distorted coefficients. The entropy difference
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between the reference and the distorted videos can then be interpreted as a
distance between the reference video and the natural approximation of the
distorted video. Our model is based on the hypothesis that such a distance
is meaningful for perceptual quality and this is validated by the good perfor-
mance of our algorithms on the LIVE VQA database. This also avoids the
need for learning distortion-specific statistical models.
6.3 System Model
Let C̄mkfr and C̄mkfd denote a vector of wavelet coefficients in Block
m, Subband k and Frame f of the reference and distorted video respectively.
On account of the GSM model for wavelet coefficients, we have
C̄mkfr = SmkfrŪmkfr C̄mkfd = SmkfdŪmkfd,
where Smkfr is independent of Ūmkfr, Smkfd is independent of Ūmkfd, Ūmkfr ∼
N (0.KUkfr), Ūmkfd ∼ N (0.KUkfd) and Smkfr and Smkfd are non-negative ran-
dom variables. We assume that all the blocks are independent of each other in
order to simplify the index. Inter-block interactions are not accounted for in
this index, although it is likely possible to obtain better indices by exploiting
such interactions as well given that accurate enough models could be found to
apply. Note that as in Chapter 5, we use a natural image approximation for
the WC in each frame of the distorted video as well and measure quality using
this natural video approximation.
Let D̄mkfd and D̄mkfd be a vector of wavelet coefficients of frame differ-
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ences between Frame f and Frame f + 1 in Block m and Subband k belonging
to the reference and distorted video respectively. Using the model in (6.1) for
the WC of frame differences, we have
D̄mkfr = TmkfrV̄mkfr D̄mkfd = TmkfdV̄mkfd,
where Tmkfr is independent of V̄kfr, Tmkfd is independent of V̄kfd, V̄kfr ∼
N (0.KVkfr), V̄kfd ∼ N (0.KVkfd) and Tmkfr and Tmkfd are non-negative random
variables. Again as before, all the blocks are assumed independent of each
other.
(a) Wavelet coefficients of frames (b) Wavelet coefficients of frame differences
Figure 6.5: System model for computation of SRRED and TRRED indices
We allow the wavelet coefficients in each block of the reference and
distorted video frames as well as the wavelet coefficients of the frame differences
corresponding to each block of the reference and distorted frames to pass
through a Gaussian channel in order to model imperfections in the visual
perception of these coefficients in the human visual system, eg. neural noise
[63]. These models are shown in Fig. 6.5 and are expressed as
C̄ ′mkfr = C̄mkfr + W̄mkfr C̄
′
mkfd = C̄mkfd + W̄mkfd,
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where W̄mkfr ∼ N (0, σ2W IN) and W̄mkfd ∼ N (0, σ2W IN).
Similarly, we have
D̄′mkfr = D̄mkfr + Z̄mkfr D̄
′
mkfd = D̄mkfd + Z̄mkfd,
where Z̄mkfr ∼ N (0, σ2ZIN) and Z̄mkfd ∼ N (0, σ2ZIN).
The RRED indices essentially compute the differences of scaled en-
tropies of the neural noisy wavelet coefficients of frames or neural noisy wavelet
coefficients of the frame differences. These are described in detail in the fol-
lowing section.
6.4 Spatio-temporal RRED Indices
We first describe the design of the spatial RRED indices and temporal
RRED indices and then show how these may be combined to yield spatio-
temporal RRED indices.
6.4.1 Spatial RRED (SRRED)
The spatial RRED or SRRED indices are computed in a manner similar
to Chapter 5. We evaluate the entropies of C̄ ′mkfr and C̄
′
mkfd conditioned on
the maximum likelihood estimates of Smkfr and Smkfd respectively. Let smkfr
and smkfd be the maximum likelihood estimates of Smkfr and Smkfd given the
corresponding frames in the reference and distorted video, respectively. The
entropies of C̄ ′mkfr and C̄
′
mkfd conditioned on Smkfr = smkfr and Smkfd = smkfd
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are given by





(2πe)N |s2mkfrKUkfr + σ2W IN |
]





(2πe)N |s2mkfdKUkfd + σ2W IN |
]
.
Let the scaling factors be defined by
γmkfr = log(1 + s
2
mkfr) γmkfd = log(1 + s
2
mkfd). (6.2)
The scalars defined in (6.2) are exactly the same as used in Chapter 5 and
enhance the local nature of the algorithm, allow for variable weighting of the
amount of visual information in different regions of each frame and embed
numerical stability in the algorithm for small values of the neural noise variance
and the local spatial variance estimate.
The SRRED index in Subband k obtained by using Mk scalars (one for








∣∣∣γmkfrh(C̄ ′mkfr|Smkfr = smkfr)
− γmkfdh(C̄ ′mkfd|Smkfr = smkfd)
∣∣∣.
The number of scalars required in Subband k can be reduced by sum-
ming the entropy terms over small patches and sending these partial sums.
The number of scalars required is equal to the number of patches. As an ex-
treme case, all of the entropy terms can be summed up and sent as a single




















6.4.2 Temporal RRED or TRRED
The temporal RRED or TRRED indices are obtained by computing the
differences of scaled conditional entropies of the wavelet coefficient differences.
Denote tmkfr and tmkfd as the maximum likelihood estimates of Tmkfr and
Tmkfd given the corresponding adjacent frames in the reference and distorted
video respectively. The entropies of D̄′mkfr and D̄
′
mkfd conditioned on Tmkfr =
tmkfr and Tmkfd = tmkfd are given by





(2πe)N |t2mkfrKVkfr + σ2ZIN |
]





(2πe)N |t2mkfdKVkfd + σ2ZIN |
]
.
Now define the scaling factors
δmkfr = log(1 + s
2
mkfr) log(1 + t
2
mkfr) δmkfd = log(1 + s
2




which attach different importances to the amount of visual information at
different locations and depend on both the local temporal as well as spatial
variance parameters in contrast to the scaling factors defined in (6.2) which
only depend on the spatial variance parameters. The scalars used in (6.3) are
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a product of two components. The first component, which is a function of
the local variance of the spatial decomposition of the frame can be interpreted
as follows. [75, 76] suggest that at slow speeds, lowering the contrast lowers
the perceived speed. Under the assumption that the speeds due to frames
sampled at practical temporal sampling rates (between 25 frames per second
and 50 frames per second) can be considered slow speeds, we believe that the
factor log(1 + s2mkfr) (or log(1 + s
2
mkfd)), which is an increasing function of
the local spatial variance, lowers the perceived speed as the contrast reduces.
The local spatial variance s2mkfr (or s
2
mkfd) measures the spatial luminance
contrast in different regions of the frame. The other component of the scaling
factor, log(1 + t2mkfr) (or log(1 + t
2
mkfd)), which depends on the local temporal
variance, has an effect similar to the effect of local spatial variances for SRRED
indices, where it embeds local nature to the algorithm and allows weighting of
the temporal information from different locations according to the amount of
local temporal variance.
The TRRED index in Subband k obtained by using Mk scalars from









− δmkfdh(D̄′mkfd|Tmkfr = tmkfd)
∣∣∣.
Similar to the SRRED indices, the amount of information required in
Subband k of Frame f for the TRRED index can be reduced by summing
the entropy terms over small patches. In the limiting case, we obtain ‘single
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number algorithms’, where we require one number per frame for evaluation of


















6.4.3 Spatio-temporal RRED or STRRED
The spatio-temporal RRED indices combine the SRRED and the TRRED
indices. Note that the SRRED and TRRED indices operate individually on
data obtained by separate processing of the spatial and temporal frequency
components. This matches well-accepted models of separable spatial and tem-
poral frequency tuning of area V1 neurons [29, 68]. According to this model,
the response of area V1 neurons to temporal frequencies is not affected by the
spatial frequency of the stimulus and vice versa. A product form can thus
be used to represent separable spatial and temporal frequency responses of
the area V1 cortical neurons. We model the separable processing of area V1
neurons as opposed to [61], which models the behavior of the neurons in area
middle temporal (MT). The area MT neurons are tuned to velocity (both di-
rection and speed) and their selectivity towards motion direction and speed
inhibits the spatio-temporal frequency separability. By matching the sepa-
rable part of the cortical processing, we are able to capture ‘pure temporal’
distortions which are often ‘flickery’ without computing motion vectors. This
is perhaps particularly relevant and important in the context of QA.
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Interestingly, while the SRRED indices are obtained using only spa-
tial frequency information, the TRRED indices are obtained using spatial and
temporal information (the spatial information is used to weight the temporal
information). As a result, only the TRRED indices are influenced by tempo-
ral distortions while both SRRED and TRRED indices are affected by spatial
distortions. The computation of the quality index from the spatial and tem-
poral information concerns the processing that occurs in the later stages of
human visual processing, where there is evidence of interactions between the
two [68]. While we are inspired by these observations, and have used them
in constructing our RR VQA models, we do not claim to replicate specific
cortical processing modules.
The spatio-temporal RRED index is obtained as a product of the spatial
and temporal RRED indices and is expressed as
STRREDk = SRREDkTRREDk.
6.4.4 Estimation of Parameters
The maximum likelihood (ML) estimates of the local spatial and tem-
poral variances as well as the covariance matrices in a given subband are given
below. Derivations of these estimates can be found in [84] and [63]. The esti-
mates of the spatial and temporal covariance matrices of Subband k in Frame
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Similarly, the ML estimates of the local spatial and temporal variances of the


























6.5 Perceptual Properties of Spatio-Temporal RRED
Indices
We now discuss perceptual properties that the spatio-temporal RRED
indices rely upon. See the previous chapter for more discussion on perceptual
aspects of the algorithm that relate to the STRRED indices developed here.
6.5.1 Spatial and Temporal Multiscale Multiorientation Decompo-
sition
The spatio-temporal RRED indices involve separate spatial and tem-
poral decompositions of the given video motivated by the evidence of mostly
separable processing of the spatial and temporal data in the visual cortex. In
particular, the SRRED indices are computed using spatial multiscale multior-
ientation decompositions of the each frame in the video sequence, while the
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TRRED indices are computed using a spatial multiscale multiorientation de-
composition of the frame differences. Frame differences capture the temporal
information in the video and we further subject it to a multiscale multiorien-
tation decomposition before computing the index. We discuss the perceptual
implications of each of these aspects in the following.
The SRRED indices are computed according to Chapter 5 and there-
fore involve a multiscale multiorientation decomposition of the given image
before the index is computed. There is ample evidence in the visual science
literature that suggests similar signal processing occurs in the early stages of
visual processing. We refer the reader to [61, 70] for a detailed account of such
signal processing and a comparison of various filters used in this process. Here,
we simply mention that steerable pyramids are used for the multiscale multi-
orientation spatial wavelet decomposition as opposed to the spatio-temporal
Gabor filters used in [61].
We capture temporal information present in the video signal through
frame differences and subject them to a multiscale multiorientation wavelet
decomposition using steerable pyramids. The wavelet coefficients of frame
differences may be interpreted as ‘moving edges’ and we substantiate this
conclusion through the experimental results shown in Table 6.2. The objective
of the experiment is to find out the relationship between the local variances of
the wavelet coefficients of the frame differences (denoted by T and referred to
as local temporal variances), the local variances of wavelet coefficients of frames
(denoted by S and referred to as local spatial variances) and the optical flow
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evaluated at each block corresponding to S and T using the algorithm in [73]
(denoted by OF ). Note that E[T ] ∼ 1 as indicated in the estimation procedure
in the previous section. We show through Table 6.2 that E[S|T > 1] ≥ E[S]
and E[OF |T > 1] ≥ E[OF ] for the 10 diverse reference videos on the LIVE
Video Quality Assessment Database. In the table, empirical estimates of E[S]
and E[S|T > 1] are obtained for each frame after computing the ML estimate
of S and T at every block, and the estimates of the expectations in each
frame are again averaged across frames for every reference video. The flow
estimates are obtained using the optical flow algorithm [73] and the empirical
expectations are evaluated in a similar manner. Similar behavior is obtained
even when the expectations are conditioned on the event T > c with c > 1.
These results suggest that given that T is large, S and OF are also large. S
is large at high frequency locations corresponding to edges, while OF is large
in locations where there is motion. Thus T being high implies that S and OF
are high. Therefore locations where T is high may be interpreted as ‘moving
edges’.
6.5.2 Effect of Motion on Spatio-temporal Information
Motion tends to have the effect of shifting the frequency response curves
down the scale of the wavelet decomposition. According to [7], “motion does
not diminish the visual passband, but instead slides the spatial frequency win-
dow down the spatial frequency scale.” In other words, in the presence of mo-
tion, the humans are more sensitive to the wavelet decomposition coefficients
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at the coarser scales than at finer scales. We enforce this perceptual phe-
nomenon in our spatio-temporal RRED indices by computing the SRRED
and the TRRED indices in the coarsest scale of the steerable pyramid decom-
position of the frames and the frame differences respectively. We also observed
empirically, that indices computed at these scales gave the best performance.
6.6 Results and Discussion
We now present results of the correlation analysis of the spatio-temporal
RRED indices on the LIVE Video Quality Assessment Database. The LIVE
Video Quality Assessment Database contains 10 reference videos and 150 dis-
torted videos spanning 4 categories of distortions, including compression ar-
tifacts due to MPEG and H.264, errors induced by transmission over IP net-
works and errors introduced due to transmission over wireless networks. 6
videos contain 250 frames at 25 fps, 1 video contains 217 frames at 25 fps and
Table 6.2: Relation between T , S and OF
Sequence E[S] E[S|T > 1] E[OF ] E[OF |T > 1]
1 0.97 3.38 2.01 3.61
2 0.99 2.60 2.98 4.95
3 1.01 4.49 0.78 1.64
4 1.00 2.01 4.03 4.05
5 1.01 2.82 0.83 1.15
6 1.02 3.85 2.58 2.77
7 1.02 2.67 2.21 3.14
8 1.01 2.06 1.33 1.41
9 1.01 2.80 0.97 1.10
10 1.01 2.16 1.04 1.06
150
3 videos contain 500 frames at 50 fps.
6.6.1 Implementation Details
The luminance frames in the video sequence, as well as the luminance
frame differences, are subjected to a multiscale multiorientation wavelet de-
composition using steerable pyramids [67]. The decomposition is performed at
3 scales and 6 orientations. Every subband is partitioned into non-overlapping
blocks, each of size 3× 3. The value of the neural noise variance for both the
spatial and temporal data is chosen to be 0.1, i.e. σ2W = σ
2
Z = 0.1. Note that
similar values of the neural noise variance were chosen in [70] and [63].
6.6.2 Subjective Evaluation
Table 6.3: SROCC between spatio-temporal RRED indices at different orien-









The SRRED, TRRED and STRRED indices are evaluated against sub-
jective quality scores on the LIVE Video Quality Assessment Database. As
mentioned earlier, the wavelet coefficients in the coarsest passband (for both
the decomposition of the frames as well as the decomposition of the frame dif-
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ferences) yield the best performance and all the performance results reported
in this section are based on these wavelet coefficients. Further, we compare
the performance of the spatio-temporal RRED indices evaluated in different
orientations at the coarsest scale in Table 6.3. We use the Spearman Rank
Order Correlation Coefficient (SROCC) between the subjective scores and the
quality indices to compare the relative performances between the orientations.
STRREDM44 yields the best performance among different orientations and this
corresponds to the vertically oriented subband. In the rest of this section, we
present detailed comparisons of the SRRED, TRRED and STRRED indices
evaluated in the vertically oriented subband at the coarsest scale against other
VQA algorithms.
Table 6.4 contains a detailed comparison of the SROCC of those RRED
indices that operate at a high data rate against PSNR, multiscale (MS)-SSIM
(computed for every frame and averaged across frames) [92], VQM [48] and
the MOVIE index [61] against human opinion scores available with the LIVE
VQA database [62].
The results in Table 6.4 show that the STRRED algorithms using L/576
scalars perform as well as some of the best FR VQA algorithms such as the
MOVIE index. A similar behavior is also observed for the SROCCs of the
single number algorithms presented in Table 6.5. We recall that these single
number algorithms require just a single number per frame from the refer-
ence/distorted for quality computation. It is clear from the results, that even
the single number algorithms significantly outperform PSNR, which is in fact a
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Table 6.4: SROCC between spatio-temporal RRED indices, PSNR, MS-SSIM,
VQM, MOVIE and LIVE Video Quality Assessment Database scores. NOSPF
- Number of scalars per frame
Distortion Type Wireless IP H.264 MPEG Overall NOSPF
STRREDM44 0.7857 0.7722 0.8193 0.7193 0.8007 L/576
SRREDM44 0.7925 0.7624 0.7542 0.7249 0.7592 L/1152
TRREDM44 0.7765 0.7513 0.8189 0.5879 0.7802 L/1152
PSNR 0.6574 0.4167 0.4585 0.3862 0.5398 L
MS-SSIM 0.7289 0.6534 0.7313 0.6684 0.7364 L
VQM 0.7214 0.6383 0.6520 0.7810 0.7026 L/25
MOVIE 0.8114 0.7192 0.7797 0.8170 0.8055 L
Table 6.5: SROCC between single number spatio-temporal RRED indices and
LIVE Video Quality Assessment Database scores. NOSPF - Number of scalars
per frame
Distortion Type Wireless IP H.264 MPEG Overall NOSPF
STRRED14 0.7208 0.5075 0.7197 0.7247 0.7319 1
SRRED
1/2
4 0.6066 0.3851 0.4441 0.7540 0.5961 1/2
TRRED
1/2
4 0.5863 0.5279 0.6737 0.4363 0.5870 1/2
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FR quality index. The performance of the single number algorithms is almost
on par with some of the FR VQA algorithms such as MS-SSIM. It is interest-
ing that while the individual performances of the single number versions of the
SRRED and TRRED indices are not outstanding, it is their combination that
renders the algorithm effective. It appears that SRRED and TRRED seem
to be capturing complementary distortions and that their combination makes
them highly competitive.
Table 6.6: LCC between spatio-temporal RRED indices, PSNR, MS-SSIM,
VQM, MOVIE and LIVE Video Quality Assessment Database scores. NOSPF
- Number of scalars per frame
Distortion Type Wireless IP H.264 MPEG Overall NOSPF
STRREDM44 0.8039 0.8020 0.8228 0.7467 0.8062 L/576
SRREDM44 0.8067 0.8033 0.7462 0.7281 0.7764 L/1152
TRREDM44 0.7726 0.7619 0.8324 0.5998 0.7743 L/1152
PSNR 0.6695 0.4689 0.5330 0.3986 0.5604 L
MS-SSIM 0.7157 0.7267 0.7020 0.6640 0.7379 L
VQM 0.7325 0.6480 0.6459 0.7860 0.7326 L/25
MOVIE 0.8371 0.7383 0.7920 0.8252 0.8217 L
Table 6.7: LCC between single number spatio-temporal RRED indices and
LIVE Video Quality Assessment Database scores. NOSPF - Number of scalars
per frame
Distortion Type Wireless IP H.264 MPEG Overall NOSPF
STRRED14 0.7051 0.5453 0.7242 0.7490 0.7264 1
SRRED
1/2
4 0.6218 0.4148 0.4270 0.7605 0.6057 1/2
TRRED
1/2
4 0.5991 0.5096 0.7058 0.4292 0.5741 1/2
We observe that for MPEG distortions, the single number RRED in-
dices appear to perform better than the ones that use more information from
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the reference. This occurs because the pooling strategies of the single num-
ber algorithms and the ones that use more reference information are different.
In principle, the pooling strategy employed by the single number algorithms
can also be used by the algorithms that operate using more information from
the reference. However, their overall performance would be poorer if such a
pooling strategy were to be performed. We would like to clarify that while the
algorithms that use more information from the reference can use the pooling
strategy of the single number algorithms, the reverse is not possible. The sin-
gle number algorithms do not have enough information to employ any other
strategy, since they are supplied with just one scalar.
We report results of linear correlation coefficient (LCC) scores in Tables
6.6 and 6.7. We use a nonlinearity on the objective scores before computing
the LCC. For the spatio-temporal RRED indices, we use the nonlinearity given
by
Quality(x) = β1 log(1 + β2x).
The fit between the subjective and objective scores used to compute the LCC
for the spatio-temporal RRED indices is shown in Fig. 6.6. The LCC scores
also follow similar trends as compared with the SROCC scores.
While in Table 6.4 and Table 6.5 we discuss the performance of spatio-
temporal RRED indices that operate at two extremes of the amount of in-
formation from the reference, in Table 6.8, we show the variation in the per-
formance as we increase the amount of information. The SROCC computed
on the overall database is shown for the spatio-temporal RRED indices. The
155
amount of information is reduced by computing and sending partial sums of
the scaled local entropies instead of the scaled entropies at all the locations
as in [70]. The table shows that the algorithm which requires L/27648 scalars
from the reference achieves a performance that is almost as good as the algo-
rithm that requires L/576. We denote L′ = L/576 where L is the number of
pixels in a frame of the video. Note that 0.002L′ corresponds to the ‘single
number’ algorithm which requires just a single scalar from the reference per
frame. The minor increase in the performance of the STRRED indices with de-
crease of information between rows 1 and 2 in Table 6.8 is due to the difference
between computing the sum of the absolute differences of partial sums and the
sum of the absolute differences of the scaled entropies at different locations.
This phenomenon was also explained earlier in this section with regards to the
superior performance of the single number algorithms for MPEG distortions
over the algorithms that operate at higher data rates of reference information.
Table 6.8: Variation of overall SROCC with the amount of information re-
quired from the reference for the spatio-temporal RRED indices











6.6.3 Computational Complexity and Run Times
The computational complexity of the spatio-temporal RRED indices
closely follows that of the RRED indices Chapter 5. Both the SRRED and the





M is the size of a block during the processing of each subband.
We refer the reader to Chapter 5 for a detailed calculation. Technically, the
TRRED indices require a differencing step prior to computation of the wavelet
transform, which requires N more operations and is consumed in the order
notation. Thus, the overall complexity of the spatio-temporal RRED indices
may be written as O(FN(logN +M2)), where F is the number of frames.
We also report run time results of experiments conducted on an In-
tel Pentium processor with 2 GB RAM and 3.4 GHz speed using MATLAC
(R2008a) without code optimization. For a sequence of length 250 frames, the
multiscale multiorientation transform using steerable pyramids takes around
215 seconds while the computation of the scaled entropy information which
is finally differenced takes 4-6 seconds for any (reference or distorted) video.
Note that the steerable pyramid decomposition time reported above is the
time taken to compute the decomposition into 26 subbands (at 4 scales and
6 orientations). By operating the spatio-temporal RRED algorithms in only
one of the subbands, it is possible to reduce the time required for this step.
Despite this, it appears that the steerable pyramid decomposition is the bot-
tleneck and improving the efficiency of this step will help improve the overall
run time of the algorithm.
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Figure 6.6: Nonlinear fit used to compute linear correlation coefficient on the
overall LIVE Video Quality Assessment Database
158
Chapter 7
Conclusion and Future Work
We considered sophisticated problems in distributed compression and
quality assessment, designed novel algorithms and demonstrated their effi-
ciency through detailed analyses. In the domain of distributed compression,
we took important steps towards better understanding the fundamental trade-
offs in arbitrary networks by studying new non-trivial multiterminal settings.
We also addressed the challenging problem of reduced reference quality assess-
ment by developing a framework of algorithms and thereby bringing to light
the trade-off between the amount of reference information and performance in
terms of correlation with human judgments of quality.
We introduced the vacationing-CEO problem which in essence, is a
CEO problem with multiple descriptions. We described a Gaussian achievable
scheme and presented two lower bounds for the sum rate as optimization prob-
lems over the code parameters. We also showed that the Gaussian scheme is
optimal in terms of sum rate for a class of distortion constraints, while time
sharing is optimal for another class of distortion constraints. Since the time
sharing scheme involves Gaussian schemes that may not individually satisfy
the distortion constraints, a clear characterization of all such rates could help
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prove optimality in general. We might also need better achievable schemes.
Future work includes extending the achievable schemes to a more general two
terminal source coding problem with multiple descriptions where the observa-
tions at both terminals are required to be recovered within their own distortion
criteria at each receiver.
We analyzed a quadratic Gaussian multi-terminal source coding prob-
lem where two sources are to be compressed and delivered to the decoder
through a relay. We presented achievable strategies based on compute-and-
forward and compress-and-forward principles using lattices. Depending on
problem parameters, either of these strategies could outperform the other in
terms of the sum rate of the system. For the symmetric case, we found that
the lower bound and achievable sum rate we obtain are within 1/2 bits of
each other. Lattices play an important role for a multi-terminal source coding
problem through a relay. Lattices have not played a central role in each of con-
ventional multi-terminal source coding or point-to-point relay source coding
problems in isolation. However, when the two problems are combined into one
setting, we find that a lattice encoding and decoding framework is important
for deriving non-trivial achievable rates for the system. This bears similarity
to the distributed function computation and other computational coding con-
texts where again lattices perform well when compared to non-lattice based
schemes.
We presented a lattice coding scheme for the distributed source channel
communication of linear functions of two jointly Gaussian sources. We showed
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that for any general linear function, we can find the scaling parameter γ to
achieve a distortion very close to the lower bound (within a constant gap of the
optimum) if SNR > 1
2
. Moreover, the scheme achieves a smaller distortion than





ture work includes considering scenarios with bandwidth mismatch and more
transmitters.
We suspect that, regardless of the nature of the function to be com-
puted (identity map or otherwise), lattice-based analysis will have a significant
impact on multi-terminal source-coding problems over networks. In particular,
lattices can aid the process of obtaining constant-gap inner and outer bounds
for such problem settings. In summary, we believe the example networks stud-
ied in this dissertaion are just a couple of the many cases where lattices prove
useful in distributed compression over general multi-hop networks.
We studied the problem of reduced reference image quality assessment
by measuring the changes in suitably weighted entropies between the reference
and distorted images in the wavelet domain. A distinguishing feature of the
RRED indices is that these algorithms do not depend on any parameters that
need to be trained on databases. The algorithms differ in the nature of the dis-
tortion measurement (by computing quality in different orientated subbands
at different scales) and the quantity of the information required from the ref-
erence to compute quality (by filtering and subsampling in every subband).
When the number of scalars required is around 1/40 of the image size, the
algorithm achieves a performance which is nearly as good as the best perform-
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ing full reference QA algorithms. Even when only a single scalar is obtained
from the reference image, the algorithm achieves close to state of the art per-
formance within each distortion category without knowing anything about the
type of distortions that the image might have been subjected to. Moreover,
the algorithms perform much better than mean squared error, which is an FR
algorithm.
The overall performance of the single number algorithms may be im-
proved further by better aligning the scores obtained for different distortion
categories. This is a subject of future research. The use of a multiscale multior-
ientation decomposition before computing the index increases the complexity
of the algorithm. Efficient implementations of this step can help reduce the
time taken for implementation of the algorithm. The dependency on the view-
ing distance of the performance of such multiscale algorithms also requires a
better understanding.
We also developed a family of RR VQA algorithms that vary in the
amount of reference information required for quality computation. These al-
gorithms are based on statistical models for video in both the spatial and
temporal domains and compute the differences in the amount of information
between the reference and the distorted videos to measure quality. While
the algorithms with more information from the reference approach the perfor-
mance of full reference VQA algorithms, the single number algorithm outper-
forms PSNR. Depending on the application and amount of reference informa-
tion that can be afforded, a user could pick an algorithm from this class for
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automatic prediction of video quality. The computation of the wavelet trans-
form is a bottleneck in terms of the time complexity of the algorithm. The idea
developed in this dissertation could be useful in other video representations
with well behaved statistical models and faster computational times that will





Proofs belonging to Chapter 2
A.1 Proof of Theorem 2.3







22) and (R11, R12, R21, R22) that satisfy (2.12) and (2.13)
such that
|R11 +R21 +R12 +R22−I(X1, X2;U11, U12, U21, U22)−I(U11, U21;U12, U22)| ≤ δ.
Let ε = δ
8
and (U11, U12, U21, U22) satisfy the Markov condition (U11, U12) −
X1 −X2 − (U21, U22). We choose
R′11 = I(X1;U11) + ε R
′
12 = I(X1;U12|U11) + I(U11;U12) + ε
R′21 = I(X2;U21) + ε R
′
22 = I(X2;U22|U21) + I(U21;U22) + ε
R11 = R
′
11 − I(U11;U21) + ε R21 = R′21 + ε
R12 = R
′
12 − I(U12;U22) + ε R22 = R′22 + ε.
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22) satisfy (2.12) and (R11, R12, R21, R22) satisfy
(2.13). Therefore,








22 − I(U11;U21)− I(U12;U22) + 4ε
=I(X1;U11, U12) + I(U11;U12) + I(X2;U21, U22)
+ I(U21;U22)− I(U11;U21)− I(U12;U22) + 8ε
=I(X1, X2;U11, U12, U21, U22) + I(U11, U21;U12, U22) + δ.
Allowing δ → 0, we see that we can achieve the sum rate
I(X1, X2;U11, U12, U21, U22) + I(U11, U21;U12, U22),
for all auxiliaries (U11, U12, U21, U22) such that (U11, U12)−X1−X2−(U21, U22).
A.2 Proof of Lemma 2.11
By procedural steps, we have
I(X1, X2;U11, U21, U12, U22) + I(U11, U21;U12, U22)
= I(S;U11, U21, U12, U22) + I(X1, X2;U11, U21, U12, U22|S)
+ I(U11, U21;U12, U22)
= I(S;U11, U21, U12, U22) + I(X1;U11, U12|S) + I(X2;U21, U22|S)
+ I(U11, U21;U12, U22)




2 + I(U11, U21;U12, U22).
Recall that Y1 = X1 + Z1 and Y2 = X2 + Z2 where Z1 and Z2 are Gaussians
with mean zero and variance σ2Z1 and σ
2
Z2




=h(U11, U21) + h(U12, U22)− h(U11, U21, U12, U22)
=h(U11, U21) + h(U12, U22)− h(U11, U21, U12, U22)
− h(U11, U21|S, Y1, Y2)− h(U12, U22|S, Y1, Y2)
+ h(U11, U21, U12, U22|S, Y1, Y2) + I(U11, U21;U12, U22|Y1, Y2, S)
=I(S, Y1, Y2;U11, U21) + I(S, Y1, Y2;U12, U22)
− I(S, Y1, Y2;U11, U12, U21, U22) + I(U11;U12|S, Y1) + I(U21;U22|S, Y2).
(A.1)
For l = 1, 2, let δl = σ
2
Se
−2I(S;U1l,U2l). Now, we can compute mutual information
expressions between Gaussian random variables or use the fact that Gaussian























































I(S, Y1, Y2;U11, U12, U21, U22)
= I(S;U11, U21, U12, U22) + I(Y1, Y2;U11, U21, U12, U22|S)
= I(S;U11, U21, U12, U22) + I(Y1;U11, U12|S) + I(Y2;U21, U22|S),
(A.3)
and for k = 1, 2






























where (a) follows from EPI for Gaussians. From (A.1), (A.2), (A.3) and (A.4),


































+ I(U11;U12|S, Y1) + I(U21;U22|S, Y2)
− I(S;U11, U21, U12, U22)
and

























+ I(U11;U12|S, Y1) + I(U21;U22|S, Y2).
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