In this note we represent the cutting rules for the perturbative unitarity with the language of Hopf algebras.
Introduction
S-matrix in quantum field theory is the physical object which can be checked in the high energy scattering experiments. It can be calculated in the perturbative quantum field theory, at the given order of the coupling constants, by Feynman rules for Feynman graphs. Therefore in the perturbative sense, we can start from Feynman graphs to study propertities of S-matrix. This implies we can make use of "symmetries" among Feynman graphs (Feynman integrands or Feynman integrals ) to simplify the special procedure for the property of S-matrix. Here "symmetries" means under the desired operations on the given Feynman graphs (Feynman integrands or Feynman integrals ) there exists an equality among the set of all relevant Feynman graphs (Feynman integrands or Feynman integrals ) from the given action rules.
For example, for the given divergent Feynman graph Γ in the power counting renormalizable quantum field theory, the set of Feynman graphs can be obtained by the rules made by Connes-Kreimer Hopf algebra in [1] , [2] . This set satisfies the equation,
where ∆, Id, S, and m are the coproduct, the identity operator, the antipode and the product respectively in the Hopf algebra. Similarly, for the unrenormalized Feynman integrals φ(Γ) there is also the equation
where ∆(φ(Γ))=(φ ⊗ φ)∆(Γ). The deformations of the above equation (2) can be used to denote BPHZ renormalization procedure.
The other examples will be given in this paper. We use the Hopf algebra of Feynman graphs to show perturbative unitarity from the cutting rules in [3] , [4] . Perturbative unitarity means that unitarity is proved with the general Feynman graphs and Feynman rules since unitarity is assumed to be the fundamental property of quantum theory independent of the perturbative expansions. The circling rules for the largest time equation in [4] and the cutting rules in [3] used to prove perturbative unitarity can be represented by the language of Hopf algebra.
The largest time equation is the equality among different Feynman integrands which can be obtained by the circling rules acting on the correspondent Feynman integrand. Further the integral of the largest time equation over space-time can be simplified to the equality derived by the cutting rules since the conservation of energy-momenta can be used to remove Feynman integrals which violate it. Therefore the perturbative unitarity of S-matrix will be proved directly when we can regard the "cut" just as the procedure of introducing the physical intermediate states.
In the case of the scalar field theory or the Dirac field theory, the cutting equation is giving the perturbative unitarity proof. But in the gauge field theory, in addition, we have to use Ward identity or Slavnov-Taylor identity to remove the unphysical states in the cutting equation. Here for simplicity, we only discuss the example of the scalar field theory.
The plan of this paper is as follows. In section 2, the axioms of Hopf algebra is presented. In section 3, as an example, Connes-Kreimer Hopf algebra is sketched in Zimmermann' sense in [5] . In the section 4, the Hopf algebras hinted by the cutting rules are given. In conclusion, some remarks on the Hopf algebraic realization in the quantum field theory are given. In appendix, we give a simple introduction to the perturbative unitarity from the cutting rules in the spirit of searching "symmetries" of Feynman graphs or Feynman integrands or Feynman integrals .
The notations related to Hopf algebra are given in the second section. The notations for the cutting rules are given in the appendix. The notions for the pertubative unitarity, the largest time equation, the circling graphs, the circling rules, the cutting rules, the cutting equation, the perturbative unitarity from the cutting rules are also given in the appendix.
The axioms of Hopf algebra
Hopf algebra is a bialgebra with a linear antipode map. The bialgebra is both an algebra and a coalgebra in a compatible way. The coalgebra is a vector space with a coassociative linear coproduct map. The algebra is a vector space with an associative linear product map and a linear unit map. The vector space is a set over the field with a linear addition map.
Note the set by H, the field by F, the addition by +, the product by m, the unit map by η, the coproduct by ∆, the counit by ε, the antipode by S, the identity map by Id, and the tensor product by ⊗. Then the vector space is noted by (H, +; F) where the field F is with the unit 1.
Let (H, +, m, η, ∆, ε, S; F) be a Hopf algebra over F. The Hopf algebra has to satisfy the following seven axioms,
which denote the associative product m and the linear unit map η respectively in the algebra (H, +, m, η; F) over F;
which denote the coassociative coproduct ∆ and the linear counit map ε in the coalgebra (H, +, ∆, ε; F) over F and where we used F ⊗ H=H or H ⊗ F=H;
∆(e) = e ⊗ e, ε(e) = 1, a, b, e ∈ H, (5) which are the compatibility conditions between the algebra and the coalgebra in the bialgebra (H, +, m, η, ∆, ε; F) over F, claiming the coproduct ∆ and the counit ǫ are the homomorphism of the algebra (H, +, m, η; F) over F with the unit e;
which is the antipode axiom that can be used to define the antipode.
With the algebra (H, +, m, η; F) and the coalgebra (H, +, ∆, ε; F), a convolution ⋆ can be defined in the vector space End(H, H) consisting of all the linear maps from H to H, namely,
(End(H, H), +, ⋆, η • ε; F) is an algebra over F. The convolution can be also defined by the character φ of the algebra. The character φ is the nonzero linear functional over the algebra and is the homomorphism of the algebra satisfying φ(ab)=φ(a)φ(b). The correspondent convolution between the two characters φ and ϕ is defined by
The Hopf algebra is said to be commutative if we have the equality m = m•P where the flip operator P is defined by P (a ⊗ b)=b ⊗ a. Similarly, the Hopf algebra (H, m, ∆, η, ǫ, S) is not cocommutative if P • ∆ =∆.
An algebra is graded if it can be written as the vector sum of subsets
we denote the grading of h by grad(h)=m. The grading must be compatible with the product: if h 1 ∈ H m and h 2 ∈ H n then (h 1 · h 2 ) ∈ H m+n .
3 An example: Connes-Kreimer Hopf algebra
As an example, we sketch Connes-Kreimer Hopf algebra in Zimmermann' sense in [5] in order to show the general procedure to realize the Hopf algebra in the perturbative quantum field theory.
First of all, some notions have to be presented.
The connected Feynman graph is constructed by the vertices and the external lines and the internal lines between two vertices. Note the set of all the lines of Feynman graph Γ by L(Γ) and the set of all external lines of Γ by L e (Γ) and the set of all internal lines of Γ by
Note the set of all vertices of Γ by V(Γ) where only the vertices at least relating two lines are included. In BPHZ case, Feynman graph Γ is completely fixed by L(Γ) and the correspondent V(Γ) is the set of all vertices attaching to the lines in L(Γ).
where every two graphs are disjoint. The set of all possible s in Γ is noted by S,
where S=∅ is allowed. The symbol s∈ S denotes the summation over all possible disjoint connected subgraphs and the symbol ′′ s∈ S denotes the same except s=(Γ) and s=∅ and the symbol ′ s∈ S denotes the same except s=(Γ). In renormalization, only the divergent graphs and divergent 1PI subgraphs are involved.
Reduced subgraph. Note the disjoint union among the disjoint connected subgraphs by
The reduced subgraph Γ/δ is obtained by contracting each connected parts of δ to a point, namely,
where Feynman rules. Feynman rules is applied to get the unrenormalized Feynman integrand or the unrenormalized Feynman integral from the Feynman graph. Construct the Feynman rules as a map from the set of Feynman graphs to the set of the unrenormalized Feynman integrand(integral),
where this map does not contain the contribution from the external lines. For the disjoint union γ 1 γ 2 , we have the homomorphism,
then the Feynman rules can be regarded as a character of the algebra of Feynman graphs.
Feynman rules for the subgraph is unchanged, but for the reduced graph, the new vertices from the contraction have to be assigned the factor 1.
In order to see the translation between BPHZ and Connes-Kreimer Hopf algebra, we sketch the recursive formalism of BPHZ .
For the unrenormalized Feynman integrand(integral)
, where K Γ denotes the internal momenta and q Γ denotes the external momenta in Feynman graph Γ. The global divergence O Γ is defined by
where R is the renormalization map of extracting the relevant divergent part from the R Γ , given by
from which R Γ does not contain any subdivergences and the definition of R Γ is recursive. The renormalized Feynman integrand(integral) related to I Γ is obtained by
namely,
Then we come to Connes-Kreimer Hopf algebra. It is noted by (H, +, m, η, ∆, ε, S; F)
in which all elements are given by
H : the set generated by 1PI Feynman diagrams;
+ : the linear combination;
F : the complex number C with the unit 1;
e : the empty set: ∅ and η(1) = e;
The following axioms need to be checked,
The axiom(1) and the axiom(2) are satisfied by the choice of the disjoint union as the product for it is commutative. The antipode axiom (7) is automatically satisfied since it is used to define the antipode. The proof for the coassociativity of the coproduct is sketched in the following.
Proof. The coassociativity means we need to prove
namely we have to prove
Then we come to the proof:
1. The divergent subgraph γ ′ of the divergent subgraph γ of Feynman graph Γ is still the divergent subgraph in Γ, γ ⊂ Γ. Then we can choose γ
2. The reduced graph γ/γ ′ obtained by contracting γ ′ to a point in the divergent subgraph γ of Feynman graph Γ is still the divergent subgraph of Γ/γ ′ . Then we can choose
From the above axioms, we can get
then the antipode can be wrote down as
Combining Feynman rules, the character φ of the Hopf algebra, and the antipode, we get the new character φ • S,
Define the convolution between two characters φ and φ • S as,
then we get (φ • S ⋆ φ)(Γ)=0 for Γ =e.
Introduce the renormalization map R to deform the above convolution,
S R is also the character,
if the renormalization map R satisfies the requirements
where R(γ)=R•φ(γ). The correspondent proof can be realized by the iterative procedure. It is remarkable that
which implies the S R is not the trivial character and we can not make use of Hopf algebra directly in the problems involving renormalization.
Now we can construct the translation between BPHZ and Connes-Kreimer Hopf algebra by
In order to relate Connes-Kreimer Hopf algebra with BPHZ in Zimmermann' sense, we choose the renormalization map R(γ) as R γ (γ) and specify it as
where t γ is the Taylor subtraction operator cut off by the divergence degree of the Feynman graph γ and S γ is the substitution operator defined by
Since in this case
is explicit, we can define the corresponding deformed character S R related to the global counter terms. But we still have S R (Γ) = R(φ • S)(Γ) due to the fact
4 The Hopf algebras hinted by the cutting rules
In this section, the Hopf algebras hinted by the circling rules and the cutting rules are given.
The Hopf algebra hinted by the circling graph
Since the Hopf algebra is the (H, +, m, η, ∆, ε, S; F) satisfying the listed axioms from (1) to (7), its construction means that the specification of all elements in detail.
where v i denote the vertices and N is the number of vertices. Let H 1 be the set generated by V N , N ∈ N through the linear combination or the union.
F: the complex number C with the unit 1.
+: The addition is defined by the linear combination which means,
(H 1 , +; F) is a vector space.
m: multiplication of the two sets V M and V N by the union,
For example,
η: define the empty set ∅ as the unit e. And we specify the unit map by η(1)=e.
Now we can check the associativity axiom (1) and the unit axiom (2). Hence the (H 1 , +, m, η; F) algebra.
∆: for the given V-vertex Feynman diagram, we can partition the set V N into two parts hinted by the circling rules for the circling Feynman diagram, namely,
where the left part of the tensor product ⊗ can be regarded as the set of the uncircling vertices and the right part can be regarded as the circling vertices and so the summation is over 2 N − 2 terms. For the unit we specify its coproduct as ∆(e)=e ⊗ e.
ε: the counit can be given by
Therefore the coassociativity axiom (3) and the unit axiom (4) can be checked directly however the coassociativity can not be connected with the circling rules directly.
S: the antipode S can be specified by
which can be derived by the antipode axiom (8) and is similar as assigning the minus sign to the circling vertices in the circling rules.
Then we claim (H 1 , +, m, η, ∆, ε, S; F) is a Hopf algebra. For example, note the vertex set by V 2 ={v 1 , v 2 } for the two vertices Feynman diagram. All the necessary operations for the Hopf algebra can show up in the following,
The Hopf algebra hinted by the circling rules
In this subsection, we represent the circling rules for the largest time equation by the Hopf algebra.
H 2 : the set generated by all connected, amputated Feynman graphs with the oriented external lines. The generation is through the linear combination or disjoint union. The general Feynman graph is noted by Γ.
+: The addition is defined by the linear combination which means
(H 2 , +; F) is a vector space.
m: multiplication of the two Feynman diagrams Γ 1 and Γ 2 is defined by the disjoint union
Obviously this type of product is commutative.
Now we can check the associativity axiom (1) and the unit axiom (2). Hence the (H 2 , +, m, η; F) is an algebra. The associativity comes from the commutativity of the product.
Before the coproduct is defined, some concepts or notions have to be introduced for the N-vertex Feynman graph Γ.
Grading. The number of vertices in a Feynman diagram is assigned as the grading index. For instance, grad(Γ)=N. The grading is useful in the recursive proof. ∆: for the given N-vertex connected, amputated Feynman diagram Γ, the coproduct is defined by,
where P denotes all the possible partitions of the vertex set V N and the sum is over all the relevant subgraphs γ(V c ). For convenience, the coproduct can be expanded as
where the summation is only over the nontrivial subgraphs and the external lines of γ(V c ) from the cut internal lines in Γ are always outgoing and the external lines of Γ/γ from the cut internal lines in Γ are always incoming. As an example, the coproduct of a given Feynman diagram can be represented in the following way, where we have to be careful of the direction of the arrows of the external lines from the cut internal lines.
The coassociativity is ensured by the fact, that the partition of the vertex set and forming the correspondent subgraphs and further the partition of the vertex set of the subgraph is equivalent to the partition of the vertex set and forming the correspondent subgraphs and further the partition of the vertex set of the reduced subgraph, since the coproduct is over all the possible partitions.
which is derived by the antipode axiom (8).
Then we get a Hopf algebra hinted by the circling rules for the largest time equation.
The Hopf algebra hinted by the cutting rules
In this subsection, the Hopf algebra hinted by the cutting rules is given. It is noted by (H 3 , +, m, η, ∆, ε, S; F). The definitions of H 3 , +, m, η, F are the same in (H 2 , +, m, η, ∆, ε, S; F). The notions for grading, subgraph, trivial subgraph, reduced subgraph are also the same in the above subsection. In order to define the coproduct here we need to introduce some new notions.
Cutting graph and reduced cutting subgraph. A connected Feynman graph Γ can be separated into two connected parts by cutting the relevant internal lines. Each part is called as the cutting graph. The left part is noted by γ, and the right part is noted by Γ/γ. Cut line. Imagine the one line l c , through all related internal lines and note the specification of the cut line l c is equivalent to fix γ and Γ/γ.
Admissible cutting. The admissible cutting means the cutting graph on the left hand of the cut line is with one or more the incoming lines and on the right the reduced cutting graph is with one or more outgoing lines. The case of cutting the external lines is included. Two special examples are only cutting the incoming external lines and only cutting the outgoing external lines which give the meaning to the unit e.
∆: the coproduct of the connected and amputated Feynman graph Γ is defined by
which can be expanded as
where the two primes denote the summation over the nontrivial subgraphs. As an example, the coproduct from the cutting rules can show up by Figure 2 . The example for the coproduct from the cutting rules.
The coassociativity axiom (3) can be checked directly. Because all admissible cutting graphs like γ 1 ⊗ γ 2 ⊗ γ 3 is obtained by cutting Γ twice and the order of two cuttings is irrelevant.
Now we get a Hopf algebra hinted by the cutting rules. The cutting equation can be simply noted by
where the φ and φ * represent the ordinary Feynman rules and the conjugation Feynman rules. This result comes out because of our definition of the coproduct and the fact that the cutting rules does not imply the recursive procedure obviously.
Some remarks
In this paper, we represent the circling rules for the largest time equation and the cutting rules for the perturbative unitarity of S-matrix with the Hopf algebras. Some remarks are as follow. The Hopf algebras used here can be obtained just by expressing the correspondent parts of quantum field theory with the language of Hopf algebra. The important things are to define the coproduct and the antipode satisfying the axioms then we can define the convolution over Hopf algebra to get what we want to obtain. The whole process is just like the translation from one type of language to other type. However, in our opinion, what is behind this procedures is most important. Since the ordinary knowledge of quantum field theory can now show up in the algebraic way, it is helpful to understand fundamental principles of quantum field theory from the algebraic point. Especially, the combinatorics used in the renormalization can be transformed into the special algebraic language in [1] , [2] , [6] , [7] . Second, it is reasonable that Hopf algebra structure from the perturbative quantum field theory will survive in non-perturbative quantum field theory. The reason is that Hopf algebra is the typical "symmetry" on Feynman graphs. And S-matrix is the physical object which can be checked in the high energy scattering experiments, the perturbative calculations with Feynman graphs have to survive in the non-pertubative quantum field theory at its perturbative limit. On the other hand it is possible to show quantum field theory defined by Green functions or the operator products directly by Hopf algebras without using any Feynman graphs in [8] , [9] . In addition, it is expected that this type of research is useful to study pure mathematical problems from quantum field theory. Further research will be continued.
A.1 The perturbative scalar field theory: ϕ 4 model
In a well-defined perturbative quantum field theory, at least, we have the rules to calculate S-matrix. In the following the necessary knowledge for computing S-matrix will be given and at the same time the notations or conventions are fixed in this paper.
• The background metric, four-vector, scalar product
The four dimensional flat spacetime is chosen as the background. Its metric is noted by
where δ µν is Kronecker function. The correspondent four-vector A µ denotes
and the scalar product between two four-vectors A µ and B µ ,
For example, the spacetime coordinates (x, t) can be represented by the four-vector x µ ,
and the four-momentum p µ is noted by
and the on-shell constraint can be denoted by
where sometimes we note ω= p 2 + m 2 .
• The interaction Lagrangian
The Lagrangian density is
where the quadratic part is
and the interaction Lagrangian density is
Obviously, the given Lagrangian density is hermitian: L=L † .
• The Feynman propagator, the conjugation propagator, the cutting propagator
The quadratic part of the Lagrangian, (69), determines the Feynman propagator as
The complex conjugation of ∆ F (x − y) is called as the conjugation propagator,
The Feynman propagator can be decomposed into the formalism,
where ∆ + (x − y) is called the positive cutting propagator, namely,
and ∆ − (x − y) is called as the negative cutting propagator,
and θ function is given by θ(τ ) = dp 0 e
• The physical Hilbert Space Assume at t=−∞ or t=+∞ only free particles exist. In order to describe the scattering experiment, two physical Hilbert spaces H in and H out are introduced and assumed to be the same. H in denotes the complete set of the incoming physical particles and H out denotes the complete set of the outgoing physical particles. In the case of the scalar field theory, "physical" particles mean on-shell states. As the notations, the incoming state | p 1 , p 2 , · · · p I is simply noted by | i and the outgoing state q 1 , q 2 · · · p F | is noted by f|. The normalization of the scalar product between the incoming state and outgoing state is given by
Then the identity operator is defined by
where m is the abstract notation for the momenta of many physical particles and the prime ′ means that the integration only includes the contribution from physical states. In addition the symbol n(m) denotes the number of physical particles in the states | m or m|.
• The definition of S-matrix S-matrix operator can be defined by the time-ordering product
which can be derived from U-matrix approach. Equivalently S-matrix can be derived by LSZ reduction procedure which means the renormalized S-matrix element is amputated Green function. Further we can represent S-matrix by
where S c denotes the connected amputated S-matrix. For simplicity, we only treat the connected Feynman graphs. In addition S-matrix is often expanded as
• Feynman graph and Feynman rules for calculating the S-matrix.
The ordinary Feynman graph for S-matrix consists of the incoming external lines, the outgoing external lines, the internal lines and the vertices. As a convention, we always put the incoming external lines on the left hand side of the graph and the outgoing external lines on the right then energy always flows from the left to the right. The ordinary Feynman rules for calculating S-matrix are made as follows: for the incoming external line with the momentum p ending at the vertex x including the factor
e ip x ; for the outgoing external line with the momentum q starting at the vertex y including the factor
e −iq y ; for an internal line between the vertex x i and x j including the propagator ∆ F (x i − x j ); for the vertex x including a factor d 4 x (−iλ).
• Feynman integrand, Feynman integral and the measure
With the above ordinary Feynman rules for S-matrix element f | S | i without including the contribution from the vertices and the external lines, we get Feynman integrand F (x 1 , x 2 · · · x N ) for N-vertex Feynman graph. Then the correspondent Feynman integral for S-matrix is
where DX(p, q) is called as the measure for S-matrix,
matrix element f |(i T ) † | i , we can use the conjugation graphs and the conjugation rules since
The conjugation graph can be obtained from the correspondent ordinary Feynman graph by making all vertices encircled around and keeping other ingredients unchanged. The conjugation rules for the conjugation graph can be also attained from the the ordinary Feynman rules only by replacing the factor for the vertex x with d 4 x (iλ) and replacing the Feynman propagator with the conjugation propagator. Hence with the conjugation rules, we don't need to treat the conjugation of the operator.
With the general Feynman graphs, the unitarity equation (86) On the left hand of the dashed line, the cut line, the ordinary Feynman rules are used and on the right hand of the cut, the conjugation rules is used.
The above diagrammatic representations can be written down with the Feynman integrals as,
where the relation N 1 + N 2 − n(m)=N holds.
A.3 The largest time equation and the circling rules
As a matter of fact, we can find the equality among all the related Feynman graphs (Feynman integrands or Feynman integrals ) which are constructed by the given rules. For example, the largest time equation is the equality among all the relevant Feynman integrands. It can be obtained by two steps of constructing all the related circling Feynman graphs and applying the circling rules.
The set of the circling Feynman graphs can be obtained from the ordinary Feynman graph by putting some(or all) circles around the vertices. So we will get 2 N Feynman diagrams if the number of vertices of the related Feynman graph is N. Then the case that all vertices are circled is the conjugation graph. The circling rules are in the following: for the circled vertice x including the factor d 4 x (iλ); for the internal line between two vertices x i and x j including the conjugation propagator ∆ * F (x i − x j ); for the internal line from the uncircled vertex x j and the circling vertex x i including the positive cutting propagator ∆ + (x i − x j ) and for the internal line from the circled vertex x j and the uncircled vertex x i including the negative cutting propagator ∆ − (x i − x j ); for the external lines and uncircled vertices and the internal lines between two uncircled vertices applying the ordinary Feynman rules. As an example, the largest time equation With the above rules, the equality for all related Feynman integrands obtained from the specified N-vertex Feynman integrand is
where 
A.4 The cutting Feynman graph and the cutting rules
The main difference between the ordinary Feynman rules and the circling rules is to introduce the cutting propagators ∆ + or ∆ − in the latter. This imposes the strong constraints on the circling Feynman integrals since only the positive or negative energy are permitted to flow in the cutting internal lines which may be not consistent with the conservation of energy at each vertex. Actually only the Feynman graphs, in which all encircled vertices are connected by the conjugation propagators and which has the one or more outgoing external lines, can survive in the circled Feynman integrals. Then we introduce the cutting Feynman graph and the cutting rules to represent the simplified largest time equation in the case of Feynman integrals.
For a given connected Feynman graph, the admissible cutting Feynman graphs can be obtained by putting a cut line through it. The admissible cut divides the Feynman graph into two parts and the left part is a connected with one or more incoming lines and the right part is a connected with one or more outgoing lines. Then the cutting rules are as follow: for the left part of the cut line applying the ordinary Feynman rules; for the right part of the cut line applying the conjugation rules; for the cut internal lines including the positive cutting propagator ∆ + (x − y) where x is on the right hand side of the cut line and y on the left hand side and for the cut external lines no special rules. 
A.5 The perturbative unitarity from the cutting rules
With the diagrammatical representations, Figure 6 for the cutting rules and Figure 3 The proof is denoting the perturbative unitarity from the cutting rules. In the case of scalar field theory, we only need to show the positive cutting propagator can be decomposed into the integration over the phase space of the incoming physical particle and the outgoing physical particle, namely,
which is explicit.
