New rational solutions of Yang-Baxter equation and deformed Yangians by Stolin, A. & Kulish, P. P.
ar
X
iv
:q
-a
lg
/9
60
80
11
v1
  1
4 
A
ug
 1
99
6
New rational solutions
of Yang-Baxter equation and deformed Yangians
Alexander Stolin
Department of Mathematics, Royal Institute of Technology
S-100 44 Stockholm, Sweden
Petr P. Kulish
St.Petersburg Branch of Steklov Mathematical Institute
Fontanka 27, St.Petersburg 191011, Russia
Abstract. In this paper a class of new quantum groups is presented: deformed Yan-
gians. They arise from rational solutions of the classical Yang-Baxter equation of the form
c2
u
+ const. The universal quantum R-matix for a deformed Yangian is described. Its image
in finite-dimensional representations of the Yangian gives new matrix rational solutions of
the Yang-Baxter equation (YBE).
1. Introduction
The term “quantum groups” and the algebraic constructions associated with them
appeared approximately 10 years ago in [D], [D2], [J1]. One of the starting points for such
constructions was the classification of trigonometric solutions of the classical Yang-Baxter
equation (CYBE) obtained in [BD]. In particular Uq(sl(n)) can be viewed as a quantization
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of the Lie bialgebra arising from the Drinfeld-Jimbo solution of CYBE. Another “quantum
group” was called Yangian ([D2]) and it arose from a rational solution of CYBE, a so-called
Yang solution. Here we present an attempt to define new quantum groups, which arise from
other rational solutions of CYBE.
Now let g be a simple Lie algebra over C.
Definition. Let X(u, v) = c2
u−v
+ r(u, v) be a function from C2 to g⊗ g. We say that
X(u, v) is a rational solution of the classical Yang-Baxter equation (CYBE) if:
(1) c2 =
∑
µ Iµ ⊗ Iµ, where {Iµ} is an orthogonal basis of g with respect to the Killing
form;
(2) r(u, v) is a polynomial in u, v ;
(3) X(u, v) = −X(v, u)σ, where σ interchanges factors in g ⊗ g ;
(4) [X12(u1, u2), X
13(u1, u3)]+[X
12(u1, u2), X
23(u2, u3)]+[X
13(u1, u3), X
23(u2, u3)] = 0.
Here [X12, X13] is the usual commutator in the associative algebra U(g)⊗3. The other
two summands are defined in the same way.
Definition. We say that two rational solutions X1(u, v) and X2(u, v) are gauge
equivalent if there exists an automorphism λ of algebra g[u] such that (λ ⊗ λ)X1(u, v) =
X2(u, v).
It turns out that the degree of the polynomial part of a rational solution of CYBE can
be estimated. More exactly, the following result was proved in [S]:
Theorem 1. Let X(u, v) = c2
u−v
+ r(u, v) be a rational solution. Then there exists
a rational solution X1(u, v), which is gauge equivalent to X(u, v) and such that
X1(u, v) =
c2
u− v
+ a0 + b1u+ b2v + cuv .
Here a0, b1, b2, c ∈ g
⊗2.
In the present paper we will be dealing with the case X(u, v) = c2
u−v
+ r0, where
r0 ∈ g
⊗2. Clearly X(u, v) is a solution of CYBE if and only if r0 itself is a solution of
CYBE.
Let K = C((u−1)). One can define the following non-degenerate ad-invariant inner
product on g ⊗K: (x, y) = Resu=0tr(adx · ady). Denote g ⊗ C[[u
−1]] by g[[u−1]].
Theorem 2 (see [S]).
1) There is a 1-1 correspondence between the set of rational solutions of CYBE of the
form c2
u−v
+ r0 and subalgebras W ⊂ g ⊗K such that:
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(i) u−2g[[u−1]] ⊂W ⊂ g[[u−1]].
(ii) W⊥ = W with respect to the form ( , ) introduced above.
(iii) W ⊕ g[u] = g ⊗K.
2) Any W satisfying conditions (i-iii) above defines a subalgebra L ⊂ g and a non-
degenerate 2-cocycle B on L. In other words B is skew-symmetric and satisfies
B([x, y], z) +B([z, x], y) +B([y, z], x) = 0
for any x, y, z ∈ L. Moreover, r0 is contained in Λ
2L, is a non-degenerate 2-tensor and
r−10 = B ∈ Λ
2L∗.
A Lie algebra with a non-degenerate 2-cocycle is called quasiFrobenius.
3) Conversely, any pair (L,B) such that L is a subalgebra of g and B is a non-
degenerate 2-cocycle on L, defines a rational solution of the form c2
u−v
+ r0.
Our approach to quantization of a rational solution of CYBE of the form c2
u−v
+ r0 is
based on the following result borrowed from [D1].
Theorem 3. Let r0 ∈ L ⊗ L ⊂ g ⊗ g satisfy CYBE. Then there exists an element
F ∈ (U(L)[[h]])⊗2 ⊂ (U(g)[[h]])⊗2 such that:
1) (∆0 ⊗ 1)F ◦ F
12 = (1 ⊗ ∆0)F ◦ F
23, where ∆0 : U(g) → U(g)
⊗2 is the usual
cocommutative comultiplication.
2) F = 1⊗ 1 + 1
2
hr0 +
∑∞
2
Fih
i .
3) R = (F 21)−1F ∈ (U(L)[[h]])⊗2 ⊂ (U(g)[[h]])⊗2 satisfies YBE and is of the form
R = 1⊗1+ hr0+
∑∞
2
Rih
i . Here F 21 = F σ, where σ interchanges factors in (U(g)[[h]])⊗2.
2. Deformation of Yangians
Now we return to rational solutions of CYBE. The simpliest rational solution is
X0(u, v) =
c2
u−v
, i.e., r(u, v) ≡ 0. Yangians were introduced by Drinfeld in [D2] in
order to obtain a “sophisticated quantization” of X0(u, v).
Definition. Let g be a simple Lie algebra over C, given by generators {Iα} and
relations [Iα, Iβ ] = C
γ
αβIγ , where {Iγ} is an orthonormal basis with respect to the Killing
form. Then Yangian Y (g) is an associative algebra with 1, generated by elements {Iα} and
{Tα} and the following relations
(1) [Iα, Iβ ] = C
γ
αβIγ ; [Iα,Tβ] = C
γ
αβTγ ;
(2) [[Tλ[Tµ, Iν ]]− [Iλ[Tµ,Tν ]] = a
αβγ
λµν {Iα, Iβ , Iγ} ,
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here aαβγλµν =
1
24
CiλαC
j
µβC
k
νγC
k
ij and {x1, x2, x3} =
∑
i6=j 6=k xixjxk.
(3) ∆Iλ = Iλ ⊗ 1 + 1⊗ Iλ
(4) ∆Tλ = Tλ ⊗ 1 + 1⊗ Tλ +
1
2
CνλµIν ⊗ Iµ .
For any a ∈ C define an automorphism Ta of Y (g) by formulas:
Ta(Iλ) = Iλ ; Ta(Tλ) = Tλ + aIλ .
As usual, we denote by ∆′ the opposite comultiplication.
Theorem 4 ([D2]). There exists a unique R(u) = 1⊗ 1 +
∑∞
k=1 Rku
−k, Rk ∈ Y (g)
⊗2
such that
1) (∆⊗ 1)R(u) = R13(u)R23(u) ;
2) (Tu ⊗ 1)∆
′(a) = R(u)((Tu ⊗ 1)∆(a))R(u)
−1 for all a ∈ Y (g) ;
3) (Ta ⊗ Tb)R(u) = R(u+ a− b) ;
4) R12(u)R21(−u) = 1⊗ 1 ;
5) R12(u1 − u2)R
13(u1 − u3)R
23(u2 − u3) = R
23(u2 − u3)R
13(u1 − u3)R
12(u1 − u2) ;
6) R1 = c2 .
The identity 2) means that Y (g) is a pseudotriangular Hopf algebra. Consider
Y (g)[[h]] = Yh(g). Clearly Yh(g) contains U(g)[[h]] as a Hopf subalgebra. Let F satisfy
condition 1 of Theorem 3 and we can view F as an element of (Yh(g))
⊗2. Obviously, one
can extend the Hopf algebra structure to Yh(g). Let us define a new algebra Y˜h(g), which
has the same multiplication as Yh(g) but comultiplication is defined as ∆˜(a) = F
−1∆(a)F .
The main result of this paper is the following:
Theorem 5.
1) The algebra Y˜h(g) is a Hopf algebra.
2) Define R˜(u) to be R˜(u) = (F 21)−1R(u)F .
Then (∆˜⊗ 1)R˜(u) = R˜13(u)R˜23(u) ;
3) (Ta ⊗ Tb)R˜(u) = R˜(u+ a− b) ;
4) R˜12(u)R˜21(−u) = 1⊗ 1 ;
5) (Tu ⊗ 1)∆˜
′(a) = R˜(u)((Tu ⊗ 1)∆˜(a))R˜(u)
−1 for all a ∈ Y˜h(g) ;
6) R˜12(u1 − u2)R˜
13(u1 − u3)R˜
23(u2 − u3) = R˜
23(u2 − u3)R˜
13(u1 − u3)R˜
12(u1 − u2) ;
7) R˜
(
u
h
)
= 1⊗ 1 + h
(
c2
u
+ r
)
+ 0(h) ;
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Proof. 1) We must prove that ∆˜ is a coassociative operation. This is straightforward
from coassociativity ∆ and the defining identity for F .
5) By the definition of ∆˜ we have: (Tu ⊗ 1)∆˜
′(a) = (Tu ⊗ 1)((F
21)−1∆′(a)F 21) .
We note that (Ta ⊗ Tb)F = F since F ∈ (U(g)[[h]])
⊗2. Hence,
(Tu ⊗ 1)∆˜
′(a) =
= (F 21)−1R(u)((Tu ⊗ 1)∆(a))R(u)
−1F 21
= ((F 21)−1R(u)F )((Tu ⊗ 1)∆˜(a))((F
21)−1R(u)F )−1
= R˜(u)((Tu ⊗ 1)∆˜(a)R˜(u)
−1 by Theorem 4.
2) If Y (g) were a triangular Hopf algebra, all would follow from results [D3]. It turns
out that the pseudotriangular structure does not affect considerations similar to ones of [D3].
We have:
(∆˜⊗ 1)R˜(u) =
= (F 12)−1((∆⊗ 1)((F 21)−1R(u)F ))F 12 =
= (F 12)−1(∆⊗ 1)(F 21)−1((∆⊗ 1)R(u))(∆⊗ 1)F ◦ F 12 =
= (F 12)−1((∆⊗ 1)(F 21)−1) (R13(u)R23(u))(1 ⊗∆)F ◦ F 23 .
Again since (Ta ⊗ Tb)F = F , it follows from Theorem 4 that R
23(u)((1 ⊗ ∆)F ) = ((1 ⊗
∆′)F )R23(u) . On the other hand (1⊗∆′)F = ((∆⊗1)F )32F 13(F 32)−1, where (a⊗b⊗c)32 =
a⊗ c⊗ b. Further, R13(u)((∆⊗ 1)F )32 = ((∆′ ⊗ 1)F )32R13(u). It remains to show, that
(F 12)−1((∆⊗ 1)(F 21)−1) ((∆′ ⊗ 1)F )32 = (F 31)−1
which is true by the defining relation for F .
3), 4) and 7) are straightforward from the corresponding statements of Theorem 4. Let
us deduce 6). It follows from 2) that (Ta⊗ 1⊗ 1)((∆˜⊗ 1)R˜(x)) = R˜
13(x+ a)R˜23(x) . Hence,
R˜(a)(Ta ⊗ 1⊗ 1) ((∆˜⊗ 1)R˜(x)) = R˜
12(a)R˜13(x+ a)R˜23(x) .
On the other hand 5) implies that
R˜(a)(Ta ⊗ 1⊗ 1) ((∆˜⊗ 1)R˜(x)) = (Ta ⊗ 1⊗ 1) ((∆˜
′ ⊗ 1)R˜(x))R˜(a) .
Since (∆˜′⊗1)R˜(x) = R˜23(x)R˜13(x), we find that (Ta⊗1⊗1) ((∆˜⊗1)R˜(x)) = R˜
23(x)R˜13(x+
a), which completes the proof.
The results from [KST] show that the problem of finding explicit formulas leads to
rather difficult computations even in the simplest case of sℓ(2) with F found in [CGG]. Our
5
aim is to present a number of cases when a rational R-matrix for sℓ(n) and o(n) can be
computed explicitly in the corresponding fundamental n-dimensional representations. We
need the following corrolary to Theorem 5:
Corrolary 1. Let c2
u−v
+ r0 be a rational solution of CYBE for sℓ(n), F ∈ U(sℓ(n))
⊗2
be the corresponding “quantizing element” and R ∈ Mat(n,C)⊗2 be the image of the
quantum R-matrix (F 21)−1F in the fundamental n-dimensional representation of sℓ(n). If
P ∈ Mat(n,C)⊗2 is the permutation matrix, which acts in Cn ⊗ Cn as P (a ⊗ b) = b ⊗ a,
then uR+ P satisfies YBE.
Proof. Let us consider the R-matrix R˜(u) = (F 21)−1R(u)F , where R(u) is Drinfeld’s
R-matrix for Y (sℓ(n)). It was proved in [D2] that the image of R(u) in the n-dimensional
representation is 1⊗ 1 + P
u
up to a scalar factor. It is easy to see that (T 21)−1PT = P for
any invertible T ∈Mat(n,C)⊗2. This observation completes the proof.
Remark. It is worth noticing that we have proved that if R ∈ Mat(n,C)⊗2 satisfies
YBE and is unitary, i.e. R21R = 1 ⊗ 1, then R + P
u
is a rational solution of YBE because
according to [D1] any such R comes from some F ∈ U(gℓ(n))⊗2. Of course, knowing the
answer it is not difficult to check that R + P
u
is really a solution of YBE (using the fact
that (a⊗ b)P = P (b⊗ a) for any a, b ∈Mat(n,C)). However the general approach provides
rational solutions in any finite-dimensional representation of Y (sℓ(n)).
Example 1. We would like to expose a number of unitary R-matrices not involving
complicated computations. According to Theorem 2 we have to indicate a pair (L,B), where
L ⊂ sℓ(n) and B is the corresponding non-degenerate 2-cocycle. Put
L = {(aij) : aij = 0 for i > j; aii = −an+1−i,n+1−i}, B(x, y) = f([x, y])
where f({aij}) =
∑
i+j=n+1 aij .
Let Eij ∈Mat(n) be the set of matrix units. Let us denote Eii −En+1−i,n+1−i by Hi.
Then the corresponding classical r-matrix r ∈Mat(n)⊗2 has of the following form:
r =
1
2
(
∑
i
(Hi ⊗ Ei,n+1−i − Ei,n+1−i ⊗Hi)) +
∑
i<j<n+1−i
(Eij ⊗ Ej,n+1−i − Ej,n+1−i ⊗ Eij)
Direct computations show that r3 = 0. It is known (see [CGG]) that in this case R =
1⊗ 1 + r + 1
2
r2 is a unitary solution of YBE. Corrolary 1 implies that
u(1⊗ 1 + r +
1
2
r2) + P
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is a rational solution of YBE.
Let o(N,C) be an orthogonal Lie algebra consisting of all matrices A ∈Mat(N,C) such
that At = −A. Let K ∈ Mat(N,C)⊗2 be the matrix obtained from P ∈ Mat(N,C)⊗2 by
the transposition in the first factor. It was proved in [D2, KS] that the image of R(u) ∈
Y (o(N))⊗2 in the N-dimensional representation of Y (o(N)) is, up to a scalar factor
u1⊗ 1 + P −
u
k + u
K, k =
1
2
(N − 2)
Corrolary 2. Let r ∈ o(N)⊗2 be a classical r-matrix and F ∈ U(o(N))⊗2 be the correspond-
ing quantizing element. Let us denote by F0 (respectively R0) the image of F (respectively
(F 21)−1F ) in Mat(N)⊗2.
Then uR0 + P −
u
k+u
(F 210 )
−1KF0 satisfies YBE.
Proof. The statement can be proved exactly as Corollary 1.
Example 2. Now we need an another realization of o(N,C), namely
o(N) = {(aij) ∈Mat(N) : aij = −aN+1−j,N+1−i}
Let T be any element of GL(N,C) which conjugates the first form of o(N) to the second one.
Denote E11−ENN by H and E12−EN−1,N by E. Clearly e = TET
−1 and h = THT−1 are
skew-symmetric matrices. Further we have [h, e] = e since [H,E] = E and r0 = h⊗e−e⊗h
satisfies CYBE (for N > 3). The corresponding quantizing element F was found in [CGG]
and is of the form:
F = 1⊗ 1 +
∑
n
1
n!
h(h+ 1)...(h+ n− 1)⊗ en ⊂ U(o(N))⊗2
Clearly r1 = H ⊗ E − E ⊗H, N > 3 also satisfies CYBE and therefore, we can compute
the corresponding matrix solution of YBE, which is
1⊗ 1 + r1 − EN−1,N ⊗ E12 ⊂Mat(N)
⊗2
since the image of E2 is 0 in Mat(N). Finally we obtain that the following element of
Mat(N)⊗2 is a rational solution of YBE:
(1⊗ 1 + r0 − e− ⊗ e+)u+ P −
u
k + u
(1 ⊗ 1− e⊗ h)K(1⊗ 1 + h⊗ e), k =
1
2
(N − 2)
where e− = TEN−1,NT
−1 and e+ = TE12T
−1.
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Remark. It is interesting to point out that the construction of the new solutions to the
YBE (Theorem 5) preserves the regularity property [KS] of the initial R-matrix: R(0) = P .
Therefore one can obtain series of integrable models with local Hamiltonians corresponding
to these new R-matrices. In the simplest case of Y (sℓ(2)) with non-standard quantization
of sℓ(2) (see [KST]) the spin-1/2 analog of the XXX-model on one-dimensional chain is
given by the Hamiltonian
H =
∑
n
((σn, σn+1) + ξ
2σ−n σ
−
n+1 + ξ(σ
−
n − σ
−
n+1)),
where ξ is a deformation parameter, σxn, σ
y
n, σ
z
n are Pauli sigma-matrices acting in C
2
n related
to the n-th site of the chain and σ−n =
1
2
(σxn − iσ
y
n).
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