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Abstract
We consider the problem of decentralized clustering and estimation over multi-task networks, where
agents infer and track different models of interest. The agents do not know beforehand which model is
generating their own data. They also do not know which agents in their neighborhood belong to the
same cluster. We propose a decentralized clustering algorithm aimed at identifying and forming clusters
of agents of similar objectives, and at guiding cooperation to enhance the inference performance. One
key feature of the proposed technique is the integration of the learning and clustering tasks into a single
strategy. We analyze the performance of the procedure and show that the error probabilities of types I
and II decay exponentially to zero with the step-size parameter. While links between agents following
different objectives are ignored in the clustering process, we nevertheless show how to exploit these links
to relay critical information across the network for enhanced performance. Simulation results illustrate
the performance of the proposed method in comparison to other useful techniques.
1 Introduction and Related Work
Distributed learning is a powerful technique for extracting information from networked agents (see, e.g.,
[2–8] and the references therein). In this work, we consider a network of agents connected by a graph. Each
agent senses data generated by some unknown model. It is assumed that there are clusters of agents within
the network, where agents in the same cluster observe data arising from the same model.
However, the agents do not know which model is generating their own data. They also do not know which
agents in their neighborhood belong to the same cluster. Scenarios of this type arise, for example, in tracking
applications when a collection of networked agents is tasked with tracking several moving objects [9–11].
Clusters end up being formed within the network with different clusters following different targets. The
quality of the tracking/estimation performance will be improved if neighboring agents following the same
target know of each other to promote cooperation. It is not only cooperation within clusters that is useful,
but also cooperation across clusters, especially when targets move in formation and the location of the targets
are correlated. Motivated by these considerations, the main objective of this work is to develop a distributed
technique that enables agents to recognize neighbors from the same cluster and promotes cooperation for
improved inference performance.
There have been several useful works in the literature on the solution of inference problems for such multi-
task networks, i.e., for networks with multiple unknown models (also called tasks) — see, e.g., [5,12–19] and
the references therein. In the solutions developed in [17–19], clustering is achieved by relying on adaptive
combination strategies, whereby weights on edges between agents are adapted and their size becomes smaller
for unrelated tasks. In these earlier works, there still exists the possibility that valid links between agents
belonging to the same cluster may be overlooked, mainly due to errors during the adaptation process. A more
robust clustering method was proposed in [20] where the clustering and learning operations were decoupled
from each other. In this way, tracking errors do not influence the clustering mechanism and the resulting
distributed algorithm enables the agents to identify their clusters and to attain improved learning accuracy.
The work [20] evaluated the error probabilities of types I and II, i.e., of false alarm and mis-detection for
their proposed scheme and showed that these errors decay exponentially with the step-size. This means that,
under their scheme, the probability of correct clustering can be made arbitrarily close to one by selecting
sufficiently small step-sizes.
Still, it is preferable tomerge the clustering and learning mechanisms rather than have them run separately
of each other. Doing so reduces the computational burden and, if successful, can also lead to enhancement
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1
in clustering accuracy relative to the earlier approaches [17–19]. We showed in preliminary work [1] that
this is indeed possible for a particular class of inference problems involving mean-square-error risks. In this
work, we generalize the results and devise an integrated clustering-learning approach for general-purpose risk
functions. Additionally, and motivated by the results from [14] on adaptive decision-making by networked
agents, we further incorporate a smoothing mechanism into our strategy to enhance the belief that agents
have about their clusters. We also show how to exploit the unused links among neighboring agents belonging
to different clusters to relay useful information among agents. We carry out a detailed analysis of the resulting
framework, and illustrate its superior performance by means of computer simulations.
The organization of the work is as follows. The network and data model are described in Section II, while
the integrated clustering and inference framework is developed in Section III. The network error recursions
are derived in Section IV, and the probabilities of erroneous decision are derived in Section V. In Section VI
we illustrate the linking technique for relaying information, and present simulation results in Section VII.
Notation. We use lowercase letters to denote vectors, uppercase letters for matrices, plain letters for
deterministic variables, and boldface letters for random variables. The superscript ◦ is used to indicate
true values. The letter E denotes the expectation operator. The Euclidean norm is denoted by ‖ · ‖. The
symbols 1 and I denote the all-one vector and the identity matrix of appropriate sizes, respectively. We
write (·)⊺, (·)−1, and Tr(·) to denote transposition, matrix inversion, and matrix trace, respectively. The
diag{·} operator extracts the diagonal entries of its matrix argument and stacks them into a column. The
k−th row (column) of matrix X is denoted by [X ]k,: ([X ]:,k).
2 Network and Data Model
2.1 Network Overview
We consider a network with N agents connected by a graph. It is assumed that there are C clusters, denoted
by C1, C2, . . . , CC , where each Cm represents the set of agent indices in that cluster. We associate an unknown
column vector of sizeM×1 with each cluster, denoted by w◦Cm ∈ R
M . The aggregation of all these unknowns
is denoted by
w◦C , col{w
◦
C1 , w
◦
C2 , . . . , w
◦
CC}, (CM × 1). (1)
Each agent k wishes to recover the model for its cluster; the unknown model for agent k is denoted by {w◦k}.
Obviously, this model agrees with the model of the cluster that k belongs to, i.e., w◦k = w
◦
Cm
if k ∈ Cm. We
stack all {w◦k} into a column vector:
w◦ , col{w◦1 , w
◦
2 , . . . , w
◦
N}, (NM × 1). (2)
Figure 1 illustrates a network with C = 3 clusters represented by three colors. All agents in the same
cluster are interested in estimating the same parameter vector. We denote the set of neighbors of an agent
k by Nk. Observe in this example that the neighbors of agent k belong to different clusters. The cluster
information is not known to the agents beforehand. For instance, agent k would not know that its neighbors
are sensing data arising from different models. If we allow the network to perform indiscriminate cooperation,
then performance will degrade significantly. For this reason, a clustering operation is needed to allow the
agents to learn which neighbors to cooperate with towards the same objective. The technique developed
in this work will allow agents to emphasize links to neighbors in the same cluster and to disregard links
to neighbors from other clusters. The outcome would be a graph structure similar to the one shown in
the bottom part of the same figure, where unwarranted links are shown in dotted lines. In this way, the
interference caused by different objectives is avoided and the overall performance for each cluster will be
improved. Turning off a link between two agents means that there is no more sharing of data between them.
Still, we will exploit these “unused” links by assigning to them a useful role in relaying information across
the network.
2.2 Topology Matrices
In preparation for the description of the proposed strategy, we introduce the N × N adjacency matrix
Y = [yℓk], whose elements are either zero or one depending on whether agents are linked by an edge or not.
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Figure 1: (Top) Example of a network topology involving three clusters, represented by three different colors.
(Bottom) Clustered topology that will result for the network shown on top.
Specifically,
yℓk =
{
1, ℓ ∈ Nk,
0, otherwise.
(3)
We assume that each agent k belongs to its neighborhood set, k ∈ Nk. The set N
−
k excludes k. Agents know
their neighborhoods but they do not know which subset of their neighbors is subjected to data from the
same model. In order to devise a procedure that allows agents to arrive at this information, we introduce
a second N × N clustering matrix, denoted by Ei at time i, in a manner similar to the adjacency matrix
Y , except that the value at location (ℓ, k) will be set to one if agent k believes at time i that its neighbor ℓ
belongs to the same cluster:
eℓk(i) =
{
1, if ℓ ∈ Nk and k believes that w◦k = w
◦
ℓ ,
0, otherwise.
(4)
The entries of Ei will be learned online. At every time i, we can then use these entries to infer which
neighbors of k are believed to belong to the same cluster as k; these would be the indices of the nonzero
entries in the k−th column of Ei. We collect these indices into the neighborhood set, Nk,i; this set is a subset
of Nk and it evolves over time during the learning process. At any time i, agent k will only be cooperating
with the neighbors within Nk,i. We will describe in the sequel how Ei is learned.
2.3 Problem Formulation
We associate with each agent k a strongly-convex and differentiable risk function Jk(wk), with a unique
minimum at w◦k. In general, each risk Jk(wk) : R
M → R, is defined as the expectation of some loss function
Qk(·), say,
Jk(wk) = E Qk(wk; zk) (5)
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where zk denotes random data sensed by agent k and the expectation is over the distribution of this data.
The network of agents is interested in estimating the minimizers of the following aggregate cost over the
vectors {wk}:
Jglob(w1, w2, . . . , wN ) ,
N∑
k=1
Jk(wk). (6)
Since agents from different clusters do not share the same minimizers, the aggregate cost can be re-written
as
Jglob(wC1 , . . . , wCC ) ,
C∑
m=1
∑
k∈Cm
Jk(wk) (7)
where w◦k = w
◦
Cm
. We collect the gradient vectors of the risk functions across the network into the aggregate
vector
∇J(w) , col{∇J1(w1), . . . ,∇JN (wN )}. (8)
These gradients will not be available in most cases since the distribution of the data is not known to enable
evaluation of the expectation of the loss functions. In stochastic-gradient implementations, it is customary
to replace the above aggregate vector by the following approximation where the true gradients of the risk
functions are replaced by
∇̂J(w) , col{∇̂J1(w1), . . . , ∇̂JN (wN )} (9)
where each ∇̂Jk(wk) is constructed from the gradient of the respective loss function
∇̂Jk(wk) = ∇Qk(wk; zk) (10)
evaluated at the corresponding data point, zk.
2.4 Assumptions
We list here the assumptions that are needed to drive the analysis. These assumptions are typical in the
analysis of stochastic-gradient algorithms, and most of them are automatically satisfied by important cases
of interest, such as when the risk functions are quadratic or logistic — see, e.g., [3, 20].
We thus assume that each individual cost function Jk(wk) is twice-differentiable and τk−strongly con-
vex [3, 21, 22], for some τk > 0. We also require the gradient vector of Jk(wk) to be ζk−Lipschitz, i.e.,
‖∇Jk(wk1 )−∇Jk(wk2 )‖ ≤ ζk‖wk1 − wk2‖ (11)
for any wk1 , wk2 ∈ R
M . Thus, the Hessian matrix function ∇2Jk(wk) is bounded by
τkIM ≤ ∇
2Jk(wk) ≤ ζkIM (12)
where τk ≤ ζk. Each Hessian matrix function is also assumed to satisfy the Lipschitz condition:
‖∇2Jk(wk1 )−∇
2Jk(wk2)‖ ≤ κk‖wk1 − wk2‖ (13)
for some κk ≥ 0 and any wk1 , wk2 ∈ R
M . The network gradient noise is denoted by si(wi−1) which is the
random process defined by
si(wi−1) , col{s1,i(w1,i−1), . . . , sN,i(wN,i−1)} (14)
where the gradient noise at agent k at time i is given by
sk,i(wk,i−1) , ∇̂Jk(wk,i−1)−∇Jk(wk,i−1). (15)
Here we are denoting the iterates w in boldface notation to indicate that they will actually be stochastic
variables due to the approximation of the true gradients.
We let {Fk,i; i ≥ 0} denote the filtration that collects all information up to time i. We then denote the
conditional covariance matrix of sk,i(wk,i−1) by
Rk,i(wk,i−1) , E
[
sk,i(wk,i−1)s
⊺
k,i(wk,i−1) | Fk,i−1
]
. (16)
It is assumed that the gradient noise process satisfies the following properties for any wk,i−1 in Fk,i−1 [3]:
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1.Martingale difference [3, 20]:
E [sk,i(wk,i−1) |Fk,i−1] = 0 (17)
2.Bounded fourth-order moment [3, 20]:
E
[
‖sk,i(wk,i−1)‖
4 |Fk,i−1
]
≤ β2k‖w
◦
k −wk,i−1‖
4 + ρ4k (18)
for some β2k, ρ
4
k ≥ 0.
3.Lipschitz conditional covariance function [3, 20]:
‖Rk,i(w
◦
k)−Rk,i(wk,i−1)‖ ≤ θk‖w
◦
k −wk,i−1‖
ηk (19)
for some θk ≥ 0 and 0 < ηk ≤ 4.
4.Convergent conditional covariance matrix [3, 20]:
Rk , lim
i→∞
Rk,i(w
◦
k) > 0 (20)
where Rk is symmetric and positive definite.
2.5 Data Model
We assume that each agent k runs an independent stochastic gradient-descent algorithm of the form:
ψk,i = ψk,i−1 − µk∇̂Jk(ψk,i−1) (21)
where µk > 0 is a small step-size parameter, and ψk,i denotes the intermediate estimate for w
◦
k at time i.
Cooperation among agents will be limited to neighbors that belong to the same cluster. Therefore, following
the update (21), ideally, agent k should only share data with agent ℓ if w◦k = w
◦
ℓ . The agents do not know
which agents in their neighborhood belong to the same cluster; this information is learned in real-time.
Therefore, agent k will only share data with agent ℓ if it believes that w◦k = w
◦
ℓ . Specifically, agent k will
combine the estimates from its neighbors in a convex manner as follows:
wk,i =
N∑
ℓ=1
aℓk(i)ψℓ,i (22)
where the nonnegative combination coefficients {aℓk(i)} satisfy
akk(i) > 0, aℓk(i) = 0 for ℓ /∈ N k,i,
N∑
ℓ=1
aℓk(i) = 1. (23)
In the next section, we explain how the combination coefficients {aℓk(i)} are selected in order to perform
the combined tasks of estimation and clustering.
3 Clustering Scheme
Let δ > 0 denote the smallest distance among the cluster models, {w◦Cm}. For any distinct a, b ∈ {1, . . . , C},
it then holds that
‖w◦Ca − w
◦
Cb
‖ ≥ δ. (24)
We introduce an N × N trust matrix F i; each entry f ℓk(i) ∈ [0, 1] of this matrix reflects the amount of
trust that agent k has in neighbor ℓ ∈ N−k belonging to its cluster. The entries {fℓk(i)} are constructed as
follows. Agent k first computes the Boolean variable:
bℓk(i) =
{
1, if ‖ψℓ,i −wk,i−1‖
2 ≤ α,
0, otherwise
(25)
5
where α is a threshold value. The trust level f ℓk(i) is smoothed as follows:
f ℓk(i) = νf ℓk(i− 1) + (1 − ν)bℓk(i) (26)
where the forgetting factor, 0 < ν < 1, determines the speed with which trust in neighbor ℓ accumulates
over time. Once f ℓk(i) exceeds some threshold γ, agent k declares that neighbor ℓ belongs to its cluster and
sets the corresponding entry eℓk(i) in matrix Ei to the value one:
eℓk(i) =
{
1, if f ℓk(i) ≥ γ,
0, otherwise
(27)
where 0 < γ < 1. For completeness, we set for any agent k, bkk(i) = fkk(i) = ekk(i) = 1. Observe that
the computation of the binary variable bℓk(i) couples the ψ and w variables. Therefore, by using smoothed
values {f ℓk(i)} for the trust variables, we are able to couple the clustering and inference procedures into a
single iterative algorithm rather than run them separately. The smoothing reduces the influence of erroneous
clustering decisions on the inference task. The following listing summarizes the proposed strategy.
Algorithm 1 (Distributed clustering scheme)
Initialize F−1 = B−1 = E−1 = I and ψ−1 = w−1 = 0.
for i ≥ 0 do
for k = 1, . . . , N do
ψk,i = ψk,i−1 − µk∇̂Jk(ψk,i−1) (28)
for ℓ ∈ N−k do
bℓk(i) =
{
1, if ‖ψℓ,i −wk,i−1‖
2 ≤ α
0, otherwise
(29)
f ℓk(i) = νf ℓk(i− 1) + (1 − ν) bℓk(i) (30)
update eℓk(i) according to (27)
end for
select {aℓk(i)} according to (23) and set
wk,i =
N∑
ℓ=1
aℓk(i)ψℓ,i (31)
end for
end for
4 Mean-Square-Error Analysis
We now examine the mean-square performance of the proposed scheme.
We collect the estimates from across the network into the block vectors:
ψi , col{ψ1,i,ψ2,i, . . . ,ψN,i}, (32)
wi , col{w1,i,w2,i, . . . ,wN,i}, (33)
and define the matrices
Ai , Ai ⊗ IM , M , diag{µ1, . . . , µN} ⊗ IM . (34)
where Ai = [aℓk(i)]. From (21) we find that the network vector ψi evolves over time according to
ψi = ψi−1 −M∇J(ψi−1)−Msi(ψi−1) (35)
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where ∇J(·) and si(·) are defined in (8) and (14). Likewise, from (22) we find that
wi = A
⊺
iψi. (36)
To proceed, we introduce the error vectors
ψ˜k,i , w
◦
k −ψk,i, w˜k,i , w
◦
k −wk,i, (37)
and collect them from across the network into
ψ˜i , col{ψ˜1,i, . . . , ψ˜N,i}, (38)
w˜i , col{w˜1,i, . . . , w˜N,i}. (39)
We further define the network mean-square deviation (MSD) before and after the fusion step at the time i
by
MSDψ(i) , E ‖ψ˜i‖
2, (40)
MSDw(i) , E ‖w˜i‖
2. (41)
4.1 Error Dynamics
Appealing to the mean-value theorem [3, p. 327] we can write
∇J(ψi−1) = −Hi−1ψ˜i−1 (42)
where
Hi−1 , diag{Hk,i−1}
N
k=1 (43)
and each matrix Hk,i−1 is given by
Hk,i−1 ,
∫ 1
0
∇2Jk(w
◦
k − tψ˜k,i−1)dt. (44)
Substituting (42) into (35) yields
ψi = ψi−1 +MHi−1ψ˜i−1 −Msi(ψi−1). (45)
By subtracting w◦ defined in (2) from both sides, we get
ψ˜i = (INM −MHi−1)ψ˜i−1 +Msi(ψi−1) (46)
which means that the error recursion for each individual agent k is given by
ψ˜k,i = (IM − µkHk,i−1)ψ˜k,i−1 + µksk,i(ψk,i−1). (47)
It is argued in [3, p. 347] that for step-sizes µk satisfying
0 < µk <
2τk
ζ2k + β
2
k
(48)
the mean-square-error quantity E ‖ψ˜k,i‖
2 converges exponentially according to the recursion:
E ‖ψ˜k,i‖
2 ≤ ξk E ‖ψ˜k,i−1‖
2 + µ2kρ
2
k (49)
where 0 ≤ ξk < 1 and is given by
ξk = 1− 2µkτk + µ
2
k(ζ
2
k + β
2
k). (50)
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It is further shown in [3, pp. 352, 378] that for small step-sizes satisfying (48), the error recursion (46) has
bounded first, second, and fourth-order moments in the following sense:
lim sup
i→∞
‖E ψ˜i‖ = O(µmax) (51)
lim sup
i→∞
E ‖ψ˜i‖
2 = O(µmax) (52)
lim sup
i→∞
E ‖ψ˜i‖
4 = O(µ2max) (53)
where µmax is the maximum step-size across all agents.
We further introduce the constant block diagonal matrix:
H , diag{H1, . . . , HN}, Hk , ∇
2Jk(w
◦
k), (54)
and replace (46) by the approximate recursion
ψ˜
′
i = (INM −MH)ψ˜
′
i−1 +Msi(ψi−1) (55)
where the random matrix Hi−1 is replaced by H. It was also shown in [3, pp. 382, 384] that, for sufficiently
small step-sizes, the error iterates that are generated by this recursion satisfy:
lim
i→∞
E ψ˜
′
i = 0 (56)
lim sup
i→∞
E ‖ψ˜
′
i‖
2 = O(µmax) (57)
lim sup
i→∞
E ‖ψ˜i − ψ˜
′
i‖
2 = O(µ2max) (58)
lim sup
i→∞
E ‖ψ˜
′
i‖
2 = lim sup
i→∞
E ‖ψ˜i‖
2 +O(µ3/2max). (59)
These results imply that, for large enough i, the errors ψ˜ and ψ˜
′
are close to each other in the mean-square-
error sense.
4.2 One Useful Property
The above construction guarantees one useful property if the clustering process does not incur errors of type
II, meaning that links that should be disconnected are indeed disconnected. This implies that w◦ℓ = w
◦
k
whenever aℓk(i) > 0. Using (23), it follows that
N∑
ℓ=1
aℓk(i)w
◦
ℓ = w
◦
k (60)
or, equivalently,
A
⊺
iw
◦ = w◦. (61)
Subtracting w◦ from both sides of (36) yields,
w◦ −wi = w
◦ −A⊺iψi. (62)
Using (61) we rewrite (62) as:
w˜i = A
⊺
i ψ˜i. (63)
Taking the block maximum norm [23, p. 435] of both sides and using the sub-multiplicative property of
norms implies that
‖w˜i‖b,∞ ≤ ‖A
⊺
i ‖b,∞ ‖ψ˜i‖b,∞ = ‖ψ˜i‖b,∞ (64)
since Ai is left-stochastic and, therefore, ‖A
⊺
i ‖b,∞ = 1. It follows that
E ‖w˜i‖b,∞ ≤ E ‖ψ˜i‖b,∞. (65)
Results (64) and (65) ensure that the size of the error in the w domain is bounded by the size of the error
in the ψ domain if there are no errors of type II during clustering.
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5 Performance Analysis
We are ready to examine the behavior of the probabilities of erroneous decisions of types I and II for each
agent k, namely, the probabilities that a link between k and one of its neighbors will be either erroneously
disconnected (when it should be connected) or erroneously connected (when it should be disconnected):
Type-I: w◦ℓ = w
◦
k and aℓk(i) = 0, (66)
Type-II: w◦ℓ 6= w
◦
k and aℓk(i) 6= 0 (67)
for any ℓ ∈ Nk. After long enough i, these probabilities are denoted respectively by:
PI = Pr (f ℓk(i) < γ | w
◦
ℓ = w
◦
k), (68)
PII = Pr (f ℓk(i) ≥ γ | w
◦
ℓ 6= w
◦
k). (69)
Assessing the probabilities (68) and (69) is a challenging task and needs to be pursued under some simplifying
conditions to facilitate the analysis. This is due to the stochastic nature of the clustering and learning
processes, and due to the coupling among the agents. Our purpose is to provide insights into the performance
of these processes after sufficient learning time has elapsed. The analysis that follows adjusts the approach
of [14] to the current setting. Different from [14] where there were only two models and all agents were trying
to converge to one of these two models, we now have a multitude of clusters and agents that are trying to
converge to their own cluster model.
5.1 Smoothing Process
In order to determine bounds for PI and PII we study the probability distribution of the trust variable f ℓk(i).
We have from (26) that:
f ℓk(i) = ν
i+1f ℓk(−1) + (1− ν)
i∑
j=0
νjbℓk(i − j) (70)
where bℓk(i) is modelled as a Bernoulli random variable with success probability p:
bℓk(i) =
{
1,with probability p,
0,with probability (1− p).
(71)
We already know from (49) that, after sufficient time, the iterates ψk,i converge to the true models w
◦
k in the
mean-square-error sense. Hence, it is reasonable to assume that the value of p becomes largely time-invariant
and corresponds to the probability of the event described by
‖ψℓ,i −wk,i−1‖
2 ≤ α, for large i. (72)
We denote the probabilities of true and false assignments by
Pd = Pr (bℓk(i) = 1 | w
◦
ℓ = w
◦
k), (73)
Pf = Pr (bℓk(i) = 1 | w
◦
ℓ 6= w
◦
k). (74)
These probabilities also satisfy:
(1 − Pd) = Pr (‖ψℓ,i −wk,i−1‖
2 > α | w◦ℓ = w
◦
k), (75)
Pf = Pr (‖ψℓ,i −wk,i−1‖
2 ≤ α | w◦ℓ 6= w
◦
k). (76)
After sufficient iterations, the influence of the initial condition in (70) can be ignored and we can approximate
f ℓk(i) by the following random geometric series:
f ℓk(i) ≈ (1− ν)
i∑
j=0
νjbℓk(i − j). (77)
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As explained in [14], although it is generally not true, we can simplify the analysis by assuming that, for
large enough i, the random variables {bℓk(m)} in (77) are independent and identically distributed. This
assumption is motivated by the fact that the models observed by the different clusters are assumed to be
sufficiently distinct from each other by virtue of (24).
Now, recall that Markov’s inequality [24, p. 47] implies that for any nonnegative random variable x and
positive scalar u, it holds that:
Pr (x ≥ u) = Pr (x2 ≥ u2) ≤
E x2
u2
. (78)
To apply (78) to the variable f ℓk(i), we need to determine its second-order moment. For this purpose, we
follow [14] and introduce the change of variable:
b◦ℓk(i− j) ,
bℓk(i− j)− p√
p(1− p)
. (79)
It can be verified that the variables {b◦ℓk(m)} are i.i.d. with zero mean and unit variance. As a result, we
rewrite (77) for large i as:
f ℓk(i) ≈ p+
√
p(1− p)f◦ℓk(i) (80)
where
f◦ℓk(i) , (1 − ν)
i∑
j=0
νjb◦ℓk(i− j) (81)
has zero mean and its variance is given by
Var [f◦ℓk(i)] = E
[
f◦ℓk(i)
]2
−
[
E f◦ℓk(i)
]2
=
1− ν
1 + ν
(1− ν2(i+1)) ≈
1− ν
1 + ν
. (82)
Returning to (68) we now have, with p replaced by Pd:
PI ≈ Pr (f ℓk(i) < γ | w
◦
ℓ = w
◦
k)
≤ Pr
(
|f◦ℓk(i)| >
Pd − γ√
Pd(1− Pd)
∣∣∣∣ w◦ℓ = w◦k)
≤
1− ν
1 + ν
·
Pd(1− Pd)
(Pd − γ)2
(83)
where we applied (78) and the fact that, for any two generic events B1 and B2, if B1 implies B2, then the
probability of event B1 is less than the probability of event B2 [25]. Similarly, by replacing p by Pf , we
obtain
PII ≤
1− ν
1 + ν
·
Pf (1− Pf )
(γ − Pf )2
. (84)
In expressions (83) and (84), it is assumed that the size of the threshold value γ used in (27) satisfies γ < Pd
and γ > Pf . Since we usually desire the probability of false alarm to be small and the probability of detection
to be close to one, these conditions can be met by γ ∈ (0, 1). We show in the next section that this is indeed
the case.
Results (83) and (84) provide bounds on the probabilities of errors I and II. We next establish that
Pd → 1 and Pf → 0 to conclude that PI → 0 and PII → 0.
5.2 The Distribution of the Variables
After sufficient iterations and for small enough step-sizes, it is known that each ψℓ,i exhibits a distribution
that is nearly Gaussian [26–31]:
ψℓ,i ∼ N (w
◦
ℓ , µℓΓℓ) (85)
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where the matrix Γℓ is symmetric, positive semi-definite, and the solution to the following Lyapunov equa-
tion [26]:
HℓΓℓ + ΓℓHℓ = Rℓ (86)
where the Hessian matrix Hℓ is defined by (54) and Rℓ is the steady-state covariance matrix of the gradient
noise at agent ℓ defined by (20). We next introduce the vector
w¯◦k,i ,
N∑
ℓ=1
aℓk(i)w
◦
ℓ . (87)
which should be compared with expression (22). The vector (87) is the result of fusing the actual models
using the same combination weights available at time i. It follows that wk,i exhibits a distribution that
is nearly Gaussian since the iterates {ψℓ,i} can be assumed to be independent of each other due to the
decoupled nature of their updates:
wk,i ∼ N (w¯
◦
k,i,Ωk,i) (88)
where Ωk,i is symmetric, positive semi-definite, and given by
Ωk,i ,
N∑
ℓ=1
µℓ a
2
ℓk(i)Γℓ. (89)
Let
gℓk,i , ψℓ,i −wk,i−1 (90)
and note that gℓk,i is again approximately Gaussian distributed with
gℓk,i ∼ N (g¯i,∆ℓk,i) (91)
where
g¯i , w
◦
ℓ − w¯
◦
k,i−1 (92)
and ∆ℓk,i is symmetric, positive semi-definite, and bounded by (in view of Jensen’s inequality [3, p. 769]
2):
∆ℓk,i ≤ 2
(
µℓΓℓ +Ωk,i−1
)
. (93)
From (89), (93) and for any ℓ and k it holds that:
∆ℓk,i = O(µmax). (94)
5.3 The Statistics of ‖gℓk,i‖
2
We now examine the statistics of the main test variable for our algorithm from (25), namely, ‖gℓk,i‖
2. Let
{Ak,i−1; i > 0} denote the filtration that collects all {aℓk(i − 1)} information up to time i − 1. Then, note
that
E
[
‖gℓk,i‖
2| Ak,i−1
]
= E
[
Tr
(
gℓk,ig
⊺
ℓk,i
)∣∣ Ak,i−1]
= ‖g¯i‖
2 +Tr (∆ℓk,i). (95)
2 Since E (a+ b)2 ≤ 2E a2 + 2E b2.
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Since gℓk,i is Gaussian, it holds that
E
[
‖gℓk,i‖
4| Ak,i−1
]
= E
[
‖gℓk,i − g¯i + g¯i‖
4| Ak,i−1
]
= E
[(
‖gℓk,i − g¯i‖
2 + 2(gℓk,i − g¯i)
⊺g¯i + ‖g¯i‖
2
)2∣∣ Ak,i−1]
= E
[
‖gℓk,i − g¯i‖
4| Ak,i−1
]
+ 2E
[
‖gℓk,i − g¯i‖
2‖g¯i‖
2| Ak,i−1
]
+ ‖g¯i‖
4
+ 4g¯⊺i E
[
(gℓk,i − g¯i)(gℓk,i − g¯i)
⊺| Ak,i−1
]
g¯i
= E
[
‖gℓk,i − g¯i‖
4| Ak,i−1
]
+ 2 Tr (∆ℓk,i)‖g¯i‖
2
+ ‖g¯i‖
4 + 4‖g¯i‖
2
∆ℓk,i
(96)
where all odd order moments of (gℓk,i − g¯i) are zero. Likewise,(
E
[
‖gℓk,i‖
2| Ak,i−1
] )2
=
(
E
[
‖gℓk,i − g¯i + g¯i‖
2| Ak,i−1
] )2
=
(
E
[
‖gℓk,i − g¯i‖
2| Ak,i−1
]
+ ‖g¯i‖
2
)2
= [ Tr (∆ℓk,i) ]
2 + 2 Tr (∆ℓk,i)‖g¯i‖
2
+ ‖g¯i‖
4. (97)
According to Lemma A.2 of [32, p. 11], we have
E
[
‖gℓk,i − g¯i‖
4| Ak,i−1
]
= [ Tr (∆ℓk,i) ]
2 + 2 Tr (∆2ℓk,i). (98)
Using (96) and (98), the variance of ‖gℓk,i‖
2 is given by
Var
[
‖gℓk,i‖
2| Ak,i−1
]
= 4‖g¯i‖
2
∆ℓk,i
+ 2 Tr (∆2ℓk,i). (99)
Note from (95) that the mean of ‖gℓk,i‖
2 is dominated by ‖g¯i‖
2 for sufficiently small step-sizes. It follows
from the Chebyshev’s inequality [33, p. 455] that:
Pr
(∣∣‖gℓk,i‖2 − E [‖gℓk,i‖2| Ak,i−1] ∣∣ ≥ u∣∣∣∣ Ak,i−1)
≤
Var
[
‖gℓk,i‖
2| Ak,i−1
]
u2
= O(µmax) (100)
for any constant u > 0, which implies that the variance of ‖gℓk,i‖
2 is in the order of µmax. Therefore,
when w◦ℓ = w
◦
k the probability mass of ‖gℓk,i‖
2 will concentrate around E(‖gℓk,i‖
2), which is in the order of
O(µmax) ≈ 0. On the other hand, when w
◦
ℓ 6= w
◦
k, the probability mass of ‖gℓk,i‖
2 will concentrate around
E(‖gℓk,i‖
2) ≈ ‖g¯i‖
2 > 0. Obviously the threshold should be chosen as: 0 < α < δ2, where δ is the clustering
resolution.
5.4 Error Probabilities
It is seen from (75) and (76) that 1−Pd corresponds to the right tail probability of ‖gℓk,i‖
2 when w◦ℓ = w
◦
k,
and Pf corresponds to the left tail probability of ‖gℓk,i‖
2 when w◦ℓ 6= w
◦
k. To examine these probabilities, we
follow arguments similar to [20] and apply them to the current context. We introduce the eigen-decomposition
∆ℓk,i = U iΛiU
⊺
i (101)
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where U i is orthonormal and Λi is diagonal and nonnegative-definite. We further introduce the normalized
variables:
xi , Λ
−1/2
i U
⊺
i gℓk,i, (102)
x¯i , Λ
−1/2
i U
⊺
i g¯i (103)
and it follows from (91), (102), and (103) that
xi ∼ N (x¯i, IM ). (104)
Note also from (102) that
‖gℓk,i‖
2 = x⊺iΛixi =
M∑
h=1
λh,ix
2
h,i. (105)
where xh,i denotes the h−th element of xi and λh,i denotes the h−th diagonal element of Λi.
5.4.1 The probability 1− Pd
It follows from the inequality
‖gℓk,i‖
2 = x⊺iΛixi ≤ ‖∆ℓk,i‖ · ‖xi‖
2, (106)
that the following relation is satisfied
{‖gℓk,i‖
2 > α} ⊆ {‖∆ℓk,i‖ · ‖xi‖
2 > α}. (107)
Defining
αk(i) , α/‖∆ℓk,i‖ (108)
, we can write using (107):
Pr (‖gℓk,i‖
2 > α | w◦ℓ = w
◦
k) ≤ Pr (‖xi‖
2 > αk(i) | x¯i = 0). (109)
We know from (104) that
‖xi‖
2 ∼ X 2M (110)
where X 2M denotes the Chi-square distribution withM degrees of freedom and its mean value isM . According
to the Chernoff bound for the central Chi-square distribution with M degrees of freedom3 we have
Pr
(
‖xi‖
2 > αk(i)
∣∣ x¯i = 0 )
= Pr
(
‖xi‖
2 >
M · αk(i)
M
∣∣∣∣ x¯i = 0)
≤ exp
[
−
M
2
(αk(i)
M
− log
(
1 +
αk(i)
M
− 1
))]
=
(αk(i) · e
M
)M/2
· exp
[
−
αk(i)
2
]
(111)
where e is Euler’s number. For small enough step-sizes we conclude from (94), (108), and (111) that after
sufficient iterations, it holds that:
(1− Pd) ≤ O(e
−c1/µmax) (112)
for some constant c1 > 0.
3Let y ∼ X 2r . Acoording to the Chernoff bound for the central Chi-square distribution with r degrees of freedom, for any
ǫ > 0 it holds that [34, p. 2501]: Pr (y > r(1 + ǫ)) ≤ exp [− r
2
(ǫ− log(1 + ǫ))].
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5.4.2 The probability Pf
The approximate characteristic function of ‖gℓk,i‖
2 [20, Eq. (118)] when w◦ℓ 6= w
◦
k is given by:
c‖gℓk,i‖2(t) ≈ e
jt‖w◦ℓ−w
◦
k‖
2−2t2‖w◦ℓ−w
◦
k‖
2
Λi (113)
which implies that for sufficiently small µmax,
‖gℓk,i‖
2 ∼ N (‖w◦ℓ − w
◦
k‖
2, 4‖w◦ℓ − w
◦
k‖
2
Λi
). (114)
Therefore, from [20]4 we obtain that
Pr (‖gℓk,i‖
2 < α |w◦ℓ 6= w
◦
k ) ≈ Q
(
‖w◦ℓ − w
◦
k‖
2 − α
2‖w◦ℓ − w
◦
k‖Λi
)
≤
1
2
exp
[
−
(‖w◦ℓ − w
◦
k‖
2 − α)2
8‖w◦ℓ − w
◦
k‖
2
Λi
]
(115)
where the letter Q refers here to the traditional Q−function (the tail probability of the standard Gaussian
distribution). For small enough step-sizes, after sufficient iterations and from (94), (101), and (115), it holds
that
Pf ≤ O(e
−c2/µmax) (116)
for some constant c2 > 0. It is then seen that the probabilities PI and PII are expected to approach zero
exponentially fast for vanishing step-sizes.
6 Linking Application
6.1 Clustering With Linking Scheme
We propose in this section an additional mechanism to enhance the performance of each cluster by using
the unused links to relay information. Figure 2 shows the linked topology that results for the same example
shown earlier in Fig. 1(b). The figure shows that the links which are supposed to be unused for sharing data
among neighbors belonging to different clusters, are used now to relay data among agents.
We assume in this section that the links among agents are symmetric, i.e. if ℓ ∈ Nk ⇐⇒ k ∈ Nℓ. Under
normal operation, each agent k will be receiving and processing iterates only from those neighbors that it
believes belong to the same cluster as k.
We modify this operation by allowing k to receive iterates from all of its neighbors. It will continue to
use the iterates from neighbors in the same cluster to update its weight estimate wk,i. The iterates that
arrive from neighbors that may belong to other clusters are not used during this fusion process. Instead,
they will be relayed forward by agent k as follows. For each of its neighbors ℓ ∈ Nk, agent k will send ψk,i
and another vector φkℓ,i The vector φkℓ,i is constructed as follows. Agent k chooses from among all the
iterates it receives from its neighbors, that iterate that is closest to ψℓ,i:
φkℓ,i = arg min ‖ψm,i −ψℓ,i‖
2.
{k,m}
∀m∈Nk, m/∈Nℓ
(117)
Observe that the minimization is over k and all neighbors of k that are not neighbors of ℓ. This condition
is important to avoid receiving the same information multiple times. Observe also that under this scheme,
agent k will need to receive the iterates from all of its neighbors (those that it believes belong to its clusters
and those that do not); it also needs to receive information about their neighborhoods, i.e., the Nℓ for each
of its neighbors ℓ.
4Let y ∼ N (0, 1). Acoording to the Chernoff bound for the Gaussian error function it holds that [35]: Q(y) ≤ 1
2
exp [−y
2
2
].
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Figure 2: The clustered and linked topology that will result for the network shown in Fig. 1. The bold dashed lines
depict the links used for relaying data among agents.
The following steps describe the clustering with linking algorithm. We collect all {φℓk,i} into a matrix
Φi. By setting γ = 0.5 in Eq. (27) the operation of setting each entry eℓk(i) becomes rounding to the nearest
integer and is denoted by ⌊·⌉.
Algorithm 2 (Clustering with linking scheme)
Initialize F−1 = B−1 = E = I, Φ−1 = 0, and ψ−1 = w−1 = 0.
for i ≥ 0 do
for k = 1, . . . , N do
ψk,i = ψk,i−1 − µk∇̂Jk(ψk,i−1) (118)
for ℓ ∈ N−k do
send ψk,i and φkℓ,i−1
receive ψℓ,i and φℓk,i−1
bℓk(i) =
{
1, if ‖φℓk,i−1 −wk,i−1‖
2 ≤ α
0, otherwise
(119)
f ℓk(i) = νf ℓk(i− 1) + (1− ν)bℓk(i) (120)
eℓk(i) = ⌊f ℓk(i)⌉ (121)
end for
select {aℓk(i)} according to (23) and set
wk,i =
N∑
ℓ=1
aℓk(i)φℓk,i−1 (122)
update {φkℓ(i)} according to (117)
end for
end for
7 Simulation Results
We consider a fully connected network with 50 randomly distributed agents. The agents observe data
originating from three different models (C = 3). Each model w◦Cm ∈ R
M×1 is generated as follows: w◦Cm =
15
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Figure 3: The statistical noise and signal profiles over the network.
(a)
 
 
(b)
Figure 4: The network topology (a) and the clustered topology at steady-state (b).
[wr1 , . . . , wrM ]
⊺, with entries wrc ∈ [1,−1]. In our example we set M = 2; larger values of M are generally
easier for clustering and, therefore, we illustrate the operation of the algorithm for M = 2. The assignment
of the agents to models is random. Agents having the same color belong to the same cluster. The maximum
number of neighbors is nmax = 6. Every agent k has access to a scalar measurement dk(i) and a 1 ×M
regression vector uk,i. The measurements across the agents are assumed to be generated via the linear
regression model dk(i) = uk,iw
◦
k + vk(i), where vk(i) is measurement noise assumed to be a zero-mean
white random process that is independent over space. It is also assumed that the regression data uk,i is
independent over space and independent of vℓ(j) for all k, ℓ, i, j. All random processes are assumed to be
stationary. The statistical profile of the noise across the agents for k = 1, . . . , N is shown in Fig. 3(a).
The regressors are of size M = 2 and have diagonal covariance matrices Ru,k shown in Fig. 3(b). We
set {µ, α, ν, δ, γ} = {0.05, 0.015, 0.98, 0.17, 0.5}. We use the uniform combination policy to generate the
coefficients {aℓk(i)}.
Figure 4(a) shows the topology of one of 100 Monte Carlo experiments. Figure 4(b) presents the final
topology after applying the clustering technique. Figure 5(a) depicts the simulated transient mean-square
deviation (MSD) of the network compared to other clustering methods. The model assignments change at
time instant i = 400.
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Figure 6: The normalized clustering errors of types I and II over the network.
The normalized clustering errors of types I and II by each agent k at time i are given, respectively, by
vI,k(i) ,
(1− [Ei]:,k)
⊺ × ([E◦]:,k − [Ei]:,k)
(nk − 1)
(123)
vII,k(i) ,
[Ei]
⊺
:,k × ([Ei]:,k − [E
◦]:,k)
(nk − 1)
(124)
where E◦ is the true clustering matrix. Figures 6(a)–6(b) depict the normalized clustering errors vI and vII
over the network.
Using the same setup of the previous example, Fig. 7(a) shows the topology of one experiment with the
clustering technique only. Figure 7(b) presents the final topology when we apply the clustering with linking
technique. Figure 8 indicates the simulated transient mean-square deviation (MSD) of the agents with and
without the linking technique. The normalized clustering errors over the network are shown in Fig. 9.
8 Conclusion
We proposed a distributed algorithm that carries out the tasks of estimation and clustering simultaneously
with exponentially decaying error probabilities for false decisions. We showed how the agents choose the
subset of their neighbors to cooperate with and turn off suspicious links. The simulations illustrate the
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Figure 7: The clustered network topology at steady-state (a) and the clustered and linked topology at steady-state
(b).
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Figure 8: The transient mean-square deviation with and without applying the linking technique.
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Figure 9: The normalized clustering errors of types I and II over the network.
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performance of the proposed strategy and compare with other related works. We proposed an additional
step to enhance the performance by linking, as much as possible, the agents that belonging to the same
cluster and do not have direct links to connect them.
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