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The experimental discovery of the fractionalized Hall conductivity revealed new types of quantum particles
beyond bosons and fermions. These anyons are usually studied deep inside a topological phase. But can such
fractionalization be detected at the phase transition point to a conventional phase? To answer this question,
we study a quantum phase transition between a topological state called a Z2 spin liquid and a conventional
superfluid using large-scale quantum Monte Carlo simulations. Our results show that the conductivity at the
quantum critical point becomes a simple fraction of its value at the conventional insulator-to-superfluid transition.
This opens the door for the experimental detection of anyons in a much broader regime, and has ramifications in
the study of quantum materials and ultra-cold atomic gases.
Introduction
Correlated topological phases exhibit phenomena that extend beyond the conventional paradigms of condensed matter physics,
namelyLandau’s Fermi liquid theory formetals and theLandau-Ginzburg-Wilson symmetry breaking scheme for phases and phase
transitions. These topological phases are the embodiment of intrinsic quantum matter [1], and call for a deeper understanding of
phases and phase transitions. Topologically ordered systems exhibit new types of particles called anyons that are neither fermions
nor bosons. Some of these anyons can be used to encode and manipulate quantum information in a robust fashion, thus offering
a viable platform for quantum computation [2].
Topological order was experimentally discovered in 2DEGs under strong magnetic fields by probing a well-known quantity:
the Hall conductivity. In the simplest integer quantum Hall state, the Hall conductivity is universally quantized as σxy = e2/h,
where e is the electron charge and h Planck’s constant. In contrast, in fractional quantum Hall states [3, 4], σxy remains universal
but becomes a fraction of e2/h as a consequence of the fractionalization of the electron. One prominent example is the fractional
Hall state withσxy = 13
e2
h where the electrons fractionalize into anyons of charge e/3. Subsequent experiments, such as shot noise
analysis of the edge modes [5, 6], have confirmed the fractionalized nature of the excitations. Unfortunately, many other equally
interesting topologically ordered systems do not possess a universal Hall response, nor robust edge states. A representative
example is the Z2 quantum spin liquid (QSL, or in the boson language, topologically ordered insulator) [7], which can arise in
frustrated magnets or bosonic Mott insulators [8–13]. Unlike a regular paramagnet that would host bosonic spin waves, this spin
liquid has emergent fermionic excitations, which carry 1/2 of the spin quanta of the spin waves, as well as the visons, which are
fluxes of an emergent gauge field. As the fluxes can only take two inequivalent values, the gauge field is of Z2 type. A continuous
transition between such a state and a conventional one is bound to be beyond the usual Landau-Ginzburg-Wilson paradigm.
Direct experimental detection of fractionalization in these systems has remained an outstanding challenge [14–16].
Here we propose a new experimental signature for fractionalization in Z2 QSLs, that can be obtained already at the transition
point from a conventional phase. As a concrete example, we take a system tuned to a quantum critical transition from a Z2 QSL
to an ordinary superfluid. Despite being gapless, the longitudinal conductivity of the system becomes a simple fraction, 1/4, of
its value at the usual quantum critical point between a trivial paramagnet and a superfluid. This fraction is a direct consequence
of the fractionalization of the charge carriers at the quantum critical point (QCP), which carry 1/2 of the unit charge of the
underlying bosons.
Topological phase transition on the kagome lattice
We consider the following model for bosons on a kagome lattice [8–13], depicted in Fig. 1 (a):
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FIG. 1. (a) Kagome lattice with lattice vectors r1,2. The hopping t and the interaction V are given in the Hamiltonian Eq. (1). (b) Phase
diagram of the kagome lattice model as functions of t/V and temprature T . The Z2 quantum spin liquid (QSL), superfluid (SF) phases and
the XY∗ quantum critical point characterizing the groundstate are shown. The charge fractionalization of spinon is schematically illustrated.
Notice that due to the U(1) symmetry of the model, the SF long-range order only exists at zero temperature. At finite temperature, there exists a
Kosterlitz-Thouless (KT) transition, denoted by the black dashed line, separating the paramagnetic phase from the phase with quasi-long-range
order.
where b†i (bi) creates (annihilates) a boson at site i, and ni = b
†
i bi measures the number of bosons therein. The t term hops
bosons between neighboring sites and the V terms are repulsive interactions between any two bosons on a hexagon, see Fig. 1
(a). By the mapping b†i (bi) → S+i (S−i ), and ni − 1/2→ Szi , the Hamiltonian can also be cast into an XXZ spin model, with the
chemical potential µ corresponding to external magnetic field h. We work primarily at the filling factor of 〈ni〉 = 1/2, i.e., 1/2
bosons at every site on average. The 〈ni〉 = 1/3 filling will be discussed below, and in that case, another repulsion V ′ between
the same sublattice sites on the neighboring hexagons is added to stabilize the QSL phase. The Hamiltonian (1) conserves the
total number of bosons, which corresponds to a U(1) symmetry. Accordingly, b†i creates an excitation of charge 1, which is the
fundamental unit of charge in the system, in analogy with the charge of an electron in a solid.
As shown in Fig. 1 (b), at large t/V , the bosons can hop freely and will Bose-Einstein condense to form a superfluid
at low temperature. In contrast, when the repulsion dominates an insulator will result, in which case the bosons become
effectively frozen. Large-scale quantum Monte Carlo (QMC) simulations have shown that this quantum phase transition occurs
at (t/V)c = 0.070756(20) [9, 11]. So far, these properties seem conventional. However the striking feature is that the insulator is
a topological state of matter with fractionalized particles. Indeed, the emergent excitations do not carry charge 1 as expected, but
rather 1/2. The charge 1 bosons become fractionalized into pairs of bosons (called spinons) with half the fundamental charge.
This is the analog of emergent charge e/3 particles in a fractional quantum Hall state at filling 1/3. In fact, there are three types
of topologically nontrivial emergent quasiparticles in the Z2 QSL: a bosonic spinon which carries half-integer charge, a bosonic
vison with integer charge but carrying pi flux of the emergent Z2 gauge field, and their bound state – a fermionic spinon.
Furthermore, the quantum phase transition itself is highly unconventional. While it can be intuitively understood as the
Bose-Einstein condensation transition of bosonic spinons, the symmetry breaking paradigm of Landau-Ginzburg cannot explain
the emergent fractionalization. Interestingly, the transition is continuous meaning that quantum critical fluctuations proliferate
to large scales, and can thus amplify signatures of fractionalization.
Using large-scale quantum Monte Carlo (QMC) simulations we search for such signatures using a key observable, the
conductivity. This is in part motivated by the fundamental role that the conductivity has played in the discovery of fractional
quantum Hall states. Since time-reversal is not broken here, the Hall conductivity vanishes and we are left with the longitudinal
conductivity, denoted by σ. One couples the system to an external potential that causes a flow of charge (bosons), and the
conductivity is given by the linear response expression σ(ω) = − iω 〈Jx(ω)Jx(−ω)〉, where we have allowed for a drive oscillating
with frequency ω. Jx(ω) is the usual boson current along the x-direction (denoted by the lattice vector r1 in Fig. 1 (a)) at
frequency ω. In the QMC simulations, one has directly access to imaginary frequencies ω → iωn = i2piTn, where n is an
integer and T the temperature. An important challenge is the continuation from imaginary to real frequencies; reliable numerical
techniques for this purpose are under active development [17].
In Fig. 2, we show the conductivity of the system at the quantum critical coupling (t/V)c = 0.070756(20) and the filling 〈ni〉 =
1/2. We computeσ(ωn)with system sizes L = 12, 24, 36, 48, 60, 72, 96 and inverse temperature βV = 300, 350, 400, 450, 500, 600.
QMC simulations and conductivity measurements are described in the Methods section, and additional details, especially the
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FIG. 2. The data for the conductivity, after the two-step extrapolation from finite sizes and temperatures to the thermodynamic limit, of
our kagome lattice model at boson filling 〈ni〉 = 1/2 as a function of n = ωn/2piT at the XY∗ critical point (t/V)c = 0.070756(20) with
L = 12, 24, 36, 48, 60, 72, 96 and βV = 300, 350, 400, 450, 500, 600. In the thermodynamic limit L →∞ and then β→∞, the universal constant
σXY∗ (∞) appears and we obtain a plateau value of σXY∗ (∞) = 0.098(9) which is 14σXY(∞).
two-step extrapolation of σ(L → ∞, β → ∞) to the thermodynamic limit are given in the Supplementary Information. We plot
the finite temperature conductivity and extrapolate them to the L →∞ and then β→∞ (T → 0) limit, as shown by the red solid
dots, and σ is then expected to become a universal scaling function of f (ω/T), or in imaginary frequencies, f (iωn/T). In the
low temperature regime ωn  T , the conductivity should saturate to its groundstate constant value σ(∞). This plateau is clearly
observed in Fig. 2, and the resulting conductivity obeys a striking relation:
σXY∗ (∞) = 14 σXY(∞), (2)
where XY denotes the conventional superfluid-to-insulator transition which is of the XY universality, and since the transition
in our model involves fractionalization, it is denoted as XY∗ [8, 18, 19]. The XY transition arises in non-frustrated lattices, the
canonical example being the Bose-Hubbard model on the square lattice at unit filling, which has been experimentally realized
with ultra-cold atoms [20]. Comparing our numerical value σXY∗ (∞) = 0.098(9) with the best estimate for that of the XY
transition σXY = 0.3554 [21–25] gives a ratio σXY∗ (∞)/σXY(∞) = 0.27(3), which is 1/4 within error bars. The suppression of
the conductivity at the fractionalized XY∗ critical point compared to its XY counterpart is given by a simple rational number,
1/4, which is reminiscent of the fractional Hall conductivity observed in 2DEGs – also a rational fraction of the conductivity at
unit filling.
We then discuss the case of 〈ni〉 = 1/3 boson filling. It is shown in Ref. [12] that a XY∗ QCP also occurs here between
Z2 QSL and superfluid phases, when the aforementioned V ′ term is added to the Hamiltonian to stabilize the QSL. The Z2
QSL in this case has identical topological order as the one at 1/2 filling, and spinons still carry half U(1) charge [11, 13].
Although the emergent Z2 gauge field sees a different background charge density for 1/2 and 1/3 fillings, we expect this
subtle difference do not affect the critical properties at the XY∗ transition. The QMC results are shown in Fig. 3, with system
sizes L = 12, 24, 36, 48, 60, 72, and βV = 400, 450, 500, 550, 600 at the critical point (t/V)c = 0.07773(5). The plateau in
the conductivity, after the two-step extrapolation to the thermodynamic limit (as denoted by the red solid dots), also yields
σXY∗ (∞) = 0.100(13) and σXY∗ (∞)/σXY = 0.28(4), which is again 14 within error bars.
As we shall now explain, the fractionalized conductivity observed here and that of the fractional Hall share a common origin:
charge fractionalization.
From fractionalized charge to fractional conductivity
To understand the aforementioned results at the XY∗ QCP, we can resort to a coarse-grained description in terms of a quantum
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FIG. 3. The data for the conductivity, after the two-step extrapolation from finite sizes and temperatures to the thermodynamic limit, of
our kagome lattice model at boson filling 〈ni〉 = 1/3 as a function of n = ωn/2piT at the XY∗ critical point (t/V)c = 0.07773(5), with
V ′/V = 0.005, L = 12, 24, 36, 48, 60, 72 and βV = 400, 450, 500, 550, 600. In the thermodynamic limit L →∞ and then β→∞, the universal
constant σXY∗ (∞) appears, and we obtain σXY∗ (∞) = 14σXY(∞) as discussed in the text.
field theory. A complex field φ is introduced to represent the emergent bosonic spinons. Since a conventional charge 1 boson is
associated with a pair of spinons, we assign a unit charge to φ2. As such, the spinon field must carry charge Q = 1/2 under the
U(1) particle conservation symmetry. The form of the Hamiltonian is then constrained by the fact that the critical theory has an
emergent Lorentz invariance and takes the same form as for the regular XY transition: H =
∫
d2x(|∂0φ|2 + |∇φ|2 + r |φ|2 + λ |φ|4),
where r tunes the system to criticality. It is important to note that physical observables must be composed of an even number of
spinons. For instance, the superfluid corresponds to a Bose-Einstein condensate of conventional bosons, namely φ2. Since we
are interested in the conductivity, we need to first specify the form of the physical current:
J =
1
2
· i(φ∇φ∗ − φ∗∇φ) (3)
which is 1/2 of the usual current one would get at the XY transition. The 1/2 ensures that the field describing the original bosons
has a unit U(1) charge. It then follows from the linear response expression σ = − iω 〈Jx(ω)Jx(−ω)〉 that the conductivity at
the XY∗ transition is 1/4 that of its XY value, in perfect agreement with our numerical results, i.e., both at the XY∗ QCPs of
〈ni〉 = 1/2 in Fig. 2 and 〈ni〉 = 1/3 in Fig. 3.
Finite temperature universality
Besides probing the groundstate at the quantum phase transition, our data for the conductivity shown in Figs. 2 and 3, extend well
into the quantum critical fan of Fig. 1 (b) at finite temperature. This experimentally accessible regime offers an opportunity to
probe the strongly interacting quantum fluid in thermal equilibrium. Due to the emergent scale invariance at quantum criticality,
the rate for excitations to relax is given by the absolute temperature kBT/~ [26], where we have temporarily reinstated Boltzmann’s
and Planck’s constants. As such, the finite frequency conductivity will be a scaling function of the frequency divided by this
universal rate:
σ(ω,T) = f (ω/T) (4)
We have obtained this universal scaling function at imaginary frequencies f (iωn/T), see the fitting curve of the thermodynamic
values in Figs. 2 and 3 (the form of the fitting functions are given in the Supplementary Information). At large values of the
argument, it reduces to the groundstate conductivity, which is 1/4 the value of the ordinary XY QCP. Going towards smaller
5frequencies, the scaling function shows the same upturn previously obtained using QMC simulations for the regular XYQCP [21–
24]. It will be interesting to extend our simulations to even larger system sizes and lower temperatures in order to perform a more
quantitative analysis of the full scaling function. In particular, the large-frequency asymptotics will reveal critical exponents and
additional data about the conformal field theory describing the QCP [22].
Discussion
We obtain the finite frequency conductivity at the unconventional XY∗ quantum critical point, which is associated with fraction-
alization, topological order and an emergent Z2 gauge structure. The topological phase transition separates a Z2 QSL haboring
fractionalized spinon and vison excitations with a conventional superfluid phase. We find the groundstate conductivity reveals
the existence of fractionalized charge, i.e. σXY∗ (∞) = 14σXY(∞). This sharp signature in the conductivity is to be contrasted
with other types of "indirect" measurements on QSLs such as inelastic neutron scattering that can only observe the spinon-pair
continua, which is easily confused with the continua generated from disorder [27, 28]. Therefore, conductivity fractionalization
discovered in this work opens the door for the experimental detection of fractionalized particles such as anyons in a variety of
quantum materials, and ultra-cold atomic gases. This will apply not only to QSL phases but also to non-Fermi liquids and their
unconventional transitions.
Methods
We simulate the Hamiltonian in Eq. (1) on the kagome lattice by using a worm-type continuous time QMC technique [29, 30]. In
the simulations, we take system sizes L = 12, 24, 36, 48, 60, 72, 96, and the inverse temperature βV = 300, 350, 400, 450, 500, 550, 600.
The conductivity σ can be expressed as σ(iωn) = − iωn 〈Jx(ωn)Jx(−ωn)〉 with Jx(ωn) the current operator along the x-direction
(r1 in Fig. 1 (a)) of the kagome lattice. In the QMC simulations, the imaginary frequency conductivity σ(iωn) is computed as
σ(iωn) = 〈−kx〉 − Λxx(iωn)
ωn
=
〈|∑k Pxk eiωnτk |2〉
βL2ωn
(5)
where 〈kx〉 is the kinetic energy associated with the x-oriented bond, and Λxx(iωn) is the fourier transform of imaginary time
current-current correlation function [31], and
∑
k runs through the volume of L × L × β of the QMC configurational space with
Px
k
denoting the projection of the k-th hopping along the x-direction. Similar measurement of conductivity has been performed
at the XY QCP [23].
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2Supplementary Information for: Fractionalized Conductivity at Topological Phase Transitions
In this supplementary information, we present the discussion on the XY∗ quantum critical theory, in particular its operator
content and the conductivity. We also present the two-step extrapolation of the quantum Monte Carlo data of conductivity from
finite sizes and temperatures to the thermodynamic limit.
XY∗ QUANTUM CRITICAL THEORY
We give a brief summary of the XY∗ quantum critical theory, focusing on the operator content in the continuum limit. The
QCP is characterized by an emergent conformal symmetry, which means that the QCP is described by a Conformal Field Theory
(CFT) in 2 space and 1 time dimension. Let us begin by describing the primary scaling operators in the regular XY (or O(2)
Wilson-Fisher) CFT. They are labeled by their charge Q under the U(1) symmetry. First we discuss scalar (in the Lorentz sense)
operators. Numerical conformal bootstrap and -expansion studies give the following values for the scaling dimensions of the
first several primary operators [25, 32]:
∆Q=0 = 1.5117, ∆Q=1 = 0.51926, ∆Q=2 = 1.2357, ∆Q=3 = 2.109, ∆Q=4 > 3. (S1)
The last two are from -expansion. These correspond to the operator OQ with the lowest scaling dimension for the given charge.
We construct the XY∗ CFT by coupling the XY CFT to a Z2 gauge field, such that only even charges are gauge invariant.
Namely, the gauge symmetry is (−1)Q. In the new theory, all scalar primaries O˜Q are identified with O2Q in the XY CFT,
which are obviously closed under the Operator Product Expansion (OPE) algebra, and still form a consistent CFT. One must
keep in mind that O˜Q still carries physical charge Q. For example, the charge-1 operator, which is related to b† (S+) in the BFG
lattice model, has the scaling dimension ∆˜1 = ∆2 = 1.2357, corresponding to the anomalous dimension η1 = 2∆˜1 − 1 = 1.4714
(reasonably close to the QMC value is 1.53(4) [11, 33]). Interestingly, the minimal (positive) charge is now Q = 1/2, but the
corresponding spinon operator is not gauge invariant. Physically, this tells us that physical states have an even number of spinons.
Now we consider operators with a Lorentz spin of 1 (vectors). Particularly important is the spin-1 current operator J˜µ. The
integrated charge J˜0 inside a closed surface Σ, Q˜(Σ), should satisfy
[Q˜(Σ), O˜Q] = QO˜Q, (S2)
when the position of the operator O˜Q is inserted inside the volume enclosed by the surface. Since O˜Q = O2Q, we have
[Q(Σ), O˜Q] = 2QO˜Q . (S3)
Consistency thus requires that we identify J˜µ = 12 J
µ, so Q˜ = 12Q. This is expected since the fundamental scalar now carries
charge-1/2.
In 2 spatial dimensions, the vacuum two-point correlation function of the current operator is given by (in imaginary time)
〈Jµ(x)Jν(0)〉 = CJ
δµν − 2xˆµ xˆν
x4
. (S4)
Here xˆµ =
xµ
|x | andCJ is known as the current central charge. Using Kubo’s formula, we can find thatCJ is related to the universal
groundstate conductivity by σ(∞) = pi22 CJ . For the XY CFT, numerical bootstrap yields σ(∞) ≈ 0.3554 [34].
EXTRAPOLATING THE CONDUCTIVITY
In Figs. 2 and 3 of themain text, we show the conductivity results for inverse temperatures βV = 300, 350, 400, 450, 500, 550, 600
with system sizes L = 12, 24, 36, 48, 60, 72, 96 and extrapolate these data to the thermodynamic limit of L →∞ and then β→∞.
The extrapolation is rather involved and here we explain the procedure in detail, taking the example of 〈ni〉 = 1/2, while the
〈ni〉 = 1/3 results are obtained with the same analysis.
According to the previous analysis of the XY conductivity [21–23], the extrapolation to the thermodynamic shall be taken in
two steps: first at a fixed inverse temperature β, one extrapolates the conductivity σn at every frequency ωn to the system size
L →∞, i.e. σn(L →∞); then with the obtained σn(L →∞), one performs the extrapolation of the inverse temperature β→∞,
i.e. σn(L → ∞, β → ∞). The obtained conductivity will be the one we use to extract the plateau value σ(∞) with the scaling
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FIG. S1. The conductivity σn at n = ωn/2piT = 7 and boson filling 〈ni〉 = 1/2 as a function 1/L with βV = 500. After extrapolation to the
thermodynamic limit with the fitting functionσn = σn(L →∞)+b exp (−L/c)/
√
L (red line), one obtainsσn(L →∞, βV = 500) = 0.1009(5).
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FIG. S2. Two examples of β extrapolation of σn(L → ∞, β → ∞) at n = 10 and n = 20. The fitting function is σn(L → ∞) = σn(L →
∞, β→∞)+ b/βω . We find the effective correction exponent ω = 2.5 gives the best fit for all the frequencies, when considering the data point
β ≥ 300 to avoid the vison gap. The extrapolated values are σn=10(L →∞, β→∞) = 0.101(1) and σn=20(L →∞, β→∞) = 0.097(1).
function σn(L → ∞, β → ∞) = σ(∞) + b/n1.533 + c/n3, where 1.533 comes from 3 − 1/ν with ν being the correlation length
critical exponent. It takes the same value at both the XY∗ and XY QCPs: 0.67 [25].
The example of the first step extrapolation is shown in Fig. S1, which is σ(ωn) with n = 7 at βV = 500. Following the
suggestion in Ref. [23] we measure the conductivity at the configuration sector with no winding in the QMC world-line, in order
4to reduce the finite size effect. Then with L = 12, 24, 36, 48, 60, 72, 96 one sees that the σn=7 indeed converges to the fixed value
with the fitting function σn = σn(L → ∞) + b exp(−L/c)/
√
L, where b and c are fitting parameters [23]. σn(L → ∞) of other
frequencies are extrapolated in the same way at this β and we then proceed to the same L → ∞ extrapolation for all the inverse
temperatures βV = 300, 350, 400, 450, 500, 600.
The obtained σn(L → ∞) are shown in Fig. 2 of the main text. It is clearly seen that different curves are going towards the
same limit as β increases. One interesting observation here is that at low frequencies, i.e. n = 1, 2, 3, 4, 5, the deviation between
σn(L → ∞) at βV = 300, 350 with the lower temperature ones is big. Such nonmonotonous behavior is absent in the same
analysis of the XY conductivity. This is due to the fact that at the XY∗ transition, the energy spectrum is more complicated than
that of the XY transition, in particular with the presence of gapped vison excitations. In the Kagome lattice BFG model, previous
works reveal that at the XY∗ transition where the spinon gap is closed, the vison excitations have a very small gap whose inverse
is of the order of ∼ (V/tc)2 ≈ 200 [13]. Such a complication in the spectrum means that the extrapolation of the XY∗ data will
be more difficult than that of the XY case and one cannot stay at relative high temperature as in the case of XY transition but
have to go significantly below the energy scale of the vison gap.
With such understanding of the complexity, we take the second step extrapolation of the inverse temperature β, mainly using
the data of βV ≥ 300. The extrapolation at two representative frequencies ωn with n = 10 and 20 are shown Fig. S2. Here the
extrapolation of β shall also follow a power-law, σn(L →∞) = σn(L →∞, β→∞) + b/βω , where σn(L →∞, β→∞) is the
final extrapolated conductivity at this frequency, and b is a fitting parameter and the ω is an effective exponent taking care the
corrections to the scaling [22, 23]. We find that a larger ω = 2.5 is a good choice such that the fitting curve can go through all the
data points at βV = 300, 350, 400, 450, 500 and 600 for all the frequencies. Note that our choice of ω is larger than the effective
value of ∼ 0.9 used in the XY case, this is again the signature of the complexity of the critical spectra at the XY∗ transition.
With such power-law form, one obtains σn=10(L →∞, β→∞) = 0.101(1) and σn=20(L →∞, β→∞) = 0.097(1), as shown in
Fig. S2. We further apply the same procedure for all the frequencies and the obtained σn(L → ∞, β → ∞) are shown in Fig. 2
of the main text.
Finally, we fit the data in Fig. 2 of the main text with the scaling function σn(L → ∞, β → ∞) = σ(∞) + b/n1.533 + c/n3,
with the (2+1)D O(2) correlation length exponent ν = 0.67 plugged in. By choosing the frequency range of n ∈ [1 : 20], we
can obtain the plateau value σ(∞) = 0.098(9) as discussed in the main text, whose value is within error bars 1/4 of the XY
σ(∞). The coefficients b and c are found to depend very sensitively on the range of frequency used in the fit, but the overall sign
structure, i.e. b > 0 and c < 0, is the same as those of the XY case. The ambiguity in b and c is likely due to the complex energy
spectra at the XY∗ transition, especially the presence of the small vison gap. To resolve this issue, one would need to simulate
the system at a much lower temperature and with larger system sizes, which are clearly beyond the scope of the current study and
actually post a challenging problem in terms of performing the next-generation QMC simulation schemes. We will leave such
tasks to future works with more efficient algorithms and powerful supercomputing platforms.
