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Introduction
The growing urgency of climate change has become a global challenge that has propelled a global effort towards devising low-carbon industrial development, sustainable agriculture, clean and renewable energy sources and less energy-intensive economic development [1] [2] [3] [4] [5] [6] [7] [8] . According to Food and Agriculture Organization (FAO) [9] , it is perceived that global warming is as a result of burning oil and gas, however, 25-30% of the 1.6 billion tons of global greenhouse gases released into the atmosphere is due to deforestation. Since 50% of carbon makes-up trees, the carbon dioxide emissions are released into the air during felling or burning of trees during agricultural activities. It is estimated that 80% of deforestation are due the conversion of the forest area into farmland to meet the growing food demand to feed the population [2, 9] . It is estimated that 75% of the poor and global food insecure people depend on agriculture and natural resources for their living [10] . It is noteworthy that, critical action on climate change and its impacts is crucial to promote food security and eliminate hunger [4, 11, 12] . Evidence from FAO [9] shows that poor agricultural practices are high in developing countries like Africa, Southeast Asia and Latin America. According to FAO [10] , "agricultural sectors are particularly exposed to the effects of climate change and increases climate variability. The impacts are already felt today and are aggravated by unsustainable practices that result in land degradation, water scarcity, biodiversity loss, and degraded ecosystem services". While there is a global response to climate change mitigation, efforts to build a sustainable agriculture and curb hunger by 2030 is at the centre of the global policy [13] .
Agriculture and forestry are the backbones of Ghana's growing economy which constitutes 43% of gross domestic product (GDP), 50% of export earnings and 70% of the total employment. Because the livelihood of the local communities depends on the rich biodiversity ecosystems like agriculture, forestry and other land use, the local population are vulnerable to climate change with limited coping strategies, thus a lack of climate change adaptation options [14, 15] .
According to United Nations Framework Convention on Climate Change (UNFCCC) [16] , Ghana's agricultural sector requires about US$ 334.24 million in 2020 and US$ 336.30 million in 2050 for the impact of climate change adaptation. The investment requires research into the production of drought-tolerant crops, change in the management of crops and fisheries, management of pests and diseases, management of moisture and irrigation, fire management practices in crop production, extension and training of farmers. Against the backdrop, it is essential to research into the causal-effect of carbon dioxide emissions and agricultural production in Ghana using modern econometric methods.
Modern econometric methods have been employed in many studies to examine the relationship between environmental pollution, energy sector and socio-economic variables in many countries [6, [17] [18] [19] [20] [21] [22] [23] [24] . The causal relationship between GDP, electricity consumption and carbon dioxide emissions was examined in Sierra Leone using the linear regression model and variance decomposition analysis. Evidence from the study showed that the effect of fluctuations in future carbon dioxide emissions due to electricity consumption [21] . The causal relationship between GDP, electricity consumption, industrialization, population, financial development and carbon dioxide emissions was examined in Sri Lanka using the autoregressive distributed lag (ARDL) bounds test cointegration and neural network analysis. The study found evidence of a long-run equilibrium relationship running from GDP, electricity consumption, industrialization, population, financial development to carbon dioxide emissions. However, there was a bidirectional causality between from energy use and industrialization [18] . The relationship between electricity consumption, industrialization, GDP and carbon dioxide emissions was examined in Benin using the ARDL regression analysis. The study found evidence of a long-run equilibrium relationship running from electricity consumption, industrialization, GDP and carbon dioxide emissions [19] . The causal nexus between carbon dioxide emissions, technical efficiency, industrial structure and economic growth was examined in Senegal, Ghana and Morocco using the ARDL bounds test cointegration. There was evidence of multiple long-run relationships for Senegal and Ghana but a bidirectional long-run relationship for Morocco. Evidence from the variance decomposition analysis showed the effect of fluctuations in future carbon dioxide emissions due to economic growth in Morocco and Senegal while technical efficiency affects the future fluctuations in carbon dioxide emissions in Ghana [22] . The impact of population growth, energy intensity and GDP on carbon dioxide emissions in Ghana was investigated using the vector error correction model and ordinary least squares regression. Evidence from the study showed the existence of a long-run equilibrium relationship running from population growth, energy intensity and GDP to carbon dioxide emissions. In addition, there was a bidirectional causality between energy intensity and carbon dioxide emissions [25] . Both vector error correction model and ARDL regression analysis were used to estimate the relationship between population growth, energy use, GDP and carbon dioxide emissions in Ghana. Evidence from the study showed the effect of fluctuations in future carbon dioxide emissions due to energy use. There was a unidirectional causality running from carbon dioxide emissions to energy use and population to energy use [26] .
Almost all the aforementioned literature in Ghana examines the causal effect of energy intensity, socio-economic variables and environmental pollution. To the best of our knowledge, there is only one study that examines the relationship between carbon dioxide emissions and agriculture in Ghana [15] . In this study [15] , both vector error correction model and ARDL regression analysis were used to estimate the relationship between agriculture and carbon dioxide emissions in Ghana. However, no consistent evidence was found between the two methods; the vector error correction model showed no causal relationship between agriculture and carbon dioxide emissions, while the ARDL regression analysis showed a causal relationship between agriculture and carbon dioxide emissions which may die over time.
The current study presents new empirical evidence on agricultural production and environmental pollution. The only study on agriculture and environmental pollution [15] failed to account for random innovations of the variables to each other in the Vector auto Regression (VAR) which is considered in the present study. The study further presents a nonparametric estimation of the strength of association between the study variables with 1,000 bootstrapped samples to examine the differences between the estimated correlation between the study variables and the bias using the bootstrapping, a resampling technique. As a contribution to literature, the study provides recent evidence of the causal effect between carbon dioxide emissions and agricultural production in Ghana by employing a data spanning from 1960 to 2015. In addition, the study increases the global debate on sustainable agriculture and climate change mitigation and its impacts from the Ghanaian perspective.
Methodology

Data
In order to answer the question: Is there a causal effect between agricultural production and carbon dioxide emissions in Ghana? the study employs a time series data spanning from 1960 to 2015 from Index Mundi [27] and employs the ARDL econometric approach. Eight variables are employed in the study which include; CO 2 -Carbon dioxide emissions (kt), COPRA-Copra Oilseed Production (1000 MT), CORN-Corn Production (1000 MT), GREENCOFFEE-Green Coffee Production (1000 60 KG BAGS), MILLEDRICE-Milled Rice Production (1000 MT), MILLET-Millet Production (1000 MT), PALMKERNEL-Palm kernel oil seed Production (1000 MT) and SORGHUM-Sorghum Production (1000 MT). The selection of variables was based on the available data on Ghana's agricultural commodity. Fig. 1 depicts the trend of the study variables. Evidence from Fig. 1 shows that all the series increase periodically. Fig. 2 shows the schematic presentation of the test processed employed in the study. Firstly, a descriptive analysis of the study variables is estimated to ascertain the characteristics of the variables. The study employs Kendall's correlation coefficient estimation to examine the strength of association between two ranked variables. Secondly, a unit root test is estimated to ascertain the integration order of the study variables. Thirdly, if variables are integrated at either order zero or one, an ARDL bounds test of cointegration is estimated. Furthermore, an ARDL regression model is applied if variables are cointegrated, with a subsequent diagnostic and stability test. Finally, a Granger causality test and variance decomposition analysis are estimated to examine the direction of causality and innovation accounting of the study variables in the future.
Model Estimation
The linear function of the relationship between carbon dioxide emissions and agricultural production can be expressed as:
The empirical specification of the proposed model is expressed as:
Where   is the logarithmic transformation of carbon dioxide emissions while   ,   ,   ,   ,   ,   and are the logarithmic transformation of Copra Oilseed Production, Corn Production, Green Coffee Production, Milled Rice Production, Millet Production, Palm kernel oil seed Production, and Sorghum Production in year ,   is the error term and
  ,   and   are the elasticities to be estimated (see Eq. (4)).
Following the work of Asumadu-Sarkodie and Owusu [15] , Asumadu-Sarkodie and Owusu [26] , Asumadu-Sarkodie and Owusu [28] , the study employs the ARDL econometric approach due to its advantage over other econometric variables in small sample size. According to Pesaran and Shin [29] , the ARDL model can be applied to variables in a cointegration at either I(0) or I(1). The proposed ARDL cointegration regression is expressed as: Where  denotes the intercept,  denotes the lag order,   denotes the error term and ∆ denotes the first difference operator. The relationship between the variables is examined with F-tests based on the null hypothesis of no cointegration between LCO 2 , LCOPRA, LCORN, LGREENCOFFEE, LMILLEDRICE, LMILLET, LPALMKERNEL and 
The estimated F-statistic is compared with the critical values of the lower and upper bounds [30] . According to Pesaran, Shin [30] , the null hypothesis of no cointegration between series is rejected if the computed F-statistic goes beyond the upper bound otherwise, the null hypothesis of cointegration between series cannot be rejected if the F-statistic is lower than the critical values of the lower bound.
Descriptive Analysis
In Table 1 , the descriptive statistical analysis of the study variables is given. Evidence from Table 1 shows that CO 2 , CORN, GREENCOFEE, MILLEDRICE, MILLET, PALMKERNEL and SORGHUM exhibit a positive skewness while COPRA exhibits a negative skewness. Furthermore, while CO 2 , COPRA, CORN, MILLET and SORGHUM exhibit a platykurtic distribution, GREENCOFEE, MILLEDRICE and PALMKERNEL exhibit a leptokurtic distribution. Evidence from the Jarque-Bera test statistic shows that CO 2 , GREENCOFEE, MILLEDRICE and PALMKERNEL do not fit the normal distribution based on 5% significance level. In order to have a stable variance in the ARDL model, the study applies a logarithmic transformation to the study variables.
As part of the descriptive statistical analysis, the study further employs Kendall's Tau_b to estimate the non-parametric measure of strength and direction of the association between the study variables. In order to increase the credibility of the test, the study performs bootstrapping based on 1,000 samples at 95% confidence interval. Table 2 presents the results of the Kendall's Tau_b test statistic. Evidence from Table 2 shows that, with the exception of COPRA (
and SORGHUM (  = =) have a significant positive relation with CO 2 . Nevertheless, statistical inferences cannot be made from descriptive statistics since Kendall's tau-b correlation and bootstrapping do not provide evidence of causation, therefore, the study estimates the validity of the relationship and causation using econometric techniques.
Results and Discussion
Unit Root
As a prerequisite for the ARDL bounds test co-integration, the series should be integrated at either I(0) or I(1). To meet the requirement, the study estimates the unit root test using Phillip-Perron's (PP), Kwiatkowski-Phillips-Schmidt-Shin (KPSS) and Vogelsang's breakpoint unit root tests in order to have a robust result. Vogelsang's breakpoint unit root test is estimated by taking into consideration the innovation outlier since PP and KPSS unit root tests may fail to test stationarity in the presence of structural breaks. Table 3 shows that the null hypothesis of a unit root cannot be rejected in the PP and Vogelsang's breakpoint tests at 5% significance level, however, the null hypothesis of stationarity in the KPSS test is rejected at 5% significance level. In addition, the study rejects the null hypothesis of a unit root in the PP and Vogelsang's breakpoint tests at first difference based on 5% significance level but cannot reject the null hypothesis of stationarity in the KPSS test at first difference based on 5% significance level. Evidence from PP, KPSS and Vogelsang's breakpoint unit root tests shows that the series are integrated at I(1).
ARDL Cointegration and Regression Analysis
After establishing evidence that the series are integrated at I(1), the next step is to estimate the relationship between the variables using the ARDL method of cointegration (bounds test). Table 4 presents the ARDL bounds test results. Evidence from Table 4 shows that the F-statistic lies above the 10 and 5% critical values of I(1) bound, showing a rejection of the null hypothesis of no co-integration relationship between LCO 2 , LCOPRA, LCORN, LGREENCOFFEE, LMILLEDRICE, LMILLET, LPALMKERNEL and LSORGHUM. After establishing a cointegration relationship among variables, the study employs the Akaike information criterion to select an optimal model for estimating the long-run equilibrium relationship. Fig. 3 shows the top twenty possible ARDL models selected by the Akaike information criterion. Akaike information criterion evaluated 4,374 models in order to select ARDL (2, 1, 1, 1, 0, 0, 0, 2) as the optimal model for the ARDL regression analysis (Fig. 3) .
Using the optimal model [ARDL (2, 1, 1, 1, 0, 0, 0, 2)], the long-run and short-run equilibrium relation LCO 2 , LCOPRA, LCORN, LGREENCOFFEE, LMILLEDRICE, LMILLET, LPALMKERNEL and LSORGHUM is estimated using the ARDL regression analysis based on the model specifications in Eq. (2), expressed as: Table 5 presents a summary of the ARDL regression analysis. Evidence from Table 5 shows that the speed of adjustment (error correction term) [ECT(-1)=-0.18, =0.000] is negative and significant at 1% level, showing evidence of a long-run equilibrium relationship running from LCOPRA, LCORN, LGREENCOFFEE, LMILLEDRICE, LMILLET, LPALMKERNEL and LSORGHUM to LCO 2 . There is no evidence of long-run elasticities from LCOPRA, LCORN, LGREENCOFFEE, LMILLEDRICE, LMILLET, LPALMKERNEL and LSORGHUM to LCO 2 due to statistical insignificance. Nevertheless, evidence from Table 5 shows that the joint effect of the variables at constant will increase carbon dioxide emissions by 4.7% in the long-run.
Evidence of the short-run equilibrium relationship shows that a 1% increase in LCOPRA will increase LCO 2 by 0.22%, a 1% increase in LGREENCOFFEE will increase LCO 2 by 0.03%, a 1% increase in LMILLET will decrease LCO 2 by 0.13% and a 1% increase in LSORGHUM will decrease LCO 2 by 0.11% in the short-run.
Diagnostic Test
In order to estimate the independence of the residuals in the ARDL model, diagnostic and stability checks are examined to verify and validate the model. Table 6 presents the diagnostic tests applied to the ARDL model [ARDL (2, 1, 1, 1, 0, 0, 0, 2)]. Evidence from Table 6 shows that the null hypothesis of no autocorrelation at lag order by the Breusch-Pagan-Godfrey Test cannot be rejected at the 5% significance level. The null hypothesis of no serial correlation exist at the lag order h by the Breusch-Godfrey Serial Correlation Lagrange-multiplier test cannot be rejected at the 5% significance level. In addition, the null hypothesis of normal distribution among residual using Jarque-Bera test cannot be rejected at the 5% significance level. The null hypothesis of no omitted variables within the ARDL model cannot be rejected at the 5% significance level. In other words, the ARDL model is robust and satisfies all diagnostic conditions to make unbiased estimates and statistical inferences. The study employs the cumulative sum (CUSUM) and CUSUM of Squares tests to examine the constancy of cointegration space. Evidence from Fig. 4 shows that the plots of the CUSUM and CUSUM of Squares tests lie within the 5% significance level, meaning that the specification of the ARDL model is stable to estimate the parameters of the long-run and the short-run equilibrium relationship. 
Granger-causality
The study examines the direction of causality between LCO 2 , LCOPRA, LCORN, LGREENCOFFEE, LMILLEDRICE, LMILLET, LPALMKERNEL and LSORGHUM using the Granger-causality test since the ARDL model only estimates the long-run and short-run equilibrium relationships existing between variables [25, 31] . Table 7 
Impulse-response Analysis
The study employs the impulse-response analysis to examine the response of LCO 2 , LCOPRA, LCORN, LGREENCOFFEE, LMILLEDRICE, LMILLET, LPALMKERNEL and LSORGHUM to random innovations in each other that is not explained by the Granger-causality test. Significantly, the impulse-response analysis avoids the orthogonal problems related with out-of-sample Granger-causality tests. Fig. 5 depicts the Impulse-Response of carbon dioxide emissions to Cholesky One S.D. Innovations in other variables.
Evidence from Fig. 5 shows that the response of carbon dioxide emissions to green coffee production is insignificant within the 10-period horizon. The initial response of carbon dioxide emissions to copra production, corn production, palm kernel production, milled rice production, millet production and sorghum production is significant. However, a one standard deviation shock to copra and millet production increases carbon dioxide emissions to the 2-period horizon and decreases thereafter. shock to corn and sorghum production causes carbon dioxide emissions to peak at the 4-period horizon and increases at a constant rate thereafter. A one standard deviation shock to milled rice and palm kernel production causes carbon dioxide emissions to peak at the 3-period horizon and decreases gradually with time. Both Granger-causality and impulse-response analysis confirm that green coffee production has no effect on carbon dioxide emissions in Ghana. Fig. 6 depicts the Impulse-Response of other variables to Cholesky One S.D. Innovations in carbon dioxide emissions.
Evidence from Fig. 6 shows that the initial response of corn, green coffee, millet, palm kernel and sorghum production to carbon dioxide emissions are not within the first-period horizon. However, a one standard deviation shock to carbon dioxide emissions peaks copra and green coffee production to the 1-period horizon decreases thereafter and die off after 4-period horizon. A one standard deviation shock to carbon dioxide emissions peaks millet and corn production to the 2-period horizon and increases at a constant rate thereafter. A one standard deviation shock to carbon dioxide emission peaks milled rice and sorghum production to the 2-period horizon and decreases thereafter.
Conclusions and Policy Recommendation
The study made an attempt to answer the question: Is there a causal-effect between agricultural production and carbon dioxide emissions in Ghana? By employing a time series data spanning from 1960 to 2015 using the ARDL method. Prior to estimating the econometric method, Kendall's tau-b and bootstrapping were done to examine the strength of the linear relationship. Evidence from PP, KPSS and Vogelsang's breakpoint unit root tests shows that the variables are integrated at I(1). The ARDL bounds test showed an evidence of co-integration relationship between the variables.
Using the optimal model [ARDL (2, 1, 1, 1, 0, 0, 0, 2)], there was evidence of a long-run equilibrium relationship running from copra production, corn production, green coffee production, milled rice production, millet production, palm kernel production and sorghum production to carbon dioxide emissions. Even though there was no evidence of long-run elasticities from individual variables however, the joint effect of the variables at constant will increase carbon dioxide emissions by 4.7% in the long-run.
Evidence from the short-run equilibrium relationship shows that, a 1% increase in copra production will increase carbon dioxide emissions by 0.22%, a 1% increase in green coffee production will increase carbon dioxide emissions by 0.03%, a 1% increase in millet production will decrease carbon dioxide emissions by 0.13% and a 1% increase in sorghum production will decrease carbon dioxide emissions by 0.11% in the short-run.
Evidence from the Granger-causality shows bidirectional causality between milled rice production and carbon dioxide emissions, millet production and carbon dioxide emissions and, sorghum production and carbon dioxide emissions; and a unidirectional causality running from corn production to carbon dioxide emissions and carbon dioxide emissions to palm kernel production. Evidence from both Granger-causality and impulse-response analysis showed that palm kernel production has no effect on carbon dioxide emissions in Ghana.
In order to account for the future effect of variables on carbon dioxide emissions in the VAR, the study employs the Cholesky's method of variance decomposition as showed in Table 8 . Policy Implications for Ghana: Evidence from Table 8 shows that, 31% of future fluctuations in carbon dioxide emissions are due to shocks in corn production, 4% of future fluctuations in carbon dioxide emissions are due to shocks in sorghum production, 4% of future fluctuations in carbon dioxide emissions are due to shocks in milled rice production, 2% of future fluctuations in carbon dioxide emissions are due to shocks in green coffee production, 1% of future fluctuations in carbon dioxide emissions are due to shocks in palm kernel production, 1% of future fluctuations in carbon dioxide emissions are due to shocks in millet production and 1% of future fluctuations in carbon dioxide emissions are due to shocks in copra production. Evidence from Fig.  7 shows that 19% of future fluctuations in milled rice production are due to shocks in carbon dioxide emissions, 19% of future fluctuations in corn production are due to shocks in carbon dioxide emissions, 15% of future fluctuations in sorghum production are due to shocks in carbon dioxide emissions, 13% of future fluctuations in millet production are due to shocks in carbon dioxide emissions, 8% of future fluctuations in palm kernel production are due to shocks in carbon dioxide emissions, 4% of future fluctuations in copra production are due to shocks in carbon dioxide emissions and 3% of future fluctuations in green coffee production are due to shocks in carbon dioxide emissions (For details, see: S1 Table) .
Even though some absorbed quantities of carbon dioxide play a critical role in the manufacture of food in plants through a process of photosynthesis. However, extreme levels of carbon dioxide emissions that interfere with the climate system and threaten agricultural production are dangerous to the global food security. According to Asumadu-Sarkodie and Owusu [15] , the agricultural sector is one of the major drivers in Ghana's economy growth with 66.2% from crop production. Evidence from the study shows that there is a causal effect between carbon dioxide emissions and agricultural production in Ghana. As a result, there is the need for the Government of Ghana is integrate climate change risk options, early warning signs and climate change adaptation options into the national policies, strategies and planning in order to reduce unsustainable agricultural practices while boosting agricultural production. There is the need for a paradigm shift in Ghana's agricultural sector input-intensive methods to a sustainable and robust food production system. This requires governmental policies that ensure equal access to technical know-how, modern technologies for sustainable farm practices and management, financial services for farmers, access to markets and opportunities for value-added technologies. Efforts that support and promote institutional research into sustainable agricultural technologies that improve local crops and livestock production are essential in Ghana.
