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Abstract
A submetry is a metric analogue of a Riemannian submersion, and an eϵ -Lipschitz and co-Lipschitz
map is a metric analogue of an ϵ-Riemannian submersion. The stability of submetries from Alexandrov
spaces to Riemannian manifolds in the Gromov–Hausdorff topology can be viewed as a parametrized
version of Perelman’s stability theorem in Alexandrov geometry. In this paper, we will study the stability
of eϵ -Lipschitz and co-Lipschitz maps. Our approach is based on controlled homotopy theory and semi-
concave functions on Alexandrov spaces. As applications of our stability results, we generalize fiber bundle
finiteness results on Riemannian submersions and partially generalize the stability of submetries.
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Let fi : X i → Bi be maps between compact metric spaces X i and Bi (i = 1, 2). We start by
extending the Gromov–Hausdorff distance between two compact metric spaces to that between
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the two triples,
dG H ((X1, B1, f1), (X2, B2, f2))
= inf{ϵ | ψ : X1 → X2, φ : B1 → B2, such that dˆH (φ ◦ f1, f2 ◦ ψ) < ϵ},
where φ and ψ are ϵ-Gromov–Hausdorff approximations (briefly, ϵ-GHA, which is a (not
necessarily continuous) map ψ satisfying ||ψ(x)ψ(x ′)| − |xx ′|| < ϵ and |yψ(X1)| < ϵ for
all x, x ′ ∈ X1 and y ∈ X2, where ‘|zw|’ denotes the distance between z and w),
dˆH (φ ◦ f1, f2 ◦ ψ) = sup
x¯∈B2
{dH ((φ ◦ f1)−1(x¯), ( f2 ◦ ψ)−1(x¯))},
and dH denotes the Hausdorff distance on subsets in X1. Note that dG H ((X1, B1, f1), (X2, B2,
f2)) < ϵ implies that dG H (X1, X2) < 32ϵ, dG H (B1, B2) <
3
2ϵ and the two maps are ‘fiber-
wisely’ dH -close (cf. [28]). In particular, when X i = Bi and fi = idX i , dG H ((X1, B1, f1),
(X2, B2, f2)) ≤ 2dG H (X1, X2).
Let Alexn(κ) denote the class of compact Alexandrov n-spaces with curvature curv ≥ κ . We
first recall Perelman’s stability theorem in Alexandrov geometry [20].
Theorem 0.1 ([20]). Let A0 ∈ Alexn(κ). Then there exists a constant ϵ = ϵ(A0) > 0 such
that if A1 ∈ Alexn(κ) such that dG H (A0, A1) < ϵ, then any ϵ-GHA can be approximated by a
homeomorphism ψ : A0 → A1.
A map f : X → Y between two metric spaces is called a submetry, if f (Br (x)) = Br ( f (x))
for all x ∈ X and r > 0. Clearly, the notion of a submetry is a metric analogue of a Riemannian
submersion. In [18], with a detailed proof of Theorem 0.1 Kapovitch observed the following
parametrized version:
Theorem 0.2 ([18,20]). Let fi : Ai → Bi be a submetry, where Ai ∈ Alexn(κ) and Bi is a
compact Riemannian m-manifold (i = 0, 1). There exists a constant ϵ = ϵ(A0, B0, f0) > 0 such
that if
dG H ((A0, B0, f0), (A1, B1, f1)) < ϵ,
then there are homeomorphic ~(ϵ)-GHAs, Φ : A0 → A1 and Ψ : B0 → B1, such that
f1 ◦ Φ = Ψ ◦ f0, where ~ denotes a function with ~(ϵ)→ 0 as ϵ → 0.
Note that Theorem 0.2 can be seen from the proof of Theorem 8.2 in [18], because fi being
a submetry implies that secBi ≥ κ . Observe that Theorem 0.2 implies Theorem 0.1; applying
Theorem 0.2 to the projection on the metric product pi : Ai × S1 → S1, one sees Theorem 0.1.
The crucial ingredient in Theorem 0.1 is that the corresponding level sets of small “regular
values” of distance functions dA0(·, x) and dA1(·, ψ(x)) are homeomorphic (stable). And the
proof of Theorem 0.1 easily implies a proof of Theorem 0.2 because a submetry can be locally
expressed as a map whose components are distance functions.
In this paper, we will study the stability of an eϵ-Lipschitz and co-Lipschitz map (briefly, eϵ-
LcL) i.e., a map between two compact metric spaces f : X → Y such that for all r > 0 and
x ∈ X , the metric balls satisfy
Be−ϵ ·r ( f (x)) ⊆ f (Br (x)) ⊆ Beϵ ·r ( f (x)).
The notion of eϵ-LcL can be viewed as a metric analogue of an ϵ-Riemannian submersion
f : M → B (i.e., a submersion such that for any horizontal field v, e−ϵ |v| ≤ |d f (v)| ≤ eϵ |v|).
By definition, a submetry is 1-LcL, and an ϵ-Riemannian submersion is an eϵ-LcL.
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A partial motivation of our study is that in Gromov–Hausdorff convergences, a submetry is
rare while eϵ-LcLs (ϵ > 0) naturally arise from various interesting geometric situations. For
instance, according to the collapsing theorem of Cheeger–Fukaya–Gromov, an ϵ-Riemannian
submersion was constructed from a collapsed Riemannian n-manifold with bounded sectional
curvature to a dG H -close non-collapsed manifold of lower dimension (cf. [4,10,11,36]). We point
out that here the fibers are connected closed submanifolds.
We will prove a basic bundle stability for eϵ-LcLs (see Theorem B), and apply it to prove
bundle isomorphism stability/finiteness results in various interesting situations (see Theorem D,
Corollaries 0.5 and 0.6) that generalize work in [30,31], [32,33] and [34], and partially
generalize [18]. Let us now make a convention that a topological manifold always has an empty
boundary.
Since the stability of distance functions is not suited for an eϵ-LcL, we will employ a
topological bundle stability [2,8,34]: a fiber bundle homomorphism between fiber bundles with
metrics such that fibers are connected topological manifolds can be perturbed into an fiber
bundle isomorphism, if the inverse image of any point has a suitable small diameter (called a
δ-bundle map). This topological result was also used in [30,31] based on [34]. However, the
construction of an δ-bundle map in [30,31] relies on bounding geometry invariants of a fiber that
unlikely generalizes to a fiber of eϵ-LcL due to the lack of regularity. We find a new method of
constructing a δ-bundle map via semi-concave functions on Alexandrov spaces [24], which is
well suited for an eϵ-LcL. In particular our method yields a natural and simple construction of a
δ-bundle map in the case of an ϵ-Riemannian submersion (see Lemma 2.2).
It turns out that our techniques do not require B to be a Riemannian manifold; for instance,
B is a (ρ, µ)-Lipschitz m-manifold (ρ > 0, µ ≥ 0) i.e., a metric space such that for any x ∈ B,
there is an eµ-bi-Lipschitz map mapping metric ball Bρ(x) to an open subset of Rm . By [1],
a compact Alexandrov n-space A with all points (n, δ)-strained is a (ρ, µ)-Lipschitz manifold
with ρ and µ depending on A.
A submetry from an Alexandrov space to a Riemannian manifold is a fiber bundle projection
map and a fiber possesses certain geometric regularity (e.g. the intrinsic distance in a fiber is
locally controlled by the extrinsic distance, cf. [35]). To the contrary, for an eϵ-LcL map f
(ϵ > 0) it is not clear if f is a fiber bundle projection, nor (even f is) if an f -fiber possesses a
similar geometric regularity.
We now begin to state the main results in this paper. The first result gives a topological
condition for an eϵ-LcL to be a fiber bundle projection map.
Theorem A. Let f : A → B be a √1.02-LcL, where A ∈ Alexn(κ) and B is a (ρ, µ)-Lipschitz
m-manifold (µ = ln√1.02). If for any x ∈ B, f −1(x) is a topological (n − m)-manifold, then
f is a fiber bundle projection. In particular, A is a topological manifold.
Note that in Theorem A, f −1(x) may be disconnected (e.g., f is a finite covering map). We
show that the number of components of f −1(x) is independent of x , and with this additional
property, the condition that a fiber is connected in the above stability results in [2,8] and [34] can
be removed (see Theorem 1.2′ and Theorem 2.1).
The main stability result of this paper is as follows.
Theorem B. Let fi : Ai → Bi be a fiber bundle projection whose fiber is a topological manifold
(i = 0, 1), where Ai ∈ Alexn(κ) and Bi is a (ρ, µ)-Lipschitz m-manifold (µ = ln
√
1.02).
Assume that f1 : A1 → B1 is a
√
1.02-LcL. Then there exists a constant ϵ = ϵ(A0, B0, f0, ρ) >
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0 such that if
dG H ((A0, B0, f0), (A1, B1, f1)) < ϵ,
then there are homeomorphic ~(ϵ)-GHAs, Ψ : A0 → A1, Φ : B0 → B1 such that f1 ◦ Ψ =
Φ ◦ f0.
Remark 0.3. Theorem B has an overlap with Theorem 0.2 in the case that the submetry
f : A → B has a fiber which is a topological manifold. It is interesting to note that the regularity
conditions on an f -fiber in Theorem 0.2 and in Theorem B are somewhat opposite: a fiber of a
submetry may not be a topological manifold but sits nicely in the ambient space while an f0-fiber
in Theorem B is a topological manifold which may be locally quite twisted.
Remark 0.4. In Theorem B, the fibers can be disconnected. We prove that an f1-fiber admits the
same number of components as that of f0 when f1 is closed enough to f0.
In the case that fi is an ϵ-Riemannian submersion, the following stronger result holds (that is,
ϵ is chosen independent of a particular f0 : A0 → B0.)
Theorem C. Given n ∈ Z+, κ ∈ R, d, v, ρ > 0, there exists ϵ = ϵ(n, κ, d, v, ρ) > 0 such
that for any two ϵ-Riemannian submersions fi : Mi → Bi from n-manifolds to m-manifolds
(i = 0, 1) with sectional curvature, diameter, volume and injectivity radius satisfying
secMi , secBi ≥ κ, diam(M0) ≤ d, volM0 ≥ v, injradB0 ≥ ρ,
if dG H ((A0, B0, f0), (A1, B1, f1)) < ϵ, then there are homeomorphic ~(ϵ)-GHAs Ψ : M0 →
M1, Φ : B0 → B1 such that Φ ◦ f0 = f1 ◦Ψ .
We now apply the above to a convergent sequence of triples. A convergent sequence
(X i , Bi , fi )
dG H−→(X, B, f )
is called stable, if for i large there are homeomorphic/diffeomorphic ϵi -GHA (ϵi → 0),
Ψi : X i → X and Φi : Bi → B, such that the following diagram commutes:
X i
Ψi−−−−→ X
fi
  f
Bi
Φi−−−−→ B.
If f is continuous, then (X i , Bi , fi )
dG H−→(X, B, f ) implies that X i dG H−→ X , Bi dG H−→ B, and fi → f
i.e., whenever X i ∋ xi → x ∈ X , fi (xi ) → f (x). Thus, that (X i , Bi , fi ) dG H−→(X, B, f )
is stable implies that X i
dG H−→ X and Bi dG H−→ B are stable; which has been well understood by
the convergence theorems in various situations ([3,13,20], cf. [12,22]). Therefore, the stability
of (X i , Bi , fi )
dG H−→(X, B, f ) is really about the stability of maps; when fi and f are fiber
bundle maps, the stability coincides with the stability of fiber bundles i.e., all fiber bundles are
isomorphic for i large. By the standard compactness argument, the sequence stability naturally
leads to a bundle isomorphism finiteness. For instance, if a collection C of fiber bundles satisfies
that any sequence contains a convergent stable subsequence, then C contains only finitely many
fiber bundle isomorphism classes.
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Theorems A, B and E immediately yields the following stability of a convergent sequence of
fiber bundles.
Corollary 0.5. Let (Ai , Bi , fi )
dG H−→(A, B, f ), where Ai , A ∈ Alexn(κ) and Bi is a (ρ, µ)-
Lipschitz m-manifold (µ = ln√1.02), and fi : Ai → Bi is a fiber bundle map whose fiber
is a topological manifold. Suppose that each fi is a
√
1.02-LcL. Then (Ai , Bi , fi )
dG H−→(A, B, f )
is stable, provided that for all x ∈ B, f −1(x) is a topological (n − m)-manifold.
Before we state further applications, let us briefly recall the early related work [18,29–34] on
a convergent sequence. Consider a convergent sequence, (X i , Bi , fi )
dG H−→(X, B, f ).
(1) In the case that fi : X i → Bi is a Riemannian submersion with sectional curvature
secX i ≥ κ and | secBi | ≤ 1, Tapp [30,31] showed that there is a subsequence whose bundle
structures are all isomorphic (cf. [32–34]).
(2) In the case that fi : X i → Bi is a submetry from X i ∈ Alexn(κ) to a Riemannian manifold
with | secBi | ≤ 1, the stability is a direct consequence of Theorem 0.2 [18]; which generalizes
the result in (1).
(3) In [29], we gave, when (X i , Bi ) satisfies the assumptions in (2) and f is a
submetry ( fi is not necessarily a submetry), a necessary and sufficient condition on fi for
(X i , Bi , fi )
dG H−→(X, B, f ) to be stable. When f is an ϵ-submetry (i.e. for all r > 0 and x ∈ X ,
Br−ϵ( f (x)) ⊆ f (Br (x)) ⊆ Br+ϵ( f (x))) with small ϵ > 0, a sufficient condition for the stability
is obtained as well.
Observe that Corollary 0.5 generalizes the stability result on Riemannian submersion in (1)
and partly generalizes the stability result on submetries in (2) (from 1-LcL to eϵ-LcL when a
fiber is a topological manifold).
Since B is a topological manifold, an f -fiber is a topological manifold implies that A is
a topological manifold. However, there are submetries between topological manifolds whose
fibers are not topological manifolds (see Example 3.1). Recall that an Alexandrov n-space
is smoothable if it is the dG H -limit of a sequence of Riemannian n-manifolds with sectional
curvature uniformly bounded below. A basic property of a smoothable Alexandrov space is that
the space of directions at any point is also smoothable and homeomorphic to a sphere ([17] or
see Theorem 3.4). A point p in an Alexandrov n-space is called regular if the space of directions
Σp at p is isometric to a unit (n − 1)-sphere Sn−11 .
In view of the above we give the following sufficient condition for a submetry to have a fiber
a topological manifold.
Theorem D. Let f : A → B be a submetry from A ∈ Alexn(κ) to B ∈ Alexm(κ). If A is
smoothable, then a fiber over a regular point is a closed topological (n − m)-manifold.
A consequence of Theorems B and D is as follows:
Corollary 0.6. Let (Mi , Bi , fi )
dG H−→(M, B, f ), where Mi is a compact Riemannian n-manifold
with secMi ≥ κ , Bi is a compact Riemannian m-manifolds with secBi ≥ κ and injradBi ≥ ρ > 0,
and fi : Ai → Bi is an ϵi -Riemannian submersion with ϵi → 0. If dim(M) = n, then
(Mi , Bi , fi )
dG H−→(M, B, f ) is stable.
We remark that Corollary 0.6 still holds when replacing an ϵi -Riemannian submersion with fi
a
√
1.02-LcL and an ϵi -submetry (ϵi → 0) all whose “fibers” are topological (n−m)-manifolds,
and thus generalizes (1) and has an overlap with (2).
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Remark 0.7. Note that with the convergence theorems on manifolds (resp. Alexandrov spaces)
in suitable classes ([3,13,20], cf. [12,22]), the fiber bundle stability result in Theorem C (resp.
Corollary 0.5 and Theorem D) will obviously give a corresponding fiber bundle finiteness
statement for almost Riemannian submersions (resp. almost submetries that are
√
1.02-LcLs
from smoothable Alexandrov spaces and whose fibers are topological manifolds). Because of
this, it is unnecessary for us to write it down here.
Since we do not find in the literature a convergence theorem for (ρ, µ)-Lipschitz manifolds,
for the completeness we state the following result that can be easily derived from [8] by a
technical proposition in [23].
Theorem E. Let Mi be a sequence of (ρ, µ)-Lipschitz m-manifolds and Mi
dG H−→ M. Then M
is a (ρ, µ)-Lipschitz m-manifold and for i large, any ϵi -GHA from Mi to M (ϵi → 0) can be
approximated by a homeomorphism.
We now give an indication of our proof of Theorem B. First, by Theorem E we may assume B0
and B1 are homeomorphic. As mentioned earlier, our approach will be based on a bundle stability
theorem ([2,8,34], see Theorem 2.1), and prove Theorem B by constructing a δ-bundle map φ :
A0 → A1 with δ = δ(A0, B0, f0): Using that f1 is a
√
1.02-LcL, for any p ∈ B1, we construct
a deformation {φt } : f −11 (Br (p))→ f −11 (Br (p)) such that φ1( f −11 (Br (p))) = f −11 (p) and any
integral curve φt (x)0≤t≤1 has length less than C · r with constant C ≈ 106. By Theorem 0.1,
there is an homeomorphic ε-GHA ψ : A0 → A1 which approximates a given ε-GHA that
almost realizes dG H ((A0, B0, f0), (A1, B1, f1)). Restricting φ1 to ψ( f
−1
0 (p)) ⊂ f −11 (Br (p))
with r < C−1 · δ, we obtain a desired δ-bundle map, φ = φ1 ◦ ψ : f −10 (p)→ f −11 (p), p ∈ B.
Our construction of φt coincides with the technique of a horizontal lifting when f1 is a submetry.
Because of the lack of regularity of an LcL, we will use techniques of semi-concave functions
on Alexandrov spaces [24], and φt is constructed through the consecutive gradient flows of a
sequence of suitable distance functions; in our circumstance, φt uniformly converges to φ1 and
the gradient flows are of controlled Lipschitz regularity.
Similar techniques in the construction of φt are applied in the proof of Theorem A. Instead
of gradient flows, we will make use of iterated gradient deformations to obtain a neighborhood
retraction of a fiber. It turns out that different fibers are homotopy equivalent, and f : A → B is
a completely regular map in the sense of [6] (see Section 1.1).
The rest of the paper is organized as follows:
In Section 1, we will prove some basic properties of an eϵ-LcL and Theorem A.
In Section 2, we will prove Theorems B and E.
In Section 3, we will prove Theorems D and C.
1. LcLs and proof of Theorem A
Consider f : A → B in Theorem A. According to [19,6], [14] (see Theorem 1.1), f is a fiber
bundle map if f satisfies the following property: for each p ∈ B, and ϵ > 0, there is a δ > 0 such
that for any q ∈ Bδ(p), there is a homeomorphism h : f −1(q) → f −1(p) with |h(x)x | < ϵ
for all x ∈ f −1(q). Since f −1(p) is a topological manifold, by [2,8] (see Theorem 1.2) the
restriction that h is a homeomorphism can be removed. In our proof, we will construct such an
h, and our geometric tools are from semi-concave function theory in Alexandrov spaces [24].
780 X. Rong, S. Xu / Advances in Mathematics 231 (2012) 774–797
1.1. A sufficient condition for a fiber bundle
We start with fixing some notions. A continuous surjection f : X → B between metric
spaces is called completely regular if for each p ∈ B and ϵ > 0, there is a δ > 0 such that for
any q ∈ Bδ(p), there is a homeomorphism h : f −1(q) → f −1(p) with |h(x)x | < ϵ for all
x ∈ f −1(q). For a topological space B, the covering dimension of B is the minimum value of m,
such that every finite open cover of B has a finite open refinement in which any (m+2) elements
have empty intersection. Our approach of Theorem A is based on the following result:
Theorem 1.1 ([19,6,14]). Let f : X → B be a completely regular map from a bounded
complete metric space X onto a finite covering dimensional metric space B. Suppose a fiber
is homeomorphic to a compact n-manifold M. Then p : E → B is a fiber bundle projection.
By the following Chapman–Ferry’s Theorem [8,2], we can remove the restriction in the
completely regular condition that h is a homeomorphism. A continuous map h : X → Y between
metric spaces is called a δ-map if the diameter of h−1(y) < δ for all y ∈ Y .
Theorem 1.2 ([2,8]). Let M be a closed connected topological n-manifold with a metric d. For
ϵ > 0, there exists δ > 0 such that if N is a closed topological n-manifold and h : M → N is
a δ-map, then there are a homeomorphism hˆ : M → N and a homotopy Ht : [0, 1] × M → M
from hˆ−1 ◦ h to idM such that diam({Ht (x), 0 ≤ t ≤ 1}) < ϵ for any x ∈ M.
Theorem 1.2 for n ≥ 5 was proved in [8] (cf. [2]), for n = 4 was later obtained in [9] using
work of Quinn [25], for n = 2 and 3 were obtained in [15,16] modulo the Poincare´ conjecture
that has been recently solved by Perelman. The case of Theorem 1.2 for n = 1 can be easily
checked.
Since in Theorems A and B, we do not assume that a fiber (which is a closed topological
manifold) is connected, we need the following version of Theorem 1.2:
Theorem 1.2′. Let M be a closed topological n-manifold with a metric d. For ϵ > 0, there
exists δ > 0 such that if N is a closed topological n-manifold with the same number of
connected components of M, and h : M → N is a δ-map, then there are a homeomorphism
hˆ : M → N and a homotopy Ht : [0, 1] × M → M from hˆ−1 ◦ h to idM such that
diam({Ht (x), 0 ≤ t ≤ 1}) < ϵ for any x ∈ M.
We point out that a parametrized version of Theorem 1.2′ (see Theorem 2.1 or [34]) is required
in our proof of Theorem B.
Proof of Theorem 1.2′. Since M is compact and each connected component of M (or N ) is
both open and closed, M has a finite number of components. Without loss of generality, we may
assume that δ is less than the minimal distance between the components of M . For any ϵ > 0,
and any component of M , by Theorem 1.2 there is a δ, and we may assume δ is the minimal
among these finite number of δ’s.
Assume that h : M → N is a δ-bundle map. First, when restricting h to each component of
M , by Theorem 1.2 h is an onto map to some component of N . Then Theorem 1.2′ follows from
Theorem 1.2, if h maps different components of M to different components of N . If this is not
true i.e., h maps two components of M onto one component N0 of N , then the inverse image of
any point in N0 has diameter at least 2δ, a contradiction. 
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In view of the above, Theorem A will follow if for any p, q ∈ B we can construct a
continuous map h : f −1(q) → f −1(p) that preserves connected components and satisfies
|h(x)x | < ~(|pq|) for all x ∈ f −1(q). This is because h maps components one-to-one and
thus the number of components of f −1(q) is not greater than the number of components of
f −1(p). By switching the roles of p and q, we conclude that f −1(p) and f −1(q) have the same
number of components. Thus we are able to apply Theorem 1.2′ to conclude a homeomorphism
hˆ : f −1(q)→ f −1(p), which also satisfies that |hˆ(x)x | < ~(|pq|).
Observe that if f is a submetry and B is a Riemannian manifold, then h is obtained via
horizontal lifting. If f is a submetry and B is a (ρ, µ)-Lipschitz manifold, then f is locally
admissible defined in [21] and thus a local trivialization yields a desired h. However, if f is not
a submetry, then the horizontal lifting techniques do not work in general. In our construction of
h we introduce a gradient flow technique described at the end of the introduction section which
works well with an eϵ-LcL.
1.2. Semi-concave functions
Since our construction of the above h uses basic properties of a semi-concave function on
an Alexandrov space, for the convenience of readers we will now briefly recall these properties
(see [24] for details).
For X ∈ Alexn(κ), a function f : X → R is called λ-concave, if f satisfies that f (γ (t))− λ2 t2
is concave along any unit speed geodesic γ (t) ⊂ X . A semi-concave function f : X → R is a
locally Lipschitz continuous function such that f is locally λ-concave (λ may depend on points).
A λ-concave function f has a differential d f and gradient field ∇ f . For p ∈ X , the distance
function distp(x) = |px | is semi-concave on X − {p}, and is cnκsnκ (|xp| + ϵ)-concave around x ,
where
snκ(r) =

1√
κ
sin
√
κr κ > 0
r κ = 0
1√−κ sinh
√−κr κ < 0
, and cnκ = sn′κ .
For any x ∈ X − {p} and any direction v in the space of directions Σx X , the differential and
gradient of distp satisfy
dx (distp)(v) = − cos min
w∈⇑px
{](w, v)},
|∇x distp | ≥ dx (distp)(v),
(1.3.1)
where ⇑px denotes the subset of Σx X consisting of all directions at x pointing to minimal
geodesics from x to p. A gradient field of a semi-concave function has gradient curves that
form a gradient flow. The gradient flows satisfy the following Lipschitz properties. First, if f is a
λ-concave function, then for any two f -gradient curves, α(t) and β(t) (t ∈ [0, ℓ]), the following
first distance estimate holds:
|α(t)β(t)| ≤ eλt |α(0)β(0)|, t ∈ [0, ℓ]. (1.3.2)
Second, for two λ-concave functions f, g : X → R, if f and g are pointwisely ε-close, then the
gradient curves α f (t) and αg(t) (t ∈ [0, ℓ]) of f and g respectively satisfy the following second
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distance estimate
|α f (t)αg(t)|2 ≤ e2λt |α f (0)αg(0)|2 + 2ε
λ
(e2λt − 1), t ∈ [0, ℓ]. (1.3.3)
In particular, (1.3.3) says that if λ-concave functions fi converge to f , so do their gradient curves.
We point it out that (1.3.3) will be used to prove the δ-map h between nearby fibers preserves
components in the proof of Theorem A, and show the continuity of a δ-bundle map in the proof
of Theorem 2.4.
1.3. Gradient estimates for an eϵ-LcL
Let f : X → Y be an eϵ-LcL. To verify that f satisfies the complete regular condition,
we need some gradient estimates. For any compact subset S ⊂ Y , consider the two continuous
functions, distS ◦ f and dist f −1(S) : X → R+. Observe that if f is a submetry, then distS ◦ f =
dist f −1(S).
Lemma 1.4. If f is an eϵ-LcL, then
e−ϵ · distS ◦ f ≤ dist f −1(S) ≤ eϵ · distS ◦ f.
Proof. For any x ∈ X , let y ∈ f −1(S) be such that dist f −1(S)(x) = |xy| = |x f −1(S)|. Then
distS ◦ f (x) = | f (x)S| ≤ | f (x) f (y)| ≤ eϵ · |xy| = eϵ · dist f −1(S)(x).
On the other hand, let q ∈ S be such that distS ◦ f (x) = | f (x)S| = | f (x)q|. Then
dist f −1(S)(x) = |x f −1(S)| ≤ |x f −1(q)| ≤ eϵ · | f (x)q| = eϵ · distS ◦ f . 
Lemma 1.5. Let A ∈ Alexn(κ), B be a Riemannian manifold, and let U ⊂ A, V ⊂ B be open
subsets. Suppose f : U → V is an eϵ-LcL. For any p ∈ V , let r < injradB(p) be such that
Br = Br (p) ⊂ V and denote Sr = ∂Br (p).
(1.5.1) For x ∈ f −1(Br )− f −1(p), ϵ ≥ 0 and r > 0 such that
eϵr
√−κ ≤ 1
2
, κ < 0,
eϵr
√
κ ≤ π, κ > 0,
the gradient vector of dist f −1(Sr ) satisfies
1 ≥ |∇x dist f −1(Sr ) | ≥ 1− (e2ϵ − 1) ·
r2
|x f −1(p)| · |x f −1(Sr )| (κ = 0)
1 ≥ |∇x dist f −1(Sr ) | ≥ 1− (e2ϵ − 1) ·
2r2
|x f −1(p)| · |x f −1(Sr )| (κ < 0)
1 ≥ |∇x dist f −1(Sr ) | ≥ 1− (e2ϵ − 1) ·
r
√
κ · sin r√κ
sin
√
κ|x f −1(p)| · sin√κ|x f −1(Sr )|
(κ > 0).
(1.5.2) There is an ϵ0 > ln(1.02368) such that for any ϵ < ϵ0, there is a constant C0(ϵ) > 0
depending on ϵ and for all x ∈ f −1(B 2r
3
(p)) (r ≤ 1
2eϵ
√−κ when κ < 0), the gradient
curve Φ(t, x) of the function dist f −1(Sr (p)) satisfies
Φ(x, t) ∈ f −1

B r
3
(p)

, t ≥ C−10 ·

2
3
eϵr − |x f −1(Sr (p))|

.
X. Rong, S. Xu / Advances in Mathematics 231 (2012) 774–797 783
Note that in practice, one may only need the case of κ < 0 since it can be applied to the cases
κ = 0 and κ > 0. A reason for us to present estimates for the cases of κ = 0 and κ > 0 is that
the estimates are sharper.
Proof of Lemma 1.5. (1.5.1) From (1.3.1), it is easy to see that for any direction v ∈ Σx A,
|∇x dist f −1(Sr ) | ≥ dx (dist f −1(Sr ))(v) = − sup
w∈⇑ f−1(Sr )x
{cos](w, v)},
where ⇑ f −1(Sr )x ⊆ Σx A is the set of all directions at x of minimal geodesics from x to f −1(Sr )
with length |x f −1(Sr )|. Let z ∈ f −1(Sr ), y ∈ f −1(p) be such that |xz| = |x f −1(Sr )| and
|xy| = |x f −1(p)|. We now choose v the direction of a minimal geodesic from x to y. Then
cos](v,w) ≤ cos ]˜k(zxy), for any direction w from x to f −1(Sr ). We will bound cos ]˜k(zxy)
from above by a constant with respect to κ = 0,−1 and 1.
Since f is an eϵ-LcL, from Lemma 1.4 we directly see
e−ϵ · | f (x)p| ≤ |xy| ≤ eϵ · | f (x)p|,
e−ϵ · | f (x)Sr (p)| ≤ |xz| ≤ eϵ · | f (x)Sr (p)|,
e−ϵ · r ≤ |z f −1(p)| ≤ |yz| ≤ |xz| + |xy| ≤ eϵ · r.
(1.5.3)
(1.5.4) Assume κ = 0. By the Euclidean cosine law and (1.5.3), we derive
cos ]˜0(zxy) = |xz|
2 + |xy|2 − |yz|2
2|xz| · |xy|
= (|xz| + |xy|)
2 − |yz|2
2|xz| · |xy| − 1
= (|xz| + |xy| − |yz|) · (|xz| + |xy| + |yz|)
2|xz| · |xy| − 1
≤ (e2ϵ − 1) · r
2
|xz| · |xy| − 1.
(1.5.5) Assume κ = −1. By the hyperbolic cosine law and (1.5.3), we derive
cos ]˜−1(zxy) = cosh |xz| · cosh |xy| − cosh |yz|sinh |xz| · sinh |xy|
= cosh(|xz| + |xy|)− cosh |yz|
sinh |xz| · sinh |xy| − 1
≤ sinh(|xz| + |xy|) · (|xz| + |xy| − |yz|)
sinh |xz| · sinh |xy| − 1 (the mean value theorem)
≤ sinh(e
ϵr) · (eϵ − e−ϵ) · r
|xz| · |yz| − 1
≤ (e2ϵ − 1) · 2r
2
|xz| · |xy| − 1

sinhw ≤ w
1− w ≤ 2w, for 0 ≤ w ≤
1
2

.
For κ < 0, observe that sinh(eϵr
√−κ) ≤ 2eϵr√−κ when r ≤ 1
2eϵ
√−κ , and thus the above
estimate goes through with κ .
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(1.5.6) Assume κ = 1. By the spherical cosine law and (1.5.3), we derive
cos ]˜1(zxy) = cos |yz| − cos |xz| · cos |xy|sin |xz| · sin |xy|
= cos |yz| − cos(|xz| + |xy|)
sin |xz| · sin |xy| − 1
≤ sin(|xz| + |xy|) · (|xz| + |xy| − |yz|)
sin |xz| · sin |xy| − 1 (the mean value theorem)
≤ sin(e
ϵr) · (eϵ − e−ϵ) · r
sin |xz| · sin |xy| − 1
≤ (e2ϵ − 1) · r · sin r
sin |xz| · sin |xy| − 1, (if e
ϵr ≤ π)
where the denominator in the last inequality uses the inequality that
sin(λ · w) ≤ λ · sinw for all λ > 1 and 0 ≤ w ≤ π
λ
.
Note that the estimate for κ > 0 in (1.5.1) follows from the above estimate with a trivial
modification.
(1.5.2) We assume κ < 0 (the same estimate holds for κ ≥ 0). Let x ∈ f −1(B 2r
3
). If
|x f −1(Sr )| ≥ 23 eϵr , then eϵ-LcL condition implies that for any t ≥ 0, Φ(x, t) ∈ f −1(B r3 ).
This is because for y = f (Φ(x, t)), by Lemma 1.4
|ySr (p)| ≥ e−ϵ |Φ(x, t) f −1(Sr )| ≥ 23r,
and thus
|yp| ≤ r − |ySr (p)| ≤ r3 .
We now assume |x f −1(Sr )| < 23 eϵr . Let
t0(x) = sup

t ≥ 0 : |Φ(x, t) f −1(Sr )| ≤ 23e
ϵr

.
It suffices to bound t0(x) from above. First, by Lemma 1.4 we see that |x f −1(Sr )| ≥ 13 e−ϵr .
Hence for any 0 ≤ t < t0,
1
3
e−ϵr ≤ |Φ(x, t) f −1(Sr )| ≤ 23e
ϵr.
By Lemma 1.4 again this implies
1
3
e−2ϵr ≤ | f (Φ(x, t))Sr (p)| ≤ 23e
2ϵr.
Consequently,
1− 2
3
e2ϵ

r ≤ | f (Φ(x, t))p| ≤

1− 1
3
e−2ϵ

r,
and 
e−ϵ − 2
3
eϵ

r ≤ |Φ(x, t) f −1(p)| ≤

eϵ − 1
3
e−ϵ

r.
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Plugging this into (1.5.1) for κ < 0, we estimate the norm of the gradient vector of dist f −1(Sr )
along Φ(x, t)|[0,t0):
|∇ dist f −1(Sr ) | ≥ 1− 18e2ϵ ·
(e2ϵ − 1)
3− 2e2ϵ .
When 1 ≤ eϵ ≤ 1.02368, |∇ dist f −1(Sr ) |2 ≥ C0(ϵ) > 0 for some constant C0 depending on ϵ.
We then derive for any 0 ≤ t < t0, t
0
|∇ dist f −1(Sr ) |2dt ≥
 t
0
C0(ϵ)dt = C0(ϵ) · t,
and  t
0
|∇ dist f −1(Sr ) |2dt =
 t
0
(dist f −1(Sr ) ◦Φ(x, t))′dt
= |Φ(x, t) f −1(Sr )| − |Φ(x, 0) f −1(Sr )|
≤ 2
3
eϵr − |x f −1(Sr )|.
Put together the above two inequalities, we see that
t0(x) ≤ max

0,C−10 ·

2
3
eϵr − |x f −1(Sr )|

. 
1.4. Neighborhood retraction of a fiber and construction of h
Gradient deformations by gradient flows are used in the construction of h. Let f : A → R be
a semi-concave function on an Alexandrov space with curv≥ κ and Φtf be its gradient flow [24].
Let F : X → A be a Lipschitz map from a metric space, and let τ : X → R+ be a Lipschitz
function, then the gradient deformation of F with respect to f [24] is defined to be
Φτ(x)f ◦ F(x) : X → A.
Now we will construct a neighborhood retraction of a fiber by iterating gradient deformations.
The desired map h preserving components between different fibers is the restriction of the
retraction on fibers. Because such a retraction is local, without loss of generality we can assume
that the base space is a Riemannian manifold.
Proposition 1.6. Let f : A → B be a (1.023)-LcL, where A is a complete Alexandrov space
with curv ≥ κ and B is a Riemannian m-manifold. Then for r < injrad(B) (≤ 1
3.069
√−κ when
κ < 0) and for any p ∈ B, there is a map ϕp : f −1(B 2r
3
(p)) → f −1(p) from a neighborhood
f −1(B 2r
3
(p)) to the fiber f −1(p), which satisfies
(1.6.1) |xϕp(x)| ≤ 1000 · r for any x ∈ f −1(B 2r
3
(p)), and
(1.6.2) if x ∈ f −1(p) then ϕp(x) = x.
Moreover, ϕp changes continuously as the fiber varies. That is, the map
ϕp(x) :

p∈B
{p} × f −1(B 2r
3
(p))→ A,
is continuous both in p and x.
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Proof. Let
Tr (x) = max

0,C−10 ·

2
3
eϵr − |x f −1(Sr )|

.
For eϵ ≤ 1.02368 (r ≤ 1
2eϵ
√−κ when κ < 0) and p ∈ B, it follows from (1.5.2) directly that the
gradient deformation ΦTr (x)p (x) = Φp(x, Tr (x)) of id f −1(B 2r
3
(p)) with respect to dist f −1(Sr (p))
maps f −1(B 2r
3
(p)) into f −1(B r
3
(p)) and fixes f −1(B0.3r (p)):
Φ(x, Tr (x)) ∈ f −1(B r3 (p)), ∀ x ∈ f −1(B 2r3 (p)),
Φ(x, Tr (x)) = x, ∀ x ∈ f −1(B0.3r (p)).
(1.6.3)
We first show that ΦTr (x)p (x) is continuous both in p and x . For any p, q in B and r <
injrad(B), it is easy to see that the Hausdorff distance between Sr (p) = ∂Br (p) and Sr (q),
dH (Sr (p), Sr (q)) ≤ |pq|.
By Lemma 1.4,
dH ( f
−1(Sr (p)), f −1(Sr (q))) ≤ eϵ · dH (Sr (p), Sr (q)) ≤ eϵ · |pq|.
By Lemma 1.7,
| dist f −1(Sr (p))(x), dist f −1(Sr (q))(x)| ≤ eϵ |pq|.
Now it easily follows from (1.3.3) that the map
(q, x) ∈ B r
6
(p)× f −1(B r
2
(p)) → ΦTr (x)q (x) ∈ f −1(B r2 (p))
is continuous both in q and x .
Next, we construct a sequence of properly iterated gradient deformations, whose limit gives a
retract ϕp(x) from a neighborhood of f −1(p) to f −1(p), which is continuous both in p and x .
For any p ∈ B, let ϵ = ln(1.023) and 0 < r < injrad(B). Let ΦT j,pj,p (x) = Φ j,p(x, T j,p(x)) be
the gradient curve of dist f −1(S r
2 j
(p)) at x with time
T j,p(x) = max

0,C−10 ·

2
3
· r
2 j
eϵ − |x f −1(S r
2 j
(p))|

.
By (1.6.3), Φ
T j,p
j,p (x) takes f
−1(B 2
3 · r2 j
(p)) into f −1(B 1
3 · r2 j+1
(p)), and
Φ
T j,p
j,p

f −1(B0.3 r
2 j
(p))
= id .
Hence the iterated gradient deformations
Φ
T j,p
j,p ◦ Φ
T j−1,p
j−1,p ◦ · · ·Φ
T0,p
0,p | f −1(B0.3 r
2 j
(p))
is well-defined and its restriction on f −1(B0.3 r
2 j
(p)) is an identity.
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Moreover, the map
Ψ j :

p∈B
{p} × f −1(B 2r
3
(p))→ A,
Ψ j (p, x) = ΦT j,pj,p ◦ Φ
T j−1,p
j−1,p ◦ · · ·Φ
T0,p
0,p (x)
is continuous both in p and x . And for any x ∈ f −1(B 2r
3
(p)), let x j = Ψ j (p, x), then
|x j x j−1| ≤ lengthΦ j,p(x j−1, t) ≤ T j−1,q(x) ≤ r
2 j−1
· e
ϵ
3
· C−10 . (1.6.4)
It directly follows from (1.6.4) that Ψ j uniformly converges to a continuous map
ϕp(x) :

p∈B
{p} × f −1

B 2r
3
(p)

→ A,
such that ϕp maps f −1(B 2r
3
(p)) into f −1(p), and for any x ∈ f −1(B 2r
3
(p)), |xϕp(x)| ≤
2
3 C
−1
0 · eϵr . Moreover, if x ∈ f −1(p) then ϕp(x) = x . 
The following lemma is used in the proof of Proposition 1.6 and Theorem 2.4.
Lemma 1.7. Let X be a metric space. For any two subsets A, B ⊂ X, | distA, distB | =
dH (A, B), where | distA, distB | = supx∈X {||Ax | − |Bx ||}.
Proof. Given any ϵ > 0, for any x ∈ X , let y ∈ A and z ∈ B be such that |x A| = |xy|,
|yz| < dH (A, B) + ϵ. Then |x B| ≤ |xz| ≤ |xy| + |yz| < |x A| + dH (A, B) + ϵ. Let ϵ → 0,
|x B| ≤ |x A| + dH (A, B). Therefore ∥x A| − |x B∥ ≤ dH (A, B).
On the other hand, by definition of | distA, distB | we see that for any x ∈ A, |x B| ≤
|x A| + | distA, distB | = | distA, distB |. This implies that A lies in the (| distA, distB | + ϵ)-
neighborhood of B for any ϵ > 0. Therefore dH (A, B) ≤ | distA, distB |. 
We are now ready to show there are δ-maps between nearby fibers preserving components
and thus complete the proof of Theorem A.
Proof of Theorem A. Let f : A → B be as in Theorem A. By Theorem 1.1, it suffices to
show that f is completely regular. For p ∈ B, let ϕ : Bρ(p) → Rm be an eµ-Lipschitz
map, and let fˆ = ϕ ◦ f . For any r < e−2µ 23ρ, applying Proposition 1.6 to fˆ , we obtain a
neighborhood retraction of f −1(p), ϕp : f −1(Bp(r)) → f −1(p). For any p, q with |pq| < r3 ,
let h p = ϕp| f −1(q) : f −1(q)→ f −1(p) be the restriction of ϕp in f −1(q) and hq = ϕq | f −1(p) :
f −1(p) → f −1(q). Then |hq(x)x | < ~(r). Moreover, because ϕp(x) is continuous both in
p and x , h p and hq are in fact homotopy equivalences between the two fibers. According to
Proposition 1.6, the homotopies can be chosen as Ht = ϕp ◦ ϕγ (t) : f −1(p) → f −1(p) and
Kt = ϕq ◦ ϕγ (1−t) : f −1(q)→ f −1(q), where γ : [0, 1] → B is a minimal geodesic from p to
q . Hence f −1(p) and f −1(q) have equal number of components and hq preserve components.
Now we are able to use Theorem 1.2′ to conclude a homeomorphism hˆ : f −1(p)→ f −1(q)
such that |hˆ−1 ◦ h(x)x | < ~(|pq|) for x ∈ f −1(p). To see f is completely regular, we
need that hˆ satisfies that |hˆ(x)x | < ~(|pq|). From Theorem 1.2′ we see that hˆ−1 ◦ h is onto.
Hence for any x ∈ f −1(p), there is z ∈ f −1(p) such that hˆ−1 ◦ h(z) = x . Therefore,
|hˆ(x)x | = |h(z) hˆ−1 ◦ h(z)| ≤ |h(z)z| + |z hˆ−1 ◦ h(z)| < ~(|pq|). 
We conclude this section by pointing it out that eϵ-LcL is a local property. Let X and Y be
locally compact complete length metric spaces, and let f : X → Y be a map such that for any
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x ∈ X , there is a r(x) > 0 such that for any 0 < r ≤ r(x),
Be−ϵr ( f (x)) ⊆ f (Br (x)) ⊆ Beϵr ( f (x)). (1.7)
We shall see that the above holds for all R > 0. For x1 ∈ BR(x), let c be a minimal geodesic from
x to x1. Then (1.7) implies that f ◦ c has length ≤ eϵ |xx1|, and thus f (BR(x)) ⊆ Beϵ R( f (x)).
On the other hand, for any y ∈ Y and a minimal geodesic γ from f (x) to y, by (1.7) f (X)∩γ is
open and closed in γ and thus γ ⊂ f (X). This shows that f is onto. Moreover, one can construct
a ‘lifting’ path from x to f −1(y) whose length is less than eϵ |y f (x)| (for instance, cover γ by
a finite number of balls, {B re−ϵ
2
(γ (ti ))} with r = min{r(z), z ∈ Beϵ |y f (x)|(x)}, and choose {xi }
such that f (xi ) = γ (ti ) and |xi xi+1| ≤ eϵ |γ (ti )γ (ti+1)|. Connecting xi and xi+1 by a minimal
geodesic, one obtains a desired path). This implies that for all R > 0, Be−ϵ R( f (x)) ⊆ f (BR(x)).
2. Proof of Theorem B
In this section, we will prove Theorem B. Our approach is based on the following fiber bundle
stability result (see Theorem 2.1) that is a parametrized version of Theorem 1.2′. Let fi : Ai → B
(i = 0, 1) be two fiber bundles. A bundle map φ : A0 → A1 is called a δ-bundle map if φ is also
a δ-map i.e., diam(φ−1(y)) ≤ δ for all y ∈ A1.
Recall that a continuous fiber metric d = {dx : x ∈ B} is a family of metrics dx on fibers
which vary continuously from fiber to fiber. For instance, if f0 : (A, h0) → (B, g0) is a fiber
bundle between metric spaces, the restriction of h0 on f0-fibers forms a fiber metric.
Theorem 2.1 ([34]). Let f0 : M0 → B be a fiber bundle whose fiber is a closed topological
n-manifold equipped with a continuous fiber metric d, where B is a compact simplicial complex.
Given ϵ > 0, there exists δ = δ( f0, d, ϵ) > 0 such that if f1 : M1 → B is another fiber bundle
whose fiber is a closed n-topological manifold such that the number of components equals to
that of an f0-fiber, and if there is a δ-bundle map, φ : M0 → M1, then there is a homeomorphic
bundle map φˆ : M0 → M1 with |φˆ−1 ◦ φ, idM0 | < ϵ.
Note that Theorem 2.1 was stated in [34] with two additional restrictions: one is that the
dimension of a fiber≥ 4 due to the dimension restriction in Theorem 1.2. As explained following
Theorem 1.2, the dimension restriction can be removed. The other restriction is that a fiber is
connected; this is because its proof relies on Theorem 1.2. It is easy to see that with Theorem 1.2′,
the same proof in [34] will go through and thus one can drop the restriction on the connectedness
of a fiber.
Let fi : Ai → Bi (i = 0, 1) be as in Theorem B. By Theorem 0.2 and Theorem E, we
obtain homeomorphic ~(ϵ)-GHAs ψ : A0 → A1 and ϕ : B0 → B1 that almost realize the
GH-distance between (A0, B0, f0) and (A1, B1, f1). If we can construct a δ-bundle map Ψ0
from (A0, B0, f0) to (A1, B0, ϕ−1 ◦ f1), where the metrics on fibers are the restriction of the
metric on total spaces, then by Theorem 1.2 Ψ0 is onto (note that Ψ0 is also a δ-map from A0
to A1). Applying Theorem 1.2 again on Ψ0| f −10 (p) : f
−1
0 (p) → f −11 (ϕ(p)), one sees that Ψ0
maps different components of an f0-fiber to different ones of an f1-fiber. Thus the number of
components of f1-fibers is the same as that of f0. By Theorem 2.1, Theorem B follows.
In the following, we will present a simple construction of a δ-bundle map when f1 is also a
submersion.
Lemma 2.2. Theorem B is true if in addition f1 : A1 → B1 is a submersion between
Riemannian manifolds and B1 has injectivity radius ≥ ρ.
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Proof. Since f1 is a smooth
√
1.02-LcL, it is easy to see that f1 is a 12 ln(1.02)-Riemannian
submersion. By Theorems 0.2 and E there are homeomorphic ~(ϵ)-GHAs ψ : A0 → A1
and ϕ : B0 → B1 so that dˆH (φ ◦ f0, f1 ◦ ψ) < ~(ϵ). Let δ be given in Theorem 2.1 for
ϕ ◦ f0 : A0 → B1. It suffices to construct a δ-bundle map from ϕ ◦ f0 to f1.
For any point p ∈ B1, f1(ψ( f −10 (p))) ⊂ Br (p), where 3r < min{δ, ρ}. For any x ∈
ψ( f −10 (p)), let γ be the unique minimal geodesic from f1(x) to p, and let γ˜x be the horizontal
lifting of γ at x (with respect to f1). We define φ˜ : A1 → A1 by φ˜(x) = γ˜x (1). It is clear that
φ˜(ψ( f −10 (p))) ⊂ f −11 (p). If φ˜(x) = φ˜(y), we get
|ψ−1(x)ψ−1(y)|A0 ≤ |xy|A1 + ~(ϵ) ≤ |x φ˜(x)| + |yφ˜(y)| + ~(ϵ)
≤ length(γ˜x )+ length(γ˜y)+ ~(ϵ)
≤ 2 · √1.02 · r + ~(ϵ) < δ,
Therefore φ˜ ◦ ψ : A0 → A1 is a δ-bundle map from ϕ ◦ f0 to f1. 
Now let us consider the general case in Theorem B. Let fi : Ai → Bi (i = 0, 1) be as in
Theorem B. As in the above, we fix homeomorphic ~(ϵ)-GHAs ψ : A0 → A1 and φ : B0 → B1
that approximate the distance between (A0, B0, f0) and (A1, B1, f1). Let f¯0 = ϕ ◦ f0 ◦ ψ−1 :
A1 → B1, then it is clear that a δ-bundle map Ψ : (A1, B1, f¯0) → (A1, B1, f1) measured by
the pull-back metric from A0 is equivalent to a δ-bundle map from (A0, B0, f0) up to the fixed
homeomorphisms. Furthermore, because the metrics on A0 and A1 are close, δ can be measured
by the metric on A1.
For any p ∈ B1, let ϕ be a bi-Lipschitz local chart around p. Then applying the iterated
gradient flow techniques developed in the proof of Theorem A to ϕ◦ f1, a δ-mapΨp : f¯ −10 (p)→
f −11 (p) that is continuous in p can be locally defined. Then the globally defined mapΨ f1(x)(x) :
A1 → A1 maps f¯0-fibers to f1-fibers. Note that the construction of Ψp involves a choice of a
local chart, and thus the global map Ψ f1(x)(x) : A1 → A1 is not canonically determined and
thus may not be continuous. Our approach is by a global construction of Ψp as follows: take a
finite covering of charts {(B ρ
2
(qi ), ϕi )} and an associate partition of unity {λi : B1 → [0, 1]}. For
any p ∈ B1, we will use the gradient flow of h p =i λi (p) · dist(ϕi◦ f1)−1(Sr (ϕi (p))) to construct
a fiber-wise map Ψp : f¯ −10 (p) → f −11 (p) that turns out to be continuous in p. Here another
technical difference from the proof of Theorem A is that, it is enough for us to construct the
desired δ-bundle map by the gradient flow instead of gradient deformations, even for the case
that the fiber is not connected.
Remark 2.3. For special cases Ψp can be constructed via the gradient flow of the distance
function dist f −11 (Sr (p))
for small r without involving a choice of charts. For example, B1 is a
Riemannian manifold, or an Alexandrov space with curvature bounded below in which every
point is (n, δ)-strained [1], This is because, in those cases dH (Sr (p), Sr (q)) ≤ ~(|pq|) holds as
p varies to q , and thus by Lemma 1.7 and (1.3.3) the continuity ofΨp in p follows (see the proof
of Proposition 1.6). However, in general when B1 is a (ρ, µ)-Lipschitz manifold, this inequality
does not hold any more. So it is necessary for us to make use of the local charts.
Theorem 2.4. Let the assumptions be as in Theorem B, and let f¯0, f1 : A1 → B1 be fiber bun-
dles as in the above. Then there is a constant ϵ such that if dG H ((A1, B1, f¯0), (A1, B1, f1)) <
~(ϵ), there is a δ-bundle map Ψ : A1 → A1 such that f1 ◦Ψ = f¯0, and δ → 0 as ϵ → 0.
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In view of the above, it is clear that Theorem B follows from Theorems 2.4 and E. Next, we
will give some estimate on the gradient flow of h p, and then prove Theorem 2.4.
2.1. Gradient estimates
Let f : A → B be an eϵ-LcL map, where A ∈ Alexn(κ) and B is a metric space. For
p ∈ B and r, µ > 0, suppose there are several eµ-bi-Lipschitz maps around p onto an open
subset of Rm , ϕi : Beµr (p) → Rm (i = 1, . . . , s). To simplify notion, we write fˆi = ϕi ◦ f ,
fˆ −1i (Br ) = fˆ −1i (Br (ϕi (p))), fˆ −1i (Sr ) = fˆ −1i (∂Br (ϕi (p))), and Sr =

i fˆ
−1
i (Sr ).
Lemma 2.5. For any ai ≥ 0 and si=1 ai = 1, let h =si=1 ai · dist fˆ −1i (Sr ).
(2.5.1) For x ∈i fˆ −1i (Br )− f −1(p), ϵ ≥ 0, µ ≥ 0 and r > 0 such that
eϵ+µr
√−κ ≤ 1
2
, κ < 0,
eϵ+µr
√
κ ≤ π, κ > 0,
the gradient vector of h satisfies
1 ≥ |∇x h| ≥ 1− (e2(ϵ+µ) − 1) · r
2
|x f −1(p)| · |xSr | (κ = 0)
1 ≥ |∇x h| ≥ 1− (e2(ϵ+µ) − 1) · 2r
2
|x f −1(p)| · |xSr | (κ < 0)
1 ≥ |∇x h| ≥ 1− (e2(ϵ+µ) − 1) · r
√
κ · sin r√κ
sin
√
κ|x f −1(p)| · sin√κ|xSr | (κ > 0).
(2.5.2) For eϵ+µ ≤ 1.02062 (r ≤ 1
2eϵ+µ
√−κ when κ < 0), and for all x ∈

i fˆ
−1
i (B 2r3
), the
gradient curve Φ(t, x) of h satisfies
Φ(x, t) ∈

i
fˆ −1i (B r3 ), t ≥ 5.87876× 106 · r.
Proof. Let x ∈i fˆ −1i (Br )− f −1(p), y ∈ f −1(p) be such that |xy| = |x f −1(p)|. Let v be the
direction of a minimal geodesic from x to y, then
|∇x h| ≥ |dx h(v)|, where dx h(v) =

i
ai · dx (dist fˆ −1i (Sr ))(v).
By the proof of (1.5.1), every dist fˆ −1i (Sr )
satisfies (for κ < 0)
dx dist fˆ −1i (Sr )
(v) ≥ 1− (e2(ϵ+µ) − 1) · 2r
2
|x f −1(p)| ·
x 
i
fˆ −1i Sr
 .
Therefore (2.5.1) holds.
The proof of (2.5.2) is similar to that of (1.5.2) in Lemma 1.5 with some modification due to
a little complexity of h. It suffices to show the case κ < 0.
For x ∈i fˆ −1i (B 2r3 ) such that h(x) ≥ eϵ+µ r − e−2µ · r3, we claim that for any t ≥ 0,
Φ(x, t) ∈

i
fˆ −1i (B r3 ).
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For any fixed t ≥ 0, let |Φ(x, t) fˆ −1i0 (Sr )| = maxi |Φ(x, t) fˆ −1i (Sr )| for some i0. Then
|Φ(x, t) fˆ −1i0 (Sr )| ≥ h(Φ(x, t)) ≥ eϵ+µ

r − e−2µ · r
3

.
Let y = fˆi0(Φ(x, t)). By Lemma 1.4 we get
|ySr (ϕi0(p))| ≥ e−(ϵ+µ)|Φ(x, t) fˆ −1i0 (Sr )| ≥ r − e−2µ ·
r
3
,
|yϕi0(p)| = r − |ySr (ϕi0(p))| ≤ e−2µ ·
r
3
.
Again by Lemma 1.4, for each i we obtain
| fˆi (Φ(x, t))ϕi (p)| ≤ r3 ,
and thus the claim.
For x ∈i fˆ −1i (B 2r3 ) such that h(x) < eϵ+µ r − e−2µ · r3. Let
T (x) = sup

t ≥ 0 : h(Φ(x, t)) ≤ eϵ+µ

r − e−2µ · r
3

.
It suffices to bound T = T (x) from above by C · r for some constant C > 0. Since
x ∈ i fˆ −1i (B 2r3 ), by Lemma 1.4 we see that |x fˆ −1i (Sr )| ≥ e−(ϵ+µ) r3 for each i . Hence for
any 0 ≤ t < T ,
max
i
|Φ(x, t) fˆ −1i (Sr )| ≥ h(Φ(x, t)) ≥ e−(ϵ+µ)
r
3
,
min
i
|Φ(x, t) fˆ −1i (Sr )| ≤ h(Φ(x, t)) ≤ eϵ+µ

r − e−2µ · r
3

.
By Lemma 1.4, the above two inequalities imply
min
i
| fˆi (Φ(x, t))ϕi (p)| = r −max
i
| fˆi (Φ(x, t))Sr (ϕi (p))| ≤ r − e−2(ϵ+µ) r3 ,
max
i
| fˆi (Φ(x, t))ϕi (p)| = r −min
i
| fˆi (Φ(x, t))Sr (ϕi (p))| ≥ r − e2(ϵ+µ)

r − e−2µ · r
3

,
which by Lemma 1.4 again yield
e−(ϵ+µ)r − eϵ+µ

r − e−2µ · r
3

≤ |Φ(x, t) f −1(p)| ≤ eϵ+µr − e−(ϵ+µ) r
3
. (2.5.3)
Together with Lemma 1.4, from (2.5.3) we get that for each i ,
e−2(ϵ+µ)r + e−2µ r
3
− r ≤ | fˆi (Φ(x, t))ϕi (p)| ≤ e2(ϵ+µ)r − r3 .
Since | fˆi (Φ(x, t))ϕi (p)|+| fˆi (Φ(x, t))Sr (ϕi (p))| = r , the above (by Lemma 1.4 one more time)
implies
e−(ϵ+µ) 4
3
r − eϵ+µr ≤ |Φ(x, t) fˆ −1i (Sr )| ≤ 2eϵ+µr − e−(ϵ+µ)r − eϵ−µ
r
3
. (2.5.4)
Plugging (2.5.3)–(2.5.4) into (2.5.1) for κ < 0, we estimate the norm for the gradient vector of h
along Φ(x, t)|[0,T ):
|∇h| ≥ 1− 18eϵ+µ · e
2(ϵ+µ) − 1
(4− 3e2(ϵ+µ)) · (3− 3e2(ϵ+µ) + e2ϵ) .
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Restricting 1 ≤ ξ = eϵ+µ ≤ 1.02062, the above yields that |∇h| ≥ C0(ξ) (> 0.00025). By the
same arguments at the end of the proof of (1.5.2), for any 0 ≤ t < T , we have
C0(ξ)
2t ≤
 t
0
|∇Φ(x,t)h|2dt ≤ eϵ+µ

r − e−2µ · r
3

− e−(ϵ+µ) 1
3
r.
Now it is clear that T ≤ C · r for some constant C > 0, and by computation C can be chosen to
be 5.87876× 106. 
We conclude this subsection by a proof of Theorem E (following [23,8]).
Proof of Theorem E. For any pi ∈ Mi , if pi → p ∈ M , then Br (pi ) dG H−→ Br (p). Let ϕi :
Br (pi ) → Rm be an eµ-bi-Lipschitz map. Clearly {ϕi } is equi-continuous and totally bounded,
and by Ascoli’s Theorem, a subsequence of ϕi converges to an eµ-bi-Lipschitz ϕ : Br (p)→ Rm .
Therefore M is a (ρ, µ)-Lipschitz manifold.
Recall that a function η : [0, R] → [0,∞) is called a contractibility function for a metric
space X , if η is continuous at 0, η(r) ≥ r and for each point x in X , Br (x) contracts to a point in
Bη(r)(x). It is clear that for a (ρ, µ)-Lipschitz manifold M , ρ(r) = e2µ ·r : [0, e−2µ ·ρ] → [0, ρ]
is a contractibility function. Thus we can apply the proposition in Section 3 of [23], and conclude
that for all large i such that dG H (M, Mi ) = ϵi ≤ e−4µ4 · ρ, there is a continuous onto map
φi : M → Mi with ∥φi (x)φi (y)| − |xy∥ < (1 + 2 · e2µ) · 4ϵi . By now we are able to apply
Theorem 1.2′ to obtain a homeomorphic ~(ϵ)-GHA from M to Mi . 
2.2. Proof of Theorem 2.4
We are now ready to complete the proof of Theorem 2.4 and thus obtain Theorem B. In the
proof a δ-bundle map will be defined by taking limits of a sequence of iterated gradient flows.
We will verify its continuity directly.
Proof of Theorem 2.4. For any p ∈ B1, let F(p) = f¯ −10 (p) and F1(p) = f −11 (p). We
shall define a continuous map Ψp : F(p) → F1(p), where Ψp is defined similar to one in
Proposition 1.6. Then Ψ f1(x)(x) : A1 → A1 defines a δ-bundle map from f0 to f1.
Recall that h p = i λi (p) · dist fˆ −1i (Sr (ϕi (p))) : A1 → R+ (see the discussion before
Theorem 2.4), where fˆi = ϕi ◦ f1, and {λi } is the partition of unity subordinate to the open
cover of eµ-bi-Lipschitz charts {(Bρ(qi ), ϕi ) : i = 1, . . . , N } such that {B ρ
2
(qi ) : i = 1, . . . , N }
covers B1. Let C0 be the definite constant in (2.5.2), and let r = min{ e−µρ2 , δ−~(ϵ)4C0 }. When ϵ
(and thus ~(ϵ)) sufficiently small, we may assume that fˆi (F(p)) ⊂ B 2r
3
(ϕi (p)) for any i such
that p ∈ B ρ
2
(qi ). Note that for qi with |pqi | ≥ ρ2 , dist fˆ −1i (Sr (ϕi (p))) may not be defined. However,
λi (p) ·dist fˆ −1i (Sr (ϕi (p))) is always well-defined. To simplify the notation, in the following we will
denote pˆi = ϕi (p).
For j = 1, 2, . . . , let us consider the semi-concave function
h j,p =

i
λi (p) · dist
fˆ −1i

S r
2 j−1
( pˆi )
 : A1 → R+
and its gradient curve Φ j (z, t). By (2.5.2), after time T j = C0 · r2 j−1 , Φ j flows any point in
{i :p∈Bρ (qi )} fˆ
−1
i (B 23 · r2 j−1
( pˆi )) into

{i :p∈Bρ (qi )} fˆ
−1
i (B 13 · r2 j−1
( pˆi )). Let Φ
T j
j (·) = Φ j (·, T j ).
Then the iterated map Φ
T j
j ◦ · · · ◦ ΦT11 uniformly converges to a continuous map Ψp : F(p) →
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F1(p). In particular, for any x0 ∈ F(p), the iterated point xk = Φk(xk−1, Tk) satisfies
|xk xk+1| ≤ length(Φk+1(xk, t)[0,Tk+1]) ≤ Tk+1 ≤ C0 ·
r
2k
. (2.6)
This implies that for any x, y ∈ F(p), if Ψp(x) = Ψp(y), then
|xy|A0 ≤ |xΨp(x)|A1 + |Ψp(y)y|A1 + ~(ϵ)
≤
∞
k=0
|xk xk+1|A1 +
∞
l=0
|yl yl+1|A1 + ~(ϵ)
≤
∞
k=0
Tk+1 +
∞
l=0
Tl+1 + ~(ϵ)
≤ 4C0 · r + ~(ϵ).
And thus diamA0(Ψ
−1
p (z)) < δ for any z ∈ F1(p).
Next, we verify that Ψp(x) is continuous in both p and x . Given any ϵ > 0, choose k0
such that C0 · r2k0−3 < ϵ. Let pl ∈ B1 and x l ∈ A1 be such that pl → p and x l → x . Let
x lk = Φl,Tkk ◦ · · · ◦ Φl,T11 (x l) and xk = ΦTkk ◦ · · · ◦ ΦT11 (x), where the flows Φl,tj = Φlj (·, t) and
Φtj = Φ j (·, t) are defined as in the above centered at pl and p respectively. For any k ≥ k0 and
sufficiently large l, because the estimate for the convergence of {x j } in (2.6) independent of p,
we derive
|Ψpl (x l)Ψp(x)| ≤ |Ψpl (x l)x lk | + |x lk xk | + |xkΨp(x)|
≤ |x lk xk | + C0 ·
r
2k−2
< C0 · r
2k−3
(< ϵ),
where the proof of the last inequality is given below.
First, by Lemma 1.4 we see that
dH ( fˆ
−1
i (Sr ( pˆ
l)), fˆ −1i (Sr ( pˆi ))) ≤ eϵ0+µ · dH (Sr ( pˆli ), Sr ( pˆi )) ≤ eϵ0+2µ · |pl p|.
By Lemma 1.7, dist fˆ −1i (Sr ( pˆli ))
and dist fˆ −1i (Sr ( pˆi ))
are eϵ0+2µ|pl p|-close. Hence
|h j,p, h j,pl | =


i
λi (p) · dist
fˆ −1i

S r
2 j−1
( pˆi )
, 
i
λi (p
l) · dist fˆ −1i (S r
2 j−1
( pˆli ))

≤

i
λi (p) ·
dist fˆ −1i (S r
2 j−1
( pˆi ))
, dist fˆ −1i (S r
2 j−1
( pˆli ))

+

i
λi (p)− λi (pl) · eϵ0+µr
≤ eϵ0+2µ · |ppl | +

i
|λi (p)− λi (pl)| · eϵ0+µr
< ~(|ppl |) independent of j.
Second, dist fˆ −1i (Sr ( pˆli ))
is cnκsnκ (
e−µr
3
√
1.02
)-concave on fˆ −1i (B 23 r ( pˆ
l
i )) for any p
l and r (see
Section 1.2). Let λ = cnκsnκ ( e
−µr
3
√
1.02·2k−1 ), then h j,p and h j,pl are λ-concave functions for all
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1 ≤ j ≤ k, 1 ≤ l <∞. We derive from (1.3.3) that
|x l1x1|2 ≤ e2λT1 · |x l x |2 +
2(e2λT1 − 1)
λ
· ~(|ppl |),
|x l2x2|2 ≤ e2λT2 · |x l1x1|2 +
2(e2λT2 − 1)
λ
· ~(|ppl |),
· · · · · · · · ·
|x lk xk |2 ≤ e2λTk · |x lk−1xk−1|2 +
2(e2λTk − 1)
λ
· ~(|ppl |),
So for any fixed k, |x lk xk | < C0 · r2k−2 for all sufficient large l. 
3. Smoothable Alexandrov spaces
Let f : A → B be a submetry from A ∈ Alexn(κ) to a (ρ, µ)-Lipschitz m-manifold. It
is easy to see that f is a locally proper, regular and admissible map defined in [21]. Thus by
Perelman’s fibration theorem [21], f is a fiber bundle projection. If A is a topological manifold,
then a fiber f −1(p) is a homology manifold (see [27]) that may not be a topological manifold
for n − m > 3 (see Example 3.1). However f −1(p) is a topological manifold for n − m ≤ 3.
Example 3.1. Let N = S3/Γ be the Poincare´ homology sphere of constant sectional curvature
one for |Γ | = 120. Then the spherical suspension S1(N ) is an Alexandrov space with curv ≥ 1
[1], which is not a topological manifold but a homology manifold. It turns out that the product
space S1(N ) × T 2 (T 2 a flat torus) is a topological manifold (cf. [5,7,26]). Equipped with the
product metric, the projection S1(N ) × T 2 → T 2 is a submetry whose fiber S1(N ) is not a
topological manifold.
Observe that for any (p, t) ∈ S1(N ) × T 2 and p is a vertex point of S1(N ), the space of
directions Σ(p,t) is homeomorphic to S1(S1(N )) which is homeomorphic to S5 [17].
To prove Theorem D, we need to show that each point in an f -fiber has a neighborhood
homeomorphic to the Euclidean (n − m)-space. Let p ∈ A be such that f (p) is a regular point.
Let λA be the space with the rescaled metric by λ. Consider the pointed Gromov–Hausdorff limit
of the triples fλ : (λA, p)→ (λB, f (p)) as λ→+∞,
(λA, p)
dG H−−−−→ (Tp A, o) fλ  f∞
(λB, f (p))
dG H−−−−→ (Rm, o).
(3.2)
We will show that f∞-fiber is homeomorphic to Rn−m , and then apply a pointed version of
Theorem 0.2 in [18] (see Theorem 3.3) to conclude that fλ-fiber (λ large) is a topological
manifold.
To state the pointed version of Theorem 0.2, we need the notion of pointed Gromov–Hausdorff
distance between the two pointed triples,
dG H,p(((X1, x1), (B1, p1), f1), ((X2, x2), (B2, p2), f2))
= infϵ | ψ : (X1, x1)→ (X2, x2), φ : (B1, p1)
→ (B2, p2), dˆH,ϵ,p(φ ◦ f1, f2 ◦ ψ) < ϵ

,
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where φ and ψ are pointed ϵ-Gromov–Hausdorff approximations, and
dˆH,ϵ,p(φ ◦ f1, f2 ◦ ψ)
= sup
q∈B1/ϵ(p2)

dH

(φ ◦ f1)−1(q) ∩ B 1
ϵ
(x1), ( f2 ◦ ψ)−1(q) ∩ B 1
ϵ
(x1)

.
The proof of Theorems 8.2 and 7.11 in [18] implies the following result:
Theorem 3.3 ([18,20]). Let fi : (Ai , xi ) → (Bi , pi ) be a submetry, where Ai is a complete
Alexandrov n-space with curvature curv ≥ κ and Bi is a complete Riemannian m-manifold
(i = 0, 1). There exists a constant ϵ = ϵ((A0, x0), (B0, p0), f0) > 0 such that if
dG H,p(((A0, x0), (B0, p0), f0), ((A1, x1), (B1, p1), f1)) < ϵ,
then there are pointed ~(ϵ)-GHAs which are embeddings, Ψ : (B 1
2ϵ
(x0), x0) → (A1, x1) and
Φ : (B 1
2ϵ
(p0), p0)→ (B1, p1), such that f1 ◦Ψ = Φ ◦ f0.
To show that an f∞-fiber is homeomorphic to Rn−m , we shall employ the following
geometrical property of a smoothable Alexandrov space.
Theorem 3.4 ([17]). Let A ∈ Alexn(κ). If A is smoothable, then for any p ∈ A, the space
of directions Σp A ∈ Alexn−1(1) is smoothable and is homeomorphic to a sphere. Hence the
iterated space of directions,
Σ∗(Σp(A)), · · · , Σ∗(· · · (Σp(A)) · · ·)
at any point are all homeomorphic to spheres.
Proof of Theorem D. Let p ∈ A be such that f (p) ∈ B is regular. Consider the commutative
diagram (3.2), since f∞ : Tp A → Rm is a submetry, the horizontal lifting yields the splitting
Tp A = Rm × N and N = f −1∞ (0) is a flat cone over Γ , which consists of the unit directions in
N . We shall show that Γ is homeomorphic to a sphere, and thus N is homeomorphic to Rn−m .
By Theorem 3.3 we then finish the proof.
Because Rm × o ⊂ Tx A contains orthogonal m-pairs (vi ,−vi ): ](vi ,−vi ) = π and
](vi ,±v j ) = π2 , by the suspension theorem [1] we conclude that Σp A is isometric to the
spherical suspension S1(Γ1) over Γ1, where Γ1 ⊂ Σp A consists of vectors w satisfying
](v1, w) = ](−v1, w) = π2 . Note that Γ1 = Σv1(Σp A). Since (v2,−v2) ∈ Γ1, by the same
reason we conclude that Γ1 = S1(Γ2), Γ2 = Σv2(Γ1) and Σp A = S21(Γ2) = S1(S1(Γ2)). After
m-steps, we obtain that Σp A = Sm1 (Γm) and Γm = Σvm (Γm−1). Note that Γm = Γ consists of
all directions orthogonal to {vi ,−vi | i = 1, . . . ,m}.
Since A is smoothable, by Theorem 3.4 we see that every Γi = Σvi (Γi−1) is smoothable
and homeomorphic to the sphere Sn−i−1. Eventually, we conclude that Γ is smoothable and
homeomorphic to Sn−m−1, and thus N is homeomorphic to Rn−m . 
Proof of Theorem C. We argue by contradiction, assuming a sequence of ϵk-Riemannian
submersions fk,0 : Mi,0 → Bk,0, fk,1 : Mi,1 → Bi,1 (ϵk → 0), where Mk,i , Bk,i (i = 0, 1)
satisfy the assumptions in Theorem C, fk,0 and fk,1 are pair-wisely non-isomorphic, and
dG H ((Mk,0, Bk,0, fk,0), (Mk,1, Bk,1, fk,1)) < ϵk .
Without loss of generality, we assume that fk,0 : Mk,0 → Bk,0 converges to a submetry
f : M → B. By Theorem D, an f -fiber is a topological manifold, and thus by Theorem B
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we conclude that (Mk,0, Bk,0, fk,0) is isomorphic to (M, B, f ). Because fk,1 : Mk,1 → Bk,1
also converges to f : M → B, by Theorem B we get a contradiction. 
We point out that for an ϵk-Riemannian submersion fk,i : Mk,i → Bk,i (i = 0, 1), one may
directly construct a δ-bundle map φ : M → Mκ,i via the horizontal lifting of minimal geodesics,
and then apply Theorem 2.1 to get a contradiction.
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