Abstract-Supply chain is an integral part of the operations management and became a significant concept for overall profitability of industrial scenario. It consists of several levels in which material flows through various stages to reach the end customer. A three level supply chain consists of a manufacturer, distributor and retailer, who are the cost bearers. It is necessary to have a coordinated approach between the tiers so that the chain is timed accurately for least inventory and minimum cost consequently maximum profits. In this paper, we consider a coordinated three echelon supply chain with a single manufacturer supplying a single type of product to single distributor and then to a single retailer. A mathematical model is developed for the coordinated supply chain under consideration and it is solved using Particle Swarm Optimization (PSO) algorithm and Genetic Algorithm (GA) for optimal values of decision variables and objective function. A numerical example is posed and the results obtained herein are compared for these techniques.
INTRODUCTION

A. Supply chain
The concept of supply chain management was first introduced by Houlihan as presented in [1] and that the role of customer and supplier is played by every member in a supply chain system and the main target of supply chain management is to has since been a major advancement in logistics field. Reference [2] describes supply chain management as a unifying method for planning and manipulating the material flow from suppliers to end-users. Reference [3] , [4] discuss the conceptintegrate upstream and downstream suppliers to enhance theoverall efficiency of the supply chain to meet customer demand.
A MIP model proposed in [5] , proposed supply chain which is divided into stages and each stage representing an operation (the sourcing of a component, the assembly of a sub-assembly or the final product, and the shipment of a product to customers) or an activity that could be implemented by alternative resource options.
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B. Genetic Algorithm (GA)
Genetic algorithm (GA), one of the notable random evolutionary search algorithms, was developed by John Holland in the late sixties. The ease of usability and larger number of applications aided GA to be applied in various optimization and search queries and has emerged as one of the promising methods to provide explanations for complex problems discussed in [6] - [9] .
A certain population of strings, which encodes candidate solutions (called individuals) to an optimization problem, evolves toward generating better solutions. The operation of evolution starts from a population of arbitrarily generated individuals and takes place in generations. The fitness value of each individual in the population is calculated in every generation. Multiple individuals are stochastically chosen from the current population (based on their fitness data), and they are modified (recombined and possibly randomly mutated) to form a new population. The new population generated is utilized in the next iteration of the algorithm specified. When a highest number of generations have been produced or a satisfactory fitness level has been reached for the population, the algorithm culminates.
Reference [10] gives development a Genetic Algorithm (GA) based coordination algorithm which is able to coordinate the agent'sinteractions to optimise the supply chain designs dynamically. A GA based process to design a four-echelon supply chain (suppliers, plants, warehouses, and customers) was introduced in [11] . Genetic Algorithmshas been applied in several engineering fields as presented in [11] - [15] . Genetic algorithm has also been excessively used as an alternative to exhaustive methods to solve combinatorial problems as a result of its limiting complexity.
C. Particle Swarm Optimization (PSO)
Reference [16] , [17] stated that PSO is a simple and usable method to calculate the optimization problems. Particle Swarm Optimization was introduced by Eberhart and Kennedy in [18] as an optimal algorithm which is based on the concept of social demeanour of bird flocking. The swarm consists of particles and the each particle is an individual. Every position in the problem solution space or the search space is an affiliated solution to the problem describing the way particles cooperate to identify the best position (best solution) in the search space (solution space).
With consecutive iterations, particles travel toward the pbest position and gbest position. The pbest position is the best position calculated by each particle so far specific to each particle in a specific iteration whereas the gbest position is the best position generated by the swarm. The A Comparative Study of Three Echelon Inventory Optimization using Genetic Algorithm and Particle Swarm Optimization.
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Here, v pq andx pq are the velocity and position respectively of particle p on dimension q. Also, pbest pq is the pbest position of particle p on dimension q, and gbest q is the gbest position of the swarm on dimension q.A higher value of w i.e. inertia weight gives that the particles achieve high velocities and vice versa. Particles prefer moving near towards pbest position or gbest position based on constants c 1 and c 2 . The rand1 and rand2 are the arbitrary variables between 0 and 1.
II. MATHEMATICAL MODELING
In accordance with the underlying assumptions, we constrain and define the mathematical model. This mathematical model is used to define the nature of the problem in terms of cash flow in the supply chain through various levels. These amounts are represented in terms of mathematical concepts and formulated in the model proposed below.A numerical illustration posed solves the model using both Genetic Algorithm and Particle Swarm Optimization and compares the results obtained.
A. Assumptions
The following features and assumptions are considered for the model. 
C. Model F ormulation
The annual total relevant cost of the retailer is given by the sum of annual ordering cost and carrying cost at retailer and it can be expressed as,
The annual total relevant cost of the distributor is given by the sum of annual ordering cost and carrying cost at distributorand it can be expressed as,
The annual total relevant cost of the manufacturer is given by the sum of annual ordering cost and carrying cost at manufacturerand it can be expressed as,
The annual total relevant cost of the supply chain is given by the sum of individual annual total relevant costs at retailer, distributor and manufacturer and it can be expressed as,
Equation (7) gives the total relevant cost of the entire supply chain in terms of decision variables and predefined parameters. This equation is optimized for a coordinated supply chain to determine the optimal values of decision variables and objective functionwhereas equations (3), (4) and (6) are optimized individuallyfor optimal values at retailer manufacturer and distributor respectively.
III. NUMERICAL ILLUSTRATION
For understanding the quantified effects of the model proposed we take a numerical illustration. This gives us a clear idea as to how PSO is related to GA in terms of practical examples. The following numerical data is considered for the coordinated supply chain problem under consideration to illustrate the presented model. Applying PSO and Genetic algorithm to the data given above, the equation (7) is solved to obtain the optimal values of decision variables and objective function and the results are presented in Table I . From the table given above, we depict the comparison of the total relevant cost obtained from the two algorithms under consideration. Here, the inventory ratio obtained is appropriated to a positive integer value depicted in the table. The values of decision variables and objective function are optimized using both methods and is then mapped alongside each other. We see that the total relevant cost of the supply chain as obtained from Genetic Algorithm is lower than that obtained from PSO algorithm. Fig. 1 shows the continuous decrease in thetotal relevant cost upto a certain value of generations and shows a saturated behaviour with increasing number of generations. Table I . 3 shows the change in optimal value of the total relevantcost with respect to increasing number of iterations.For lower number of iterations, the solution shows a decreasing trend initially and then becomes steady and for larger iterations, the optimal solution converges to a specific value. In Fig. 4 , we infer that in the decreasing pattern the total relevant cost fluctuates initiallyfor up to a certain value of swarm size and then becomes steady with further increase in swarm size. 
IV. CONCLUSIONS
This paper gives a comparative study along a line of research investigating optimal inventory decisions in a three level supply chain with single manufacturer, single distributor supplying a single type of product to a single retailer. The comparison is based on the algorithm adopted to solve the three echelon problem illustrated by a numerical example.
The model compares the optimized total relevant cost at the manufacturer, distributor and retailer. It is observed that the retailer's replenishment quantity is more in case of particle swarm optimization method along with similar number of shipments as shown by values of positive integers. In addition, it is noted that genetic algorithm gives a lesser output for the total relevant cost of total chain as compared to particle swarm optimization. Hence, it may be concluded from the comparative study that genetic algorithm generates better optimal values for decision variables and objective functions. The scope of the project is cited in industrial applications as optimization of inventory storage in industries.
