Abstract-With the computational capabilities of parallel computers, we should investigate new methods which have performance advantages on parallel computers even if they are not faster than conventional methods on sequential computers. One such method is the partitioning finite-element method (FEM). In this paper, we consider the implementation of the partitioning FEM on both the Cray Y-MP and the Intel Touchstone Delta. The partitioning method is shown to have many advantages over a traditional finite-element approach. On the Cray Y-MP and sequential computers, the partitioning method requires significantly less memory. For parallel processors such as the Intel Delta, we show that the partitioning FEM has a higher parallel efficiency than traditional FEM.
I. INTRODUCTION common approach for the development of parallel codes
A is to take an existing sequential code and to modify it to run on a parallel computer. This approach may result in limited success since the full exploitation of parallelism may not be possible with the structure of the sequential code. A better approach is to develop a parallel code from scratch which allows the programmer to take advantage of any parallelisms that may be present in the numerical method under consideration. However, the best approach is to either develop or find a method which performs the same function as the original method, but is more suited for implementation onto a parallel computer. In many cases, the new method may be only marginally more efficient or possibly less efficient than the original method on a sequential computer. The idea of choosing the method based on the computer architecture is good in theory, but it is seldom done in practice. The purpose of this work is to demonstrate the gains in efficiency that one can achieve with this approach.
The finite-element method (FEM) is a technique that is often implemented on a parallel computer. In this paper, we consider the parallel performance of the recently introduced partitioning FEM versus a traditional FEM approach. The partitioning FEM has been applied to both scattering [l] , [2] , and guided wave [3] problems in which the partitioning is performed along one direction. The accuracy and validity of this method has been demonstrated on numerous geometries in these two papers.
In [l], the partitioning method is shown to be computationally more efficient than the traditional FEM with a banded solver. However, when a general sparse solver is used, the efficiency is only marginally better for the partitioning FEM.
In [3], this method is implemented for three-dimensional (3-D) waveguide geometries on the CM-2, which is a massively parallel machine based on a single-instruction multiple-data (S IMD) architecture.
If one studies the parallelisms associated with the partitioning FEM, it becomes clear that this method has great potential for a very efficient implementation onto a multiple-instruction multiple-data (MIMD) architecture. This observation is noted in [ 11 and is one of the main reasons for the initial development of the method.
In addition to the parallel implementation, we also plan to demonstrate that the approach in [l] can be made more efficient by the use of a general sparse direct solver and by allowing the partitioning to be done in two directions. The modified method is implemented on the Cray Y-MP and the Intel Touchstone Delta [4] which is an MIMD parallel computer. Because the partitioning FEM has already been
, we plan to concentrate on the study of the sequential and parallel efficiency of the partitioning FEM through the solution of a simple geometry. The problem considered here is an infinitely long dielectric cylinder. The shape and material property of the cylinder are assumed to be invariant in the z direction. The wave vector of the incident field is normal to the axis of the cylinder. The problem can be represented by a two-dimensional (2-D) scalar Helmholtz equation which can be solved with the use of either a traditional FEM formulation or the partitioning FEM.
PARTITIONING FINITE-ELEMENT METHOD
In the partitioning FEM, the entire-solution domain is divided into smaller sections where the partitioning may occur in either one or two directions. A partitioned geometry is shown in Fig. 1 . The main purpose is to break the entire problem into smaller subproblems such that the finite-element matrices for the partitioned sections are of moderate size. The finiteelement mesh for each section is generated independently. In many geometries, there may be instances where two sections are identical in shape and material properties. If the same mesh is used for both sections, then we label these two as the same section type. In this way, all the sections can be grouped into section types. Thus, the FEM solution is only generated for each section type rather than for every section. Note that the method is not limited to only having partitions with four sides. This is done to explain the method and, also, it is advantageous in providing a structure to the coupling matrix described later in this paper.
A. FEM Solution of Each Section Type
The partitioning FEM relies upon the solution of numerous finite-element matrices with a set of Neumann boundary conditions for each section. It should be noted that the FEM matrix is singular at the internal resonances of the computation domain. Fortunately, the size of the sections can be chosen small enough to avoid internal resonances or at least to make the occurrence of internal resonances highly unlikely. A known Neumann boundary condition is applied to the outer boundary which is represented by 60, while the intersection boundaries are denoted by SS,, as shown in Fig. 1 .
To describe ~e partitioning FEM for a two-way partition, let us consider four sections of the domain (as shown in Fig. 2) where SS,, , represents the right intersection boundary of the nth section, while S S , , represents the upper intersection boundary of the mth section. It is assumed that the bottom boundaries of the m and m + 1 sections are at the boundary of the geometry; therefore, since it is assumed that the Neumann boundary condition is known along these two boundaries, there are no unknowns associated with them. Since the tangential magnetic field is not known at the intersection boundaries, we can approximate the values on each intersection boundary in terms of a sum of known basis functions multiplied by unknown coefficients. For example, on the interior boundary SS,,,, the tangential magnetic field for the nth section is expressed as the outward derivative of the electric field. The tangential magnetic field on the right boundary of section n can be represented by 
2=1
Let us consider the interior nth section with the Neumann boundary condition applied on each of the four intersection boundaries. By using the property of linearity, the total electric-field solution on the nth interior section can be determined by the superposition of four boundary value problems, as shown in Fig. 3 . The shape of the nth section is chosen just to demonstrate that a section is assumed to have four sides but is otherwise arbitrary. The total solution on the section is expressed as a sum of four boundary value solutions
Each boundary value solution is a sum of I solutions, each of which is associated with an unknown coefficient. The field solutions for the four boundary-value problems in Fig. 3 are, respectively refer to the side of the section on which the Neumann boundary condition ( h~, ho, h~, or h~) is applied, with its corresponding unknown coefficient vector (p, q, T , or s). Ai,, is the finite-element solution on the nth section with the appropriate interior Neumann boundary condition.
B. Coupling of Sections
To evaluate the unknown coefficients on each intersection boundary, the FEM solutions of each section are coupled to the adjacent sections by enforcing the continuity of the tangential electric and magnetic fields on the intersection boundary. To demonstrate the coupling of the adjacent sections, let us consider the nth interior section and its adjacent section, the ( n + 1)th section, shown in Fig. 2 . By applying the boundary condition that the tangential magnetic field must be continuous on SS,,,, we have Hn(Ssn, r ) = -ffn+1 (Ssn, T ) .
(8)
Note that the negative sign is due to the fact that the normal derivatives are defined outward from each section along the same interior boundary. Since we use the same basis functions on both the nth section and the ( n + 1)th section, the above equation reduces to -Pz,n+1 = T z , n *
(9)
The continuity of the electric field cannot be enforced directly, so it is enforced in an integral sense. At the interior boundaries SS,,, we can write where K~, j = 1, . . . , I represent a set of weighting functions.
In our case, we choose the weighting functions to be equal to the basis functions ( K~ = qJ). As a reminder, we note that EEt(SS,,,) is found from the superposition of the FEM solutions A,, , multiplied by the appropriate coefficients and evaluated at the intersection boundary SS,, T .
The resulting matrix is sparse with the nonzero parts grouped into I x I dense submatrices. The parallel solution of this coupling matrix is discussed in a later section. On a sequential processor, the partitioning FEM has several advantages over the traditional FEM. The most important is the savings in memory costs. Because the computation for each section type can be done separately, only a single-section type needs to be stored in memory at any given time. To determine the memory and computational requirements of the partitioning FEM, let us define N to be the total number of unknowns, M to be the number of sections, and S to be the ratio N / M . For the partitioning FEM, each section requires O(S log S ) memory storage, and the coupling matrix requires O ( N log M ) . Thus, the maximum storage required at any time is O(S log S) + O ( N log M ) , which is significantly less than the traditional FEM.
COMPARISON OF COMPUTATION
Another important feature of the partitioning FEM is that the mesh generation for each section type can be done independently. In many instances, the mesh generation can be greatly simplified. Finally, let us consider the computational complexity of the partitioning FEM. The complexity to perform the matrix factorization of all the sections is O(NS1/2), while the complexity for the sum of all the numerous forward and back solves for all the sections is O ( N S 1 / 2 log S). The coupling matrix factorization requires o( ~~1 ' ) floating point operations which is the same complexity as the general sparse matrix factorization of the traditional FEM. However, the coupling matrix solve time is proportional to O ( N log M ) , which makes it smaller than the solve time for the traditional FEM. This analysis leads us to conclude that there is no difference in the overall computational complexity between the traditional FEM and the partitioning FEM. The results in Section V support this conclusion.
The partitioning method also has special advantages on parallel processors. The major reason for inefficient paral-lelization on a distributed memory MIMD architecture is the interprocessor communication. The solution of the matrix equation requires that matrix elements which reside in the memory on one processor be able to access the matrix elements on another processor. However, each section type in the partitioning method can be assigned to a processor; therefore, there is no need for communication between the processors in the solution of the individual section types. If one is careful in balancing the computational load among the processors, an almost perfect speedup can be achieved for the FEM solutions of the section types. The solution of the coupling matrix is the only part of the partitioning FEM which requires major algorithm modification for parallel efficiency. The development of the parallel algorithms for the solution of the coupling matrix is discussed next.
I v . PARALLELIZATION OF THE PARTITIONING FEM
On a multiprocessor system, the FEM computations for different section types can be done independently. Therefore, these section computations have to be distributed among the available processors. In addition, the coupling matrix, whose values depend on the solutions of the section types, should be set up on the different processors in a manner which optimizes the parallel efficiency.
The coupling matrix elements corresponding to a particular interior boundary in the partitioned solution domain are determined based on the solutions of the FEM computations on the sections adjacent to that boundary. This implies that the assignment of section computations to processors and the assignment of the matrix elements to processors should be done in a dependent fashion. The coupling matrix is symmetric in its sparsity structure (pattern of nonzeros), but is unsymmetric in its values. The parallel solution of the coupling system is done using a sparse Gaussian elimination algorithm.
The sparse Gaussian elimination algorithm operates on units of the matrix that we call row-columns. There are as many -row-columns as there are unknowns in the coupling system. The next few subsections address aspects relating to the parallelization of the partitioning method.
A. Parallelization of the Section Computations
As mentioned above, the mapping of the sections and the mapping of the coupling system are dependent on each other. The communication cost incurred during parallel solution of the coupling system is considerably larger than that incurred in assembling the coupling system from results of the section computation. Hence, a communication-efficient mapping of the coupling system is first determined (this process is described later in this section), and then a mapping of the section computations is done so as to minimize communication overhead in assembling the coupling system.
The results of the FEM computations on a section are needed to determine the values in the row-columns whose unknowns are represented by the expansion terms on the boundaries of the section. Each section is mapped onto one of the set of processors that have at least one of its relevant row-columns mapped onto them. The processor chosen out of this set is the one that has the maximum number of the relevant row-columns mapped onto it.
Based on the section mapping, each processor will have a set of section computations that it has to perform. Each of these computations is performed independently. The sequential sparse matrix routines available in SPARSPAK [5] are used for this purpose since the section computation involves a symmetric sparse system. In particular, the system matrix is reordered using the nested dissection ordering routine and solved using the general sparse solver in SPARSPAK, which performs a sparse Cholesky factorization followed by two sparse triangular solves.
B. Reordering and Mapping the Coupling System
Based on the initial numbering of the interior boundaries there will exist a certain coupling matrix sparsity structure. This matrix will have a block structure because all the unknowns on a boundary will have nonzeros associated with all the other unknowns on the same boundary and on the other boundaries of adjacent sections. This means that the existing coupling matrix structure contains many groups of rowcolumns that share a common nonzero structure. Such groups of row-columns are called supernodes [6] . Their existence is important because a number of sparse operations (involving an array element as an array subscript) can be replaced with dense operations (involving a scalar as an array subscript), improving performance on many machines. The larger a supernode, the better the improvement that can be expected.
During the Gaussian elimination process on the coupling system, extra nonzeros (fill-in) may be created. Appropriate reordering of the matrix typically reduces the amount of fillin significantly. The nested dissection algorithm [5] is used for the reordering. The positions of the fill-in that would be created during the Gaussian elimination algorithm are precomputed by symbolic preprocessing. Storage for such nonzeros is allocated in the data structure with their numerical values being initialized to zero.
After reordering the coupling system, the row-columns have to be assigned to processors. This mapping should be done so as to simultaneously have low communication and good dynamic load balancing. A data structure called the elimination tree [7] helps to achieve this. This tree has N nodes, one for each of the row-columns of the matrix. The parent of a node is defined by parent(i) = min { j : j > z and C,, is a nonzero}.
It can be shown that a row-column updates only a subset of its ancestors in the elimination tree and, in turn, is updated only by a subset of its descendants [7] . In general, therefore, if a mapping is chosen so that nodes that are in the same subtree are mapped onto the same processor or among a small subset of the processors, reduction in communication can be expected. The elimination tree that we actually use is a supernodal elimination tree in which the nodes corresponding to row-columns in a supernode (which will form a chain in the elimination tree as defined above) are collapsed into one node.
A heuristic algorithm, called recursive partitioning [8],
which takes the amount of work at each supernode of the elimination tree into consideration to produce a load-balanced mapping is used. The amount of work at each supernode is considered to be the number of operations involving the elimination of the row-columns in the supernode. Supernodes are assigned to groups of processors, and the individual rowcolumns within a supernode are then assigned to particular processors within these processor groups.
C. Solving the Coupling System
There are two phases in the parallel sparse Gaussian elimination process: the forward-elimination phase and the backward-substitution phase. The algorithms used in each phase are described in the following sections.
I ) Forward-Elimination Phase: The fonvard-elimination phase consists of two kinds of operations: 1) normalize-scaling of the upper triangular and right-hand side elements of a row-column by its diagonal element and 2) update-modification of the elements of a row-column T using elements of a row-column 0 , where r > U and C,, is nonzero.
The parallel algorithm used for the forward-elimination phase maps the update and normalize computations as follows. The update operation of a row-column r using a row-column n can be considered to happen in two stages. The first is a set of multiplications to form the contribution of row-column U to row-column T . The second is the subtraction of the contribution from the corresponding elements in row-column T . The multiplication operations are mapped onto the processor that owns the source row-column. If the processor owns other source row-columns that update the same target row-column, all their contributions are added together on the processor. This combined contribution is then sent to the processor that owns the target row-column where it is subtracted from the target row-column' s elements. The normalizing operations for a row-column are performed on the processor that owns the row-column. Such an "aggregating" strategy has been shown to result in lower communication requirements than the more straightforward approach of transmitting each "source" rowcolumn to every processor owning any "target" row-column updated by that source.
The computation on each processor is driven by a queue of locally owned source row-columns that have been completely updated. When this queue is empty, the processor waits for messages from other processors containing combined contributions to be applied to its owned row-columns. A source that is deleted from the queue is normalized and then used to update its targets in succession. If a target is owned, it is directly updated in the matrix structure. If this is the last update onto the target it is added to the queue. If a target is not owned then a combined contribution for the target needs to be updated. If this is the last owned source to update this target the combined contribution is sent to the target's owner.
The above is only a brief description of the parallel algorithm. Full details are available in [ 111. 2) Backward-Substitution Phase: There is some potential parallelism in the backward-substitution phase, although much less than during forward elimination. In a parallel implementation of the backward-substitution phase, each processor first solves its "owned" equations (corresponding to row-columns that it owns) that do not require the substitution of the solution of a later equation. Many such equations can exist due to the sparse nature of the matrix. Once each of these unknowns is determined, its value is sent to processors owning equations in which it has to be substituted. As each value is received, it is used to substitute into owned equations in which there is a nonzero in its corresponding column. When all substitutions have been performed for an equation, its right-hand side and diagonal elements are used to determine the solution value for the unknown corresponding to the equation, which is then sent to all processors that need it.
Due to the relatively high communication-to-computation ratio for parallel backward substitution compared to forward elimination, it is much more difficult to obtain good parallel efficiencies for backward substitution. An alternate source of parallelism can be utilized for backward substitution-by solving simultaneously for several independent right-hand side vectors. Exploiting this parallelism however requires that the factored coupling matrix be replicated on each processor, thus significantly increasing the memory requirements. A hybrid approach could be used that trades off parallelism for lower memory requirements, with subsets of processors cooperatively solving for one right-hand side vector and different subsets independently solving for different right-hand side vectors. This would only require a copy of the factored matrix to be distributed among each such grouped subset of processors rather than on each processor. We do not yet have an efficient implementation for the backward-substitution step.
V. PERFORMANCE RESULTS
In this section, we compare the performance of the traditional FEM with the partitioning FEM. The Cray Y-MP is used to determine the performance on a sequential computer. The parallel performance is done on the 576 processor Intel Touchstone Delta where the processors are interconnected in a 2-D mesh topology with wormhole routing. Only 512 processors of the Intel Delta can be used for parallel computations. To validate the solution to within 5% error with known Neumann boundary conditions, we choose the simple problem of a plane wave propagating through a square region of free space. With the use of triangular basis functions, we find that there is essentially no difference between the error in the traditional FEM and the partitioning FEM. Eight-node quadrilateral elements are used to generate the FEM solutions. The computation domain is partitioned into smaller square sections. The sections used here have dimensions of either 0.5Xx 0.5X or 1Xx 1X.
The sizes of the square computation domains studied here are 4X, 8X, and 16X for the Cray Y-MP and 8X, 12X, and 16X for the Intel Touchstone Delta. Because the regions are free space all the sections are of the same type. In the case where the geometry is inhomogeneous and of arbitrary shape, there will be many types; therefore, in testing the performance of the partitioning FEM, all the sections are assumed to be of Solution Domain 4X sq different type. The performance data are the total execution times in solving for the electric fields by the two methods.
A. PeqGormance on the Cray Y-MP
In Table I , the partitioning FEM is compared to the traditional FEM in which the matrix solution is computed with either a Gauss-Cholesky banded solver [12] or a general Cholesky sparse solver with nested dissection reordering [5] . It is evident from the table that the sparse solver requires significantly less computation time than the banded solver. The reason for this savings is that the reordered FEM matrix has a smaller number of fill-ins and, thus, a smaller number The computation time for the traditional FEM is mainly due to factorizing and solving the large finite-element matrix. For the partitioning FEM, the total time comes from the traditional method. We note that the OSX-square case requires more memory than the 1X square case since the coupling matrix associated with the smaller sections is larger.
factorization of a set of smaller finite-element matrices, the solution and coupling of this set of finite-element solutions of the partitioned sections, and the solution of the coupling matrix for the unknown coefficients. Note that the solution time is included for only one right-hand side vector. In the 4X x 4X case, the computation domain is not large enough to take advantage of the partitioning scheme. However, as the size of the solution domain increases (and the partitioned sections are of a relatively smaller size), the computation time becomes smaller than that required for the traditional FEM. It should be noted that we could not do a larger geometry because of the memory requirements of the traditional FEM. It is expected that the partitioning method will be even more efficient for a larger geometry. The data in Table I also indicates that partitioning the geometry into 0.5X sections is more efficient.
The memory advantages of the partitioning FEM are evident from Table 11 . Most of the memory for the traditional FEM is used for storing the finite-element matrix, while the memory required by the partitioning method is for both the finiteelement matrices (for the smaller partitioned sections) and the coupling matrix. The first two "memory" columns in Table I1 represent the memory requirements for the traditional method with the banded and sparse solver algorithms.
The last "memory" column represents the memory requirement for the partitioning FEM. From Table 11 , we see that there is a significant decrease in the memory requirement. This reduction is due to the fact that the original finiteelement matrix is replaced by a much smaller matrix (for the smaller sections) and the coupling matrix which requires smaller memory storage than the finite-element matrix for the
B. Peformance on the Intel Touchstone Delta Machine
In this section, the computation times are presented for both the traditional FEM and the partitioning FEM on the Intel Touchstone Delta machine. The parallel sparse algorithm for the traditional FEM is described in [ 111. The number of processors used ranges from 1-128. For the larger geometries, the memory requirements of the traditional FEM determine the smallest number of processors considered.
In Tables 111, V , and VII, computation times are presented for the traditional FEM applied to a square region of 8Xx 8X, 12Xx 12X, and 16Xx 16X, respectively. Each table contains the number of unknowns in the FEM mesh, the total CPU time associated with the slowest processor, and the CPU times of the assembly and factorization of the FEM matrix. The total CPU time does not include the back and forward solve times associated with the FEM matrix in the traditional method and the backward substitution for the coupling matrix in the partitioning FEM. Also, the speedup relative to a single processor is given. For the larger geometries where the problem does not fit on a single processor, the speedup is normalized to the case with the smallest number of processors. As explained in Section IV, the effective parallelization of the sparse triangular solution is very challenging and we do not yet have efficient parallel algorithms for this step. We note here that this step is even more problematic for a parallelization of the traditional FEM than for the partitioned FEM. These algorithms are not easy to parallelize in an efficient manner.
In Tables IV, VI , and VIII, thecamputation times of the partitioning method for the same three geometries are presented. These three tables describe the number of partitioned sections within each geometry, the size of the partitioned sections, and the total CPU time (excluding the back and forward solve times) associated with the slowest processor. In addition, three other CPU times are shown. The setup time represents the CPU time required to fill the section matrices and apply the Neumann boundary conditions (i.e., compute the right-hand side vectors) for all the partitioned sections. The FEM column represents the CPU time for the factorization and solution of the FEM matrices for all the partitioned sections. The next to last column shows the CPU time required to set up and factor the coupling matrix. Finally, the last gives the speedup compared to a single processor. Tables I11 and IV is consistent with the CPU times on the Cray (Table I) . As the number of processors increases, the difference in computation time also increases. For example, the ratio of CPU time for the traditional method to the CPU time for the partitioning method is 1.05 for a single processor and 1.58 for 128 processors. The higher parallel efficiency of the partitioning method is due to the fact that the dominant computation cost is in the generation of the FEM solutions for the partitioned sections. This generation is perfectly parallel with no interprocessor communication, as we can see from Table IV . Only the factorization of the coupling matrix requires communication. On the other hand, a parallel implementation of the traditional method requires communication throughout the entire algorithm.
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As we noted previously, the other two cases (12X and 16X domains) could not be run on a single processor because of memory limitations; therefore, we begin at eight processors for the 12X square case. From the Cray CPU times, we expect the CPU times to be comparable on a single processor when the partitioned sections are chosen to be 0.5X squares. From Tables V and VI, we see that the difference in parallel times is significantly greater than for the 8Xx 8X case. In Tables VI1  and VI11 for the 16Xx 16X case, we again see the advantages of partitioning for parallel execution. It should be noted for this example that the traditional method is limited by memory constraints for a large number of processors as well, since there are certain arrays within the code which grow with both the number of processors and number of unknowns. The memory requirements of these arrays exceed the memory available on the Delta for 128 processors.
Unlike the two smaller cases, the computation times associated with the 1X and 0.5X partitionings of the 16Xx 16X case are approximately the same. This is due to the fact that the CPU time required to solve the coupling matrix becomes a more significant part of the overall computation time as the problem size increases. In addition, the overall parallel efficiency may be decreased since the coupling matrix solution has the least parallel efficiency. When the section size is increased, the size Of the coupling matrix is reduced at the expense of greater computation costs for FEM solution of the partitioned sections. On a sequential computer, larger sections may result in an increase in floating point operations. However, the partitioned sections results in greater parallel efficiency. The optimum choice of section size must, therefore, depend on both the parallel efficiency as well as total number of floating point operations. In addition, we expect the optimum choice to be dependent on the size of the computation domain.
VI. CONCLUSION
A partitioning finite-element method was presented with demonstrated advantages over a traditional finite-element formulation on both sequential and parallel computers. On a sequential computer we showed that the partitioning method is much more efficient in terms of memory usage. On a parallel computer, we showed that the partitioning method has better parallel efficiency. Even for electrically large geometries, we were able to obtain a solution in a very short time on a parallel computer. A finite-element problem with 77 441 unknowns transceiver for mobile c was solved with the partitioning method, and the solution time on 128 processors for the Intel Touchstone Delta machine was approximately 11 s.
