Various nonlinear, fixed-neighborhood techniques based on local statistics have been proposed in the literature for filtering noise in color images. We present adaptive-neighborhood filtering (ANF) techniques for noise removal in color images. The main idea is to find for each pixel (called the "seed" when being processed) a variable-shaped, variable-sized neighborhood that contains only pixels that are similar to the seed. Then, statistics computed within the adaptive neighborhood are used to derive the filter output.
Introduction
A multichannel (vector-valued, multicomponent, or multispectral) image is characterized at each point (pixel) by a vector of relative spectral intensities. In the classical case of color images, each pixel is a three-component vector, with the components being the relative amounts of red, green, and blue (RGB) that compose the local color. Other representations of color include the HSV (hue, saturation, value) and the CIE (Commission Internationale de l'Eclairage) standard representations [1, 2] .
It is natural, although not obvious, that the components of a vector-valued image are mutually correlated. The property of inter-component correlation is universal and does not depend upon the method of representation; in every color representation system (RGB, HSV, etc.) the three components are interdependent. For this reason, separate processing of the component images using common techniques meant for gray-scale images is not appropriate.
In most color image filtering algorithms, the observed noise is modeled as additive, white Gaussian noise that is independent of the signal. However, impulsive noise, modeled as sparse "spikes" that appear in the images, is likely to corrupt color images. Hence, in many papers in the literature, the images are assumed to be corrupted by a combination of these two types of noise.
Spectral filtering assumes a frequency characterization of the signal and noise components and is based on two-dimensional unitary transforms (Fourier, Cosine, etc.). Although simple to implement, this type of filtering seems to have lost its appeal, mainly due to its global and nonadaptive nature. Various nonlinear filtering techniques have been proposed to process color images [3, 4, 5, 6] . The aim of most of these techniques is to preserve the edges in the image while reducing the noise.
The main class of nonlinear filters developed for gray-level images is the family of rankorder-based filters. The basic principle is to order the pixel values within a square window moving across the image. Order statistics are then used on their own or in a linear combination (L-filters) [7] . The extension of rank-order filters to multichannel images is made 2 difficult by the vectorial nature of the data to be processed. The reduced ordering principle has been the most intensely used method, but partial and marginal ordering have also been employed [8, 7, 9] .
The classical vector median filter (VMF) [3] uses as a scalar the sum of the L1 norms from each vector to all other vectors in the set. In the case of the vector directional filter (VDF) introduced by Trahanias et al. [4] , the scalar is the sum of the angles between each vector and each of the others in the processing window. Since the direction of a vector in the RGB space is related to its chromaticity, colors are better preserved using this approach.
The distance directional filter (DDF) introduced by Karakos et al. [10] takes into account both the magnitude and angle distances when ordering pixels. All of these filters perform well when dealing with images corrupted by a noise process with a long-tailed distribution (such as impulsive noise), eliminating the outliers while preserving edges; however, their performance deteriorates when the noise present in the image has a short-tailed distribution (such as a Gaussian).
Based upon the filters described in the preceding paragraphs, more complex structures have been designed to deal with noise with short-tailed distributions as well. The alphatrimmed mean filter (ATMF) [11] , after ordering the vectors in the processing window, outputs the average of those that are close to the median value. Another similar technique is the so-called double-window filter: in the first step the median is computed within a small window, then pixels in a larger window that are close to the median are averaged to obtain the output of the filter. The first step is designed to preserve edges, whereas noise is significantly reduced by averaging a large number of pixels in the second step.
Another class of nonlinear filters is the class of adaptive filters, where the output is a linear combination of pixels within the processing window with data-dependent weights. In the method of Fotopoulos and Economou [12] weights are computed as the inverse of the Euclidean distances between pixels in the processing window and the median, while in the method of Plataniotis et al. [13] nearest-neighbor techniques are used in order to compute the weights. In the adaptive hybrid multivariate filter (AHMF) introduced by Tang et al. [5] , the output is a weighted linear combination of the mean, median, and the pixel being processed, the weights being computed with the type of noise (long-tailed or short-tailed distribution) taken into account. The approach of the adaptive nonparametric filters of Plataniotis et al. [14] is to estimate the probability density function of the noise within each neighborhood and to compute the weights accordingly.
A major limitation with all of the methods reviewed in the preceding paragraphs is the fact that they use a fixed-size processing window. Extension of adaptive-neighborhood filters developed for gray-scale images [15, 16, 17, 18, 19] to the case of color (multichannel) images [20] forms the focus of the present paper. This paper is organized as follows: In Section 2, some order-statistics-based and adaptive filters that provide good noise attenuation are briefly reviewed. In Section 3, the adaptive- The double-window modified trimmed-mean filter (DW-MTMF) was introduced by Lee and Kassam [21] for gray-scale images; its generalization to the case of multichannel images was reported by Pitas and Tsakalides [6] . The filter consists of two steps: in the first step, the
T of the vectors in a 3×3 neighborhood is computed; here x mR , x mG , and x mB are the individual medians of the R, G, and B components of the vectors in the neighborhood. In the second step, pixels x i in a larger (2N + 1) × (2N + 1)
window are inspected. The generalized distance of each pixel x i with respect to x m is then computed as
Here, Σ can be the covariance matrix of the vectors in the image or simply the identity matrix. All pixels x i having d i ≤ T , where T is a predefined threshold, are averaged to derive the filter output. This filter provides very good noise reduction due to the large number of pixels being averaged, and also preserves edges due to the first step.
GVDF-DW-αTM
The VDF was introduced by Trahanias et al. [4] as an alternative to the VMF. Based on the VDF, many filter structures have been designed. One of such filters, the generalized vector directional filter -double window -α-trimmed mean (GVDF-DW-αTM) filter [22, 14] is reviewed in this subsection.
First, for each pixel x i in a small window W 1 centered on the pixel being processed, the sum of the angles to each of the other pixels in the window is computed as
where denotes the angle and N is the number of pixels in W 1 . Pixels x i are then ordered in an increasing order with respect to α i . Among the N pixels, only the first r are retained; the quantity r can be computed either in an adaptive or a nonadaptive manner. Then, all pixels x j in a larger window W 2 that do not belong to W 1 are checked. The sum of the angles between each x j and each of the pixels in W 1 is computed, and, if this sum is smaller than α r , x j is added to the set of the pixels retained in W 1 . The output of the filter is the α-trimmed mean of all the retained pixels. Since the pixels are ordered with respect to their direction, which is a measure of chromaticity, the GVDF-DW-αTM provides good preservation of colors.
AMNFG2
Among the filters introduced by Plataniotis et al. [14] , we chose one for comparison with the adaptive-neighborhood filter proposed in this paper: the adaptive nonparametric filter with estimate the unknown noise distribution within a square window centered at the pixel being processed. In the first step, the VMF output is computed for the whole noisy image. The result stands for a primary estimation of the noise-free image and is the input to the second step. In the second step, weights for each neighboring pixel of the pixel being processed are computed from the estimated noise distribution. The output is a linear combination of pixels in the current window computed aŝ
where n is the number of pixels in the current window, y is the current noisy pixel,
is the VMF estimator of y l , and
The quantityf
stands for the nonparametric estimate of an unknown multivariate density f (z) from a set of independent samples {z 1 , z 2 , . . . , z n }, where z i ∈ R M , h l is a smoothing term, and K : R M → R is a function centered at zero that integrates to one. Hence, the interpretation of the final result is straightforward: each pixel is weighted by the value of the probability density function at that pixel. Pixels closer to the mean are weighted more, whereas outliers make an insignificant contribution to the final result.
The Adaptive Hybrid Multivariate Filter
The adaptive hybrid multivariate filter (AHMF) was proposed by Tang et al. [5] . The approach consists of estimating the type of noise present in a square (2N + 1) × (2N + 1) 6 window and deriving the output accordingly. For each pixel x i , the average x a and the marginal median x m within the processing window are computed. The output of the AHMF is a linear combination of x a , x i , and x m :
The scalars α and β are computed to minimize the mean-squared error between the output of the filter and the uncorrupted value of the processed pixel.
where σ 2 n is the known variance of the Gaussian noise that corrupts the image andσ 2
x is the variance of the noisy image computed within the processing window.
The subindex k denotes the component that maximizes the component-wise mean-squared error, and
α is close to zero if the processing window overlaps a constant region, which emphasizes the weight of the average at the output. If, on the contrary, there are edges in the processing window, α is close to 1, so that the edges do not get blurred. β is close to 1 if no outliers are present in the neighborhood (the case in which the median is not taken into account in the output), and has very small values otherwise.
Adaptive-neighborhood Filtering
Most of the commonly-used digital image processing techniques are based on the use of a fixed square (generally 3×3) neighborhood centered over the pixel being processed. While such 7 fixed-neighborhood techniques are useful, they are not always sensitive to the characteristics of the image which extend beyond the fixed neighborhood to other pixels that could be contextually related to the pixel under consideration.
Due to the intrinsic nonstationary character of natural images, statistics-based filters that assume a stationary model for the entire image fail to provide accurate results. The use of 3×3 neighborhoods has the drawback that stationarity is not guaranteed even within such small neighborhoods, especially at edges. Furthermore, most fixed-neighborhood techniques tend to distort edges and produce edge or block artifacts in images.
Paranjape et al. [15, 16] developed a new paradigm for image processing operations, where unlike fixed-neighborhood methods, enhancement operations are based on the characteristics of an adaptive neighborhood determined individually for each pixel in the image.
The adaptive neighborhood, just like the fixed neighborhood, surrounds the pixel to be enhanced, but the shape and area covered by the adaptive neighborhood are dependent on the local characteristics of the image rather than being arbitrarily defined. Paranjape et al. [15, 16] proposed adaptive-neighborhood (or region-based) filters for restoring gray-level images corrupted with additive noise. Das and Rangayyan [17, 18] extended the method to multiplicative noise; application to signal-dependent noise filtering was reported by Rangayyan et al. [19] . The methods include order-statistics as well as linear combinations of various statistical measures computed over adaptive neighborhoods for each pixel in the given noisy image. This paradigm provides greater noise suppression capabilities than fixedneighborhood restoration methods without causing edge distortion.
Extension of the Adaptive-neighborhood Filter to Color Images
The main idea in the adaptive-neighborhood filtering approach is to use an adaptive neighborhood at every pixel, as determined by a region growing algorithm. Region growing in-8 volves comparing every immediate neighboring pixel to the current pixel being processed (called the "seed" pixel). After a region is grown for the pixel being processed, an estimate of the noise-free seed pixel is computed based on the statistics estimated locally within the region. It should be noted that the procedure is applied to every pixel in the image; each pixel becomes a seed pixel for region growing when it is being processed. Proper design of procedures for region growing and estimation of the uncorrupted seed pixel is essential to the success of the filter; they are detailed in the following subsections. We assume in what follows that the image is corrupted by a mixture of additive and impulsive noise.
T denote the uncorrupted image, and let g denote the noisy image. Let
T denote the vector corresponding to the additive noise that corrupts the pixel (i, j). The noise process is assumed to have a short-tailed (such as Gaussian) distribution, to be white, stationary, zero-mean, and signalindependent. The additive noise is characterized by the covariance matrix K n
which is assumed to be known. In Equation (2), E{ } denotes the expectation operator, σ 2 n represents the variance of the additive noise that affects each channel, and ρ RG , ρ RB , and ρ BG are the cross-correlation coefficients between noise that corrupts two different channels.
If the covariance matrix of the noise K n is not known, it can be estimated by inspection of uniform areas within the image. Over these areas, assumed to be initially constant, the variations are due mostly to the noise. Thus, one can assume K n ≈ K g , where K g is the covariance matrix of the noisy image computed over the uniform area; the larger the size of the uniform area, the better the approximation of K n . 
Region Growing Technique
As we mentioned earlier, for each pixel in the image, a region is grown in order to estimate its noise-free value. Let g(i, j) denote the pixel being processed, the seed. The region growing procedure works in two steps: a first step that aims at deriving the region coarsely, and a second corrective step.
The first step of region growing is as follows: for each eight-connected neighbor g(k, l) of the seed, the Euclidean distance
with respect to the seed is computed, and if d is smaller than a predefined threshold T , g(k, l) is included in the region. The algorithm then proceeds to check the neighbors of the newly-included pixels for further growth of the region in a recursive manner, and stops when either no connected (neighboring) pixel of any of the pixels in the region can be included in the region, or the region reaches a predefined maximum size (say, 100 pixels). The second stop condition is necessary for two reasons: first, it reduces computational complexity, and second, it prevents regions from expanding extremely far from the seed's location, which is not natural.
It is obvious that the success of the algorithm depends upon the value of the threshold: a small T would lead to small regions which would not be representative of the object they belong to, whereas a large T would result in regions that are no longer stationary; in the latter case, a given region may contain pixels belonging to different objects in the image. We want each region to contain pixels belonging to a single object, which means pixels originally (before corruption with noise) having very similar values. It follows then that variations within a given region are due mostly to the noise. Thus it seems natural to choose for T a value strictly related to the variance of the noise. However, as we will see, the value of T is not critical at this stage. We chose to set T to the average Euclidean distance between a noise sample and its mean:
During the region growing procedure, all inspected pixels that were not retained in the neighborhood (that we will refer to as "background" pixels) are stored in a separate list.
After the first step of region growing, the neighborhood determined will be connected, but not compact, i.e., it could contain numerous small "holes". This is possible since only pixels having values within a threshold distance from the seed were retained. Coarsely speaking, a pixel is retained in the neighborhood only if it was affected by an instance of noise that lies within a standard deviation of its mean. However, the presence of holes within regions is not natural, since objects in images are generally compact. Most of the holes within the region are pixels that were inspected (background pixels) but were not retained in the region because the instance of noise that affected them is beyond the threshold. Still, most of the background pixels belong to the same object as the seed, and not taking them into account when estimating the noise-free seed value would result in a biased estimation. Figure 1 presents a typical histogram of distances between the values of the inspected neighboring pixels and a seed pixel. It may be seen that there are many background pixels with distances to the seed that are not much larger than the threshold, but they were not retained in the region. Hence, a second step that aims at correcting this limitation of the first step was designed.
Before the second step, the mean of the already retained pixels µ reg is computed as an estimate of the noise-free seed pixel. In the second region growing step, all background pixels are reinspected and retained in the region provided that the Euclidean distance with respect to µ reg is smaller than a threshold T . In this step, we are allowed to use a larger threshold than that in the first step (T > T ) since only pixels that were previously inspected, the majority of which are located in the interior of the region determined in step one, are checked for further inclusion in the region. Thus, the risk of growing the region over a boundary is practically eliminated. Still, T must be small enough to prevent the inclusion of outliers 11 in the region, i.e., pixels affected by impulsive noise should not be included in the region.
Tests have shown that T = 2T = 2σ n is a reasonable value that represents a good trade-off between the two conflicting constraints. Figure 2 illustrates the results of the two steps of the region growing procedure.
It is important to mention that, due to thresholding, outliers will not be included in the region. Thus, they will not participate in the computation of the filtered value of the seed. It results, then, that only additive noise will be taken into account when deriving the noise-free seed estimate.
If, however, after step one, the region has not reached a minimum desirable size (say, 5 or 10 pixels), it would most probably be so because the seed itself is an outlier with respect to its neighborhood, i.e., we would be attempting to grow a region starting from a pixel corrupted by impulsive noise. In this case, a marginal median is computed within a 3 × 3 neighborhood as a rough estimate of the seed value, and the region growing procedure is repeated with respect to this estimate.
Estimation of the Noise-Free Seed Pixel Within a Region
Once a region is grown, we estimate the uncorrupted seed pixel using statistics of the pixels in the region. The estimate we compute is the locally linear minimum mean-squared error
wheref denotes the estimate of f,f andḡ are the mean vectors of the random processes f and g, K f g is the cross-covariance matrix of the processes f and g:
and K g is the covariance matrix of g:
and
where N is the number of pixels in the region. Assuming that the additive noise is unbiased and signal-independent, we can compute the two other measures that appear in Equation (4):f =ḡ, and
Due to estimation errors, it might happen that one or more of the main diagonal elements of K f g computed as above are negative. However, since K f g = K f , it follows that these elements represent variances, and thus, cannot be negative. Therefore, we set to zero the elements that are estimated to be negative.
Finally, the LMMSE estimate of the seed pixel within a region iŝ
Here the second term can be seen as a correction term that takes into account the variance of the signal and the noise. Since a region is grown to be uniform (within the limits of the threshold imposed), variations within it will be due mostly to the noise, and the contribution of the correction term to the final result will generally be small. The major contribution is given by the first term, i.e., the mean of the pixels within the region. Thus, it appears that the arithmetic mean of pixels belonging to the region given in Equation (5) stands for a good estimator of the noise-free seed pixel. This fact should be taken into account when either computational time requirements are restrictive, or the covariance matrix of the noise in Equation (2) is not known and cannot be estimated precisely.
4 Results and Discussion
Results of the adaptive-neighborhood filtering (ANF) method are compared in this section with those provided by the methods reviewed in Section 2 and with other well-known filters, such as the marginal median filter (MMF), the VDF, and the DDF. To test the performance of the algorithms, we used 512×512-pixel "Lena" and "Peppers", and 512×784-pixel "Germany" and "Caps" 1 images, all of them being true-color images (24 bits/pixel). We tested the performance of all the filtering methods described in the preceding sections in the presence of pure Gaussian additive noise, and in the presence of a mixture of Gaussian additive and impulsive noise. Since all of the methods described in the present work are designed to deal with additive noise, we have not included for analysis the case of images corrupted by pure impulsive noise.
For the ANF, we limited the growth of the region in the first step of the region growing procedure to 100 pixels, since tests have shown that this value is adequate to obtain good noise reduction. In the case of the DW-MTMF, the marginal median was computed in a 3×3 window, as indicated by Pitas and Tsakalides [6] . In the second step, pixels close to the marginal median were sought in a 9×9 window, using the identity matrix for Σ in Equation (1) by assigning the mean Euclidean distance between a noisy vector and a vector representing the marginal median of nine noisy vectors to the threshold T .
For the AMNFG2 and GVDF-DW-αTM procedures, a 3×3 window was used in the first estimation of the uncorrupted pixel (VMF and GVDF, respectively), followed by a 5×5 window processing step. In the case of the AHMF, a 5×5 window was used, since it appeared that a larger window would result in more blurring of the output image. For the MMF, VMF, and DDF procedures, a 3 × 3 window was used. Figures 3 and 4 show the original images, the noisy images, and selected filtered images for the cases "Lena" and "Peppers" corrupted with a mixture of additive Gaussian and impulsive noise. We compared the results not only in terms of visual quality but also the objective measure of normalized mean-squared error (NMSE), which is most widely used, computed as
where M and N represent the size of the image. However, the NMSE does not take into account the perceptual characteristics of the human eye. Thus, it is not an accurate measure of the manner in which the images are perceived. The normalized color difference (NCD) [14] is the mean-squared error in the Commission Internationale de l'Eclairage L * u * v * space [2, 1] , which is uniform with respect to human visual perception:
Tables 1, 2, 3, and 4 summarize the results. It is seen from the tables that the lowest NMSE and NCD have been obtained using ANF, followed by AMNFG2 and DW-MTMF.
Regardless, we have to mention that, in general, the objective criteria described above can serve only in comparative analysis, since they do not take into account the way images are perceived by the human eye; e.g., the measures fail to assess the sharpness of object or region boundaries after filtering. Thus, it is not appropriate to draw conclusions about filtering performance based only on NMSE and NCD, without visual inspection. The ANF approach has provided better visual results than the other methods: noise is substantially reduced, while edges are not blurred. DW-MTMF provided a better visual result than AMNFG2, due to the fact that edges are less blurred by the former; however, the noise attenuation is not as good as in the case of the ANF. Visually, AHMF has outputs comparable to those of AMNFG2, although the latter procedure is better in terms of the objective measures when impulsive noise is present in the image. Despite their simplicity, the classical filters, especially MMF, provided results that were visually perceived to be good, in many cases providing as well smaller NMSE and NCD than other more sophisticated filters.
The computational time is another factor that has to be taken into account when comparing different filtering methods. Table 5 summarizes the time taken by the filters analyzed in this paper. The ANF has taken the longest time, which was expected, due to the large number of pixels that are accessed for filtering each individual pixel. The ANF algorithm
is not amenable to analysis of computational complexity since the adaptive-neighborhood regions grown depend upon image content. The processing time of ANF can be decreased by means of parallel processing. Other approaches could be developed to reduce computational time, such as growing regions only for pixels located near edges and considering fixed-neighborhood filtering for pixels over uniform areas.
Conclusion
In this paper, the adaptive-neighborhood filtering approach was extended to the case of color (multichannel) images. Procedures for region growing and estimation of uncorrupted pixels using statistics computed within adaptive regions were developed for the vectorial case. It was shown that results obtained by the adaptive-neighborhood approach are better, both in objective and subjective terms, than the results obtained using fixed-neighborhood filters.
The adaptive-neighborhood filtering approach may be easily extended to the case of multispectral images, which makes it a powerful tool for vectorial image processing. Table 2 : Performance of filters against a mixture of noise: NCD values of the noisy and filtered versions of the test images. Gaussian additive noise with σ n = 30, ρ RG = 0.5, ρ RB = 0.2, and ρ GB = 0.4, and 5% impulsive noise.
