SUMMARY. In a quantal response study, there may be insufficient knowledge of the response relationship for the stimulus (or dose) levels to be chosen properly. Information from such a study can be scanty or even unreliable. A two-stage design is proposed for such studies, which can determine whether and how a follow-up (i.e., second-stage) study should be conducted to select additional stimulus levels to compensate for the scarcity of information in the initial study. These levels are determined by using optimal design theory and are based on the fitted model from the data in the initial study. Its advantages are demonstrated using a fishery study.
Introduction
In a quantal response study, a subject is given a stimulus at level z and exhibits a response or nonresponse with probability p ( z ) or 1 --p(z). In medical or animal studies, 3: may be the dosage of a new formulation or drug and the response a positive reaction to the treatment; in sensitivity testing, z may be the pressure applied to explosives or other devices and the response an explosion; in economic valuation of recreational activities studies, z may be a dollar amount offered and the response an indication of willingness to pay this amount more for access to the activity. This type of study arises in a wide variety of scientific investigations. A central goal in such studies is to estimate some aspects of the quantal response curve p ( z ) , a function of z. Quite commonly, the pth percentile L, or several percentiles are of interest to the investigator, where L, satisfies p ( L p ) = p. Alternatively, if a parametric model for p ( z ) is assumed, interest may focus on the estimation of the parameters in the model, which leads to various optimality criteria.
Though many of the ideas throughout this paper hold more generally, for the purpose of illustration, we will restrict attention to a simple but commonly used class of models. We assume a parametric model p ( z ) = H [ P ( z -p ) ] for the quantal response curve, where p and p are unknown parameters and H ( . ) a specified distribution function. A number ni of independent observations of this type are taken at k stimulus levels, 2 1 , . . . , zk, and the number of responses at each stimulus level, T I , . . . , Tk, are observed. Thus, T I , . . . , 9-k are mutually independent binomial random variables, T , N bin(n,, p ( z , ) ) , with log-likelihood k P) CTZ Iogp(z,) + (nz -9-21 logdz,).
= 1
The maximum likelihood estimators (MLE) sz = C,=l +,), zz = P(zz -P I , X2 = n Z l n , n = C, nZ,
and w(t) = { H ' ( t ) } 2 / [ H ( t ) { l -H ( t ) } ] .
For many of the most commonly used models, H'(.) is symmetric about zero and therefore the median stimulus level LO 5 = p.
A commonly used approach to these studies is what we call unistage designs. The basic framework of unistage designs for quantal response experiments consists of choosing the number of stimulus levels k , the set of stimulus levels {~,},k,~, and the number of subjects at each level {n,},"=, . This is done before the experiment, and then the entire experiment is run.
Optimal design focuses entirely on the precision of estimates, which in most applications is measured by the asymptotic variance-covariance matrix of (fi, &, AV(b> 6) = +(P, P).
Depending on the interest of the experimenter, different functions of this matrix may be used as the basis for comparing the precision of competing designs. Unfortunately, I ( p , p) depends on p and p, which are unknown at the design stage.
It is usually assumed that the experimenter has some a PTZori knowledge of the response curve, and good initial values po and Po are chosen based on this knowledge. These might be available from some previous related experiment(s), some preliminary dose-ranging study, or pretesting of some kind.
Since po and Po are obtained from previous experimentation, one might argue correctly that unistage designs are in fact the second stage of a less formal multistage experiment. We distinguish this from what we term a two-stage experiment by the assumption that the related prior information is vague or unrelated enough that it is only useful in roughly characterizing the response curve and does not consist of raw data that can be grouped with the results of the second stage in a combined analysis. (Wu, 1988) . Alternatively, one can use the length of a Fieller interval as a design criterion (Finney, 1971, Chapter 8; Sitter and Wu, 1993; Sitter and Fainaru, 1997) . If estimation of p and p are of equal interest, various optimality criteria based on 1(p, p) have been suggested. The most common example is D-optimality, which entails choosing the design to minimize the determinant of I -' ( p , p) and amounts to maximizing D = SoS2 -Sf (Sitter and Wu, 1993; Sitter and Fainaru, 1997) .
These criteria all yield one-, two-, or three-point designs.
There are a number of major concerns with strictly adopting this approach to designing experiments: (a) often, good initial estimates of p and are not available, and these 1-3-point designs are not robust to poor initial values; (b) 1-3-point designs may not allow adequate model checking; and (c) the choice of optimal design depends on the assumed model, which may be incorrect. To address points (a) and (b), attempts have been made to incorporate the initial lack of knowledge about the parameters into the unistage design framework. Two of these are (i) Bayesian techniques (Chaloner and Larntz, 1989) and (ii) a minimax approach (Sitter, 1992) .
In the first, prior distributions are assumed on p and P and computer intensive techniques are used to generate Bayesian designs. In the second, initial values po and Po are assumed to be the best guesses and the design is chosen to be robust over some region containing this point. These robust criteria tend to spread out the support to protect against different possible parameter values. Unfortunately, they usually do not perform much better even if the best initial guesses of the 3 -parameters are perfectly correct since the design is forced to protect against other possibilities.
A remedial measure is to conduct a follow-up study. If the response y (or nonresponse 1 -y) can be observed in a short time, then a fully sequential design can be implemented, which determines the next dose level zt+l based on the information in yi and xi, i = 1 , . . . , t (Wu, 1985; Young and Easterling, 1994) . Note that, in studies like sensitivity testing, education testing, or psychophysical research, a short response may be obtainable. But in many other quantal response studies, this is simply unrealistic. For example, in most clinical trials, the patient's response will take days to weeks to be observed. A compromise between efficiency and time is t o conduct a two-stage (or multistage) design, which can take advantage of the information from the initial study to design a follow-up study and still not unduly prolong the study's duration. The purpose of this paper is to propose one such strategy.
One motivation for the present research is to improve the conduct of phase I1 trials. Insufficient knowledge about a new therapeutic substance may lead to the choice of a poor dosage regimen for a phase I1 trial. Since the doses in the follow-up phase I11 trial are influenced by these results, it may be discovered only after an expensive and time-consuming phase I11 trial has been started that the doses are improperly chosen and a phase I1 trial has to be repeated. This would result in wasted resources and delay approval times (McDonald, 1993) . In this scenario, a better approach, as we advocate in this paper, is to design a two-stage study that uses the best knowledge available to design the first-stage study, analyzes its data, and then decides whether there is sufficient information in the data to proceed to a phase I11 trial. If not, a second-stage study that was already planned will be implemented so that more useful information on effective dosage can be obtained. The second stage is an option the investigator may forego if there is sufficient information in the first-stage study. So the proposed two-stage approach includes the traditional unistage approach as a special case. We should point out that the twostage methodology is not limited to the conduct of phase I1 trials. Any study that shares the same features as described above may benefit from adopting this approach. One prominent example is animal studies with expensive subjects like monkeys. Another is economic valuation studies such as the one described subsequently.
Two-stage or multistage designs are not new. In linear models, it is a key aspect of response surface methodology and is often used t o break confounding in fractional factorial designs (Box, Hunter, and Hunter, 1978) . In nonlinear models, the situation is more complex since the information matrix depends on the unknown parameters. [See Minkin (1987) and Abdelbasit and Plackett (1983) for further discussion.]
The paper is organized as follows. The next section describes a 4-month study on tidal sport fishing that was redesigned after 2 months because the original design was poor. Section 3 proposes a two-stage procedure. In Section 4, this procedure is illustrated by considering gains that might have been made if it had been used in the sport fishing study. Advantages and disadvantages of the proposed methodology are discussed in the concluding section.
A Fishery Study
To attempt to value the tidal sport fishery in the Canadian province of British Columbia (BC) for use in making public policy decisions, the Department of Fisheries and Oceans (DFO) contracted the DPA Group Inc. to perform a largescale study ("Economic Valuation of the BC Tidal Sport Fishery," prepared by the DPA Group Inc. for DFO in March 1985) . Fishermen were interviewed as they returned to launch sites in four areas of the south coast of BC (Victoria, Port Alberni, Campbell River, and Sechelt) from July to October 1984. One of the primary questions that each fisherman was asked is:
16. Now imagine that the cost of fishing in BC tidal waters increased. If the cost of your fishing trip had been dollars higher today, would you still have gone fishing?
No __ Yes ~.
This question was asked for various values of z and the number of yes and no responses was recorded. Thus, z is the stimulus level and the response is binary. Logistic regression was used for analysis with the main focus being estimation of the ED50. This estimate was then multiplied by an estimate of the number of angler days in a year to estimate the total value of the sport fishery.
DFO specified the same design for each region and pretested the questionaires. The original design consisted of 30 different dose levels ranging from $1 to $50 with an approximately equal number of subjects at each dose level. However, "[a]s the survey progressed, it became apparent that at the upper range of the dollar amounts, a substantial number of people . . . would still have gone fishing at the increased fishing cost amount (Question 16). Consequently, effective September 1, 1984, the range of offer amounts was expanded to . . . $1 to $100. . . ." This was done by replacing 10 of the existing 30 dose levels by 10 new higher dose levels. Table 1 gives the orginal design, the revised design, and responses for the Victoria and Port Alberni areas. This is not an example of a preplanned two-stage designed experiment. However, this survey exemplifies a situation where the proposed two-stage (or multistage) design strategy would have been ideal. Operational considerations driven by the large number of sites and interviewers spread over a large geographical region and considerations of randomization precluded the possibility of a fully sequential approach. But it is clear that performing the study in stages was quite feasible. Also, having decided to redesign on the basis of data analyzed up to that time, the investigators could have used the strategy that we will propose subsequently to choose the second-stage design.
Suppose we are in the position that the Stage I design has been run as in Table 1 with resulting data therein, and a second-stage design was to be chosen. Let us analyze the information that would be available for each region. We use logistic regression, as was done in the study. The parameter estimates and their respective estimated 95% confidence intervals are given in Table 2 . We should note that, in both cases, comparing the deviance to a chi-squared distribution yielded a pvalue between 0.05 and 0.1, suggesting that the model fit the data only marginally well. The estimated re- and the total number of observations these points represent. It is also important to consider the balance of these points over the moderate portion of the curve, with ideally some points in both the upper and lower range. Few moderate $(qi), a small amount of data at these points, or a lack of balance indicate a high probability that ,GI and 61 are poor estimates despite any indication to the contrary from estimated confidence intervals. This is demonstrated through simulation in Sitter and Wu (1998) . In such cases, the experimenter should take a very conservative approach in steps 2 and 3 below by choosing a more robust second-stage design with more support points and should forgo step 4 below in favor of using all resources that were held back for use in Stage 11.
If the first-stage design appears to have covered the response curve well, then not only is more reliance on j i~ and 61 warranted but confidence intervals and/or regions based on them yield reliable measures of their precision and can be used to aid in decisions regarding the sample size nII to be used in the second-stage design. This will entail repeating steps 2 and 3 below for a few values of nII between zero and the maximum number allowable given resources. This optimization can be easily implemented in some common situations. The D-criterion is appropriate if some precision requirement on the parametric curve H [ P ( . - p ) ] is of interest. According to the theoretical results in Sitter and Forbes (1997) for the logit and probit models, we need only consider second-stage designs with two points (i.e., k I 1 = 2) of the form (A,z), (1 -A, -z ) for some 0 5 X 5 1 and z > 0.
Note that if X = 0 or 1, this collapses to a one-point design. This reduces the problem to choosing
{:
where [ = tS!/{(l -E ) z w ( z ) } and E = n I / n , and maximizing
over 0 < z < 00. If z* is the resulting maximizing value, the optimal second-stage design becomes {(A*, z * ) , (1-A*, -z * ) } , where A* = h(z*).
It is interesting to consider h ( z ) . First, assuming that the true values of ( p , p ) are ( f i~, p~) ,
one can see that, if the first-stage design is symmetric about PI, i.e., S i = 0, the D-optimal second-stage design will also be symmetric about f i~. If the first-stage design is skewed left (right), i.e., S{ < 0 (> 0), then X = h ( z * ) > 1/2 (< 1/2), which implies a skewed right (left) second-stage design to compensate for the lesser information on the right (left). This parallels intuition. Sitter and Forbes (1997) show that for the logit and probit models and any of the most commonly used criteria, i.e., A , c, D , E , F , G, the optimal second-stage design has two points.
They also obtain a characterization of the resulting design similar to the above for the A , c, and E criteria.
(3) The number k11 of dose levels in optimal second-stage designs will usually be small (Sitter and Forbes, 1997) . One may wish to increase k11 if there is a perception that one cannot rely on ji1 and PI (see step 1). if there is concern about the fit of the model. Then the experimenter may wish to ensure that the resulting combined design has enough points in the moderate range of the response curve t o allow adequate model checking. after considering how the second-stage design changes when FI and 61 are purturbed over some region. Then one may wish to choose the second-stage design as a compromise among the various optimal second-stage designs for each perturbation to protect against poor first-stage estimates. A point that has not been discussed is the possibility of a stage effect due to performing the experiment at different times. One would hope that, by designing for two stages at the outset of an experiment, the possibility of inducing a stage effect can be minimized. If after the first stage there is concern that a stage effect may exist, one should consider this in choosing the second-stage design. In principle, a stage effect could be included in the model as a nuissance parameter and the second-stage design could be chosen based on some optimality criterion applied to the asymptotic variance-covariance matrix of p and p only. Unfortunately, this would typically require prior knowledge of the size of the stage effect, which is not likely to be available. More informally, one should try to avoid a situation where dI and dII have no overlap in their coverage of the design space. If this is so, it becomes difficult to distinguish between a situation where each stage can be represented by the same functional form of model H with a stage effect present and the situation where the data has been generated by a different functional form for the model H .
An Illustration Using the Fishery Study
In order to do step 2, we must decide on n11. For this experiment we may not have full control over this value as it is a function of the number of fishermen returning to the sites per unit time versus workload on an interviewer. However, since the redesign occurred near the middle of the planned duration of the survey, assuming no information on monthto-month fishing rates, we would assume that, if the number of interviewers in each region remained the same, nl1 would be approximately equal to n~. The actual n~ and n11 values turned out to be n I = 391, nII = 445 in Victoria region and n~ = 994, n11 = 958 in Port Alberni region. We will assume that the primary goal is to obtain an estimate of the ED50 that we are quite confident is within $ 1.50 of the truth. That is an estimated confidence interval we can rely on that has length less than 3.0. We choose this value arbitrarily to aid in our illustration of the technique. Since more general information on the response curve is also desired, the D-criterion will be used.
Victoria.
(1) Examining the $ ( z I~) , we see that the design did reasonably well in covering the moderate portion of the response curve with fair balance above and below the estimated ED50. This suggests that we can place a reasonably high level of reliance on f i~ and ,& and the estimated confidence intervals in Table 2 , and we may wish to proceed with step 4.
(2) For this illustration, we will first use n11 = 445, the actual observed value, to aid comparisons to the design that was actually used. In practice, we would likely have used 7211 approximately equal to n~, i.e., t = 0.5 in Section 3, but since the above choice yields E = 0.51, the results would be similar. Using the D-criterion and equations (3) and (4), we get the D-optimal Stage I1 design d I I : (n7,nz) = (167,278) and (zT,x;) = (11.5,32.7).
(3) We will take the position that we are sure enough of f i~ and and that we feel the resulting combined design will have enough design points for adequate model checking if we use the recommended D-optimal design. If one is concerned with the fact that the logit model fits only moderately well and that the upper part of the response curve has fewer design points, one may decide to split the n; = 278 observations among two or three points around xz = 33 chosen to ensure high efficiency to the optimal design. (4) Note that the estimated 95% confidence interval for p in Table 2 11.4,32.8) . The expected length of a 95% confidence interval using dII is $2.45 and using df, is $2.87. Thus, we can likely attain our goal using only one interviewer in the Victoria region for the remainder of the study. This will be especially important in light of the results t o follow for Port Alberni. We should note that the combined design used in the actual study had 65% efficiency in terms of the D-criterion relative to d I I .
Port Alberni.
(1) Examining the $ ( z~i ) , we see that the design did very poorly in covering the moderate portion of the response curve and was highly unbalanced above and below the estimated ED50. This suggests that we cannot rely on f i~ and f l~ and the estimated confidence intervals in Table   2 . Thus, we should be very conservative and use all the resources available. Given the results for Victoria, the experimenter might even consider having only one interviewer in that region while increasing to three interviewers in Port Alberni. Also, we should not use step 4.
(2) For this illustration, we will again use the actual observed value n11 = 958, which yields E = 0.47. The D-optimal Stage I1 design is dII: (nI,n;) = (168,790) and (z7,z;) = (30.5,59.9).
(3) A simple way to consider the effect on the second-stage design if the first-stage parameter estimates are jncorrect is to repeat step 2 for different hypothetical PI and /31. If one tries ranging $1 from 35 to 55 and from 0.07 to 0.12, the optimal design points range from 11 to 47 for the lower point and from 48 to 74 for the upper point with the weight on the lower point between 0.12 and 0.34. The ranges for fir and Br were chosen to extend beyond the estimated 95% confidence bounds. One could then try various designs with, say, about 20% of the available observations spread over a few points in the lower range and the remaining spread over a few points in the upper range. For example, d;I: { n~~i } = (64, 64, 64, 255, 255, 256 ) and z~~i = (20, 30, 40, 50, 60, 70) . The resulting combined design has 91% efficiency in terms of the D-criterion (D-efficiency) relative to the optimal design. One could instead use a more formal approach along the lines of Sitter (1992) . The combined design in Table 1 , which was used in the study, has a D-efficiency of only about 50% relative to the optimal design.
We have presented the above illustration using only information available after Stage I. We can now use the actual results from the second stage to emphasize some of the advantages and inherent difficulties with choosing a second-stage design in nonlinear situations. To do this, we fit a logistic regression model to the combined first-and second-stage data in Table 1 . This is the model used in the original analysis. Since this is merely for illustration, we did not attempt any further model fitting. T+ estimated parameter values were Victoria, 4 = 21.11 and /3 = 0.12; and Port Alberni, ji = 73.18 and /3 = 0.042. Let us assume that these are in fact the true parameter values and that a logistic model is correct. We can now reevaluate the expected performance of the above designs to see how they would likely have done. For Victoria, the 61 and values were close enough to the truth that the expected performance would be similar to that presented above. For Port Alberni, this is not the case. For example, consider the length of 95% confidence intervals for p. If we had ignored the warning signs and trusted the estimates from Stage I, the expected lengths of 95% confidence intervals for p based on the first-stage data from dII in step 2 and df, in step 3 would have been $2.70 and $2.73, respectively. Their true expected lengths using p = 73.18 and /3 = 0.042 would have been $9.22 and $9.59. Thus, we could have been mislead into believing a second stage was unnecessary when in fact this was far from the case. In fact, in this case, if the stated goal of a 95% confidence interval of length 3.0 is truly to be achieved, it will likely be necessary to perform a third stage. To choose a third stage, one can merely treat the combined first-and secondstage data as Stage I and reuse the procedure of Section 3.
. Conclusion
It is common to use a unistage approach to design quanta1 response studies. While these designs are simple to administer, they may not be effective if prior knowledge is poor. In this paper, we have proposed a two-stage design strategy that has the following advantages: the second stage can "fix" mistakes made at the first stage by choosing stimulus levels to compensate for the lack of information afforded by the initial design; the two-stage approach can allocate more (less) resources to the first-stage design if there is less (more) confidence in the initial design choice; if the first stage is sufficiently informative, the second stage does not need to be invoked, thus the unistage design approach is included as a special case; by borrowing strength from data in both stages, the precision of estimates is enhanced; with the same resources, it can study more stimulus levels and achieve better quantification of the response curve. The performance of the two-stage procedure relative to unistage strategies was investigated through simulation in Sitter and Wu (1998) . The two-stage procedure performed better in terms of the relative bias and stability of the parameter estimates and the coverage and length of resulting confidence intervals.
A disadvantage is the possible time required between the two stages for amending protocol and securing investigators' commitments. Since the second stage is only invoked if it is determined from the data that there is insufficient information in the first-stage study, the time required for a second stage should not be viewed as a disadvantage. For example, as argued in Section 1, if such a study is not conducted in a Stage I1 trial, its downstream loss can be much more severe.
