q-パンルヴェ方程式に対するパデ法 by Nagao, Hidehito
Kobe University Repository : Thesis
学位論文題目
Tit le
Padé method to q-Painlevé equat ions(q-パンルヴェ方
程式に対するパデ法)
氏名
Author Nagao, Hidehito
専攻分野
Degree 博士（理学）
学位授与の日付
Date of Degree 2015-03-25
公開日
Date of Publicat ion 2017-03-25
資源タイプ
Resource Type Thesis or Dissertat ion / 学位論文
報告番号
Report  Number 甲第6320号
権利
Rights
URL http://www.lib.kobe-u.ac.jp/handle_kernel/D1006320
※当コンテンツは神戸大学の学術成果です。無断複製・不正使用等を禁じます。
著作権法で認められている範囲内で、適切にご利用ください。
Create Date: 2017-12-18
PADE´ METHOD TO q-PAINLEVE´ EQUATIONS
HIDEHITO NAGAO
Abstract. Recently, we studied Pade´ interpolation problems of the q-grid, related to all the q-
Painleve´ equations of types from E(1)7 to (A2 + A1)
(1). Then, by solving those problems, we could
derive the evolution equations, the scalar Lax pairs and the determinant formulae of special so-
lutions for the corresponding q-Painleve´ equations. We can choose another grid: the dierential
grid, namely the usual Pade´ approximation. In this paper, we will review the Pade´ interpolation
method of the q-grid, and apply the Pade´ approximation method, related to all the q-Painleve´
equations of types from E(1)6 to (A2 + A1)
(1).
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1. Introduction
1.1. The background of dierential Painleve´ equations. ?
2010Mathematics Subject Classification. 33D15, 34M55, 39A13, 41A21.
Key words and phrases. Pade´ method, Pade´ interpolation, q-Painleve´ equation.
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In this subsection, we will give a rough explanation of the background of dierential Painleve´
equations. For the general background, we refer the reader to [2] [12] [15] [38] [42] [55].
1.1.1. Two origins. ?
It is well known that the dierential Painleve´ equations have two independent origins.
The first is the ”Painleve´ property” of second order nonlinear ordinary dierential equations.
In original works [44] and [4], P. Painleve´ and B. Gambier discovered the Painleve´ equations
as the dierential equations whose solutions do not have movable singularities other than poles.
This property, now called the Painleve´ property, has become a guiding principle in the theory
of integrable systems.
The second is the ”monodromy preserving deformation” of second order linear ordinary dif-
ferential equations (see [3] [17] [18] [19]). In [3], R. Fuchs arrived at the sixth Painleve´ equation
from a completely dierent problem, namely the deformation theory of linear equations. Going
into more detail, we see that the sixth equation appears as the condition for moving the coe-
cients of the second order Fuchsian equation having four regular singularities without changing
its monodromy.
As integrable systems, dierential Painleve´ equations have been studied from various points
of view. For example, Lax pairs, special solutions, Ba¨cklund transformations, bilinear forms,
degenerations between the discrete Painleve´ equations, spaces of initial conditions, higher order
system, Garnier (multivariable) system and quantum system, etc.
1.1.2. The classification. ?
In the first origin, we illustrate the dierential Painleve´ equations. We consider a second order
nonlinear ordinary dierential equation
(1.1) 00 = R(t; ; 0)
for the dependent variable  = (t), where R(t; ; ) is a rational function in (t; ; ) and the
prime 0 = d=dt is the derivation with respect to the independent variable t. The dierential
equation (1.1) is said to have the Painleve´ property, if any solution of (1.1) has no movable
singular point except for poles.
As is well known, any rational dierential equation of second order having the Painleve´ prop-
erty is reduced to one of the six Painleve´ equations PJ (J = I; II; III; IV;V;VI), unless it can be
algebraically integrated, or transformed into the linear dierential equations or the dierential
equations of the elliptic functions. The six Painleve´ equations are as follows:
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(1.2)
PI : 00 = 62 + t;
PII : 00 = 23 + t + ;
PIII : 00 =
1

(0)2   1
t
0 +
1
t
(2 + ) + 3 +


;
PIV : 00 =
1
2
(0)2 +
3
2
3 + 4t2 + 2(t2   ) + 

;
PV : 00 =
 1
2
+
1
   1

(0)2   1
t
0 +
(   1)2
t2

 +



+

t
 + 
( + 1)
   1 ;
PVI : 00 =
1
2
1

+
1
   1 +
1
   t

(0)2  
1
t
+
1
t   1 +
1
   t

0
+
(   1)(   t)
t2(t   1)2

 + 
t
2
+ 
t   1
(   1)2 + 
t(t   1)
(   t)2

:
Here, , ,    are complex parameters.
We remark that the six Painleve´ equations are related by the following degeneration diagram
(or the coalescence cascade):
(1.3)
PVI!PV!PIII
& &
PIV!PII !PI:
In section 2, we will consider the dierential Painleve´ equations of types from VI to IV.
The main results of this section are the dierential equations, the scalar Lax pairs and the
determinant formulae of special solutions for the corresponding dierential Painleve´ equations.
1.1.3. Special solutions. ?
Generic solutions of the dierential Painleve´ equations are known to be very transcenden-
tal (See Umemura’s survey [55]). Also, these equations are known to have hypergeometric
solutions and algebraic solutions.
We recall the definition of the hypergeometric series [5] [6]. The hypergeometric functions
are defined by
(1.4)
rFs
 
a1;    ; ar
b1;    ; bs ; x
!
=
1X
n=0
(a1;    ; ar)n
(b1;    ; bs)n
xn
n!
;
(a1; a2;    ; ai) j =
iY
k=1
ak(ak + 1)(ak + 2)    (ak + j   1):
The degeneration diagram (1.3) of the Painleve´ equations is now mapped to the confluence
diagram of their hypergeometric solutions
(1.5)
Gauss
2F1
! Kummer
1F1
! Bessel
& &
Hermite  Weber
2F0
! Airy! 
Besides the hypergeometric solutions along the walls, the Painleve´ equations occur to have
algebraic solutions. They typically arise when the parameters take values corresponding to
some fixed point of the extended ane Weyl group. For the algebraic solutions of the Painleve´
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equations up to PVI, we refer the reader [11] [21] [29] [34].
1.2. The background of discrete Painleve´ equations. ?
In this subsection, we will roughly explain the background of discrete Painleve´ equations. For
the general background, we refer the reader to [7] [9] [39] [50] [54].
1.2.1. The origin. ?
Discrete Painleve´ equations are discrete equations which reduce to dierential Painleve´ equa-
tions by a suitable limiting process. In the pioneering works of Grammaticos, Ramani, Papa-
georgiou and Hietarinta [10] [47] in early 1990s, discrete Painleve´ equations were discovered
through the studies of the singularity confinement property, called discrete analogue of the
Painleve´ property.
As integrable systems, as well as the dierential Painleve´ equations, discrete (or dierence)
Painleve´ equations have been studied from various points of view. For example, Lax pairs,
special solutions, Ba¨cklund transformations, bilinear forms, degenerations between the discrete
Painleve´ equations, spaces of initial conditions, higher order system, Garnier (multivariable)
system and quantum system, etc.
1.2.2. Sakai’s classification. ?
As for discrete Painleve´ equations of second order, it seems to be standard nowadays to re-
fer to Sakai’s classification [50] defined by means of geometry of rational surfaces. Sakai’s
framework not only fits nicely with discrete Painleve´ equations discovered earlier by dierent
approaches, but also clarifies their connection with the geometry of plane curves and Cremona
transformations. Each equation in this class is defined by an ane Weyl group of Cremona
transformations on a certain family of rational surfaces obtained from P2 by blowing up.
Sakai’s list of discrete Painleve´ equations consists of elliptic (e-), multiplicative (q-) and
additive (d-) dierence equations. The single elliptic dierence Painleve´ equations is associated
with the ane Weyl group of type E(1)8 . The diagrams of ane Weyl groups for the single e-
Painleve´, for the q-Painleve´ equations and for the d-Painleve´ equations are given as follows,
respectively.
(1.6)
ell:(e-) E(1)8 Z
%
mul:(q-) E(1)8 !E(1)7 !E(1)6 ! D(1)5
(q-PVI)
! A(1)4
(q-PV)
! (A2 + A1)(1)
(q-PIV,q-PIII)
!(A1 + A01)(1)
(q-PII)
! A(1)1
(q-PI)
!D6
add:(d-) E(1)8 !E(1)7 !E(1)6 ! D(1)4
(PVI)
! A(1)3
(PV)
!(A1 + A01)(1)
(PIII)
! A(1)1 ! Z2
& & #
A(1)2
(PIV)
!A(1)1
(PII)
! 1
(PI)
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We remark two points. Firstly, the d-Painleve´ equations of type D(1)4 and its degeneration
arise as Ba¨cklund (Schlesinger) transformations of dierential Painleve´ equations, namely PJ
(J = I; II; III; IV;V;VI). Secondly, there are the symbols (q-PJ) under the q-Painleve´ equation
of types from D(1)5 to A
(1)
1 in the classification (1.6). The symbols have traditionally been used
before Sakai’s classification. For example, the q-Painleve´ equation of type D(1)5 is the q-Painleve´
VI equation of Jimbo-Sakai [20]. other q-Painleve´ equation are similar.
For the forms of all the discrete Painleve´ equations, we refer the reader to [50] [53]. For
example, the q-Painleve´ equations of types from E(1)8 to (A1 + A1)
(1) are as follows:
The q-Painleve´ equation of type E(1)8 ([23] [43] [50] [53]) is
(1.7)
(gst   f )(gst   f )   (s2t2   1)(s2t2   1) 
g
st
  f
!  g
st
  f

 
 
1   1
s2t2
!  
1   1
s2t2
! = P( f ; t;m1; : : : ;m7)
P( f ; t 1;m7; : : : ;m1)
;
( f st   g)( f st   g)   (s2t2   1)(s2t2   1)0BBBB@ fst   g
1CCCCA  fst   g
!
 
 
1   1
s2t2
!  
1   1
s2t2
! = P(g; s;m7; : : : ;m1)P(g; s 1;m1; : : : ;m7) ;
where
(1.8)
P( f ; t;m1; : : : ;m7) = f 4   m1t f 3 + (m2t2   3   t8) f 2
+(m7t7   m3t3 + 2m1t) f + (t8   m6t6 + m4t4   m2t2 + 1);
and mk (k = 1; 2; : : : 7) are the elementary symmetric functions of k-th degree in bi (i =
1; 2; : : : ; 8) with
(1.9) b1b2    b8 = 1:
Moreover,
(1.10) t = qt; t = q1=2s:
The q-Painleve´ equation of type E(1)7 ([8] [23] [48] [50] [53]) is
(1.11)
8>>>>>>>><>>>>>>>>:
(g f   tt)(g f   t2)
(g f   1)(g f   1) =
( f   b1t)( f   b2t)( f   b3t)( f   b4t)
( f   b5)( f   b6)( f   b7)( f   b8) ;
(g f   t2)(g f   tt)
(g f   1)(g f   1) =
(g   t=b1)(g   t=b2)(g   t=b3)(g   t=b4)
(g   1=b5)(g   1=b6)(g   1=b7)(g   1=b8) ;
where
(1.12) t = qt; b1b2b3b4 = q; b5b6b7b8 = 1:
The q-Painleve´ equation of type E(1)6 ([14] [23] [48] [50] [53]) is
(1.13)
8>>>>>><>>>>>>:
(g f   1)(g f   1) = tt ( f   b1)( f   b2)( f   b3)( f   b4)
( f   b5t)( f   t=b5) ;
(g f   1)(g f   1) = t2 (g   1=b1)(g   1=b2)(g   1=b3)(g   1=b4)
(g   b6t)(g   t=b6) ;
where
(1.14) t = qt; b1b2b3b4 = 1:
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The q-Painleve´ equation of type D(1)5 (q-PVI equation) ([20] [23] [50] [53]) is
(1.15)
8>>>>>><>>>>>>:
gg =
( f   a1t)( f   a2t)
( f   a3)( f   a4) ;
f f =
(g   b1t=q)(g   b2t=q)
(g   b3)(g   b4) ;
where
(1.16)
b1b2
b3b4
= q
a1a2
a3a4
:
The q-Painleve´ equation of type A(1)4 (q-PV equation) ([23] [28] [50] [53]) is
(1.17)
8>>>>>><>>>>>>:
gg =
( f + b1=t)( f + 1=b1t)
1 + b3 f
;
f f =
(g + b2=s)(g + 1=b2s)
1 + g=b3
;
where
(1.18) t = qt; t = q
1
2 s:
The q-Painleve´ equation of type (A2 + A1)(1) (q-PIV equation) ([26] [50] [53]) is
(1.19)
8>>>>>>><>>>>>>>:
f f =  

a2b0   a0b1g

(1   g);
a1b0gg =   f   a2b0
f + a2
;
where
(1.20) q = a1a2a0 = b1b2:
The q-Painleve´ equation of type (A2 + A1)(1) (q-PIII equation) ([23] [46] [48] [50] [53]) is
(1.21)
8>>>>>><>>>>>>:
gg f = b0
1 + a0t f
a0t + f
;
g f f = b0
a1=t + g
1 + ga1=t
;
where
(1.22) t = qt:
The q-Painleve´ equation of type (A1 + A01)
(1) (q-PII equation) ([23] [28] [50]) is
(1.23) ( f f   1)( f f   1) = at
2 f
f + t
;
where
(1.24) t = qt:
In sections 3 and 4, we will consider the q-Painleve´ equations of types from E(1)7 to (A2 +
A1)(1). The main results of these section are the evolution equations, the scalar Lax pairs and the
determinant formulae of special solutions for the corresponding q-Painleve´ equations ((1.11),
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(1.13), (1.15), (1.17), (1.19), (1.21)).
1.2.3. Hypergeometric solutions of the q-Painleve´ equations. ?
The q-Painleve´ equations are known to have hypergeometric solutions (e.g. [23] [39] [48]).
We recall the definition of the q-hypergeometric series [5] [6]. The q-hypergeometric series
r's is defined by
(1.25)
r's
 
a1; : : : ; ar
b1; : : : ; bs
; q; z
!
=
1X
n=0
(a1; q)n    (ar; q)n
(b1; q)n    (bs; q)n(q; q)n
h
( 1)nq( n2)
i1+s r
zn;
(a; q)n = (1   a)(1   qa)    (1   qn 1a):
The q-hypergeometric series r+1'r is called balanced if the condition
(1.26) qa1a2    ar+1 = b1b2    br; z = q
is satisfied, and is called well-poised if the condition
(1.27) qa1 = a2b1 =    = ar+1br
is satisfied. Moreover, it is called very-well-poised if it satisfies
(1.28) a2 = qa
1=2
1 ; a3 =  qa1=21 ;
in addition to equation (1.27), and denoted as r+1Wr:
(1.29) r+1Wr(a1; a4; : : : ; ar+1; q; z) = r's
0BBBBBB@ a1; qa1=21 ; qa1=21 ; a4 : : : ; ar+1
a1=21 ; a1=21 ; qa1=a4; : : : ; qa1=ar+1
; q; z
1CCCCCCA :
As reviewed in [39], it is shown explicitly in [23] [24] that q-hypergeometric functions in
Table (1.30) arise as Riccati solutions to the q-Painleve´ equations of each type from q-E(1)8 to
q-(A1 + A01).
(1.30)
Weyl Group symmetry q-Hypergeometric function Terminating case
q-E(1)8 Balanced 10W9 Ismail-Masson-Rahman
q-E(1)7 8W7, 4'3 Askey-Wilson polynomials
q-E(1)6 3'2 Big q-Jacobi polynomials
q-D(1)5 (q-PVI) 2'1 Little q-Jacobi polynomials
q-A(1)4 (q-PV) 1'1, 2'1
a; b
0
; q; z

q-Laguerre polynomials
q-(A2 + A1)(1) (q-PIII;IV) 1'1
a
0
; q; z

, 1'1
0
b
; q; z

Stieltjes-Wigert polynomials
q-(A1 + A01)
(1) (q-PII) 1'1
 0
 q; q; z

Besides, concerning the results of the elliptic dierence Painleve´ equation (of type E(1)8 ) and
its hypergeometric solutions, we refer the reader to [22] [25] [45].
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1.3. The background of the Pade´ method. ?
In this subsection, we will briefly explain the background of the Pade´ method (See also [40]
[58]).
1.3.1. What is the Pade´ method? ?
The Pade´ method has been presented by applying Pade´ approximation to dierential Painleve´
equations of types from PVI to PIV in [58] (see section 2).
The method, which we call the ”Pade´ method” in this paper, is a method for giving the
Painleve´ equations, the scalar Lax pairs and the determinant formulae of special solutions si-
multaneously, by starting from suitable problems of Pade´ approximation (of the dierential
grid)/interpolation (of the dierence grid).
The Pade´ method is closely related to the theory of orthogonal polynomials (e.g. [1] [30]
[56] [58] [63]). By both approaches, we can obtain Painleve´ equations, Lax pairs and special
solutions. (The theory of orthogonal polynomials is more general and the Pade´ method is sim-
pler.)
?
1.3.2. Previous works on the Pade´ method. ?
Concerning all the q-Painleve´ equations of types from E(1)7 to (A2 + A1)
(1) in the classification
(1.6), the q-Painleve´ equations, the scalar Lax pairs and the determinant formulae of special
solutions have already been derived by various methods. References are written in the following
Table:
(1.31)
q-E(1)7 q-E
(1)
6 q-D
(1)
5 q-A
(1)
4 q-(A2 + A1)
(1)
q-Painleve´ [8] [48] [20] [28] [26] [28] [50]
Lax pair [59] [52] [20] [35] [35]
special solutions [33] [14] [49] [13] [36]
Here, amongst the references in the Table (1.31), only [14] is directly related to the Pade´ method.
The Pade´ method for discrete Painleve´ equations has been applied to the following types:
(1.32)
e-E(1)8 q-E
(1)
8 q-E
(1)
7 q-E
(1)
6 q-D
(1)
5 q-A
(1)
4 q-(A2 + A1)
(1)
[40] [60] [37] [14][37] [14] [37] [62] [37] [37]
grid elliptic q-quadric q q dierential, q q q
Here, the type q-D(1)5 is studied as both the q-grid and the dierential grid (i.e. Pade´ approxima-
tion).
1.4. The purpose and the organization of this paper. ?
 The purpose of this paper is to apply the Pade´ interpolation/approximation method to all the
q-Painleve´ equations of types from q-E(1)7 to q-(A2 + A1)
(1). As the main results, the following
items are presented for each type.
(a) Setting of the Pade´ interpolation/approximation problem,
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(b) Contiguity relations,
(c) The Painleve´ equation,
(d) The Lax pair,
(e) Special solutions.
 The main part of this paper is composed of section 2, section 3 and section 4. Because each
section is written independently, subsection 3.1 (b), (c), (d) and subsection 4.1 (b), (c), (d)
overlap almost completely each other. Therefore, they may be skipped over.
This paper is organized as follows:
In section 2, we will reconsider the results of previous works [58] [61] [62]. In subsection 2.1,
we will explain the Pade´ approximation method applied to the dierential Painleve´ equations.
Namely, we will explain the method for items (a)–(e). In subsection 2.2, we will present these
main results for all the dierential Painleve´ equations of types from PVI to PIV. The contents of
this section is the same as the results of [58] [61] [62].
In section 3, we will reconsider the results of the previous work [37]. In subsection 3.1, we
will explain the Pade´ interpolation method applied to the q-Painleve´ equations. Namely, we will
explain the methods for items (a)–(e). In subsection 3.2, we will present these main results for
all the q-Painleve´ equations of types from E(1)7 to (A2 + A1)
(1). The contents of this section is the
same as the results of [37].
In section 4, we will consider the Pade´ approximation method. In subsection 4.1, we will
explain the Pade´ approximation method applied to the q-Painleve´ equations. Namely, we will
explain the methods for items (a)–(e). In subsection 4.2, we will present these main results for
all the q-Painleve´ equations of types from E(1)6 to (A2 + A1)
(1).
In section 5, we will give a summary and discuss some future problems.
2. Pade´ approximation method to differential Painleve´ equations
?
In this section, we will reconsider the results of previous works [58] [61] [62]. In subsection 2.1,
we will explain the Pade´ approximation method applied to the dierential Painleve´ equations.
Namely, we will explain the method for items (a)–(e). In subsection 2.2, we will present these
main results for all the dierential Painleve´ equations of types from PVI to PIV. The contents of
this section is the same as the results of [58] [61] [62].
2.1. Pade´ approximation method. ?
In this subsection, we will explain the methods for deriving the items (a)–(e) in the main results
given in section 2.2.
2.1.1. (a) Setting of the Pade´ approximation problem. ?
 In this section, we will consider the following approximation problem (of the dierential
grid):
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For a given function Y(x), we look for functions
(2.1) Pm(x) =
mX
s=0
asxs; Qn(x) =
nX
s=0
bsxn; a0 = b0
which are polynomials of degree m and n, satisfying the approximation condition
(2.2) Y(x)  Pm(x)
Qn(x)
(mod xm+n+1):
We call this problem the ”Pade´ approximation problem (of the dierential grid)”. Then, the
function Y(x) is called the ”generating function” (because the Y(x) generates the pk in equa-
tion (2.13) in item (e) below), and the polynomials Pm(x) and Qn(x) are called ”approximating
functions” respectively.
The common normalization factor of the polynomials Pm(x) and Qn(x) is not determined by
the condition (2.2). However, this normalization factor is not essential for our arguments, i.e.
the main results in subsection 2.2. The explicit expressions of Pm(x) and Qn(x), which will be
used in the computations for the item (e) above, were essentially given in equation (2.16) (see
item (e) below).
 In this section, we will establish the approximation problems (2.2) by specifying the generat-
ing functions Y(x) as follows:
(2.3)
PVI PV PIV
Y(x) (1   x)a

1   x
t
b
(1   x) b exp
 xt
1   x

exp(2tx   x2)
2.1.2. (b) Computation of contiguity relations. ?
We will consider the following pair of linear dierential equations L1 and L2 for an unknown
function y, which are the main object in our study.
(2.4) L1 :
y y0 y00
u u0 u00
v v0 v00
= 0; L2 :
y y0 y˙
u u0 u˙
v v0 v˙
= 0;
where u = Pm; v = YQn and 0 = d=dx, ˙= d=dt. Then, the pair of the dierential equations (2.4)
are called the ”contiguity relations”.
We will show the method of computation of the Lax pair L1 and L2.
Set y =
"
Pm
YQn
#
and define Wronskian determinants Di by
(2.5) D1 = det[y; y0]; D2 = det[y0; y00]; D3 = det[y; y˙]; D4 = det[y0; y˙]:
Then, the Lax pair (2.4) can be rewritten as follows:
(2.6) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
where
(2.7) A1 =  D01=D1; A2 = D2=D1; B1 =  D3=D1; B2 = D4=D1:
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We define basic quantities G, K and L (e.g. (3.20), (3.33)) by
(2.8) G = Y 0=Y; K = Y 00=Y; L = Y˙=Y;
whereGden andGnum are defined as the polynomials of the denominator and the numerator ofG
respectively, and Kden, Knum, Lden and Lnum are similarly defined. Substituting these quantities
into the equations (2.5), we obtain the following determinants:
(2.9)
D1 =
Y
Gden
fGdenPmQ0n  GnumPmQn  GdenP0mQng;
D2 =
Y
Kden
fKnumP0mQn + 2GKdenP0mQ0n + KdenP0mQ00n  GKdenP00mQn   KdenP00mQ0ng;
D3 =
Y
Lden
fLnumPmQn + LdenPmQ˙n   LdenP˙mQng;
D4 =
Y
Gden
fLGdenP0mQn +GdenP0mQ˙n  GnumP˙mQn  GnumP˙mQ0ng:
Using the approximation condition (2.2) and the form of the basic quantities (e.g. (2.25),
(2.39)), we can investigate positions of zeros and degrees of the polynomials within braces
f g of the equations (2.9). Then, we can simply compute the determinants Di (e.g. (2.26),
(2.40)) except for some factors such as   x in D1,+ c0x+x2 in D2 (Both of two symbols
 depend on parameters a; b;m; n), where  and c0, etc. are constants with respect to x. In this
way, we obtain the contiguity relations L1 and L2 (e.g. (2.27), (2.41)), whose coecients Ai
and Bi (e.g. (2.28), (2.42)) are expressed in terms of three unknown constants , , H and three
unknown constants , M1, M2 (e.g. (2.29), (2.43)) respectively. In item (c), the  and the  are
expressed as the unknown functions of the dierential Painleve´ equation. Similarly, the H is
expressed as a Hamiltonian (2.11) (e.g. (2.32), (2.46)), and the M1 and the M2 are expressed in
terms of  and  (e.g. (2.33), (2.47)).
2.1.3. (c) Computation of the q-Painleve´ equation. ?
We can derive the dierential Painleve´ equation from the compatibility condition of the conti-
guity relations L1 and L2. Computing the compatibility condition
(2.10) A˙1 = B001 + 2B
0
2   A1B01   A01B1; A˙2   A1B02 = B002   2A2B01   A02B1;
we determine five quantities ˙; ˙, H, M1 and M2. Expressions for these quantities (e.g. (2.32),
(2.33), (2.46), (2.47)) are obtained in terms of  and .
Eliminating  and ˙ from two expressions for the ˙ and the ˙, we can obtain an expression
for ¨ in terms of  and ˙, namely the dierential Painleve´ equations (e.g. (2.30), (2.44)). The
expression for the H is a Hamiltonian, namely it satisfies
(2.11)
d
dt
=
@H
@
;
d
dt
=  @H
@
:
Remark 1. on two meanings of , , m and n
We use the variables  and  with two dierent meanings. The first meaning is the  and 
which are explicitly determined in terms of parameters a; b; t;m and n by the Pade´ problem.
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The second meaning is the  and  which are unknown functions in the dierential Painleve´
equation. In items (c) and (d), we consider  and  in the second meaning.
Similarly, we use the parameters m and n with two meanings. In the first meaning, m and n
are integers. In the second meaning, m and n are generic complex parameters. In items (c) and
(d), we consider m and n in the second meaning. Then, the result of the compatibility of L1(x)
and L2(x) also holds with respect to the second meaning. 
2.1.4. (d) Computation of the Lax pair. ?
We will consider the following pair of linear dierential equations for the unknown function y:
(2.12) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
such that their compatibility condition gives a q-Painleve´ equation. Then, the pair of dierential
equations is called the ”scalar Lax pair”. Substituting the expression for H, M1 and M2 (e.g.
(2.32), (2.33), (2.46), (2.47)), derived in item (c), into the contiguity relations L1 and L2 (e.g.
(2.27), (2.41)) in item (b), we can obtain the scalar Lax pair L1 and L2 (e.g. (2.34), (2.48)).
2.1.5. (e) Computation of special solutions. ?
By construction, expressions for  as in the first meaning in Remark 1 give a special solution
for the dierential Painleve´ equation. We will present how to compute determinant formulae of
the special solutions.
We will derive formulae (2.16) which are convenient for deriving the special solution . We
can assume that
(2.13) Y(x) =
1X
k=0
pkxk; p0 = 1; pi = 0 (i < 0);
near x = 0 without loss of generality. Then, for each type of Y(x) in Table (2.3), the pk are given
respectively as a HGF (the hypergeometric functions [5] [6]) defined by
(2.14) rFs
 
a1;    ; ar
b1;    ; bs ; x
!
=
1X
n=0
(a1;    ; ar)n
(b1;    ; bs)n
xn
n!
:
Here, the Pochhammer symbol is defined by
(2.15) (a1; a2;    ; ai) j =
iY
k=1
ak(ak + 1)(ak + 2)    (ak + j   1):
The formulae (2.16) were described in [58]. For a given function Y(x), the polynomials Pm(x)
and Qn(x) of degree m and n for an approximation condition (2.2) are given by the following
determinant expressions:
(2.16) Pm(x) =
mX
i=0
s(mn;i)xi; Qn(x) =
nX
i=0
s((m+1)i;mn i)( x)i;
where s is the Schur function defined by the Jacobi-Trudi formula
(2.17) s(1; ;l) = det(pi i+ j)
l
i; j=1:
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The derivation of (2.16) is as follows:
By using the relation
(2.18) xnY(x) =
1X
k=0
pkxk+n =
1X
k=0
pk nxk;
the formulae (2.16) is given by the following computation:
Y(x)Qn(x) =Y(x)

1 pm+1    pm+n
x pm
: : :
:::
:::
:::
: : : pm+1
xn pm n+1    pm

=

pm pm+1    pm+n
pm 1
: : :
: : :
:::
:::
::: pm pm+1
xnY(x)    xY(x) Y(x)

=
1X
k=0

pm pm+1    pm+n
:::
: : :
: : :
:::
pm n+1    pm pm+1
pk n    pk 1 pk
 x
k:(2.19)
Here, we note that
m+nX
k=m+1

pm pm+1    pm+n
:::
: : :
: : :
:::
pm n+1    pm pm+1
pk n    pk 1 pk
 x
k = 0:(2.20)
Substituting equation (2.20) into equation (2.19), we obtain
(2.21) Y(x)Qn(x) =
 mX
k=0
+
1X
k=m+n+1

s(mn;k)xk = Pm(x) +
1X
k=m+n+1
s(mn;k)xk: 
We will show the method of computation of the special solution .
We can derive the expression for the  by comparing D1 in (2.5) and D1 in item (b) (e.g. (2.26),
(2.40)) as the identity with respect to the variable x, when we apply (2.21) to the first D1 and
apply the formulae (2.16) to the second D1 above.
For example, the computation for the case PVI is as follows: Applying (2.21) to D1 in (2.5),
we obtain the coecient of minimum degree xm+n in D1. Similarly, applying (2.16) to D1 in
(2.26), we obtain the coecient of minimum degree xm+n in D1. Therefore, we obtain the
expression for the  by comparing each coecient of xm+n.
2.2. Main results. ?
In this subsection, we will present the results obtained through the method, which is explained
for each case from PVI to PIV in subsection 2.1.
We use the following notations:
(2.22)
a1a2    an=b1b2    bn = a1a2    anb1b2    bn ;
m;n = s(mn):
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Here, by definition (2.17), the Schur functions s(mn) is expressed as
(2.23) s(mn) =

pm pm+1    pm+n 1
pm 1
: : :
:::
:::    : : : :::
pm n+1       pm

where the pk are defined in (2.13).
2.2.1. Case PVI. ?
(a) Setting of the Pade´ approximation problem
The generating function (2.3):
(2.24) Y(x) = (1   x)a

1   x
t
b
:
(b) Contiguity relations
The basic quantities:
(2.25) G =
a
x   1 +
b
x   t ; K =
a(a   1)
(x   1)2 +
b(b   1)
(x   t)2 +
2ab
(x   1)(x   t) ; L =
 bx=t
x   t :
The Wronskian determinants:
(2.26)
D1 =
Y
Gden
(m   n   a   b)ambnxm+n(   x);
D2 =
Y
Kden
(m   n   a   b)ambnxm+n 1f(m + n)a1t + c0x   m(n + a + b)x2g;
D3 =
Y
Lden
xm+n+1

  a˙mbn   bt ambn + amb˙n

;
D4 =
Y
Gden
xm+n+1fm

amb˙n   bt ambn

  (n + a + b)a˙mbng;
where  and c0 are constants with respect to x.
The contiguity relations:
(2.27) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
where
(2.28)
A1 =
 (m + n)
x
+
1   a
x   1 +
1   b
x   t  
1
x   ;
A2 =
m(n + a + b)
x(x   1)  
t(t   1)H
x(x   1)(x   t) +
(   1)
x(x   1)(x   ) ;
B1 = M1
x(x   1)
x    ; B2 = M2
x
x   :
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Here,
(2.29)
t(t   1)H = mt
2(a + b + n)   a1t(m + n)   c0t
   t ;
 =
m(a + b + n)   a1t(m + n)   c0
(   1)(   t) ;
M1 =  
a˙mbn +
b
t
ambn   amb˙n
(m   n   a   b)ambn ;
M2 =
(n + a + b)a˙mbn + m
b
t
ambn   amb˙n

(m   n   a   b)ambn :
(c) Dierential Painleve´ equation
The compatibility gives the following equations:
(2.30)
d2
dt2
=
1
2
1

+
1
   1 +
1
   t
d
dt
2   1
t
+
1
t   1 +
1
y   t
d
dt
+
(   1)(   t)
t2(t   1)2

 + 
t
2
+ 
t   1
(   1)2 + 
t(t   1)
(   t)2

;
where
(2.31)  =
(m   n   a   b)2
2
;  =   (m + n + 1)
2
2
;  =
a2
2
;  =
1   b2
2
:
This equation is equivalent to the dierential Painleve´ equation of type VI (1.2).
The Hamiltonian H:
(2.32)
t(t   1)H = (   1)(   t)2
+ f(1   b)(   1)   (m + n + 1)(   1)(   t)   a(   t)g
+ (a + b + n)m(   t);
d
dt
=
1
t(t   1) f2
3 + 2( a   b   2   m   n   2t)
+ (at + b + mt + m + nt + n + 2t + t)   t(m + n + 1)g;
d
dt
=
1
t(t   1) f(2a   at + 2b   b + 2m   mt   m + 2n   nt   n   t)
  m(a + b + n) + 2

 32 + 2 + 2t   t

g:
The Hamiltonian H (2.32) is the same as that in [58]. (Note that there is a typographical error
in equation (19) in [58], namely the expression a + m + n should read a + b + n.)
The part of B1 and B2:
(2.33) M1 =      tt(t   1) ; M2 =
(   1)(   t)
t(t   1) :
(d) Lax pair
(2.34) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
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where
(2.35)
A1 =
 (m + n)
x
+
1   a
x   1 +
1   b
x   t  
1
x   ;
A2 =
m(n + a + b)
x(x   1)  
t(t   1)H
x(x   1)(x   t) +
(   1)
x(x   1)(x   ) ;
B1 =      tt(t   1)
x(x   1)
x    ; B2 =
(   1)(   t)
t(t   1)
x
x   :
Here, the Hamiltonian H in A2 is given by (2.32). The scalar Lax pair (2.34) is the same as that
in [58].
(e) The special solution
(2.36)  =
(m + n + 1)t
m   n   a   b
m;nm+1;n+1
m;n+1m+1;n
;
where the pk in the m;n (2.22) are given by
(2.37) pk =
( a   b)k
k! 2
F1
 k; b
 a   b; 1  
1
t

:
The pk are expressed in terms of the terminating 2F1 (2.14) series (Jacobi polynomials [5] [6]
[27]). The corresponding Schur functions, defined in (2.17), were obtained in [31].
2.2.2. Case PV. ?
(a) Setting of the Pade´ approximation problem
The generating function (2.3):
(2.38) Y(x) = (1   x) b exp
 xt
1   x

:
(b) Contiguity relations
The basic quantities:
(2.39) G =
b
1   x +
t
(1   x)2 ; K =
b(b + 1)
(1   x)2 +
2t(1 + b)
(1   x)3 +
t2
(1   x)4 ; L =
 x
x   1 :
The Wronskian determinants:
(2.40)
D1 =
Y
Gden
(m   n + b)ambnxm+n(   x);
D2 =
Y
Kden
(m   n + b)ambnxm+n 1f(m + n)a1 + c0x   m(n   b)x2g;
D3 =
Y
Lden
xm+n+1( a˙mbn   ambn + amb˙n);
D4 =
Y
Gden
xm+n+1fm(amb˙n   ambn)   (n   b)a˙mbng;
where  and c0 are constants with respect to x.
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The contiguity relations:
(2.41) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
where
(2.42)
A1 =
 (m + n)
x
  t
(x   1)2 +
b + 2
x   1  
1
x   ;
A2 =
m(n   b)
x(x   1)  
tH
x(x   1)2 +
(   1)
x(x   1)(x   ) ;
B1 = M1
x(x   1)
x    ; B2 = M2
x
x   :
Here,
(2.43)
tH =
m(n   b)   a1(m + n)   c0
   1 ;  =
m(n   b)   a1(m + n)   c0
(   1)2 ;
M1 =   a˙mbn + ambn   amb˙n(m   n + b)ambn ;
M2 =
(n   b)a˙mbn + m(ambn   amb˙n)
(m   n + b)ambn :
(c) Dierential Painleve´ equation
The compatibility gives the following equations:
(2.44) d
2
dt2
=
 1
2
+
1
   1
d
dt
2   1
t
d
dt
+
(   1)2
t2

 +



+

t
 + 
( + 1)
   1 ;
where
(2.45)  =
(m   n + b)2
2
;  =   (m + n + 1)
2
2
;  = b;  =  1
2
:
This equation is equivalent to the dierential Painleve´ equation of type V (1.2).
The Hamiltonian H:
(2.46)
tH = (n   b)m(   1) + (   m   n)(   1)2 + b(   1) + (   1)   t;
d
dt
=
1
t
f23 + 2(b   4   m   n) + ( b + 2 + 2m + 2n   t + 1)   m   n   1g;
d
dt
=
1
t
f (   1)(3   1)2 + ( 2b + b + 2m   2m + 2n   2n + t   1) + m(b   n)g:
The Hamiltonian H (2.46) is the same as that in [58].
The part of B1 and B2:
(2.47) M1 =
1   
t
; M2 =
(   1)2
t
:
(d) Lax pair
(2.48) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
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where
(2.49)
A1 =
 (m + n)
x
  t
(x   1)2 +
b + 2
x   1  
1
x   ;
A2 =
m(n   b)
x(x   1)  
tH
x(x   1)2 +
(   1)
x(x   1)(x   ) ;
B1 =
1   
t
x(x   1)
x    ; B2 =
(   1)2
t
x
x   :
Here, the Hamiltonian H in A2 is given by (2.46). The scalar Lax pair (2.48) is the same as that
in [58].
(e) The special solution
(2.50)  =
m + n + 1
m   n + b
m;nm+1;n+1
m;n+1m+1;n
;
where the pk in the m;n (2.22) are given by
(2.51) pk =
(b)k
k! 1
F1
 k
b
; t

:
The pk are expressed in terms of the terminating 1F1 (2.14) series (Laguerre polynomials [5]
[6] [27]). The corresponding Schur functions, defined in (2.17), were obtained in [31] [32].
2.2.3. Case PIV. ?
(a) Setting of the Pade´ approximation problem
The generating function (2.3):
(2.52) Y(x) = exp(2tx   x2):
(b) Contiguity relations
The basic quantities:
(2.53) G = 2t   2x; K = (2t   2x)2; L = 2x:
The Wronskian determinants:
(2.54)
D1 =
Y
Gden
2ambnxm+n(   x);
D2 =
Y
Kden
2ambnxm+n 1f(m + n)a1 + c0x + 2mx2g;
D3 =
Y
Lden
2ambnxm+n+1; D4 =
Y
Gden
2a˙mbnxm+n+1;
where  and c0 are constants with respect to x.
The contiguity relations:
(2.55) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
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where
(2.56)
A1 = 2(x   t)   m + nx  
1
x   ; A2 =  2m  
H
x
  
x(x   ) ;
B1 =
x
x   ; B2 =
x
x   :
Here,
(2.57) H =    (m + n)a1;  = (m + n)a1 + c0 + 2m:
(c) Dierential Painleve´ equation
The compatibility gives the following equations
(2.58) d
2
dt2
=
1
2
d
dt
2
+ 63   8t2 + 2(t2   ) + 

;
where
(2.59)  =  m + n;  =   (m + n + 1)
2
2
:
This equation is equivalent to the dierential Painleve´ equation of type IV (1.2) by rescaling
 7!  =2,  7! =4.
The Hamiltonian H:
(2.60)
H = (   2 + 2t) + (m + n + 1)   2m;
d
dt
=  22 + m + n + 2( + t) + 1;
d
dt
=  2 + 2m   2(t   2):
The Hamiltonian H (2.60) is equivalent to that in [58] by taking transformations H 7!  H and
 7!  .
(d) Lax pair
(2.61) L1 : y00 + A1y0 + A2y = 0; L2 : y˙ + B1y0 + B2y = 0;
where
(2.62)
A1 = 2(x   t)   m + nx  
1
x   ; A2 =  2m  
H
x
  
x(x   ) ;
B1 =
x
x   ; B2 =
x
x   :
Here, the Hamiltonian H in A2 is given by (2.60). The scalar Lax pair (2.61) is equivalent to
that in [58] by taking transformations H 7!  H and  7!  .
(e) The special solution
(2.63)  =
m + n + 1
2
m;nm+1;n+1
m;n+1m+1;n
;
where the pk in the m;n (2.22) are given by
(2.64) pk =
(2t)k
k! 2
F0
 k=2; (k   1)=2
  ; 
1
t2

:
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The pk are expressed in terms of the terminating 2F0 (2.14) series (Hermite polynomials [5] [6]
[27]). The corresponding Schur functions, defined in (2.17), were obtained in [41].
3. Pade´ interpolation method to q-Painleve´ equations
? In this section, we will reconsider the case of the Pade´ interpolation method of the q-
grid. In subsection 3.1, we will explain the Pade´ interpolation method applied to the q-Painleve´
equations. Namely, we will explain the methods for items (a)–(e). In subsection 3.2, we will
present these main results for all the q-Painleve´ equations of types from E(1)7 to (A2+A1)
(1). The
contents of this section is the same as the results of [37].
3.1. Pade´ interpolation method. ?
In this subsection, we will explain the methods for deriving the items (a)–(e) in the main results
given in subsection 3.2.
3.1.1. (a) Setting of the Pade´ interpolation problem. ?
 In this section, we will consider the following interpolation problem (of the q-grid):
For a given function Y(x), we look for functions Pm(x) and Qn(x) which are polynomials of
degree m and n, satisfying the interpolation condition
(3.1) Y(qs) = Pm(qs)=Qn(qs) (s = 0; 1;    ;m + n):
We call this problem the ”Pade´ interpolation problem (of the q-grid)”. Then, the function Y(x)
is called the ”interpolated function”. Correspondingly, the polynomials Pm(x) and Qn(x) are
called ”interpolating functions” respectively.
Here, the ”interpolated function” and the ”interpolating function” in this section correspond
to the ”generating function”and the ”approximating function” in section 2 respectively.
The common normalization factor of the polynomials Pm(x) and Qn(x) is not determined by
the condition (3.1). However, this normalization factor is not essential for our arguments, i.e.
the main results in section 3.2 (see Remark 3). The explicit expressions of Pm(x) and Qn(x),
which will be used in the computations for the item (e) above, were essentially given in [16]
(see item (e) below).
 In this section, we will establish the interpolation problems (3.1) by specifying the interpolated
functions Y(x) and the interpolated sequences Ys = Y(qs) as follows:
(3.2)
q-E(1)7 q-E
(1)
6 q-D
(1)
5 q-A
(1)
4 q-(A2 + A1)
(1)
Y(x)
3Y
i=1
(aix; bi; q)1
(ai; bix; q)1
2Y
i=1
(aix; bi; q)1
(ai; bix; q)1
clogq x
(a1x; b1; q)1
(a1; b1x; q)1
clogq x
(b1; q)1
(b1x; q)1
(d
p
x=q)logq x
a1a2a3qm
b1b2b3qn
= 1
Ys
3Y
i=1
(bi; q)s
(ai; q)s
2Y
i=1
(bi; q)s
(ai; q)s
cs
(b1; q)s
(a1; q)s
cs(b1; q)s q(
s
2)ds
q-HGF 4'3 3'2 2'1 2'1 1'1
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where
a1a2a3qm
b1b2b3qn
= 1 is a constraint for the parameters in the case q-E(1)7 , and the q-shifted
factorials are defined by
(3.3) (a1; a2;    ; ai; q) j =
j 1Y
k=0
(1   a1qk)(1   a2qk)    (1   aiqk);
and the q-HGF (the q-hypergeometric functions [5] [6]) is defined by
(3.4) k'l
 
a1;    ; ak
b1;    ; bl ; x
!
=
1X
s=0
(a1;    ; ak; q)s
(b1;    ; bl; q; q)s
h
( 1)sq(s2)
i1+l k
xs;
with (s2) = s(s   1)=2.
Remark 2. on the choice of Ys and Y(x)
In Table (3.2), the expressions for the interpolated sequences Ys are closely related to those of
q-HGF r's. In fact, we chose the Ys by comparing the coecient of xs in r's (3.4) and the
expression for Ys(q (m+n); q)s=(q; q)s in (3.15). Then, we also chose the interpolated functions
Y(x), which are equal to the Ys at x = qs. 
 In this section, we will consider yet another Pade´ problemwhere some parameters ai; bi; c; d;m
and n in Y(x) are shifted. The parameter shift operators T are given as follows:
(3.5)
parameters
q-E(1)7 (a1; a2; a3; b1; b2; b3;m; n) 7! (qa1; a2; qa3; b1; b2; qb3;m   1; n)
q-E(1)6 (a1; a2; b1; b2;m; n) 7! (qa1; a2; b1; b2;m   1; n)
q-D(1)5 (a1; b1; c;m; n) 7! (qa1; b1; c;m   1; n)
q-A(1)4 (b1; c;m; n) 7! (b1; c;m   1; n)
q-(A2 + A1)(1) (d;m; n) 7! (d;m   1; n)
Here, the operators T are called the ”time evolutions”, because they specify the directions of
the time evolutions for q-Painleve´ equations.
3.1.2. (b) Computation of contiguity relations. ?
 We will consider the following pair of linear q-dierence equations L2(x) and L3(x) for un-
known function y(x), which are the main object in our study.
L2(x) :

y(x) y(qx) y(x)
Pm(x) Pm(qx) Pm(x)
Y(x)Qn(x) Y(qx)Qn(qx) Y(x)Qn(x)
 = 0;
L3(x) :

y(x) y(x) y(x=q)
Pm(x) Pm(x) Pm(x=q)
Y(x)Qn(x) Y(x)Qn(x) Y(x=q)Qn(x=q)
 = 0:(3.6)
Then, the pair of q-dierence equations (3.6) is called the ”contiguity relations”. Here, F and
F denote T (F) and T 1(F) respectively. T is the shift operator acting on parameters given in
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Table (3.5).
We will show the method of computation of the contiguity relations L2(x) and L3(x).
Set y(x) =
"
Pm(x)
Y(x)Qn(x)
#
and define Casorati determinants Di(x) by
(3.7) D1(x) = det[y(x); y(qx)]; D2(x) = det[y(x); y(x)]; D3(x) = det[y(qx); y(x)]:
Then, the contiguity relations (3.6) can be rewritten as follows:
(3.8)
L2(x) : D1(x)y(x)   D2(x)y(qx) + D3(x)y(x) = 0;
L3(x) : D1(x=q)y(x) + D3(x=q)y(x)   D2(x)y(x=q) = 0:
We define basic quantities G(x);K(x) and H(x) (e.g. (3.20), (3.33)) by
(3.9) G(x) = Y(qx)=Y(x); K(x) = Y(x)=Y(x); H(x) = L:C:M(Gden(x);Kden(x));
whereGden(x) andGnum(x) are defined as the polynomials of the denominator and the numerator
ofG(x) respectively, and Kden(x) and Knum(x) are similarly defined. Substituting these quantities
into the equations (3.7), we obtain the following determinants:
(3.10)
D1(x) =
Y(x)
Gden(x)
fGnum(x)Pm(x)Qn(qx)  Gden(x)Pm(qx)Qn(x)g;
D2(x) =
Y(x)
Kden(x)
fKnum(x)Pm(x)Qn(x)   Kden(x)Pm(x)Qn(x)g;
D3(x) =
Y(x)
H(x)
f H(x)
Kden(x)
Knum(x)Pm(qx)Qn(x)   H(x)Gden(x)Gnum(x)Pm(x)Qn(qx)g:
Using the interpolation condition (3.1) and the form of the basic quantities (e.g. (3.20), (3.33)),
we can investigate positions of zeros and degrees of the polynomials within braces f g of the
equations (3.10). Then, we can simply compute the determinants Di(x) (e.g. (3.21), (3.34))
except for some factors such as 1   f x in D1(x) and 1   x=g in D3(x), where f and g, etc, are
constants with respect to x. In this way, we obtain the contiguity relations L2(x) and L3(x) (e.g.
(3.22), (3.35)).
Remark 3. on the gauge invariance of C0C1
When the common normalization factor of Pm(x) and Qn(x) is changed, an x-independent gauge
transformation of y(x) is induced in L2(x) and L3(x). Under the x-independent gauge transfor-
mation of y(x): y(x) 7! Gy(x), the coecients of y(x); y(x=q); y(x) and y(x); y(x); y(x=q) in (3.8)
change as follows:
(3.11)
(D1(x) : D2(x) : D3(x)) 7! (GD1(x)=G : D2(x) : D3(x))
(D1(x=q) : D3(x=q) : D2(x)) 7! (GD1(x=q)=G : D3(x=q) : D2(x)):
The coecients C0 and C1 in L2(x) and L3(x) (e.g. (3.22), (3.35)) are defined as the normaliza-
tion factors of the coecients of y(x) and y(x) respectively. Then, C0 and C1 change under the
gauge transformation, but the product C0C1 is a gauge invariant quantity. Moreover, C0 and C1
do not appear in the final form of the q-Painleve´ equations. 
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3.1.3. (c) Computation of the q-Painleve´ equation. ?
We can derive the q-Painleve´ equation from the compatibility condition of the contiguity rela-
tions L2(x) and L3(x) (e.g. (3.22), (3.35)). Computing the compatibility condition, we determine
three quantities g; f and C0C1. Expressions for g and f are obtained in terms of f and g. An
expression for C0C1 is obtained in terms of f ; g and f (and hence in terms of f and g).
The first and the second expressions are the q-Painleve´ equation (e.g. (3.24), (3.36)). The
third expression is a constraint for the product C0C1 (e.g. (3.26), (3.38)).
Remark 4. on two meanings of f ; g;m and n
We use the variables f and g with two dierent meanings. The first meaning is the f and g
which are explicitly determined in terms of parameters ai; bi;m and n by the Pade´ problem. The
second meaning is the f and g which are unknown functions in the q-Painleve´ equation. In
items (c) and (d), we consider f and g in the second meaning.
Similarly, we use the parameters m and n with two meanings. In the first meaning, m and n
are integers. In the second meaning, m and n are generic complex parameters. In items (c) and
(d), we consider m and n in the second meaning. Then, the result of the compatibility of L2(x)
and L3(x) also holds with respect to the second meaning. 
3.1.4. (d) Computation of the Lax pair. ?
We will consider the following pair of linear q-dierence equations for the unknown function
y(x):
(3.12)
L1(x) : A1(x)y(x=q) + A2(x)y(x) + A3(x)y(qx) = 0;
L2(x) : A4(x)y(x) + A5(x)y(x) + A6(x)y(qx) = 0;
such that their compatibility condition gives a q-Painleve´ equation. Then, the pair of q-dierence
equations is called the ”scalar Lax pair”.
We will show the method of computation of the scalar Lax pair (3.12).
The Lax pair L1(x) and L2(x), which satisfies the compatibility condition, is derived by using
the results of items (a)–(c) as follows: The L2(x) equation in item (d) (e.g. (3.27), (3.39)) is
the same as the L2(x) in the item (b). We can obtain the Lax equation L1(x) as follows: First,
combining the contiguity relations L2(x) and L3(x) (e.g. (3.27), (3.39), etc.), one obtains an
equation between the three terms y(qx); y(x) and y(x=q) (See the figure below), whose coecient
functions depend on the variables f ; g; f ;C0 and C1. However, the variables C0 and C1 appear
through the product C0C1. Therefore, expressing f and C0C1 in terms of f and g only, one
obtains the Lax equation L1(x) (e.g. (3.27), (3.39)).
y(x=q) y(x)
y(x=q) y(x) y(qx)L1(x)
@
@
@
@
@
@
@
@
@
@
@
@
@
@
L2(x=q)
L3(x)
@
@
@
@
@
@
@
L2(x)
24 HIDEHITO NAGAO
3.1.5. (e) Computation of special solutions. ?
By construction, expressions for f and g as in the first meaning in Remark 4 give a special
solution for the q-Painleve´ equation. We will present how to compute determinant formulae of
the special solutions.
Wewill derive formulae (3.15) which are convenient for computing the special solutions f and
g. The Cauchy-Jacobi formulae (3.14) are essentially presented in [16]. For a given sequence
Ys, the polynomials Pm(x) and Qn(x) of degree m and n for an interpolation problem
(3.13) Ys = Pm(xs)=Qn(xs) (s = 0; 1;    ;m + n)
are given by the following determinant expressions:
(3.14) Pm(x) = F(x) det
h m+nX
s=0
us
xi+ js
x   xs
in
i; j=0
; Qn(x) = det
h m+nX
s=0
usxi+ js (x   xs)
in 1
i; j=0
;
where us = Ys=F0(xs) and F(x) =
Qm+n
i=0 (x   xi).
In the q-grid case of problem (3.13) (i.e. the case of problem (3.1)), the formulae (3.14) take
the following form:
(3.15)
Pm(x) =
F(x)
(q; q)n+1m+n
det
h m+nX
s=0
Ys
(q (m+n); q)s
(q; q)s
qs(i+ j+1)
x   qs
in
i; j=0
;
Qn(x) =
1
(q; q)nm+n
det
h m+nX
s=0
Ys
(q (m+n); q)s
(q; q)s
qs(i+ j+1)(x   qs)
in 1
i; j=0
:
In the derivation of (3.15), we have used the following relations:
F0(xs) =(xs   x0)    (xs   xs 1)(xs   xs+1)    (xs   xm+n)
=( 1)sq(s 1)s=2(q; q)sqs(m+n s)(q; q)m+n s
=(q; q)s(q; q)m+n=qs(q (m+n); q)s:(3.16)
Moreover, substituting the values of Ys (3.2) and F0(xs) (3.16) into the formulae (3.14), one
obtains the determinant formulae (3.15).
We will show the method of computation of the special solutions f and g.
The expressions for the f and g can be derived by comparing Di(x) in (3.10) and Di(x) (e.g.
(3.21), (3.34)) in item (b) as the identity with respect to the variable x and applying the formulae
(3.15).
For example, the computation for the case q-E(1)7 is as follows: Substituting x = 1=ai into
D1(x) in (3.10) and D1(x) in (3.21), we obtain an expression for the f in the first equation of
(3.28) by comparing the two expressions for D1(x) and applying the formulae (3.15). Similarly,
substituting x = 1=bi into the third equation of (3.10) and D3(x) in (3.21), we obtain an expres-
sion for the g in the second equation of (3.28) by comparing the two expressions for D3(x) and
applying the formulae (3.15).
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3.2. Main results. ?
In this subsection, we will present the results obtained through the method, which is explained
for each case from q-E(1)7 to q-(A2 + A1)
(1) in subsection 3.1.
We use the following notations:
(3.17)
a1a2    an=b1b2    bn = a1a2    anb1b2    bn ;
N(x) =
m+n 1Y
i=0
(1   x=qi);
Tai(F) = Fjai!qai ; T 1ai (F) = Fjai!ai=q;
for any quantity (or function) F depending on variables ai and bi.
3.2.1. Case q-E(1)7 . ?
(a) Setting of the Pade´ interpolation problem
The interpolated function, the interpolated sequence and the constraint (3.2):
(3.18) Y(x) =
3Y
i=1
(aix; bi; q)1
(ai; bix; q)1
; Ys =
3Y
i=1
(bi; q)s
(ai; q)s
;
a1a2a3qm
b1b2b3qn
= 1:
The time evolution (3.5):
(3.19) T : (a1; a2; a3; b1; b2; b3;m; n) 7! (qa1; a2; qa3; b1; b2; qb3;m   1; n):
(b) Contiguity relations
The basic quantities:
(3.20) G(x) =
3Y
i=1
(1   bix)
(1   aix) ; K(x) =
1   b3x
1   b3
Y
i=1;3
(1   ai)
(1   aix) ; H(x) = (1   b3)
3Y
i=1
(1   aix):
The Casorati determinants:
(3.21)
D1(x) =
c0x(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1(1   b3x=a2qmg)N(x)Y(x)
Kden(x)
;
D3(x) =
c1(1   b3x)(1   x=g)N(x)Y(x)
H(x)
;
where f ; g; c0 and c1 are constants with respect to x.
The contiguity relations:
(3.22)
L2(x) : C0x(1   x f )y(x)   (1   a2x)(1   b3x=a2qmg)y(qx) + (1   b3x)(1   x=g)y(x) = 0;
L3(x) : C1x(1   x f =q)y(x) + A2(x)1   b3x (1  
x
qg
)y(x)   A1(x=q)
1   a2x=q(1   b3x=a2q
mg)y(x=q) = 0;
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where
(3.23)
A1(x) = (1   a2x)(1   qx)
Y
i=1;2
(1   bix);
A2(x) = (1   b3x)(1   x=qm+n)
Y
i=1;3
(1   aix);
C0 = c0(1   b3)=c1; C1 = c0(1   a1)(1   a3)=qc1:
(c) The q-Painleve´ equation
Compatibility gives the following equations:
(3.24)
( f g   1)( f g   1)
( f g   b3=a2qm)( f g   b3=a2qm+1) =
A1(1= f )
A2(1= f )
;
(1   f g)(1   f g)
(1   a2qm f g=b3)(1   a2qm 1 f g=b3)
=
A1(g)
A2(a2qmg=b3)
:
These equations (3.24) are equivalent to the q-Painleve´ equation of type E(1)7 given in [8] [23]
[48]. The 8 singular points are on the two curves f g = 1 and f g = b3=a2qm.
(3.25)
( f ; g) = (a2; 1=a2); (b1; 1=b1); (b2; 1=b2); (q; 1=q);
(a1; b3=a1a2qm); (b3; 1=a2qm); (1=qm+n; b3qn=a2); (a3; b3=a2a3qm):
The product C0C1:
(3.26) C0C1 =
A1(g)(1   b3=a2qm)(1   b3=a2qm 1)
q(1   f g)(1   f g)g2 :
(d) The Lax pair
(3.27)
L1(x) :
(b3   a2qm)x2
a2b3qmg
"
A1(g)
( f g   1)(qg   x)  
A2(a2qmg=b3)
(a2qm f g=b3   1)(a2qmg=b3   x)
#
y(x)
+
q2(q   b3x)A1(x=q)
(q   a2x)(q   f x)
"
y(x=q)   b3(a2q
m+1g=b3   x)(q   a2x)
a2qm(qg   x)(q   b3x) y(x)
#
+
(1   a2x)A2(x)
(1   b3x)(1   f x)
"
y(qx)   a2q
m(g   x)(1   b3x)
b3(a2qmg=b3   x)(1   a2x)y(x)
#
= 0;
L2(x) : C0x(1   x f )y(x)   (1   a2x)(1   b3x=a2qmg)y(qx)
+ (1   b3x)(1   x=g)y(x) = 0:
The scalar Lax pair (3.27) is equivalent to that in [59] by using a suitable gauge transformation
of y(x). (Note that there is a typographical error in the second equation of (36) in [59], namely
the expression f g   t2 should read f gq   t2.)
(e) Special solutions
(3.28)
1   f =a1
1   f =a2 =
1Ta1(m;n)T
 1
a1 (m+1;n 1)
2Ta2(m;n)T 1a2 (m+1;n 1)
;
1   1=b1g
1   1=b2g =
!1T 1b1 (m;n)Tb1(m+1;n 1)
!2T 1b2 (m;n)Tb2(m+1;n 1)
;
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where
(3.29) m;n = det
h
4'3
b1; b2; b3; q (m+n)
a1; a2; a3
; q; qi+ j+1
in
i; j=0
;
(3.30)
i =
ai(1   aiqm+n)(1   ai=q)nQ3k=1(1   bk=ai)
(1   ai)n+1 ; !i =
(1   a2=bi)(1   bi)n
(1   bi=q)n ; for i = 1; 2:
These determinant formulae of hypergeometric solutions (3.28) are expressed in terms of the
terminating balanced 4'3 (3.4) series (Askey-Wilson polynomials [23] [27] [39]), and they are
expected to be equivalent to the terminating case of that in [33].
3.2.2. Case q-E(1)6 . ?
The contents of this subsubsection is the same as [14].
(a) Setting of the Pade´ interpolation problem
The interpolated function and the interpolated sequence (3.2):
(3.31) Y(x) =
2Y
i=1
(aix; bi; q)1
(ai; bix; q)1
; Ys =
2Y
i=1
(bi; q)s
(ai; q)s
:
The time evolution (3.5):
(3.32) T : (a1; a2; b1; b2;m; n) 7! (qa1; a2; ; b1; b2;m   1; n):
(b) Contiguity relations
The basic quantities:
(3.33) G(x) =
2Y
i=1
(1   bix)
(1   aix) ; K(x) =
1   a1
1   a1x ; H(x) =
2Y
i=1
(1   aix):
The Casorati determinants:
(3.34)
D1(x) =
c0x(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1N(x)Y(x)
Kden(x)
; D3(x) =
c1(1   x=g)N(x)Y(x)
H(x)
;
where f ; g; c0 and c1 are constants with respect to x.
The contiguity relations:
(3.35)
L2(x) : C0x(1   x f )y(x)   (1   a2x)y(qx) + (1   x=g)y(x) = 0;
L3(x) : C1x(1   x f =q)y(x) + (1   a1x)(1   x=qm+n)(1   x=qg)y(x)
  (1   x)(1   b1x=q)(1   b2x=q)y(x=q) = 0;
where C0 = c0=c1 and C1 = c0(1   a1)=qc1.
(c) The q-Painleve´ equation
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Compatibility gives the following equations:
(3.36)
( f g   1)( f g   1)
gg
=
( f   a2)( f   b1)( f   b2)( f   q)
( f   a1)( f   1=qm+n) ;
( f g   1)( f g   1)
f f
=
(g   1=a2)(g   1=b1)(g   1=b2)(g   1=q)
(g   1=a2qm)(g   a1=b1b2qn) :
These equations (3.36) are equivalent to the q-Painleve´ equation of type E(1)6 given in [14] [23]
[48]. The 8 singular points are on the two lines f = 0 and g = 0 and one curve f g = 1.
(3.37)
( f ; g) = (a2; 1=a2); (b1; 1=b1); (b2; 1=b2); (q; 1=q);
(a1; 0); (1=qm+n; 0); (0; 1=a2qm); (0; a1=b1b2qn):
The product C0C1:
(3.38) C0C1 =
(1   a2g)(1   b1g)(1   b2g)(1   qg)
qg2(1   f g)(1   f g) :
(d) The Lax pair
(3.39)
L1(x) :
qm+ng(1   x)(q   b1x)(q   b2x)
q   f x
"
y(x=q)   g(q   a2x)
qg   x y(x)
#
+
g(qm+n   x)(1   a1x)(1   a2x)
1   f x
"
y(qx)   (g   x)
g(1   a2x)y(x)
#
+ x2
"
(a2qmg   1)(b1b2qng   a1)
f
  q
m+n(a2g   1)(b1g   1)(b2g   1)(qg   1)
( f g   1)(qg   x)
#
y(x) = 0;
L2(x) : C0x(1   x f )y(x)   (1   a2x)y(qx) + (1   x=g)y(x) = 0:
The scalar Lax pair (3.39) is equivalent to the 2  2 matrix ones in [52] [57] and the scalar
ones in [14] [59] by using suitable gauge transformations of y(x). (Note that there are some
typographical errors in equations (30) and (31) in [14], namely the expressions (b4q0   z) and
Y(x) should read (b4q0   z)t2 and Y(z) respectively.)
(e) Special solutions
(3.40)
1   f =a1
1   f =a2 =
1Ta1(m;n)T
 1
a1 (m+1;n 1)
2Ta2(m;n)T 1a2 (m+1;n 1)
;
1   1=b1g
1   1=b2g =
!1T 1b1 (m;n)Tb1(m+1;n 1)
!2T 1b2 (m;n)Tb2(m+1;n 1)
;
where
(3.41) m;n = det
h
3'2
b1; b2; q (m+n)
a1; a2
; q; qi+ j+1
in
i; j=0
;
(3.42)
i =
ai(1   aiqm+n)(1   ai=q)nQ2k=1(1   bk=ai)
(1   ai)n+1 ; !i =
(1   a2=bi)(1   bi)n
(1   bi=q)n ; for i = 1; 2:
These determinant formulae of hypergeometric solutions (3.40) are expressed in terms of the
terminating 3'2 (3.4) series (big q-Jacobi polynomials [23] [27] [39]), and they are equivalent
to that in [14]. (Note that there is a typographical error in equation (38) in [14], namely the
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expression Ta2Ta3(m;n 1) should read Ta2Ta4(m;n 1).)
3.2.3. Case q-D(1)5 . ?
(a) Setting of the Pade´ interpolation problem
The interpolated function and the interpolated sequence (3.2):
(3.43) Y(x) = clogq x
(a1x; b1; q)1
(a1; b1x; q)1
; Ys = cs
(b1; q)s
(a1; q)s
:
The time evolution (3.5):
(3.44) T : (a1; b1; c;m; n) 7! (qa1; b1; c;m   1; n):
(b) Contiguity relations
The basic quantities:
(3.45) G(x) =
(1   b1x)c
1   a1x ; K(x) =
1   a1
1   a1x ; H(x) = 1   a1x:
The Casorati determinants:
(3.46) D1(x) =
c0(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1N(x)Y(x)
Kden(x)
; D3(x) =
c2N(x)Y(x)
H(x)
;
where f ; c0; c1 and c2 are constants with respect to x.
The contiguity relations:
(3.47)
L2(x) : C0(1   x f )y(x)   y(qx) + y(x)=g = 0;
L3(x) : C1(1   x f =q)y(x)   (1   a1x)(1   x=qm+n)y(x)=g
+ c(1   x)(1   b1x=q)y(x=q) = 0;
where C0 = c0=c1;C1 =  c0(1   a1)=c1 and g = c1=c2.
(c) The q-Painleve´ equation
Compatibility gives the following equations:
(3.48) gg =
( f   a1)( f   1=qm+n)
c( f   b1)( f   q) ; f f =
qb1(g   1=qm)(g   a1=b1qnc)
(g   1)(g   1=c) :
These equations (3.48) are equivalent to the q-Painleve´ equation of type D(1)5 given in [20] [23].
The 8 singular points are on the four lines f = 0, f = 1, g = 0 and g = 1.
(3.49) ( f ; g) = (a1; 0); (1=qm+n; 0); (0; 1=qm); (0; a1=b1cqn); (1; 1); (1; 1=c); (b1;1); (q;1):
The product C0C1:
(3.50) C0C1 =  (1   g)(1   cg)=g2:
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(d) The Lax pair
(3.51)
L1(x) :
g(x   qm+n)(a1x   1)
f x   1
"
y(qx)   y(x)
g
#
+
cqm+ng(x   1)(b1x   q)
f x   q
"
y(
x
q
)   gy(x)
#
+
"
(qmg   1)(b1cqng   a1)x
f
  qm+n(g   1)(cg   1)
#
y(x) = 0;
L2(x) : C0(1   x f )y(x)   y(qx) + y(x)=g = 0:
The scalar Lax pair (3.51) is equivalent to the 2  2 matrix ones in [20] [35] and the scalar one
in [59] by using suitable gauge transformations of y(x).
(e) Special solutions
(3.52)
f
a1
  1 = c(1   b1=a1)(1   a1q
m+n)(1   a1=q)n
qm(1   c)(1   a1)n+1
Ta1(m;n;1)T
 1
a1 (m+1;n 1;1)
m;n;0m+1;n 1;2
;
g =
(1   a1qm+n)(1   b1=q)n
qm(1   a1)(1   b1)n
Ta1(m;n;1)m;n 1;1
T 1b1 (m;n;1)Ta1b1(m;n 1;1)
;
where
(3.53) m;n;k = det
h
2'1
b1; q (m+n)
a1
; q; cqi+ j+k
in
i; j=0
:
These determinant formulae of hypergeometric solutions (3.52) are expressed in terms of the
terminating 2'1 (3.4) series (little q-Jacobi polynomials [23] [27] [39]), and they are expected
to be equivalent to the terminating case of that in [49].
3.2.4. Case q-A(1)4 . ?
(a) Setting of the Pade´ interpolation problem
The interpolated function and the interpolated sequence (3.2):
(3.54) Y(x) = clogq x
(b1; q)1
(b1x; q)1
; Ys = cs(b1; q)s:
The time evolution (3.5):
(3.55) T : (b1; c;m; n) 7! (b1; c;m   1; n):
(b) Contiguity relations
The basic quantities:
(3.56) G(x) = (1   b1x)c; K(x) = 1; H(x) = 1:
The Casorati determinants:
(3.57) D1(x) =
c0(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1N(x)Y(x)
Kden(x)
; D3(x) =
c2N(x)Y(x)
H(x)
;
where f ; c0; c1 and c2 are constants with respect to x.
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The contiguity relations:
(3.58)
L2(x) : C0(1   x f )y(x)   y(qx) + y(x)=g = 0;
L3(x) : C1(1   x f =q)y(x)   (1   x=qm+n)y(x)=g + c(1   x)(1   b1x=q)y(x=q) = 0;
where C0 = c0=c1, C1 =  c0=c1 and g = c1=c2.
(c) The q-Painleve´ equation
Compatibility gives the following equations:
(3.59) gg =
f ( f   1=qm+n)
c( f   b1)( f   q) ; f f =
qb1g(g   1=qm)
(g   1)(g   1=c) :
These equations (3.59) are equivalent to the q-Painleve´ equation of type A(1)4 given in [23] [28].
The 8 singular points are on the four lines f = 0; f = 1; g = 0 and g = 1. (0; 0) is a double
point.
(3.60)
( f ; g) = (1=qm+n; 0); (0; 1=qm); (1; 1); (1; 1=c); (b1;1); (q;1);
(0; 0) g= f =  1=b1cqn:
The product C0C1:
(3.61) C0C1 =  (1   g)(1   cg)=g2:
(d) The Lax pair
(3.62)
L1(x) :
cgqm+n(1   x)(q   b1x)
q   f x

y(x=q)   gy(x) + g(qm+n   x)
1   f x

y(qx)   y(x)=g
+ qn

qm(1   g)(1   cg) + b1cg(1   qmg)x= f  y(x) = 0;
L2(x) : C0(1   x f )y(x)   y(qx) + y(x)=g = 0:
The scalar Lax pair (3.62) is equivalent to the 2  2 matrix one for the q-Painleve´ equation of
type q-P(A4) in [35] by using a suitable gauge transformation of y(x).
(e) Computation of special solutions
(3.63) f =
b1c
(c   1)qm
m;n;1m+1;n 1;1
m;n;0m+1;n 1;2
; g =
(1   b1=q)n
qm(1   b1)n
m;n;1m;n 1;1
T 1b1 (m;n;1)Tb1(m;n 1;1)
;
where
(3.64) m;n;k = det
h
2'1
b1; q (m+n)
0
; q; cqi+ j+k
in
i; j=0
:
These determinant formulae of hypergeometric solutions (3.63) are expressed in terms of the
terminating 2'1 (3.4) series (q-Laguerre polynomials [23] [27] [39]), and they are expected to
be equivalent to the terminating case of that in [13].
32 HIDEHITO NAGAO
3.2.5. Case q-(A2 + A1)(1). ?
(a) Setting of the Pade´ interpolation problem
The interpolated function and the interpolated sequence (3.2):
(3.65) Y(x) = (d
p
x=q)logq x; Ys = q(
s
2)ds:
The time evolution (3.5):
(3.66) T : (d;m; n) 7! (d;m   1; n):
(b) Contiguity relations
The basic quantities:
(3.67) G(x) = dx; K(x) = 1; H(x) = 1:
The Casorati determinants:
(3.68) D1(x) =
c0(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1N(x)Y(x)
Kden(x)
; D3(x) =
c2N(x)Y(x)
H(x)
;
where f ; c0; c1 and c2 are constants with respect to x.
The contiguity relations:
(3.69)
L2(x) : C0(1   x f )y(x)   y(qx) + y(x)=g = 0;
L3(x) : C1(1   x f =q)y(x) + (1   x=qm+n)y(x)=g   dx(1   x)y(x=q)=q = 0;
where C0 = c0=c1, C1 = c0=c1 and g = c1=c2.
(c) The q-Painleve´ equation
Compatibility gives the following equation:
(3.70) gg =
f ( f   1=qm+n)
d( f   q) ; f f =
qdg(g   1=qm)
(g   1) :
These equations (3.70) are equivalent to the q-Painleve´ equation of type (A2 + A1)(1), namely
PIII, given in [23] [28]. The 8 singular points are on the four lines f = 0; f = 1; g = 0 and
g = 1. The two points (0; 0) and (1;1) are double points.
(3.71)
( f ; g) = (1=qm+n; 0); (0; 1=qm); (1; 1); (q;1);
(0; 0) g= f = 1=dqn;
(1;1) g= f = 1=d:
The product C0C1:
(3.72) C0C1 = (1   g)=g2:
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(d) The Lax pair
(3.73)
L1(x) :
dgqm+n(1   x)x
f x   q

y(x=q)   gy(x) + g(qm+n   x)
f x   1

y(qx)   y(x)=g
+ qn

qm(g   1)   dg(gqm   1)x= f  y(x) = 0;
L2(x) : C0(1   x f )y(x)   y(qx) + y(x)=g = 0:
The scalar Lax pair (3.73) is equivalent to the 2  2 matrix one for the q-Painleve´ equation of
type q-P(A5)# in [35] by using a suitable gauge transformation of y(x).
(e) Special solutions
(3.74) f =
d
qm
m;n;1m+1;n 1;1
m;n;0m+1;n 1;2
; g =
1
qm+n
m;n;1m;n 1;1
m;n;0m;n 1;2
;
where
(3.75) m;n;k = det
h
1'1
q (m+n)
0
; q; dqi+ j+k
in
i; j=0
:
These determinant formulae of hypergeometric solutions (3.74) are expressed in terms of the
terminating 1'1 (3.4) series (Stieltjes-Wigert polynomials [23] [27] [39]), and they are expected
to be equivalent to the terminating case of that in [36].
4. Pade´ approximation method to q-Painleve´ equations
?
In this section, we will consider the Pade´ approximation method of the dierential grid. In sub-
section 4.1, we will explain the Pade´ approximation method applied to the q-Painleve´ equations.
Namely, we will explain the methods for items (a)–(e). In subsection 4.2, we will present these
main results for all the q-Painleve´ equations of types from E(1)6 to (A2 + A1)
(1).
4.1. Pade´ approximation method. ?
In this subsection, we will explain the methods for deriving the items (a)-(e) in the main results
given in subsection 4.2.
4.1.1. (a) Setting of the Pade´ approximation problem. ?
 In this section, we will consider the following approximation problem (of the dierential
grid):
For a given function Y(x), we look for functions Pm(x) and Qn(x) which are polynomials of
degree m and n, satisfying the approximation condition
(4.1) Y(x)  Pm(x)
Qn(x)
(mod xm+n+1):
We call this problem the ”Pade´ approximation problem (of the dierential grid)”. Then, the
function Y(x) is called the ”generating function” (because the Y(x) generates the pk in equa-
tion (4.13) in item (e) below), and the polynomials Pm(x) and Qn(x) are called ”approximating
functions” respectively.
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Here, the ”generating function” and the ”approximating function” in this section correspond
to the ”interpolated function” and the ”interpolating function” in section 3 respectively.
The common normalization factor of the polynomials Pm(x) and Qn(x) is not determined by
the condition (4.1). However, this normalization factor is not essential for our arguments, i.e.
the main results in subsection 4.2 (see Remark 6). The explicit expressions of Pm(x) and Qn(x),
which will be used in the computations for the item (e) above, were essentially given in equation
(4.15) (see item (e) below).
 In this section, we will establish the approximation problems (4.1) by specifying the generat-
ing functions Y(x) as follows:
(4.2)
q-E(1)6 q-D
(1)
5 q-A
(1)
4 q-(A2 + A1)
(1)
Y(x)
3Y
i=1
(aix; q)1
(bix; q)1
2Y
i=1
(aix; q)1
(bix; q)1
(a1x; a2x; q)1
(b1x; q)1
(a1x; a2x; q)1
a1a2a3qm
b1b2b3qn
= 1
where
a1a2a3qm
b1b2b3qn
= 1 is a constraint for the parameters in the case q-E(1)6 , and the q-shifted
factorials are defined by
(4.3) (a1; a2;    ; ai) j =
j 1Y
k=0
(1   a1qk)(1   a2qk)    (1   aiqk):
Remark 5. on the choice of Y(x)
In [58] [61] [62], for dierential Painleve´ equations of types from PVI to PIV, the Pade´ approxi-
mation problems (4.1) were established by specifying the generating functions Y(x) as follows:
(4.4)
PVI PV PIV
Y(x) (1   x)a

1   x
t
b
(1   x) b exp
 xt
1   x

exp(2tx   x2)
The expressions for the generating functions Y(x) in Table (4.2) are closely related to those
in Table (4.4). In fact, we chose the Y(x) in the Table (4.2) as q-analogs of those in the Table
(4.4). 
 In this section, we will consider yet another Pade´ problem where some parameters ai; bi;m
and n in Y(x) are shifted. The parameter shift operators T are given as follows:
(4.5)
parameter
q-E(1)6 (a1; a2; a3; b1; b2; b3;m; n) 7! (qa1; a2; a3; qb1; b2; b3;m; n)
q-D(1)5 (a1; a2; b1; b2;m; n) 7! (qa1; a2; qb1; b2;m; n)
q-A(1)4 (a1; a2; b1;m; n) 7! (qa1; a2; qb1;m; n)
q-(A2 + A1)(1) (a1; a2;m; n) 7! (qa1; a2;m; n)
PADE´ METHOD TO q-PAINLEVE´ EQUATIONS 35
Here, the operators T are called the ”time evolutions”, because they specify the directions of
the time evolutions for q-Painleve´ equations.
4.1.2. (b) Computation of contiguity relations. ?
The following description is almost the same as that in subsection 3.1 (b).
 We will consider the following pair of linear q-dierence equations L2(x) and L3(x) for un-
known function y(x), which are the main object in our study.
L2(x) :

y(x) y(qx) y(x)
Pm(x) Pm(qx) Pm(x)
Y(x)Qn(x) Y(qx)Qn(qx) Y(x)Qn(x)
 = 0;
L3(x) :

y(x) y(x) y(x=q)
Pm(x) Pm(x) Pm(x=q)
Y(x)Qn(x) Y(x)Qn(x) Y(x=q)Qn(x=q)
 = 0:(4.6)
Then, the pair of q-dierence equations (4.6) is called the ”contiguity relations”. Here, F and
F denote T (F) and T 1(F) respectively. T is the shift operator acting on parameters given in
Table (4.5).
We will show the method of computation of the contiguity relations L2(x) and L3(x).
Set y(x) =
"
Pm(x)
Y(x)Qn(x)
#
and define Casorati determinants Di(x) by
(4.7) D1(x) = det[y(x); y(qx)]; D2(x) = det[y(x); y(x)]; D3(x) = det[y(qx); y(x)]:
Then, the contiguity relations (4.6) can be rewritten as follows:
(4.8)
L2(x) : D1(x)y(x)   D2(x)y(qx) + D3(x)y(x) = 0;
L3(x) : D1(x=q)y(x) + D3(x=q)y(x)   D2(x)y(x=q) = 0:
We define basic quantities G(x);K(x) and H(x) (e.g. (3.20), (3.33)) by
(4.9) G(x) = Y(qx)=Y(x); K(x) = Y(x)=Y(x); H(x) = L:C:M(Gden(x);Kden(x));
whereGden(x) andGnum(x) are defined as the polynomials of the denominator and the numerator
ofG(x) respectively, and Kden(x) and Knum(x) are similarly defined. Substituting these quantities
into the equations (4.7), we obtain the following determinants:
(4.10)
D1(x) =
Y(x)
Gden(x)
fGnum(x)Pm(x)Qn(qx)  Gden(x)Pm(qx)Qn(x)g;
D2(x) =
Y(x)
Kden(x)
fKnum(x)Pm(x)Qn(x)   Kden(x)Pm(x)Qn(x)g;
D3(x) =
Y(x)
H(x)
f H(x)
Kden(x)
Knum(x)Pm(qx)Qn(x)   H(x)Gden(x)Gnum(x)Pm(x)Qn(qx)g:
Using the approximation condition (4.1) and the form of the basic quantities (e.g. (4.26),
(4.36)), we can investigate positions of zeros and degrees of the polynomials within braces
f g of the equations (4.10). Then, we can simply compute the determinants Di(x) (e.g. (4.27),
(4.37)) except for some factors such as 1  f x in D1(x) and 1  x=g in D3(x), where f and g, etc,
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are constants with respect to x. In this way, we obtain the contiguity relations L2(x) and L3(x)
(e.g. (4.28), (4.38)).
Remark 6. on the gauge invariance of C0C1
When the common normalization factor of Pm(x) and Qn(x) is changed, an x-independent gauge
transformation of y(x) is induced in L2(x) and L3(x). Under the x-independent gauge transfor-
mation of y(x): y(x) 7! Gy(x), the coecients of y(x); y(x=q); y(x) and y(x); y(x); y(x=q) in (4.8)
change as follows:
(4.11)
(D1(x) : D2(x) : D3(x)) 7! (GD1(x)=G : D2(x) : D3(x))
(D1(x=q) : D3(x=q) : D2(x)) 7! (GD1(x=q)=G : D3(x=q) : D2(x)):
The coecients C0 and C1 in L2(x) and L3(x) (e.g. (4.28), (4.38)) are defined as the normaliza-
tion factors of the coecients of y(x) and y(x) respectively. Then, C0 and C1 change under the
gauge transformation, but the product C0C1 is a gauge invariant quantity. Moreover, C0 and C1
do not appear in the final form of the q-Painleve´ equations. 
4.1.3. (c) Computation of the q-Painleve´ equation. ?
Also the following description is almost the same as that in subsection 3.1 (c).
We can derive the q-Painleve´ equation from the compatibility condition of the contiguity
relations L2(x) and L3(x). Computing the compatibility condition, we determine three quantities
g; f and C0C1. Expressions for g and f are obtained in terms of f and g. An expression for
C0C1 is obtained in terms of f ; g and f (and hence in terms of f and g).
The first and the second expressions are the q-Painleve´ equation (e.g. (4.29), (4.39)). The
third expression is a constraint for the product C0C1 (e.g. (4.31), (4.41)).
Remark 7. on two meanings of f ; g;m and n
We use the variables f and g with two dierent meanings. The first meaning is the f and g
which are explicitly determined in terms of parameters ai; bi;m and n by the Pade´ problem. The
second meaning is the f and g which are unknown functions in the q-Painleve´ equation. In
items (c) and (d), we consider f and g in the second meaning.
Similarly, we use the parameters m and n with two meanings. In the first meaning, m and n
are integers. In the second meaning, m and n are generic complex parameters. In items (c) and
(d), we consider m and n in the second meaning. Then, the result of the compatibility of L2(x)
and L3(x) also holds with respect to the second meaning. 
4.1.4. (d) Computation of the Lax pair. ?
The following description is almost the same as that in subsection 3.1 (d).
We will consider the following pair of linear q-dierence equations for the unknown function
y(x):
(4.12)
L1(x) : A1(x)y(x=q) + A2(x)y(x) + A3(x)y(qx) = 0;
L2(x) : A4(x)y(x) + A5(x)y(x) + A6(x)y(qx) = 0;
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such that their compatibility condition gives a q-Painleve´ equation. Then, the pair of q-dierence
equations is called the ”scalar Lax pair”.
We will show the method of computation of the scalar Lax pair L1(x) and L2(x).
The Lax pair L1(x) and L2(x), which satisfies the compatibility condition, is derived by using
the results of items (a)–(c) as follows: The L2(x) equation in item (d) (e.g. (4.32), (4.42)) is
the same as the L2(x) in the item (b). We can obtain the Lax equation L1(x) as follows: First,
combining the contiguity relations L2(x) and L3(x) (e.g. (4.32), (4.42), etc.), one obtains an
equation between the three terms y(qx); y(x) and y(x=q) (See the figure below), whose coecient
functions depend on the variables f ; g; f ;C0 and C1. However, the variables C0 and C1 appear
through the product C0C1. Therefore, expressing f and C0C1 in terms of f and g only, one
obtains the Lax equation L1(x) (e.g. (4.32), (4.42)).
y(x=q) y(x)
y(x=q) y(x) y(qx)L1(x)
@
@
@
@
@
@
@
@
@
@
@
@
@
@
L2(x=q)
L3(x)
@
@
@
@
@
@
@
L2(x)
4.1.5. (e) Computation of special solutions. ?
By construction, expressions for f and g as in the first meaning in Remark 7 give a special
solution for the q-Painleve´ equation. We will present how to compute determinant formulae of
the special solutions.
We will derive the formulae (4.15) which are convenient for computing the special solutions
f and g. We can assume that
(4.13) Y(x) =
1X
k=0
pkxk; p0 = 1; pi = 0 (i < 0);
near x = 0 without loss of generality. Then, for each type of Y(x) in Table (4.2), the pk (e.g.
(4.44), (4.55)) are given respectively as a q-HGF (the q-hypergeometric functions [5] [6]) de-
fined by
(4.14) k'l
 
a1;    ; ak
b1;    ; bl ; q; x
!
=
1X
s=0
(a1;    ; ak; q)s
(b1;    ; bl; q; q)s
h
( 1)sq(s2)
i1+l k
xs;
with (s2) = s(s   1)=2.
The formulae (4.15) were described in [58]. For a given function Y(x), the polynomials Pm(x)
and Qn(x) of degree m and n for an approximation condition (4.1) are given by the following
determinant expressions:
(4.15) Pm(x) =
mX
i=0
s(mn;i)xi; Qn(x) =
nX
i=0
s((m+1)i;mn i)( x)i;
where s is the Schur function defined by the Jacobi-Trudi formula
(4.16) s(1; ;l) = det(pi i+ j)
l
i; j=1:
38 HIDEHITO NAGAO
The derivation of (4.15) is as follows:
By using the relation
(4.17) xnY(x) =
1X
k=0
pkxk+n =
1X
k=0
pk nxk;
the formulae (4.15) are given by the following computation:
Y(x)Qn(x) =Y(x)

1 pm+1    pm+n
x pm
: : :
:::
:::
:::
: : : pm+1
xn pm n+1    pm

=

pm pm+1    pm+n
pm 1
: : :
: : :
:::
:::
::: pm pm+1
xnY(x)    xY(x) Y(x)

=
1X
k=0

pm pm+1    pm+n
:::
: : :
: : :
:::
pm n+1    pm pm+1
pk n    pk 1 pk
 x
k:(4.18)
Here, we note that
m+nX
k=m+1

pm pm+1    pm+n
:::
: : :
: : :
:::
pm n+1    pm pm+1
pk n    pk 1 pk
 x
k = 0:(4.19)
Substituting equation (4.19) into equation (4.18), we obtain
(4.20) Y(x)Qn(x) =
 mX
k=0
+
1X
k=m+n+1

s(mn;k)xk = Pm(x) +
1X
k=m+n+1
s(mn;k)xk: 
Furthermore, in [58], interesting formulae were also written as follows: The polynomials
Pm(x) and Qn(x) can be expressed in terms of a single determinant as
(4.21) Pm(x) = xms(mn+1)jpi!Pij=0 x  jpi  j ; Qn(x) = ( x)ns((m+1)n)jpi!pi x 1pi 1 :
We will show the method of computation of the special solutions f and g.
The expressions for the f and g can be derived by comparing Di(x) in (4.10) and Di(x) (e.g.
(4.27), (4.37)) in item (b) as the identity with respect to the variable x and applying the formulae
(4.15) and (4.21).
For example, the computation for the case q-E(1)6 is as follows: Substituting x = 1=ai into
D1(x) in (4.10) and D1(x) in (4.27), we obtain an expression for the f in the first equation of
(4.33) by comparing the two expressions for D1(x) and applying the formulae (4.21). Similarly,
substituting x = 1=bi into the third equation of (4.10) and D3(x) in (4.27), we obtain an expres-
sion for the g in the second equation of (4.33) by comparing the two expressions for D3(x) and
applying the formulae (4.21).
4.2. Main results. ?
In this subsection, we will present the results obtained through the method, which is explained
for each case from q-E(1)6 to q-(A2 + A1)
(1) in subsection 4.1.
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We use the following notations:
(4.22)
a1a2    an=b1b2    bn = a1a2    anb1b2    bn ;
N(x) = xm+n+1;
m;n = s(mn);
Tai(F) = Fjai!qai ; T 1ai (F) = Fjai!ai=q:
Here, any quantity (or function) F depends on variables ai and bi, and by definition (4.16), the
Schur functions s(mn) is expressed as
(4.23) s(mn) =

pm pm+1    pm+n 1
pm 1
: : :
:::
:::    : : : :::
pm n+1       pm

where the pk are defined in (4.13).
4.2.1. Case q-E(1)6 . ?
(a) Setting of the Pade´ approximation problem
The generating function and the constraint (4.2):
(4.24) Y(x) =
(a1x; a2x; a3x; q)1
(b1x; b2x; b3x; q)1
;
a1a2a3qm
b1b2b3qn
= 1:
The time evolution (4.5):
(4.25) T : (a1; a2; a3; b1; b2; b3;m; n) 7! (qa1; a2; a3; qb1; b2; b3;m; n):
(b) Contiguity relations
The basic quantities:
(4.26) G(x) =
3Y
i=1
(1   bix)
(1   aix) ; K(x) =
1   b1x
1   a1x ; H(x) =
3Y
i=1
(1   aix):
The Casorati determinants:
(4.27)
D1(x) = c0(1   x f )N(x)Y(x)=Gden(x); D2(x) = c1N(x)Y(x)=Kden(x);
D3(x) = c1
a2a3qmg
b1
(1   x=g)N(x)Y(x)=H(x);
where f ; g; c0 and c1 are constants with respect to x.
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The contiguity relations:
(4.28)
L2(x) : C0(1   x f )y(x)   (1   a2x)(1   a3x)y(qx)
+
a2a3qmg
b1
(1   b1x)(1   x=g)y(x) = 0;
L3(x) : C1(1   x f =q)y(x) + a2a3q
mg
b1
(1   a1x)(1   x=qg)y(x)
  qm+n+1(1   b2x=q)(1   b3x=q)y(x=q) = 0;
where C0 = c0=c1 and C1 = c0=c1.
(c) The q-Painleve´ equation
Compatibility gives the following equations:
(4.29)
( f g   1)( f g   1) = b
2
1
a22a
2
3q
m n
( f   a2)( f   a3)( f   b2)( f   b3)
( f   a1)( f   b1) ;
( f g   1)( f g   1) = qa1b1 (g   1=a2)(g   1=a3)(g   1=b2)(g   1=b3)(g   b1=a2a3qm)(g   b1qn+1=a2a3) :
These equations (4.29) are equivalent to the q-Painleve´ equation of type E(1)6 given in [14] [23]
[48]. The 8 singular points are on the two lines f = 1 and g = 1 and one curve f g = 1.
(4.30)
( f ; g) = (1=a2; a2); (1=a3; a3); (1=b2; b2); (1=b3; b3);
(a1;1); (b1;1); (1; b1=a2a3qm); (1; b1qn+1=a2a3):
The product C0C1:
(4.31) C0C1 = qm(b1   a2a3gqm)(b1q1+n   a2a3g)=b21:
(d) The Lax pair
(4.32)
L1(x) :
(q   b1x)(q   b2x)(q   b3x)qm+n 1
q   f x
h
y (x=q)   a1(q   a2x)(q   a3x)
b2b3qn(q   b1x)(gq   x)y(x)
i
+
(1   a1x)(1   a2x)(1   a3x)
1   f x
h
y(qx)   b2b3q
n(1   b1x)(g   x)
a1(1   a2x)(1   a3x) y(x)
i
+
a1qm+1
b2b3g
h  
1   b2b3g
a1qm+1
!  
1   b2b3gq
n
a1
!
+
x(1   a2g)(1   a3g)(1   b2g)(1   b3g)
(1   f g)(gq   x)
i
y(x)
L2(x) : (1   x f )y(x)   (1   a2x)(1   a3x)y(qx) + a2a3q
mg
b1
(1   b1x)(1   x=g)y(x) = 0:
The scalar Lax pair (4.32) is equivalent to the 2  2 matrix ones in [52] [57] and the scalar ones
in [14] [59] by using suitable gauge transformations of y(x) (see the comment below equation
(3.39)).
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(e) Special solutions
(4.33)
1   f =a1
1   f =a2 =
a1
Q3
i=1(1   bi=a1)
a2
Q3
i=1(1   bi=a2)
Ta1(m;n+1)T
 1
a1 (m+1;n)
Ta2(m;n+1)T 1a2 (m+1;n)
;
1   1=b2g
1   1=b3g =
b2
Q3
i=2(1   ai=b2)
b3
Q3
i=2(1   ai=b3)
T 1b2 (m;n+1)Tb2(m+1;n)
T 1b3 (m;n+1)Tb3(m+1;n)
;
where the pk in the m;n (3.17) are expressed in terms of the terminating 3'2 (4.14) series (big
q-Jacobi polynomials [23] [27] [39]) under the transformation of b3 = qn 1a1a2 and a3 = b1b2.
These determinant formulae of hypergeometric solutions (4.33) are equivalent to that in [14]
(see the comment below equation (3.42)).
4.2.2. Case q-D(1)5 . ?
The contents of this subsubsection (a) (b) (c) is the same as [14].
(a) Setting of the Pade´ approximation problem
The generating function (4.2):
(4.34) Y(x) =
(a1x; a2x; q)1
(b1x; b2x; q)1
:
The time evolution (4.5):
(4.35) T : (a1; a2; b1; b2;m; n) 7! (qa1; a2; qb1; b2;m; n):
(b) Contiguity relations
The basic quantities:
(4.36) G(x) =
2Y
i=1
(1   bix)
(1   aix) ; K(x) =
1   b1x
1   a1x ; H(x) =
2Y
i=1
(1   aix):
The Casorati determinants:
(4.37)
D1(x) =
c0(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1N(x)Y(x)
Kden(x)
; D3(x) =
c2(1   b1x)N(x)Y(x)
H(x)
;
where f ; c0; c1 and c2 are constants with respect to x.
The contiguity relations:
(4.38)
L2(x) : C0(1   x f )y(x)   (1   a2x)y(qx) + (1   b1x)y(x)=g = 0;
L3(x) : C1(1   x f =q)y(x) + (1   a1x)y(x)=g   qm+n+1(1   b2x=q)y(x=q) = 0;
where C0 = c0=c1;C1 = c0=c1 and g = c1=c2.
(c) The q-Painleve´ equation
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Compatibility gives the following equations:
(4.39) gg =
1
qm+n+1
( f   a1)( f   b1)
( f   a2)( f   b2) ; f f = a2b2
(g   b1=a2qm)(g   a1=b2qn)
(g   1)(g   1=qm+n+1) :
These equations (4.39) are equivalent to the q-Painleve´ equation of type D(1)5 given in [20] [23].
The 8 singular points are on the four lines f = 0, f = 1, g = 0 and g = 1.
(4.40)
( f ; g) = (a1; 0); (b1; 0); (0; b1=a2qm); (0; a1=b2qn); (1; 1); (1; 1=qm+n+1); (a2;1); (b2;1):
The product C0C1:
(4.41) C0C1 = (1   g)(1   qm+n+1g)=g2:
(d) The Lax pair
(4.42)
L1(x) :
h
(1   g)

1   gqm+n+1

  x (a1   b2gq
n) (b1   a2gqm)
f
i
y(x)
+
g(1   a1x)(1   a2x)
1   f x
h
y(qx)   1   b1x
g(1   a2x)y(x)
i
+
g(q   b1x)(q   b2x)qm+n
q   f x
h
y (x=q)   g(q   a2x)
q   b1x y(x)
i
;
L2(x) : (1   x f )y(x)   (1   a2x)y(qx) + (1   b1x)y(x)=g = 0:
The scalar Lax pair (3.51) is equivalent to the 2  2 matrix ones in [20] [35] and the scalar one
in [59] by using suitable gauge transformations of y(x).
(e) Special solutions
(4.43)
1   f =a1
1   f =a2 =
a1
Q2
i=1(1   bi=a1)
a2
Q2
i=1(1   bi=a2)
Ta1(m;n+1)T
 1
a1 (m+1;n)
Ta2(m;n+1)T 1a2 (m+1;n)
;
g =
a1(1   b1=a1)
qna2(1   b2=a2)
Ta1(m;n+1)T
 1
a1 (m+1;n)
Ta2(m;n+1)T 1a2 (m+1;n)
;
where the pk in the m;n (3.17) are given by
(4.44) pk = bk2
(a2=b2; q)k
(q; q)k
2'1
 q k; a1=b1
b2q k+1=a2
; q;
b1
a2
q

:
The pk are expressed in terms of the terminating 2'1 (4.14) series (little q-Jacobi polynomials
[23] [27] [39]). These determinant formulae of hypergeometric solutions (4.43) are expected to
be equivalent to the terminating case of that in [49].
4.2.3. Case q-A(1)4 . ?
(a) Setting of the Pade´ approximation problem
The generating function (4.2):
(4.45) Y(x) =
(a1x; a2x; q)1
(b1x; q)1
:
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The time evolution (4.5):
(4.46) T : (a1; a2; b1;m; n) 7! (qa1; a2; qb1;m; n):
(b) Contiguity relations
The basic quantities:
(4.47) G(x) =
1   b1x
(1   a1x)(1   a2x) ; K(x) =
1   b1x
1   a1x ; H(x) = (1   a1x)(1   a2x):
The Casorati determinants:
(4.48) D1(x) =
c0(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1N(x)Y(x)
Kden(x)
; D3(x) =
c2N(x)Y(x)
H(x)
;
where f ; c0; c1 and c2 are constants with respect to x.
The contiguity relations:
(4.49)
L2(x) : C0(1   x f )y(x)   (1   a2x)y(qx) + (1   b1x)y(x)=g = 0;
L3(x) : C1(1   x f =q)y(x) + (1   a1x)y(x)=g   qm+n+1y(x=q) = 0;
where C0 = c0=c1;C1 = c0=c1 and g = c1=c2.
(c) The q-Painleve´ equation
Compatibility gives the following equations:
(4.50) gg =
1
qm+n+1
( f   a1)( f   b1)
f ( f   a2) ; f f =  
a1a2
qn
g   b1=a2qm
(g   1)(g   1=qm+n+1) :
These equations (4.50) are equivalent to the q-Painleve´ equation of type A(1)4 given in [23] [28].
The 8 singular points are on the four lines f = 0; f = 1; g = 0 and g = 1. (0;1) is a double
point.
(4.51)
( f ; g) = (a1; 0); (b1; 0); (0; a2=b1qm); (1; 1); (1; 1=qm+n+1); (a2;1);
(0;1) f g =  a1=qn:
The product C0C1:
(4.52) C0C1 = (1   g)(1   qm+n+1g)=g2:
(d) The Lax pair
(4.53)
L1(x) :
gqm+n+1(q   b1x)
f x   q
"
y(x=q)   g(q   a2x)
q   b1x y(x)
#
+
g(1   a1x)(1   a2x)
f x   1
"
y(qx)   1   b1x
g(1   a2x)y(x)
#
+
"
a1(b1   a2qmg)x
f
  (g   1)(qm+n+1   1)
#
y(x) = 0;
L2(x) : (1   x f )y(x)   (1   a2x)y(qx) + (1   b1x)y(x)=g = 0:
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The scalar Lax pair (4.53) is equivalent to the 2  2 matrix one for the q-Painleve´ equation of
type q-P(A4) in [35] by using a suitable gauge transformation of y(x).
(e) Computation of special solutions
(4.54)
1   f =a1
1   f =a2 =
a1(1   b1=a1)
a2(1   b1=a2)
Ta1(m;n+1)T
 1
a1 (m+1;n)
Ta2(m;n+1)T 1a2 (m+1;n)
;
g =
a1
qna2
Ta1(m;n+1)T
 1
a1 (m+1;n)
Ta2(m;n+1)T 1a2 (m+1;n)
;
where the pk in the m;n (3.17) are given by
(4.55) pk = ( 1)kq
k
2
 (a2; q)k
(q; q)k
2'1
q k; a1=b1
0
; q;
b1
a2
q

:
The pk are expressed in terms of the terminating 2'1 (4.14) series (q-Laguerre polynomials [23]
[27] [39]). These determinant formulae of hypergeometric solutions (4.54) are expected to be
equivalent to the terminating case of that in [13].
4.2.4. Case q-(A2 + A1)(1). ?
(a) Setting of the Pade´ approximation problem
The generating function (4.2):
(4.56) Y(x) = (a1x; a2x; q)1
The time evolution (4.5):
(4.57) T : (a1; a2;m; n) 7! (qa1; a2;m; n):
(b) Contiguity relations
The basic quantities:
(4.58) G(x) =
1
(1   a1x)(1   a2x) ; K(x) =
1
1   a1x ; H(x) = (1   a1x)(1   a2x):
The Casorati determinants:
(4.59) D1(x) =
c0(1   x f )N(x)Y(x)
Gden(x)
; D2(x) =
c1N(x)Y(x)
Kden(x)
; D3(x) =
c2N(x)Y(x)
H(x)
;
where f ; c0; c1 and c2 are constants with respect to x.
The contiguity relations:
(4.60)
L2(x) : C0(1   x f )y(x)   (1   a2x)y(qx) + y(x)=g = 0;
L3(x) : C1(1   x f =q)y(x) + (1   a1x)y(x)=g   qm+n+1y(x=q) = 0;
where C0 = c0=c1;C1 = c0=c1and g = c1=c2.
(c) The q-Painleve´ equation
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Compatibility gives the following equation:
(4.61) gg =
1
qm+n+1
f   a1
f   a2 ; f f =  
a1a2
qn
g
(g   1)(g   1=qm+n+1) :
These equations (4.61) are equivalent to the q-Painleve´ equation of type (A2 + A1)(1), namely
PIV, given in [26] [50]. The 8 singular points are on the four lines f = 0; f = 1; g = 0 and
g = 1. Two points (0; 0) and (0;1) are double points.
(4.62)
( f ; g) = (a1; 0); (0; a2=b1qm); (1; 1); (1; 1=qm+n+1); (a2;1);
(0;1) f g =  a1=qn
(0; 0) g= f =  1=a2qm:
The product C0C1:
(4.63) C0C1 = (1   g)(1   qm+n+1g)=g2:
(d) The Lax pair
(4.64)
L1(x) :
gqm+n+2
q   f x

y(x=q)   g(1   a2x=q)y(x)
+
g(1   a1x)(1   a2x)
1   f x
"
y(qx)   1
g(1   a2x)y(x)
#
+
"
a1a2qmgx
f
+ (g   1)(qm+n+1   1)
#
y(x) = 0;
L2(x) : (1   x f )y(x)   (1   a2x)y(qx) + y(x)=g = 0:
The scalar Lax pair (4.64) is equivalent to the 2  2 matrix one for the q-Painleve´ equation of
type q-P(A5)# in [35] by using a suitable gauge transformation of y(x).
(e) Special solutions
(4.65)
1   f =a1
1   f =a2 =
a1
a2
Ta1(m;n+1)T
 1
a1 (m+1;n)
Ta2(m;n+1)T 1a2 (m+1;n)
;
g =
a1
qna2
Ta1(m;n+1)T
 1
a1 (m+1;n)
Ta2(m;n+1)T 1a2 (m+1;n)
;
where the pk in the m;n (3.17) are given by
(4.66) pk = ( 1)kq
k
2
 (a2; q)k
(q; q)k
1'1
q k
0
; q;
a1
a2
q

The pk are expressed in terms of the terminating 2'1 (4.14) series (Stieltjes-Wigert polynomials
[23] [27] [39]). These determinant formulae of hypergeometric solutions (4.65) are expected to
be equivalent to the terminating case of that in [36].
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5. Conclusion
5.1. Summary. ?
In this paper, we reviewed the Pade´ interpolation method of the q-grid in [37], and applied the
approximation method of the dierential grid, related to all the q-Painleve´ equations of types
from E(1)6 to (A2 + A1)
(1). The main results of this paper are the following two provisions:
 By applying the Pade´ interpolation method of the q-grid to all the q-Painleve´ equations of
types from q-E(1)7 /q-E
(1)
6 to q-(A2 + A1)
(1) , we could derive the evolution equations, the scalar
Lax pairs and the determinant formulae of special solutions for the corresponding q-Painleve´
equations. These results were presented in [37].
 By applying the Pade´ approximation method of the dierential grid to all the q-Painleve´
equations of types from q-E(1)6 to q-(A2+A1)
(1), we could derive the same as the first item above.
These are the new results in this paper.
5.2. Problems. Some open problems related to the results in this paper are as follows:
1. In this paper, by choosing one time evolution T , we applied the Pade´ method to each type
from q-E(1)7 to q-(A2 + A1)
(1). By choosing other time evolutions, we can perform similar com-
putations. It may be interesting to study the relations between the Pade´ method for the various
time evolutions and Bac¨klund transformations of the ane Weyl group, for example the case
q-E(1)6 in [14].
2. By the results of this paper and previous ones [14] [40] [60], it turned out that the Pade´
method could be applied to all the discrete Painleve´ equations of types from e-E(1)8 to q-(A2 +
A1)(1). It may be interesting to study the degenerations between these results.
3. In previous papers [14] [62], the Pade´ approximation method of the dierential grid was
applied to the q-Painleve´ equation of type D(1)5 . In this paper, we applied the approximation
method to all the q-Painleve´ equation of types from E(1)6 to (A2 + A1)
(1). It may be interesting
to study whether the approximation method can be also applied to the q-Painleve´ equations of
other types.
4. In previous papers [58] [61] [62], the Pade´ approximation method of the dierential grid was
applied to the d-Painleve´ equation of types D(1)4 , A
(1)
3 and A
(1)
2 . It may be interesting to study
whether the Pade´ method can be also applied to the d-Painleve´ equations of other types.
5. It may be interesting to study whether the Pade´ method can be further applied to the other
generalized Painleve´ systems, for example the q-Garnier system in [51].
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