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ABSTRACT
The equation describing the optical field in the vicinity of two intersecting monochromatic, 
coherent, collimated laser beams are derived from first principles and graphically simulated to 
reveal the fringe pattern. It is shown that a sufficiently large frequency shift on one of the 
beams can rotate the principal axes of the fringe pattern. The backscattered burst signal 
caused by an ideal point particle passing through the intersecting region is simulated and post­
processed using a spectral technique. The effect of particle trajectory through the measuring 
volume is investigated, revealing how it affects the particle residence time even for particles 
of the same speed. Finally, a time-frequency analysis technique is used to demonstrate how it 
is possible to extract information regarding particle acceleration from the burst signal.
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1 INTRODUCTION
Unlike hot-wire probes for measuring flow velocity and statistics, laser Doppler anemometry 
(LDA) offers the advantage of flow speed measurement without disturbance to the local flow 
that would otherwise arise from the probe holder and associated wiring. This advantage is 
particularly usefril in the near wall region. Instead, two intersecting laser beams are used to 
measure the local flow speed within the measuring volume created by the intersection of the 
two beams. Seed particles are introduced into the flow which subsequently scatter light during 
transit of the measuring volume. The information contained in the scattered light is collected 
and processed to give the velocity of the seed particle as it traversed the measuring volume. 
Data rates on the order of thousands of samples per second can be achieved by such a system. 
Furthermore, the second in-plane velocity component can be simultaneously acquired by 
having two more beams of different colour and polarisation (such that the fluctuating electric 
fields of each colour are orthogonal and thus cannot coherently interfere) intersecting at the 
same point but in a plane perpendicular to the other beam pair.
The seed particles can be generated by using an ultrasonic fog generator. Such a device 
comprises a piezoelectric ceramic disc that employs the converse piezoelectric effect to 
fragment water into a mist. This is achieved by supplying a harmonic voltage signal of 
appropriate amplitude and frequency across the ceramic disc. White castor sugar can be 
dissolved into the water unto saturation such that even when the water mist evaporates, the 
sugar micro-particles formerly dissolved in the water will continue to be drawn into the wind 
tunnel inlet. Interestingly, these particles are so small that they are able to penetrate a 2pm 
filter. By seeding the wind tunnel inlet, a more or less even distribution of particles ought to 
exist over the flow cross section without introducing any disturbance into the flow by having 
an injector placed in the upstream flow. Ideally the particles are small enough to be 
considered passive (their response time is less than the smallest flow time scale), however this 
may not be entirely true in regions of intense rotation or strain-rate where body forces on the 
particles cause them to deviate from the fluidic path (see for example Gibert et al. (2012), 
Birch & Martin (2012) and references therein). George (1988) provides the following first- 
order Stokes approximation to the response of a particle to a surrounding flow of different 
velocity
where U and are the local flow and particle velocity vectors respectively and is the 
particle response time constant given by
D
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where is the particle diameter, and p are the particle density and fluid density 
respectively, and v is the fluid kinematic viscosity. An ideal point particle of zero diameter 
(and thereby mass) would have =  0 and be able to match the fluid velocity
instantaneously. A non-zero time constant effectively sets an upper limit on the particle 
acceleration such that it lags the local fluid motion. Provided that this time constant is smaller 
than the smallest timescales of the flow then the lag is not an issue. If this is not the case, the 
velocity field inferred from the particle motions represents a low-pass filtered version of the 
true flow field. As an example consider 1 pm diameter particles of water (generated, say.
from an ultrasonic fog generator described above) in air at room temperature and sea-level 
pressure. These would have a time constant of 3 ps , meaning that fluctuations with frequency
on the order of 333kHz could be resolved.
The ‘random’ nature of the arrival of a seed particle in the measuring volume results in a non- 
evenly spaced time-history, which adds an extra complication to the computing of statistics 
and spectra. Typically the spectra are either computed from interpolated or re-sampled data or 
by using a more sophisticated method such as fractal reconstruction (Chao & Leu (1991)). A 
further issue in LDA measurements is the natural bias towards higher velocities due simply to 
the fact that faster flow causes an increased rate of particle crossings through the measuring 
volume. This can be corrected using the residence time (the time that the particle was within 
the measuring volume) to weight each velocity sample when computing statistics, assuming a 
homogeneous distribution of seed particles in the flow and that the sampling rate depends 
linearly on the velocity magnitude (see Zhang (2002) and references therein). Further details 
and informative explanations can be found in George (1988).
The two laser beams cross at very shallow angles of around 3 - 5 °  (depending on the probe 
optics). By considering the geometry of intersecting cylinders, this means that the measuring 
volume will have a high aspect ratio. Typically the resulting bi-conic section has length on the 
order of millimetres and width on the order of a few hundred micrometres. This anisotropy 
must be taken into account in order to mitigate any spatial averaging in the measurements.
1.1 Basic Elements of a Laser
An in-depth study of the construction and quantum physics of a laser system is beyond the 
scope of this work, and so only a very succinct outline is given here. Consider the case of a 
symmetric optical resonator as illustrated below
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Figure 1.1: Basic elements of a symmetric laser oscillator
Recall that the word laser is actually an acronym for Light Amplification by Stimulated 
Emission of Radiation. The process of stimulated emission is initiated by pumping the laser 
medium. The laser medium can consist of any suitable collection of atoms, molecules, ions or 
of a semi-conducting crystal. For example the first ever laser built by Theodore Maiman in 
I960 used synthetic ruby as its laser medium. The pumping process excites the ‘atoms’ (taken 
to mean the units that make up the laser medium) to a higher quantum-mechanical energy 
level. For example, this excitation can be caused by either optical pumping (photons from 
another light source or laser) or by electron impact. Laser action occurs once the pumping
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process succeeds in exciting enough atoms so that a condition of population inversion exists 
in the laser medium. This means that there are more excited atoms at some higher quantum 
energy level than there are at the lower energy levels. In this state, electromagnetic radiation 
within a certain narrow frequency band released through spontaneous emission (fluorescence) 
by the excited atoms undergoing relaxation can be coherently amplified upon passage through 
the inverted laser medium. Coherent amplification is where the output signal exactly 
reproduces the input signal (i.e. in terms of phase) but also with amplification. Coherent 
amplification with feedback is a recipe for producing oscillation. The feedback is supplied by 
the carefully aligned mirrors. If the net laser amplification between the mirrors exceeds the 
net reflection loss at the mirrors and any other losses, then coherent optical oscillations will 
build up in the system (analogous to the painful feedback loop of a microphone and its output 
speaker with high gain). The end result of all this is an output beam through the partially 
reflective mirror that is highly directional (collimated), highly monochromatic, highly 
coherent, and very bright. So, to summarise:
1. pumping of laser medium causes population inversion with respect to energy levels
2. coherent amplification of spontaneous emissions in laser medium coupled with optical 
feedback by mirrors creates a build-up of coherent optical oscillations (only if the net 
gain exceeds the net loss)
3. resulting output beam at partial reflector is highly directional, monochromatic, 
coherent and bright.
7.2 Modus Operandi
The crossing of two beams of monochromatic, coherent light, results in an interference fringe 
pattern in the region of intersection that is oriented perpendicular to the bisector of the beams. 
When a scattering particle moves over the interference pattern, the light consequently 
scattered from the particle will arrive at the detector with a frequency directly related to the 
fringe spacing and the speed at which the particle traverses normally to the alternating 
constructive and destructive interference bands. This is called the Doppler frequency. The 
detector could be either a forward or backscatter detector. Backscattered light is always of 
lower intensity and so an avalanche photodetector must be used in this case. A simple 
explanation for this comes from consideration of a ray of light striking a dielectric circle off- 
centre, as illustrated in Figure 1.2 below. The beam that passes most directly through has no 
history of internal reflections, whereas the beam that exits back towards the source has 
suffered at least one internal reflection. Each internal reflection results in a multiplicative 
reduction of irradiance (after the Fresnel equations).
Figure 1.2: Illustration of ray paths through a dielectric circle. Source ray with arrow
There is one problem with this simple setup of two beams of the same frequency -  the 
directional ambiguity. There is no way to distinguish which way the particle traverses the 
interference fringes. This issue is resolved by up-shifting the frequency of one of the beams -  
the beam in the upstream direction -  by a fixed amount, /^. This results in a moving
interference pattern that would appear like a zebra crossing sliding from the shifted beam 
towards the un-shifted beam\ Thus a particle of zero velocity would still have a positive 
Doppler frequency equal to that of the shift frequency. Particles with true positive velocity 
will generate Doppler frequencies greater than the shift frequency, and particles with true 
negative velocity will generate Doppler frequencies less than the shift frequency. Of-course 
there is a limit as to how negative the velocity can be and the most negative velocity 
unambiguously detectable is determined by the magnitude of the shift frequency. Any 
velocity exceeding this limit will be over-estimated.
In practice, this frequency shifting is achieved by passing the beam in question through an 
acousto-optic modulator (or Bragg cell). This device consists of a thin layer of quartz crystal 
(or other suitable dielectric) with one end attached to a piezoelectric transducer and the other 
to an acoustic absorber. When the transducer is activated (typically in the range of tens to 
hundreds of megahertz), the incoming beam is diffracted but also shifted in frequency since 
the light is being scattered off moving planes of constant refractive index (caused by the 
compression and rarefaction of the medium) via a process of phonon-photon interaction. The 
diffraction angle is given by
= sin"' ^
' »A
where is the vacuum wavelength of the incoming laser light (here assumed to be
perpendicular to the acoustic waves), n is the refractive index of the acoustic medium (i.e. 
quartz), A is the wavelength of the acoustic waves, and m is the order of diffraction. This 
equation is strictly only for light that transits normally to the acoustic waves. Furthermore, the 
additive frequency shift of the order diffracted beam is given simply by
f ^ = m F
where F  is the frequency of the acoustic wave. Thus the appropriate beam with frequency 
/  + /^ as desired can be selected and the others discarded. Since the frequency shift directly
affects the interference fringe pattern, any jitter in the shift frequency caused by imperfections 
in the Bragg cell will contribute to errors in the measured Doppler frequency.
1 Technically, since the irradiance is proportional to the square o f the electrie field intensity o f the light wave, 
this pattern would only appear as described if  sensed via a square-law detector (as mentioned in Durst (1982)).
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2 THEORY
2.1 The Paraxial Gaussian Beam Equations
Anyone who has used a laser pointer would be aware of the very low rate of divergence of the 
laser beam compared to say a focussed flashlight. This high degree of collimation means that 
the transverse amplitude and phase profile of the beam changes very slowly with propagation 
distance due to diffraction and propagation effects. It can be shown (Siegman (1986)) that the 
paraxial wave approximation of the Helmholtz equation (which describes propagation of EM 
waves in free space) involves dropping a second derivative of the electric field in the direction 
of propagation, and remains valid for beams that are converging or diverging at angles up to 
about 30°. This is certainly valid for the praetical application of LDA, where the measuring 
volume is designed to occur at the waist of the beam where the divergence is zero anyway.
The lowest order paraxial Gaussian beam, T E M qo, which has a simple Gaussian amplitude 
distribution in cross-section, can be characterized solely by a spot size (or beam waist radius), 
% and a planar wavefront Rq in the transverse dimension, both of which are specified at
a reference plane taken at z = 0, the location of the beam waist. Hereon, the z direction is 
taken to be the direction of propagation, with x and y  being the directions of the transverse 
electric field components. The anatomy of the Gaussian beam is illustrated below.
- y  contour
Riz)
Figure 2.1: Anatomy of a paraxial Gaussian laser beam
The oscillating real electric field distribution at position r and time / is given by
= cos
w ( z )
kr
(2 .1)
where is the peak electric field amplitude, k  is the wavenumber vector with magnitude
I tt/ à  in the medium o f propagation, ^ is some arbitrary (constant) phase shift,
Tq is the origin located at the beam waist and
w(z) = Wq J l  + (2 .2)
R { z ) =  z
r  /
(2.3)
(z) = -ta n   ^ —  (2.4)
.^RJ
nTTwf
Zn  — (2.5)
z^ is the ‘Rayleigh length’ and is the propagation distance from the beam waist at which the 
beam cross-sectional area is doubled, where the beam cross-sectional area is that enclosed by 
the (i.e. 0.135/(,) contour. The n in the Rayleigh length is the refractive index of the
medium, which allows the vacuum wavelength, , to be used. ^  is the ‘Gouy phase shift’,
named after the French physicist Louis Georges Gouy (1854 — 1926). It is a longitudinal 
phase shift that is necessary to include since a Gaussian beam acquires a phase shift as it 
propagates away from its waist that differs from a plane wave of the same optical frequency. 
Physically it results in a slightly increased distance between wavefronts (compared to the 
equivalent plane wave), and an effectively increased local phase velocity. So between the far 
fields on either side of the waist, the beam will experience a phase advance of Æ, ^ /2  of 
which has occurred at the waist (see Boyd (1979) for heuristic explanation of this phase shift).
Using the equation for the irradiance in the case of propagation through a homogeneous, 
isotropic, non-magnetic, dielectric medium (Nathan 2009), the irradiance distribution of the 
beam can be obtained. Note that the restrictions on the medium mean that the theory in this 
section only applies when the medium is optically transparent to the laser light of given 
frequency, and that the light travels in straight paths. Opacity of the medium would imply 
beam energy loss through electrical conductivity.
(2.6)
%
where the overbar denotes a time average (thus the irradiance is a time-averaged quantity), 
is the intrinsic impedance of free space, about 377 Q. Substituting (2.1) into (2.6) gives the 
required result
where
nE ^ (2.8)
2%
If the beam power is known then, from the definition of irradiance as power per unit area, /„ 
is found simply from P = .
For z:$> Zj ,^ the beam divergence becomes linear and the beam divergence angle © is given 
by
© =
riTTW,
(2.9)
2.2 The Interference Pattern
In this section, the equation describing the interference pattern produced by two intersecting 
laser beams is derived and illustrated graphically. The distance between the centres of the two 
beams on the probe, b , are known and specified by the manufacturer. Also, the angle at 
which the beams exit the probe, 6^, are specified and ideally equal. Let the beams be
numbered 1 and 2, using the suffix j  to denote the beam number. Applying the irradiance 
equation (2.6) to the case of two superimposed electric fields, and writing out the averaging 
process more formally as an integration starting at some arbitrary time t and averaging over 
time T (which is interpreted as the photodetector integration time) gives
t+ T t+ T
n 1
(E l +  E 2  ) • (Ej +  E 2  ) - — — (e ,^  +  E2^ +  2Ej • E 2  )  <7/^  (2 .1 0 )
^ 0  ^
Now the paraxial Gaussian beam equation (2.1) is inserted into the above. Substituting the 
irradiance equations (2.7) and (2.8) for some of the resulting terms, and also using some basic 
product-to-sum and power reduction trigonometric identities for the cosine terms eventually 
results in the following intermediate form
t+ T
f f  f
h 1 + cos 2
V I  V
1 = -
T
kr^
ki • { r - r ^ )  + ~ - 2 7 i f , t  + (t>^, +A hi
f f  (
+ 4 l + cos 2
V I  V
A:
•«2 • ( r ^  -  2;t/3? + + «>2
hi
+Arx^4kh<io&\{K+K)'{r-r<>) + ^  + ~ - 2 n { f ^ + f y  + (j>^^
+2|?'i2|'\/f^cos (k, - k j ) * ( r - r „ )  + .^-^ ^  ~ f i ) t  + 4?i ~ ^g2 + 4
y
J J
dt
(2.11)
The quantity |xi2 | is the coefficient of temporal coherence between the beams and was
inserted to model any temporal random phase fluctuations which would have the effect of a 
de-coherence between the beams -  a source of Doppler ambiguity that is mitigated by using a 
stable laser. A value of unity implies perfect temporal coherence. An explanation of the dot 
product terms will be given later on. Meanwhile, these terms can be simplified by recalling 
the wavenumber magnitude and the relationship between wavelength and vacuum wavelength 
(viz. T = Tq/ w)
Ill Ilf 2Æ - iTun (2.12)
By treating the Gaussian beam as a bunch of rays originating from the aperture (which is valid 
since the use of the paraxial wave equation automatically implies that diffraction effects in the 
direction of propagation are negligible), the path length of the rays is simply given by z (taken 
from the beam waist), and the intensity of the ray is determined by its radius from the beam 
centre from (2.7). Thus the dot product terms simplify as follows
/ \ 27ÏYI -P II II 27ÏYI 2ti 2tik , ' ( r - r o )  = — k , .F - r , | | c o s «  = —  ^= —  OPLj = —  nzj (2.13)
where 5  is the path length and OPL is the Optical Path Length which is just the path length 
multiplied by the refractive index of the medium through which the wave is traversing. Since 
there are no density discontinuities in the working fluid, there is no need to sum up multiple 
discrete paths. Finally, substituting the above into (2.11) as appropriate and then performing 
the integration eventually gives the final result
f ( ( In n r n ' 1sin 2 z , 1
1 1 V y '^Ol1 +
V
f In n f- sm 1 Zj
) ) \ V 2R,)
— 2;t/ i (z" + T) +
+ /o
f ( 2nn r -2  ^ 1sin 2 Z2 1-
V y A)2 I  2 R2 J1 +
\
f 2nn r 2^ '  1-sm 1 Z2 1
J) \ V Ao2 1
(  ^+ r )  + + A
yj
^ ^ iTtn ^sm +
In n
1'02
Z2 +
2R-2 J
-S in
 ^2nn f "1'  1 2nn
r
, 1Zj I + Z o I
K 'A)i V 2R,} A02 V 2 ^ j
A n f J
^ . ( I n n ^  sm
|/l2 I a/AA
— Zj + -----
V Aoi t  ^ ^ 1
Inn
1'02
2^ + IR■2 y
2nn f 2nn fsm Zj --------- Zn 1
 ^ '&)! V 2^1 J Ao2 V IR^}
“ 2;r(/i - /2)^ + - (j)Gi + (4 "  A
“  2;zr(y; -  /2 )(^+ r ) + -  ^ ^ 2  +^i
(2.14)
The first two lines of the irradiance equation represent the incoherent superposition terms, and 
the last two blocks of terms represent the coherent superposition. The coherent superposition 
terms can be divided up into additive and subtractive beat frequency oscillations, akin to a 
heterodyning process. Noting that the frequency of a 514.5nm green laser light in vacuum is 
about 583THz, it becomes immediately obvious that the additive beat frequency oscillations 
are undetectably fast with today’s technology. Also, consider the associated denominator -  in 
order for it to become of order unity, the photodetector would have to have an impressive
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response time on the order of O.lps! Thus the term of interest that causes the moving fringes 
is the subtractive beat frequency term. If beam 2 is positively frequency shifted such that 
then the beat frequency is just the shift frequency which is on the order
of megahertz.
A computer program was written to simulate the region of interference and to assess the 
effects of the photodetector integration time on the fringe visibility. In order to compute 
values of z and r  in a Cartesian domain, some simple trigonometry is required and is 
illustrated below for the case of beam 1
'xO
Figure 2.2: Sketch of beam 1 geometry
The layout is similar for beam 2, but it is necessary to swap the angles 6^  and p  due to the 
convention used for positive r relative to the respective beam centre (the positive direction for 
beam 1 is as drawn). Pq is the absolute origin, is the beam centre at the point of exit, and
P is the point at which the irradiance is to be calculated. The geometric relationships are 
listed below
/
COS A
4o=|(P-Po)*êJ
= F -P ,'0
=  COS-1
n  = 4 - 4
Ï2 = 4 - 4
(2.15)
')= 2 ;oS in(r,.)
(/y)-Z o~^jo
The subtraction of z^  from Zj makes Zj relative to the beam waist, as required. /  is the
distance to intersection of the two beams in the direction of the probe axis, b is the beam 
separation and ^  is the beam half-angle. These parameters are supplied by the manufacturer.
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As an example, the fringe pattern sliced at the centre of the beam for 514.5nm green beams is 
shown overleaf in Figure 2.3 for an integration time of 0.25ns. This integration time was 
chosen as it is 1/100^  ^ the period of the moving fringes and so there is guaranteed to be no 
excessive averaging, but it is sufficient to average out the additive beat frequency fringes and 
also the actual fluctuations of the electric fields (which have a period around 1.7fs). The 
frequency shift is applied to beam 2 (and this is the convention hereon). The parameters used 
are those for the Dantec 2D FiberFlow system (15mm probe head), with model 55X modular 
optics. The parameters are listed below and are used in all subsequent images
/  = 120 mm 
b = 16mm
6!, = tan-' (0 .5 V /)  = 3.814°
Vq = 0.27 mm
77 = 1.0 (2.16) 
= 514.5nm 
/  = 40 MHz 
1^ “  2^ “  b
Vq is the unfocused beam radius (i.e. as it exits the probe head) and is used to cut-off the beam
at spatial points outside this radius. This condition is never reached in the following images 
anyway. The colours of the beams are computed using the wavelength to RGB function in 
Nathan (2009).
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Figure 2.3: Simulated snapshot of the intersecting green beams interference pattern. Image vertically
stretched 11.25x to aid in clarity
The measuring volume is defined as the ellipsoid and is drawn in yellow. From the
linearised waistline geometry, its major and minor axes half-lengths (a and b respectively) are
w,a = 01
sin (4 )
b =
cos (4 )
(2.17)
Also, the beam waist radius is required for the computation of w(z)  and is
= (2 .18)
The blue lines are both beam centrelines and also lines of constant distance from the centre, 
namely that of the beam waist radius. Clearly in the measuring volume region of interest, the 
beam divergence from the waist location is not discernable. This is because the Rayleigh 
length here is about 32mm compared to the ellipsoid major axis of 1mm. Thus a valid 
simplification to the general equation (2.14) would be to set R{z) = oo, w{z) = Wq and
(/>g (z) = -  . There is no visible difference in the fringe image after this approximation. Of
course this idealisation only applies to reality if the hardware is aligned correctly such that 
both beams intersect at their waists. If this is not the case, then the fringes may be distorted 
and not equally spaced throughout the region.
The fringes are aligned in the direction of the bisector of the beams, and ‘move’ 
perpendicularly to the bisector. This can be demonstrated more formally by considering the 
geometrical interpretation of the terms of the form (k, ± k V * ( r - ro )  in (2.11) since these
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are the terms that are responsible for the spatial arrangement of the fringes. Using (2.13), 
these terms can be re-written as follows
iTin( k ,± k j * ( r - r „ )  = —  *(r-r„)
4oi V 4o2 y
where by cross-inspection of (2.19), (2.14) and (2.11) it becomes clear that
(2.19)
(2.20)
Using the dispersion relationship for dielectric media, c = f  X , where c is the speed of light in 
the medium in question, then
^2 =
. - 1
(2.21)
A
A
'01 f s \ \
02
0
Now, drawing the vectors for the term kj ± — k^ reveals why the fringes are oriented so.
A02
and also provides an equation for the fringe spacing which is essential in the computation of 
the Doppler frequency. Firstly some variables can be defined to simplify notation
A02 (2.22)
m" = kj ± Ik .
Figure 2.4: Unit vectorial representation of (2.19) for L>1
The magnitudes of the vectors and m follow immediately from the cosine rule and are, 
after a little beautification
IlmNI = ^ { \ ± L f  +4Lsm^ e„ (2.23)
and the associated angles, taken from the horizontal (the direction of the probe face normal) 
are given by the cosine rule (the sine rule requires care when the sign of /  changes)
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=  COS
-1
v2v
m" +■
\ - L 2
m
(2.24)
y y
Now equation (2.19) can be written as follows
( 4  ± 1 2^ ) • (r - r„) = • (r - r„) = . ^ ( z ,  ± L z j)
A'01
I n
(2.25)
= — [OPL,±L-OPL^)
I 01
where the second line involved the use of (2.13). At this point, it has been demonstrated that 
there are two fringe patterns actually present in the measuring volume, one caused hy the 
subtractive beat frequency and the other by the additive beat frequency. Hereon these shall be 
called the primary fringes and the secondary fringes respectively. The primary fringes are 
used in determining the particle velocity and are associated with the m" terms. The direction 
vector of the measured component relative to the horizontal axis in the present notation is 
given simply hy
sin <9,
(2.26)m+ y
From Figure 2.4, it is clear that the primary fringes move perpendicular to the secondary 
fringes for Z, % 1. Thus the beam bisector is always placed perpendicular to the flow 
component that is being measured (i.e. the probe head is pointed at right angles to the 
measured flow component), and the beam plane is coincident with the flow component.
What is also interesting to see here is that for sufficient large values of L, it is actually 
possible to rotate the primary fringes off the perpendicular. This is interesting because it 
alludes to the possibility of making near wall measurements of the wall-normal and tangential 
components without using mirrors, or simply to being able to measure multiple components in 
the same plane whereby by maximising the measured velocity, the local flow vector can be 
found. However, by inspection of (2.21), the required frequency shift has to be so large as to 
actually require a colour change. This is not achievable using a Bragg cell as such frequencies 
are of the order of terahertz rather than megahertz. The fringe pattern rotations as a function 
of the beam 2 frequency shift are shown overleaf in Figure 2.5 and Figure 2.6.
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Figure 2.5: Primary fringe pattern rotation with frequency shift
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Figure 2.6: Secondary fringe pattern rotation with frequency shift
The rotation of the primary fringe pattern is much larger than that of the secondary fringe 
pattern. For example in order to rotate the primary fringe pattern anti-cloekwise 45°, a 
frequency shift of about 84THz is required. The resulting pattern is simulated overleaf in 
Figure 2.7.
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Figure 2.7: Example of rotation of primary fringe pattern by intersection of hétérochromie beams. Image
vertically stretched 11.25x to aid in clarity
It is important to note that the integration time had to be dropped to 4fs in order to be able to 
resolve the fringes. Using the same integration time of 0.25ns as for the original test of Figure 
2.3 resulted in no fringes but just the incoherent superposition of the gaussian intensity 
profiles of both beams being visible. There are also issues regarding colour separation optics 
in a multi-component system that are not considered here.
2.3 The Effect of Photodetector Integration Time on Fringe 
Visibiiity
Returning to the test case used to produce Figure 2.3, a y-T diagram can be constructed 
whereby a strip (say a vertical strip going through the waist) is computed at linearly 
incrementing integration times, and the successive strips are sequentially stacked. This allows 
for a very efficient, single-image view of the effects of a wide range of integration times 
rather than scanning through hundreds of snapshots. Furthermore, a graph of fringe visibility 
with integration time can be numerically constructed by computing the visibility over a few 
fringes near the beam centre (where the average intensity does not vary appreciably) for each 
strip. The end results are shown overleaf in Figure 2.8. The extent of the strip is half a waist 
radius either side of centre. Each successive strip represents an increment in T of about 174ps, 
and there are 1152 strips.
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Figure 2.8: y-T diagram showing the effect of photodetector integration time on the central strip of the 
fringe pattern. Again, image is stretched vertically 11.25%
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Figure 2.9: Fringe visibility fall-off with photodetector integration time
At the lowest integration times, the fringes are best contrasted. However the fall-off of 
visibility is not monotonie but appears to have periodic descents to zero. This period happens 
to be that of the fringes themselves, which is just the inverse of the frequency shift (in this 
case 25ns). Thus, careful selection of photodetector is necessary to ensure that its integration 
time is not an integer period of the frequency shift. The curve that envelopes the side lobes is 
an empirical fit which (perhaps fortuitously) has the following very simple form
18
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where T is speeified in nanoseconds. Note that the linear slope of the lines in the y-T diagram 
confirms the constant ‘motion’ of the fringes in the direction towards the un-shifted beam.
2.4 The Doppler-Velocity Equation for a Single Scattering Particle
The full problem of multiple scattering off finite sized particles is very involved, so for this 
preliminary examination four simplifying assumptions are made
1. only one particle traverses the fringe pattern for the duration of the signal
2. the particle is considered to be a point scatterer (zero-dimension)
3. the detector is in the far field of the scattered light
4. the particle moves at constant velocity through the fringe pattern.
The second assumption means that no integration around a scattering volume is necessary 
(which requires a method of successive approximation (c.f. Bom (1999)) and in combination 
with the third assumption (which in fact is very tme) is that the scattered field is given simply 
by a spherical wave point source which has the same form as a plane wave equation but with 
the initial amplitude decaying as \ / S , where S is the distance from the source. The initial 
amplitude and phase depends on the particle’s location in the fringe pattern, and at any given 
instant this can be obtained from the argument of (2.11). The moving particle is treated as a 
source of new spherical waves at each instant in time, and since the particle speed is very 
much less than the speed of light it can be assumed that the scattered light arrives 
instantaneously at the photodetector. Thus the derivation proceeds in the same manner as that 
to get (2.11) but with the gaussian beam equation (2.1) modified to take into account the 
amplitude decay and the particle motion. At some instant in time, the particle reaches the 
measuring volume at a distance Zj along beam y, its distance from the photodetector being
Sq . These values are fixed at this instant, and the equation is evolved in time by the particle 
motion through a simple Galilean transformation. Supposing a backscatter detector setup with 
an idealised pin-hole aperture at position Pq (as in Figure 2.2) and a scattering particle with
instantaneous position travelling with velocity U , the relevant terms are illustrated below
p.
Figure 2.10: Illustration of scattering particle traversing measurement area. Proportions are greatly
exaggerated
Using simple vector geometry, the distance of the particle to the photodeteetor at any given 
time can be obtained. This is used to modulate the amplitude of the outgoing spherical wave.
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SO) = ,/(S„ + U /)*(S„+U /) (2.28)
= ^ S , ^ + 2S , t { v> S , )  + ( Ut f  
where is the unit direction vector of Sq . Finally, the Galilean transformation on Zj gives
z /  = z ^ .+ ( u * k j /  (2.29)
and from (2.13), the OPL now becomes
OPLj = « (z /+ S )  = w (z^ .+ (u * k y f + 5') (2.30)
i.e. the path length from the particle to the photodeteetor is now included in the spatial
propagation term. Now, going through the same motions to get (2.11) but with the
modifications to the amplitude and OPL gives the following intermediate form. The 
frequency shift is applied to beam 2.
t+ T
1 =
1 + cos
nr.2 A
2i i^ j
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+
+
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1 + cos
V v'^ 02 V
OPL2 +
nr^
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V '^ 01
G d V ^ c o s f —
y A i
2 2 ^
2R, 2R, )
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2R, 2R , j + -  ^ 2  + 44 “  4^2
C2 31)
The arguments of the cosine terms involved in the coherent interference terms are worthy of 
further examination since the ultimate goal of this derivation -  the Doppler-velocity 
relationship -  must be contained in there. Consider the terms of the form
— (OPZj+L-GPZ 2 ) + 2;t/^/‘. Substituting in the full expression for the OPL (2.30) and
'01
collecting terms gives
I nn
I
(zj ± L z2 + S(1±L)  + V •{k^ ±Lk2) t )  + 2 n f j CL32)
01
Using (2.22), the above can be again re-written as
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4oi V '^1 y
'   '
Doppler frequency, /p *
Thus the Doppler frequency term for either the primary or secondary fringes written out in 
full is
n U { t - m - ) J { \ ± L f  + M  sin" A 
/ /  = ---------------- — ,--------------------   + L  (2.34)
All
-  a simple linear equation. The Doppler frequency is obtained in hardware using a Burst 
Spectrum Analyser (BSA). It’s function is to detect a valid burst (determined by zero-crossing 
count after high pass filtering, and by shape parameters such as the signal envelope and 
pedestal) and then to take the Fourier transform of the signal and detect the peak spectral 
ordinate. Once this is known, the above equation is used to obtain the particle velocity. Note 
that the calculated particle velocity is not the velocity magnitude but rather the component of 
velocity that is in the direction of the m vector (i.e. perpendicular to the ‘moving’ fringes, in
the opposite direction to their ‘motion’). Thus the returned velocity component t/(Û « ih ") 
can be interpreted as U cos where p  is the angle between the velocity vector and the m 
vector (c.f.
Figure 2.10). Note the presence of the refractive index in the equation. If the vacuum 
wavelength of the laser beam is used (as is often quoted in the manuals), the refractive index 
of the working fluid must be properly taken into account! For example for pure water, which 
was a refractive index of 1.33 at room temperature, this would mean that all measured 
velocities would be 1.33x too large if the vacuum wavelength was used. For air at the same 
conditions, the refractive index is 1.0003 and so can be approximated by unity since this is 
well within typical experimental errors.
For all practical frequency shifts on the order of megahertz, the value of L can certainly be 
approximated by unity (for example at 40MHz, L = 1.000000069 ). Thus the Doppler shift 
equation for the primary fringes of interest reduces to that commonly found in the literature
/ „ - = / , + [ / cos (2.35)
Aoi
where the angle p  is now taken from the perpendicular to the bisector of the beams. 
Dimensionally speaking, a frequency can be obtained by dividing a speed by a distance and so 
the last group of terms must in fact be the inverse of the fringe spacing, . Ultimately, the
Doppler-velocity relationship boils down to the following very simple equation
(2.36)
Üf
Even though the fringe spacing can be calculated from the probe design parameters, it is often 
calibrated experimentally for each individual probe to account for any manufacturing 
imperfections. The fringe spacing is actually called the ‘calibration factor’ in the Dantec 
manual.
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It is now clear from the above equation that without a frequency shift it is not possible to 
determine the sign of U, since the Doppler frequency is unsigned. The minimum speed that is 
detectable occurs when f j ^  = 0 and is
(2.37)
So for the test case used to generate Figure 2.3, the minimum particle speed in air is 
-154.7m/s. This is also the ‘speed’ of the ‘moving’ fringes, certainly sufficient for most 
subsonic laboratory experiments. Any more negative speed will result in a folded over result, 
so for example -164.7m/s would be returned as -144.7m/s -  an overestimate. It is therefore 
important to ensure that there are no instantaneous fluctuations that exceed this limit, 
otherwise the resulting statistics will be positively biased. Also for this test case the fringe 
spacing was 3.867pm. Thus the expected number of fringes in the measuring volume 
ellipsoid, Nj -, is given by
N , = ^  (2.38)
where l b  is the ellipsoid minor axis as given in (2.17). For the test case, this is 38 to the 
nearest integer -  in agreement with the simulated image.
It now remains to integrate the Doppler ‘burst’ signal (2.31) that is generated when a particle 
crosses the measuring volume, but upon inspection it appears that the integral cannot be 
evaluated in terms of elementary functions. Thus a numerical integration must be carried out, 
and this is demonstrated in the next chapter.
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3 SIMULATION OF THE BURST SIGNAL
Unless otherwise indicated, the laser parameters listed in (2.16) shall be used in the ensuing 
simulations. The origin Pqo is taken to be at the intersection point of the two beam centrelines
(which is also at the waist of both beams), the photodeteetor is located at as illustrated in
Figure 2.2. The particle is initially positioned upstream of the measuring volume (as defined 
by the ellipsoid shown in Figure 2.3 with axes half-lengths given in (2.17)) and equation 
(2.31) is evaluated in a loop that increments the global time. After each cycle the particle 
position is incremented according to its specified velocity via
P .=P ,o  +  U„? (3.1)
This procedure is continued until the particle clears the measuring volume. The time step is 
taken to be the integration time of the photodeteetor and therefore each time step is in fact 
broken down into a hundred smaller time steps, the results of which are integrated using 
simple block summation. A photodeteetor integration time of 5ns was chosen such that the 
fringes have 93.5% ‘visibility’ (using Figure 2.9). The simulation was coded in Visual Basic, 
the output of which was then passed into a Lab VIEW 2010 program which carried out the 
signal processing and graphical output.
When evaluating the irradiance equation (2.31), the quantities Rj as well as Wj are
functions of the particle position and must be evaluated every time step. To clarify, the OPL 
for beam j  is given by
OPL. = n(z. + S]
'  ^ ' %  (3.2)
A' ~  “  0^0 ) * ^7
The irradiances Ij are evaluated using (2.7) and the distance to the photodeteetor S is
evaluated using (2.28). The quantity appearing in the irradianee equation is the radial
distance from the beam centreline and can be evaluated by removing the component of the 
distance vector that is parallel to the beam as follows
( P , - P „ o ) - z +  (3.3)
As a simple first case, consider a scattering particle moving at a constant velocity of 10 m/s 
in the direction perpendicular to the bisector of the two intersecting beams (i.e. in the 
direction of the system’s m vector given in (2.26)). Using the measuring volume ellipsoid 
parameters given in (2.17) the particle is initially located at =  (O, — 26, O) such that it 
traverses through the centre of the measuring volume. The burst event is considered over once 
the particle has reached the coordinate =  (O, 2b, O). The resulting burst signal is shown 
overleaf in Figure 3.1.
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Figure 3.1: Burst signal for a scattering particle traversing through the centre of the measuring volume
Zooming in near the central region over an interval of 1 ps reveals the detail contained within 
the envelope
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Figure 3.2: The signal contained within the envelope
The signal appears to be a simple harmonic function which, as will be confirmed later, has a 
frequency equal to the Doppler frequency. The elevation off the zero level is due to the 
slightly imperfect fringe contrast caused by the 5ns photodeteetor integration time. To 
demonstrate the importance of the photodeteetor integration time, Figure 3.3 overleaf shows 
the resulting burst signal with an integration time set to a worst case of 25ns corresponding to 
zero visibility as inferred from Figure 2.9
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Figure 3.3: The result from a worst-case photodeteetor integration time
Only a (fuzzy) envelope remains and the Doppler frequency content is lost.
It is now possible to validate the simulation by extracting the particle velocity from the burst 
signal of Figure 3.1. Although there are many possibilities for the signal pre-processing stage 
(particularly for real signals containing noise), the treatment in the present case shall be 
limited to simple high-pass filtering to remove the DC energy from the spectrum. This is done 
by transforming the burst signal into the frequency domain via the Fourier transform and 
simply setting to zero the first six spectral ordinates (deemed by inspection to be those 
responsible for the signal envelope, namely below 0.2MHz). The high-pass filtered burst 
signal is obtained by carrying out the inverse Fourier transform and is shown below in Figure 
3.4.
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Figure 3.4: High-pass filtered burst signal
The single-sided power spectrum for this filtered burst signal is shown overleaf in Figure 3.5.
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Figure 3.5: Power spectrum for high-pass filtered burst signal
There is a very distinct peak close to the shift frequency of 40MHz. Prior to high-pass 
filtering, this peak would have been dwarfed by a peak near zero frequency around five times 
the amplitude. The location of the peak can be found by selecting the spectral ordinate with 
the global maximum value. In order to attain spectral super-resolution a quadratic curve is 
fitted to the peak and its immediate neighbours and the maximum of this fitted curve is 
evaluated to obtain the peak frequency as follows
(3.4)
The details of this evaluation are revealed by zooming in on the relevant region in Figure 3.5 
as shown below in Figure 3.6
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Figure 3.6: Details near the Doppler frequency spectral ordinate and quadratic peak fit curve
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The location of the interpolated peak is the Doppler frequency which in the present case is 
/o  =  42.5877 MHz. This value can be inserted into equation (2.36) solved for the speed U to 
give
= = (42.5877-40) 3.8673 = 10.0075 m/s
This value is just 0.075% off the true particle speed. The simulation and post-processing 
routines are thus confirmed to be valid. Further confirmation was obtained by placing a 
stationary particle at the centre of the measuring volume and checking that a 40MHz Doppler 
frequency is returned (thereby giving [7 =  0) and also by setting the shift frequency to zero 
with the particle remaining stationary and checking that a flat-line burst signal is returned. 
Repeating this same test case at different speeds merely results in a shorter burst signal, for 
example setting U = 20 m/s causes the burst signal to halve in duration while maintaining the 
same peak amplitude as for the U = 10 m/s case above. Since the residence time is directly 
related to the burst signal duration, then it is clear how a 20m/s sample will receive half the 
weight of a lOm/s sample. If the flow is seeded homogeneously then there will be twice as 
many samples at 20m/s than at lOm/s in a given time window, and the residence time 
weighting essentially removes this velocity / sampling-rate bias.
3.1 The Effect of Particle Trajectory on the Burst Signal
The example above considered the ideal case of the scattering particle passing through the 
centre of the measuring volume. This section examines the burst signal for various points of 
entry of the scattering particle into the measuring volume. Consider the nine cases illustrated 
below in Figure 3.7 viewed looking along the direction of motion of the scattering particle. In 
all instances the particle shall start with a distance of 2b upstream of the centre of the 
measuring volume. Owing to the symmetry of the measuring volume, only one quadrant need 
be investigated.
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Figure 3.7: Initial particle locations to be examined
With the particle speed maintained at 1 Om/s and direction along the m vector of the present 
test system, the un-filtered burst signal for each location is presented overleaf in Figure 3.8.
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It is evident that moving the particle out of the plane of the intersecting beams has the 
monotonie effect of globally scaling down the burst signal amplitude. Moving the particle in 
the plane of the beams away from the centre of the measuring volume has the more dramatic 
effect of introducing bimodality first into the envelope and pedestal of the burst signal. It is 
interesting to note that in all cases the spectral analysis returned a value of almost exactly 
lOm/s. The spectral signal processing approach is robust enough to return a sensible value 
even for the extreme case 9. Of course the current tests are for perfect signals without natural 
noise. In reality such a case would probably be rejected.
If the residence time is obtained based on a simple two-level fixed thresholding of the burst 
signal amplitude, then it would appear to be the case that particles starting further away from 
the plane of the beams would return a smaller residence time (compared to case I), despite the 
particle travelling at the same speed. Thus samples of equal speed may be weighted 
differently depending upon where the particle entered the measuring volume. This implies 
that residence time weighting will not perfectly remove the velocity bias in a real flow with 
turbulence and that there will be an imperfect correlation between residence time and the 
inverse of the sample speed. The question of whether the influence of the measuring volume 
geometry on the residence time can be corrected naturally arises. It is informative to 
simultaneously examine the low-pass filtered burst signal for each case, thereby showing only 
the signal envelope as seen below in Figure 3.9.
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Figure 3.9: Low-pass filtered burst signals for cases 1 - 9
Indeed it is now evident that all deviations from the centre of the measuring volume result in a 
different residence time, despite the particle travelling at the same speed. In-plane deviations 
cause an increase in the residence time while out-of-plane deviations have the opposite effect. 
Intuitively the latter makes sense since if one imagines a ray clipping an ellipsoid further from 
its centre then the length of ray within the ellipsoid will be reduced. However the former does 
not agree with intuition when considering ellipsoids. In order to resolve this conflict with 
intuition it is necessary to recall the fact that the fringe pattern extends beyond the 
ellipsoid as shown in Figure 2.3. Supposing a threshold of 7/ / q =  10 (the value attained when
the particle in case 1 intersects the ellipsoid) to mark the start and end times of the burst 
signal, the resulting residence times for each case are presented overleaf in Figure 3.10. In 
order to compute some of the values, the data in Figure 3.9 was extended. Case 9 was rejected 
due to never reaching the threshold, and was assigned a residence time of zero.
29
35
986 754321
case number 
Figure 3.10: Particle residence time for each case
It is not inconceivable that a transformation eould be devised for the purpose of eorrecting the 
residenee times in such a way that the equivalent value that would have been attained had the 
partiele traversed the centre of the measuring volume is returned. This correetion ‘map’ would 
require the ereation of a library of burst signal envelopes as a funetion of particle trajectory 
along with an associated residenee time correetion faetor. The real signal envelope would be 
cross-correlated with the library envelopes and the one with maximum eorrelation would be 
used to infer the partiele trajeetory and correct the residence time. This idea supposes that 
each trajectory results in a unique signal envelope and, symmetry planes aside, this may not 
be true or there may be trajectories that result in indistinguishably similar burst signal 
envelopes (in particular once real noise is included).
The examples above were only for the particle moving in one dimension. Consider next the 
ease of the particle moving in the XZ and YZ planes (as defined in Figure 2.1), both at angles 
of 60° to the m vector with velocity magnitude 20m/s (such that the component along the m 
vector is maintained at lOm/s as for the previous cases), and starting at the same location as 
case 1 (0, -2b, 0). These additional cases 10 and 11 are illustrated below in Figure 3.11.
Looking into XZ plane Looking into YZ plane
m
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Case 10 Case 11
Figure 3.11: Illustration of cases 10 and 11, oblique trajectories
The burst signal for each of these two new eases is shown overleaf in Figure 3.12 followed by 
their respective envelopes in Figure 3.13.
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Figure 3.12: Burst signals for eases 10 & 11. Note the scale of case 11 is O.Olx case 10
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Figure 3.13: Burst signal envelopes for case 10 & 11, with case 1 for comparison. Note case 11 is on a
secondary axis
The particle trajectory in ease 11 takes it far from the centre of the measuring volume 
resulting in a very weak signal such that it would likely be rejected. However case 10 returns 
a strong signal featuring an asymmetric bimodal pedestal and an envelope with a slight 
positive skewness compared to case 1. Despite the 60° deviation from the trajeetory of case 1, 
the burst signal envelope of ease 11 is not too dissimilar to that of case 1. Only its skewness 
provides a clue that it originated from an oblique trajectory. This result suggests that a limited 
library of burst signal envelopes may not be sufficient to uniquely distinguish partiele 
trajectories, even if interpolation is used. Indeed all the above eases have started at the same 
position upstream of the measuring volume and no examples for other starting locations have 
been computed. There are theoretically an infinite set of possible trajectories that can make up 
the proposed residenee time correction library. Such issues beg the question of whether such a 
correction is worth the extra computational time penalty, which would likely be rather high. 
Furthermore, no consideration has been made for the situation of multiple particles 
simultaneously traversing the measuring volume and the resulting distortion of the burst 
signal.
3.2 The Effect of Particle Acceleration on the Burst Signal
If the particle accelerates as it traverses the measuring volume the Doppler frequency 
becomes a function of time. In the simple ease of constant acceleration the burst signal would 
acquire a ehirp-like nature owing to terms introduced into the cosine functions by the 
acceleration (this becomes clear upon making the substitution U =  Uq +  a/ in (2.33)). The
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processing method involving the power spectrum is unable to discern particle acceleration but 
will return a quantity close to the average speed through the measuring volume. Since the 
measuring volume is small, particularly large accelerations are required in order to make a 
noticeable difference to the measured velocity. Allowing for the most general case of arbitrary 
acceleration history, the change in Doppler frequency over time can be found using a time- 
frequency analysis technique such as the Short-time Fourier Transform (STFT). This 
technique is essentially a windowed Fourier transform over part of the signal where the 
window is slid over the domain of the signal and the resulting spectrogram is the union of 
each windowed power spectrum. The pitfall of the STFT is that temporal resolution comes at 
the expense of frequency resolution, with a wider window resulting in better frequency 
resolution but worse temporal resolution, and vice-versa. This is due to the uncertainty 
principle which states that A /^A /> l/2 . Thus some judgement is required to select the 
optimum parameters. Such an issue may be mitigated by using the Wavelet transform to 
generate the spectrogram, but the STFT shall suffice for demonstrating the effect of particle 
acceleration in the present work. The eontinuous-time STFT S { r , f )  is defined as follows
oo
X ( t , f ^ =  f w {t  — d r
(3.5)
where w is the window funetion and x is the signal. The * denotes the complex conjugate, 
although this is irrelevant for a real-valued window function. The window funetion may be a 
simple rectangle, but in order to reduce sidelobes a window such as a triangle or cosine 
function (e.g. Hanning) can be used such that there is no discontinuity of the signal at the ends 
of the window. The intervals between t can be chosen to be small such that the windows 
overlap, resulting in a smoother appearance of the spectrogram.
As a first example, consider the STFT of the high-pass filtered burst signal generated from 
case 1 (Figure 3.4). The parameters used in the transform are listed below
Window width = 2 ps 
Window shift = 0.2 ps 
Window type = Rectangle 
Frequency resolution = 1 kHz
The STFT for the high-pass filtered burst signal from case 1 is shown overleaf in Figure 3.14. 
The full domain of the spectrogram is shown to demonstrate the distinct nature of the 
temporally resolved Doppler frequency.
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Figure 3.14; STFT of case 1 high-pass filtered burst signal
As expected, the Doppler frequency is a constant in time. Indeed querying the spectrogram for 
the maximum value at the start and end times corresponding to 7/ / q =  10 on the un-filtered 
burst signal (blue and red vertical lines respectively) returned the same Doppler frequency 
=42.585 MHz at both times. This corresponds to a particle speed of =  9.997 m/s 
which is just 0.03% off the actual value.
Now, consider the case where the partiele undergoes a constant acceleration of lOOg, 
specified by the vector a =  (O, 9810, O). The partiele initial conditions are otherwise the same 
as for ease 1. Thus the signal simulation is modified such that
(3.6)
The relevant region of the spectrogram for this ease is shown below in Figure 3.15
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Figure 3.15: STFT high-pass filtered burst signal from case 1 with acceleration
It is visually indiscernible but the dark region does in fact possess a slightly positive slope. 
This can be confirmed by specifying even greater accelerations. The effect of partiele 
acceleration on the burst signal envelope is to introduce a subtle negative skewness, but this
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difference even at lOOg acceleration is hardly noticeable. The results are summarised in Table 
3.1 below.
time (gs) Id (MHz) U (m/s) a (m/s^) a err. (%)
5.5 42.600 10.055
9453.4 -3.6314.5 42.623 10.144
23.5 42.644 10.225
The acceleration was predicted with within 4%, although this error eould have been reduced 
by sampling more points in time and using a higher order numerical derivative stencil. It 
should be noted that the average speed of 10.141m/s is very close to the value of 10.139m/s 
obtained from the standard power spectrum method. These results also show how particle 
accelerations on the order of lOOg can lead to errors of about 1.4% in measured velocity from 
a standard spectrum analysis. Considering the magnitude of this acceleration it is safe to 
assume that particle accelerations in typical wind tunnel LDA usage has utterly negligible 
influence on the measured statistics. Nonetheless it is interesting to know that it can be 
measured from existing LDA technology should the need arise.
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4 CONCLUDING REMARKS
The essential theory of LDA opties and signal processing have been derived in this report and 
successfully tested for various cases. It was shown how a frequency shift on the order of 
Terahertz is able to rotate the principal axes of the fringe pattern in the measuring volume, 
and how photodeteetor integration time must not be an integer multiple of the applied 
frequency shift period and should be as close to zero as possible for maximum signal contrast. 
Using simple point scattering theory for a single particle, the burst signal was simulated and 
subsequently analysed using a spectral technique which was shown to be accurate to within
0.1%. The effect of particle trajectory was investigated which revealed how the residence time 
is dependent on the particle trajectory through the measuring volume, even for particles of the 
same speed. The idea of a correction method involving a library of burst signal envelopes 
with associated residenee time correction factors was posited but not yet implemented. Finally 
a means of extracting particle acceleration from the burst signal was successfully 
demonstrated using time-frequeney analysis.
This work could be expanded upon by first attempting to eliminate the simplifying 
assumptions made in the derivation of the backseattered irradianee equation. The most 
important of these is to assess the effects of having many particles traversing the measuring 
volume simultaneously. It is envisioned that this problem can be treated by recursively 
computing the scattered fields for each pair of particles separately. Thus at the photodeteetor 
there is the incoherent superposition of the scattered light from each particle plus the coherent 
superposition as usual, but now the light seattered off one of the particles will in turn be 
seattered of the other and so on unto some detection limit threshold.
Further realism could be added by giving the point particles a realistie dimension and 
eleetromagnetic properties. Thus the directional dependence of the scattered light can be taken 
into aecount in the initial amplitude, rather than simply assuming it to be that of its particular 
location in the fringe pattern. Furthermore, if the particles are conducting there may also be a 
phase change in the scattered light which is not modelled in the point particle approximation.
It would also be interesting to investigate the optical trapping effect of the laser beams on the 
seed particles. Since the diameter of the seed particles is on the order of a few microns or even 
less, the radiation pressure and beam intensity gradient may be sufficient to induce significant 
accelerations upon the particles. This effect is used in optical tweezers, where small dieleetric 
molecules are manipulated and suspended in free spaee using highly focussed laser beams. 
The particles are aecelerated toward the region of highest intensity. For more detailed 
information, the reader is referred to Ashkin et al. (1986), Ashkin (1997), and Neuman & 
Block (2004).
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ABSTRACT
This report follows on from Nathan (2010) wherein a correction algorithm for velocity 
rectification by cross-wire probes based on the method of Tutu & Chevray (1975) was 
derived, but without any of the simplifying assumptions. In this report a procedurally simpler 
correction method is derived and shown to give closely matching results to the previous work. 
The simplification is achieved by reversing the order of the transformation by mapping the 
probability density funetion from true space to rectified space. This eliminates the need to 
check on the bounds of the bi-normal velocity component, IF, as well as the need to check 
that the bins fall within the probe’s cone of receptivity.
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INTRODUCTION
The correction method derived in Nathan (2010) was conceptually similar to the correction 
method of Tutu & Chevray (1975) but without any of their underlying assumptions and 
simplifications. However in order to make the solution of the velocity transformation equation 
manageable, the coordinate system first had to be rotated. This rotation must be the same for 
both equations (one equation per wire) however if the wire effective angles do not satisfy the 
condition |^ | =  |^ |  then the results will not be strictly correct. This issue was a key motivator
in creating this alternative method, which eliminates said issue altogether, while being 
considerably simpler to implement.
The correction method of Nathan (2010) works by scanning the plane of the two-dimensional 
probability density funetion (2D PDF) of the rectified velocity components and mapping the 
probability bins into all the possible locations of the ‘true’ (i.e. un-rectified) space from which 
the contribution to the rectified PDF could have originated. Then the probability density at 
these locations obtained fi*om an assumed analytical form is transferred back to the rectified 
PDF bin in question after being scaled by the absolute Jacobian determinant of the 
transformation such that the probability is conserved (in line with the change of variables 
theorem). The assumed form of the un-rectified PDF is taken to be that of a fully general 
trivariate, joint-normal distribution. For each combination of the U and V velocity 
components (those in the plane of the wires), the range of possible W (bi-normal) component 
is also traversed and a three-dimensional (3D) PDF is created. The desired order of statistics 
can be obtained by taking the appropriate moments of the marginal PDFs formed by 
integration of the full 3D PDF. A simple proportional control system is used to minimise the 
errors between the measured statistics fi*om processing of raw data from the cross wire probe 
and the calculated statistics fi*om the rectified marginal 2D PDF.
The present correction method works in the opposite direction. Rather than employing a 
multi-valued transformation fi*om rectified space to multiple points in true space, the 
transformation is a simple one-to-one mapping from true space into rectified space. So now 
the entire 3D space containing the assumed form of the true PDF is discretised out to some 
distance where the contributions towards probability become negligible (typically four 
standard deviations) and each bin is mapped into the rectified 2D PDF spaee and the 
probability density is incremented aceording to the value present in the bin in true space, 
again after scaling by the absolute Jacobian determinant of the transformation. The cross­
wire’s receptivity cone is naturally traced out by this transformation and there is also no 
longer the need to check on the bounds of W as this may be taken to any desired extent in the 
true space, but typically four standard deviations from the mean is sufficient. For the W 
component the mean is zero as ought to be the case in a well designed experiment utilising 
cross-wire probes, where the probe is either aligned such that there is no bi-normal flow 
component over the wires or the effect of any bi-normal component is taken into 
consideration during calibration. The transformation equation is none other than the velocity 
component equation that is used as standard in post-processing cross-wire raw data after the 
bridge voltages have been converted into unresolved veloeity magnitudes using, say, a 
King’s law calibration curve. It is important to realise that this veloeity component equation 
naturally outputs rectified veloeities and so with the addition of an equation relating to
the true velocity components it becomes possible to directly map true velocity components to 
their rectified equivalents. This final link is provided by the geometrical model of the cross­
wire probe.
There is, however, one problem with carrying out the transformation from true space to 
rectified spaee -  namely that bin centres from true space do not necessarily transform directly 
to bin centres in rectified space, and the question of how to resample these off-grid values 
back onto the grid arises. This was not an issue with the method of N2010 because the bin 
centre values were transformed into true space where an analytieal expression was available 
to evaluate the probability density sueh that it did not matter if the coordinates ended up off- 
grid. This problem is analogous to that of resampling an image undergoing a scaling 
transformation. Suppose the image is to be enlarged, then the pixels in the enlarged image 
array are transformed hack into the original size array where, if they end up off-grid (i.e. not 
at a pixel centre), the neighbouring pixels are used to interpolate the colour value between 
pixels and this interpolated value is then applied to the associated pixel in the enlarged array. 
If the transformation were carried out in a forward manner, from the original image to the 
enlarged image, then some pixels in the enlarged image may be missed altogether resulting in 
a noisy image. One way to mitigate this issue is to apply some kind of blurring filter, such as 
a simple mean filter, integral filter, or Gaussian filter. This is carried out using discrete 
convolution either direetly or via the convolution theorem using Fast Fourier Transforms 
(FFTs). Since the entire proeedure of eonstrueting the PDF by inerementing bin values and 
integration to marginal PDFs is linear, then this smoothing proeedure is no different to 
effeetively blurring eaeh incremental probability density over its neighbours, which would 
represent a sub-sampling proeess. The user is free to deeide on the extent of the convolution 
filter kernel, where a 3x3 kernel is the most compact and provides the most localised 
blurring. It is of course possible not to apply any smoothing to the resulting marginal PDF and 
just increase the number of bins (thereby resolution) in order to reduce the influence of the
graininess on the computed moments, but being an 0 [ n ^  ^ operation there is a heavy 
computational cost for doing so when compared to the much smaller 0 ( N \ o g N )  cost of an 
FFT. Note that the direct discrete convolution approach has an cost and so the FFT
approach is favoured.
THEORY AND DERIVATION
The Forward Mapping Functions
The simple geometrical model of the slanted, infinitely long, thin wire is used to develop the 
effective velocity equation. The details of this procedure can be found in both Nathan (2010) 
and Nathan (2011) as well as in any standard text sueh as Bruun (1995) (although with 
different notation and nomenclature). Only the final results are presented here to avoid 
repetition.
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Figure 1: Nomenclature and coordinate system of a single slanted wire
Here, 0 represents the wire effective angle, k represents the tangential cooling factor, h 
represents the bi-normal cooling factor (usually taken as unity), and the subscript i is used to 
denote the wire number (either 1 or 2). The effeetive velocity vector is obtained by addition of 
the normal, tangential and bi-normal eomponents of the velocity vector U on the wire z. The 
magnitude of the effective velocity vector is responsible for cooling the wire and is given by
( U - â , ) ê „ ,+ d u * t ) ê , ,+ A ,( u .b ,) ê , | |
= ^ ( [ /  cos5>. + V sin 55.)  ^ {U sin -  F  cos 6^. +h^W ‘
(1)
During calibration the probe is oriented un-yawed such that V = FT = 0 and the effective 
velocity becomes
(2)
where is the unresolved wire velocity obtained direetly from the voltage-velocity
calibration curve of the un-yawed probe. Substituting equation (1) into (2) and solving for 
eventually gives
= ^ U ^ + 2 A p V  + B,V^+h,^C,W-‘ 
1^ —  ^tan 0.
A  =
1 + k^ tan^ 6^
(3)k; + tan 0;
B, =
C, =
1 + k^ tan^ 0^
1 + tan^ 0^
1 + tan^ 0,
The rectified velocity components in the plane of the wires, denoted by C/ * and K *, are 
found by simultaneously solving equation (3) (one equation from each wire) for U and V. In 
the special case of the standard effective angle method where it is assumed that tangential 
cooling is negligible {k. = 0 ,  the most typical way cross-wire data is processed) the result is
as follows
tan la 1 + tan 1(9,1
(4)
v* =
tan|^J + tan|<%!
It is important to recognise that these velocity components are already rectified since (7,^^
can only ever be positive and so negative t /  * is impossible even though U from the real flow 
may go negative. Finally, the equation relating the true velocity components to their rectified 
counterparts is obtained by substituting equation (3) into (4) to get
t a n \ 0 , + 2 A , U V  + B,V  ^ + +2AUV + B,V  ^+h,^C,W^
tanjaj + tanjaJ
(5)
2A,UV + B,V^+ + 2A,Ur + B^V^+
tan|(9i| + tan|6>2|
These equations of the form [/* =  f (U ,V ,W;  0,k)  and V* = g{U,V,W; 0,k)  are the direct
mapping from true space to rectified space. Note that although the rectified velocity 
components assumed that k. =  0, it is still possible to examine the approximate influence of 
tangential cooling on the rectification phenomenon by virtue of its presence in the equation 
for although its effects are not fully modelled in the mapping given by the above
equation.
It is important to observe that there is no equation relating W and If*. This in fact means that 
W can be treated as a parameter rather than a variable and that the integration through W to 
construct the marginal 2D PDF can in fact be omitted as the marginal 2D PDF is directly 
constructed by looping through IF as a parameter anyway. Note that since IF is always 
squared, identical values of t/* and F* will be obtained for ±IF meaning that identical 
positions on the PDF will be incremented multiple times -  in line with the nature of
rectification. This observation simplifies the next step involving the Jacobian determinant and 
the correct scaling of the inferred true probability density function.
Correct Scaling of the Probability Density Function
The assumed form of the true PDF is that of a trivariate, joint-normal distribution. Of course 
this limits the correction algorithm to cases where this assumption is actually valid (or 
approximately so). The PDF was derived fi-om its general definition in Nathan (2010) and the 
final result in standardised form is presented below
exp
F{U,  F, W) =
(l -  PJ" ) ^ std + ( l - P t J  ) K t/ + -  Ptn>^ ) K /
(Puv ~ PuwPvw ) ^ stdKd -  ^ {Puw -  PuvPvw ) ^ std^s 
“ 2 {p ^  -  P^P^, ) KtdKtd
1 “  “  Puw  ^ -  p j  +  Pu,PuwPvw
yj(27r) (l -  p j  -  p j  -  p j  + I p ^ p ^ p ^  )
where
(6)
Puv
uv
Puw
WW
Pvw
vw
s^td
u - u
— , s^td
F - F
— 5
w - w
^w
(7)
O-v O'. =
The transformation from true space to rectified space is ultimately a non-uniform distortion of 
the underlying grid. Since the arrays used in computer programming are Cartesian grids, then 
the probability densities need to be re-scaled in order to reproduce the effects of the distorted 
grid when resampled onto a Cartesian grid. In other words, probability must be conserved. 
This conservation is effected by making use of the change of variables theorem. In the present 
case, with the understanding that W may be treated as a parameter rather than as a variable, 
the theorem states that for some probability density function P
P{U*,V*)dU*dV* = P { f { U , V i W ) , g { U , V ; W ) ) \ j \ d U d V  (8)
R* R
where |7| is the absolute value of the Jacobian determinant which is given by
ra f /* ac/*^
det aF
6F* aF *
L ac/ aF  j
ac/* aF * a c /* a F *
ac/ aF aF  ac/ (9)
This can be evaluated by differentiating equation (5) as appropriate and collecting terms, the 
end result being
| (A  tan|0,1 +  Z), tan|e,|)(£, - E , ) - { E ,  tan|g,| +  £, tanjô,|)(A  -  A  )
r I “ (tan|^i|-l-tan|6>2|y
(10)
i^,cal
XC/ +  B,F
&
Applying equation (8) to an infinitesimal unit reveals that
F * )  =  f  ( / ( [ / ,  F ;  I F ) , g ( C / ,  F ;  I F ) ) | y |
Therefore the probability density being transferred from the true space to the associated bin in 
the rectified space must first be scaled by the absolute of the Jacobian determinant given in 
equation (10). The rectified PDF is then incremented in-place as required
p{u*,  r  *) <- p{u*,  V *)+F{u,  V, w ) \ j {u ,  V, w)\ (i i)
The PDF, by definition, must satisfy the unity normalisation condition
f(C/*,F*)6fC/*6/F* =  1 (12)
The final step is to filter and re-normalise the PDF after it has been discretised onto a regular 
N x M  grid such that it satisfies the above condition. This is detailed in the next section.
Discretisation and Addressing of the Rectified 2D PDF
In the present correction method, the true PDF space is traversed rather than the rectified 
space. This means that first the domain of the true PDF space must be determined and then 
once the true space is transformed into the rectified space the domain of the rectified space 
may be ascertained. As a first guess the measured statistics may be used to set the location of 
the middle of the volume of the true space as well as the extent of the volume. The measured 
values o f Ü , V  and W (if available from measurements made with the probe oriented in the 
UW plane (itself subject to errors), or ideally from another instrument) determine the volume 
centre, and then the extent can be taken to be four standard deviations either side of this point. 
The multiple of four was justified in Nathan (2010) because the joint-normal distribution falls 
to just 0.03% of its peak value at four standard deviations. Again, the first guess for the 
standard deviations can come from the measured statistics. The optimisation loop will home
in on the actual values. The binormal variance is only available if measurements were 
done in the UW plane or from another instrument, otherwise this must be estimated from the 
other statistics along with considerations of the type of flow under investigation. The user 
must also decide on the number of bins that will be used to discretise the true PDF space, ,
N y , Ny. for the U, V and W axes respectively. A higher number of bins results in a higher
resolution discrete PDF. The bounds of the true space are then obtained as follows
(^ max> ^max. ^max ) = (^^ + 4<T„ , F + 4c7^ , fV + 4 a^ )
(^mia > Kua > ^min ) = ( ^  ~ 4cT„, f  -  4<T„, IF -  4(7^ )
(13)
The bin dimensions are then given by
U - U  . V - V ■ W - W^ _  max ^  min ^  ^
Nr Nr. '•w N.
(14)
W
The true PDF is stored in a zero-based 3D array of size (N^ - l , N y - 1, Ny. - 1) with integer 
indices (z, j ,  k ) . The bin centre values are used for transforming the discretised true PDF 
space via equation (5) and these are calculated as follows
(15)
r
w  = 1
After cycling through all the bin centre values in a triple nested loop, 3D arrays containing 
corresponding values of [ /* , F* and |j |  are output. The next stage is to use these values to
construct the discretised rectified 2D PDF. The bounds of the rectified PDF are obtained 
simply by querying the arrays for F * ^  and F * ^ .  Although the rectified
PDF can have different bin numbers to the true PDF, for simplicity both PDFs shall be 
assigned the same number of bins. The bin dimensions in the rectified PDF can now be 
computed
[/*  - [ /*  .A   max mm
N r
A _  ^  *m ax *m in (16)
The rectified PDF is stored in a zero-based 2D array of size [N^ -  \ N y  -  with integer 
indices (x, y ) . The integer address of a floating point coordinate ([/*, F *) is obtained by a 
simple re-scaling and integer truncation (i.e. floor, [ J ) operation
X = mm
y  = mm
[/*  - [ /*  .
F * _ F * .
----------------------m m _  ^
F* - F  *
, — 1
, Ny.r — 1
(17)
Once again in a triple nested loop, each value of t/* (z  j \  k ) ,  F*(z j ,  k) and |j|(z  j \  k) is
traversed, with equation (17) being used to convert the [/*  and F * value pairs into integer 
indices x and y and finally the discretised equation (11) being used to augment the probability 
density value at the current bin with array coordinate (x, y)
10
P { x , y ) ^ P { x , y )  + F { U { i ) , V { j ) , W { k ) ) \ j { i , j , k ) \  (18)
where equation (6) is used to obtain the joint-normal probability density fimction F  and 
equation (15) is used to obtain the arguments for F. To ensure that the resulting PDF satisfies 
the discrete version of the normalisation condition (12), each value must be re-scaled as 
follows
 ÿ S â -----------
x=0 };=0
Finally it is now possible to compute the moments of the rectified PDF which are required in 
the optimisation step, since the ultimate objective is for the statistics computed from the 
rectified PDF to match those obtained directly from the cross-wire measurements. It is useful 
to obtain the ID marginal PDFs, (x) and Py [y) , both for visual examination and also for 
obtaining the statistical mean values. The mean values are obtained by taking first moments
N y * —\
A  W = V  Z
y= 0
A(>’) = V  Z
jc=0
(20)
U* = A ^ , ^ U * P „ { x )
x = 0
V^  = A y . ' f v * P y { y )
y = 0
Higher order moments up to order pq are given by
1 ,*",*“ =A„,A^, y ) l  (21)
x = 0  y  y=0 y
Note that the bin centre values are used when computing the moments, and these are obtained 
using the equivalent version of equation (15) for starred variables, namely
t/* = X H---- ^ U *  +  ^  *min
1 (22)
Although the construction of the rectified 2D PDF is now complete, in line with the 
discussions in the introduction it will be somewhat noisy and must first be filtered before 
statistics are computed from it. This is detailed in the next section.
Smoothing the Rectified 2D PDF
Smoothing of the computed PDF is achieved by a convolution of the PDF with a smoothing 
filter kernel, K. This is a technique commonly used in the field of image processing, where 
the image array is here replaced by a PDF (both are ultimately just 2D arrays of numbers). 
There are many types of filtering kernel, each of which may be sized as desired and also 
applied in multiple passes. In this report the following smoothing filter kernels are tested:
• 3x3 and 5x5 mean filter
• 3x3 integral filter
• 5x5 Gaussian filter (of unit standard deviation)
The discrete convolution operation may be carried out directly or more efficiently via the Fast 
Fourier Transform (FFT). In the general case with a PDF P  of dimension M x N  and a filter 
kernel K  of dimension m x n  the direct method is as follows
11
w —1 « —1
r = 0  s = 0
x +  r m 1■,y + s n — \ K{r,  s) (23)
where a tilde is used to denote filtered data. Care must be taken near the boundaries of P 
where the filter kernel may extend outside the domain. Most simply, and without the need to 
make any assumptions about the data, the boundaries may be ignored entirely with the 
resulting array being smaller than the original hy m - I  and « - 1  in their respective indices 
with each pass of the filter. On the other hand, this issue is eliminated entirely by employing 
the FFT approach as follows directly from the convolution theorem
P = P i , K  = FFT"' (FFT ( f ) .  FFT (Æ)) 
The filter kernels listed above are defined as follows
(24)
1
25
1 1 r
1
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1 1 r
1 1 1 1 8 1
1 1 1 1 1 1
3x3 mean
5x5 mean
3x3 integral
1 1 1 r 1 4 7 4 r
1 1 1 1 1
1
273
4 16 26 16 4
1 1 1 1 1 7 26 41 26 7
1 1 1 1 1 4 16 26 16 4
;  1 1 1 1 1 4 7 4 1
5x5 Gaussian (o"=l)
(25)
Note that the filters are normalised such that they do not alter the array sum of the PDF. 
Therefore it is inconsequential whether the normalisation step (19) is carried out before or 
after the smoothing filter operation(s).
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A PROPORTIONAL CONTROL LOOP TO MATCH THE 
MEASURED AND CALCULATED STATISTICS
The same proportional control loop utilised in Nathan (2010) shall be used in the present 
work, with the understanding that it has a demonstrated limitation of around 40% isotropic 
turbulence intensity. This proportional control loop works by seeking to independently yet 
simultaneously reduce each of the errors between the measured statistics and those computed 
from the constructed rectified PDF. The set of statistics available to match are
(ü , F, v% wv). Note that all statistics involving the binormal component, namely
(if , w w ,  v w )  are not altered by the transformation, and so if any of these are used they are 
assumed to be true values, not affected by rectification themselves. If in doubt, these can be
set to zero with the exception of w^  which is required to determine the bounds of the true 
PDF space. The cross-moments merely rotate the ellipsoid rather than alter its extent. The 
error vector £ is defined as follows
- U *
V - F *meas
u  meas w
V^ meas — V
(26)
\^WVmeas ~ U * V * J
This error vector is then used to increment the statistics that are fed back into the start of the 
cycle such that a new rectified PDF is constructed based on a true PDF with the new set of 
statistics
F F
<- 7
7 7
^MV; M^V^
+ Io £ (27)
The symbol o represents the Hadamard product, which is element-by-element multiplication. 
1 is a vector of relaxation parameters in the range 0...1 that can be tuned specifically for a 
given dataset, and also used to disable optimisation of a specific parameter by setting the 
associated element to zero. Experience has shown that a value of unity for all the elements of 
X is usually sufficient. Convergence is attained when each of the absolute values of the 
elements in £ are below some threshold
converged if la J < toi for all i (28)
This approach guarantees convergence based on decimal place precision rather than relative 
precision. In case convergence is not possible, a maximum iteration limit should also be set.
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The outermost loop in the correction routine that contains this proportional control is 
summarised below
1. Set (u, V, W,  , uv, uw, vw) = (u, V, W, ,v^ ,w^ , uv, uw, vw)^^^ and loop
a. Go through the whole procedure to get statistical quantities from moments of 
the re-constructed PDF given by (20) and (21)
b. Calculate the error vector (26)
c. Check for convergence using (28) or whether iteration number has exceeded 
the maximum allowable
d. If converged or iteration number has exceeded maximum then exit loop and
return the inferred true statistics ( u ,V ,u^ ,v^ ,uv)  (with a warning if not
converged), else set new values for (u, V, u^ , v^ , uv) using (27) and cycle (go 
back to part a.)
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STEP-BY-STEP SUMMARY OF THE ENTIRE CORRECTION 
PROCEDURE
Pre-processing before entering the iteration outer loop:
1. Have available the set of measured statistical quantities
( p , V , W , u v , u w , v w ) ^ ^ ^  to form the initial guess for the location and
extent of the true PDF. If available through a more complete angle calibration, have 
ready the look-up functions for the effective wire angle 6. as a function of velocity
magnitude and also look-up functions for the tangential cooling factor k. as a function
of velocity magnitude, otherwise simply use constant values
2. Choose the number of bins Ny and Ny. for the U , V  and W axes respectively
of the true PDF and initialise a 2D array P (,) of base-zero dimension 
(^Ny -  I, Ny - 1 ) .  This array will contain the rectified PDF
3. Choose the maximum allowable number of iterations, the multiple of standard 
deviations that determine the bounds of the true PDF, and initialise the convolution 
filter kernel according to (25) and the desired number of passes.
Main loop -  begin the iteration outer loop:
The iteration loop described in the previous section is the outermost loop of the entire routine. 
The procedure outlined below describes the sequence of computations that make up the 
processing of step la  of the outer loop.
1. Initialise the array that will contain the rectified PDF P (,) and initialise the 3D arrays 
that will store [ /* ( , ,) ,  F * (,,)  and |j |( , , )  and initialise the ID arrays that will store 
the bin centre values of the true PDF U(  ) , F ( ) and IF ( )
2. Compute and store the bounds of the true PDF, and 
(U . , F • , IF • ) using (13). The standard deviations used here come from the currentV mm ■ mm ’ mm / o v /
solution vector from the outer iteration loop
3. Compute and store the bin sizes using (14) and use these to compute and store the bin 
centre values of the true PDF using (15)
4. Begin a triple nested loop that goes through all the indices of the 3D arrays created in 
step 1 (i.e. i = 0...#^ -1 , y = O...Ny -  l ,k  = 0...#^ -1  ). In the innermost loop, carry
out the following:
a. Compute and using (3) making use of the bin centre values pre­
computed in step 3
b. Compute the rectified velocity components using (4) and store in the 3D arrays 
[/*(%, y, k) and F*(z, y. A:) as appropriate
c. Compute the absolute Jacobian determinant using (10) and store in | j |  (z, y, k) 
End of loop step 4
5. Compute the bounds of the rectified PDF, (U ^  *max ) (^*min»^*mm) by
querying the 3D arrays [ /* ( ,,)  and F * (,,) for their maximum and minimum values
6. Compute the bin sizes for the rectified PDF using (16)
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7. Begin a triple nested loop that again goes through all the indices of the 3D arrays 
created in step 1 and populated in the triple nested loop of step 4. In the innermost 
loop, carry out the following:
a. Compute the joint-normal probability density F {U (z), V [ j ) , W (A:)) using (6)
making use of the bin centre values obtained in step 3.
b. Compute the integer indices (x, y)  to address the rectified 2D PDF array using 
(17)
c. Increment the value of P(x, y)  in the manner of (18)
End of loop step 7
8. Apply the desired number of passes of the chosen smoothing filter to the rectified PDF 
using (24)
9. Normalise the resulting PDF using (19) such that it satisfies the normalisation 
condition (12)
10. Compute the mean, variance and covariance values firom the rectified PDF using (20) 
and (21)
Now continue with step lb of the outer loop (calculating the error vector (26))
Once the outer loop is completed, the statistics in the solution vector (ü , F, zz^ , v^, zzv)
computed from (27) represent the statistics of the measured flow had they not been influenced 
by effects of rectification by the cross-wire probe. Of course this is all subject to the validity 
of the assumption that the true underlying PDF describing the flow at the measurement point 
is indeed a joint-normal distribution. This precludes measurement in flow regions with high 
skewness and kurtosis.
If desired, the inferred true discrete PDF may be constructed and its marginal PDFs computed 
and compared to those of the rectified PDF in order to make a qualitative assessment of the 
effects of rectification. This is carried out in the next section.
16
TEST CASE RESULTS & DISCUSSION
The test case here is the same as that done in Nathan (2010) (hereon denoted N2010) -  
isotropic turbulence of 39.5% intensity, no cross-flow. The results from the new method are 
compared to those from N2010 which is treated as a reference method. Hereon any results 
from the current method are labelled N2012. The algorithm outlined in the previous sections 
was implemented using National Instruments Lab VIEW 2010 and is available as part of the 
University of Surrey ENFLO software suite. The input measured statistics are the same as 
those in N2010, namely
U = \
7  = 7  = 7  = 0.395"
Y = W = uv = uw = vw = 0
(29)
The number of bins used to discretise the PDFs was set to 128 for each dimension. The extent 
of the true PDF was set to four standard deviations for the N2012 results, which turns out to 
be similar to setting five standard deviations in the rectified space with the N2010 method. 
The standard effective angle method was used, with k^  = 0 and |^1 — 45°. The convergence
absolute tolerance was set to 1x10“''. Since the new method involves an additional filtering 
process on the rectified PDF, it is important to test the sensitivity of the final result to the 
filtering process. The filter type, kernel size, and number of passes were varied with the aim 
of ascertaining the combination that most closely reproduces the results of N2010. A table of 
results is presented below from which a decision may be made regarding the best filter choice. 
Subsequently the PDFs are shown and compared to those of N2010 as are the unfiltered 
results such that the reader may gamer an appreciation of the importance of the filtering 
process.
Table 1: Summary of test case results to 3 s.f. for different rectified PDF filtering parameters
Filter type Iterations U V w u' uv uw vw
Measured statistics 1 0 0 0.156 0.156 0.156 0 0 0
inferred true (N2010) 76 0.538 0 0 0.201 0.471 0.156 0 0 0
Inferred true (N2012) none 118 0.543 0 0 0.18 0.496 0.156 0 0 0
mean 3x3 1 pass 89 0.546 0 0 0.193 0.48 0.156 0 0 0
mean 3x3 2 pass 65 0.548 0 0 0.201 0.467 0.156 0 0 0
mean 3x3 3 pass 59 0.552 0 0 0.211 0.451 0.156 0 0 0
mean 5x5 1 pass 58 0.552 0 0 0.211 0.451 0.156 0 0 0
mean 5x5 2 pass 47 0.573 0 0 0.225 0.41 0.156 0 0 0
Integral 3x3 1 pass 103 0.543 0 0 0.188 0.488 0.156 0 0 0
Integral 3x3 2 pass 87 0.546 0 0 0.194 0.478 0.156 0 0 0
Integral 3x3 3 pass 64 0.546 0 0 0.198 0.473 0.156 0 0 0
Integral 3x3 4 pass 72 0.549 0 0 0.204 0.463 0.156 0 0 0
Gaussian 5x5 1 pass 70 0.547 0 0 0.195 0.476 0.156 0 0 0
Gaussian 5x5 2 pass 58 0.552 0 0 0.211 0.452 0.156 0 0 0
% difference from (N2010) none 55.3 0.929 -10.4 5.31
mean 3x3 1 pass 17.1 1.49 -3.98 1.91
mean 3x3 2 pass -14.5 1.86 0.00 -0.849
mean 3x3 3 pass -22.4 2.60 4.98 -4.25
mean 5x5 1 pass -23.7 2.60 4.98 -4.25
mean 5x5 2 pass -38.2 6.51 11.9 -13.0
Integral 3x3 1 pass 35.5 0.929 -6.47 3.61
Integral 3x3 2 pass 14.5 1.49 -3.48 1.49
Integral 3x3 3 pass -15.8 1.49 -1.49 0.425
Integral 3x3 4 pass -5.26 2.04 1.49 -1.70
Gaussian 5x5 1 pass -7.89 1.67 -2.99 1.06
Gaussian 5x5 2 pass -23.7 2.60 4.98 -4.03
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Inspection of the results shows that without any filtering U is within 1% of N2010 but is
underestimated by about 10% while is overestimated by about 5%. Furthermore about 
55% more iteration is required before convergence. There appears to be a trend that larger 
filter kernels do worse and generally continue to worsen with more passes. With the 3x3 
kernels (the most compact that maintain symmetry) the error in U increases with the number 
of passes, but the error in the variances decreases with the number of passes up to a point, and 
then continues to increase with more passes. The overall best results were obtained with the 
two-pass 3x3 mean filter (shown in bold type in the table). Although the three-pass 3x3
integral filter did slightly better on Ü and v" (both by around 0.4%) with one less iteration,
the extra computation involved in the third pass as well as the 1.5% error in meant it was
not chosen. The fact that the mean filter obtained 0% error in is purely coincidental and 
this is not expected to be the case generally. Indeed the question does arise as to whether this 
filter choice is the best universally.
Filtering aside, the same conclusions drawn in N2010 are valid here, namely that the effect of 
rectification on the measured statistics is as follows
• f/ is over predicted
» is under predicted
• is heavily under predicted
The marginal PDFs of [/ and V are shown below (for the two-pass 3x3 mean filter case) 
along with the results from N2010
o Measured (IM2012)
•DQ.
Inferred true (N2012) 
Measured (N2010) 
Inferred true (N2010)
1.5 1 -0.5 0 0.5 1 1.5 2 2.5 3
U (m/s)
Figure 2: Comparison of the measured (i.e. rectified) and inferred true marginal PDFs for the streamwise 
component of velocity, U, shown along with the N2010 results
The agreement between the results from both methods appears to be excellent. Notice how the 
results from N2012 for the rectified marginal PDF of [/ do not extend into the negative 
quadrant while those from N2010 do but with a value of zero. The present method could 
therefore be considered more efficient in its use of PDF space.
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o Measured
O Inferred true N2012
 Measured (N2010)
 Inferred true (N2010)
op
%Q.
0.4
0.2
3210123
V (m/s)
Figure 3: Comparison of the measured (i.e. rectified) and inferred true marginal PDFs for the transverse 
component of velocity, F, shown along with the N2010 results
The rectified PDF of V has a sharper peak, but overall the agreement is again excellent (as 
also evidenced by the computed statistical moments). The 2D PDFs from which these 
marginal PDFs originate are presented below, firstly the computed rectified PDF from N2010 
followed by that from N2012 and then the inferred true PDF from N2012 (visually identical 
to that of N2010).
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Figure 4: 2D PDF of measured data affected by rectification (N2010)
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Figure 5: 2D PDF of measured data affected by rectification (N2012)
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Figure 6: Inferred true 2D PDF (N2012)
The method of N2010 clearly produces a smoother rectified PDF. This is due to the fact that 
each bin in the rectified space is directly incremented, whereas in N2012 the bins are only 
incremented if they are addressed by transformation from the true space. There are no
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negative bins in the N2012 result and the sharp boundary of the distorted PDF (related to the 
wire effective angles) is naturally formed without any numerical checks. Regarding the 
inferred true PDF, it can be seen that the probability of negative U events is actually non-zero. 
It is these reversed flow events from quadrants two and three that contribute to the distortion 
of the measured PDF by folding back in a non-linear and non-unique manner into quadrants 
one and four.
In order to appreciate the importance of smoothing the rectified PDF computed using the 
present method, the above results are repeated below but without any filtering.
■Da.
-2
o Measured (N2012)
O Inferred true (N2012)
 Measured (N2010)
 Inferred true (N2010)
0.6
0.4
32.521.510.50-0.511.5
U (m/s)
Figure 7: Comparison of the rectified and inferred true marginal PDFs for the streamwise component of 
velocity, (/, shown along with the N2010 results. No filtering of the rectified PDF
o Measured
O Inferred true N2012
 Measured (N2010)
 Inferred true (N2010)
%Q.
0.4
Ow
0 32112■3
V (m/s)
Figure 8: Comparison of the rectified and inferred true marginal PDFs for the transverse component of 
velocity, F, shown along with the N2010 results. No filtering of the rectified PDF
The marginal PDFs created from an un-filtered 2D PDF clearly contain more scatter or 
‘noise’ than their filtered counterparts. Although this does not significantly affect the first
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moment or the loeation of the peak, it does have a significant effect on the second order 
moment (c.f. error in the variances presented in Table 1). The disparity between the inferred 
true marginal PDF of U from N2010 and N2012 is evident, and this disparity is directly
responsible for the 10% error in u~ of the un-filtered results. Finally the 2D PDF of the 
unfiltered result is presented below.
>
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Figure 9: 2D PDF of measured data affected by rectification (N2012, no filtering)
The blotchy nature of the 2D PDF without filtering is clearly seen. This blotehiness is the 
cause of the apparent scatter in the marginal PDFs. The blotehiness can be mitigated by
increasing the number of bins, but with the overall operation being o [n ^^  this is rather
costly in terms of computation time. When processing results it is good practice to repeat the 
procedure with different bin counts and ascertain when the bin count no longer has a 
significant influence on the flnal result.
The agreement between the results of the present method with those of N2010 demonstrate 
the validity of the rectification correction method developed in this report as well as the se lf 
consistency of both methods in the sense that nearly identical results are achieved regardless 
of the direction of the transformation of the PDF spaces.
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CONCLUSION
A new method for the correction of velocity rectification by cross-wire probes measuring in 
flows with turbulence intensities reaching up to 40% without significant skewness and 
kurtosis was developed and successfully validated against the previous method of Nathan 
(2010) which itself was based on the method of Tutu & Chevray (1975). This new method 
based on a forward transformation from true space to rectified space is deemed to be both 
conceptually simpler and also simpler to implement in code than either of its predecessors. 
For the same test case, convergence was achieved with 15% less iteration and the largest 
discrepancy with the previous method was under 2%. Due to the manner in which the 
rectified PDF is constructed in this new method, it was considered necessary to apply two 
passes of a 3 X  3 mean filter to the rectified PDF before statistics are computed from it.
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Abstract
Analysis of calibration data for a standard Dantec 55P61 cross-wire probe using the effective 
angle method reveals that the method breaks down for flow speeds below 3m/s and for 
instantaneous flow angles above 20°. This has serious implications for any low-speed 
experiments as well as those involving strongly turbulent flows. A new method that 
incorporates the relative influence of tangential cooling is devised and shown to maintain 
validity all the way to the probe’s geometric operating limit (±45°) at speeds down to
0.55m/s. A new way of correcting for a systematic yaw angle error is also derived. Also 
included is a new temperature drift correction method that can be applied to the entire probe 
calibration map which involves only an un-yawed velocity calibration rather than a complete 
re-run through every point in the map.
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The Standard Effective Angle Method
The standard effective angle method for operating a cross-wire probe involves two key stages, 
a velocity calibration and an angle calibration. The former is to obtain a relationship between 
bridge voltage and un-resolved flow speed, and the latter is to obtain the so-called ‘effective’ 
wire angles that permit resolving the flow into two orthogonal components in the plane of the 
slanted wires. The angles are ‘effective’ since they are not the geometric angles of the wires 
but rather the angles taking into consideration any specific characteristics of the real probe 
such as prong thermal and aerodynamic interference effects and wire degradation and so on. If 
these effects are small then the effective angle can be considered an approximate geometric 
angle. However, there is one major assumption in the standard effective angle method which 
significantly simplifies its practical application and post-processing. This assumption can be 
stated as follows
Only the component offlow normal to the wire is responsible fo r  cooling by forced convection
Thus any tangential component of flow over the wire is considered negligible and ignored. 
Starting with this assumption, the equations of the standard effective angle method can be 
derived. Considering the following configuration for one wire, where the effective angle, 9 , 
of the wire is represented geometrically for the sake of simple visualisation
wire
Y
-►x
V
Figure 1: Coordinate system and illustration of a single wire with flow vector and unit normal vector. The 
probe is aligned with the x-axis and the effective angle is measured from that axis (which is typically the
direction of the freestream in a wind tunnel)
The effective velocity over the wire is defined as the equivalent flow velocity entirely normal 
to the wire that would produce the same bridge voltage as the actual encountered flow. In the 
present case it is given by
= ||(U »n)n  +  ft(u*b)b |
=  'JiUcos0 + V sin o f  +
(1)
(cf. Jorgensen (1971) with A: =  0 ) where n and b are the unit vectors in the wire normal and 
bi-normal directions respectively, and h is the bi-normal cooling factor and represents the 
influence of the bi-normal flow component (W) relative to the normal flow component. This 
is usually taken to be unity. Under velocity calibration conditions the probe is un-yawed and 
aligned with the flow vector such that V = W = 0 and the effective velocity simplifies to the 
cosine yaw response
Z 7 ,^= i(U -n )n | 
=  |[/,„,|cos5>
(2)
(cf. Hinze (1975)). The calibration velocity, is related to the bridge voltage through 
application of King’s 1914 empirical law (with variable exponent) for forced convection of 
heat from small cylinders
E ^ = A  + B \ U J  (3)
where A, B and n are coefficients to be fitted by non-linear regression to the calibration data 
points. Note that E  is the bridge voltage after removal of any applied gain and offset. Each 
wire will have its own unique set of coefficients, and due to ambient temperature drift these 
coefficients require frequent re-evaluation through new velocity calibrations.
The angle calibration is carried out by fixing the flow speed and yawing the probe through 
successive increments (say 5°) to typically 20° either side of 0°. For a more complete 
calibration, this procedure may be repeated at multiple speeds encompassing the range of 
velocity magnitudes likely to be encountered in the experiment. It will be seen that the 
effective angle itself varies with velocity magnitude. Denoting the yaw angle by a ,  the 
effective velocity sensed by wire i during angle calibration is
= |(7|cos(6».+a) (4)
Using the velocity calibration relationship (2) to substitute for the effective velocity gives
cosg; =  |u|cos(g, + « )  (5)
noting that the calibration velocity will change with yaw angle (because the cooling of the 
wire is affected by the degree of yaw and this is manifest as a change in bridge voltage) while 
the |[/| term is the fixed flow speed as aligned with the un-yawed probe axis. Expanding the 
trigonometric function and simplifying results in the following relationship for wire i
1 — -j— = tan <9; tan a  (6)
]U\cosa
This is a simple linear relationship from which the effective angle for wire i can be found by 
taking the inverse tangent of the slope of the least-squares best fit line
0^  = tan~  ^a^  (7)
The calibration procedure can be automated using a simple device such as the one shown 
below, constructed in one evening by the author. It comprises a stepper motor with a 4000ppr 
(pulses-per-revolution) encoder that gives an angular resolution of 0.09°. The motor shaft is 
directly connected to the arm whose length is such that the probe head always remains in the 
same spatial location regardless of yaw angle. The motor coils must remain live at all times to 
hold the probe in place otherwise the aerodynamic drag would act to rotate it back to the un- 
yawed position.
Figure 2: Photograph of the angle calibration automation device
Correcting a Systematic Yaw Angle Error
The system was aligned visually using lines drawn on the wind tunnel surfaces. Indeed sueh a 
simple approaeh is prone to error. Such a systematic error would manifest itself as a fixed 
offset £ to the true yaw angle sueh that a  ^  a  + s .. Applying this offset to the yaw angle in
equation (5) (or (6)) and going through the motions to obtain an equation of similar form to 
equation (6) gives
I _ i^,cal,a
f/|eos((%) V
=  (cos [s. ) tan 0. +  sin [s. )) tan [a) +  sin [s. ) tan 0. -  cos [s. ) +1 (8)
Thus a systematic error in the yaw angle manifests as a non-zero intercept in the best fit line 
as well as a modification of the slope. A positive error shifts the line above the origin and vice 
versa. The slope and intercept obtained from the linear best fit parameters can be used to solve 
the pair of simultaneous equation for 0. and
g. =  tan
0, = tan
- I
- I
a.. — 1
(9)
/ ~  \ a. -  sm
cos £,
The ‘sgn’ function returns 1 for a positive argument and —1 for a negative argument. It can 
be seen that the original solution (7) is obtained when s  = 0 . The probe axis zero-yaw 
alignment error can be found by taking the average of the values of s  from both wires. This 
value can then be added onto the nominal values of yaw angle to produce the corrected plots. 
The plots produced by equation (6) or (8) for both wires together shall be called ‘X-plots’ 
owing to their appearance (as will be seen later on).
Reconstructing the Calibration Map
The accuracy of the calibration can be tested by reconstructing the calibration voltage map 
(E; against E^) using the obtained values of the wire effective angles and offsets by
substituting equation (3) solved for into equation (8) and solving for E. to get
E, =  ^ A, -j-B, 1 — a., tan a COS a (10)
These values can subsequently be compared with the actual recorded E^  for each combination 
of yaw angle and flow speed encountered during calibration.
Obtaining the Flow Velocity Components
Having obtained the wire effective angles, the final step is to actually make use of these in 
evaluating the velocity components during the ensuing experiment. This is done by solving 
the pair of simultaneous equations from equation (1) applied to each wire for U and V. 
Making use of equation (2) and making no assumptions about the sign convention of the 
effective angles eventually leads to the following results
U
\2 ( \2
f
tan 0^  — tan 9^
(11)
V
/ \2 r \2
1 - hJV 1 -
tan — tan 0^
With a standard two-wire X-probe the W component is unknown and set to zero. This of 
course implies that such a probe should strictly only be used in two-dimensional flows or 
aligned in such a way that there is no mean W component. Any turbulent fluctuations in W 
must also be small compared to those in U and V. Corrections for the presence of W can be 
carried out, such as those of Tutu & Chevray (1975) which take into consideration the 
distortion of the measured joint probability density function by rectification (inherent in all 
hot-wire probes) and by the presence of W. A more general version of the Tutu & Chevray 
corrections can be found in Nathan (2010) where all approximations and assumptions in the 
original method were removed. With FT = 0 and with the convention of positive 9^  and
negative 9^  (and then using the absolute values of the effective angles) the ensuing equations
are the same as those found in a standard reference text such as Bruun (1995)
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tan|6{| +  ta n |^ |
V =
(12)
^ h c a l  -  ^ 2 , c a l
tan|6{| +  tan|6^|
Note that if the definition of the yaw angle with respect to the probe orientation is such that 
the sign convention of the effective angles is reversed, then it is necessary to negate the 
expression for V. For this reason it is the author’s preference to use equation (11) without any 
assumptions regarding the sign of the effective angles and to preserve their sign throughout 
the processing stage.
The effect of W on the measured values of U and V is always an increase in the velocity 
magnitude. This is because the presence of W enhances heat transfer from the wire by forced 
convection thereby registering as an effective increase in flow speed. The effects of W as well 
as errors in the effective angles are graphically summarised in Appendix A
Since the effective angles are generally frinctions of the velocity magnitude, 0^  = (||u|), the
velocity components in equation (12) must be evaluated iteratively. Typically the function f^
may be represented by a set of tangent-continuous monotonie cubic splines (or more simply 
piecewise linear segments). Therefore the first iteration of (12) uses an initial guess for the 
effective angles such as 6^  =  ±45°, and the resulting estimates of the velocity components are
used to obtain an estimate of the effective angles and so forth unto convergence of the 
velocity magnitude to a specified tolerance. Experience has shown that convergence is fast 
and only requires a few iterations to reach a relative error of below 10“ .^
Step-by-Step Procedure
This procedure starts from the point where all the data has been collected and it remains to 
obtain the wire effective angles
1. Using the data at zero yaw angle from each isotach, or the data from a separate 
velocity calibration (carried out before or after the full angle calibration if temperature 
drift was an issue), calculate the coefficients A, B, and n of the King’s law fit in 
equation (3) for each wire using non-linear regression (i.e. Gauss-Newton method). 
This step enables the conversion of measured raw voltages to be converted into
as needed
2. For each isotach in the angle calibration, form the X-plot using equation (8) for each 
wire and obtain the slope and intercept of the best fit line for each wire. The best fit 
line should not use data points beyond a  = ±20°
3. Use equation (9) to obtain the wire effective angles for each speed and, if desired, the 
associated yaw offset error (from which the probe axis alignment error can be found 
by taking the average of both wire offsets)
Once the effective angles have been obtained for each wire at every calibration speed, the 
velocity components from an experimental dataset can be computed as follows. For each 
acquired sample (raw voltage from each wire):
1. Convert the voltages and from each wire into and respectively 
using equation (3)
2. Initialise \6\ and \0^ \ to 45° and evaluate the velocity components using equation (12) 
with the values of calculated in step 1
3. Obtain improved estimates of the wire effective angles using the analytical fitted 
function representation of the effective angles 6'. =  /  j obtained in step 3
of the calibration procedure above. Such a function is typically a tangent-continuous 
monotonie cubic spline
4. Re-evaluate the velocity components using equation (12) with the new values of the 
effective angles obtained in the previous step
5. Repeat steps 3 and 4 unto convergence of the velocity magnitude to within a specified 
tolerance
Analysis of Calibration Data
For the dataset used in this analysis a brand new Dantec 55P61 cross-wire was used 
(platinum-plated tungsten wires of 5pm diameter and 1.25mm length (giving LjD =  250 ) set
at ±45° ), operated at an overheat ratio of 0.65. The signal was output with a gain of 20 into a 
National Instruments USB-9215A data acquisition device with simultaneous sampling and 16 
bits resolution over a range of ±10V (i.e. a resolution of 20/2^  ^ =0.305mV). The 
calibration device shown in Figure 2 was inserted into a filtered, blow-down, open-circuit 
wind tunnel with 0.2% freestream turbulence intensity. The range of angles was -45...45° in 
steps of 5° carried out at the following flow speeds: {0.55, 1, 2, 3, 4, 5, 7, 9, 11, 13, 15}m/s. 
Each point was time-averaged over 15s thereby giving a full calibration map comprising 209 
points and 52.3 minutes of data. The sampling rate was 200Hz. Over this period of time the 
fluid temperature increased from 19.6 to 20.3°C (3.6%).
The calibration map is shown below. The plot is built up of isotachs (angle calibration at a 
fixed flow speed). The voltages are those after removal of any gain and offset
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Figure 3: E\E2 plane showing the full set of calibration points
Now, consider the case of the mid-range 7m/s isotach. The angle calibration X-plot formed by 
applying equation (8) to the data point is shown below, limited to the range ±20° (which is 
the range of data that was used to form the best fit lines for all cases)
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Figure 4: Angle calibration X-plot for the 7m/s case in the range ±20°
Upon inspection the linear trend line appears to be almost perfect and one would suppose the 
standard effective angle method to be sufficient as it is. However the first major issue is 
revealed by extending the angle range to the full set
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Figure 5: Angle calibration X-plot for the 7m/s case in the full range ±45°
It is now clear that the method fails for angles above 20°. The reason why the data points
begin to depart from the linear trend and do so only in quadrants 1 and 2 is that, for a given
yaw angle, one wire has become more normal to the oncoming flow while the other wire has 
become more tangential. At 45° one of the wires is completely normal to the flow (quadrants 
3 and 4) while the other wire is entirely tangential. It is the wire that is entirely tangential that 
significantly departs from the trend line, which suggests that the key assumption that only the 
normal component of flow is responsible for cooling is flawed in the case of large yaw angle. 
This is also the case for all higher flow speeds.
Next, consider the X-plot of the low speed case of Im/s shown below for the full range of
angles
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Figure 6: Angle calibration X-plot for the Im/s case
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The existence of a linear region near the origin over the range ±20° is tentative at best. In 
addition, the theoretical fit appears to fail even where the wire is completely normal to the 
flow. This is due to the data in quadrants 1 and 2 (where the wire is more tangential to the 
flow) biasing the best fit line in a way that makes it have too shallow a slope.
Thus it is evident that the standard effective angle method fails at low speeds (analysis of the 
other flow speeds puts the upper limit of this threshold at 3m/s) and yaw angles above 20°. By 
processing all the isotachs, the effective angles as functions of flow speed can be found using 
equation (9) and are shown below
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Figure 7: Variation of wire effective angle with flow speed
The effective angle remains constant at speeds above 4m/s but begins to decrease in 
magnitude below that. Although the wires are still physically at ±45°, the effect of tangential 
cooling at low speeds combined with the assumptions behind the standard effective angle 
method is to make the probe behave like one with a larger included angle. The yaw offsets 
from equation (9) are shown below along with the probe alignment error ±< 2^ )
functions of flow speed
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Figure 8: Variation of zero yaw angle error and probe alignment error with flow speed
Although it may seem off that a fixed offset should vary with flow speed, it is important to 
recall that the angles in equation (8) are not the actual geometric angles but effective angles, 
and so the yaw offsets are themselves effective angles and should be considered as geometric 
angles only to a first approximation. The probe axis zero-yaw alignment error (or, strictly, 
effective error) appears to remain constant above about 3m/s, and this value is to be used in 
any correction of the plots (which was not carried out here so as to show the nature of the raw 
data). The error was about 0.35° which shows the accuracy that can be attained even by 
simple but careful manual visual alignment.
Having now obtained the effective angles for each angle calibration isotach, these can be used 
to reconstruct the full calibration map using equation (10) and assess the accuracy of the 
calibration method as a whole. The graph below shows both the original measured data and 
the reconstructed data based on the obtained effective angles and the equations of the standard 
effective angle method. The reconstructed data points have a one-to-one correspondence with 
the actual data points.
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Figure 9: E^Ei plane showing both the measured calibration points and those reconstructed using the 
standard effective angle method, with effective angles calculated from the measured dataset
As with the X-plots, there is good agreement at the high speeds up to ±45° with diminishing 
agreement at the slower speeds and rather terrible agreement at the largest yaw angles. In fact 
the reconstructed lower speed isotachs do not even qualitatively agree with the shape of the 
measured isotachs. The reconstructed 0.55m/s isotach is curved in the opposite manner to 
measured data.
The analysis carried out in this section reveals major shortcomings in the standard effective 
angle method, namely for very low speed flows as well as flows at any speed with large 
instantaneous transverse flow angles relative to the probe axis. Only if such conditions are not 
present in the flow under consideration should the standard effective angle calibration method 
be used.
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An Improved Effective Angle Method Incorporating 
Tangentiai Cooling
In this improved method, the assumption of predominantly normal flow eooling is dropped 
and the incident flow vector is fully resolved into wire normal and tangential components. 
The tangential influence is modelled by introducing a ‘tangential cooling factor’, k, which 
represents the relative importance of tangential cooling over normal cooling. The use of a 
tangential cooling factor is not new, but obtaining it via an angle calibration in simultaneity 
with an effective angle is, as far as the author is aware, novel. Starting with the more general 
version of Figure 1
wire
►x
V
Figure 10: Coordinate system and illustration of a single wire with flow vector and unit normal and 
tangent vectors. The probe is aligned with the x-axis and the effective angle is measured from that axis 
(which is typically the direction of the freestream in a wind tunnel)
The wire normal, tangent and bi-normal unit direction vectors are defined as follows
cos 0 ' ' /I ^sm ^ 0^
n = sin <9 t = --COS0 b = 0
, 0  , . 0 ^ 1
(13)
Using these definitions, the flow vector is resolved into the wire coordinate system (normal, 
tangent and bi-normal respectively) using the following operations
COS0
sin^
0
sin^ 
— cos 6 
0
'O'
=  U cos 0 + V sin 6
= U smO — V cos9
V * h  = V %  = {U V W) = w
(14)
The effective velocity for wire i is now given by
U. _  =  ||(U • n)n +  Â:. (U • t) t  +  h. (u  • b)b|
=  yjip  cos 6>. +  K sin {U sin 0. -  V cos 0. f  +
(15)
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Under calibration conditions the probe is un-yawed such that V = W = 0 and the effective 
velocity becomes
e, + k^  sin" 9, (16)
This expression applies to any yaw angle and can be used to substitute the calibration velocity 
in place of the effective velocity. This is necessary since the velocity calibration using King’s 
law (equation (3)) returns rather than . Note that due to the nature of King’s law
is always positive and with this understanding the magnitude brackets are left off. For the yaw 
calibration under the same conditions V = W = 0 and again denoting the yaw angle by a  
and carrying out the transformation 6>. +  cr the effective velocity expression becomes
= 1^ 1 ^ /cos" {0,+a) + sin" {6, + a)  (17)
where U is now the fixed freestream speed. Dividing the above by |U |, squaring both sides 
and dividing by the cosine term gives
Using standard sum-to-product trigonometric identities gives
tan 9^  +  tan aU == 1-b
1 — tan 0, tan a\U\ (cos 9. cos a  — sin 9^  sin a )
Observing that
,  ^ _ cos 9. cos a  — sin 9, sin a1 -  tan 9^  tan a  —------ ----------------- --------
cos 9^  cos a
and now substituting equation (16) solved for to eliminate eventually leads to 
U ,,^ J { c o s ^ 9 ,+ e s m ^ e ,)
\uf cos^ 9. cos^ a
=  (l — tan 9. tan a)  +  (tan 9^  +  tan a)
Multiplying out the brackets on the right hand side to isolate the tancr terms (the objective 
being to try and get a similar form of expression as that for the standard effective angle 
method) and dividing the left hand side numerator and denominator by cos^ 9^  gives
—  ^  ^   — =  1 -  2 tan 61 tan a  +  tan^ 6>. tan^ a  +  (tan^ 9^+2 tan 9. tan a  +  tan^ a)
\U\ cos a
=  (l +  A? tan^ <^- ) +  2 (a / — l) tan 9. tan a  +  (A? +  tan^ 9. ) tan^ cr 
Finally, dividing through by (l +  tan^ 9^) and re-arranging gives the final result
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c/..i , c a l , a =  a. tan^ a  +  b. tan a
cos a
+  tan^ 0^  
1 "T k^ tan 0^  
2 ( 1  —A?) tan 6*. 
1T k^ tan 0^
(18)
Compared to the standard method, this equation is quadratic in tan a  rather than linear and 
has squared terms making up the left hand side. In a sense the inelusion of a tangential 
cooling factor has increased the order of the calibration method. By fitting a least-squares
quadratic curve to the data plotted in the form of equation (18) (i.e. cos^ a )
against tan a  ) the coefficients a. and A. can be obtained for each wire. The equations for a. 
and h^  are then solved simultaneously to give A. and 6^  for each wire. This is done for each 
isotach in the calibration map and consequently their variation with flow speed is known. 
Solving a. for tan^ and A. for A? gives
tan^ 9, =
A? =
(flf. +  k^ )
1 +  ajz^
2 tan 9^  — A. 
tan 9j ( 2  +  A. tan 9. )
(19)
Substituting the expression for A/ into that for tan^ gives
ü
2 tan 9: — A
' tan 61 ( 2  +  A. tan(9j
tan^ 9; = —
2tan^, — A.
tan6*y (2 4 -Ay tan(9j
Expanding the brackets, multiplying out all the denominators and re-collecting in such a way 
as to get a polynomial equation in tan 9. leads to the following quartic polynomial
tan A*. +  (tan^ 9^  +  t a n — 1 =  0
Fortunately this form of quartic factorises very simply into the following
2(l +  fl,.)
(tan^ 9^  + 1 ) tan 9;
A.
tan^; — 1 =  0
This equation has four roots, two real and two imaginary. The imaginary roots come from the 
first factor and are 6>. =  drtan"^ i. Since these have no physical meaning they are discarded. 
The two real roots come from the second factor which contains a quadratic equation in tan 6>..
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The correct root is chosen according to the sign of the first order coefficient b^  (observe that 
a. is always negative) and is
Û, =  tan-1 1 + a  I +  sgn(é,.) 1 + 1 + a. (20)
With the effective angle now known, the tangential cooling factor can be immediately found 
using the second line of equation (19).
Correcting a Systematic Yaw Angie Error
As was done with the standard method, consider a systematic error s  in the specified 
calibration yaw angles. Letting a  ^  a  +  6:, in equation (18) and expanding the trigonometric 
functions gives
i , c a l
luf' (cos a  cos 6". — sin a  sin s.
tan a  +  tan s,
1 — tan a  tan £•,
+  A. tan a  +  tan s,
1 — tan a  tan s,
Employing the same trigonometric relations used previously, expanding brackets and 
multiplying out the denominators, multiplying through by cos^ s , adding 1 to both sides to 
preserve the form, collecting tan a  terms and re-expressing trigonometric products using 
double-angle formulae eventually leads to the final result
i , c a l a, tan^ a  +  A. tan a  +  c,.
cos a
a. = ^(a^{\-\- cos 2£^  ) — A. sin 2g. ) (21)
A. =  a^  sin 2s  ^+  A. cos 2g.
c. =  — ((l +  a^  ) (l — cos 2s  ^) +  A. sin 2s. )
Similar to the standard method, a systematic yaw angle error manifests as a modification to 
the coefficients of the best fit quadratic curve and as a new intercept term. The modifications 
are somewhat more complex than for the standard method and now all three equations for a . ,
b. and s. need to be solved simultaneously. First solving for a, and A. simultaneously allows
c. to be written entirely in terms of the known coefficients from the quadratic fit and the 
unknown g.
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2a. +  b. tan 2s,
a. = ----------------- --------- ---------
1 +  cos 2s  ^+  sin 2s, tan 2s,
Â :-«,sin2g, (22)
cos2g\
1 — cos 2s, +  b, tan 2s, +
2a, +  b, tan 2s,
1 +  cos 2s, +  sin 2s, tan 2s,\ ‘ ‘ ‘
(l — cos 2s, — sin 2s, tan 2s, )
After some manipulation, the equation for c, can be re-written as a quartic equation in 
tan 2s, as follows
tan'  ^2s, +  Q  tan^ 2s, +  C, (tan^ 2s, +  tan 2s, ) +  Q  = 0
^  ^a,c,
° D
2 b X a ,- c )  (23)
 ^ D
c , = C „ + 1  '
/— —\2 ^  ^  I
D = b, -  [a, + c,j +  a, +
Although it is possible to solve a general quartie analytically, it is practically simpler to solve 
it numerically using the Newton-Raphson method. Since there are four roots (not all of which 
may be real) the correct root is the real root that lies nearest to the origin since the error s  is 
expected to be small. Thus by initialising the Newton-Raphson iteration with s, = 0 the 
correct real root is always returned. This is beeause the function is well behaved (and 
praetically linear) for small s, and all other roots are un-physically far from zero. For the 
present case the Newton-Raphson formulation is as follows
X  =  tan 2s,
f i x )  = X * +  CjX" +  c, ( x ’ +  x )  +  C„ =  0
/ '( X )  =  4 X '+ 2 Q X  +  C ,(3 X '+ l)  =  0 (24)
^n+l ~
f X )
f ' X )
As discussed earlier, the initial guess is =  0 and the iterations are stopped after X  
converges to within a specified tolerance, which typically occurs after only a few iterations 
for an absolute tolerance of 10“ .^ The yaw offset for wire i is then s, =  ^tan"^ (Z ).
Finally with the yaw offset s, now known, it can be used to evaluate a, and b, in equation 
(22). These values of a, and b, , now corrected for any systematic yaw error, are then used to
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evaluate the effective angle 0, using equation (20) which can in turn be used to evaluate the 
tangential cooling factor k, using the second line of equation (19). This entire procedure must 
be repeated for each wire.
Reconstructing the Caiibration Map
Once again the accuracy of this calibration method can be assessed by reconstructing the 
calibration map using the calculated values of the effective angle and tangential cooling 
factor. Starting with equation (21), Kings law (3) is used to eliminate and the resulting
equation can be solved for the raw voltage E, as follows
E, =  -y 4  +  (l — a, tan^ a  — b, tan a  — c,) lu f  cos^ a   ^ (25)
Recall that a, , b, and c, are the coefficients obtained jftom the quadratic fit in the higher
order X-plot. If these values are not available then they can be computed fi*om the effective 
angle and tangential cooling factor by evaluating equation (21) in conjunction with the 
definitions of a, and b, given in equation (18).
Obtaining the Flow Velocity Components
With the effective angles and tangential cooling factors for each wire now at hand, it is 
possible to evaluate the flow velocity components obtained fi*om subsequent experimental 
data. In order to do this it is necessary to solve two simultaneous equations (one for each 
wire) formed by substituting equation (16) into the general effective velocity equation (15), 
squaring both sides and factorising terms to get
+  2A,UV + B ,v^+  =  0
t/" +  + B^V^+ -  U^ J  = 0
(26)
where
(l —A/) tan 61 
1 +  k^ tan^ 0, 
k, -f- tan^ 0,
1 k, tan^ 0, 
1 "T tan^ 0,
1 -f- k^ tan^ 0-
A
, 2 . 2 i  C27)
a
The simultaneous equations (26) represent the intersection of two conic sections, the nature of 
which (ellipse, circle, parabola, hyperbola) is determined by the sign of the discriminant 
— r ) . In the present case the discriminant is
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(l +  A/ tan^ R.)
which means that regardless of the values of effective angle and tangential cooling factor the 
discriminant is always negative. Thus the conic sections are always ellipses (except for the 
special case of k, = 0 which results in a circle). Due to the lack of linear terms in U and V
both ellipses are centred at the origin, and the presence of a UV term means that these ellipses 
will each have some rotation angle. Fortunately such a problem has a relatively simple 
analytical solution since the resulting equations after inter-substitution are quartics of a bi­
quadratic nature which means they can be solved using the quadratic formula
- 2 K n ^  = 0
-2E yV ^ + F /  = 0
This set of equations has eight roots of whieh only four are physically meaningful. Of these 
four only one represents the physically correct value occupying either quadrant 1 or 4. The 
solutions in the other quadrants are unattainable due to reetification. The solutions for U and 
V are given below
2
U
Du
(28)
F =  sgn(F,)
Dy
with the variables as listed below
+ 25,cy  {U ,J  -
+ (S ,V C , -B ,h fC ,)w -^
5 ,4
(29)
Hu =  Rj — ^2 +
D y = H f - A G f [ A , ^ - B , )
4  =  HyF, + 2 G f { U ,J  -
Fy =  - U , J  +  [hfC,  - k ^ C , )
Gy =  A ^ — A^
H y  =  2 A f i y
The sign of the inner square roots were selected by examining the special case of k, = 0 and
comparing the result with the know solution given in equation (11). The selection could also
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be made using simple numerical tests where the wrong sign choices give distinctly unphysical 
solutions for given combinations of and . Alternatively the solutions could be
visualised and the signs are chosen according to what combination gives the actual 
intersection points of the two ellipses. This task is actually reduced to finding three signs 
since the sign of the outer square root in the equation for U must be positive due to 
rectification. Negative U cannot be returned by a cross-wire probe.
With a non-zero tangential cooling factor it is possible to have conditions where the flow 
velocity components lie on the boundary of the probe’s cone of receptivity without having 
one of the values of equal to zero. This is not a problem except in reality where
calibration drift and similar sources of error may cause the value of to drop beyond its
feasible limit. The numerical consequence of this is that the argument of the inner square 
roots in the solutions for U and V given in equation (28) becomes negative. Strictly speaking 
such samples ought to be rejected but this is not desirable as it means the record is no longer 
evenly spaced in time which would pose some additional difficulties in computing spectra as 
well as statistical quantities. It is necessary to allow the solution to go complex and to use the 
real part of the resulting value. This eliminates any jumps in the record that would be 
introduced by simply using the absolute value of the argument in the inner square roots. The 
real part of the complex solution is a natural (and smooth) continuation outside the region and 
will allow a sensible recording of data in these conditions of extreme flow angles on the limits 
of the probes cone of receptivity. It would be good practice to flag a warning should such 
conditions be frequently occurring. The real part of the complex-valued solutions for this 
special case are given below
C A S E :R " -D F '< 0
Dr
+
Dr
(30)
F =  sgn(F,) A I f ’+ e /D y ]
Finally it should be noted that with finite precision calculation on computers it may be the 
case that when =  ^ 2 ,ca/ exactly (which is highly unlikely to occur in practice) the
argument of the outer square root in the equation for V in (28) may evaluate to a tiny negative 
value rather than zero. It is therefore recommended to use the absolute value of the argument. 
The same problem does not arise with the U equation.
The Special Case of kj = 0
Setting k, =  0 is equivalent to using the standard effective angle method because it is the case
where tangential cooling has zero relative influence with respect to normal cooling. Checking 
the solution in this case serves two purposes -  to check for self-consistency of the new 
method, and to ascertain the unknown signs of the square roots of the solutions of the new 
method. For simplicity this case will be examined supposing W = 0.  This simplification has 
no effect on the choice of signs. The coefficients for this case are listed below
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A, = tan 6,
B, = tan^ 6,
Du = (tan Rj — tan 6^  ^
£„ = - ( ta n 5 , - ta n ô ij f  (tan"5,C/,_,y + tan^5,i7 ,„y)
Fu = tan 0]U2,cal ~  ^iHical
Dy = (tan 0, — tan
A ~  2^ ) Ical^  +  2^,c«/^  )
Hy — “  2^,ca/
Inserting these into the equations for U and V (28) and then factorising terms and eompleting 
the square in the inner square root and again in the outer square root (recalling that =  |x|
rather than just x ) gives the following results
U = ±
I tan (9) — tan 0^
K . ,  ± ^ 2 ,
|tan^i — tan (921
Comparing these results to those given in (11) (with W = 0) reveals that the correct signs are 
as tabulated below
outer root inner root 
U  F  +
V sgn(f/i^^ -
'---------- V---------- '
=sgn(F^.)
Note that the use of sgn(Fj,) in place of sgn(t/j^^; ~ ^ 2 ,c«/) the sign of the outer square 
root of the V equation is justified due to the fact that, for any positive n,
S gn  — U2^ cal ) ~  ^\,cal ~~ ^l,cal ) *
The Special Case of k j=  1
Setting k, = 1 represents the ease where tangential cooling has the same influence as normal 
cooling. The resulting coeffieients are such that the solution returns U = V = 0/0 which is 
undefined.
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Du = Eu = Dy = Ey = 0
It is more informative to examine the generating equations (26) which reduce (with W = 0 
for simplicity) to
D,,., =
Regardless of the wire angles and the flow direction the probe only senses the velocity 
magnitude. Both wires also sense the same velocity magnitude. Thus with k, = 1 the probe
has lost all yaw sensitivity and is no longer able to resolve the flow direction. This implies 
that the tangential cooling factor can also be interpreted as a yaw insensitivity factor.
Step-by~Step Procedure
This procedure starts from the point where all the data has been collected and it remains to 
obtain the wire effective angles and tangential cooling factors. It must be emphasised that 
with this new method it is very important that the angle calibration be carried out right to the 
probe’s limits but not beyond where rectification will occur (see Appendix B). Limiting the 
angle calibration to ±20° as was done in the standard method will result in no significant 
improvement over the standard method). For quiek reference, all relevant equations are here 
repeated in their final form when needed. Note that all the steps below are to be carried 
separately out for each wire (subscript i), and for a multi-speed calibration map the steps 
below are to be carried out separately for eaeh isotach of each wire.
1. Using the data at zero yaw angle from each isotach, or the data from a separate 
velocity calibration (carried out before or after the full angle calibration if temperature 
drift was an issue), calculate the coefficients A, B, and n of the King’s law fit using 
non-linear regression (i.e. Gauss-Newton method). This step enables the conversion of 
measured raw voltages to be converted into as needed
^Ucal —
2. For a given isotach in the angle calibration, form the higher order X-plot by plotting a 
graph with axes defined as follows
X =  tan a
U. , ^i , c a l , ay. =  T
|f/| cos^ a
3. Fit a quadratic curve through all the points (not limited to ±20° as was the case in the 
standard method) and extract the fit coeffieients labelled as follows
a. second order coefficient a,
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b. first order coefficient b,
c. zero order coefficient (y-intercept) c,
4. Obtain the yaw offset error s, by numerically finding the real root nearest to the 
origin (i.e. smallest in magnitude) of the following quartie equation in tan Is,
tan"^  Is, +  Q  tan^ 2s, +  Q (tan^ 2s, +  tan 2s, ) +  Q  =  0
D
2 ^ ( q, - c.)
D
b; — Ü; — C; — OÜ, c, +  a, T  c.
D
D = b, — Ü, — c, — 2a, c, +  a, c, — j
(The Newton-Raphson method outlined in equation (24) may be used to solve this 
problem. Should this step fail, it is possible to fall back to the equivalent standard 
effective angle method step as a decent approximation or just set s, = 0 and continue 
with the assumption that the error is negligible)
5. Calculate the eonstants a, and b, correeted for the yaw offset error as follows
a,
2a, 4- b, tan 2s,
1 +  cos 2s, +  sin 2s, tan 2s, 
b, — a, sin 2s,
cos 2s,
6. Finally calculate the effective angle and tangential eooling factor as follows
1 +  a. +  sgn(è,) 1 +
1T a.
2tanR —b,
]l tan 6, (2 4- b, tan 9, )
Once the effeetive angles and tangential cooling factors have been obtained for each wire at 
every calibration speed, the velocity components fi*om an experimental dataset can be 
computed as follows. For each acquired sample (comprising a raw voltage from each wire):
Once the effective angles have been obtained for each wire at every calibration speed, the 
velocity components from an experimental dataset can be eomputed as follows. For each 
acquired sample (raw voltage from each wire):
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1. Convert the voltages E, and from each wire into f/, 
using equation (3)
and respectively
2. Initialise | and to 45° and evaluate the velocity components using equation (12) 
with the values of calculated in step 1. The standard method is first used to
obtain a sensible initial guess for the velocity magnitude
Obtain improved estimates of the wire effective angles and tangential cooling factors 
using the analytical fitted function representations of the effective angles
=  yi I a n d  tangential cooling factors k^  =  obtained in
3.
step 6 of the calibration procedure above. Such functions are typically tangent- 
continuous monotonie cubic splines
4. Re-evaluate the velocity components using equation (28) with the new values of the 
effective angles and tangential cooling factors obtained in the previous step. If the 
arguments of the inner square roots happen to be negative then equation (30) should 
be used instead
5. Repeat steps 3 and 4 unto convergence of the velocity magnitude to within a specified 
tolerance
Analysis of Calibration Data
The same calibration dataset that was analysed previously using the standard effective angle 
method shall now be re-analysed using the new method. Consider again the mid-speed 7m/s 
isotach, the higher order X-plot is shown below for the full range of angles. To aid in making 
a comparison between the methods, the lines from the standard method were transformed so 
that they could be plotted on the same axes as the higher order X-plot. The standard method 
results are shown as dotted lines. It should be emphasised that in the following X-plots the 
solid lines are those of the quadratic least-squares fits to the data, rather than splines simply 
joining the data points
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Figure 11: Higher order X-plot for the 7m/s case. Dotted lines represent standard method results
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It is immediately clear that this new method captures all of the data points very well and does 
not suffer from any departure in quadrants 1 and 2 where the wires become tangential to the 
flow. The falloff of the slope as the wires become tangential to the flow is correctly modelled 
in this new method.
Now consider the higher order X-plot for the lower speed Im/s isotach shown below
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Figure 12: Higher order X-plot for the Im/s case. Dotted lines represent standard method results
Unlike the standard method which agrees only with the data points near the origin, the new 
method again captures all the points without fail. Visually there appears to be no greater error 
at this low speed than at 7m/s. This success is true for all other calibration speeds.
The variation of the effective angle with flow speed is shown below. The dashed lines 
represent the values from the standard method
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Figure 13: Variation of effective angle with flow speed. Dotted lines represent standard method results
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The effective angles for both methods converge as the speed increases however the effective 
angles obtained from the new method begin to rapidly increase in magnitude below about 
Im/s while those of the standard method deviate in the opposite direction and begin doing so 
at around 4m/s.
The variation of the tangential cooling factor with flow speed is shown below. Being unique 
to this method, there is no comparison to be made with the standard method
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Figure 14: Variation of tangential cooling factor with flow speed
The tangential cooling factor demonstrates a smooth monotonie decline with flow speed. 
From about 3m/s the decline is linear, however as the flow speed decreases below 2m/s the 
tangential cooling factor rises rapidly towards unity. The fact that is ought to be unity at zero 
flow speed (i.e. free convection) is that the angle calibration at zero flow speed is a degenerate 
isotach comprising one point (ideally). This is because at zero speed the yaw angle is 
irrelevant. Thus with no angle sensitivity the quadratic fit coefficients from the X-plot are all 
zero, and with b. =  0 in the equation for the tangential eooling factor (19) it can be seen that
the result is A: =  1 regardless of the effective angle. This gives another physical meaning to 
the tangential cooling factor in that it gives a measure of the yaw sensitivity of the probe, with 
unity implying no yaw sensitivity and zero implying maximal sensitivity. With this 
understanding, the above graph implies that below about 2m/s the yaw sensitivity of the 
eross-wire probe begins to rapidly diminish. Interestingly even at the top speed of 15m/s, the 
tangential cooling factor is still around 0.2, in other words it still has a 20% influence relative 
to the normal flow component. It is worth noting that the standard method assumes that 
A: =  0 for all speeds. Clearly this is far from true even at the higher speeds. Theoretically k 
must asymptote to zero rather than intersect the horizontal axis at any point, however 
extending the linear decline until it intersects the horizontal axis gives a speed of about 36m/s. 
Therefore only at such flow speeds should the standard method be utilised.
It is important to consider the results of Champagne et al. (1967) where a dependency of k on 
the wire LID ratio was demonstrated, k decreasing with increasing LiD (for example for a 
5 pm platinum wire and freestream speed of 30m/s, with L/Z9 =  600 k was reported to be 
about 0-0.05 compared to 0.2 at LjD = 200). Thus the cosine yaw response of the standard 
method also only applies to very long wires (with the probe axis oriented parallel to the 
freestream). Another factor that can decrease k on the order of 33% is the use of a plating 
technique to thermally isolate the wire from the prongs (Bruun (1995)). The LID ratio and the
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wire/prong thermal boundary conditions affect the temperature distribution over the wire, 
with an increase in LID and reduction of heat loss to the prongs by conduction having the 
effect of making the temperature distribution more uniform. Thus the tangential cooling factor 
is correlated with the degree of uniformity of the wire temperature distribution, with constant 
temperature distribution corresponding to ^ =  0 (as would be with an infinitely long wire). It 
should be noted that the use of platinum-plated wires has nothing to do with thermal isolation 
of the prongs but is simply to combine the strength of a tungsten core with the oxidation 
stability of a platinum surface. The Dantec 55P61 probe used in this work has platinum-plated 
wires simply spot welded onto the prongs. It would thus come under the ‘un-plated’ category 
in the results reported in Bruun (1995) of A: =  0.2 — 0.25. Similarly Hinze (1975) reports 
values in the broader range A: =  0.1 -0 .3  (increasing with decreasing velocity). Down to 
about 2m/s the present data agree with this broader range, however as the speed decreases to 
zero k must increase to unity for reasons already discussed. Furthermore, since k  has been 
simultaneously obtained with an effective angle it cannot strictly be compared with values 
reported in these references. Perhaps the k obtained using this new method ought to be called 
an effective tangential cooling factor.
The graph below shows the variation of the effective zero yaw angle error with flow speed. 
The standard method results are also shown along with the probe alignment error +  ^2)
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Figure 15: Variation of zero yaw angle error and probe alignment error with flow speed. Dotted lines
represent standard method results
The behaviour is qualitatively similar between the two methods, but the magnitude of the 
individual errors for eaeh wire is smaller with the new method. As a good indicator of self- 
consistency both methods predict almost identical probe alignment errors (except at the 
lowest speed). At the mid-range this is about 0.35°.
It is worth examining what the quartic function of equation (24) looks like in the vicinity of 
the origin. Using the coefficients from the 7m/s dataset the quartie function over the range 
—5° < £• < 5° is shown below
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Figure 16: The quartic function used to obtain the zero yaw angle error at 7m/s
Clearly this function is well behaved even for what should be considered large setup 
misalignment errors spanning ±5°. The near-linear nature of the function for both wires 
suggests rapid and stable convergence of the Newton-Raphson method and that by initialising 
the iterations with =  0 the correct root (the one nearest to the origin) will certainly be 
found as the curves do not even begin to approach a turning point in this practically realistic 
range of ±5°. In fact the next root does not occur until s  = 31°. The root finding method 
should not fail except due to a bad dataset or poor experimental setup (or indeed probe 
condition).
As a final showcase of the superiority of the new method over the standard method, the 
reconstructed full calibration map using equation (25) is shown below using values of 
effeetive angle and tangential cooling factor obtained from the higher order X-plots and the 
new method. The standard method is also shown for comparison
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Figure 17: Full calibration map showing actual data and reconstructed data computed from the new and 
standard methods. All points have one-to-one correspondence
It is quite clear that the new method is able to reconstruct the calibration map far better than 
the standard method, in particular for yaw angles outside ±20° and for speeds below 3m/s. 
The excessive overshoot off the end of the isotachs that can be seen with the standard method 
is no longer present with the new method, although there is still a slight overshoot that 
appears to worsen at the higher speeds but is in fact simply growing in proportion to the 
length of the isotach curve. Furthermore, the new method correctly captures the change in 
curvature of the isotachs as the speed is reduced, from arc-like to linear. A zoomed in version 
of the plot is shown below, highlighting the low speed end of the map
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Figure 18: Full calibration map zoomed in at the low speed end showing the 0.55,1 and 2m/s isotachs
It can be concluded that the reduction and eventual change of sign of the curvature of the 
isotachs as the flow speed is reduced is due to tangential eooling effects. The standard method 
completely fails to capture this phenomenon, maintaining a similar shape throughout that 
appears to merely scale down with decreasing flow speed.
The analysis in this section demonstrates how the new method incorporating tangential 
cooling is based on a better physical model of the cross-wire probe by accurately reproducing 
the data at the most extreme angles as well as at the lowest speeds.
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A New Method for Temperature Drift Correction
Newton’s law of cooling states that for a body undergoing cooling by forced convection, the 
rate of heat loss is proportional to the difference in temperatures of the body and surrounding 
medium, q =  —hlST. This law is fundamental to the operation of hot-wire probes and is 
implicitly contained in the King’s law calibration coefficients. This means that if there is any 
drift in the ambient temperature from the particular value it held during calibration, then the 
calibration is no longer accurate and must be updated. Other than wire degradation and 
damage, which are long term cumulative effects, temperature drift in facilities that are not 
equipped with thermal regulation systems is a significant short-term source of error in 
measurements with hot-wire probes. Such temperature drift arises from simply running the 
wind tunnel in a closed space, with the main heat sources being the drive motor and skin 
friction on the wall of the wind tunnel. Consequently it may even be necessary to update the 
calibration in intervals spanning less than one hour, and bearing in mind the dataset used in 
the analysis in the previous sections took around 52 minutes to acquire, the entire experiment 
may end up comprising an equal duration of calibration and actual data acquisition. This is 
undesirable and a more efficient/intelligent calibration strategy is required.
A pragmatic approach to this problem is to vary the ambient temperature and observe how the 
calibration maps are affected, then use any patterns of behaviour to derive a simplified 
procedure. However it is not so simple to vary the ambient temperature of a large laboratory 
and so an alternative approach is required. Rather than varying the ambient temperature, the 
average temperature of the wire can be easily varied by adjusting the overheat ratio Q . With 
respect to Newton’s law of cooling this has the same effect on the AT term. For both 
tungsten and platinum wires over the typical range of operating temperatures the overheat 
ratio is directly proportional to the difference between the average wire temperature and the 
temperature of the surrounding fluid (cf. Nathan (2009))
Q = aAT (31)
where a  is the temperature coefficient of resistivity at the ambient reference temperature. 
The value supplied by Dantec with the probe used in this work was a  = 0.0036 The 
calibration map was obtained using an overheat ratio of 0.65 which corresponds to a mean 
wire temperature of 180.6 K above ambient. Supposing a simulated temperature change of
+5 °C, the adjusted overheat ratio would be 0.63 (it is less than the original value since an 
increase in ambient temperature decreases A T , which in turn decreases the rate of heat 
transfer by forced convection causing a reduction of the probe velocity sensitivity). The 
calibration map was re-acquired using this overheat ratio and a comparison of the two datasets 
is shown below
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Figure 19: Calibration maps for the original dataset (OH 0.65) and the dataset with a simulated +5°C
temperature drift (OH 0.63)
Comparison of the two sets of data shows how temperature drift predominantly causes a shift 
in the entire map along its principal axis (taken to be the points at zero yaw angle, i.e. the 
velocity calibration points). The shapes of the isotachs are not affected by temperature drift 
which leads to the following key statement:
The yaw response o f a cross-wire probe is unaffected by temperature drift
This important observation suggests that the entire map can be corrected based only on the 
velocity calibration ‘backbone’, and that the correction must be angle-preserving (conformai) 
and nothing more complex than a rigid transformation that serves to match velocity 
calibrations taken at different times. Experiments carried out at overheat ratios of 0.58 and
0.74 (representing rather large temperature drifts of +25° C and — 19.4°C respectively) 
indicate that this observation holds over a large range of temperature drift, far larger than 
would be experienced during typical laboratory operating conditions. Note that the following 
datasets were acquired using a different (but also brand new) probe due to a breakage of one 
wire in the probe utilised for the previous datasets
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19.4°C (OH 0.74)
For these extreme cases there also appears to be an overall scaling effect and this should be 
incorporated into the transformation. Consider an affine transformation consisting of the 
concatenation of the following transformations:
• Uniform scaling
• Rotation
• Translation
In order to be conformai there must be no shear in the transformation. The individual 
transformation matrices and their concatenation are shown below
s 0 o' cos P -s in  p O' 1 0 t:
s = 0 0 R = sin p cos p 0 T = 0 1 Ty
0 0 1 0 0 1 0 0 1
TRS
S cos p  —S sin p   ^
S û n p  S cos P Ty
0 0 1
The objective is to transform the original calibration data points onto the most recent 
calibration data points using only a velocity calibration (i.e. un-yawed). Using tildes to denote
34
the most recent velocity calibration data points the transformation for a single pair of wire 
voltages is
E,
E2 = S sinP  S  cos p  Ty (32)
1 0 0 1 [iJ
This can be re-written in the form of a linear matrix equation Ax =  b such that the four 
unknowns appear in the solution vector x
/ 0  ^ocosg
1 O' Ssm q '•B,'
E, E, 0 1, T, A ,
 ^ J
Since there are four unknowns there must be at least two data points (two voltage pairs) to be 
able to solve the problem. Typically a velocity calibration will contain more than just two 
points, such as the present dataset containing ten. The system of equations for N  velocity 
calibration points can now be written as follows
E, -E ^  1 O'
E, E, 0 Ij
E, -E ^  1 O'
E^ E, 0 \
E, - E ,  
E, E,
'^1 -^ 2
E. &
1 Ol 
0 1 
1 0 
0 1
N - 2
N - l
/  \  
E,
A . 0
(Scosfi'
S s in fi
%
A , 1
Ty
[ ^  , ' X
A , N - 2
E,
A . N - l  ,
(33)
This can be solved for x using the following formula (least-squares equivalent result)
X =  (a ^a )"' (A’’b) (34)
Using the Q =  0.63 dataset (+5  °C temperature drift) shown in Figure 19, the transformation 
parameters output from the solution of equation (33) were, to 6 decimal places.
S  COS p ' 0.98017 '
SsinP -0.002214
T. -0.000594
i ^ J -0.000772
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from which S =  0.980173 and P  =  -0.129407°. Thus most of the transformation is scaling, 
with a very small amount of rotation and almost negligible translation (the units of the 
translation parameters being volts). The results for the velocity calibration data points alone 
are shown below
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Figure 21 : Original and transformed velocity calibration points for the simulated +5°C temperature drift
The peak error was 0.11% and the average error was 0.033%. Now the entire map before and 
after transformation is shown below
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Figure 22: Original and transformed calibration maps for the simulated +5°C temperature drift
The agreement between the transformed points and the measured data is visibly very good, 
with the maximum error being 0.59% and the average error 0.07%. The proposed 
transformation as a means of correcting temperature drift has thus been experimentally 
validated.
It is worthwhile to also assess an alternative transformation involving only anisotropic scaling 
and translation. Although this does not preserve angles, there is no rigorous theoretical or 
physical argument mandating the preservation of angles for a temperature drift correction. 
This transformation is as follows
0 0 1 0
S' = 0 0 T = 0 1
0 0 1 0 0 1
TS
0 t;
0 5,
0 0 I
which can be applied to a single voltage pair as follows
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'5, 0 t: 'e :
0
1 0 0 1 [iJ
(35)
and written as a system of equations for the velocity calibration points as follows
E, 0 
0
(E, 0
0 &
E,
0
E,
0
1 0 
0 1 
1 o' 
0 1^
1 o' 
0 1
1 0 
0 1
N - 2
N - \
y y
El Jn-2 
I v^2 Jn-1 )
(36)
This can be solved in the usual manner using equation (34). When applied to the same dataset, 
the results are visually indistinguishable and the errors are similar (there is a slight 
improvement using this latter transformation on the order of 0.003%). The transformation 
parameters were
X ' ' 0.982331 '
0.97789
T. -0.000574
k j -0.000726
This indicates that a very slight anisotropy in the scaling is required to achieve the same 
result. Thus it is suggested that this transformation involving anisotropic scaling be applied as 
a tweak to the original proposed transformation. In other words apply the transformation 
equation (32) to the velocity calibration data points, and then in turn apply the transformation 
equation (35) onto the newly transformed points. This will compensate for any very slight 
anisotropy that may exist.
It is essential that the new velocity calibration points are taken at exactly the same speeds as 
the original calibration points since the transformations are one-to-one mappings. Although 
with many points there is some tolerance to random scatter (since the solution method is least- 
squares equivalent), extra care should be taken to mitigate errors in calibration flow speed by 
using a closed loop control system that returns exactly what is demanded of the freestream 
speed.
A very robust temperature correction strategy is created by combining this correction method 
with that developed by Nathan (2009). The latter method uses the physical properties of the 
wire material and ambient medium as well as the un-approximated physical variation of terms 
incorporated in the King’s law calibration coefficients to re-create ‘virtual calibrations’ at any 
given time fraction between velocity calibrations where the temperature during both 
calibrations was known. These virtual calibrations can be created using the flow speed values
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of the original calibration points, thereby eliminating the problem mentioned in the previous 
paragraph. Additionally, if the fluid temperature is recorded at every measurement point, this 
strategy can be used to correct temperature drift throughout the entire experiment.
In conclusion, it is possible to correct the entire calibration map using just a velocity 
calibration (zero yaw) and the affine transformations developed above. For the present dataset 
this would mean spending only 2.5 minutes acquiring a velocity calibration and then 
numerically correcting the entire map instead of spending 52 minutes acquiring a new full 
map.
With the creation of a new angle calibration map corrected for temperature drift, it is 
necessary to recalculate the wire effective angles and tangential cooling factors for each of the 
isotachs all over again and use these new values in evaluating the flow velocity components 
in the usual manner.
Step-by-Step Procedure:
This procedure supposes that a fiill angle calibration map was obtained at the start of the 
experiment along with a record of the fluid temperature throughout the experiment, and then a 
final velocity calibration at the end of the experiment. It also supposes that the temperature 
correction method of Nathan (2009) for velocity calibrations is used.
For a given time fraction of the experiment (where 0 represents the start time and 1 the finish 
time)
1. Using the method of Nathan (2009), obtain a temperature-corrected virtual velocity 
calibration at exactly the same flow speeds found in the zero-yaw angle data fi*om the 
original calibration map
2. Formulate and solve the matrix equation (33) for the four unknown transformation 
parameters, where tilded quantities represent the voltage pairs produced by the new 
‘virtual’ calibration
3. Apply the transformation (32) to each data point (i.e. each voltage pair) on
the full map using the transformation parameters obtained in step 2
4. (Optional tweak): Repeat steps 2 and 3 but using the anisotropic scaling 
transformation equations (36) and (35), where the tilded quantities now represent the 
zero yaw data points fi-om the transformed points obtained in step 3
5. Recalculate the wire effective angles and tangential cooling factors for each isotach of 
the newly obtained angle calibration map corrected for temperature drift. These 
corrected values of Û. and kj are subsequently used to evaluate the flow velocity 
components in the usual manner.
If the method of Nathan (2009) is not being used, then actual velocity calibrations obtained at 
some intermediate time ffactions(s) can be used and the calibration coefficients can be 
interpolated or simply assumed constant between intermediate velocity calibrations.
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Conclusion
Using experimental data from a Dantec 55P61 cross-wire probe, the standard effective angle 
method supposing a cosine yaw response has been demonstrated to be insufficient at yaw 
angles above 20° and at flow speeds below 3m/s. A new method incorporating a tangential 
cooling factor k in tandem with an effective angle 9 was developed and shown to eliminate 
the deficiencies of the standard method, with good agreement with measured data extending 
all the way to the probe’s geometric operating limit of ±45° and down to flow speeds as low 
as 0.55m/s. A means of correcting for a systematic yaw offset error was also developed. The 
velocity component equations for the new method were derived and shown to be self- 
consistent by falling back to the results of the standard method in the case k = 0 . Finally, a 
method of correcting for ambient temperature drift by applying linear affine transformations 
on the full angle calibration map using only the points from a velocity calibration was 
developed and tested on experimental data with success.
Both the improved calibration method and the ambient temperature drift correction routine 
have been implemented in Lab VIEW and are now optional features in the University of 
Surrey ENFLO laboratory measurement automation software. Experimental testing and 
evaluation of the new methods formed the basis of the fmal-year dissertation of Tom Farr 
(2010) who measured the highly turbulent wake behind a bluff body using both cross-wire 
and two-component laser Doppler velocimetry (LDV). Since LDV does not suffer from 
rectification and yaw response issues, it was used to provide the reference data with which to 
compare the cross-wire measurements. The improved calibration method was shown to 
almost consistently offer improvements over the standard method on the order of 2-3% for the 
streamwise component of velocity variance and up to 15% for the transverse component, 
regardless of turbulence intensity. The turbulence intensities approaching 50% meant that 
rectification was an issue and consequently the closest agreement with the LDV data was 
obtained when applying the Tutu & Chevray (1975) correction technique to statistics obtained 
using the improved calibration method.
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Appendix A
The Effects of W on the Measured Flow Components
Using the velocity equations from the standard effective angle method (11) the relative errors 
in U and V calculated with the assumption of IF =  0 are
AU i
1 - IV ]
2
J 1 -
2
y2.cal COS (92
U J C/i.,„,tan02 ^
-1
- 1
AV
V
1 - W 1 -
W
a 2 ,c a l c a l
c a l u.2 ,c a l
- 1
The values for U^  for a given combination of U and V are obtained by first evaluating the
effective velocity using equation (1) and then making use of equation (2) to convert the 
effective velocity into the unresolved ‘calibration’ velocity ^ .
Supposing an ideal probe where 9^  = —9^  then by inspection of the above equations it can be 
seen that errors in U are always positive whereas errors in V can change sign. In the simplest 
case where V = 0 (and so ^  ) the error in U has the following solution and
Maclaurin series approximation
AU
U
1 - w
N,,COS0 2
W W \ 4
This expression is graphically visualised below up to a 5% relative error threshold. It can be 
seen that a 1% relative error is incurred when W = 0 A U .
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Figure 23: Variation of relative error in U with W/U. V=0 and 8 ,=45°, 02=-45° 
The next graph shows the effect of changing VjU .
Black; err. in U 
Red: err. In V
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W /U
Figure 24: Variation of relative errors in U and V with W/U for a variety of V/U varying as 0.01, 0.1. ..0.9,
0.99 with intermediate steps of 0.1
Increasing V for a given W causes the error to increase exponentially. The effect on U is 
always an increase, and vice-versa on V. In the next graph, VjU  is kept constant at 0.2 
(making a flow angle of 11.3°, which is within the range of validity of the standard method) 
while both effective wire angles are varied together in an equal and opposite manner, i.e. the 
included angle is altered such that the bisector remains in line with the probe axis.
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Black: err. in U 
Red: err. in V
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5
W /U
Figure 25: Variation of relative errors in U and V with W/U for a fixed V/U=0.2. 0i=5...85°, 82—-5...-85°
both in steps of 10°
Symmetrically varying the wire effective angles has a qualitatively similar effect to varying 
VjU although here the rate of increase of the errors rises exponentially but then plateaus out 
after 75°. Note that the effect of varying V/U  is un-noticeable for small angles but becomes 
more significant at larger included effective wire angles. The conclusion from this graph is 
that probes with larger effective wire angles (i.e. smaller included angles) are more 
susceptible to errors caused by the existence of W. The final graph once again holds V/U  at 
0.2 but now varies 02 while keeping 8, constant at 45°.
5
4 -75°
3
2 -5°
Black: err. in U 
Red: err. in V1
fc 00)
2
3
-75°■4
5
W /U
Figure 26: Variation of relative errors in U and V with W/U for a fixed V/U—0.2. 0i—45°, 0%—5...-75° in
steps of -10°
Interestingly it appears to be possible to suppress errors in Vby having non-identical effective 
wire angles. In this particular case with 0i=45°, having 02=-35° kept the errors in V below 
0.5% up to W/U = 0.25 . However this special angle is dependent upon V jU . With lower 
VjU has to be closer to -0i to achieve the same effect, and vice-versa. The above is also a 
nice example of the sign change than can happen with IT-related errors in f, but not U.
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The Effects of Errors in the Calculated Effective Angles
Owing to the fact that the wire effective angles are obtained experimentally, and experiments 
are prone to a variety of errors, it is worthwhile investigating how errors in the wire effective 
angles affect the computed values of U and V. Again, the velocity equations for the standard 
effective angle method are used and an additive error AÛ. is included with each effective
angle. For clarity of point suppose W = 0. The relative errors in U and V for a given and
A 02 are
tan 0^  +  tan A0  ^ ^  tan ^  +  tan A
1 — tan 0^  tan A 0^  1 — tan ^  tan A 0,
tan 0^  +  tan A 0^  tan +  tan A 0.
AU _  1 — tan <9i tan A0  ^ 1 — tan tan A ^
tan — tan
AV  tan tan
V tan 0^  +  tan A 0^  tan ^  +  tan A ^
1 — tan 0^  tan A6( 1 — tan ^  tan A0.
The information is most effectively presented as contour plots as this allows the entire space 
of combinations of A0  ^ and A ^  to be visualised at once. A contour plot is presented for each 
of the velocity component relative errors, as well as for the velocity magnitude relative error. 
The range of A0. is chosen to be ±4° and the nominal wire effective angles are 0^ 2 = ±45.
As before V/U  is kept constant at 0.2. A qualitative description of the effect of its variation is 
given further on.
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Figure 27: The relative error in U caused by additive errors in both wire effective angles
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Figure 28: The relative error in V caused by additive errors in both wire effective angles
46
Rel. err mag. (%) 
- 15.04
14.00
13.00
12.00
11.00
-  10.00
-  9.00
-4.0 -3.5 -3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 
Wire 1 eff. angle err. (deg)
Figure 29: The relative error in velocity magnitude caused by additive errors in both wire effective angles
Noting the different error range on the scale of each plot, it is clear that V is affected to a 
much greater extent than U (over ten times) over the same range of effective angle errors. 
Also, U and V are affected in opposite manners. Errors in U are minimised by having the wire 
effective angles vary in an opposing manner (i.e. by symmetrically altering the included angle 
between the wires), whereas errors in V are minimised by a tandem variation (i.e. by keeping 
the included angle between the wires constant).
The value of V/U  has no effect on the relative error in E because does not feature in its
equation. Owing to the dominance of the relative error in V over that in U, the relative error in 
the velocity magnitude contains an ellipse centred at the origin oriented at approximately 45°. 
Increasing VjU  causes this ellipse to morph into a circle by increasing the length of its minor 
axis, with the error bands contracting towards the origin (both caused by the increase in the 
errors in U alone). Also, symmetrically increasing the effective wire angle (i.e. decreasing the 
included angle between the wires while keeping the probe in line with the streamwise 
direction) has a qualitatively similar effect on the shape of the ellipse to increasing F /t/  , but 
now the errors in V also change. They remain fairly constant until angles near either 10° or 
80° are approached, at which point the errors increase enormously. Wires with smaller 
effective angles are thus slightly less prone to errors caused by uncertainty in the obtained 
effective angle. Finally in the case of F = 0, the errors in U are zero regardless of the 
effective wire angle errors. Thus, uncertainty in the effective wire angles only matters in the 
presence of V, and the errors caused by this uncertainty are enhanced with an increase in 
magnitude of F.
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Appendix B
The Multi-valued Nature of Rectification
Instead of limiting the angle calibration to yaw angles of ±45' 
continued out to ±90°. The resulting data is shown below
suppose the yaw angles were
2 .8  T
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Figure 30: Angle calibration map where the yaw angle spans the range ±90° thereby including rectified
points
Once the yaw angle exceeds the geometric angle of the wires, the data points re-enter the 
interior of the map. This effect is complicated by the fact that they do not simply re-trace over 
the existing points from the ±45° range and also by the fact that at this higher flow speeds 
there appears to be an asymmetry likely related to wire/prong interference affecting the 
thermal wake. Since the rectified points re-enter the interior of the calibration map, there is no 
way to uniquely distinguish a rectified point from a genuine point. Thus the calibration map 
becomes multi-valued when considering rectified points, and there is no longer a unique
relationship between voltage and flow vector (i.e. (||u||, <9) = is no longer unique
for a given voltage pair).
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By inspecting the above data one is at least able to qualitatively state the distorting effect of 
rectification, namely that a given flow vector that exceeds the geometric operating limits of 
the wire will be misinterpreted as a lower speed event, making a smaller included angle with 
the probe axis. Thus the effect of rectification on the measured data is manifest via a 
distortion of the joint probability density function such that the resulting statistics under- 
predict the mean velocity magnitude as well as the variance of both streamwise and transverse 
fluctuations.
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Abstract
This report follows on from Nathan (2011) where a two-dimensional (2D) potential flow solver based on 
linearly varying vortex strength panels was derived from first principles, implemented in code and 
successfully validated. Here a three-dimensional (3D) potential flow solver is developed for multi-body 
(lifting and non-lifting), unsteady problems. The goal was to formulate the simplest and lowest order 
method that would be quick to implement in code and quick to execute while providing satisfactory 
solutions. The equations and solution procedure derived in this report were implemented in Visual Basic 
.NET with hardware accelerated graphics using Microsoft DirectX 9.0c allowing the user to fly around 
the geometry and any graphical solutions in full 3D. The code was validated using basic test cases where 
the analytical solution was known.
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Introduction
For a scalar potential field the velocity vector field given by V  = 'V(p automatically satisfies
continuity and irrotationality when =  0. This is the Laplace equation for the scalar potential. Thus 
all incompressible potential flows are solutions of the Laplace equation. Expressed as a boundary value 
problem, the solution of the Laplace equation at some point P in space may be written as follows
^ (P ) =  ^ o o ( P ) + ^
r r 1 r r  . r(J —/xn« V dA-\----- - j U n 'V
J , J . 4?r^ J .
dA
b^ody
The solution comprises a freestream potential, a surface distribution of sources and doublets over the 
body as well as a surface distribution of doublets over a force-fi-ee wake. Here n is the local outwardly 
directed unit normal vector to the surface and r is the vector pointing to the point P from the point on the 
surface at which the source or doublet element is located (with its magnitude represented by the scalar r). 
Now, suppose for the sake of reduction of computational workload that a solution is sought where <j =  0 
everywhere. It remains to find the unique distribution of doublets that provide the physically correct 
solution, which is taken to be the one where the boundaries are impenetrable surfaces with fluid flowing 
tangentially over them. For further simplification, suppose that the surface is represented by a set of 
piecewise-continuous fiat facets and that the distribution of the doublet strength over a surface is constant 
for that particular surface. The above equation simplifies to
n, -V
1 dA:
± ( n ,  •r,)dA,
The boundary condition of zero normal flux (Neumann boundary condition, U • n =  0 at the surface) is 
used to formulate a set of equations that can be solved for the doublet strengths of each surface panel. 
Once the doublet strengths are known, the velocity field at any point can be evaluated as desired. The 
boundary condition at the surface of panel z (taken at a representative point known as the ‘control point’) 
is given by
n n, *V dA. — 0
"i * -  3 (n, • f, 4  ) =  0
Note that for a lifting body additional equations are required to satisfy the Kutta condition at the trailing 
edge. The nature of the integral depends on the panel shape and orientation in space and the general result 
expressed in global coordinates is somewhat cumbersome. This is where the final simplification is carried 
out. It can be shown (Katz & Plotkin (2001) §10.4) that a constant strength doublet panel is equivalent to 
a vortex filament loop with circulation equal to the negated strength of the doublet panel (where the 
vortex filament loop is wound clockwise looking into the outward normal vector, and the right hand rule 
is used for the circulation strength). Using vortex filament loops also permits panels to have twist,
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although for a quadrilateral panel this introduces ambiguity into how to define the normal vector. For this 
reason triangular panels are chosen for the body since the triangle is the minimal planar polygon. The 
velocity induced by a polygonal vortex filament loop is obtained from multiple applications of the Biot- 
Savart law, whose evaluation is far simpler than that of the equivalent doublet panel and also 
computationally quicker in that there are no logarithm or inverse tangent function calls.
The Biot-Savart Law for a Vortex Filament
Using the analogy between electromagnetism and potential flow, the Biot-Savart law is used to model the 
velocity induced by a vortex filament at some point P in space. Since vortex filaments cannot start or
end in the fluid (Helmholtz’s second law) they must appear as closed loops. This is achieved by creating 
vortex ring panels out of the discretised geometry. The Biot-Savart law is
47T
di xr
( 1 )
where r  is the vector pointing from the filament element to P. Applying the above to the special case of a 
straight infinitesimal segment gives
Uyf (cos0^ — cos 0 ^ ) 8 (2)
where d  is the perpendicular distance to the segment from P, the angles are those between the ends of the 
segment and the lines going to P from the ends of the segments and ô is the direction of the induced 
velocity velocity. The filament strength is assigned according to the right hand rule
r . = P - P ,
= P i,-P a
Figure 1: Nomenclature for the Biot-Savart law applied to a single finite vortex filament 
The following relationships are extracted from the geometry
cos 9^
cos9u
d
Ô
r„ X r (3)
n  x r
Substituting these back into (2) gives the Biot-Savart law for a straight line filament
r
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(4)
r. xn
Non-lifting Body Solution
Consider a non-lifting body constructed out of triangular facets. The triangle edges make up the vortex 
filaments, with each triangle consisting of its own closed loop of filaments. Although it is possible to 
increase computational efficiency by dealing with overlapping edges, in the interests of simplicity this is 
not done here. All that needs to be done is to satisfy the zero normal flux boundary condition at the 
control point of every triangular element.
ilz
L 2 i
P.,
Figure 2: Illustration and nomenclature of multiple connected triangular body panels
The triangles must be wound in a clockwise positive manner when observed from “above” (i.e. looking 
onto the outer surface, or looking into the outward normal vector). The control point (taken to be at the 
centroid of the triangle), normal vector and area are obtained as follows
" 3 (^0/ + ^ 1/ + ^ 2 /)
- (^2 / “ Pl/)x(Po/ “ P2 /) (5)
The Neumann boundary condition for triangle i is given by
m—l
P^ oo "b ^  v v^/oopz. 7 
7=0
n, (6)
where represents any blowing normal to the surface at the control point and the velocity induced by 
the triangle vortex filament loop j  on panel z is given by
r.
U = — F
v l o o p i j  i , j
(p . -  P«,) (p.- -  Pu)] (Pu -  p.; ) ^  (p . -  Pu)
+r,LIJ
(Pu-Pu>(Pu-Pu)
(P.-Pu)x(Pu-Pu)
(7)
+r, f ( P . - P u )  ( p . - p . , ) 'L j^ P - P
2 j O j
( P . - P u ) x ( P . , - P u )
( p . , - P u ) 4 P ' ' - p . , )
(P.-Pu)x(P.-P.,)
No special treatment is required for the case i = j . Equation (6 ) can now be written as
m —\
5 ^ r ’,F , , , .n ,  =  F „ , - U „ .n ,
y=o
(8)
where F f  =  Py/^TT. This is a linear system that can be written in matrix form and solved using the usual 
techniques.
' F « . o • « 0 ^ 0 , w - 2 • » o
/V ^
• H o
F  '
^ 0 ' Ko - U o o • » o
F . . 0 F u - A i  • ^ l , m - 2 " M l " M l r \ K ,
^ w - 2 , 0 K - 2 , r K - 2  • ^m-2,m-2 " n m - 2 ^m-2,m-\ • V 2 r ' „ _ . nm—2 - U . • n . - 2
• n ^ - 1 ^m—\,m—2 " â m - l ,  ^ nm—\ - U ^ • V i .
(9)
[A. h^ody ~ B
This matrix equation, for non-lifting bodies only, can be solved using either direct or iterative methods. 
For a system containing on the order of thousands of elements, it is actually faster to use iterative 
methods (such as Gauss-Seidel). There is an additional advantage to the iterative approach when dealing 
with closed bodies. A closed-body problem actually results in an indeterminate solution because the 
determinant of the matrix of influence coefficients turns out to be zero. This is due to the nature of the 
panelling such that when there are no free edges the induced velocity ultimately depends on the difference 
in the circulation strengths of the filaments making up the panels. Thus the solution is determined only to 
within some arbitrary constant. Another line of reasoning is that of continuity in combination with the 
Neumann boundary condition (Srivastava 1994). If all m panels making up a closed body have a zero 
normal flux boundary condition individually imposed on them then the condition on one of the panels 
becomes redundant. This is because if there is no normal flux on all m — \ panels, then by continuity 
there can be no flux through the final panel -  the only remaining route for any flux into and out of the 
closed body. Thus the closed body system is over-specified. One way to resolve this issue is to assign an 
arbitrary strength to any one of the panels and then solve the system in the usual manner. This arbitrary 
value can be zero which would be analogous to actually having no panel. Thus deleting one of the 
equations (removing one of the panels) in the closed body will result in a unique, determinate solution. 
This issue is not present when solving the system using an iterative method since the influence matrix 
does not require inversion. After sufficient iteration, the same solution is obtained as with the direct 
method after removal of one panel.
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Lifting Body Soiution using the Instantaneous Kutta Condition -  
The Wake Model
For a body to generate lift in a potential flow, it must have a bound circulation. The strength of the bound 
circulation is fixed by enforcing the Kutta condition at the trailing edge of the lifting body. In line with 
the Kelvin condition, a shed wake is necessary in order to conserve net circulation for all time. In the 
absence of viscosity the shed wake panels do not alter in strength for all time and so can be treated as 
known quantities. This reduces the problem to specifying the strength of the wake panels attached to the 
trailing edge of the body before they are advected by the local flow field. In the 2D case the Kelvin 
condition was used to determine the strength of the single attached wake panel. However in 3D there are 
now multiple attached wake panels and so the Kelvin condition alone becomes indeterminate. In the 
present formulation using vortex ring panels, an attached wake panel is the only means by which the 
trailing edge circulation at a given station can be nullified, and so its strength is set simply according to 
the instantaneous Kutta condition at that location. Thus all the attached wake panels have their strength 
set by application of an instantaneous Kutta condition. The comer points of the wake panels are then 
advected by their local velocity field and the cycle continues -  new wake panels are created at the trailing 
edge and joined up with the comer points of the previously shed wake panel from the same station. These 
previously shed wake panels influence the flow field and, since their strength is set for all time, their 
influence is taken into consideration as a summation in the right-hand-side vector of known quantities.
Rather than using triangular panels for the wake, it makes more sense (from a computational efficiency 
point of view) to use quadrilateral panels. The reason for this is that if triangular panels were used, only 
one of the triangles’ edges would be shared with the body trailing edge panel, with the other triangle 
making up the other half of the wake panel having its strength explicitly set equal to its neighbour that is 
attached to the trailing edge. This results in the diagonal filament having its circulation effectively 
cancelled out, resulting in an equivalent quadrilateral, as illustrated below
Figure 3: Equivalence of two triangular panels with identical strength to a quadrilateral panel
Suppose that there are Nj.^ shared trailing edge lines making up the trailing edge of the body, and Ny^  
previously shed wake panels.
Figure 4: Illustration of attached wake panels
The above figure shows the example of two quadrilateral trailing edge panels. The bold lines indicate the 
new wake panel edges and the dashed lines previously shed wake panels of known strength. The 
circulation strength is determined using the Kutta condition, =  0. Supposing that indices p  and q 
denote the lower and upper body panels containing the shared trailing edge line, then the strength of the
new wake panel is given by
r , + r , - r ,  =  o
r . = - F - r ,
( 10)
The trailing edge panel itself is defined by the points that make up the body trailing edge and those of the 
previously shed wake panel associated with that particular trailing edge line. The very first set of attached 
wake panels may have their free end-points placed by extension of the local trailing edge bisector vector 
by an amount related to the body motion or freestream velocity, or simply by advecting the trailing edge 
points by the body motion or freestream velocity over a single time step (c.f. Nathan 2011).
During the wake panel corner point advection step, the panel edge lengths may change thereby altering 
the panel circulation. In order to ensure global conservation of circulation by application of an individual 
Kelvin condition to each wake panel it is necessary to rescale the panel circulation strength according to 
the ratio of current to original perimeter (not area).
r* (/) = froOA "f friOt L^lQk 3^0*
fro* (0 +  fri/t (0 +  L^2k ) +  L^3k )
( 1 1 )
The velocity induced by the wake panel on the body panel control point is given by an expression 
similar to equation (7) but now with an extra filament
^wake i,k ^ i^,k
Jt — l*LOit
'(P .,-P o O  ( P ., -P u ) ]  ( P u - P o . H ^ i - M
P , “  Pot p . - p . t
+ rL \ k
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With the wake panels, the Neumann boundary condition for the z* body panel is now
m—l iVw-1
1^00 ^  v l o o v i . i  ^  V ^ w a k e i , k
7=0 k=a
n.
(12)
Separating the known and unknown quantities over to the left and right hand sides respectively brings the 
equation into a form amenable to matrix formulation
'm -1 % - l
/  V ^ v l o o p i j ~b ^  V ^ w a k e i , k U q o  ^  V ^ w a k e i , k
•n
l7=0 k = N j f r —N f £  ^ 1, ^=0 >
m—l N^-\
'j Fu • “ f +  Z) 'k H ,t *n, =  F»i
7=0 k—Nw—-A^r
A:]r b o d y + • ^ 2  I w a k e
U o o  +  ^  ^ w a k e  \  ^ i , k
k = Q
B
n (13)
This formulation supposes the wake panels to be stored in a ID dynamic array, with the new attached 
wake panels occupying the end of the array.
The matrix of influence coefficients now ultimately comprises four block matrices
Aj] the normal velocity components (per unit circulation strength) induced by the body panels 
on all other body panels, including self-influence. Equation (9)
[A2 ] the normal velocity components (per unit circulation strength) induced by the new attached 
wake panels on the body panels. Equation (12)
[A3 ] the instantaneous Kutta condition for each new attached wake panel. Equation (10)
[A4 ] an identity matrix for the new attached wake panel strengths (also a result of Equation (10))
The matrix equation thus takes the following form 
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[ A i ]  [ A 2 ] f r  '1b o d y B
[ A 3 ] [ A 4 ] T 'w a k e 0
(14)
The dimensions of the block matrices and column vectors are as follows:
• [A.: m xm  
A 2 ] mxNj.^ 
[ A 3 ] X  m
[A4 ]
r
TE
body m
r  ' Nwake
B m
0 N,TE
The matrix of influence coefficients is a square matrix of dimension m +  Njj^. The size does not change
with time as the dimension is dependent only on the panel geometry and the number of trailing edge 
stations. Only the summation limit on the right-hand-side changes as more wake panels are shed.
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Unsteady Formulation
Owing to the instantaneous nature of potential flows, the extension to unsteady flows and body motions 
involves only a minor modification to the right hand side vector. The formulation of the matrix of 
influence coefficients remains unchanged, but may require updating at each time step depending on the 
nature of the problem. Taking into account linear and rotational motions, the right-hand-side vector 
becomes, for panel i
U o o  +  U w a k e  \  ^ i , k  -  ^ b o d y
k = 0
n, (15)
where is the body velocity vector, Q. is the body rotation vector and R  is the vector going from the 
centre of rotation to the z* panel control point. All of these may be functions of time.
The solution procedure can be summarised step-by-step as follows
1. Initialise geometry and create panel edge and vertex link-lists
2. Kinematics (body motions / deformations)
3. Create new attached wake panels joining body trailing edge panels to previously shed wake panels
4. Build influence matrix and right-hand-side vector
5. Solve matrix equation and assign circulation strengths to their appropriate panels
6 . Perform desired force and moment calculations and output of data
7. Increment time
8 . Advect the wake
9. Conserve wake circulation
10. Return to step 2 until desired time has elapsed (or any other special condition)
The unsteady formulation can also be used to solve steady lifting problems, where the time stepping can 
be viewed as a solution relaxation process. The most involved steps in terms of coding are 1 and 8 . It is 
very helpful to set up an efficient organisation of body and wake panel custom data types and associated 
arrays from the start. The specifics are left to the reader to decide as a matter of personal preference. The 
link lists mentioned in step 1 are necessary when computing the surface forces and also for implementing 
vertex-interpolated smooth shading of the surfaces based on surface pressure.
The wake advection step 8 , which is carried out due to the force-free nature of the wake sheet, is 
conceptually simple but rather tedious in code. Supposing a first order explicit time stepping scheme, the 
procedure can be expressed as follows for a comer point P of one of the wake panels
P(r-fAr) =  P(r)-bUAr (16)
where U is the sum of the induced velocities at the point P by all the body and wake panels. The 
additional effort comes in ensuring that the singular case of a point lying on the end of a vortex filament 
is not computed. Thus when a point belongs to the panel being looped through, only the two filaments 
that are not connected to the point must be used to evaluate the induced velocity vector (recall that a 
vortex ring does advect itself). Furthermore, since each interior point in the wake sheet is shared by four 
panels, a simple loop through all points will result in a quadmple repetition of calculations for these 
interior points, incurring a noticeable speed penalty (especially when the number of wake panes becomes 
large). The code can be optimised to loop through the internal points (i.e. say point Pj from each internal
wake panel) and then loop through the outer edge panel points separately afterwards. Owing to the 
stmctured grid link topology of the wake sheet, these points can then be used to re-constmct the entire 
wake sheet at the next time step.
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Multi-body, Unsteady Formulation
The extension to multi-body problems where there may be combinations of multiple lifting and non­
lifting bodies proceeds in a similar manner to the two-dimensional case (see Nathan 2011). In the most 
general case the variables related to the kinematics must now be specified separately for each body, and 
each lifting body may have a different number of trailing edge panels (and therefore attached wake 
panels). Once again robust data structures and management is essential. The matrix of influence 
coefficients is built up of block matrices representing the influence of a body on itself (diagonal elements) 
and on the other bodies (off-diagonal elements). Only the block matrix elements on the diagonal contain 
the Kutta condition rows, with the equivalent rows on the off-diagonal elements being set to zero. The 
solution vector comprises successive pairs of panel strengths followed by attached wake panels strengths 
for each body. The right-hand-side vector comprises the B column vectors for each body interleaved with 
appropriately sized 0 column vectors. Suppose a system of b bodies, where p  and q are the counter 
variables used to loop through the bodies. The matrix equation has the following general form.
i[As]
f[A.
[[0]
[A.
0,0
1,0
6- 2,00] [«] j
[A2 ]
Uo] M L
I [0] [0]
Ai 1 [ A 2
0,1
1,1
A J [A2
W M L i
Ai] [A2]
0] [0] . 6- 1,1
A J [A2 
. [0 ] [0 ]
[ Ai ] [ A 2
[0] [0] J
Ai
A3 A 4
0 ,6 -2
1,6—2
6- 2,6-2
A j [A2
[«] [«] j6 - l ,6 - 2
[ Ai ] [ A 2
iM M L i
[ Ai ] [ A 2
[[0] [0] 1,6 - 1
Ai] [A2 ] 
[0] [0]
All [A
A 3 A 4
6 - 2 ,6 - l
6 - l , 6 - l
b o d y
b o d y
w a k e
b o d y
b o d y
6 -2
6-1
6 -2
6-1
(17)
The influence coefficient matrix consists of two levels of block matrices. Extreme care must be taken 
when coding the population of this matrix, and careful checks with gradually more complex cases must be 
made. It is necessary at this point to expound the meaning of all the subscripts put together. Consider the 
following part of a block matrix
[All [A2 ]
This represents the influence of body q on body p. When [A j is expanded out fully into its ?» x m rows 
and columns, one of its elements 4 /,; would represent the normal velocity component (per unit 
circulation strength) induced by the 7 * panel of body q on the f" panel control point of body p. Similarly, 
when [A2 ] is expanded out fully into its x rows and columns, one of its elements would
represent the normal velocity component (per unit circulation strength) induced by the 7 *  attached wake 
panel of body q on the panel control point of body p.
When appending the Kutta condition and identity matrices to the block matrices on the diagonal, there 
should only be three non-zero values in the entire block row. Two of these values should be +1 and one of 
them -1. There is the + 1  from the identity matrix that should correspond to the wake panel circulation 
strength under consideration, and the remaining + 1  and - 1  elements should correspond respectively to the 
lower and upper side trailing edge panel strengths under consideration.
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The zero matrices contained within the off-diagonal block elements have the same respective dimensions 
as the [A3 ] and [A^] matrices in their same row. Each block matrix on the diagonal is square, but the off-
diagonal block matrices not necessarily so. The dimensions of these block matrices are such that the final 
coefficient matrix is square. For example consider a two-body system (b = 2). Body 0 consists of 
Wq +  A^ 7-£o panels and body 1 consists of +  Nj.^  ^ panels (body and wake included altogether in both 
cases). The block matrices therefore have the following dimensions
* ( )o,0 ( ^ 0  "b T^EO ) ^  ( ^ 0  "b ^ teo )
* ( )o,i ( ^ 0  "b ^ teo ) ^  ( ^ 1  "b )
*  (  ) l ,0  ^ T E l ) ^ { ^ 0  ^ T E o )
*  (  ) i , i  +  ^ tei )  X  ( " Î 1  +  N ^ei )
The resulting influence coefficient matrix is therefore square with (wq +  ^ tei ) i"ows and
columns.
A non-lifting body does not have a wake and so the [A^], [A3 ] , [A4 ] and matrices for a non­
lifting body are all zero (this applies to both diagonal and off-diagonal block matrices representing the 
influence of the non-lifting body in question on the other bodies. Thus a null row exists for a non-lifting 
body that is omitted during solution (or simply deleted beforehand, or even not created in the first place).
A triply-nested loop is required to populate the influence coefficient matrix. It is a matter of preference as 
to whether to construct each block matrix separately and then block copy it into the right place in the 
influence coefficient matrix, or to construct the influence matrix line by line using a system of row and 
column shifts as a function of body number.
An Alternative Formulation
It is possible to formulate the influence coefficient matrix in a different way that may be simpler in terms 
of code modification when upgrading an existing single-body unsteady code. Instead of looping through 
the bodies, the body number can be stored as an integer tag along with each panel in its data structure and 
retrieved when required.
Rather than grouping the panel and wake circulation strength vectors for each body in succession in the 
solution vector, all the panel circulation strengths are lumped together and are then followed by all the 
wake panel circulation strengths. This means that rather than storing the body panels in a ID array 
(indexed by body number) of ID dynamic arrays (indexed by panel number), all the panels can be stored 
together in a single ID dynamic array indexed by panel number. The associated body number can be 
stored as an integer tag along with each panel in its data structure during the geometry creation stage and 
can be retrieved as and when required. As for the wake advection, if the optimisation involving the 
removal of the quadruple repetition is to be employed, then it is still necessary to group the wake panels 
by body number since the wakes from each body are topologically disconnected entities. The resulting 
matrix equation actually has identical form to that of the single body formulation as given by equation 
(14), however in order to illustrate how it is different to the formulation given above the organisation by 
body index shall be maintained. This also helps to gain understanding as to how the matrix equation is 
built with respect to each body
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(18)
With this formulation it is necessary to store any non-lifting body panels after all the lifting body panels, 
otherwise null rows would need to be included which would unnecessarily complicate matters. Some care 
must be taken to ensure that the circulation strengths obtained from the solution vector are correctly 
assigned to their corresponding panels. This is simplified by keeping count of how many panels are 
associated with each body and the order of the bodies as entered in the matrix.
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Calculation of Surface Forces
The surface force is obtained from the surface pressure coefficient which is obtained from the unsteady 
Bernoulli equation. At the control point of panel i the pressure coefficient is
Using the result from the 2D vortex panel (Nathan 2011) or alternatively the doublet panel / vortex 
filament loop analogy, the unsteady term can be related to the time rate of change of panel circulation
In the general case each panel may have its own reference velocity (i.e. a spinning propeller blade) that is 
given by
^refi — U o o  -  ^body -  X R. (21)
Each body can have its own velocity and rotation if required.
Evaluating the Panel Surface Tangential Velocity
The velocity vector used in (19) is the sum of all the velocities induced at the panel control point by all 
the other body and wake panels, as well as the panel itself. What is perhaps not immediately obvious is 
what is involved in the calculation of the panel’s self-influence. The Biot-Savart law alone is insufficient 
to evaluate a panel’s self-influence at its surface since it does not include the principal velocity. This 
term, which represents the tangential velocity at the surface, naturally arises when dealing with 2D 
doublet panels and also with 2D vortex panels. Both a square vortex ring panel and a constant strength 
doublet panel will have only a normal component self-induced at their control points. In the case of 
constant strength doublet panels, only if a gradient of strength exists from panel to panel will there be a 
tangential velocity induced at the surface. Since the vortex filament loop panel is analogous to a constant 
strength doublet panel, the principal velocity must be included (i.e. in addition to the panel’s self­
influence obtained from the Biot-Savart law). Consider the case of the outer surface of a 2D doublet panel 
aligned in the x-direction with strength distribution p>{x). The surface potential and surface velocity 
(which is entirely tangential to the surface) are given by (Katz & Plotkin (2001) p. 72)
The equivalent result for a 2D vortex panel with vorticity distribution 7 (x) is
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 ^ dx ~  2 ~ 2 d x
This reveals the relationship of equivalence between vortex and doublet distributions where, in 2D
T = - f i
An alternative view is that due to the way in which the edges are shared in the vortex lattice, it is 
ultimately the difference in circulation between adjacent panels that governs the magnitude and direction 
of the induced velocities. If a given panel has shared edges with panels of different circulation, then there 
is effectively a gradient of circulation set up over the panel in question. Thus the individual rings 
comprising a vortex lattice can be considered as surface panels with a circulation distribution. For this 
reason, the gradient of circulation must be considered in the evaluation of the surface velocity. One 
important consequence of this is that the induced velocities calculated very close to the surface will not be 
physically correct and will contain wiggles (rather like those the 2D constant strength doublet panel 
method or lumped vortex method suffer from). Thus the surface velocity and pressure are only strictly 
correct at the panel control point. This only matters when computing streaklines and particle paths where 
some of them that are very close to the surface may wiggle in and out of the surface. This is one penalty 
of using a low order method. Now, extending the 2D result to 3D gives
V , /  . (2 2 )
where is the surface gradient operator and is defined as follows
V, =(v-n(n*v)) (23)
i.e. the standard gradient operator with the component normal to the surface subtracted off.
There are several ways in which the surface gradient can be evaluated. Katz & Plotkin (2001) suggest a 
straightforward finite difference stencil, with the panel control points acting as the nodes for the stencil 
where the circulation strengths are stored. For unstructured or unevenly spaced panel layouts a more 
complex stencil must be used. Another method is that found in Appendix II of Srivastava (1991) where 
the difference in circulation on the panel shared edges is used directly. Though elegant, this method did 
not give the best results. The best results were obtained through application of the gradient theorem to 
convert the differentiation into a contour integration around the panel\ Consider the divergence theorem 
applied to the scalar F
J. W d V  = r^VvLdA
In the special case of two-dimensionality the above becomes
’ The author would like to acknowledge Paolo Lampitella (Department o f  Energy, Politecnieo di Milano) for making the 
author aware o f this method, and for some useful discussions on the cfd-online forums at http://www.cfd-online.eom/Forums 
(last accessed 08/04/11)
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V V d A  = o V n d s
where the normal vectors now point perpendicularly to the local contour tangent vector. In the limit of 
infinitesimal area, the above can be written as
V r  =  lim o F n  ds (24)
Thus the surface gradient of circulation can be obtained via contour integration of the circulation around 
the surface in question. In practice the panels do not have infinitesimal area and so this method is a first 
order approximation (constant gradient over the panel). Thus accuracy is improved with smaller panels, 
especially in areas where the spatial gradients of circulation are likely to be large (i.e. regions of high 
curvature like leading edges which naturally require smaller panels for geometrical accuracy anyway). 
There are many ways to carry out the contour integration, with the primary option being the extent of the 
contour around the panel. One may chose to use higher order interpolants with larger number of 
surrounding panels, or try to maximise the locality of the stencil. The method of choice here is to 
maintain locality at the expense of smoothness. Maintaining first order accuracy, the trapezium rule is 
used to integrate over the linear segments that make up the closed contour, as shown in the example case 
below
**01 =Pci -  Pci 
1 0
r , 2  =  P.
'2 0
/ -Pci 
2 1
K, - K ,
0 2
Figure 5: Contour integration path around panel i for computing the gradient of circulation
The double-subscript denotes the neighbour number of the panel that shares a common edge with the 
panel under consideration. This procedure requires some form of link-list associated with each triangle 
whereby the indices of the triangles that share its edges can be retrieved. The simplest kind of global link 
list would be a M  x 3 array of integers. The first index represents the triangle index in the array of 
triangles, the second index represents each of the triangles three edges. The integer value assigned to a 
particular set of array coordinates is the index of the triangle that shares the edge in question. The link list 
is created upon initialisation of the geometry. Simple proximity/overlap/intersection geometric tests can 
be employed to determine if an edge is shared by two triangles, and the link-list populated as appropriate.
The last problem is to obtain the contour normal vectors. There are again a variety of ways this can be 
done involving the normals from all the panels in the stencil (i.e. using some kind of average or weighted 
combination for each leg of the contour). However the method that yielded the best results was also the
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one that guarantees the normal vectors to always lie parallel to the surface of the panel under 
consideration, thus giving the true surface gradient. For a given contour leg, the contour normal is found 
by taking the cross product of the contour leg direction vector and the central panel normal vector. Again, 
this method is most accurate where the local curvature is small, and errors can be mitigated by increasing 
the panel density in proportion to the local curvature. Finally, the surface gradient expression can be 
developed. For panel i
V „r. 1
12
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1 1  0 ij I 1 2 J I 2 oj
It may be necessary to deal with the case where one of the triangle edges is an exterior edge and not 
shared with any other triangle. The free edge could have a “ghost” triangle attached to it with zero 
circulation strength and the computation carried out as normal, but this would mean additional work in 
defining the ghost geometry and also the location of the ghost panel free vertex is somewhat arbitrary. A 
better approach is to substitute the central panel for the missing panel. For example, suppose that edge 2 
is free, the integration contour would appear as follows
1*01
1
~ P c /
0
1*11 —  B el
1
1*10 =  P c ,
Figure 6: Contour integration path around panel i for computing the gradient of circulation in the particular case
where edge 2 is free
The surface gradient of circulation for all the possible cases can now be written down
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Such cases can be flagged by having a negative index in the link-list whenever an edge is free. A case-by- 
case test must be made in the loop such that all three free edge possibilities are dealt with appropriately. If 
two edges are unshared then the gradient term is omitted altogether.
Furthermore, the case of the trailing edge must be considered. Here the adjacent panel to the shared 
trailing edge is flipped over and this leads to spurious values of the circulation gradient at the trailing 
edge panels (usually leading to excessively negative values of Cf). Since the Kutta condition results in a
stagnation point at the trailing edge, then, supposing a decent panel density at the trailing edge, the 
principal velocity can validly be omitted at the trailing edge panels since the tangential component of 
velocity is tending to zero towards the trailing edge anyway.
With the surface gradient of circulation at hand, the pressure coefficient can finally be computed. The 
velocity vector used in equation (19) can be written as the sum of the velocity vector induced by 
application of the Biot-Savart law and the surface tangential velocity as given by equations (22) and (26)
U; —
m—l riyy—\
^  y U y/oop f. 7 "b ^  V ^ w a k e i , k  ^ t , s f c  i
;= 0  6=0
m—l 1
(27)
-  YlXix'dy 'j +  Z  'k + - V,r,.
J = 0  6= 0  ^
where F.^ . and are given in equations (7) and (12) respectively. This velocity vector is used in the 
surface pressure coefficient equation (19).
With the surface pressure coefficient at hand, the panel normal force can be obtained as well as the 
induced torque
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K  -  -Cpi
(28)
=r/Xf„,
where is the panel area as given by equation (5) and r^ . is the vector pointing from the (specified) point
at which the torque is being measured to the z* panel control point. The resultant body force and torque is 
obtained by summation of each panel’s contribution. Force and moment coefficients can now be 
calculated as desired.
Control-Volume Approach to Calculating Body Forces
The approach given thus far involves the direct evaluation of surface forces over the body. The accuracy 
is dependent upon the panel geometry and resolution and in some cases more robust results are possible 
through use of the integral form of the momentum theorem of fluid mechanics. Applied to some arbitrary 
fixed control volume V enclosed by surface A the force balance on the fluid in the enclosed region is 
given by (Kuethe & Chow (1998))
d
dt
pV dV  + J / 9 U(U*n)cM =  - f  - pndA  + ÏJpgdV (29)
The time rate of change of momentum of the fluid within V, plus the rate at which momentum is carried 
out of V through its surface A, is equal to the total force acting on the fluid. This force comprises the 
negated force on any solid bodies within the fluid, f  (negated due to Newton’s 3*^  ^ law), the surface 
pressure force and any other body forces (such as gravity). Note that n represents the local outward 
directed unit normal to the control surface.
For a steady-state problem in the absence of body forces the first term on the left hand side and the last 
term on the right hand side vanish. The calculation procedure can be simplified by constructing an 
appropriately oriented cuboid control volume with boundaries located sufficiently far away from the 
immersed body such that only two of the surfaces need be considered. Furthermore, if one of these 
surfaces is located very far downstream of the body such that the local flow is entirely parallel to the 
freestream (and perpendicular to the surface), then the surface may be considered to be a Trefftz plane. If 
the body is undergoing uniform translation rather than being stationary in a uniform freestream, the 
control volume must also translate with the body while remaining fixed in size and enclosing the same 
region of fluid around the body. The two problems are analogous due to Galilean invariance.
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Figure 7: Example control volume around a body (viewed in cross-section)
The configuration illustrated above is typical for computing the drag on a body. Station 1 is sufficiently 
far upstream to be uninfluenced by the presence of the body such that and A =  Foo • Likewise
the other surfaces (apart from station 2 ) are positioned far away from the body and aligned parallel with 
the local streamlines such that their contribution is zero. Regarding the pressure field of the body, this is 
only strictly zero at infinity, however it should be noted that the perturbation velocity very far from a 
thick body falls off as l/ f  , allowing a finite distance to be acceptable in practice). In the steady-state and 
absence of any body forces and with constant fluid properties the force on the body is given by
P
A
p n d A
P +  P U2 (U2 + Foo l^ ^4  + p^n^ dA^
(30)
Conservation of mass applied to an infinitesimal stream tube originating at some point on station 1 
requires that
-(Uoo •n,)74, =(Uj  'A )^dA^ (31)
The force equation consequently becomes
p(U, - U „ ) ( U 2 •n^) + p ^ n ^ -p ^ n , dA^ (32)
If the control surfaces are set up such that n, =  -A 2 and that A2 is parallel with the freestream direction 
with unit vector , and fixing =  0  (which is acceptable due to the relative nature of pressure 
(Patankar (1980) p. 130)) then the drag force is computed as follows
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i ï  k  -  V  • ) (u , . ) -  p, ) (33)
Only in the case of an irrotational, inviscid potential flow where the total pressure is constant everywhere 
(and there are no jumps in total pressure caused by, say, a propeller), the static pressure can be obtained 
from the pressure coefficient after multiplying through by the freestream (or reference) dynamic pressure 
(taken far upstream from the body). Using the definition of the pressure coefficient this gives, in the 
steady state with = 0
(34)
Substituting the above result into the drag equation (33) and taking a factor of U j'  out of the integral 
gives the final form
u.00 J  )
dÂ2 (35)
Observe that the first term in the integral is in fact the integrand of the momentum thickness integral. 
Thus the drag is directly related to the momentum thickness of the wake and also to the pressure field in 
the wake (where, by inspection, it can be discerned that a negative gauge pressure in the wake will 
augment the drag on the body).
In the present context, the velocity vector at some point on the control surface is evaluated using 
equations (7) and (12) but replacing the panel control point with the point under consideration. In the 
usual manner, the contribution from each body panel and wake panel is summed. Supposing planar 
surfaces are used, these may be represented by a Cartesian grid of points of sufficiently small spacing and 
the integration can be carried out numerically using either simple block summation or higher order 
methods such as the double trapezium rule using iterated integrals (making use of Fubini’s theorem). The 
order of iteration can be carried out in both ways and the finals results averaged.
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Validation and Testing
The vortex lattice method developed in this report was implemented in Visual Basic .NET code from 
scratch. Microsoft DirectX 9.0c was used to enable interactive, hardware-accelerated 3D graphical 
visualisation. The code was developed incrementally starting with the simplest non-lifting single-body, 
steady code (i.e. based around equation (9)). Once successfully validated using the test case of a sphere 
(where the analytical solution is known), the code was extended to lifting single-bodies with unsteady 
conditions. It should be noted that this was a rather involved task, in particular due to the extensive 
checking that must be done at each stage of the solution and post-processing, often involving manual 
examination of the matrices to check that all values are in the correct place. The alternative matrix 
formulation given by equation (18) was used since this was the simpler option when upgrading the 
existing code. This code was validated with various tests of a planar finite wing with cross section of a 
Van de Vooren 15% thickness ratio aerofoil with 20° trailing edge angle. Effects of angle of attack as 
well as aspect ratio were examined. Finally, the code was extended to allow multiple bodies (both lifting 
and non-lifting in combination). This final stage provides one with the in-house ability to model the 
dynamics of a full aircraft. The final stage of the code is showcased with a propeller and spinner 
combination.
Test Case 1: Uniform Steady Flow over a Sphere
A unit sphere was drawn using Unigraphics Solid Edge V20 and then output in the .STL (stereo 
lithography) format which provides a triangulated version of the solid body. The degree of tessellation 
can be controlled, which allowed testing of the effects of the number of panels on the solution accuracy. 
The analytical solution for the surface pressure distribution around any great-circle of the sphere is, in 
polar coordinates
C =  1  sin^ 6
 ^ 4
(36)
Four unit spheres comprising 224, 960, 4970 and 9800 panels were tested. Since the body is closed, the 
matrix equation was solved using Gauss-Seidel iteration to a tolerance of 1 x 10 ^. Wireframe renderings 
of their surfaces (with back-face culling) are shown below
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Figure 8: Surface triangulation of the sphere with increasing mesh density
Using vertex-averaged and interpolated shading it is possible to render images that make computational 
fluid dynamics live up to is alternative label of ‘colourful fluid dynamics’. The image below shows the 
surface coloured by pressure coefficient using modified Bernstein polynomials for the colouring. Red 
denotes = 1 and, blue denotes C =  — 1.25 . Also, a hundred passive tracer particles were positioned
randomly in a plane upstream of the sphere and advected by the local flow using the same equation as for 
the wake advection (16) (although there is no wake in this case).
Figure 9: Flow over the highest resolution sphere coloured by surface pressure coefficient. 100 passive tracers also
reveal the streaklines of the incident flow
The pressure maximum at the front of the sphere is clearly visible and the pressure minimum forms a 
band around the centre-station of the sphere. Observe how one of the streaklines near the top contains 
wiggles. This is a result of the aforementioned issue with the surface tangential velocity not being 
represented by the Biot-Savart law alone and the use of a low order method. The graph below shows how
25
the results compare with the analytieal solution given above, as well as the effect of mesh density on the 
accuracy. The pressure coefficients were taken along the central diametric station of the sphere and are 
presented in polar coordinates to make a clear distinction between the front and rear regions.
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Figure 10: Pressure coefficient against azimuth angle for a sphere showing the effect of mesh density
The results are in very good agreement with the analytical solution except in the vicinity of the pressure 
minimum. Furthermore there is excellent symmetry between the hemispheres whieh means that the 
calculated drag is zero (within the preeision of the numerics) as it should be for a potential flow. Visually 
it appears there is no real advantage in going from 4970 to 9800 panels but that at least 1000 panels are 
needed for a decent visual representation of the pressure distribution. However it is the numbers that 
ultimately matter -  the peak relative error was, in order of decreasing mesh density: 
-3.07%, -  4.3%, -  8.56%, -13.95% . Graphical representation of the absolute relative errors reveals a
— 2 / 5  power law in error as a function of the number of panels
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Figure 11: Absolute relative error of minimum pressure as a function of the number of panels
Evidently it is a case of diminishing returns in order to gain even an extra percent beyond the 3% error 
with 1 0 k panels for the unit sphere.
The sensible results returned by this fundamental test ease of the unit sphere do indeed validate this code 
for steady flows over non-lifting bodies. Since this code forms the kernel of the subsequent enhancements 
to include unsteadiness and lifting bodies, it is very important that it checks out correctly.
Test Case 2: Uniform Steady Flow over a Finite Wing
A prismatic, untwisted wing with unit chord and aspect ratio AR =  2 was used for this test case. The 
cross sections were Van de Vooren 15% thickness ratio aerofoils with 20° trailing edge angle discretised 
into 45 points (trailing edge to trailing edge inclusive) with a cosinal distribution to enhance resolution at 
the leading and trailing edges. Aspect ratios of 20 and 200 were tested simply by stretching the base mesh 
in the spanwise direction. The wing comprised 21 spanwise stations giving a spacing between stations of 
0.1c. The base mesh is shown below, note the open ends. Although the ends can be closed, the iterations 
per time step would increase dramatically since the solution vector must be reset before every new time 
step due to the indeterminate nature of the matrix. The effects of the open ends were shown to be 
negligible on the calculated forces and overall wake shape (the largest difference occurring at the wing 
tips at the trailing edge in the form of a slight change of panel angle)
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Figure 12: Surface triangle panels of the AR=2 test wing
The wing was kept stationary in a freestream of unit velocity magnitude directed in the direction of the 
aerofoil chord line when at zero degrees angle of attack, a . For a  =  0, 5,10,15° the wake was allowed to 
develop for four chord lengths behind the trailing edge as this was deemed sufficient for steady state 
conditions to be established to a satisfactory degree (with respect to the forces generated by the surface 
pressure distribution). For the higher aspect ratio cases, the proportion of the wake extent and wing span 
was maintained by scaling up the time step. This was done to keep the calculation time constant at the 
expense of spatial resolution. A single angle of attack for the AR = 2 case required three minutes to 
complete, running on a single core AMD Phenom X2 at 3.5GHz (overclocked by 0.4GHz from stock). 
The AR =  200 case required eight minutes due to the increased number of iterations of the matrix 
equation needed to keep within the tolerance.
Before examining the numerical outputs it is informative to view the graphical outputs revealing the 
structure of the vortex wake sheet as well as the distribution of surface forces. Furthermore passive tracer 
particles can be used to visualise the flow field in the vicinity of the wing tip vortices as well as the 
starting vortex. The following images show the wake sheet for each of the a; ’s tested on the AR = 2 
wing. The non-dimensional time step (defined by f ' =  tU ^ jc )  used for all the sub-cases was 0.1 (such
that the attached wake panels were square, which is not a requirement but helps to view the nature of the 
distortion of panels as the wake evolves). The surface of the wing was coloured by the surface pressure 
coefficient, with red representing — 1 and blue representing < —\ .25
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Figure 13: Evolution of the wake sheet to 4c downstream of the trailing edge for a  =  0, 5,10, 15° respectively
At zero incidence there is no wake rollup since there is no bound circulation, which implies that the 
attached wake panels have zero strength for all time (Kutta condition is satisfied by the symmetry of the 
problem). The slight perturbation at the tips is correlated to the order in which the rows of the matrix 
equation are iterated, indicating that either a tighter tolerance and/or reduced initial time step were 
required or some form of pre-conditioning of the matrix before iteration. As a  is increased, the wake 
sheet begins to rollup at the ends. The degree of rollup increases with a . It is important to note from 
observations of the evolution in time that it is not the edges of the wake sheet that are lifted upward but 
rather that the central region is advected downwards by the tip and starting vortices -  the wake-induced 
downwash. Also observe how the negative pressure falls off towards the wing tips. This is caused by the 
intense tip vortices altering the incident flow angle near the tip stations by creating an outwash on the 
underside and an inwash on the upper side -  i.e. the streamwise flow is given a spanwise component 
thereby decreasing the local pressure minimum due to the streamlines taking a path of lower curvature 
over the wing and therefore less acceleration. The tip vortices and spanwise flow are ultimately created by 
the potential difference between the upper and lower surfaces “leaking” over the wing tips inducing 
velocity with components lying in the plane perpendicular to the tip chord line (i.e. swirl).
The following images reveal the streaklines around the tip vortices for the a  =  15° case. A total of 150 
passive partieles were placed randomly in two planes 0.5c upstream of the wing tips, extending beyond 
the wing tips by 0.125c and into the wing by 0.35c, positioned in such a way that all particles passed 
under the wing. This helped to reveal the spanwise flow near the trailing edge as well as the tip vortices 
themselves which are mostly composed of flow from the underside of the wing swirling over the tips. 
One of the special features of the code written for this report was the ability to pause the simulation and 
fly around the solution as though in a computer game. Thus it was possible to fly through the eye of the 
tip vortex as well as pretend to be a small bug sitting on the wing and watching the wake evolve -  an 
experience indeed unique to the realm of computation!
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Figure 14: Passive tracer particle streaklines revealing flow around the wing tips into the wake
The first two images are looking into one of the tip vortices from upstream and downstream respectively. 
The final image shows the sets of streaklines originating from beneath the wing and from having leaked 
around the tips.
The starting vortex can be revealed by randomly scattering tracer particles in the vicinity of the trailing 
edge and then impulsively starting the aerofoil motion in the upstream direction (with zero freestream 
velocity). The two images below show the starting vortex for a  =  15° in general view as well as looking 
through the eye of the vortex
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Figure 15: Passive tracer particle streaklines revealing the starting vortex
Lastly, the surface forces on the wing are visualised using equation (28). The force vectors were scaled up 
by some factor for the purpose of qualitative viewing. Blue denotes suction and red denotes overpressure.
Figure 16: Surface force distribution on the wing
The images reveal two important physical features. Firstly that the suction forces taper off towards the 
wing tips, and secondly that there is actually a weak suction force at the wing tips towards the trailing 
edge on the top surface, and to a deeper extent toward the centre of the wing on the lower surface. This is 
caused by the flow accelerating around the tips creating a reduced pressure. The presence of an 
established tip vortex will also augment this effect by also altering the local incident flow.
After this sufficient dose of colourful fluid dynamics eye-candy, it is necessary to examine the numerieal 
outputs. The lift, induced drag and moment coefficients were output at each time step along with the 
surface pressure coefficient distribution. Firstly, the surface pressure coeffieient distribution taken over 
the central station is compared to the analytical solution for the aerofoil cross-seetion (effectively a wing 
with AR — oo). This is done for the three aspect ratio cases, 2, 20 and 200 at a  =  0 and a  =  10°. In 
order to keep x/c the same for all angles, the freestream was rotated rather than the wing.
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Figure 17: Pressure coefficient distribution at the wing central station, o; =  0°
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Figure 18: Pressure coefficient distribution at the wing central station, =  10°
Even at zero incidence the aspect ratio affects the pressure distribution, although to a lesser extent than at 
incidence. There is no enclosed area within the Cp curves with a  =  0° and so there is no lift force (as 
should be the case for this symmetric profile). As the aspect ratio increases, the analytical solution is 
approached. The stagnation points at the leading and trailing edges are also well captured. With a = 10° a 
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similar trend is observed, with the higher aspeet ratio solutions approaching the analytical solution in an 
asymptotic manner. Regarding validation of the code for lifting bodies, it is also important to notice that 
the stagnation point at the trailing edge is well captured, without any loops in the pressure distribution 
upstream of the trailing edge (which, in the steady-state, would indicate an unfulfilled Kutta condition). 
The Cp value at the trailing edge is also very close to 1.0 (perfect stagnation), which is good considering 
the medium resolution of the aerofoil profile (in Nathan (2011) the same 2D aerofoil was analysed using 
180 points, exactly quadruple the resolution used here). Thus the attached wake panels are indeed 
correctly enforcing the Kutta condition at the trailing edge, implying their strengths are being correctly 
calculated and assigned. It is informative to examine how the pressure distribution develops over time. 
The graph below shows the pressure coefficient distribution at early and late stages for the AR = 2 wing
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Figure 19: Development of the central station surface pressure coefficient distribution over time
The wiggles in the curves are symptomatic of the low resolution of points describing the station aerofoil 
contour. Despite the Kutta condition being instantaneously established (a specified feature of the unsteady 
potential flow model) the pressure distribution is not immediately established. A “node” is visible at the 
mid-chord location (the fact that it is mid-chord is mere coincidence for this particular geometry). This 
node disappears once the wake sheet is sufficiently established in space and changes in surface potential 
caused by the wake development diminishes such that the unsteady term in the pressure coefficient 
equation (19) becomes negligible -  i.e. steady-state values are attained. Therefore it is not unusual to see 
such nodes in the pressure distribution for flapping wings or oscillating freestreams.
The matching of pressure coefficient values is itself sufficient validation of the code since it indicates that 
the fundamental equations dealing with the fluid dynamics are being correctly implemented. However 
equally important in terms of engineering application is the validation of the post-processing tools to 
compute the force on the body. Next the temporal evolution of the lift, induced drag, and moment 
eoeffieients is shown up to / ' =  40 (the end-time of the AR = 200 ease is / ' =  400). Note that these are 
the eoeffieients for the whole body (not just the central section coefficient).
33
AR=2
AR=20
AR=2000.9
0.7
o'
0.4
0.3
0.2
4035302520151050
Figure 20: Temporal evolution of the wing lift coefficient
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Figure 21: Temporal evolution of the wing induced drag coefficient
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Figure 22: Temporal evolution of the wing spanwise moment coefficient (about the quarter-chord line)
Immediately observable is the fact that the wings of higher aspect ratio take longer to reach the steady- 
state (e.f. Katz & Plotkin (2001)). As the aspect ratio is increased, the following trends are observed: 
Final lift is increased, final induced drag is decreased, and final moment coefficient about the quarter- 
chord line tends to near-zero. For the AR =  2 wing although the steady-state lift coefficient is established 
by t' = A it appears that the drag and moment coefficients require some additional time to reach steady 
state. A similar behaviour was observed in the 2D case (e.f. Nathan (2011)).
Using the steady-state values, the lift, induced drag and moment coefficients can be plotted as functions 
of a  and the lift-drag polar may be constructed. These can be compared to the theoretical values obtained 
from thin finite-wing theory supposing an ideal elliptical loading (Oswald efficiency factor e = \). The 
equations are
CDi
(37)
C r
7TÂ R e
In all the following graphs, dashed lines are the results from theory. The lift and moment coefficients 
have linear trend lines fitted through them and the drag coefficients have quadratic trend lines fitted 
through them (as the theoretical results predict). The lift curve slope is obtained from the 2D aerofoil 
result in Nathan (2011) and is Wq =  1.1 1092(27t).
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Figure 23: Steady-state lift coefficient as a function of angle of attack
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Figure 24: Steady-state induced drag coefficient as a function of angle of attack
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Figure 25: Steady-state quarter-chord moment coefficient as a function of angle of attack
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Figure 26: Steady-state lift/drag polar
The linear nature of the lift coefficient variation and the moment coefficient variation, and the quadratic 
variation of the induced drag coefficient variation indicate that the fiindamental physics inferred from the 
code and post-processing is correct. In fact it is arguably more important that the trends are correct over 
the absolute values themselves (although ideally the latter would be correct as well). The lift curve slopes 
are consistently over-predieted by the computational results for all aspect ratios, however the error
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decreases with increasing aspect ratio and, importantly, the highest aspect ratio case remains bounded by 
the infinite aspect ratio theoretical result. The induced drag is substantially under-predicted for the lowest 
aspect ratio case and then over-predicted for the higher aspect ratios. One significant issue that is 
unphysical is the prediction of a non-zero drag at zero incidence (or zero lift). Such a drag can only arise 
due to viscous effects (profile drag) from the boundary layer skin friction which is not modelled here. 
This error appears to decrease with increasing aspect ratio. Without further investigation one can only 
speculate that this may be an issue caused by the resolution of the wing surface panelling, the resolution 
of the wake panels and the time step. Lastly, the fact that the quarter-chord moment coefficient tends to 
zero with increasing aspect ratio regardless of angle of attack is in agreement with the theoretical results 
from thin aerofoil theory.
The disagreement with the theoretical results is not sufficient to lead to a conclusion that the computation 
is in error, since the assumptions behind the thin finite wing theory (PrandtTs lifting line theory of 1918) 
may break down for very small aspect ratios and large angles of attack. For example the wing is 
represented by a succession of infinitesimal horseshoe vortices with a specified circulation distribution, 
and these horseshoe vortices extend to infinity downstream (i.e. they are semi-infinite horseshoe 
vortices). This means that the wake is always aligned with the wing and does not undergo self-advection 
as the present computational model allows. Therefore for large incidences and small aspect ratios -  where 
the effects of wake roll-up are significant -  the wake model of the lifting line theory is likely not force- 
free and quite inaccurate. Thus one would expect the agreement to improve as the aspect ratio increases 
and the angle of incidence decreases. Furthermore, the lifting line theory supposes the wing is effectively 
represented by a single line of varying spanwise circulation and the effect of thickness is not considered. 
There is also the issue of the small-angle approximation. Thus the theoretical predictions should only be 
used to establish general trends (i.e. basic physical principles) than to measure errors based on absolute 
values.
In order to check for self-consistency of the induced drag calculations, a comparison between the induced 
drag inferred from surface force calculations and from the wake survey method was also carried out. 
Since the wake survey equation (35) was based on steady-state values, there exists the issue of what 
distance downstream of the wing trailing edge to place the survey plane. Too far downstream and the 
steady-state assumption becomes invalid as the wake is still evolving (and the potential jump across the 
wake sheet would be changing in time). This would suggest placing the plane close to the wing trailing 
edge; however the singular nature of the vortex filaments creates numerical issues should one of the 
nodes of the survey plane lie very close to a filament. Indeed a special treatment for evaluating the 
induced velocities very near a filament can be implemented such as ignoring the contribution entirely or 
supposing a vortex core diameter that undergoes solid body rotation, however this was not done here. In 
order to demonstrate this issue, with the AR = 2 wing set to o; =  15° the wake survey plane was started 
at the trailing edge and moved downstream in steps of 0.01c until it was clear of the wake altogether. The 
drag integral was computed using the double trapezium rule. The plane itself was extended 1.5c either 
side of the wing tips and 2.25c and 2.75c above and below the leading edge (with the wing being rotated 
about the leading edge). This resulted in a square grid which was discretised into 200x200 elements 
(giving a resolution of 0.025c)
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Figure 27: Induced drag coefficient computed from a wake survey at various downstream positions
There appears to be a steady region between x/c =  1.95...2.4. Further downstream a negative trend sets 
in due to the unsteadiness in the developing wake, with some spurious negative drag values in the vicinity 
of the starting vortex. Further upstream the drag value is very sensitive to the plane location, although the 
local minima fall close to the values in the steady region. It is expected that the steady region grows larger 
with time as the wake is further established and the starting vortex becomes relatively further away. 
Indeed this issue of “noisy” drag calculations due to the singular nature of the vortex filaments making up 
the wake sheet renders the wake survey method somewhat unattractive compared to the more direct 
method of surface force computation. Based on the above graph the wake survey for each angle of attack 
was stationed at x/c =  2 and the images below show the result for each angle of attack. The data are 
coloured by the integrand of the integral equation (35) expressed in coefficient form, with blue denoting 
zero and red anything greater than or equal to 0.02. Note the artefacts that appear in close proximity to the 
filaments. This is a similar phenomenon to the wiggles observed in the velocity profile near the body 
surface panels and is due to the low order nature of the vortex filament (i.e. constant strength doublet) 
panelling.
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Figure 28: Wave survey revealing contributions to induced drag for a  =  0, 5 ,10 ,15° respectively
One interesting feature of the wake survey is that it provides information regarding what flow features are 
responsible for contributing the largest amount towards the induced drag. The results clearly indicate that 
the tip vortices are the largest contributor, followed more generally by the region of fluid in proximity to 
the wake sheet (which extends beyond the extent of the wing itself), with a greater emphasis on the 
suction side of the wing. This can be explained by the fact that the tip vortex is primarily an in-plane swirl 
flow and therefore has a deficit of streamwise momentum. In addition, the fast swirling flow nearer the 
core has reduced pressure which further contributes to the drag (e.f. the sign of the second (pressure) term 
in the integrand of equation (35)). The induced downwash caused by the wake sheet rotates the flow away 
from the streamwise direction, thereby creating streamwise momentum deficit.
The graph below presents the results of the wake survey alongside those of the surface force 
computations for induced drag. This time the theoretical ideal induced drag coefficient (equation (37)) is 
evaluated using the actual computed lift coefficient rather than the theoretical lift coefficient. Additional 
angles of attack were evaluated to ascertain the results of the wake survey for small angles of attack
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Figure 29: Comparison of induced drag obtained from surface forces, wake survey and theoretical result
The wake survey results compare well with the results obtained from the surface forces, except perhaps 
the largest angle where there is about 12% discrepancy. However for the smaller angles the wake survey 
actually gives results that lie almost exactly on the theoretical line and, importantly, correctly predict zero 
drag at zero incidence (unlike the surface force computation). Thus one may conclude that the wake 
survey is best used for small angles of attack such as \a\ < 3°. It is also worth pointing out the good
agreement of the results with the theory when the actual lift coefficient is used in the induced drag 
equation (37) rather than the theoretical result.
The theoretical results supposed a unity spanwise (Oswald) efficiency factor. This applies only to the case 
of an elliptic circulation distribution in the lifting line theory. For the computational wing, the circulation 
is distributed over all the panels rather than on a single line. It is possible to examine the circulation 
distribution on the wing at some fixed chordwise distance from the leading edge. Alternatively one may 
sample the maximum and minimum circulation values at each spanwise station. The latter results are 
shown below for each of the aspect ratios with the wing set at a  =  10°
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Figure 30: Spanwise variation of peak circulation showing the effect of aspect ratio. Wing fixed at a  =  10°
As the aspect ratio is increased, the peak spanwise circulation distribution asymptotically tends to a linear 
shape as well as a higher magnitude. Interestingly the smallest aspect ratio case has a distribution that is 
closer to the ideal elliptic shape than the higher aspect ratio wings. Thus the Oswald efficiency factor is 
actually closer to unity for smaller aspect ratio wings, despite their poorer performance with respect to 
both lift and induced drag. In fact for the AR = 2 wing the Oswald efficiency factor was also a function 
of the angle of attack, with the distribution becoming more linear as the angle of attack decreased. Once 
again this reveals a deficiency in the linearised theory since for large angles of attack there is a non-linear 
feedback from the wake onto the body that alters the spanwise circulation distribution. The non-linear 
phenomenon of wake rollup and self-advection is therefore an essential feature to model when dealing 
with large angles of attack. For the data presented above, an estimate of the efficiency factor found by 
solving the induced drag equation (37) for e was 0.925.
Test case 3: Uniformly Translating Wing with Superimposed Oscillations
The sub-cases in this section highlight some results for basic unsteady motions involving separate heave, 
roll, and surge oscillations superimposed on a wing with AR = 2 uniformly translating in the x-direction 
(the streamwise direction) with unity non-dimensional velocity.
Heave Oscillations
The heave velocity amplitude was selected such that the largest absolute instantaneous angle of attack did 
not ever exceed 15°. A non-dimensional period of 0.5 was selected such that sufficient wake panels 
represent each period of motion. The resulting wake after six periods is shown below
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Figure 31: Wake shed by a wing undergoing symmetric heave oscillations
The result is similar to the 2D case (e.f. Nathan 2011) but now with the additional 3D effect of rollup 
occurring along the wake free edges from the wing tips. The time history of force coefficients in 
Cartesian components is shown below. It is more informative to consider the forces aligned with the fixed 
reference system of the world than the usual lift and drag coefficients whose direction changes as the 
incident flow angle changes with the wing motion. Thus lift and drag are here taken to mean 
perpendicular and parallel to the negated translation direction vector of the wing.
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Figure 32: Time histoiy of force coefficients for a uniformly translating wing undergoing symmetric heave oscillations
The force in the streamwise direction is always negative indicating that symmetric heave oscillations in 
combination with uniform streamwise translation can be used to generate thrust. The peak thrust is in 
phase with the negated heave oscillations while the lift force lags the negated heave oscillations by 75° 
and the moment coefficient lags the negated heave oscillations by 120°. On average there is no net lift 
force. It should also be noted how the forces almost completely establish their steady limit-cycle within 
the first period.
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Roll Oscillations
A motion only possible in 3D, this sub-case involves periodically rolling the wing about its centre station 
using the same driving velocity as the previous case of symmetric heave oscillations (the current 
geometry means that the wing tips will attain the maximum absolute angle of attack of 15°). The resulting 
wake after six periods is shown below
Figure 33: Wake shed by a wing undergoing symmetric roll oscillations
The result bears a resemblance to the heave motions in the sense that the wake could be seen to comprise 
the wake of the heave motion either side of the centre station, with one side shifted out of spatial phase 
relative to the other. Observe also the asymmetry of the pressure distribution at the instant this image was 
taken while the wing was rolling clockwise looking into the direction of motion. The far side is 
generating lift while the nearside is generating downforce. The time history of the forces is shown below
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Figure 34: Time history offeree coefficients for a uniformly translating wing undergoing symmetric roll oscillations
44
Symmetric roll oscillations in combination with uniform streamwise translation can also be used to 
generate thrust, but now without any oscillations in lift force. Although advantageous from a structural 
and/or ride comfort point of view, the thrust generated in this ease is about 6.3x less than that generated 
by the symmetric heave oscillations. The comparison is fair since both oscillations had the same driver 
function. This case opens up some interesting possibilities regarding wings given a roll oscillation while 
translating. A system can be envisioned whereby the wing may be twisted in time such that the angle of 
incidence is set to the optimum value along the entire span for a given roll angle. Of course, this is 
essentially what an optimised propeller does, but rather than having time-varying twist, the twist is fixed 
and the blades undergo continuous rotation rather than oscillation. One could also go on to consider 
flapping wings and the optimisation of the driving cycle for the combination of roll, pitch and yaw cycles.
Surge Oscillations
This motion involves oscillations in the streamwise translation of the AR =  2 wing. The driving function 
was set such that the wing undergoes repeated start-stop motions. The wing was set at a  =  15°. The 
resulting wake after six periods is shown below
i
m
Figure 35: Wake shed by a wing undergoing repeated start-stop motions
A large region of stagnation can be seen at the trailing edge during the forward acceleration stage of the 
motion. The unsteady term in the pressure coefficient equation is a significant contributor in this kind of 
motion. The time history of the forces is shown below
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Figure 36: Time history offeree coefficients for a uniformly translating wing undergoing repeated start-stop motions
with q; =  15°
On average the start-stop motions produce relatively large amounts of net lift as well as a positive drag. 
The best L/D ratio at any instant is about 17, and at peak lift it is 8.33. Compared to the ease of simple 
uniform translation with a = \5° this motion produces, on average, 1.5x the drag and also 1.5x the lift. 
Thus, at least for low aspect ratio wings, the same L/D ratio is achieved either by uniform translation at 
fixed angle or start-stop motions at fixed angle. However the start-stop motion has the potential advantage 
of generating 1.5x the lift.
The other motions involving yaw and pitch can be summarised by thought experiment. Yaw oscillations 
during uniform translation would result in the creation of a roll moment (except at zero-lift angle of 
incidence). This is due to the spanwise gradient of the lift force caused by the change in incident flow 
speed along the span. Any spanwise gradient of force (taken with respect to the centre of gravity for a free 
body) will produce a force couple about the axis perpendicular to the direction of the force gradient -  in 
this case the streamwise axis, thereby leading to a roll torque. This is why some model aircraft do not 
have ailerons for roll, since rolling motion can be attained as a secondary effect of yaw. Oscillations in 
pitch would give qualitatively similar results to heave oscillations as the action of pitch is to change the 
angle of incidence, in the same manner as a heave velocity changes the angle of incidence of the 
oncoming flow.
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Test case 4: Simulation of a Propeller
This test case is in fact the reason for the creation of this code, the objective being to validate the author’s 
proprietary design algorithm for propellers of constant spanwise circulation (as opposed to the Goldstein 
circulation distribution, or PrandtTs more practically applicable approximation to it). The constant 
spanwise circulation propeller was proposed by Struve (1943). Comparison of the predicted geometry of 
the propeller using constant spanwise circulation with that using the Prandtl circulation function revealed 
that the chord and twist distributions were very similar for low advance ratios, with the most difference 
being near the root of the blade. However since the root does little in terms of thrust generation, the 
predicted thrust was also very similar for both methods. The Prandtl circulation function propeller gave a 
slightly higher thrust, and this is to be expected since it is a well known classical result by calculus of 
variations that the optimum propeller is one which generates a helicoidal vortex wake sheet of constant 
pitch. The design algorithm is based on a combination of blade element theory with an axial momentum 
balance. It does not consider the effects of wake edge rollup (highly non-linear), wake contraction or 
wake rotation. Since the use of the momentum theorem implies a steady state, the design algorithm is 
effectively treating the propeller as an actuator disc across which there is a jump in total energy. This is 
similar to supposing an infinite number of infinitesimal blades that do not interfere with each other. By 
simulating the propeller in the present flow code where the wake is allowed to develop naturally, the 
errors incurred by these simplifying approximations can be quantified and used as correction factors in 
the thrust and torque predicted by the design algorithm. If the errors are severe, then a better algorithm is 
required altogether!
A two-bladed, low advance ratio ( J  =  0.15) propeller of tip-radius 0.13m was designed to match the 
shaft power output and rpm of a direct-drive 8200rpm 80W brushless DC electric motor used in model 
aircraft. This test case uses all features of the code by mixing two lifting bodies (the two propeller blades) 
with a non-lifting body (the spinner). The following images show the propeller wake after about 15 
rotations. It should be noted that the simulation time for only 15 rotations was just under 19hrs on a 
single-core AMD Phenom X2 running at 3.5GHz. The time step was chosen such that there were 50 time 
steps per revolution, as this was deemed sufficient to give a decent spatial resolution of the wake sheet.
m
m
Figure 37: Side view of the propeller and wake
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Figure 38: Front view of the propeller and wake
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Figure 39: Another side view of the propeller and wake
The helieoidal wake sheet is clearly visible. It is also evident that wake rollup and distortion at the blade 
tips and root is quite a significant feature of the solution. The surface forces acting on the blades are 
shown below
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Figure 40: Forces acting on the propeller blades. Top row -  two side views; bottom row -  underside and topside view
As expected for a propeller generating thrust, there is suetion on the upstream-facing side and 
overpressure on the downstream-facing side. The comparison between the thrust and shaft torque 
predicted by the design algorithm and that obtained from this simulation is shown below
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Figure 41: Comparison between thrust from design algorithm and simulation
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Figure 42: Comparison between shaft torque from design algorithm and simulation
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Figure 43: Comparison between thrust/power ratio from design algorithm and simulation
Steady-state values are established within just four rotations of the propeller, and it is interesting to 
observe the diserete nature in which the thrust steps down to its steady value. The steps occur every half 
revolution and are caused by the propeller blade interacting with the starting vortex of the other propeller 
blade. Once the starting vortices are washed downstream, this effect disappears. The exceptional gain in
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thrust caused by this phenomenon (notably without gain in shaft torque) is food for thought as to whether 
this could be reproduced for all time using some kind of flow control.
The relative errors in the algorithm are somewhat disappointing and can be summarised as follows:
• Thrust 17.4%
• Torque 13.4%
• Thrust/Power 3.6%
It should be noted that a separate simulation to test the effect of the presence of the spinner (which is not 
modelled in the design algorithm) revealed that it does not alter the thrust but causes a few percent 
increase in the shaft torque. This is due to the way the spinner modifies the root vortex flow and its 
induced velocity on the blade roots.
The question regarding the sources of these errors must now be asked. It is informative to inspect the 
axial velocity development throughout the entire solution, starting upstream and finishing past the wake. 
This is done using measurement planes in the same manner as the wake survey drag calculation, only this 
time the planes are coloured by the axial component of the velocity vector. Here, red denotes 
>  9.5 m/s and blue denotes U < —2.5 m/s. The measurement plane begins at the spinner tip and 
advances in steps of 60mm in the downstream direction. The plane contains 50x50 elements giving 
6.24mm spatial resolution. The plane extends 20% beyond the diameter of the propeller disc.
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Figure 44: Axial velocity component measured in successive cross-stream planes in steps of 60mm
The very first image reveals how the helicoidal wake sheet already induces an axial flow upstream of the 
propeller station. This naturally affects the incident flow on the propeller blades and is taken into account 
in the blade element theory (known as the axial interference velocity). The second image shows the flow 
around the propeller blades, highlighting the speed (and therefore, after Bernoulli, the pressure) 
differential between the upper and lower surfaces. As the planes continue to move downstream, the axial 
flow field evolves into a core of weakly reversed flow surrounded by a torus of strongly positive flow 
itself surrounded by a thin sheath of weakly reversed flow. The inner core and outer sheath then “diffuse” 
into the torus of positive flow. This process eontinues until the torus of positive flow weakens to the point 
of being indistinguishable. The outer sheath of reversed flow also reappears for a while. The wake sheet 
becomes highly entangled towards the starting location eventually losing its coherency.
The axial velocity field immediately behind the propeller is quite different from that predicted by the 
algorithm. The graph below shows what was expected from the algorithm
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Figure 45: Axial velocity profile at propeller station predicted by the design algorithm
There is no indication of a reversed flow towards the root, although the velocity does begin to fall off. 
Importantly, there is no indication of speed decay towards the tip. Thus it is now clear that blade tip 
effects, which were not modelled at all in the design algorithm, are actually very important. This is 
perhaps obvious given the results of the previous sections for finite wings. In order to test this hypothesis 
that blade tip effects are a key reason for the discrepancies in thrust and torque, a cylindrical shroud can 
be constructed and placed around the propeller, extending some distance upstream and downstream. By 
continuity this would also have the effect of preventing wake contraction. For the present case a duct with 
5% tip clearance was placed around the propeller, extending 60mm upstream of the propeller station and 
500mm downstream. In order to speed up the computation, a higher advance ratio propeller ( J  =  2) of 
smaller tip radius 62mm was designed for this test. The same propeller was also simulated in isolated 
conditions to enable meaningful comparison and conclusions to be drawn. Snapshots from the simulations 
are presented below
54
Figure 46: Second test propeller in isolation
i
Figure 47: Second test propeller placed inside a cylindrical duct
The higher advance ratio creates a helicoidal wake sheet with larger pitch. Furthermore this test ought to 
highlight the tip effects even more than the previous propeller due to the very low aspect ratio of these 
blades. Using the mean aerodynamic chord and tip radius, the aspect ratio of the previous open propeller 
blade was 4.4 while the current ducted propeller blade has an aspect ratio of just 0.92. The results for the 
force and torque from both simulations are given below.
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Figure 48: Comparison between thrust from design algorithm and simulation with ducted and isolated propeller
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Figure 49: Comparison between shaft torque from design algorithm and simulation with ducted and isolated propeller
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propeller
With the cylindrical duct in place, the steady thrust almost exactly agrees with the result from the design 
algorithm and the torque is also much closer to the design algorithm result. The errors in the design 
algorithm for the isolated propeller in this case were 28.7% in thrust and 23.8% in torque. With the 
cylindrical duct these errors are reduced to -0.11% and 5.97% respectively. It should be noted that the 
excellent agreement in thrust may be somewhat coincidental considering that the duct had a 5% blade tip 
clearance. Some quick tests were done to assess the effect of this clearance on the thrust and it was found 
that a decreased tip clearance caused further increase in thrust. However with reduced tip clearance came 
the need for a much finer mesh for the cylinder to prevent the wake sheet from leaking out through the 
panels. Furthermore, the very large velocity gradients that would exist between the propeller tip and duct 
wall in a real system with no-slip walls would mean that viscous effects would be very significant in that 
region and cannot really be ignored.
One can conclude from these brief tests that a combination of blade tip effects (wake sheet edge rollup) 
and wake contraction are significant non-linear features that can result in errors reaching the order of 30% 
in thrust and 20% in shaft torque if they are neglected in the design algorithm, particularly for low aspect 
ratio blades. One way to get around the effects of blade tip losses in practice would be to design long 
propeller blades of high aspect ratio with relatively very small tip chords -  rather like those seen on wind 
turbines. Whether this is possible depends on the stiffness of the available materials to prevent substantial 
blade flexing and untwisting and also on structural considerations (i.e. hub mounting point centrifugal 
force limitations). It is possible to pre-twist and bend the blades to allow for such flexing during operation 
at the design point.
This last test case shows how a 3D potential flow code such as the one developed in this report can be 
used to gain insight into fundamental flow physics and to draw useful conclusions during the design and 
testing stage of real-world geometries. Of course the user must not forget the limitations of the potential 
flow model, and any situation where viscous dissipative effects or turbulent flow dynamics become 
important will render the results inaccurate, possibly to a large extent.
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Conclusion & Future Possibilities
A vortex lattice panel method code for multi-body, three-dimensional, unsteady potential flow problems 
was developed using the equations and solution procedures derived in this report. Validation was 
achieved through a series of basic test cases where analytical solutions were available as well as through 
self-consistency checks. Finally the practical applicability of such a code was demonstrated in the case of 
assessing a propeller design algorithm and ascertaining the causes of the discrepancies in thrust and 
torque through computer experiments.
Regarding future possibilities, the existing code could be linked with an optimisation algorithm which 
could then be used to aid in the design of optimum propellers as well as in discovering the optimal driver 
functions for a flapping wing system. Of course all investigations using this code are limited to high 
Reynolds number flows where the boundary layer remains attached and of negligibly small displacement 
thickness.
With respect to coding, the system of equations for the panel method is amenable to parallélisation. Since 
the influence coefficients are evaluated independently for each panel, the array of panels can be split into 
chunks and processed in parallel on separate CPU cores.
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Abstract
This report is a complete, self-contained derivation of a panel method comprising flat vortex panels of 
linearly varying strength. All derivations are carried out step-by-step from first principles entirely in 
vector notation in order to avoid the repetitive use of sine and cosine functions and having to convert 
between global and panel coordinate systems, all of which would ultimately mean added computational 
cost. The method is extended to the case of multi-body problems with explicit demonstration of how to 
construct the multi-body matrix equation with the Kutta condition satisfied on each body where 
appropriate. Furthermore, the method is extended to case of unsteady flows and three separate unsteady 
wake models are developed, each of increasing order -  point vortex, constant strength and linearly 
varying strength vortex panel wake shedding. All the aforementioned methods were implemented in 
Visual Basic .NET and the steady-state code was validated using known analytical solutions. For ease of 
reading, all step-by-step derivations and proofs have been placed in Appendices. A basic knowledge of 
potential flow, aerofoil theory, Helmholtz’s vortex theorems and Kelvin’s circulation theorem is assumed, 
as well as knowledge of vector algebra.
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The Potential Flow Elements
In the usual manner, the potential flow automatically satisfies continuity and irrotationality by defining 
the velocity vector field to be the gradient of a scalar potential field, V  = V(j). Solutions of such a system 
can be linearly superimposed.
The Freestream
Uoo =^oo
COS a
sin a
■ ^00= /U „ * ^  =  Uo„-P
where P =  (x y , some point in space.
(1)
The Point Vortex
Using an anti-clockwise positive convention
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The Isolated Vortex Panel with Linear Variation of Strength
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Figure 1: Nomenclature for the isolated vortex panel
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The vortex potential can now be expressed in vector notation. Observing that
X — x^  = ( P  — P ) " t  =  r*t  
y - y s  = ( P - P j * n  =  r*n
r =  Ô — .st
where
ô - P - P „ (4)
the vortex potential and induced velocity vector expressed in the panel coordinate system (tangent and 
normal) relative to some point P^  along the panel can now be written down. The step-by-step procedure 
for evaluating the induced velocity vector is somewhat involved and presented in the Appendix.
ZTT
- 1 r *n
r»tj
=  -^tan"^ 
I tt
=  - ^ ta n “  ^
I tt
0-n
0* t —3,
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U, =  V *
With the expressions for a single point vortex now obtained, those for a vortex panel with linearly varying 
strength are obtained by integration along the panel, parameterized by s. The procedure is again 
somewhat involved and is given in the Appendix, with the final result presented below.
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ds
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Many of the terms are repeated and so can be pre-stored for computational efficiency. It is imperative that 
the standard ATAN2 function be used to evaluate the inverse tangent functions (it is explicitly stated in 
Dwight (1961) that the inverse tangents in the integrand are between —tt/ 2 and +7t/2  ).
The prospect of applying the gradient operator on the panel potential is quite daunting, however since the 
limits of the integration over the panel are constant and the integration and differentiation operators are 
linear, the principle of superposition can be applied as follows
Uvp =  =  V
' L
4>,ds
L
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JI 0 0
U„ ds
~  t U + n U„ *nds
=  t I s
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■ds
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The integration is, again, rather time consuming and the procedure is shown in the Appendix. The final 
result is as follows
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It is informative to graphically view the associated scalar potential and velocity vector fields for some 
simple configurations. The following cases are demonstrated below
1. Constant strength panel 7 q =  7 j
2. Equal and opposite end-point vorticity 7  ^ =  —7 ,
3. Freestream directed normally towards panel with strengths set to satisfy zero normal flux 
condition (using the result derived in Appendix E, 7  ^ =  7 j +  27tU^ • h )
In all cases, the panel is vertically orientated with normal vector pointing to the left (red line) and the 
control point shown with a circle. Thus station 0 is at the bottom of the panel and station 1 is at the top. 
The plots on the left show the scalar potential field and the plots on the right show the velocity vector 
field. The iso-potential lines were drawn by first normalising the field to the range [-1...1], then scaling 
the field by some large number, then rounding to the nearest integer and using the MOD function to 
extract the iso-values at the desired repeating interval. Although simple, this method of plotting suffers 
from truncation errors that manifest as thickening of the lines in regions of decreasing potential.
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Figure 3: Case 2, 7 q - 7 i
Figure 4: Case 3, 7o =  7 i +  27tU^
These simple demonstrations highlight the fact that the zero normal flux boundary condition is only 
exactly satisfied at the panel control point. Elsewhere there may well be flux through the panel. Therefore 
if accurate flow is desired all over the body then the panels must be kept sufficiently small. It was found 
that a maximum panel length of the order of 0.02c was sufficient to prevent any noticeable normal flow 
when tracking particle paths very near the body surface.
Multi-panel, Closed-body Solution Using the Neumann Boundary 
Condition
z+l
0/+1 0/+2
y
Figure 5: Nomenclature for multi-panel configuration
p .,  + P o i + i ) (11)
The above figure shows the configuration for the case evaluating the velocity induced by panel i on the 
control point of panel z + 1 . The control point is the point on the panel where the boundary condition is to 
be exactly satisfied. This is typically taken to be the mid-point along the panel. The Neumann boundary 
condition is a condition of zero flux normal to the solid surface. There exists a combination of vortex 
strengths along with an enforced Kutta condition at the trailing edge that is able to satisfy this boundary 
condition simultaneously on all panels.
The steady-state boundary condition on panel i is expressed as follows
U«n. =  0 (12)
Here U is the net velocity contribution from the freestream and that induced by all the source panels 
(including itself) on the control point of panel /. Using index J to denote the other panels, the condition on 
panel i can be written out as a sum over all m panels
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(13)
m—l
U . - f l , + E b ' y F u + 7 ' , + . G , , ) - n , = 0
J=0
where
- 2 i , j
[h i  +
- f î , + n ,
L&iMi
h
n
i = J
^ i j  -  ^
4
TTj
z =  ;
h i
h i ' h
tan ' S,7 "Ay h
Ô *0 — ( è . . " t . k .
K G7 hj  \  I,7 7^ 7 )
4 v  =  2l"
,  h { h - ^ [ h j ‘ ij))
h i  ' h i
+  {h j  ' h ) h . j
( 1 4 )
^ij — ^ci ^Oj
The result for the case i = j  representing the panel self-influence is derived in Appendices X through X. 
In order to construct a linear matrix equation of the form Ay ' =  B , the terms in the summation can be re­
expressed in a simpler manner. Consider the case m = 3 (the simplest closed body configuration, a 
triangle), the summation written explicitly is
( 7 ' 0  ^i,o +  7 '1 G ;  0 +  7 '1 Fyj +  7 ' 2  G ;  1 + 7 * 2  F .,2 +  7 '3 G ,  2 ) * A,
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So the equation for panel i becomes
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7  F,,„ •  fi, +  E  7  ( G , . , - ,  +  F , ,  ) •  it, +  7  G ,„ _ ,  •  n, =  - U ^  •  n, ( 1 5 )
7=1
There are m panels giving m equations for m + \ unknowns. The Kutta condition at the trailing edge is 
used to specify the last unknown. This is enforced either by setting the circulation at the trailing edge 
equal to zero, or by specifying zero velocity magnitude at the trailing edge (i.e. a stagnation point at the 
trailing edge, where the velocity immediately downstream is tangent to the bisector of the two trailing 
edge panels), or by specifying a zero jump in pressure across the trailing edge. The formulation in terms 
of circulation is much simpler and also in the case of linearly varying panel strengths able to be satisfied 
exactly at the trailing edge point (rather than approximated at the control points as with other methods
such as source + doublet). Due to this, the linearly varying vortex strength panel method is able to cope 
with cusped trailing edges much better than other methods. The Kutta condition is illustrated below for 
both finite angle and cusped trailing edges
tm U.
u /O
Figure 6: Illustration of the Kutta condition for finite angle and cusped trailing edge
The conditions are the same for both finite angle and cusped trailing edges -  there should be no flow 
around the sharp trailing edge point (being perfectly sharp would imply an infinite velocity at the trailing 
edge point). This perpendicular component of flow illustrated in the vector triangle can only come about 
if there exists non-zero circulation at the trailing edge. Thus the Kutta condition can be written as follows
U , „ + U , o = 0
I t e  =  7o +  7„ =  0
( 1 6 )
• • • 7 „ = - 7 o
This provides the final equation to complete the matrix equation, given explicitly below. As usual, / is the 
row index and j  is the column index. All the variables are defined in (14).
F o ,0 * " o ( ^ 0 , 0  + ) " 0 o • A o " M o
' 7 * 0  '
F . ,0  ‘ " i ( ^ 1 , 0  +  F i , i j ' A i ( ^ l . m - 2  +  y • « 1 7 * 1 - U o o - û i
F  # A ( G „ _ 2 , 0  +  ^ m - 2 (^ O T —2,wî—2 ) ' n m _ 2 m—2,m —\ • n « - 2 7 m - 2
—
i ) * V i  •• m —l,m —l " â m - l 7 L - 1
1
V
0 0 1 . 7 ' m  , i  0
(17)
Note that this layout necessitates a specific input file format where the geometry is wound in a clockwise 
or anti-clockwise fashion starting and ending at the trailing edge point. The Kutta condition is imposed on 
the panels that are made up of the first and last pairs of points in the panel vertex list. If one wishes to 
assess the effects of the Kutta condition, the last entry of the right-hand-side vector can be set to the 
desired circulation at the trailing edge.
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Once this system of equations is solved for the panel end-point circulation strengths, these values may be 
used to calculate the surface pressure distribution (and thence the force and moment coefficients) as well 
as the spatial velocity and pressure field if required.
The vector array variables F and G can be stored at this point for later use, such as in the evaluation of the 
surface pressure coefficients.
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Calculation of Surface Pressure Coefficient, Lift Coefficient and 
Moment Coefficient
Starting from the definition of the pressure coefficient
P - P c
1
The pressures can be expressed in terms of velocities through the Bernoulli equation. For the case of 
steady incompressible flow, this becomes
(18)
At the surface of the body, the boundary condition of zero normal flux implies that the body itself 
becomes a streamline of the flow and therefore the surface flow is entirely tangential to the surface
= 1 -
u.
In practice, U, at the j* panel control point is given by evaluating the following equation
(19)
m —\
F.Q • t,- +  7  (G; J_1 +  F. + 7 L  ^Um-\ • t/
7=1
(20)
Alternatively, the solution vector containing at each panel control point is obtained by carrying out the 
following matrix multiplication
^ 0 ,0 • to ( G q.g +  Fq 1) - t o ( G q,w- 2  +  ) • to Go,m-l * to ' 7 'o  '
U n Fi.o • t i ( G i ,o +  F i j ) - î l Gi.m_i * ti
7 'i
U , m - 2
7 L - 2
^ m -2 ,0 • L - 2 (G^_2,0 +  ^ m - 2 1 ) • tm -2 ( G „ ,_ 2 , ot—2 ^ rn —2,m —\ )  t ^ —2
^
m—2,m —\ m—2
7 L -1
. 7 l  ,
y t m - \  ,
• L - 1 (G^_1,0 + (G^z—l,m—2 I,m—1 ) ^ m —\ G ^ — 1 ^ m —\ ^
(21)
Now, the lift coefficient can be obtained by integrating the pressure coefficient over the non- 
dimensionalised body or by a more elegant method making use of the Kutta-Joukowski theorem. This 
theorem states that the lift force per unit span F  ^ is given by
(22)
where F is the net bound circulation vector defined as anti-clockwise positive (the minus sign would not 
be present if the circulation was defined as clockwise positive). In two-dimensional space the velocity and
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circulation vectors are always perpendicular which in turn means that the lift force always acts 
perpendicular to the freestream direction.
m - \  n
Fl^ - pUJZÏ'^p,^  (23)1=0 n
The lift coefficient is then obtained as follows
Q  =  +  7,+,)4 (24)
\ p U j c  '=»
Take care to note that here the true circulation 7  has been used rather than the scaled version 7  ' which is 
what was actually solved for in the matrix equation (17). Thus the values from the solution vector must be 
multiplied by I'K in order to obtain the true circulation as used in the equations in this section.
If the force on each individual panel is required, then the pressure coefficient must be used. The normal 
force and the lift and drag forces for panel i are obtained as follows
(25)
A = U „ x F „ ,
A = U „ * F v , -
Recall that the cross product operator in two dimensions returns a signed scalar rather than a vector. The 
associated force coefficients can be found using the normalisation used in equation (24), and then 
summed to give the coefficient for the body.
The pitching moment is found by summing the moments generated by each panel about the specified 
point . The moment of a panel is here taken to be the component of its normal force perpendicular to
the chord line unit vector c multiplied by the projection of the moment arm onto the chord line
^ ,  =  (SxF«,)((p . , - P a,o)-£) (26)
The moment coefficient about the point is then
m—\
E m -
CM(P«») =  7= ^------- (27)
-^p U jc^
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Calculation of the Velocity Vector Field and Pressure Field around 
the Body
The velocity vector at any point P in space is computed using the following equation
m—l
U(P) =  U ^ + E U v „ -
i= 0
m—l
=  U ^ + E ( 7 ’, F , + 7 ' „ G , )  (28)
1=0
m—l
^  +  7  'o F .  +  7  ( G +  F j  +  7  G ^ _ i
where
7=1
(8/ - n
tan-1
8, .n,  i ,
8, «8, - (8 ,  " t j l ,
i , ( l , - 2 ( 8 , . t , ) )  
IH  --------- -----------
8, .  8, + ( « r
ht — A + 2 (0,. ‘ tjjA/ “ (8/ *8,)Ai
8 , = P - P o ,
7 J L
27T
(29)
Once the velocity vector has been obtained, the pressure coefficient at the same point can be obtained 
using equation (18).
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Extension of the Method to Muiti-body Problems
It is possible to deal with more than one closed body by a modification to the structure of the matrix of 
influence coefficients. Supposing b closed bodies, the right-hand-side vector and the solution vector will 
now contain elements that themselves are the vectors for each individual body. These can simply be 
stacked to make up the resulting rows (each body does not have to be made up of the same
number of panels). The influence coefficient matrix is somewhat more involved in terms of construction. 
The diagonal elements comprise the influence matrix as given in equation (17) and represent the body 
self-influence. The off-diagonal elements represent the influence of each body on the other bodies. The 
key difference between the two is in the last row. The off-diagonal elements do not contain the values that 
enforce the Kutta condition as this is carried out by the diagonal elements alone (physically, the Kutta 
condition is unique to a single body and the other bodies panel strengths do not influence the trailing edge 
condition itself, they only influence the flow field). Thus, in the most general form of the equation below,
the matrix [A^^] represents the matrix of influence coefficients of body q acting on body p  and has the
same form as the influence matrix in equation (17) but excluding the last row (Kutta condition). This is 
written explicitly in order to highlight the point that only the diagonal elements are involved in enforcing 
the Kutta condition. The equation in summation form is as follows, for body p  at panel i
b - \
E
q = 0
m—l
7 ' „ F , , o + E 7 ' ,
/  \  
G y - l  + F , ^ j . * » /  +7'„G,.„_, ( 3 0 )
 ^ ^ P  7=1 <I I P'9 P.9 j p  <1 p -q  p  ^ P
Thep  and q subscripts represent the body number indices. In block matrix form this becomes
[^ 0,0 ] [^ 0,1
1 0 • • • 0 1 0 0 • • • 0 0
[^ 1,0 ] [A,,
0 0 • • • 0 0 1 0 • • • 0 1
[^ 6-2,0 ["^ 6-2.1
0 0 • • • 0 0 0 0 • • • 0 0
[^ 6-1,0 [^ 6-1,.1
0 0 0 0 0 0 • • • 0 0
0,6 -2
0 0 • • •  0 0
^1,6-2 ]
0 0 •  •  • 0 0
6- 2 ,6 -2  
1 0 • • •  0 1
[^6-1,6-2 ]
0 0 • •  • 0 0
0,6 -1
0 0 •  • • 0 0
6- 2,6-1 
0 0 • • •  0 0
^ 6 - l , 6 - l  ]
1 0 • • • 0 1
[ r ' o ]  1
b 'l
6 -2[r '  
[r
- U o o - K
0
(31)
After the panel circulation strengths for each body are calculated, the velocity and pressure fields can be 
computed in the same manner as before but now with the summation extending over the panels of all 
bodies. To be absolutely clear, the equations are given below
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where
6—1 m—l
u ( p ) = u » + E E u . . ,
q = 0  i = 0  
6 —1 m—l
-u„o +EE
q = 0  1 = 0  
6-1
=  U ^ + E 7 ' oF , + E 7 ' , -
g=o\ q q 1=1 q
7',- F, +7',-+i G,
q
G ,_.+F,
q q q j
m—l
+  7m G^_i 
q q
(32)
' h ,
f - A , 8, .n, h + 8, -t,
q L,i q
< 9
[ q q) q \ 9 9,
Ai “
9
Ô, -t,
V q q
L
h i
f \ / \
— 8, -n, h i h  + 8, h i  ~ h i A,
q A . 9 9, q q I 9 q) q q J
n
1 tan ^
Sz •
q
A,
q
h
q
Ô, .n, & .a,  --
f
Ôz • tz - h
q q l  9 q I 9 9 j q
L
14-
L. - 2 Ô1 -t,
k 9
a, .a,
q q
-f A,
9
h i = h  + 2
9 9
\
8, *t, 4i 8, *8
9 9V
Ai
8, = P - P ,
q <■.
27T
(33)
The code for the multi-body case begins to get somewhat complex and so it is essential to have a well 
structured code with array indices clearly defined and maintaining a consistent array ordering. It is 
recommended to use custom type declarations and group the objects into bodies and panels each with 
their own attributes. Extra care must be taken when creating the influence matrix in (31), in particular 
with the Kutta condition rows and also the construction of the blocks (i.e. taking care to check for the case 
of panel self-influence only when p=q AND i=J). It is very easy for silly indexing errors to crop up at this 
point and so a thorough debugging must be carried out, manually and visually checking each step of the 
procedure.
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Extension of the Method to Unsteady Conditions
The panel method can actually be easily extended to incorporate unsteady motions such as a changing 
freestream or relative motion of the body in the fluid. There are three main alterations to the steady solver 
that must be implemented
1. Modification of the kinematic boundary condition to include relative motions of the body
2. Modification of the pressure coefficient equation to incorporate the unsteady Bernoulli equation
3. Implementation of an unsteady wake model
Modification 3 is the most significant in terms of extra computation and coding. The computation cost 
will obviously increase since the matrix equation must be re-solved at each time step with the new 
boundary conditions. The simplest wake model uses point vortices that are shed at the trailing edge 
whenever there is a change in total circulation over the body. The strength of the shed vortex at each time 
step is such that the total change in circulation over all time is zero -  thereby satisfying Helmholtz’s third 
theorem that an initially irrotational inviscid fluid remains irrotational in the absence of external rotational 
forces, and also Kelvin’s circulation theorem that for an inviscid (barotropic) fluid the circulation around 
a closed contour (that may grow to continue to enclose the same fluid elements) moving with the fluid 
remains constant over time. Furthermore, the shed vortices do not decay in time. Perhaps the only 
questionable feature of the unsteady panel method is the instantaneous application of the Kutta condition 
at the trailing edge. In reality the stagnation point may transiently move around the trailing edge during 
particularly high accelerations that result in large instantaneous angles of attack. Thus the unsteadiness 
should be limited to “reasonable” levels such that would occur in situations where viscous effects and 
trailing edge separation would not be encountered in reality.
Modification 1:
Equation (13) is now modified to include the relative velocity and rotation of the body. For panel i the 
Neumann boundary condition becomes
m—\
Uoo -  Vbody -  X R . n . - F .  = 0 (34)
where R is the vector from some point on the rotation axis to the panel control point, and V^  ^ is a
transpiration velocity allowing for blowing / sucking at the panel surface. It is understood that all of the 
terms that appear in this equation can be functions of time and so this boundary condition must be re­
computed at each successive time step.
Modification 2:
The unsteady incompressible Bernoulli equation is
Poo + “ P o o ^ o (35)
where ÿ denotes the total potential (sum of all panel influences). Using this equation, the pressure 
coefficient equation (18) applied at any point in space becomes
u-u 2 d
U U j  dt
(36)
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At the control point of panel /, the pressure coefficient is
2 d
c „  =  i -
u„ 1
u U J at
(37)
where U^ . is evaluated using equation (20). Fortunately a simple relationship exists between the time rate
of change of panel surface perturbation potential and the panel circulation. This relationship is derived in 
Appendix G and is repeated below. Here F. is the circulation of the z* panel obtained by integrating the 
strength equation as given in (3) over the length of the panel (result also given in Appendix G)
The forces can be calculated using the same equations as for the steady-state case but with the modified 
pressure coefficients. The meaning of in the unsteady case required some clarification since it may be
the case that the freestream speed is zero. The choice is in fact somewhat arbitrary depending on the 
configuration. What is important is that the definition is maintained consistently. The most general choice 
that takes into consideration the freestream, body velocity and rotation is just to use the relative velocity 
vector as it appears in the right-hand-side vector. This means that each panel has its own reference 
velocity that may also change in time and therefore must be stored at each time step
M /i = Uc» - f t x R , (39)
Modification 3:
The objective here is to find out the change in total bound circulation over the time step, create a new 
point vortex at some fraction of the location of the trailing edge at the previous time step and the location 
of the previously shed vortex with strength that enforces the Kelvin condition. This new point vortex 
(along with all previous ones) is then advected with the flow field using a simple first order Euler 
stepping technique. Additionally, these point vortices will affect the flow field around the body and so 
their induced velocities must be taken into account in the boundary conditions.
The Kelvin condition states that the total circulation in a region enclosing the body and wake is conserved
DT-  =  0 (40)
In discretised form this becomes
r ( z ) - r ( ? - A z ) + x  =  o (41)
Thus the strength of the new point vortex created at time t must be
x W  = - (r ( / ) -r (z -A z))  (42)
In this manner, the Kelvin condition is satisfied at each time step without having to consider the strengths
of all the previously shed vortices. The total bound circulation is obtained by summing the integrals of
each panel circulation distribution, i.e.
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f=0 /=0
w - 1  1 m - l  1 m - \
r  =  1„ds - ^ ( 7, +  7,+i )L, = -  7o4 +  Z^T'i (4-1 +  4  ) +
/=1
(43)
The point vortex is placed at some fraction A of the way between the trailing edge at the current time 
step and the position of the previously shed point vortex. The optimum value of A is to be determined by 
experimentation
Pvt — T^E (0 +  (Pvt-1 “  PjE )) (44)
Note that at the first time step there is no previous vortex therefore the best course of action is to create a 
point P^ _j that is located in the direction of the trailing edge bisector with distance from the trailing edge
equal to the projection of the vector (O) — P ^ (A/) onto the trailing edge bisector vector. To illustrate:
v - l
(45)
The boundary condition given in equation (34) must be further modified to include the influence of 
the M — l previously shed point vortices and the newly shed vortex m as follows
m—l M—l
Uoo -  ^body -  n  X R,. +  ^  Uv;,w +
J = 0 k=0
(46)
where the velocity induced by the point vortex on the control point of panel i is obtained from 
simplification of (5)
Uva =
7vi 1
(47)
**a ~  P f Pvt
This extra induced velocity can be explicitly included in the boundary condition equation (46) as follows
m - l  M-l
( U o o  -  V , . , ,  - X R , ) •  f l ,  - K ,  +  " A ,  + E
/=0 t=0
7.(
^  27t r ,.j * r ,.i
(48)
Since the strengths of the previously shed vortices in known and fixed, only the equation involving the 
strength of the newly shed point vortex needs to be included in the matrix of influence coefficients, with 
the others being grouped in the right-hand-side column vector. If a base-zero dynamic array is used to
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store the wake vortices, then the newly shed vortex will always occupy the n — index, with all previous 
indices containing the previously shed vortices with now known strength. The equation for the unsteady 
problem is therefore, for panel i (i.e. row i of the matrix equation)
m —\
y=o
n, 7v„-i
i-o 27t r,.,
(49)
With the addition of the Kelvin condition given by equation (42) (and (43) to evaluate the bound 
circulation) to provide the equation for the new unknown wake vortex strength, the system is now 
completely specified and can be written in matrix form. Since the resulting influence coefficient matrix 
involves only the addition of an extra row and column to the steady state solution (17), let the steady-state 
influence coefficient matrix and panel strength vector be denoted by [A] and [y] respectively, thereby 
giving
/  \
V  •  r^0,M-1 ^0,M-1
r •  1*
[A] ! [ y 1
V  •  tM—2,M—l m —2
r •  r
m- 2 , m-1  m- 2 , m-1
1* • tM—l,M—l M—l
1* •  1*
M—l,M—l M—l,M—l
0
L q K - 2 + K - \  ^ m-1  2 1  VM-l,
-R H S
where the right-hand-side vector is given by
^0 “ (Uoo -  b^ody - ^ 7 ' v
RHS =
n —2
E^=0
m—2
body
m—2
m —2 , k  m —2
k = 0
V  # r
m —2 , k  m —2 , k
=^0
(50)
(51)
2T'(r-Ar)
The zero exists in the penultimate row of the influence coefficient matrix because the newly shed wake 
vortex (and also all previous ones) have no effect on the Kutta condition due to their spatial separation 
from the trailing edge point. Note that the Kelvin condition (last row) has been multiplied through by two.
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Furthermore, when computing the velocity vector the new point vortices make an additional contribution. 
This requires a modification of equation (28) to include the point vortices by superposition
M — l  M— l
u ( P ) = u „ + E U v . , + E u . .
/ = 0  k = Q
(52)
M — l  M— lu. +E(7'F. +7’h,G,) + ^ 7'v.H,
where
/ = 0  k = Q
(53)
n = P - P v *
êj and are orthonormal basis unit vectors. For convenience these can be chosen to be the Cartesian
direction vectors (although there is nothing wrong with selecting a panel’s orthonormal basis, the fact that 
the point vortices have no connection to the panels would make this seem somewhat odd).
The last event before the next time step begins involves advecting the point vortices in the newly 
computed velocity field. Using a first order explicit Euler stepping scheme this is achieved for point 
vortex k  as follows
Pv. {t + A t)  =  P,. (?) +  u (p ,,  (?)) A? (54)
where the summation over k in equation (52) excludes the point vortex undergoing advection (a point 
vortex does not self-advect, and an attempt to compute such a velocity would result in a singularity, c.f.
(53) with =  0)
At this stage, the body is moved as required and the entire procedure is repeated. To summarise
1. Step body and external flow motion in time
2. Add a new point vortex at some fi*action of the distance between the current and previous trailing 
edge position
3. Compute unsteady boundary conditions (51) and then solve (50) for the body panel strengths and 
newly shed vortex strength
4. Compute pressures and loads as desired
5. Advect point vortices with the fluid using (54) and (52)
6. Return to step 1 until desired elapsed time
The unsteady method can be extended to a multi-body problem by a similar modification of each of the 
block matrices comprising the matrix equation (31). The Kelvin condition row is only included in the
diagonal block matrices (similar to the Kutta condition), and is otherwise a row of zeros. Each body sheds
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its own wake vortices and the newly shed vortices have their strengths placed directly after their 
respective body strength column vector that make up the vector of unknowns.
An Improvement to the Wake Model using Constant Strength Vortex Panels
Using constant strength panels for the wake immediately removes any ambiguity associated with where 
exactly to place the newly shed point vortex (recall equation (54)). With a panel, the end points can 
simply be placed at the current trailing edge position and at the free end point of the previously shed 
panel. This naturally guarantees a piecewise-continuous surface of discontinuity -  a more true 
representation of the wake at very high Reynolds number. The only disadvantage of using panels is, of 
course, the added complexity and computational load. The structure of the unsteady solver is unchanged, 
only the induced velocity equations need to be upgraded to those of a constant strength vortex panel. The 
master equation for panel /, (49) now takes the form
m —l n —2
WAKE
v p k  
jt=o JVAKE
•n.. (55)
The velocity induced by the A:* constant strength vortex panel at some point P in space can be obtained 
from the linearly varying strength equations (9) and (10) by setting 7 j =  7  ^ and simplifying
Uv p k  ' y  v p k
WAKE
H,
= -s g n (ô ,  - n j t a n  '
' J v p k
I tt
~{^k
t .  - - I n
4 (4 - 2 (0 , - t , ) )
14-------^ ^
5* "5*
a* (56)
Since the wake panel is in contact with the trailing edge point, its strength must be included in the Kutta 
condition equation. If the wake panel is constructed with its normal vector pointing in the direction of the 
upper surface of the body by having its connected to the trailing edge and its Pj connected to the end
point of the previous shed panel, then by inspection of Figure 2 this newly shed constant strength wake 
panel will induce an extra velocity that acts to additively augment the Kutta condition as illustrated in 
Figure 6 . This is shown below
77—1tm
I n —I
t m
U , 0
^  v p  n—1 
WAKE
Figure 7: Illustration of the Kutta condition with the wake vortex panel in place
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U/m +  U,o +  ^
WAKE
1 t E = 1 q + l m  + 7 v p « - l  = 0 (57)
- I m  —  “ ( T o  + 7 v p « - l )
This effect must be included in the Kutta condition row in the matrix of influence coefficients.
The Kelvin condition remains the same but with the point vortex wake circulation replaced by the wake 
panel circulation
(58)
where
h n - X
r  =
v p n —\ 7 v p « - l  ^  —  7 v p « - l - ^ 0 « - l (59)
where is the initial length of the newly shed vortex panel. This emphasis on ‘initial’ length is in
anticipation of enforcing conservation of circulation when the panel comer points are advected by the 
local flow field in such a way that the panel may become stretched or contracted. This is dealt with 
further on.
The master matrix equation can now be written as follows
[A]
"A,
* ^ w-2
1
^A-1
[y]
7  v p n - \
- R H S (60)
where is of the same form as in equation (56) but now with 0^^  =  The right-hand-side
vector is now written as follows
23
RHS =
Ko ~
K :~
n —2
U o o  -  ^body - ^ X R o
k = 0  WAKE )
n—2
Uoo -  ^body -  n  X R  +  ^
k = 0  WAKE )
n.
n,
V -n m —2
V , -n m —\
n—2
U o o  -  Vbody -  ^  ^  R « - 2  +  XI ^ v p m - 2 , k
k=Q  WAKE
n—2
Uoo -  Vbody -  ^  ^ R,» 1 + Yl^Wm-\,k
t= 0  WAKE )
0
nm —2
•n m—\
(61)
2 T '{ t - A t)
Likewise j is of the same form as in equation (56) but with 8,  ^ =  P^ , -P „ j  (i.e. it is the velocity
WAKE 
•thinduced at the i panel control point by the lê wake panel).
The net velocity induced at any point P in space is still given by equation (52) but now with obtained
from equation (56). In the advection step, each panel comer point Pj is advected by the induced velocity
contributions of the body and all other wake panels. However since P^  of the newly shed panel is
attached to the trailing edge, a singular point, it is only advected by the other wake panels. Since there is a 
stagnation point at the trailing edge (for a finite angle trailing edge, which all panelled bodies will 
ultimately be in practice), the contribution from the body is actually zero anyway. The final stage is to 
patch together all the panels, maintaining their connectivity by having P^  ^ =  P,^ ,^ (recall index 0 is the
first wake panel and index « — 1 is the newly shed wake panel). This reduces the computation by a half 
(i.e. instead of advecting the connected points twice). The last point Pg^ _^  at the body trailing edge is 
dealt with separately.
The last thing to consider with the vortex panel wake is the conservation of circulation when the length of 
a panel is changed during advection of its end points. The conservation statement for the entire wake is
n—\ n—\
(62)
k = 0 k = 0
This global condition can be satisfied by individual enforcement. After advecting the vortex panel comer 
points, loop through the panels applying the following re-scaling of the panel strength
for A: =  0 to M — 1:
(63)
Altematively, if the initial strength and length were stored, the above may be carried out as follows
L
7 t = 7
This latter approach will incur less tmncation error. 
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'Ok
Ok
h{t )
(64)
The step-by-step summary of this improved method can now be given. Note the extra penultimate step.
1. Step body and external flow motion in time
2. Add a new constant strength vortex panel with one end point located at the trailing edge and the 
other at the free end of the previously shed vortex panel
3. Compute unsteady boundary conditions (61) and then solve (60) for the body panel strengths and 
newly shed vortex panel strength
4. Compute pressures and loads as desired
5. Advect comer points of wake vortex panels with the fluid using (54) and (52) (in conjunction with 
(56))
6. Enforce conservation of circulation for all the wake panels using equation (64)
7. Retum to step 1 until desired elapsed time
A Further Improvement to the Wake Model using Linearly Varying Strength 
Vortex Panels
The final improvement to the wake model involves the use of linearly varying strength vortex panels. 
Once again, the essential features of the model are unchanged, only the induced velocity equation is 
altered. However there will now be an extra row and column in the matrix equation since the linearly 
varying vortex panel strength is specified by two circulation values, one at each of its end points. The 
Kutta condition row will need to include only the strength at the panel comer point in contact with the
trailing edge and not the other edge strength. The Kelvin condition will also need to include the extra 
panel comer strength (naturally done during the integration of the circulation). The motivation for this 
improvement is to have not just a geometrically piecewise wake but one that is also piecewise continuous 
in circulation, thereby removing the jumps is circulation that occurred at the joints of the constant strength 
wake panels. The expense here is primarily extra computational effort.
The master equation for panel i is the same as equation (55) but now with the induced velocity equation 
for the linearly varying panel strength (9) replacing (56).
With the newly shed wake panel starting comer point located at the trailing edge, the Kutta condition 
is now given by
+ U , o  +U^p„-1 =  0
WAKE
I tE ~  7o “b 7m +  7ovp«-l ~  ^
•'•7m =  ~ ( 7 o  + 7 o v p « - l )
where, to be clear, 7ovp„_i is the strength at P^  on the newly shed panel and 7i^ „^_i is the strength at Pj 
on the newly shed panel.
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The Kelvin condition, written out explicitly in order to be absolutely clear how this goes into the matrix is 
now (after being multiplied through by 2 to reduce the number of multiplications by 0.5 on each element)
m—\
7 o  A  + X ^ 7 ' i ( A - l  + A )  +  7 m  A - l  +  7  \ v p n - \  A - 1  +  7  \ v p n - \  A - 1  ~  ~  A / )
------------ ' 2x newly shed wake panel circulation
(66)
i= l_______________________
2x current bound circulation
2x previous 
bound circulation
The conservation of circulation during panel stretching / contraction upon advection of the comer points 
by the local flow must now be done without altering the circulation gradient along the panel (as this will 
alter the normal flux). Thus the integral condition applied individually to each panel is used once again 
but now with each comer strength of the panel in question being scaled equally such that the panel 
circulation is preserved and also such that no jump in strength between panels is created (i.e. preserving 
piecewise-continuity of circulation, the whole purpose of upgrading from the constant strength method!).
n - l   ^ 1
X]e(7' o v p k  +  7 \ v p k ) K  (0 ^  X]%(7oo^ t + 7 \ o v p k ) K k  
k = 0  ^  k = 0  ^
(67)
Applying this individually could result in jumps in strength being created between panels. Thus the 
correction must be applied globally. By considering a wake of at least three panels, explicitly expanding 
the above equation (67) and then substituting in the continuity relationship (69) given below and 
collecting terms allow one to see a pattem and write down the correction as follows
7  \vpQ  7  lOypO
00
h { t )
A t +  A
7  Ovpk 7  OOvpk 
7  lypt+ 1  7  Ovpk
Ot+1
At W +A+1 (0 k = 0...n  — 2 (68)
L,
7  Ovpn—l 7  00 vp n —\
On—\
The last item of business is to specify an equation for the extra row in the matrix equation associated with 
the additional panel comer strength value. This equation is the one that enforces piecewise continuity of 
circulation across the wake panels. Thus the Kelvin condition actually sets the strength of 7'ovp«-i alone
and the strength of 7 % _] is set to equal 7 ovp„-2 » the free-end comer point strength of the previously
shed wake panel. This circulation piecewise-continuity equation is simply
7  lypn—1 7  Ovpn—2 (69)
For the first wake panel, there is no previous panel to match strengths with and so the trailing comer point 
strength can be set equal to, 7 ^ 0  =  0. This is more valid than setting it equal to the other comer point
(thereby initially giving the same result as the constant strength method) since the fluid is initially at rest 
and the strength of the bound circulation is zero. In either case, experimentation showed that the overall 
effect on the wake is negligible, with only the details in the core of the starting vortex being slightly 
altered.
The master matrix equation can now be written 
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F • nm - 2 ,n - \  m - 2 ^ m - 2 , n - l
K - l , n - X  • K - l ^ m - l , n - l  •
1 0
A A + A ■ A/n-2 A^ _i ^ m - \ A-1 A-1
0 0 • • 0  0 0 1
n
[y]
=  RHS (70)
7  Ovpn—\
,7 lypM-1 ^
where the F and G vectors are as given in equation (14). The right-hand-side vector is now
RHS =
Ko ~
K,
n—2
Uoo -  b^ody -  X
k=Q  WAKE )
n—2
Uoo -  ^body -  X R j
k = 0  WAKE )
•n.
n,
Fn m —2
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n - 2
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n—2
Uoo -  ^body “  ^  ^  R«7-1 +  X ]  "^vpm-U
jt=0 WAKE )
0
2r’(/-A?)
7  Ovpn—2
n m—\
(71)
In order to account for the special case of the first wake panel, the entry in the last row is set to zero for 
the first time step, =  0 and then subsequently the value as given above.
The step-by-step solution procedure is the same as with constant strength wake panels but now using the 
equations developed in this section.
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Evaluation -  Steady State
The linearly varying vortex panel method developed in this report was subsequently implemented in 
Visual Basic .NET code. As with any new simulation code, it is necessary to validate it by running test 
cases where the answer is known in advance either from analytical solution or dependable experimental 
data. For the present case, a Van de Vooren aerofoil was used since the geometry is computed analytically 
using conformai transformation. This also allows the surface velocities and surface pressure coefficients 
to be obtained analytically. The test cases can be summarised as follows
1. 15% thickness ratio symmetric Van de Vooren aerofoil with 20° trailing edge angle
a. o; =  0°. Cheek total circulation is zero, check lift coefficient is zero, check pressure 
distribution matches analytical solution
b. a = 5° and a  =  10°. Check pressure distributions match
c. Cheek lift coefficient is close to thin aerofoil theory result Q  =  27ra. It will not be
exactly the same due to the thickness of the aerofoil. Check moment coefficient about 
quarter-chord point is close to zero. Again it will not be exactly zero due to the thickness 
of the aerofoil)
2. Repeat test with 15% thickness ratio symmetric Van de Vooren aerofoil with cusped trailing edge 
For all cases, the aerofoil geometry was approximated by 180 panels.
Case 1: 15% thickness ratio symmetric Van de Vooren aerofoil with 20° trailing edge angle
a)
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Figure 8: o; =  0° comparison with 15% thickness ratio Van de Vooren aerofoil with 20° trailing edge angle
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The total circulation for this case was computed to be -5.283 x 10'^  ^ m^/s which is certainly close enough 
to zero. A similar statement can be made regarding the lift coefficient. There is excellent agreement 
between the panel method and the analytical solution
b)
X alpha = 5° 
o alpha = 10°
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Figure 9: Of =  5°, 10° comparison with 15% thickness ratio Van de Vooren aerofoil with 20° trailing edge angle
Again there is excellent agreement between the analytical and panel method solutions. The slight 
discrepancy at the peak suction position is due to a relatively low panel resolution in the region of rapidly 
changing pressure. Also note that there are no artefacts at the trailing edge, with the pressure smoothly 
rising towards the stagnation point. The panel method returns the pressure coefficient at the panel control 
points, hence the stagnation point itself is not shown because it lies at the end of the trailing edge panel 
rather than the centre.
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Figure 10: Lift and moment coefficient curves as functions of angle of attack for the 15% thickness ratio Van de
Vooren aerofoil with 20° trailing edge angle
For this case, the lift coefficient was computed using both the Kutta-Joukowski theorem (24) and the 
pressure coefficient distribution in order to check the equivalence of both methods. Clearly the two are in 
agreement, with the relative error between them being of the order 0.5%. This discrepancy is attributable 
to panel resolution and the integration scheme used with the pressure distribution method (where the 
trapezoidal rule was used here). The lift-curve slope for the Van de Vooren aerofoil has a higher value 
than the thin aerofoil theory result due to its finite thickness. This was confirmed by analysing aerofoils of 
diminishing thickness ratio which revealed how the lift coefficient indeed tended to the thin aerofoil 
theory result. Furthermore, the moment coefficient taken about the quarter-chord point is nearly zero, 
with very small slope again attributable to the aerofoil’s finite thickness.
Case 2: 15% thickness ratio symmetric Van de Vooren aerofoil with cusped trailing edge
a)
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Figure 11: Q; =  0° comparison with 15% thickness ratio Van de Vooren aerofoil with cusped trailing edge angle
There is very good agreement except for a glitch at the last two stations near the trailing edge. This 
problem is due to the excessively small panels with very small vertical separation right at the trailing edge 
and can be mitigated by actually having fewer panels there. Fortunately this glitch does not affeet the 
smoothness of the surrounding velocity field. Its origin may be traced back to the extremely high 
magnitude of equal and opposite circulation assigned to the shared trailing edge points. Despite this issue, 
the total circulation was computed to be -5.651 x 10'^  ^ m^/s which is again near enough to zero.
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Figure 12: o; =  5°, 10° comparison with 15% thickness ratio Van de Vooren aerofoil with cusped trailing edge
Once again there is exeellent agreement ineluding at the trailing edge where the analytieal solution 
indicates the presence of a stagnation point right on the trailing edge end-point, much like for the finite 
angle trailing edge ease. Although the ideal cusp should not have such a feature, the singular nature of the 
trailing edge point means that this is more a numerical artefact than physical flow feature and can be 
ignored. Furthermore, the tessellation of the surface means that the cusp is imperfect and is in practice a 
finite angle trailing edge with very small included angle. It has no effect on the flow field and force 
calculations anyway.
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Figure 13: Lift and moment coefficient curves as functions of angle of attack for the 15% thickness ratio Van de
Vooren aerofoil with cusped trailing edge
Similar to the case of finite trailing edge angle, the lift and moment coefficients are linear functions of 
angle of attack, but here the moment coefficient has even smaller slope and the lift coefficient also has 
slight lower slope but is still higher than the thin aerofoil theory result.
The results of this section indicate that the code is indeed valid by virtue of being able to very accurately 
reproduce the analytical solutions of a lifting and non-lifting Van de Vooren aerofoil with both finite 
angle and cusped trailing edges -  the latter being notoriously problematic for other types of panel method 
such as source + doublet.
Finally, it is informative to examine the streaklines and pressure coefficient field in the vicinity of the 
aerofoil both with and without the Kutta condition. The streaklines are obtained by advecting a set of 
passive tracer points through the velocity field using a simple first order stepping scheme 
^  +  U (P,,. ) A t with the time step small enough to ensure no noticeable truncation errors in the
plot. In the following figures, pure red represents =  1 and pure blue represents C < — 3. Thus any
region of pure blue encompasses fluid that has velocity magnitude at least twice that of the freestream. 
This clipping was necessary to ‘bring ouf the low pressure regions which would otherwise be dominated 
by a very small area of very negative pressure right near the surface.
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Figure 14: Streaklines for the 15% thickness ratio symmetric Van de Vooren aerofoil with cusped trailing edge at
a  — \ 5 ° . Kutta condition enforced
Figure 15: Streaklines for the 15% thickness ratio symmetric Van de Vooren aerofoil with cusped trailing edge at
Q; =  15°.  Kutta condition not enforced
These images also confirm the smoothness of the flow field in the near vicinity of the aerofoil. Thus the 
linearly varying vortex panel method is not plagued by ripples in velocity near the panel comer points as 
is the constant strength method.
The Kutta condition was “turned off’ by increasing the last entry of the right-hand-side vector in equation 
(17) until the total circulation around the aerofoil was virtually zero (and thereby also bringing the lift 
coefficient to zero). With the Kutta condition enforced, the fluid leaves the trailing edge tangentially, as 
expected. Without the Kutta condition, the rear stagnation point appears on the upper surface and there is 
a very sharp turning of the flow around the trailing edge. In a real, rotational viscous fluid, the associated 
high strain rates cause the formation of the starting vortex which is ultimately responsible for fixing the 
bound circulation strength and bringing the rear stagnation point to the trailing edge.
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The pressure coefficient may be visualised by extending lines normal to each panel with length 
proportional to the pressure coefficient at the panel control point
Figure 16: Visualisation of pressure coefficient over the 15% thickness ratio symmetric Van de Vooren aerofoil with 
cusped trailing edge at a  =  15°.  Blue corresponds to negative gauge pressure and red to positive.
Alternatively, one may view the normal force vectors acting on each panel by multiplying the pressure 
coefficient by the associated panel length (per unit span)
Figure 17: Visualisation of normal force coefficient over the 15% thickness ratio symmetric Van de Vooren aerofoil 
with cusped trailing edge at =  15°.  Blue corresponds to outward directed force and red to inward
From such plots it becomes clear that the upper surface is responsible for the larger fraction of the lift 
force and that the leading edge geometry is important in generating the peak of minimum pressure. Thus 
appendages are slung beneath the wing and leading edges are kept clean and smooth.
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Using this flow solver it is also possible to debunk a frightfully common fallacy in the explanation of lift 
from an aerofoil. This fallacy is known as the ‘equal transit-time fallacy’ which states that the packet of 
fluid divided by the aerofoil must region at the trailing edge. In an attempt to explain how the pressure 
difference is created this fallacy goes on to state that the longer path length over the upper surface means 
that that air must travel faster in order to arrive at the same time at the trailing edge as the air that went 
underneath. A simple animation can prove this to be nonsensical, and two frames from such an animation 
are presented below. There is no division of fluid packets, only cleavage (as is shown by using two 
different colours). It turns out that the air is ‘hurled’ over the top and arrives at the trailing edge 
appreciably ahead of the air that took the underside path. It is unlikely that viscosity and the thin 
boundary layer created by it would change this predominantly inviscid, outer-flow behaviour.
Figure 18: Particles do NOT arrive at the same time at the trailing edge. The particles over the top surface arrive at the
trailing edge first. The top image shows the initial conditions
The images above showing the flow streaklines and particle paths were taken from the stationary 
reference frame. The image below shows what the streaklines would look like to an observer moving with 
the freestream. This is equivalent to subtracting off the freestream component from the calculated velocity
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vector field leaving behind only the flow induced by the aerofoil. This allows one to see what the 
aerofoil-induced flow field looks like in isolation. The following image was created by scattering one 
thousand random passive tracers in the flow field and simulating a long exposure snapshot.
Figure 19: Long exposure snapshot in the moving reference frame revealing the induced flow field in isolation
In the far-field, the picture resembles the induced flow field of a point vortex.
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Evaluation -  Multi-body Case
With the single body case validated, the multi-body code may be validated by carrying out a few ‘reality 
checks’, namely that the zero normal flux boundary condition is satisfied over all the bodies and that the 
Kutta condition is individually satisfied at the trailing edge of each of the bodies. Additionally one should 
check for smoothness of the pressure and circulation distributions.
The following plot shows the field as well as the streaklines for a triple-element configuration with
freestream travelling left to right. As in the previous section, the minimum C was clipped at -3.0 and so
all regions saturated in blue represent at least a doubling of the local flow speed relative to the freestream 
magnitude.
Figure 20: Pressure coefficient field and streaklines for a triple-element test case
It is interesting to observe the particle paths through this configuration, and how much ahead the flow 
over the upper side is compared to the lower side. The convergence and divergence of streaklines in the 
image above hint at the large difference in flowrate between the two sides. Below are a few frames taken 
at various successive times
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Figure 21: Particle paths through a triple-element confîguration, examples at successive times 
In the moving reference, the flow field induced by the aerofoil alone may be visualised.
Figure 22: Long exposure snapshot in the moving reference frame revealing the induced flow field of the triple-element
configuration
Once again, in the far-field the induced flow field is point vortex-like.
With a multi-body configuration, it is possible to set up an image system to examine the effect of a 
ground plane at the line of symmetry on the pressure distribution and lift force (or indeed downforce). 
The example below is for the case of ground effect enhanced downforce
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Figure 23: Image system to simulate the presence of a ground plane at the line of symmetiy
The aerofoil has the same but negated angle of attack as in Figure 14, and the colour scale is the same. 
Thus the region of low pressure can be greatly enhanced in proximity to a ground plane. The Tift’ 
coefficient was augmented in magnitude by a factor of 2.81. Finally, the particle paths for this 
configuration are illustrated below
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Figure 24: Particle paths for the ground effect image system configuration, examples at successive times 
Finally, the particle paths as seen from the moving reference frame
m# m
'/■
' h i
Figure 25: Long exposure snapshot in the moving reference frame revealing the induced flow field of the aerofoil in
ground effect configuration
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Evaluation -  Unsteady Flow
The point vortex wake model, constant strength vortex panel wake model and linearly varying strength 
vortex panel wake model were each implemented in Visual Basic .NET code. The constant strength 
vortex panel wake model was used to tune the A parameter in the point vortex wake model. Recall that 
this parameter controls the fraction of the distance between the current trailing edge position and the 
position of the previously shed vortex at which the newly shed point vortex is to be placed. The methods 
were compared using two simple test cases -  the starting vortex of an impulsively started aerofoil, and the 
wake of an aerofoil undergoing symmetric heaving oscillations while moving at constant horizontal 
speed. In all tests in this section the 180 panel 15% thickness ratio symmetric Van de Vooren aerofoil 
with cusped trailing edge was used. Firstly it is useful to define the non-dimensional time, time step, 
frequency and amplitude as follows
V
A t'
r
c
(72)
/c
V ./
A ’ = ^
c
In the cases examined in this section, the reference speed is either the freestream speed or the translational 
speed of the aerofoil. The non-dimensional frequency used here is the same as the Strouhal number. The 
parameters for the test cases where the different wake models are compared is given below
1. Starting vortex
a  =  15°
Af' =  0.01
U« =  (1 0)
V body = (0 0)
=  (o 0 o)
2. Symmetric heaving
û; =  0°
A f' =  0.002
Uoo =  (0 0)
' ' b o d , = ( - l
n  =  {o 0 0)
v4' =  0.26795
r = 2
A  check was implemented in code to alert whether the instantaneous angle of attack exceeds a specified 
threshold. This was set (somewhat generously) to 15°. This is necessary since the potential flow model 
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cannot predict stall or separation and so it is up to the user to ensure that all motions are within sensible 
limits where the flow remains attached and boundary layer effects are not significant.
The A parameter for the point vortex wake model was manually altered until the wake, under a simple 
visual comparison, appeared to agree best with the higher order methods. It was assumed that if the wakes 
are spatially similar then the same could be said for the resulting aerodynamic forces and moments. The 
optimal value was found to be
A =  0.27 (73)
This value is used in the results for the first two cases. All subsequent cases use the constant strength 
vortex panel wake model as this was found to be the best choice when considering the computational load 
and accuracy trade-off. The only situation where the point vortex model ought to be used outright is 
(other than if maximum computation speed is required) when the aerofoil might have a particular motion 
that means it cuts through its previously shed wake. The point vortices, being discrete entities, naturally 
divide but the vortex panels do not. An algorithm to split the panels upon intersection would be required 
since it is unphysical to have a wake panel intersecting a closed body. This was not implemented here.
It is worth pointing out that the value for A obtained above agrees well with the suggestion given in Katz 
& Plotkin (2001) of it being in the range 0.2 -  0.3, although they positioned the newly shed wake vortex 
at some fraction of the distance between the trailing edge position at the current and previous time steps 
rather than between the current trailing edge position and the position of the previously shed wake vortex. 
The latter was chosen here as this seemed to be more in line with the idea of approximating a continuous 
wake sheet.
Case 1: Starting vortex
The point vortices are coloured red, the constant strength vortex panels have their end point coloured in 
green, and the linearly varying strength vortex panels have their end points coloured in purple. The image 
below shows a snapshot at a time where the aerofoil trailing edge is just visible on the left side. The 
motion was from right to left. A gray line shows the path of the aerofoil trailing edge.
Figure 26: The starting vortex, showing the wake generated by all three wake models
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Near the trailing edge, the wake appears to leave tangentially as it should and there is excellent agreement 
between all three methods. Although this is to be expected since the most significant change in circulation 
occurs at the start only. At the location of the starting vortex where the wake rolls up there is generally 
good agreement between all the methods again. The overall shape is similar between the methods but the 
actual detail of where the points are located is slightly different. The instability just upstream of the roll­
up is caused by numerical truncation due to the use of a simple first order stepping technique. 
Interestingly reducing the time step actually makes the problem worse, with even the linearly varying 
strength method experiencing the same issue. There appears to be an optimum time step rather than a 
continual improvement with ever decreasing step size. This is due to the fact that with a smaller time step, 
the wake points end up being placed closer together resulting in larger induced velocities during the wake 
self-advection step which lead to greater truncation errors. Conversely with too large a time step, the error 
is now simply due to a low resolution approximation of the wake sheet.
Even with this simple test case, it is possible to discover some essential features of unsteady flow by 
examination of the evolution of the pressure distribution, lift, inviscid drag, and moment coefficients. A 
new phenomenon not present in steady flows is the inviscid drag. This is made up of the wake induced 
downwash and the added mass. The wake induced downwash ultimately causes the resultant force vector 
to acquire a small component in the streamwise direction by effectively reducing the effective angle of 
attack, while the added mass accounts for the force on the body generated by the acceleration of fluid in 
the vicinity of the body. The added mass drag is taken into account in the calculation of the pressure 
coefficient with the term involving he time derivative of surface potential. The graphs summarising the 
results for the aerofoil with a = 5° are presented below. The data were obtained from the linearly varying 
strength vortex panel wake model.
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Figure 27: Lift coefficient development over time
The lift coefficient asymptotically approaches the steady state value, reaching 95% of final value after the 
aerofoil has travelled about seventeen chord lengths away from the starting position. This graph shows 
how one should not consider unsteady flows in a quasi-steady manner since it is clear now that the lift 
force is certainly not instantaneously established.
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Figure 28: Inviscid drag coefficient development over time
The inviscid drag comprises the effects of wake-induced downwash and added mass. Here the drag rises 
to some maximum before asymptotically decreasing to some smaller value, namely the drag due to the 
wake-induced downwash alone (since the added mass effect disappears once the bound circulation is 
established and only re-appears if the bound circulation changes, c.f. (38)).
40 6045
- 0.01
- 0.02
-0.03 !
So
-0.04
-0.05
-0.06
-0.07
f
Figure 29: Quarter-chord moment coefficient development over time
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The initially negative moment coefficient about the quarter-chord point reveals that the centre of pressure 
actually begins ahead of the quarter-chord point and asymptotically moves back to (and for thick aerofoils 
a small amount past) that point, almost reaching the steady-state value after about twenty chord lengths of 
travel from the starting point.
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Figure 30: Pressure coefficient against x/c at various times
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Figure 31: Pressure coefficient against y/c at various times
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Referring to Figure 30, the pressure distribution also gradually ‘opens up’ in time, with the very early 
distribution resembling that of an aerofoil without the Kutta condition being enforced at the trailing edge 
(the key feature being the loop at about half the aerofoil chord length where the bottom surface starts to 
generate more suction than the top surface). At the time of maximum inviscid drag, the pressure 
distribution already closely resembles a scaled down version of the steady-state distribution.
Figure 32: Starting vortex showing aerofoil surface force distribution and resultant force vector with breakdown into 
lift and drag components. Blue lines indicate suction and red lines indicate overpressure. Resultant force vector is not
to scale
The above figure shows the surface normal force distribution over the aerofoil and the resultant force 
vector along with its decomposition into lift and inviscid drag components. This snapshot was taken at 
/ ' =  1.8 . The results for this test case qualitatively agree with those given in Katz & Plotkin (2001) for an 
impulsively started inclined flat plate modelled using lumped vortex elements. The agreement is not 
exact, particularly for the drag where the flat plate has no maximum but rather descends from infinity at 
the start. This is likely due again to the thickness of the aerofoil altering the nature of the leading edge 
suction. However the actual values of lift and drag coefficients agree in terms of their order of magnitude.
Case 2: Symmetric heaving
As with the previous case, the point vortices are coloured red, the constant strength vortex panels have 
their end point coloured in green, and the linearly varying strength vortex panels have their end points 
coloured in purple. The image below shows a snapshot at a time where the aerofoil trailing edge is just 
visible on the left side. The motion was from right to left. A gray line shows the path of the aerofoil 
trailing edge.
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Figure 33: The wake for a translating aerofoil undergoing symmetric heave oscillations. The results from all three wake
models are superimposed
There is excellent agreement between all three wake models near the trailing edge and the outline of the 
wake is almost identical for all three models. Once again the main discrepancy lies at the core of the 
vortical structures where indeed the strength of the wake elements is largest and also varying the most. 
The wake resembles a Von-Karman vortex street and is certainly a beautiful form. The snapshot above 
was taken at f' =  2.8. It is informative to examine the development of the lift, drag and moment 
coefficients for this case too
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Figure 34: Time history of lift and drag coefficients along with the heave velocity
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Figure 35: Time history of the moment coefficient along with the heave velocity
The periodic lift force leads the periodic heaving motion by a phase angle of 135°. Since a negative heave 
velocity results in an increased angle of attack, it makes more sense to consider the relative phase with the 
negated heave cycle. This would mean that the lift force lags the negated heave motions by 45°. This is a 
more sensible interpretation since cause must precede effect (causality principle). The drag force appears 
to be a superposition of two periodic functions with twice the frequency of the heave motion. The time- 
averaged drag coefficient is -0.023, the negative value indicating a net thrust over time. Inspection of the 
cycle reveals that it is not always generating thrust, with maximum drag occurring just before the instant 
of zero-crossing of the heave motion. Although the cyclic forces appear to quickly converge to a dynamic 
steady state after only one cycle, there is still a gradual convergence (observe the location of the lift for 
minimum peaks), thus the average lift coefficient is not exactly zero for the presented data but does tend 
to zero after longer elapsed time. The moment coefficient about the quarter-chord point leads the heave 
cycle by 20°, or lags the negated heave cycle by 160°. The time-averaged moment coefficient also tends 
to zero. The peak values approach 0.3 in magnitude. This means that if the wing is connected to a fixed 
body through its quarter chord point, then a heave cycle will substantially increase the cyclic torsional 
loading of the structural joint (for the present case by 3000%). For a free moving body this cyclic torque 
will have to be compensated by other control surfaces and this must be considered in the design. In terms 
of stability, the moment coefficient is positively stable since for example a positive heave velocity is 
associated with a positive (anti-clockwise) moment about the quarter-chord point which, if free, will act 
to reduce the angle of attack and return the wing to its lower position by reducing the lift.
The figure below shows snapshots of the simulation revealing the development of the wake
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Figure 36: Snapshots taken in steps of 0.6 non-dimensional time units to illustrate wake development, case 2 
It is interesting to consider the axes of the shed vortex pairs, which can be viewed as vortex dipoles.
Figure 37: Illustration of shed vortex dipole axes
It is the direction of the arrows that is of interest, rather than their length. Inspection of the developed part 
of the wake reveals that the vertical components of the axes of alternate shed dipoles cancel each other 
out, leaving a component only in the horizontal direction that opposes the direction of the thrust vector. 
Furthermore, the dipole in the process of being formed at the trailing edge has an axis that appears to be 
opposite that of the resultant force vector. Thus the orientation of the wake dipoles is directly related to 
the resultant force acting on the aerofoil at the time of formation. The average orientation of all the dipole 
axes matches the time-averaged direction of the resultant force vector. The dipoles are shed in such a way 
as to satisfy conservation of momentum and Newton’s 3'  ^ law. In effect, the wake geometry encodes the 
history of the unsteady forces acting on the aerofoil. This suggests that manipulation of the orientation
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and strength of the shed wake vortex dipoles is a direct means of controlling the unsteady forces on the 
aerofoil.
Four additional cases shall now be examined. Cases 3 and 4 show combinations of heave, surge and pitch 
motions found by trial and error that result in net lift and thrust over each cycle. Case 5 shows a start-stop 
linear motion and case 6 shows the same motion but in a circular path. In all cases, values were chosen 
such that the instantaneous angle of attack does not exceed ±15°.
Case 3:
=
A / ' =  0.002 
U „ = ( 0  0)
Vbody =  (—1 — 0.5 cos^ (27t • 1.5r ') 0.3 sin (27t • 3t ' 
n  =  (O 0 0.6sin(27T-3C—7T 
Rotation centre at LE
Figure 38: Snapshots taken in steps of 0.45 non-dimensional time units to illustrate wake development, case 3
Despite the different resultant forces generated in this case, the wake appears very similar to that of case 2 
(symmetric heaving). However, inspection of the wake after an extended amount of time reveals how it is 
composed of similarly oriented dipoles that advect themselves downwards
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Figure 39: Illustration of shed vortex dipole axes at t’ = 6.48, case 3
The graphs below summarise the aerofoil unsteady motion cycle as well as the lift, drag and moment 
coefficients.
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Figure 40: Heave, surge and pitch cycles, case 3
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Figure 41; Lift and drag coefficient development, case 3
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Figure 42: Moment coefficient development, case 3
For the lift and moment coeffieients the dynamic steady state takes a lot longer to develop that it did in 
case 2, while the drag coefficient cycle appears to be established almost immediately. The average lift 
coefficient is around 0.22 while the average drag coefficient is actually slightly negative at -0.00045 
indicating a negligibly small net thrust. The amplitude of the fluctuations in moment coefficient is also an
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order of magnitude less than in case 2. Thus this particular driving cycle is a good candidate for lift 
augmentation during steady forward flight, both in terms of drag reduction and low moments.
Case 4:
a  — ( f  
A / ' =  0.002 
0)
Vbody = ( - 1  0.125sin(27r-4?' 
n  =  (O 0 0.25sin(27T* 2/'—7T 
Rotation centre at 0.5c from LE
Figure 43: Snapshots taken in steps of 0.54 non-dimensional time units to illustrate wake development, case 4
This case produces a rather more interesting wake, with strong dipoles shooting off downwards and 
weaker vortex pairs remaining on the trailing edge path line.
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Figure 44: Illustration of shed vortex dipole axes at t’ = 5.4, case 4
The graphs below summarise the aerofoil unsteady motion cycle as well as the lift, drag and moment 
coefficients.
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Figure 45: Heave, surge and pitch cycles, case 4
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Figure 46: Lift and drag coefficient development, case 4
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Figure 47: Moment coefficient development, case 4
The drag and moment eoeffieient dynamie steady states are established within the first few cycles while 
the lift appears to asymptote to its dynamic steady state. Thus, as in the previous case, the unsteady bound 
circulation cycle takes time to be established, and the nature of this process is such that the induced plus 
unsteady drag cycle is not affected. The lift cycle is not as efficient as the previous case, with smaller
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peak value and a minimum very near zero. The moment coefficient oscillations are also of greater 
amplitude. One advantage over the previous cycle is the five times more negative average drag coefficient 
o f -0.0052.
Case 5 -  Periodic Surging Motion:
a  = - \5 °
A / ' =  0.002
u « = ( o  0)
''body =  ( -  (l +  sin ( I tt ■ 2? ')) 0 
i l  =  (0 0 0)
,4r
W
■(C
Figure 48: Snapshots taken in steps of 0.54 non-dimensional time units to illustrate wake development, case 5
In this case of periodic start-stop motion, the wake is made up of consecutive starting and stopping 
vortices. In addition to the wake vortices, the velocity field was also visualised by including 20,000 
passive tracer particles that are advected with the local flow and also show the instantaneous velocity 
vector at their current position. Below are two snapshots showing the instances of peak and zero advance 
speed respectively
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#Figure 49: Snapshot at peak advance speed showing passive tracers, wake vortices and velocity vectors at the location
of the passive tracers, case 5
m .
W
Figure 50: Snapshot at zero advance speed showing passive tracers, wake vortices and velocity vectors at the location of
the passive tracers, case 5
Even when the aerofoil is stationary there is still a circulatory flow around it caused by the strong 
stopping vortex in combination with the zero normal flux boundary condition forcing the flow to go 
around the aerofoil. The lift, drag and moment coefficient cycles are shown below, however sinee the 
coefficients are usually normalised by the instantaneous panel reference velocity magnitude they have 
here been normalised by the peak advance velocity magnitude to prevent division by zero.
58
2.5
2
1.5
1
0.5
0
0 2 3 101 4 5 6 7 98
-0.5
! 
2 I  
0) O)
I -1
t CL CDi  surge
Figure 51: Lift and drag coefficient development, case 5
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Figure 52: Moment coefficient development, case 5
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The lift and drag coefficients take some time to reach its dynamic steady state, with peak values of lift 
coefficient reaching about 2.5. Due to the different normalisation, these values should not be compared 
with the previous eases. The cost of a high peak lift coefficient is a relatively high peak drag coefficient 
reaching around 0.08.
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Case 6 -  Periodic Surging Motion on a Circular Path:
a  =  0°
A / ' =  0.005 
0)
b^ody —
n  =  (o 0 0.257t(1 —cos(27r-1.5f')) 
Rotation centre at (0.5c — 1.865c)
Figure 53: Snapshots taken in steps of 0.65 non-dimensional time units to illustrate wake development, case 6
The rotation centre was chosen such that the angle of attack during rotation was 15°. The wake is now 
made up of consecutive starting and stopping vortices placed around a circular path. The resultant force 
vector always points into the interior of the circle. Finally, 50,000 passive tracer particles were added to 
the flow field to reveal the velocity vectors. The snapshot below shows the result at the point were the 
aerofoil has done one complete orbit. Notice the lack of particles at the top of the image. This has 
occurred since all the particles in that region were drawn into orbit around the initial starting vortex.
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Figure 54: Snapshot after one complete orbit showing passive tracers, wake vortices and velocity vectors at the location
of the passive tracers, case 6
Here ends the evaluation of the unsteady code. Since the potential flow cannot incorporate the 
phenomenon of flow separation, all the test cases were of limited motion amplitude sueh that the 
instantaneous absolute angle of attacked did not exceed 15°. This was a somewhat arbitrary ehoiee made 
under the assumption that no flow separation or significant thickening of the boundary layer will occur 
below this angle. In reality this may be considered a rather liberal criterion for flow separation, especially 
considering the potentially large instantaneous adverse pressure gradients that may develop during certain 
kinds of unsteady motion.
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Appendix A -  Step-by-step Evaluation of Point Vortex Induced 
Velocity Vector Equation
In order to obtain the induced velocity vector, the following vector calculus identities come in handy
V(A*B) =  (A*V)B +  (B-V)A +  Ax(VxB)  +  Bx(VxA)
V {ah) = aVb  +  b\/a
In the present case, the coordinate and direction vectors are curl-free and so the first of the above 
simplifies to
V(A-B) =  (A*V)B +  (B«V)A 
Firstly, applying the chain rule on the gradient of the potential function gives
- ^ ta n “  ^
I tt
0-n %
27T
1+
\ 2
v |ô » n ( ô * t - i )  ‘
where
Each of the gradient operations are carried out step-by-step below 
V(ô*n) =  (ô*V)n +  (n*V)ô
9nA [96.
dx dy +
dx dy
k j 96,
dx ^  j  ^ dx 9 y ,
/ \ n
y)
dx dx
dx dy
'0 o'
+ dx dy
1 0^ '”x
0 0, k j 0 1. ”y.
=  n
V(ô-n)  =  n
Using the previous result
62
V ô - t - 5  =
v ( ô * t - i )  =  v ( ô * t ) - ^  =  (ô * v ) t  +  ( t* v )ô  =  t
(ô»t —
So
Finally, putting these results together
U 7, 1
2îr f s - i i
(S*n) {
t  — s
n
—5 ) + (ô * n y
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Appendix B -  Step-by-step Evaluation of Panei Potential Integrals
Using tables of standard integrals (Dwight 1961), the objective is to first transform the integrals into 
standard forms that can be found in the tables.
f 0 -n  )tan ^ ds ( 7 i - 7 o )
2tïL
f 0 -n  )5 tan ^
,0 - 1 — 5,
ds
In tegral 1:
Make the substitution
0-n
^ • t  — S 
0 -n
ds ô -n
With this new variable, the limits of integration become
0 -n
ô - t
ô -n
ô - t - L
The integral is consequently transformed to the following standard form and solution
0 - n J ^ t a n " '  { X ) d X  =  -6> n  X a n " '( X )  +  | l n 1 1
=  - 0 - n  tan * ( X ,  ) H—  In
X ,  2
— tan ^(Xo) +  - ln 1 +
=  0 -n
0 -n
fô-n l 0 - t - Z
8 - t 0 -n
tan-1 0-n 1 ,---- In
[ô - î - l J 2 Ô-Ô
where the orthogonality of t and n has been used to obtain the simplification (s - 1) +  (ô - n)  ^ =  ô - ô
It is imperative that the standard ATAN2 function be used to evaluate the inverse tangent funetions (it is 
explicitly stated in Dwight (1961) that the inverse tangents in the integrand are between — tt/ 2 and 
+  7t/2 ).
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Intesral 2:
Using the same substitution as in Integral 1, this integral can be split into two integrals
ô - t
Ô A \-n  1
X r X ,
X
t a n - ' ( X ) ^ Æ r  =  (ô*t)(ô*n) f X t a n " ' (X )c ff - (ô * iî) ' \ - ^ t m - ' { X ) d X  
X  J X  J XX. Xn
Integral 3 is identical to Integral 1 with a factor of (ô - 1 j ahead of it. Integral 4 is already in standard 
form and has the following solution
J ^ t a n - '( X ) Æ T  =  ^ ^
0^
(ô -n y
1+
2
(ô -iiy
1
X.
tan"' (X) +  ^  
tan-' ( X j  +  - j
^0%
tan '(X o) +  -—
X„
1 + 0 - t - L
0 - n
tan-1 1+
ô - t
2'
tan ' [ô -n l L
i ô - t - z j ô - n ô - t ô - n
It is now possible to finally write the equation for the potential of a linearly varying vortex strength panel 
of arbitrary orientation
(7 i~7o)
2ttL
I, _ 4
2tt L L 27T L ' L
fô -n/j = (ô - t ) t a n  ' ---- - —( ô - t  —Ljtan '
( ô - t  J
/  ^ A \Ô-n (Ô*n)
i ô - t - z j 2
In
ô - ô  +  z ( z , - 2 ( ô - t
| ô - ô +  z (l  —2(ô-t) jj tan  ' ”------ (ô-ô)tan '
, ô - t  —Z,
ô -n"
l ô - t j
Ô - Ô
- Z ( ô - n )
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Appendix C -  Step-by-step Evaluation of Panel Induced Velocity 
Vector Integrals
Continuing on from the equation in the main text, now substituting in the linearly varying vortex strength 
equation and separating out the components
Ln
+ n ^
lir
( ô - t  —5 ) + ( ô - n )  
( ô - t  —5 )
( ô - t - 5 ) +(ô-n)^
ds + n
■ds —
7i - 7 o  
IttL
^ \ 7i~7o 
2ttL ( ô - t  — +( ô - n y
■ds
(ô - t  —5 ),
( ô - t  —5 ) + { d » n f
ds
Further splitting apart the expressions
U , - î ( 8 . S ) i
(ô - t  — + ( ô - n y
■<is —t(ô -n ) 7 i - 7 o
2'kL (ô - t  —5 ) +(ô-n)^
ds
+ n ( ô « t ) ^
 ^  ^27T
—n
27T
(ô - t  —5 ) + ( ô - n y
ds — n
+  n (ô - t ) 7 i~ 7 o
2'kL
L
n
(ô - t  — +( ô- n) '
7 i - 7 o
2kL (ô - t  —5 ) +(ô-n)^
( ô - t  —j") + (ô - n ) '
■ds
■ds
Collecting terms and expanding the denominators of the integrands finally gives the result in terms of 
three different integrals in standard form
U v.= ^ ( ô * n ) t  +  ^ ( ô * t ) n2-k  ^ ’ >
h .
2k - 2 ( ô - t j 5  +  (ô-t )  + ( ô - n )
■ds
+ 7 i - 7 o
2kL
( 8 - n ) t +  Tj—
\ > OnrJ \ J 0/rr2kL
To
2k s^ —2{d* t)s+  (d»t) + (ô-n)^
ds
—n 7 i - 7 o
2k L /  —2(ô- t j5  +  (ô-t )  +(ô-n)^
■ds
The first two integrals can be solved using substitutions and the third integral by parts, however for the 
sake of brevity the results given in Dwight (1961) shall be used straight away since these integrals are
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already in standard form. All inverse tangents must be evaluated using the standard ATAN2 function to 
ensure the correct quadrant is used.
Integral 1:
J dsas^ +bs-\rc yl4ac — b tan-1 2as -f- b^^Aac — Ÿ  ,
ds
ô -n
tan-1
ô -n
\ \
+  tan -1
ô-n
No consideration needs to be given to the sign of the argument of the square root in this case since the 
nature of the terms ensures that the sign is always positive. Using the following inverse trigonometric 
identity, the inverse tangents can be combined
giving
tan ' i t  tan  ^B = tan ' A ± B
{ \ t a b ]
|ô-n
tan-1
0 - n Z
(ô - n)^ — (z — (ô - t)jô - 1
Integral 2:
J ■ds = — Inas “t  bs “t  c 2a as^ -A-bs + c r 12a J as “t  bs -t c■ds
Ln
/ - 2 ( ô - t j 5  +  n ô - t )  + ( ô - n )
■ds = —Inv2\ 2
z ( z - 2 ( ô - t ) )
(ô-t) + (ô -n y
+  (ô *Î)A
Integral 3:
f as “t  bs “t  c a a j d s  r  — ------------ dsas +05 +  C a J  as -\-bs-\-c
h  =
- 2 ( ô - t ) ^  +  f(ô-t) + ( ô - n )
J^ =  Z +  2 ( ô - t ) 7 2 - ( ( ô - t ) ' + ( ô - n ) ' j / i
Finally, after using the orthogonality of t and n to obtain the simplification (ô- t )  +  (ô - n)^ =  ô - ô , all 
the results can be put together
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—— (ô*n)t + — (ô-t)n
I tt h  +
7 i - 7 o
2kL
(ô-n)t  + 7 i - 7 o / g . A _ 7 ^
 ^ ’ 2k2k L
n
/ /
7o_
2k
lo_
2k
(ô • t) /jii — (ô • n) /jt — I^n  +  --/^t — ---;■—/^n +
L
( ô - n ) t +  (ô-tj/j
L L L
n +  ^ —(-(ô*n) /2 t  +  ((ô-t)/2 - ^ ) n )
ô-n
■tan-1
|ô*n|L
=  — In 1 
2
X(z,-2(8*t))
8«8
I,  = X  +  2 (8 -Î ) /2 - (8*8)7,
+  (8*t)/,
The equation was expressed in terms of faetors of the panel end-point vorticity strengths since this 
simplifies the construction of the influence coefficient matrix later on.
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Appendix D -  Derivation of the Panei Surface Tangential Velocity 
Component Equation
Consider an isolated panel as in Figure 1 with the point P lying somewhere on the surface. The velocity 
at the surface is entirely tangential to the surface due to the zero normal flux boundary condition. The net 
tangential velocity component is given by the tangential component of the superposition of the ffeestream 
and panel-induced velocity ( U ^ , equation (9))
c ^ , = K + u ^ ) * t
To
2tt  ^ ’ ' 2ttL
(ô.n)7,
Many terms disappear due to the fact that n • t =  0. Now substituting in the integrals of equation (10)
7o (ô-n)
I k ô -n
Ti-To
tan-1
0 - n Z
2ttL
- (S -n ) ln
Ô - Ô
+ tan-1
0 - n Z
ô - ô - ( ô - t ) x
Exactly on the panel surface ô -n  =  0 which poses a 0 / 0  problem. The equation must be taken in the 
limit as ô-n  approaches zero. Sinee this limit can be approached from either side of zero, care must be 
taken with the signs. Firstly, observe that
8-n^ O |§ • n|
The positive sign is used when approaching zero from the positive side, and viee-versa. Next, consider the 
inverse tangent function. On the panel surface P =  Fq +  giving ô =  P — Pq =  . The inverse tangent
now takes the form
tan-1
0 - n Z
s {s - L )
Since s is in the range 0...L  then the denominator of the argument is always negative (except at the panel 
comer points where the solution is singular). This means that the argument always lies in quadrant two 
and the inverse tangent should return a value between t t / 2  and t t  (the angles occupied by points lying in 
quadrant two, between the positive y  axis and the negative % axis). Therefore the correct value to be 
returned when ô - n =  0 is not 0 but t t
lim tan-1
ô-n—»0
| 5 -n | i
=  7T
69
Note that the sign of t t  does not depend on the way the limit is approached. The last appearance of ô • n 
as a factor ahead of the logarithm can simply be set to zero, eliminating the logarithm term altogether. 
Finally the result is
^tsfc -  Uoo " t - -
1
L
There exists a jump in tangential velocity through the panel surface equal to the circulation strength at the 
point of crossing. Since the value on the outer surface is of interest, positive sign is selected giving
Is
This most elegant result states that the tangential veloeity component at some point on the surface of the 
panel is simply equal to the tangential component of the freestream veloeity minus half the circulation 
strength at that point on the panel. Note that if circulation was defined as clockwise positive then the sign 
would be reversed.
At the panel control point, s = L l2 and the tangential velocity component is
= u „ * t 7 o + 7 i
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Appendix E -  Derivation of the Panei Surface Normal Velocity 
Component Equation
As in the previous section, consider an isolated panel as in Figure 1 with the point P lying somewhere on 
the surfaee. Although the net normal velocity at the surface is zero by virtue of the enforced Neumann 
boundary condition, the self-induced normal velocity component is generally non-zero (except where the 
freestream is exactly tangential to the panel surface). The net normal velocity component is given by the 
normal component of the superposition of the freestream and panel-induced velocity ( , equation (9))
t ^ „ = ( U „ + U , , ) . n
Now substituting in the integrals of equation (10)
i ( x - 2 ( ô - t
7 i ~7o
I ttL
14-
Ô - Ô
Ti-To
27tL
( ô - t ) h n
Ô-Ô
4- Z — Ô • n tan-1
|ô * n |i
Exactly on the panel surface ô • n =  0, which, unlike in the case of the tangential velocity component, 
does not pose a 0 / 0 problem here. No limits need to be taken and ô -n  can be set to zero to eliminate the 
inverse tangent term. On the panel surface P =  P^  -F giving ô =  P — Pq =  . Substituting this into the
above gives
n s f c ^ I n f - - i l X - 7o ^ I n2k U  J 2k L U  J
At the panel control point, s = L j2 and the above reduces to the following
X - T o
2k
This elegant result reveals that a normal velocity is only present at the control point if there is a gradient 
of circulation strength along the panel. In order to cause an outwardly directed ‘blowing’ this gradient 
must be negative in the direction of the panel tangent direction, and vice-versa.
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Appendix F -  The Special Case of i = j in the Evaluation of the 
Matrix of Influence Coefficients
With the formulation of the equation in terms of the vector array variables F, G and 7 ' rather than 7 , the 
results of the previous two sections can be combined to give expressions for F and G in the special case of 
i =  j  which represents the panel self-influence and makes up the diagonal elements of the matrix. The
nature of the panel self-influence is such that the resulting matrix is diagonally dominant and therefore
non-singular (and thus invertible).
The results from the previous two sections can be written as follows
^  7 /  +  7/+1 ^ 7 f+ i -  l i  ^
27T
=  - ^ (7',• +  7 'i+i) t,- - ( 7 'i+i- 7 ' , ) “ i
Recalling that terms involving 7 '. modulate the F vector and that terms involving 7  modulate the G 
vector, then
^ i s e l f  —  7 '/ + 7 ' m
=  7 i +  7 /+i  1. — n2 '
therefore by inspection
F,, +  n,.
G, i = - - { f — A2 '
This is the result used in equation (14) in the main text.
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Appendix G -  Relationship between Panel Circulation and Change 
in Perturbation Potential
When computing surface pressures using the unsteady Bernoulli equation, a term involving the time rate 
of change of perturbation potential must be evaluated. In this section a remarkably simple expression is 
developed linking the time rate of change of perturbation potential to the time rate of change of the panel 
circulation.
Consider the velocity vector an infinitesimal distance above the panel (on the outer side). Due to the 
Neumann boundary condition this vector must be tangential to the panel (although this is only exactly 
satisfied at the control point)
—
-►t
The perturbation potential on the panel’s outer (+) surface is, fi-om the definition of the velocity vector 
U =  V(^,
L
J
Now, the relationship for the velocity vector right on the panel surface as derived in Appendix D but 
without the freestream term (recall that the perturbation potential is required, not the total potential) is 
given below for the outer surface
I s
Thus
- ^ d s r
2
The outer surface perturbation potential is equal to half the negated panel circulation. The negation arises 
due to the anti-clockwise positive convention for circulation used in this work. For a linearly varying 
vortex panel, the circulation is given by
r  =  ^(7o + 7 i ) i
The relationship between the time rate of change of outer surface perturbation potential and the panel 
circulation follows immediately
d t 2 &
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In practice this can be approximated to first order using a backward derivative stencil
dt 2 A/
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Appendix H -  Proof of Kelvin’s Circuiation Theorem
Lord Kelvin’s Circulation Theorem of 1869 states that the total circulation around a closed contour that is 
a fluid line remains constant for all time in the absence of external rotational forces. Mathematically this 
law of conservation of angular momentum can be expressed most elegantly as
DT
Dt
0
A fluid line is one that is force-free and is advected with the local flow, therefore always containing the 
same fluid elements which one may consider to be ‘tagged’ by this contour. This theorem applies 
specifically to an inviscid, barotropic fluid but the derivation given here will reveal its fully general form.
Starting with the definition of circulation
r  =  () U • Jr
the material derivative is, after application of the product rule
DT
Dt Dt Dt
The fluid acceleration is given by the Navier-Stokes equation, here written for a fluid with arbitrary 
deviatoric viscous stress tensor t  and external body force per unit mass (i.e. acceleration)
au | -(U*V)U =  - - V P  +  - t v * T  +  :
dt  ^ '  p p
Now using the definition of the material derivative
)
Dt dt
the Navier-Stokes equation becomes
—  =  - - V P  +  - V * T  +  a^
Dt p p
This can be directly substituted into the material derivative of the circulation to give
DT
Dt
\ 1 rv 1 ^() — VP + — V'T-t-Rg •dr  -h ()
I p P ]
Ddr
~dT
The two integrals are now dealt with separately
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Integral 1:
Additional physical insight into the role of each of the terms may be acquired by using Stokes theorem to 
convert the contour integral into an area integral. For some vector B this is done as follows
(VxB)«rfA
The curl of the first two terms in the integrand is shown step-by-step below
V x
V x
- V f
P
=  -  V X (VP) -  (VP) X [ v - 1  =  A ( V f )  X (Vp) 
P'— 5 — ' I P) P
V
\P
=  - V x ( V » t ) - ( V * t ) x 'vi| =  - V x ( V * T )  +  - t- (V*T)x(Vp) 
P y Pj P P
where use has been made of the vector calculus identity V x =  0 (the curl of the gradient of a scalar 
is zero). Thus, the first integral can now be written as
() VP + —V • T 
I P
dr = - ^ (V p ) x (V P  —V «T )- f—V x ( V » t ) - } -Vxa^ JA
Integral 2:
Using the fact that the material derivative of a fluid point is its local velocity vector
Dt
then by extension the material derivative of an elemental fluid line is its local elemental velocity vector
Ddr
Dt
JU =  VU • dr
Substituting this result into the integrand of the second integral, using the product rule to collect terms 
and then applying Stokes theorem reveals that the second integral is in fact zero
Ddr() U *  = o U » ( V U » J r )  = ( ) V
Dt
Finally, putting the results together
^1||U'" 
2 "
dr = V x V - f u f2 II II dA = 0
= 0
DT
Dt
■^(Vp) X (VP) -  4- (Vp)  X (V • t ) +  -  V X ( V • t ) +  V X a, 
0 ■------- ;------- ' p '--------'--------' P'------ ;------' '— r -
dA
1. Baroclinicity -  generation of vorticity caused by non-parallel gradients of density and pressure 
(i.e. when iso-surfaces of density and pressure are not parallel)
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2. Generation of vorticity by non-parallel density gradient and viscous force vector
3. Generation of vorticity by non-conservative viscous forces
4. Generation of vorticity by non-conservative body forces
For a constant property (therefore incompressible) fluid in the absence of deviatoric viscous stresses
(therefore inviscid) and external rotational body forces all four terms in the integrand are zero and so the 
integral is zero thereby returning Kelvin’s circulation theorem
DT
Dt
0
Q.E.D
The Specific Case of a Newtonian Fluid
Consider the specific case of a Newtonian fluid. The deviatoric stress tensor for such a fluid is
T =  p ( v u  +  ( v u f  j +  A(V*U)l 
=  2/xS +  A(V*U)l
where S is the strain-rate tensor, // is the dynamic viscosity and A is the second coefficient of viscosity 
associated with dilatation. The divergence of the stress tensor is
V*T =  V*(2pS) +  V*(A(V*U)l)
=  pV«2S +  2S*V/t +  AV*((V*U)l) +  (V*U)l*VA  
=  "t- (// “H a) V (V • U) “h 2S • V p “{"(V*U)VA
and the curl of the divergence of the stress tensor is
V x (V*t) =  V x(pV 'u) +  Vx((p +  A)V(V*U)) + Vx(2S*Vp) +  Vx((V*U)VA)
=  /iV X (V^U) -  (V 'U ) X (V/i) +  (p +  A) V X (V(V • U)) -  (V(V • U)) x (v(yu +  A))
= 0
+V  X (2S • Vp) +  (V • U) V X (VA) -  (VA) x  (V(V • U))
= 0
=  p ( V'w) +  ( Vp) X (v"U +  V ( V • ü)) +  V X (2S • V/i)
Observe how all terms related to the second coefficient of viscosity, associated with pure dilatation, are 
curl-free and therefore vanish. Now these terms can be inserted as appropriate into the material derivative 
of total circulation to provide a most general expression for the conservation of angular momentum of a 
region of Newtonian fluid
DT
Dt
4 - (  Vp) X (VP) -  4 -  ( Vp) X (pV'U +  ( p  +  A) V ( V • U) +  2S • Vp +  ( V • U) V a) 
P '------ 1------ ' P '-------------------------------- 5---------------------------------'
+ - (p (v 'w )  +  (Vp)x(v"U +  V(V • U)) +  V X (2S • Vp)) +  V x
dA
11
The terms, in order of appearance, represent a change of local vorticity by:
1. Non-parallel gradients of density and pressure (baroclinicity)
2. Non-parallel gradient of density and
a. viscous diffusion of linear momentum vector
b. gradient of dilatation modulated by viscosity
c. interaction between strain-rate and viscosity gradient
d. gradient of second coefficient of viscosity modulated by dilatation
3.
a. viscous diffusion of vorticity
b. non-parallel gradient of viscosity and
i. diffusion of linear momentum
ii. gradient of dilatation
c. non-conservative interaction between strain-rate and viscosity gradient
4. Non-conservative (rotational) body acceleration
The vast majority of terms are concerned with variation of the fluid properties. For a constant-property 
fluid the equation simplifies considerably to the following
DT _  1 
Dt p
Thus in the absence of external rotational forces only viscous diffusion of local vorticity can act to 
diminish the total circulation. The above can be written as a contour integral by using Stokes theorem 
again
DT
D t p
c
Once again in the absence of external rotational forces only viscous diffusion of linear momentum in the 
direction of the local contour tangent vector can act to diminish the total circulation.
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ABSTRACT
This report contains a complete derivation of a method to correct for the effects of rectification of 
measured velocity components fi*om X-probes in regions of high turbulence intensity (considered 
typically to mean above 30%). The approach is based on the original idea of Tutu & Chevray (1975) to 
re-construct the measured probability density function (pdQ by assuming a joint-normal form of the true 
pdf. However the present work removes all assumptions made by Tutu & Chevray about the wire angles 
and tangential cooling factor, as well as all linearising approximations and assumptions about the flow, in 
particular their assumption that V <^U which is somewhat counterintuitive since rectification only 
occurs when V >U  (for probes with 45° wires). Also, Tutu & Chevray did not actually make mention of 
the need to optimise the fi-ee parameters (mean, variance and covariance values) in the assumed true joint- 
normal pdf, and so a strategy for achieving the optimal corrected statistics is presented here. Since the 
correction procedure is somewhat abstract, a step-by-step guide is given at the end to allow anyone with 
the necessary programming skills to implement this algorithm from scratch.
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OVERVIEW OF THE METHOD
It is not possible to obtain the true probability density function (pdf) from the measured one that suffers 
from rectification due to the multivalued nature of the inverse problem. One point in the measured 
quadrant could also have originated from any of the other three quadrants according to the rules of 
rectification. Thus it is necessary to assume some form for the true pdf, subject this pdf to rectification to 
attempt to recreate the measured pdf and then compare this recreated pdf with the actual measured one. If 
the two are the same (ideally) then this means that the statistical parameters used in the assumed form of 
the true pdf are the best estimate of the actual statistics of the flow. If not, then some form of iteration / 
optimisation is needed to improve the parameters. The desired end result of this correction is to have 
better estimates of the mean, variance and covariance values that are free from the distorting effects of 
rectification.
THEORY AND DERIVATION
Wire
V
-►x
w u
Figure 1: Nomenclature and coordinate system of a single slanted wire
In this work, 0 represents the effective angle, k  represents the tangential cooling factor, upper-case 
variables denote instantaneous values, lower-case variables denote fluctuations, and the subscript i is used 
to denote the wire number (1 or 2).
The component of the velocity vector responsible for cooling the wire is known as the effective velocity 
(although it would be better to call it effective speed since it is a scalar). In a purely geometric sense, the 
effective velocity vector is given by the addition of the normal, tangential and bi-normal components of 
the velocity vector on the wire i
=(U-â, )ê„,  + 4 ( U ' b , ) ê ,
= (Ucos0. + F sinÛ.) ê„ + k.(U sin0. - V cos0 )^
(1)
In reality, however, there is the issue of rectification since heat transfer over a cylinder does not depend 
on which “side” of the cylinder the flow originates. Thus the inferred effective speed is the magnitude of 
the vector described in (1)
(U*fly)ê„+A:(u.t,)ê,,+Ay(u.b,)ê,
= ){U c o sO ,+ V sm 0 ,f+ k /‘ ( U s m 0 , - V  c o sO f  + A ,V  
In calibration conditions, V = W = 0 and the above equation reduces to
= \ u \ f o s ^ 0 , + p  sin"
(2)
(3)
King’s (1914) law may be used to obtain the relationship between the bridge voltage and the calibration 
wind speed
E ^ = A , + B , \ U j
Since is the raw quantity returned from the bridge voltage, then (3) provides the following useful 
relationship between the speed returned from the calibration fit and the effective speed
|V.w| =
u.
U e ff
u,.
(4)
Re-expressing (2) in terms of C7. ^  (dropping the mod brackets hereon with the understanding that f/. ^  
is always positive), and rearranging terms in the argument to have the form y/l + X  eventually gives
1 + 2
1 + tan^ 9,i
V ( v
1 + Â:.. tan 6,i J
1 + tan 0;
1 + k^ tan^ 9,i y
In order to preserve clarity, the following groupings shall be made for the coefficients involving k
\ - k ^
X*,.. =
1 + k^ tan^ 9^  
+ tan^ 9,
A*o.. =
l + i^/tan"6;. 
1 + tan^ 9,
IC'i : -
1 + k^ tan^ 9,
(5)
(6)
Thus (5) simplifies to
V ( v (7)
If following the method of Tutu & Chevray (1975), the next step would be to linearise the square root in 
(7) in order to be able to obtain a simple expression relating measured and actual quantities. The 
Maclaurin series of the function in (7) is
5%" IX^
■ +
21%'
128 256 1024
(8)
Tutu & Chevray made the following simplifying assumptions: |6 > 2 ] = A 5 \V  <^U ,k^ =0,h^ -  \ W  - 0
and only expanded the square root up to first order and also dropped all second order terms. With these 
assumptions, /q = /Cj = 1, ^*3 = 2 and then « t /  ± E . However in the present work, no such
assumptions shall be made. It is in fact rather inconsistent to make the assumption that V in a 
method whose purpose is to actually correct cases where maybe V >U  thereby leading to rectification 
(for ±45° wires). The velocity components as obtained from processing with the effective angle method 
with tangential cooling factor shall be used. Allowance will be also made for the inclusion of an 
externally obtained value of IF that may have been used in the evaluation of U and V. The objective at this 
point is to obtain a mapping between the values of U, V and W that do not suffer from rectification and 
those obtained from data processing, denoted with star superscripts. Thus
\U*
(9)
The IF" term has been tilded to emphasise that fact that it is an externally obtained value (and is usually 
omitted in processing anyway. Recall it is only needed if it has been used in processing U and F). The 
K . and h  coefficients have also been starred to allow for the case where the data was processed with the
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standard effective angle method (assuming k^  = 0 ). Squaring both sides and taking in the factor of U
provides two equations for the two unknowns, U and F, in terms of the processed values. As for W, this is 
specified during the transformation. A family of transformations is actually created for each W. These 
families are eventually used to build the probability density function. More details on this latter step are 
given further on.
U'^  + 2sr,;u'V ’ tan5> + ,*ff*'  =U^+ 2k,,UVtan0,+k^,V^+ h,^K,,W‘
(10)
y  + 2k,_;u ’V  tang, + W'  ^=U^ + 2k-,^C/Ftan9^  +
Observe that these equations are bivariate quadratic equations, and so represent the intersection of two 
quadratic surfaces. In order to simplify notation, the starred quantities (which are the inputs) can be 
collected together as follows
z , ’ = u ’  ^+ 2 k , ; u ’V' tan9, + k , ,'F '" + h,^'K, ,'
~ 2  ( " )  
= [/•" + 2k, ; u 'V ' tan 9^  + k^^/F'" + A^^K,/W’ ^
Equation (10) can now be re-written as
C /G  2K, ,C/F tan g, + K,, F ' + A,^K;, IF' -  = 0
(12)
f / '  + 2 k ,  p V  tan 02 - t  K^  ^ F ' + h^K^ ^ IF '  — Z 2 ~ b
These are now equations representing a family of cylindrical conic sections. Depending on the 
discriminant (1k  ^. tan 0^  these sections can be ellipses, parabolas or hyperbolas as follows
(Ki,tan6i,) '-Ky
< 0 ellipse
= 0 parabola
> 0 hyperbola
There may also be degenerate conics which have no real-valued solutions, and this case is dealt with 
further on. Since there are no linear terms involving U and F, the case of parabolas is eliminated.
Obtaining the Four-Point Inverse Mapping Functions
In order to be able to solve equation (12) for U and V, it is necessary to simplify the equation by carrying 
out a rotation of the coordinate system by a particular angle /  in order to eliminate the UV cross term.
The rotational transformation ( U \ V \ J V ) —> (U, V ,W )  is given by
 ^co s / s in / 0"
F = -s in  y co s/ 0 F '
. 0 0 ly ,IF-,
U = U'cosY + V 'sm y  
V = - f / ' s i n /  + F 'c o s /  
JV = JV'
(13)
IF is unchanged, as desired. Substituting the above into (12) gives, for wire z, after some tidying up
a. = cos^ /. -  /Cy tan ^  sin 2/. + . sin^ /.
b. =(^1- a*2 ) sin 2/. + 2/Cy tan 0. cos 2/.
c. = sin^ + zsTj ; tan 0. sin 2/. + . cos^ y. (14)
Now, the U’V’ term can be eliminated by setting b. = 0 and finding the angle y. that satisfies this 
condition
cot 2X; = ^2,i -  1
2aTi . tan 9^
(15)
r
^  ^ -1   tan
2V
2^,i -  1
2zr .^ tan 9. JJ
The formulation with cotangent rather than tangent was used to prevent the possibility of division by zero 
since, for certain combinations of k. and 9^, it is possible for at2  ^  -1  to be nearly zero (note that if
|^.| = 45° and A:. = 0 (as in the standard effective angle method) then (15) returns y  = 45°). Now, if the
value of obtained above is used in (14), then (14) is reduced to the following pair of equations
(16)
By inter-substitution, the independent solutions for U’ and V  are
U' = ±
+ IF A*3 2 ^3 ,1 )
(17)
F '  =  ±
^\Xi ^iX\ + IF {fi2^ ^3,1 ^1 ^ 2  ^ 3,2 )
Thus there are four real roots to the transformation equation (where a real root here means a pair of real 
t / '  and F ')  and also four imaginary roots. The imaginary roots represent an unphysical combination of
parameters and are therefore discarded. Thus one ‘measured’ point {u*, F"),  taken as the value at the
centre of a given probability bin in the gridded U*V* plane, is mapped to four points in the probability 
density space. One of those points corresponds to the measured (and maybe rectified) point, and the other 
three correspond to potential candidate velocity component pairs that would rectify to produce the same 
measured point. The contributions fi-om these three other points are added to the probability bin whose 
centre-point coordinate is (f/*, F " ) .
An important task to be carried out using (16) is to set upper and lower bounds on W for the integration 
through W of the 3D pdf P{u* , V*, IF) into a 2D marginal pdf P{u* , V* ) as is the ultimate objective of 
this work. Again, by inter-substitution of (16) the following pair of equations can be obtained
(^2 ^ 1  +^^2^ i cfi2 /q 2 )lE ~ ^iX\ ^\Xi
(^2 ^ 1  “ ^1^2 ) 1  ^ + (^ 1 ^ 2  ^3 ,2 ” 2^^  ^ ^ 3 ,1 ) IE ~ ^1X2 ~ ^ 2X1
(18)
These equations represent two orthogonal elliptic cylinders and are of exactly the same form as those 
written in Tutu & Chevray (1975), but with different coefficients and right hand side. Also the coordinate 
system is quite different. The bounds of IF occur when all of the cooling of the wire is done by IF, where 
C/' = F ' = 0 . In order to maintain real roots in (17), the minimum value of IF given by either equation of 
(18) must be used. Thus, setting U' = V' = 0 in (18) and solving for IF gives
= ± ( l - r ) mm l^%2 -^2%i
4"2  ^ 3^,1 1^^ 2 3^,2 ^1 ^ 2  3^,2 ^2^ 3^,1
(19)
The bounds are symmetric about zero. Note that this bound applies individually to each pair of input 
values (t/*, F") - the centre coordinates of a given bin - that are used to make up and ^ 2* (given in
(11)). The result of (19) can also be obtained by setting the numerator of the argument in the square root 
of either equation in (17) to zero and solving for IF. This interpretation means that there are only real 
roots of the equations of (17) when IF is in the range < IF < IF^ ^^ nds • The factor (l -  r) is essential
to prevent errors when using the bounds to integrate through W. This is because the exact limit of the 
bound in floating point precision may actually result in a tiny negative number in the evaluation of the 
arguments of (17), leading to a “NaN” error. Typically one may set r = 1 x 10“'".
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Constructing the Inferred Measured Probability Density Function
Having now obtained the relationship between measured values and their un-rectified counterparts, as 
well as the bounds on W  for a given point, the next step is to re-construct the measured pdf. Since 
information is lost during rectification, it is not possible to obtain the true pdf from the measured one as 
the mapping would be multi-valued and there is no way to decide which value is the correct choice. The 
idea behind the Tutu & Chevray correction is to suppose a pdf, and then use this to re-construct the 
measured pdf. The goodness of reconstruction is a measure of the goodness of the supposed pdf as a 
candidate for the true pdf. Generally, the supposed pdf should allow for skewness and kurtosis but this is 
actually not easy to do, and most pdfs with these properties are often not expressible in terms of 
elementary functions. At this stage, the fully general form of the trivariate, joint-normal distribution shall 
be employed. This is obtained from the definition of the multivariate joint-normal distribution expression 
with dimension d:
F {V )
(20)
S = ( U - U ) ( U - U )  =uu ’' = u ® u
Where S  is the covariance matrix. In three dimensions V = ( U ,V ,W )  and the above becomes, after 
some rather onerous algebra
exp
F(C/,F, IF) =
{uwvw + {uvvw -  v" ww j  {U -U ^ {W  -W ^
+ F ^ {W -W ^
+2
9 / 1  1u \v  w  - v w w" UV -  uwvv^ + uw^uvvw -  v" uw
(2;r) -u v {w ^ u v -  wwvw j  +  uw {^vvw -  v" MW j  j
(21)
This is the most computationally efficient form as it involves the statistics in their rawest form without
any extra division. However with further factorisation of terms (taking a factor of m"v"w" out of the 
arguments) and manipulation it can be simplified into the standardised form
exp
F(t7 , F, W) =
( l  -  P J  ) ^ sià + ( l - p J  ) Kià + ( l  “  p J  ) lEstd^
( p « v  ~  P u w P v w  ) ^ s t d K t d  ~  ^ ( p « w  ~  P u v P v w  )  ^ sià^ s 
^ ( P v w  ~  P m P u w  )  I^ td U s td
1 P tiv  P u w  P v w  '^ P m P u w P v w
(l Pm Puw Pvw Pm Puw Pvw)
(22)
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where
UV uw vw
Puv -  ) Puw -  > Pvw -
^v^w
^W
(23)
<Ju = , O-y =Vv^, = V l 7
Now, this step is the most conceptually difficult part of the algorithm. For a given probability bin in the 
gridded U*V* plane with centre coordinates {U*,V*), (11) is used to convert the coordinates into
(Zi% X i )  then (15) is used to obtain the angles for the rotation transformation (one angle for each
equation). The coefficients in (14) are then calculated and used in (17) which provides {U \ V') as a
function of ( x i \  Xi* > - The first value of IF used in (17) is the negative root in (19), • TIext it is
necessary to convert the obtained (U ', F ') back into (U, F) in order for it to be used in the pdf equation 
(21) (or (22) if preferred).
There are two issues at this point. Firstly, there exists an ambiguity as to which /. to use when rotating
([/', F ') back to (t/, F) using (13). Each equation in (16) had its own /  value to ensure that the cross
multiple term in (14) was zero. Pending numerical investigation, a pragmatic approach would be to 
simply use the average angle when transforming back. An alternative approach would be to use the 
average angle to work out the coefficients in (16) as well, accepting the introduction of an error caused by 
the existence of a non-zero U 'V  term. This ambiguity is only an issue when the magnitudes of the wire 
effective angles are not equal and the tangential cooling factors are not equal. The issue would still exist 
even if (21) was transformed into dashed coordinates, as the rotation is inevitable (in fact it would be 
more complex to do it in (21) since the second order statistics would also have to be transformed, and this 
requires a squared version of the rotation transformation given in (13)). Secondly, since this algorithm is 
dealing with probability densities, it is necessary to ensure that every transformation of coordinates is 
area-preserving. The integration of the probability density function over all space must equal unity in 
every coordinate system used. Formally, for the case of a three dimensional coordinate system (x , / ,z )
undergoing the transformation x  = / ( m , v , w ) ,  y  = g (u ,v ,w ) , z = h(u,v,w), this requirement is satisfied 
by using the change of variable theorem which states, for some probability density fimction F
P (x ,y ,z )dxdydz  = P{^f(u,v,w),g{u,v,w),h{u,v,w))l\j\dudvdw  (24)
R R'
where |j |  is the absolute value of the Jacobian determinant. In this example it is written out explicitly as
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det
^6 x dx dx ^
du dw
det
du dv dw
dz dz dz
ydu dw J
dx
du
d{x,y,z)
d(u,v,w)
^ d z  dy dx^dy dz dy d z \^ d x  ^dy dz dy dz^
(25)
dv dw dw dv dv\dudw dw du) dw\dudv dv du
The absolute value of the Jacobian determinant is the scale factor between the elemental volumes in the 
original and transformed coordinate systems. Since this condition applies to the entire region, it must also 
be true for every elemental region, thus the integrals in (24) can be omitted to give
P  ( x ,  y, z )  dx dy dz = P(^f ( m, v , w )  , g  (u, v ,w),h  ( m, v , w ) )  | j |  du dv dw
dx dy dz = \j\du dv dw
(26)
Consider first the rotational transformation of (13) giving (U,V,W) = {^f{U\V\W'),g{U\V\W'),W'‘Y 
The scale factor for this transformation is obtained as follows
P(U , F, = ? ( / ( [ / ' ,  F ',IF '), g (U ', F ',IF '), V F  VIF
(27)
M =
r a u
6 F ' aiF '
det ^F dV aF
W a F ' a iF '
6 IF 6 IF aiF
a F ' a iF 'j
 ^ co s / s in / 0 ^
det - s i n / co s / 0 - cos" /  + sin" /
. 0 0 1 .
=1
To avoid further changes of variables and un-necessarily increasing the level of abstraction of coordinate 
systems, the full expressions for x*  in ( 1 1 ) are now re-inserted into (17), thereby allowing for a direct 
transformation from measured values to actual values. The scale factor in this case is
13
P { U \ V ,  W')dU'dV'dW' = p [ f [ u ' ,  V’,W), g{u", V ' ,w ) ,  w ) \ j \ d U ’dV"dW
det
ÔU' a u '
au" aF" aiF
6 F ' a F ' a F '
au" aF" aiF
aiF ' aiF ' a iF '
au" aF" aiF / /
a - p
U' j V' j
a  = ^ ( ^ 2  - Cj) t/" + (^2 :^1 1" tan 6^  - f  tan^2 ) E*) 6^  - tan0^)u* + f  - «2 ^ 2 ,1*) E*)
p  = ((^2 ^ 1^ * tan 6^  -  CjATj 2* tan ^ 2  ) U* + (<^2 /1^ 2 ,1* “  ^ 1^ 2 ,2* ) E* ) ( ( « 1  -  ^ 2  ) U* + f  tan 0^  -  «2 ^ 1,1* f^n ^ 1  ) F* j
(28)
Here, 7  is the root number 0...3. The root is selected by taking the absolute values given by (17) and then 
applying the following rules for the choice of sign as a function of root number7
j  sgn(|C/'|) sgn(|F'|) 
0 + +
1 +
2 -  +
3 — —
(29)
Observe that, for all7 , | are identical and so it only need be computed once for a given (U*, V* ) using
the absolute values of U' and F ' in the denominator of 
k^= 0,  (28) reduces to the following
in (28). In the special case of \6\ = 45° and
J. =  8
J
( t/* -F " ) ( t /" + F * )
Using the result for the rotational transformation of (27) that dUdVdW = d U 'd V 'd W , the following is 
true
F{U, V ,W )  = F ( f / 'c o s /  + F 's in / ,  -  t / 's in /  + F 'c o s /, IF) (30)
With this, it is now possible to write the relationship between the ‘measured’ and ‘actual’ pdfs (the 
quotation marks are used to remind the reader that these pdfs are still based on a supposed form of pdf 
F(U ,  F, i f )  given in (21) with, initially, guessed values of means and variances)
P  (î7*, F*, i f )  = ( t/  cos /  + F sin - 1/ )  sin y + F 'j cos y .IF ) (31)
y=o K
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Using the sign rule table (29) to appropriately select the values of U and F, and also the observation made 
regarding the unchanging absolute Jacobian determinant, the above can be written explicitly as follows
p [ u ' , v ' , w )  =
\a -p\
P  (|U 'I cos /  + |F 'I sin / ,  -  |U '| sin /  + |F '| cos / ,  W) 
+ p ( |t / ' |c o s / - |F '|s in / ,  - |U '|s in / - |F ' |c o s / ,  W) 
+ p ( - |[ / ' |c o s /  + |F '|s in /, |U '|s in / + |F '|co s/, IF) 
+ p ( - |U '|c o s / - |F '|s in / ,  |U '|s in /- |F '|c o s / ,  IF)
(32)
Where a  and p  are given in (28). In the case that (17) returns no real roots (which only occurs when W
is outside the bounds given by (19)), P ( U \  V * ,w ) = 0. At this stage, this value of P(U*, F", IF) is not
yet assigned to its bin. First it must be integrated through all possible values of IF to give the ultimately
desired 2D marginal pdf P{U*, V* ) as would be obtained from actual experimental data. This integration
through IF is the most computationally expensive step as it must be done for each probability density bin
(with centre coordinate (U*, F" ) ). The integration is carried out numerically using block summation. The
bounds on the integration are supplied by (19). Mathematically, this next step is written as follows, using 
lower case p  to denote the marginal version of the full pdf P
K
p { u \ r ) =  p { u \ r , w ) d w  « ^ w Y ^ p { u \ r , - \ w , ^ \ + n ^ w )
~1 ^bounds!
n=0
(33)
with AIF =
_2|IF,bounds
where is the number of subintervals spanning the range of IF. Note that a  and p  in (28) do not
change with IF. Furthermore, in the absence of any uw and vw, all instances of IF in the evaluated 
equations are squared and so the above integration can be done only over the positive half-range with the 
resulting value doubled, thereby halving the computation. Generally though this is not possible due to the 
terms containing first powers of W in (21).
Observe that the correct way to integrate a discrete pdf is by using block summation, since this is 
physically what the bins are, rectangular blocks of probability density. Using Simpson’s rule is 
inconsistent with the binning procedure and would actually introduce errors. Also observe that since the 
bin widths are constant, they can be taken out of the summation to save on computation.
Once the integration is completed, the returned value of p(U*, V* ) is assigned to its bin. In line with this
report being self-contained, an explanation of how to discretise a sufficient extent of the U*F* plane, 
index the bin coordinates, and calculate the moments is given in the ensuing subsection. Also provided 
are details on how to ensure that the bins are within the receptivity bounds of the X-probe -  bins outside 
this region must not be included in the calculation as they would result in a false additional contribution.
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Discretisation and Addressing of the Appropriate Portion of the U*V* plane
Firstly, the number of bins TV . and are chosen for the U* and V* axes respectively (more bins 
results in higher resolution). Having constant bin widths A . and A . for each respective axis results in a 
structured grid that is analytically addressable. The rectangular bounds of the domain, ) and
(^*min’ ^*min) ’ ^^c bascd on the position and standard deviation of the assumed pdf. In the first instance,
these parameters are taken to be the mean and standard deviation of the measured dataset. In subsequent 
iterations, these values may change and so each iteration requires a new discretisation with different 
bounds. The grid centre is placed at the coordinates made up of the current best estimate of the mean
values, (T7, F) , and the grid is extended a certain number of standard deviations in either direction of this
point. The actual number of standard deviations is chosen by considering a cross section of a joint normal 
distribution and inspecting the value at various positions expressed as multiples of standard deviations as 
a ratio of the peak value.
pdf
5 St. devs.
—  4 St. devs.
• 3 St. devs
- - 2 St. devs
Figure 2: Cross section of the joint-normal distribution showing the locations of 2 , 3 , 4  and 5 standard deviations from
the central peak (mean position)
The values at these positions as a percentage of the peak value are
no. of St. devs % of peak
2 13.5
3 1.11
4 0.0335
5 0.000373
(34)
Thus a sensible value to use in practice would be four standard deviations either side of the mean. For the 
same number of bins, going out to five standard deviations might actually decrease accuracy due to the 
resulting increase in bin size, thus the more pedantic user (such as this author) wishing to go out to five 
standard deviations should also increase the number of bins so as not to compromise on resolution. Using 
the nominal value of four standard deviations, the bounds can now be described explicitly as follows
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U ' . . . r _ )  = ( ^  + 4(7.,F  + 4(Tj 
U ' m ^ . C j  = ( î7 -4 (T ,,F -4 (T j
(35)
The bin widths are then given by
U* -U* . V* -V* .A _  max min a _  max mm
“  jv :  ’ ■ N...
(36)
The pdf is stored in a 2D array with integer indices (jc, y) using base zero indexing and will therefore 
have dimensions ( - 1 ,  - 1). The integer array address for each dimension is obtained by first re­
scaling a given (u* , V*^ coordinate onto the unit interval [0...1] and then subsequently re-scaling it by 
the number of bins for the dimension in question. The result is then truncated to an integer to give the 
address. The bins are lower bound inclusive, and so (x, y)  must be clamped to - 1, - 1) for the
maximum (u* value to not return an address one index above the array bounds.
X = mm
\ r
, = min
V
V* -V*  . -----------HL-TV
r  - r .max mm
Using (36) this can be rewritten as
X = mm
A.-
y  = mm
A.-
(37)
Since the procedure involves looping through all the bins that are within the probe’s effective receptivity 
area (see Figure 3), the inverse of (37) is required to express U* and V* as a function of the integer bin 
indices x andy. An extra half bin width is included to give the bin centre values (as required in (33))
(38)
r  = U + -  a, . + f v
Those bin centre ( u \V * ^  coordinates that are not within the probe’s region of effective receptivity must
be rejected. This is done using the effective wire angle, treating it to a first approximation as a geometric 
angle. In the general case, look-up functions would have been created during the probe’s angle calibration 
that express the effective angle of each wire as a fimction g  of the 2D velocity magnitude
4  = g, (39)
Once these have been evaluated for each wire (or if such functions are not available, suitable constants 
chosen) the check can be carried out. The wire with the positive effective angle is responsible for 
determining the lower bound on V* for a given U* (c.f. Figure 1), and the wire with the negative
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effective angle determines the upper bound on V* for a given U*. An example of this region for 
constant effective angle is shown in Figure 3. The conditions on V* for inclusion are thus
U* tanl^max(^j, y <V* <U* tan ;rmin(^i, ^ i ) ~ ~ (40)
After processing all the included bins, the end result is a discrete marginal pdf p(^U*,V*'j which can be
used to compute the inferred measured moments as reconstructed using the supposed actual form of the 
pdf. Since there will have been some accumulation of truncation caused by the cutoff used on the bounds 
given in (35), it is necessary to re-normalise the resulting pdf by ensuring that the sum of all probabilities 
is unity by doing the following once, for all (%, y)
p (x ,y )
p (x , y )
W  L  Z  pi^>y)
%=0 _v=0
(41)
With the pdf re-normalised, the moments to obtain desired statistics can be calculated as follows. Firstly, 
the mean values, taking first moments using the bin centres
_ #.-1 
= u - - Y , p [ x , y )
jc=0 y = 0
(42)
^ ’ = W Z  y - ' E p ( ^ . y )
y = 0  ^  x=0
The summation order was swapped in V* to allow the operation to be carried out in one loop using array 
sections, rather than two nested loops. Higher order moments up to orderpq  are given by
[ u ' - U ' X  i r  - r ^  =u^v-^ - U ' X  - Y ^ i r - r ^  p { x ,y ) (43)
In theses equations, U* and V* are evaluated for each x and ^  using (38).
Finally, an illustration of what is actually happening with the multiple roots of (32) in the marginal pdf 
p { U \  F*) (i.e. after integration through W) is given below, also showing the probe effective receptivity
area for constant effective wire angles of ±45°, with wire 1 having the positive angle.
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max ’ max
iso-probability 
density contours
Probe effective 
receptivity area
9  Bin centre location {U*, V* ^
Point that undergoes rectification contributes to the 
bin with centre location ( U\ V*^
□  bin
Figure 3: Illustration of the probe effective receptivity area and how the four roots contribute to a single bin in the re­
constructed measured pdf
It may be desired to also have a pdf of the supposed true distribution. This ean be produced in the same 
way as the inferred measured pdf above, but instead the values of f {U , F ,W^ are used. This would
require extra computation since each F(U* , V* ,W^  must be integrated through W as well to give the 
marginal pdf /  (t/*, F" ).
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OPTIMISATION OF THE JOINT-NORMAL PROBABILITY DENSITY 
FUNCTION PARAMETERS USING SIMPLE ITERATION
The purpose of this correction is to obtain better estimates of the statistical quantities over those returned 
from the measured data set, which may suffer from rectification in regions of high turbulence intensity. 
Due to the multi-valued nature of the forward problem -  finding the actual pdf from the measured one -  
the inverse problem must be solved -  guessing the actual pdf until the simulated measured pdf matches 
the actual measured one. The free parameters of the inverse problem are the mean, variance and 
covariance values used in (21). In the most general case, this implies eight free parameters to be
optimised, (t/, V, uv, uw, vw) . W is not a parameter because it is integrated through in (33) to
give the marginal pdf p^U *,V*^ As initial guesses, the values inferred from the measured data are used,
{u,V,u^,v^,w^,uv,uw,o)^^^^.  because it is not measurable using an X-probe in the
conventional manner. Supposing for the moment a generic strategy of optimisation that involves a single 
objective function, and candidate function would be the minimisation of the cumulative absolute error 
between the simulated and measured pdfs, s , namely
s(U,V,u^,v^,w‘,uv,uw,vw)= Y j 'T , \p i^>y)~P ^^F y) \  04)
x=0 y=Q
This would require a one-off construction of the pdf of the measured data (x, y)  using the same 
bounds and bin widths as p(x ,  y )  (as obtained from (36)). Supposing a first order optimisation method
such as gradient descent, the basic idea being to use the local gradient as the path of steepest descent to 
the local minimum (and for this problem it is supposed without proof that there is only one global 
minimum found near to the measured pdQ, it becomes apparent that a rather large amount of computation 
would be required. The local gradient in the eight dimensions of parameter space -  the Jacobian matrix of 
derivatives of s  with respect to all its independent variables -  has to be computed numerically. This 
requires 2^  = 256 pdf creations using the procedure in the previous section in order to use the simple 
forward differencing method. All this has to be repeated for each step along the gradient (where the step 
size is a free parameter that can be tuned to give the best speed / stability compromise) and thus thousands 
of iterations may be necessary in regions where the measured pdf is highly distorted and its measured 
moments do not make very good initial guesses. It is possible that a stochastic optimisation routine such 
as an evolutionary algorithm or particle swarm optimisation would achieve the task with somewhat less 
iteration^
There is a more naïve approach that enormously simplifies matters and may prove sufficient in most 
cases. Rather than make simultaneous corrections to the statistical parameters based on the error between 
pdfs, make independent corrections to each of the statistical parameters as inferred from moments of the 
re-constructed pdf. Such a procedure is indeed not entirely rigorous since inspection of (21) reveals a
rather non-linear interaction between the statistical parameters. Also, there is no way to obtain and
uw from moments of the marginal pdf p  (u*, V* ) and so these will have to be fixed at, say, the values
from the measured data. Hence in this approach there will be five independent objective functions, 
namely the minimisation of the relative error between each estimated parameter (obtained from moments 
of the re-constructed pdf) and the associated value obtained from the measured data. The objective 
function is now an error vector
* The PSO approach is fully detailed in the Appendix, along with a modified step-by-step guide
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{u,  V , u \ v \ u v )  =
V -V*meas~ -11*2 
U  meas U
.2 ,,* 2
V  meas V
^WVmeas U V ^
(45)
The starred statistical quantities are obtained from the moments of the re-constructed pfd using (42) and 
(43). After an iteration, the next set of values used in the joint-normal pdf are obtained using the objective 
function vector as follows
F V
7 <- 7
7 7
+ ko£ (46)
The symbol o represents the Hadamard product, which is just element-by-element multiplication. X is a 
vector of relaxation parameters in the range 0...1 that can be tuned specifically for a given dataset, and 
also used to disable optimisation of a specific parameter by setting the associated element to zero. When 
the non-linear interaction between the parameters is large, a smaller value for X may help convergence. 
Another shortfall of this naïve approach is that the correction step implicitly assumes a direct linear 
relationship between the error and the measured value. Although this is likely true in measurements 
suffering minimal rectification, it may not be the ease otherwise.
Finally, once the absolute values of all the elements of the objective function vector are below a specified 
threshold, the solution can be considered converged and the iteration stopped. To prevent infinite loops in 
cases of no convergence, the iteration should be stopped after a specified maximum number of iterations.
converged if I < toi for all k (47)
The end result is a set of statistical quantities [ u , V , u \ v \  uv) that best represent the true flow statistics 
in the absence of distortion from measurement rectification.
The iteration outer loop is summarised below
1. Set {U, V, u \ v \  wv, uw, viv) = {ü, V, w^,uv, uw, and loop
a. Go through the whole procedure to get statistical quantities from moments of the re- 
constructed pdf given by (42) and (43)
b. Calculate the error vector (45)
c. Check for convergence using (47) or whether iteration number has exceeded maximum 
allowable
d. If converged or iteration number has exceeded maximum then exit loop and return 
(l ,^ F, v^, wv) (with a warning if not converged), else set new values for
(f7, F, v \  uv) using (46) and cycle (go back to part a.)
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STEP-BY-STEP SUMMARY OF THE COMPLETE ALGORITHM
Something lacking in the paper by Tutu & Chevray (1975) was a step-by-step summary of the entire 
procedure in logical order. Also, no mention was made of the need to optimise the statistical values used 
in the assumed joint normal pdf (21), and how this might be accomplished. This situation is rectified here.
Pre-processing before entering the iteration outer loop:
1. Have available the set of measured statistical quantities (u ,  V, v^, wv, uw, as well as 
the look-up functions for the effective wire angle 0. as a function of velocity magnitude (39) and 
also look-up functions for the tangential cooling factor k. as a function of velocity magnitude if 
available. If the standard effective angle method was used, then set k. = 0 in (6)
2. Choose the number of bins and N^, for the U* and V* axes respectively and initialise a 2D 
array p  (,) of base-zero dimension ( -1 , - 1). This array represents the marginal pdf
p ( t / - , r )  in(33)
3. Choose Njy, the number of bins spanning the range of W
Main loop -  begin the iteration outer loop:
The iteration loop described in the previous section is the outermost loop in the complete algorithm. The 
procedure outlined below describes the sequence of computations that make up the processing of step la  
of the outer loop.
1. Zero all elements of the array />(,)
2. Compute and store the bounds of the domain, *^min and using (35). The
standard deviations used here come from the current solution vector fi*om the outer iteration loop
3. Compute and store the bin widths using (36)
4. Loop through all array indices of p{,)  (i.e. x = O...A .^ -1 , y = O...A .^ -1  )
a. Obtain bin centre coordinates ( u *, V* ) using (38)
b. Check whether this bin should be included using (40) (which requires (39))
c. If no then skip all following steps and continue the next loop cycle from a., else continue 
to d.
d. Compute k  ^. and  ^ for both i = \ and i = 2 using (6)
e. Compute X\ and Xi using (11)
f. Compute the coordinate system rotation angles and y^ using (15)
g. Compute a. and c^  for both i = 1 and / = 2 using (14). Note that 6. is not needed
h. Compute the absolute value of the bounds on W using (19)
i. Compute a  and p  used in the absolute Jacobian determinant in (28)
j. Set IF = -|)T[,ounds| ^ud loop A^ -1  times, incrementing IF by A IF each cycle:
i. Compute the absolute values of the rotated actual velocity components using (17)
ii. Compute the absolute Jacobian determinant for the change of variables using (28)
iii. Compute the inferred measured probability density P{U*, F% IF) using (32). The 
value of y  used should be (Zi + F2 ) • Note that the mean and variance values used 
in (21) come fi*om the current solution vector from the outer iteration loop
2 2
iv. Obtain the running sum of P(U* ,V* , w )  as in (33) to get p  (U*, V* ) 
k. Assign the value of p  (U*, V* ) obtained in the previous step to the array element p  (x, y)
End of loop step 4
• Normalise y?(x, y) using (41)
• Compute mean, variance and covariance values using (42) and (43)
Now continue with step lb of the outer loop (calculating the error vector (45)).
Once the outer loop is completed, the statistics in the solution vector (u, V, , uv) can be used to
construct the ‘true’ pdf for a given W (or for all W after integration between the bounds) if desired. 
Typically though it is the statistical quantities themselves that are ultimately of interest, since these 
provide information as to what the flow mean, variance and covariance values in the UV plane would be 
if the X-probe did not suffer from rectification (provided that the actual flow statistics can be described by 
a joint normal pdf with zero skewness and excess kurtosis, as is supposed here).
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TEST CASE RESULTS & DISCUSSION
To demonstrate the effeets of rectification and the results of the correction algorithm described in the 
previous section, a test case of isotropic turbulence with an intensity of 39.5% is examined below. It is 
worth pointing out that the simple iterative algorithm in its present state did not converge for isotropic 
turbulence intensities above 40%. The algorithm was implemented using National Instruments Lab VIEW 
8.6 and is available as part of the University of Surrey ENFLO software suite. The input measured 
statistics were as follows
U = 1
= 0.395"
V = iiv = uw = vw = 0
(48)
The number of bins used to diseretise each U, V and W domain was set to one hundred. The joint-normal 
pdf was given an extent of five standard deviations, and the convergence tolerance was set to 1x10“'^ . 
The standard effective angle method was assumed, with ^ =  0 and the wire effective angles at ±45°. 
Convergence was achieved after seventy-six iterations (this number quickly diminishes with decreasing 
turbulence intensity). The marginal pdfs of U and V are shown below, along with a table summarising the 
second order statistics from those pdfs.
1.2
■oa.
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-e—  Inferred true
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Figure 4: Comparison of measured and inferred true pdfs for the streamwise component of velocity
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Figure 5: Comparison of measured and inferred true pdfs for the transverse component of velocity
U V W u' v' uv uw vw
Measured 1 0 0 0.156 0.156 0.156 0 0 0
Inferred true 0.538 0 0 0.201 0.472 0.156 0 0 0
By the numbers alone, the following eonelusions can be made regarding the effects of rectification on the 
measured data
• f/ is over predicted
• is under predicted
• is heavily under predicted
Figure 4 demonstrates how the peak of probability density is shifted towards zero after the correction, and 
also nicely illustrates how the rectified pdf is brought to zero while the true pdf continues into the 
negative region. Furthermore, the asymmetry of the rectified pdf about its mean value would give rise to a 
non-zero skewness parameter. If the true pdf is actually a normal distribution, then this skewness is false. 
In any ease one can say that rectification caused by high turbulence intensity leads to an incorrect reading 
of skewness. Similarly in Figure 5 for the transverse component, rectification severely distorts the true 
pdf, giving it much more peaky nature. This would lead to an incorrect reading of excess Kurtosis (which 
is zero for a normal distribution). Since the symmetry of the pdf of V is not broken by rectification, then 
no false skewness will arise. This is only the case if the wire effective angles are equal and opposite. 
Also, the presence of shear fluctuations would result in an asymmetric measured pdf of V. The effect of 
shear fluctuations on the true pdf is to modify its contours from circles to ellipses, with the direction of 
their major axes related to the direction of the principal stress.
The 2D pdf from which the marginal 1D pdfs were computed are shown below. The ±45° effective 
receptivity area is clearly visible on the rectified pdf, along with the distortion of the iso-probability 
contours. The iso-probability contours of the true pdf are circles because the turbulence is isotropic.
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Figure 6: 2D pdf of ‘measured’ data suffering from rectification. The probability of any negative U event is zero
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Figure 7: Inferred true 2D pdf free from rectification. The probability of a negative U event can now be non-zero
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It is perhaps disappointing that the algorithm diverges for turbulence intensities above 40%. This is not a 
limitation of the underlying theory, but is rather due to the simple nature of the iteration which implicitly 
assumes that the correction is directly proportional to the error (c.f. equations (45) and (46)). In a situation 
where rectification is minimal, then this is certainly the case — if the current calculated mean velocity is 
too small, then a proportional increase will take the solution in the right direction. However in the case of 
substantial rectification this may lead to divergence -  if the current calculated mean velocity is too small, 
then a further reduction of the mean value would lead to more rectification which would actually increase 
the mean velocity as required. Thus a small amount of extra ‘intelligence’ to the algorithm would allow it 
to correct higher turbulence intensities. This improvement can be achieved using the Particle Swarm 
Optimisation (PSO) algorithm given in the Appendix. In this scheme, no relationship between the eiror 
and the correction is necessary. The raw variaWes are optimised directly. An additional benefit to using 
the optimisation algorithm is that since all the flow statistical parameters are allowed to vary, information
regarding W, ,tiw  and vw that is not obtainable from the moments of the 2D marginal pdf in the UV 
plane, but is nonetheless contained in the measurements, can possibly be recovered. The question remains 
as to the uniqueness of the solution when these cross-flow parameters are allowed to vary. A full 
investigation would require an examination of the so-called ‘fitness landscape’.
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CONCLUSION
A fiilly self-contained correction algorithm for rectification issues suffered by X-probes measuring in 
regions of high turbulence intensity has been derived in a step-by-step manner, showing all the 
intermediate steps and the thinking behind them. The methodology is in the spirit of the Tutu & Chevray 
(1975) paper in the sense that the measured pdf is re-constructed using an assumed joint-normal form of 
the true pdf, however this work removes all the linearising approximations and assumptions on the wire 
angles and nature of the crossflow component magnitudes made by Tutu & Chevray, and provides 
additional information on how to optimise the statistics of the assumed true pdf to give the best re­
construction of the measured pdf.
The key weakness of this correction is in the assumed form of the true pdf. In regions of large skewness 
and / or kurtosis of fluctuations this correction may not be beneficial at all. Thus a key improvement 
would be to enhance the joint-normal pdf into one that can also have variable skewness and kurtosis.
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APPENDIX
Optimisation of the Joint-Normai Probabiiity Density Function Parameters 
Using Particie Swarm Optimisation (PSO)
In an attempt to circumvent the issue of having to do a very large number of iterations in first order
optimisation methods such as gradient descent, and to eliminate the inability to correct , uw, vw and 
all the other quantities simultaneously without any assumptions of proportionality in the naïve iteration 
method. Particle Swarm Optimisation (PSO) is proposed as an alternative approach. This method is a 
stochastic, direct optimisation method (does not require derivatives but works directly on the raw 
variables) based on the idea of the emergent collective intelligence of a swarm of agents governed by 
simple interaction rules. Each particle represents a candidate solution to the problem and also has memory 
of its personal best trial solution as well as having access to the globally best trial solution, where a trial 
solution is a particular combination of values that make up the vector of variables to be optimised. The 
particles are initially scattered randomly in a sufficiently large search space that has as many dimensions 
as there are parameters to be optimised (i.e. degrees of freedom). Each particle, ideally in parallel, 
computes the objective function and compares this result to its personal best and to the global best and 
updates them if an improvement has occurred. The particles are then moved in the parameter hyperspace 
according to a simple mechanical rule like Euler time stepping. The direction each particle moves in is a 
weighted function of its current velocity (i.e. the particle can have inertia), the direction of the global best 
solution, and the direction of its personal best solution. The latter two directions are modulated by 
uniform random noise which is essential to the ability of the swarm to thoroughly search the space and 
not get stuck in a local minimum. This imposed noise causes the particle to search “off the beaten path”, 
during which it may discover a better path and consequently inform the others through the global best 
variable. This process is repeated until the best value of the error in (44) is below some specified 
threshold, or the maximum number of iterations is exceeded. Note that this optimisation method has its 
own free parameters, the particle inertia, and the relative preference for personal and global best used to 
determine the direction of travel, that can be tuned for this specific problem. The number of particles is 
also a free parameter and affects the speed of convergence not just due to the amount of computation hut 
also due to the intercommunication topology. A detailed study on tuning these parameters can be found in 
Pedersen (2010). An overview of PSO in general, containing many references to the original works can 
be found in Poli et al. (2007). The (canonical) PSO algorithm is presented below. The swarm is 
homogeneous (i.e. all particles have the same tuning parameters). Let be the position vector of particle
/, and v^  be the velocity vector. So for the present case
X, =
V
V
w
uv
uw
(49)
The steps are as follows
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1. Choose the number of particles, N, and initialise their positions by randomly (uniform 
distribution) scattering them within the bounds of the search space (also chosen as desired). The 
velocities are also initialised in a similar manner
2. For each particle, at these initial positions, compute (44) and then store the result as the particle’s 
personal best, denoted Sj and store the associated position vector itself . Also, check to
see which particle has the smallest s  and store this value in a global variable called along
with the associated position vector Xg^^. Also store the particle index number associated with the
global best,
3. Loop the following steps for each particle until the global best s  is below some specified 
threshold, or until the specified maximum number of iterations is exceeded:
a. Create two vectors containing elements of uniformly distributed random numbers in the 
range [0...1], denoted and r^. Optimisation parameters can be disabled by setting the
appropriate elements to zero in these vectors
b. Update the particle’s velocity using the following rule
V, //V, + (p^r  ^O (x, -  X, ) + (P^ r^  ° -  x, ) (50)
where ju is the particle inertia, ^  and ^  control the bias for personal or global best
respectively. The o operator is the Hadamard matrix multiplication operator (element-by- 
element multiplication). Furthermore, the velocity should be clamped to the range of the 
search space, v, = max(min(v,, x„^), x„|„)
c. update the particle’s position using
Xy < -x ,+ v , (51)
d. At the new position, evaluate (44) (which requires going through the whole procedure to 
get statistical quantities from moments of the re-constructed pdf given by (42) and (43))
e. Check if f  < £, . If true then set £, = £ and x, = x,
f. Check if £ < £gy,„. If true then set £ j^ ,^ = £ and x^ y^ , = x,
4. The end result is x , the solution vector containing the parameters for (21) that eventually best 
reconstruct the measured pdf.
The tuning parameters used in the canonical PSO (Poli et al. (2007)) are as follows
// = 0.7298
(52)
(Pp =(Pg =1.49618
Interestingly, the work by Pedersen (2010) shows that a negative inertia and a much lower weighting 
given to the personal hest direction vector cause faster convergence.
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Step-by-step Summary of the Complete Algorithm Using PSO
The step by step procedure for the inner main loop is changed by using PSO since the objective function 
involves the use of the pdf of the original measured data. This means that the bounds of the domain 
become fixed based on this original pdf, and the bin dimensions of the re-created pdf must match those of 
the original pdf. In fact this helps to reduce computation because many variables only need be calculated 
and stored once since the grid (and the included points) never changes with subsequent iteration.
Pre-processing before starting PSO outer loop: Create and store the pdf of the original measured data 
points, also pre-compute one-off quantities:
1. Have available the look-up functions for the effective wire angle 0. as a function of velocity 
magnitude (39) and also look-up functions for the tangential cooling factor as a function of 
velocity magnitude if available. If the standard effective angle method was used, then set = 0  in 
(6)
2. Choose the number of bins AZ . and for the U* and V* axes respectively and initialise a 2D 
array (,) of base-zero dimension -1 , - l )
3. Compute and store the bounds on the domain, and by checking the max.
and min. values of U* and V* from the original measured dataset
4. Compute and store the bin widths using (36)
5. Create the discrete marginal histogram (u*,F*)  for the measured data points by applying
the bin address equations (37) to each data point ( u \  V*), incrementing the bin value by unity 
each time it is hit
6. Convert the histogram obtained in step 4 into the normalised pdf ( u *, V* ) using (41)
7. Initialise a 2D array />(,) of same dimension as in step 1 to be used later to form the reconstructed 
measured pdf. Also initialise a 2D array m{,) of same dimensions that will be used to mask the 
included points. Additional arrays will be required to store intermediate variables, the user is free 
to decide on the convention for these.
8. Loop through all array indices of /?(,) (i.e. x = -1 , y = 0...#^. -1  )
a. Obtain bin centre coordinates {U \  V* ) using (38)
b. Check whether this bin should be included using (40) (which requires (39))
c. If not then set m (x,y)  = 0 and skip all following steps and continue the next loop cycle
from a., else set m (x, y ) = 1 and continue to d.
d. Compute and . for both i = l and i = 2 using (6)
e. Compute and Xi using (11)
f. Compute and store the coordinate system rotation angles and using (15)
g. Compute a. and c. for both i = 1 and i = 2 using (14). Note that 6. is not needed
h. Compute the absolute value of the bounds on W using (19)
i. Compute a  and p  used in the absolute Jacobian determinant in (28)
j. Set fV = ^ud loop -1  times, incrementing fVby AfV each cycle:
i. Compute and store the absolute value of the rotated actual velocity components 
using (17). Note that this will require a 3D array for storage.
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ii. Compute and store the absolute Jacobian determinant for the change of variables
using (28). This will also require a 3D array for storage
End of pre-processing.
Main loop -  begin PSO outer loop:
The PSO loop described in the previous section is the outermost loop in the complete algorithm. The loop 
below describes the computations that make up the pre-processing of step 3d of the PSO main loop.
Inner loon:
1. Loop through all array indices of p  (,) (i.e. x = 0...#^. “  k T = 0...#^. -1  )
a. Compute the inferred measured probability density P(U* ,V* using (32) and the
stored values from pre-processing. The value of y  used should be Note that
the mean and variance values used in (21) come from the current solution vector 
from the outer iteration loop
b. Obtain the running sum of P (U * a s  in (33) to get p ( u * , F* )
c. Assign the value of p ( u * , F* ) obtained in the previous step to the array element p(x , y)  
End of inner loop.
• Normalise all j7(x, y ) using (41)
Now continue with step 3d of the PSO loop (calculating the cumulative absolute error between the 
measured and calculated pdfs using (44)).
The end result of the PSO outer loop is the set of statistical quantities contained in the vector x^^^,
namely (u ,  F, ,uv, uw, vw), that best reproduce the measured pdf, and that therefore represent
the best estimate of the true flow mean, variance and covariance values would be if the X-probe did not 
suffer from rectification (provided that the actual flow statistics can be described by a joint-normal pdf 
with zero skewness and excess kurtosis, as is supposed here).
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ABSTRACT
This report examines the fundamental thermodynamics and operating principles of a hot-wire 
anemometer as well as the calibration of a cross-wire probe and the processing of bridge voltage 
data into resolved velocity components. Lastly, equations are developed to correct for the influence 
of turbulence on the measured mean velocity and vice versa.
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1 HOT-WIRE ANEMOMETRY
The hot-wire anemometer is a well established, fast-response instrument for measuring fluid flow 
velocity by proxy of heat transfer over a very thin, heated wire. It can be operated either in constant 
current (CC) mode (where the current through the wire is kept constant), or in constant temperature 
(CT) mode (where the wire mean temperature is kept constant). The CT mode was used in this 
work. For a detailed overview of both methods, their advantages and drawbacks regarding 
frequency response and practicality, the reader is referred to the authoritative book by Bruun (1995) 
on hot-wire anemometry. Since this book covers the topic in its entirety, only a brief overview of 
the salient points necessary for proceeding with experimentation are given here. A schematic of the 
front end of a straight hot-wire probe is given below, followed by a circuit diagram of a basic CT 
anemometer. Using the Dantec 55P11 probe as an example, the wire is platinum plated tungsten of 
5/dm diameter and about 1.25mm in length.
plastic /
ceramic
probe body
to conical
electrical metallic
connection prongs
wire (drawn filament) 
welded to prongs
^ U
Figure 1.1: Plan view sketch of the front end of a single wire probe. Not to scale
Rr cable resistance
R
R.
R
wire resistance 
determines R^  ^ set-point
—  bridge ratio, > 1
Gain, G
Offset, O
Low-pass filter
Figure 1.2: Basic elements of a CT hot-wire anemometer: Wheatstone bridge with feedback amplifier
In a practical realisation of the CT anemometer circuit, a fixed inductor is placed in series with R^ 
along with a variable inductor in series with R^  to control the bridge reactance. A square wave 
testing circuit is added to the point g, to allow optimisation of the frequency response of the
anemometer via adjustment of the variable inductor. Instead of inductors, capacitors in parallel with 
the associated resistors can be used. A temperature compensated bridge would have a thermocouple 
(a coil of resistance wire of sufficient diameter so as not to get heated by the bridge current) 
attached to the probe head connected in series with such that any offset in resistance of the hot 
wire caused by a change in temperature is balanced by the change in resistance of the thermocouple.
Relative to a given steady state, any change in the ambient flow velocity will result in a change in 
the overall heat transfer coefficient and therefore a change in the heat flux out of the wire. The 
associated change in wire temperature causes a change in the wire resistance which creates a 
voltage difference across the Wheatstone bridge. This error voltage (e^-e^  in Figure 1.2) is fed into
the operational amplifier which then proportionally outputs a current into the top of the bridge to 
restore the wire resistance (and hence wire temperature) to its set-point by balancing the bridge. 
This process is so rapid that the wire temperature can be kept constant up to fluctuation frequencies 
of order lO'^Hz. The operational amplifier output voltage, E, is thus directly related to the flow 
velocity. The relationship between the two is provided by King’s 1914 law which was based on 
experimental and theoretical work on convective heat transfer over cylinders
Nu = v4 + gR e'^ (1.1)
Only when the flow speed is very low is this law violated due to the onset and domination of natural 
convection in the heat transfer process. In the assumption of infinite wire length (i.e. heat loss to the 
prongs is negligible), it can be shown that the Nusselt number, Nu, is simply related to the square of 
the bridge voltage. In reality with finite wire lengths and prong interference, the exponent on the 
Reynolds number is not 0.5 but more in the range 0.4 -  0.45. In practise, the following form is used 
for calibration of the probe
E ’^ = A  + B\Vi\" (1.2)
where A and B are not the same as those in (1.1). This equation also highlights the important fact 
that a hot-wire can only measure velocity magnitude, and any information regarding the sign is lost 
during rectification. This is not a limitation introduced by the use of King’s law, but rather a 
physical feature of heat transfer over a wire by forced convection. Any velocity component that is 
normal to the wire is primarily responsible for a cooling effect, regardless of which ‘side’ of the 
wire it comes from. In order to measure different components of the velocity vector with sign 
information, it is necessary to use a probe comprising multiple wires set at different angles. An 
example of such a probe is the cross-wire (or X-wire) probe and its calibration and analysis are 
detailed in §2.
1.1 Hot-Wire Thermodynamics
1.1.1 The Temperature Equation
By considering the heat flux balance over the hot-wire some useful information can be obtained 
regarding the effects of having a finite length wire, as well as the power loss to the prongs and the 
influence of wire material and its spatial homogeneity. The base equation for this analysis is 
formulated through the application of the first law of thermodynamics over an element of the wire. 
In the absence of any flow work, but allowing for heat sources, the first law in point form is
0 T
(1.3)
where the subscript w implies a property or state of the wire, the subscript a for air, and 0 for 
ambient conditions, p  is the density and C is the specific heat at constant pressure. Using the 
divergence theorem, the above can be re-expressed in control-volume form as
(\*ndA = (1.4)
V
This is now applied to a cylindrical elemental control volume of the wire as shown below
4  rad. Qconv.
int.
Ajc
+
dq cond. Ax
Figure 1.3: Hot wire control volume for heat transfer analysis
Assuming material homogeneity and isotropic (scalar) thermal conductivity, the following 
classical laws can be used in (1.4) to produce a governing equation for the wire temperature
• Fourier’s law of conduction
• Newton’s law of cooling qconv. = ) ’ where h is the convective heat transfer
coefficient
• the Stefan-Boltzmann law of radiative cooling q^ ^^  = ), where s  is the
emissivity [0... 1] and the Stefan-Boltzmann constant <7 = 5.6704 x 10'^ W/m^K"*
• Joule’s first law of electrical resistive heating 4i„t, = 7^7 ,^,, where I  is the electrical current
and Ryv is the wire element operating resistance*
The Thomson effect (1851), a therm oelectric effect, has not been included in the heating tenn since it was found to be 
negligible and the additional com plication o f  its inclusion in all subsequent derivations was deemed unnecessary. Had it
been included, the source term would be — t l  — —, where r i s  the Thom son coefficient o f  the material
which for both tungsten and platinum is o f  the order lOpV/K over the typical operating tem perature range. It is perhaps 
interesting to observe that the Thomson effect would have a heating effect over h a lf  the wire and a cooling effect over 
the other ha lf due to the change in sign o f  the temperature gradient, thereby introducing asym m etry into the tem perature 
profile.
+ -r„)Ax + p„£<r(r;-r;)Ax = / «^„
(1.5)
P  ^ is the perimeter of the wire cross-section (i.e. Tid^ ). Now, applying the definition of resistivity, 
X , to the present case and the fact that the static resistivities of tungsten and platinum vary linearly 
with temperature in the range 200 -  500°K (see Nathan (2009a)), the resistance term is
R . . .  =
Ax (1.6)
where is the temperature coefficient of resistivity at ambient temperature. If the value is not 
known at a particular ambient temperature, then the simple scaling law a^Xo = can be used
based on a known set of reference values (Nathan 2009a). At 298°K the value for tungsten is 
0.00448346 /K and for platinum 0.00355043 /K. Substituting (1.6) into (1.5) and cancelling and 
collecting some terms gives
0 7 ;  \ dk^dT^ i P„h V  . P „ sa , ,
+ -^0dt dx k  dx ÔX
Let the following variables be defined
(1.7)
P..h-
w V A.w J
>^2 =
1
AvK  V 4v
Substituting the above into (1.7) gives the hot-wire heat transfer equation in its final form
( 1.8)
(1.9)
In order to proceed with obtaining analytical solutions it is usually necessary to drop the radiative 
cooling term. This will be justified numerically further on.
1.1.2 The Entropy Generation Equation
Although entropy generation is of no practical consequence in the operation of a hot-wire, it is 
nonetheless interesting to examine. The base equation for this analysis is the second law of 
thermodynamics in point form, with the inequality replaced by an equality and an entropy 
generation term
V 7 q  ^ ds
TV w y
Now, using the fundamental thermodynamic relation and the definition of specific heat in time 
derivative form
(1.11)dt dt /  ots^  dt
then for the wire element where there is no flow work, making use of the first law (1.3) allows a 
substitution to be made for the time derivative of the entropy
' ’■ I T - — * ’
Expanding the divergence term in (1.10) and substituting (1.12) into (1.10) gives a more practically 
useful form of the second law
+ = (1.13)T..
Since the problem at hand is ID, the only heat flux vector that has a component in the direction of 
the wire temperature gradient is that of thermal conduction. The other heat fluxes of thermal 
convection and radiation must be added to the equation as entropy sinks (since they always cause 
cooling). Substituting Fourier’s law of conduction into (1.13) and including the aforementioned 
entropy sinks gives the final form of the wire entropy generation equation
k...(dT ..7  ?i„,-io„v-9nd
dx + T  -^gen (1.14)
1.1.3 Steady-State, Infinitely Long, Homogeneous Wire
In this ideal case there is no heat loss by conduction through the prongs and so all spatial
derivatives disappear along with the temporal derivative and the base equation (1.9) greatly
simplifies to
•:j7 =  T;.,oo -  (1  1 5 )
A
This is a very useful expression since without modelling the bridge electronics it is not possible to 
explicitly obtain the current as it appears in Y\ and Y2. Similarly the convective heat transfer 
coefficient is unknown without solving the flow over the wire and modelling the thermal boundary 
layer. Defining the overheat ratio as the ratio of the wire hot resistance to its ambient resistance 
minus one
Q = ^ - l  (1.16)
and then using (1.6) to obtain an expression for the ratio of resistances gives an absolute value for 
the terms in (1.15) in terms of an ideal overheat ratio (with infinity subscript)
Thus an ideal wire with a lower temperature coefficient of resistivity will operate at a higher 
temperature for a given overheat ratio than a wire with a relatively higher temperature coefficient of 
resistivity. The overheat ratio is decided by the experimenter and is an important parameter that 
controls the response characteristics of the hot wire as well as its sensitivity to flow temperature 
changes. The overheat ratio should be set to a value that keeps the wire temperature somewhat 
below its oxidation temperature. For example, with an ideal overheat ratio of 0.65 an ideal tungsten 
wire would be at about 170°C while an ideal platinum wire would be at about 208°C. It must be 
stressed that the ideal overheat ratio is associated with the temperature of an infinite wire rather than 
a finite wire. For a finite wire the average temperature would be used and would correspond to the 
actual overheat ratio. This follows from integration of (1.6)
R... = Zo^ ( 1 + « 0  ( r .  -  r „  ) ) t f e  =  ( 1 + a „  -  r „ ) )
(1.18)
The relationship between the ideal and actual overheat ratios is then simply given by
f  Z. - Z■ w,avg 0
T - T\  w,oo 0 y
(1.19)
1.1.4 Steady-State, Finite Length, Homogeneous Wire
Taking advantage of being constant, a change of variable is carried out to simplify the 
expression, namely
r  = (1.20)
In this case, (1.9) reduces to a linear, second order, inhomogeneous ODE.
dx^
-Y ,T  = -Y^ (1.21)
In the steady state, Y2 is constant and so the particular solution of (1.21) is just a constant. The 
general solution is
r,, -T^ = Ae'l^''+ B e ^ '"  + ^  (1.22)
Since the prong diameter is usually so much larger than that of the wire, the prong may be 
considered a constant temperature boundary because of its relatively massive heat capacity. So with 
the following boundary conditions with the wire spanning the range 0...L
T„iO) = T,
(1.23)
the final solution for > 0 is, eventually
T ^-T , , s in h (V ^ (L -^ ))  + sinh(7ï)x)
----------------—-1 ----------------------------- ;..,-------------------------  ( 1.Z4)
- 7 ; s in h (^ 2 .)■ W,co
A:
and for < 0, using the identity sinh(zx) = zsin(%), is the same as above but with the hyperbolic
sines replaced by ordinary sines. Without knowing 7i, proper quantitative analysis is still not 
possible. Since the terms in the argument of a trigonometric function must be dimensionless, it is 
possible to infer from (1.24) that Y\ must have the dimension of m'^. It is at this stage that the 
concept of ‘cold length’, Lc, by Betchov (1948a, b) comes in handy, and it turns out that Y\ is simply 
related to the cold length as follows (Bruun (1995), after correcting his to to ensure energy
conservation)
(1.25)
This has implications for the solution (1.24) with < 0 since this would imply an imaginary cold 
length. Not only is this unphysical but it turns out that for typically encountered values 
(magnitudes) of the cold length, the wire temperature predicted by (1.24) with < 0 would be
everywhere lower than the ambient temperature. Since heat cannot spontaneously flow from a low- 
temperature region to a high temperature region, this is in violation of the second law of 
thermodynamics. Thus in the steady state, it must be the case that > 0 which, upon inspection of
the definition in (1.8), means that the forced convection term dominates the term associated with the 
heat generated by the additional resistance over that at ambient temperature. Bruun (1995) states 
that “for most hot-wire applications”, Y\ will be positive. Since it must be positive in the steady- 
state, Bruun’s statement can only imply that it may become a valid solution in a predominantly un­
steady state.
In the steady state, the wire hot resistance R^ is constant and determined by the actual (not ideal)
overheat ratio. The Nusselt number in (1.25) can be found using any one of the many empirical 
relationships that exist in the literature (i.e. Kramers (1946), Collis & Williams (1959), Fand & 
Keswani (1972), Lange et al. (1999)). The corrections of Fand & Keswani cover the most extensive 
range of Reynold’s number (0.01 to 200000). For the present work, the corrections of Collis & 
Williams that go up to a Reynold’s number of 44 (after which a periodic wake in the form of a von 
Karman vortex street is shed from the hot wire) are certainly sufficient. Their result is
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Nu = (0.24 + 0.56 Re®-'')
(T. .0.17
T V^ o y
(1.26)
where T, is the ‘film temperature’
(1.27)
This is the temperature at which the properties of the fluid are evaluated (i.e. the thermal 
conductivity of air that appears in (1.25) as well as the kinematic viscosity that appears in the 
Reynolds number of (1.26)). For the present case, the average wire temperature is used for in
(1.27). With all terms now explicitly computable and based on available physical quantities, the 
equation (1.24) for the normalised temperature distribution of a finite, homogeneous wire is finally
= 1 - ,
sinh ' L - x ^
4 J
+ sinh
T - Tw,00 0 sinh
U J
(1.28)
Using this expression for the wire temperature, analytical expressions for the heat flux terms can 
now be formulated. In the order given below these are the heat transfer by conduction to one prong, 
the heat transfer by convection over the entire wire, and the Joule heating over the entire wire. Note 
that by symmetry the heat conduction to the left prong equals that to the right prong.
I ôcon d , prong '^w
dT..
dx x = 0 (4, . - 4)
co sh fA ^ -1
Sinh
(1.29)
ôconv nd,,h{T^-T^)dx  = - 4 ) (1.30)
2 r a d  = scTTid^XTj -T * )d x (1.31)
2 i n l  “ ■dx =
0
L ( l  +  ^ 0  avg -  ^ 0  ) )
(1.32)
where the average wire temperature (as required above) is given by
11
T —T T
w, avg 0 _  2 _  2  —
LT - Tw,00 -^ 0
cosh
v 4 y
-1
. ,  f  X 'iSinh —UJ
(1.33)
and also the temperature gradient and maximum temperature (which, by symmetry, occurs at the 
wire centre)
dT^ (^w,oo-^o)
dx L
cosh L - x
V  4 V
-cosh
v 4 y
sinh —UJ
(1.34)
T - Tw, max 0
T - T ^w,00 0^
sinh
=  1 - 2
( J A
V24y
. J
Sinh —UJ
(1.35)
The average heat transfer coefficient can be calculated straight from the definition of the Nusselt 
number, /z = NuA:^/J^ , which is assumed constant over the length of the wire in this solution. Of
course in reality the film temperature varies over the wire and therefore so does the Nusselt number 
by virtue of the fluid kinematic viscosity being a function of temperature. In addition to this, the 
wire thermal conductivity (assumed constant and evaluated at the average wire temperature) also 
varies with temperature. This is considered later.
1.1.4.1 Energy Conservation
The heat generated in the wire by the electrical current is balanced by the conduction losses to the 
prongs and the heat transferred to the surrounding medium by forced convection and by radiation. 
For very low Nusselt number flows, the forced convection is supplanted by natural (buoyant) 
convection. This is not considered here. The energy conservation equation is thus
Q n t  “ ô c o n v  “ ô r a d cond, prong = 0 (1.36)
For an idea of the order of magnitude of power involved with the hot-wire, the values for the 
Dantec 55P11 probe (1.25mm length, 5pm diameter) with tungsten wire operating at an actual 
overheat ratio of 0.65 (giving =1.048) in a streamwise flow of dry air at 298K moving at lOm/s
(giving Nu = 1.078) are given below to three significant figures. Recall that in this analytical 
solution, the radiation term is dropped.
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e,„. = 0.025 IW
0.0194 W
|ô con d , prong = 0.00289 W
For a platinum wire on the same probe and operating conditions (giving = 0.866 and 
Nu = 1.056 ), these figures come out as
G^,= 0.0294 W 
Ô , , =  0.0250 W
|ô con d , prong = 0.00222 W
Finally of interest is the wire cold and hot resistance as well as the average current and 
consequently the bridge voltage. Of course these values are ideal and in reality the wire is not a 
perfect cylinder and there may be additional contact resistance at the wire / prong weld interface. 
Nonetheless the cold resistances given below can serve as an ideal target when repairing a Dantec 
55P11 probe with either pure tungsten or platinum wire. From Figure 1.2 it can be seen that the 
bridge voltage (with unity gain and no offset) is
(1-37)
Supposing typical values o f R, = lOOii and = 1ÏÎ, then for tungsten
(298 K) = 5.39 x lQ -'nm  
4,,cou = 3 .430  
■^»,hot = 5 .660  
1^ = 66.63 mA
4,M ,e=7-llV
and for platinum
-7%o(298K) = 1.07x10-' Dm
-^ w.coid -  6.810
&hot =11.240
= 51.14mA
^bHdg«= 5.74 V
The resistance for the platinum wire is twice that of tungsten simply due to the reference resistivity 
of platinum being double that of tungsten. Despite this the bridge power consumption for the 
platinum wire is 38% less than that for the tungsten wire (0.294W against 0.474W respectively).
1.1.4.2 Power Loss to Prongs
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The fraction of power lost by conduction into the prongs is given by
2 |ô c o n d , prong
G r 1 +
Q L
sinh
00 y c
(1.38)
cosh ( L )w
-1
-1
where use was made of equations (1.29), (1.32), (1.33), (1.34) and (1.17). This shows that the only 
parameters that determine the power loss to the prongs are the (ideal) overheat ratio and the wire 
length to cold length ratio. Thus for a given cold length (which does not depend on the physical 
length) the power loss to the prongs can be reduced by having a longer wire and by operating at a 
higher overheat. The effect of the latter is less significant than the former.
Using the same example wire and conditions as in the previous section, the percentage power loss 
for tungsten and for platinum are given below
Tungsten
Platinum B.loss, prongs
= 23.01% 
= 15.12%
With pure tungsten wire almost a quarter of the input power is lost into the prongs. Platinum gives 
an improvement of about 8%. This is because the platinum wire has a smaller cold length than that 
of the tungsten wire (0.12L as opposed to 0.19L respectively) due to having a lower thermal 
conductivity. Inspecting the cold length definition in (1.25), other means by which the prong loss 
can be mitigated are:
• reduction of wire diameter (i.e. increase )
• reduction of wire thermal conductivity
• increase of Nusselt number (i.e. increase Reynolds number)
o increase of thermal conductivity of external medium.
Thus far the analysis suggests that platinum is the wire material of choice over tungsten. However 
platinum is rather soft and weak compared to tungsten with just two-fifths the elastic modulus 
(Brandes & Brook 1999) and is best alloyed with another element such as rhodium or iridium (10- 
20%) (c.f. Bruun (1995)).
1.1.4.3 The Temperature Distribution
The normalised temperature distribution (1.28) for the example Dantec 55P11 probe and conditions 
described in §1.1.4.1 is shown below for both tungsten and platinum wires
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Figure 1.4: Steady-state, normalised temperature distribution for the example probe with tungsten and platinum
wires
In the above plot, the ideal infinite wire would be manifest as a horizontal line at unity on the 
vertieal axis. Thus the platinum wire has a temperature distribution that is closer to the ideal. 
Parameters concerning the normalised average and maximum wire temperatures are given below
T - T\v, max 0
T - Tw , 00 0
T - Tw, avg 0
T - T  
T - Tw, max 0
T - Tw, avg 0
Tungsten Platinum 
0.853 0.964
0.620
L38
0.751
128
The values in the last row of the above table are particularly noteworthy since they show that the 
maximum wire temperature is significantly above the average. By symmetry this maximum occurs 
at the centre of the wire which implies that if an excessive overheat ratio is employed, the centre of 
the wire is the likely region of failure. An indication of this would be a whitening of the centre of 
the wire due to oxidation. In the current example, the maximum temperature attained on the 
tungsten wire is 224.2T, and the average is 169.8T (against an ambient temperature of 24°C). For 
platinum these are 259.9T and 207.9°C respectively.
The effects on the temperature distribution of varying Ljd  and the mean flow speed are shown in 
the graphs below.
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Figure 1.5: Effect of mean flow speed on wire temperature distribution. Left -  tungsten; Right -  platinum
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Figure 1.6: Effect of L/d on wire temperature distribution. Left -  tungsten; Right -  platinum
The trends are the same for both wire materials, but with platinum consistently closer to ideal. As 
the mean flow speed is increased, the wire temperature distribution tends more towards the ideal 
distribution. A similar trend also occurs with an increase in L /  d, but is more pronounced. In 
particular for tungsten, a halving of the L /  d from the design value of 250 to 125 by using 10pm 
diameter wire is quite detrimental. These results imply that the temperature distribution of a hot 
wire will actually alter during transit through, say, a boundary layer. One could interpret this as an 
effective reduction o f L /  d as the wall is approached. This is most serious near the wall where the 
mean flow speed is lowest and the velocity gradient is high because any spatial averaging over the 
probe will not be spatially linear but in fact weighted by the temperature distribution. In a 2D wall 
bounded flow this can be mitigated by having the wire axis parallel to the wall. In light of this, the 
best improvement would be to decrease the wire diameter in order to increase L / d ,  rather than 
lengthen the wire.
1.1.4.4 Entropy Generation Distribution
In order to produce the entropy generation distribution, the wire was split into three hundred 
elements and the heat flux terms associated with Joule heating and forced convection in the specific 
entropy generation equation (1.14) were evaluated over each element of length Ax and treated as 
constant over the element length (i.e. by simply evaluation of the integrands alone in (1.30) and 
(1.32) replacing the integrating variable dx with the element length Ax ). This procedure also allows 
for direct comparison with the finite volume simulations carried out later. Since the absolute value 
of entropy generation is not so meaningful, the average entropy generation over the entire wire was 
evaluated numerically and then used to normalise the entropy generation at each point. The graphs 
below show the normalised entropy generation distributions for both tungsten and platinum wires.
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Figure 1.7: Steady-state, normalised entropy generation distribution for the example probe with tungsten and
platinum wires
The biggest contributor to entropy generation is the heat conduction through the wire, and this 
reaches a maximum at the wire / prong interface. The above graphs reveals that this is about 8x 
above the average for tungsten and 12x for platinum. The value at the centre of the wire where the 
temperature gradient is zero remains some very small positive value (0(10' )). So a wire with a 
temperature distribution closer to ideal will have greater entropy generation in the vicinity of the 
prongs due to the large temperature gradients in that region. Two ways of achieving this are to 
increase the overheat ratio and / or decrease the wire thermal conductivity. Next, the effects on the 
entropy generation distribution of varying Ljd  and the mean flow speed are shown below.
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Figure 1.8: Effect of mean flow speed on wire entropy generation distribution. Left -  tungsten; Right -  platinum
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Figure 1.9: Effect of L/d on wire entropy generation distribution. Left -  tungsten; Right -  platinum
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As with the effects on the temperature distribution, an increase of the mean flow speed causes a 
qualitatively similar trend to increasing L / d  and vice versa.
1.1.4.5 Variation of Physical Properties over the Wire
The steady-state temperature equation was solved with the assumption of constant film temperature, 
and constant thermal eonduetivity. In reality the density, specific heat capacity and thermal 
conductivity of the wire are functions of temperature. Furthermore the film temperature varies over 
the wire and so the density and viscosity of the external medium (here taken to be air) also vary 
accordingly. This means that the wire Reynolds number is not constant over the wire. The 
aforementioned properties of air as functions of temperature can be found in Nathan (2009a) and 
those of the wire are presented below, using tabulated data from Lide (2004). Fitted power laws are 
given in the range of interest. Since the wire temperature distribution is itself a function of these 
properties, the general problem is impossible to solve analytically and the most accurate solution 
must come from a numerical simulation. What is possible is to present a ‘first iteration’ of the 
property variations by using the steady-state temperature distribution based on constant values of 
these properties evaluated at the average wire temperature. Even here, iteration is required due to 
the circular nature of the solution, and this was required in the evaluation of all the previous results. 
Convergence typically occurred after ten iterations.
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Figure 1.10: Non-dimensional variation of thermal conductivity with normalised temperature
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Figure 1.11: Non-dimensional variation of specific heat capacity (at constant pressure) with normalised
temperature
No data was given for the variation of the speeific heat capaeity of platinum with temperature, but 
just a single value at room temperature. It is assumed that the reason for this is that the variation is 
negligibly small, rather than the data being un-available. Once again, platinum proves to have the 
advantage over tungsten in that its thermal conductivity is virtually constant over the wire 
temperature range, and likewise with the speeific heat capacity. This is due to the turning point in 
thermal conductivity in platinum at the temperature range in question. Whereas the thermal 
eonduetivity of tungsten continues to decrease with increasing temperature, that of platinum 
actually begins to increase again.
The variation of wire density with temperature can be found if the coefficient of thermal expansion 
is known. Lide (2004) gives the linear coefficient of expansion for both metals. Under the 
assumption of structural isotropy, the required bulk (or volumetric) coefficient of expansion, p, is 
simply three times the linear coefficient. The equation for density is thus
Pw ~ AvO ^
1 dp
( 1.39)
Now it is possible to plot the estimated variation of the aforementioned quantities.
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Figure 1.12: Variation of Reynolds number, thermal conductivity, density and specific heat capacity of tungsten 
wire with non-dimensional distance from left prong. Each parameter is normalised by its respective value
evaluated at the average wire temperature
The variation of Reynolds number is not insignificant, increasing to 45% above and decreasing to 
12% below the nominal value. Since the Nusselt number increases with Reynolds number, this 
means that the effectiveness of heat transfer by forced convection actually increases towards the 
prongs. However this is offset by the decrease in temperature difference between the wire and the 
surrounding medium. The variation of thermal conductivity is also not negligible, going up to 15% 
above and about 5% below nominal. The specific heat capacity variation is only important in the 
unsteady situation where the thermal inertia of the wire is a key parameter in the response time 
constant. The variation of density is negligible dropping to just 0.27% below nominal at the wire 
centre where the temperature is highest. On the same scale, the variations for a platinum wire are 
shown below.
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Figure 1.13: Variation of Reynolds number, thermal conductivity, density and specific heat capacity of platinum  
wire with non-dimensional distance from left prong. Each parameter is normalised by its respective value
evaluated at the average wire temperature
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For platinum, a variation of a few percent in thermal conductivity is visible at the prongs, whereas 
all other properties can be considered constant. The Reynolds number exhibits a similar trend as 
with a tungsten wire but here increases to almost 60% above the nominal value. This is because the 
average film temperature of the platinum wire is higher than that of the tungsten wire leading to a 
lower nominal Reynolds number (due to the higher kinematic viscosity of air at the higher film 
temperature).
It is in fact possible to solve the temperature equation with a linear variation of thermal conductivity 
over the wire, and this is carried out in the next section.
1.1.5 Steady-State, Finite Length, inhomogeneous Wire
Following on from the results of the last section, it appears that the physical property with the most 
significant spatial variation is that of the thermal conductivity. The master equation for temperature 
(1.9) already contains a term involving the gradient of thermal conductivity along the wire, and so a 
solution is sought for a particular function of thermal conductivity. After the change of variable of 
(1.20) the temperature equation for this case reduces to
= (1.40)
dx dx dx
Now, and actually contain the thermal conductivity within them and it is necessary to re­
define these such that the thermal conductivity appearing explicitly in the equation. The new Y^ and 
Y^  are simply the same as the originals in (1.8) but without in their denominators. This means 
that
A
L
(141)
7 7
- ^  = - ^  = T -T .—  y  W^.OO ^0
22 2^
The temperature equation (1.40) now becomes
(1.42)
ok
Suppose a simple linear variation of thermal conductivity along the wire such as
K l ~ Ko
' L J (1.43)
= a+ bx
Substituting this into (1.42) gives
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d^T  ^ b d T ___
dx^ a + bx dx a + bx
This can be further simplified by making the substitution
X  = a + bx
which, keeping in mind that dX  = bdx, finally gives
a + bx
(1.44)
d^T  ^ 1 dT Y, ^  _ Y,
(1.45)
This turns out to be a slightly modified version of the Bessel differential equation, differing only in 
the power of X in the third term on the left hand side (the canonical equation has a division by ). 
Bowman (1958) gives a more general transformed version of the homogeneous Bessel equation and 
its solution, namely
d^y ^ 2 p  + l dy ^
dx" X dx X 7
y  = 0
(1.46)
where (x) and (x) are Bessel functions of the first and second kind respectively, and n is the
order of the function. Series approximations of the Bessel function can also be found in Dwight 
(1961). For the present case, the coefficients in (1.46) are
/> = 0
(1.47)yS = 0 
q = 0 
1r = — 
2
Since the argument inside the Bessel functions will now be purely imaginary (due to a), the 
modified Bessel functions for imaginary arguments must be used, namely (zx) = /„ (x) and
7^  (zx) = (x ) . The complementary solution of (1.45) is then
2 2
T ^ = C M f h C , K , [ f )comp.
(1.48)
^  \b\
Using a polynomial series as a trial function for the particular solution reveals that only the zero 
order term in the series matches the form of the right hand side of (1.45) giving the particular 
solution
Finally adding the complementary and particular solutions then switching back to the original 
variables using (1.20) and (1.44) (observe that actually X  = using the identities in (1.41) to 
express the solution in terms of basic variables and applying the boundary conditions of (1.23) to 
obtain Q and Q  eventually gives the desired solution
T ^ -T q _  ^^  (^0,0 ~h,o)^Q,x
T,.. h,0^0,L h,L^Q,0" w,00
(1.50)
f i x )  = \b\L,
(a + W X  Nu
Q „ + l
where the shorthand notation for the Bessel functions is interpreted as follows: the first subscript is 
the function order (which is always zero in this case), and the second subscript is the value of x at
which to evaluate f i x )  (i.e. = f { f ( L ) ) ) .
To analyse the effect of varying thermal conductivity using the solution obtained above, suppose the 
linear fonction given in (1.43) has k^ Q equal to the nominal value (evaluated at the average wire
temperature) and that where Â is 3. simple factor that determines the increase in the
thermal conductivity of the wire at the right prong over that at the left prong position. This 
formulation ensures that the solution starts off identical to the homogeneous solution of §1.1.4 and 
then diverges as the thermal conductivity is ramped up or down as desired. The graphs below show 
this variation for various percentage increases and decreases of the thermal conductivity going from 
the left prong to the right prong, for tungsten and then platinum wire.
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Figure 1.14: Effect of linear variation of thermal conductivity on the steady-state temperature distribution.
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Figure 1.15: Effect of linear variation of thermal conductivity on the steady-state temperature distribution.
Platinum wire.
The increase of 15% was included since this is the estimated increase at the prongs according to 
Figure 1.12 (for tungsten wire). The conclusion is that this 15% variation has a small but non- 
negligible effect on the temperature distribution, with the maximum deviation being about 7% near 
the right prong. This solution also confirms that a decrease in thermal conductivity can dramatically 
flatten the temperature distribution as desired, but large reductions of above 90% are required to 
create a truly flat extent of temperature distribution. According to the Wiedemann-Franz law of 
1853, the ratio of a metal’s thermal conductivity to electrical conductivity obeys a simple 
proportionality law involving temperature. This is the because the free electrons are involved in 
both the transport of charge and of heat.
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where i  is the Lorenz number 2.45x10"^ WH/K^ derived after quantum mechanical 
considerations. Thus a practical way of lowering the thermal conductivity of the wire is to use a 
metal of lower electrical conductivity. If the above relationship can be assumed to apply to non- 
metals (though likely with a different constant), then perhaps some sort of semiconductor wire or 
low-conductivity polymer would make a more ideal wire than tungsten or platinum.
Attempting to solve (1.40) with a quadratic variation of thermal conductivity ends up producing an 
equation that is a modified form of the general hypergeometric equation. Although this can be 
solved with generalised hypergeometric functions, the case of linear variation demonstrates the 
effect sufficiently well and so this topic shall here be brought to a conclusion.
1.1.6 Transient Response of a Hot-Wire
This section does not examine the full dynamic response of a hot-wire to an unsteady flow, but 
rather just the transients between steady states. In particular, a thermal time constant is sought in the 
ensuing analysis. The solution would apply to the switching on of the hot-wire and in the ideal 
scenario of a step change in the mean flow speed. It is not really correct to think of un-steady flow 
as lots of little transitions between quasi-steady states. Since the base equation (1.9) under the 
assumptions of homogeneity and no radiative heat transfer admits a solution via separation of 
variables, there is no need to solve the full spatio-temporal equation, but rather just the temporal 
part. The temporal part then simply modulates the spatial solution given in (1.24). Therefore the 
equation for this case is a simple inhomogeneous first order linear ODE
^ ^ —  + Y.T = Y, (1.51)
K  dt
where the usual substitution T = T ^ -T q has been made. The complementary part is simply solved 
by splitting the differential and integrating, and the complementary solution is the same constant 
/Y  ^ as in all the previous solutions. The final solution is
T - T  --
- 0 = l - e '
T - Tw,co 0
T =
(1.52)
Nu
The elapsing of one time constant means that the solution has attained 63% of its steady-state value, 
two time constants 86%, and 99% after five time constants. For the test case probe used in the 
previous sections, the above solution results in a time constant of 0.99ms for tungsten wire and
0.96ms for platinum wire (or in terms of frequency, about IkHz). Interestingly the wire thermal 
conductivity does not feature in the time constant, but rather that of the external medium. The time 
constant is reduced by decreasing the mass per unit length of the wire, and obviously by lowering 
its specific heat capacity such that a given temperature change can happen with less input energy
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(which for a given electrical current, takes time). Also, increasing the Nusselt number will reduce 
the time constant. This means that the hot-wire has better response in a faster flow. Oddly though, 
the overheat ratio appears in the numerator which implies that a lower value improves the response. 
This seems to go against the conventional wisdom and is indicative of an over-simplification in the 
equation. Note that in the above solution it was assumed that (or l / z /  ) was constant. However
since this term contains the wire resistance then it is perhaps unreasonable to assume that it remains 
exactly constant during a transient because a change in wire temperature must be accompanied by 
an instantaneous change in resistance (not considering any micro-scale relaxation effects).
1.1.6.1 An Improvement to the Solution by Allowing the Resistance to Vary with 
Temperature
In line with the above discussion, writing out in full from its definition in (1.25) but this time
having the wire resistance ratio represented by the function of temperature (1.18) (but for an infinite 
wire) transforms (1.51) into a non-linear ODE
d T  I k j ,
d t p „ C j J { \  + a j )  p„C„
The complementary solution is found once again by splitting the differential and integrating. This 
time, for full generality, the Nusselt number is also allowed to vary in time in an arbitrary manner. 
The solution after exponentiating both sides is
(1.54)
4k
A =
Pw^w^w
In order to solve the above for T, it is necessary to use the Lambert W ftmction (also called the log- 
product function) which is the inverse function of an equation of the form Y = X e ^  such that 
X  = W ( Y ) .  Multiplying both sides by to bring the equation into the required form gives the 
solution
r  = T w (a „ C ,e " " ^ ''“‘") (1.55)
CCq
Now, by the Lagrange inversion theorem it is possible to obtain a Maclaurin series for the Lambert 
W ftmction as follows
W„ (x)  = y  f  = x - x ^  + -x ^  - - x "  +— x^ (1.56)
° t ;  nl 2 3 24
The use of a Maclaurin series is justified since the argument of the function is likely to lie in the 
range 0...1 assuming is of order unity. This assumption is based on the previous solution
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(1.52) where the constant was 7^^ -T^.  This constant, when multiplied by gives 1.05 for 
tungsten and 0.866 for platinum. The Maclaurin series of (1.55) is thus
r  = C, + + (1.57)
The solution has the appearance of a perturbation series, with being the small parameter. The
first term in the series makes the largest contribution and also has the longest time constant. 
Furthermore since the sought-after time constant is contained in the complementary solution, the 
particular solution will not be considered here. What is most interesting about this solution is that 
the time constant actually depends on the Nusselt number history for the duration of the transient 
{not for all time, the integral must be reset between transients). Supposing a constant Nusselt 
number, then the new time constant turns out to be
2
t* = » (1.58)
Ak^ Nu
which is exactly the same as (1.52) but without the (questionable) overheat ratio in the numerator. 
With this time constant, values of 49ms for tungsten and 51ms for platinum are obtained (or in 
terms of frequency, about 2kHz) -  i.e. simply a factor of 1.65 difference. Finally, inserting the 
Nusselt number as given explicitly in (1.26) into the above time constant, after making use of (1.17) 
to evaluate the ideal film temperature, gives
1 +Ak 0.24+0.56
VV \  Pa J J 2ŒqTq j j
Therefore the transient time constant can be reduced by altering the variables (if possible) in the 
following manner:
dexzrease :
increase : k^, f/, Q
In practise, lowering the ambient temperature favourably alters the air density and viscosity but un­
favourably alters the air thermal conductivity by a similar if not greater degree.
1.1.7 The Dynamic Response of a Hot-Wire
The dynamic response of a hot-wire has been investigated by many researchers over many decades. 
An excellent set of references can be found in Li (2004), which itself is a very thorough piece of 
work. Li analytically examined the dynamic response of the hot-wire in isolation, the bridge circuit 
in isolation and also the hot-wire in combination with the bridge. In addition to this, he also 
considered the effect of non-zero wavenumber velocity fluctuations over the wire. He showed that 
the frequency response of the combined hot-wire and bridge was much lower that that of the bridge 
alone, and that frequency attenuation actually exists throughout the entire frequency range 
commonly encountered in wind tunnel experiments. In line with the conclusions made earlier, Li 
showed that the response characteristics are be improved by decreasing the wire thermal
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conductivity, increasing L / d  (though at the expense of spatial resolution), increasing the overheat 
ratio and increasing the Reynolds number. These changes are effective because they reduce the 
relative magnitude of heat conduction to the prongs, which is in fact the major cause of frequency 
attenuation. Li also suggested the use of a titanium-nickel alloy (55/45) wire due to its very low 
thermal conductivity (about 10 W/mK as opposed to 153 W/mK for tungsten and 72 W/mK for 
platinum at the average wire temperature).
1.1.8 Steady-State, Finite Volume Simulation of a Hot-Wire
Only by numerical methods is it possible to find the steady-state temperature distribution where the 
properties of the wire and the external medium can vary with temperature over the wire. The 
radiative heat transfer term can now be included and its effects assessed in order to justify its 
negligence in the analytical solution. Furthermore, it is possible to investigate the effects of 
variations in diameter on the temperature distribution.
A rigorous simulation would treat the wire in 3D such that only the surface elements experience 
convective heat transfer. Thus a real wire would also have internal temperature gradients in the 
radial direction, with the centre of the wire being hotter than the exterior. In addition to this, the 
flow field that develops over the hot wire could be modelled and would result in a non-uniform 
convective heat transfer around the wire in line with the velocity variation and resulting thermal 
boundary layer. However, for the present case a simple ID simulation shall be carried out in order 
to allow direct comparison with the analytical solution presented earlier.
Due to its advantage of flux continuity over each element, the finite volume method is well suited to 
problems such as this and naturally follows on from the control volume analysis of Figure 1.3. In 
the present formulation it is assumed that all scalar properties, the internal heat source, the heat 
transfer by forced convection and by radiation are constant over the entire element. In essence, each 
element is a homogeneous slab of material. All scalars are stored at the element centre, and all 
fluxes are evaluated at the element faces. Every element will be of equal length, and constant 
temperature boundary conditions are employed (in line with the analytical solution)
Starting from (1.4) and Figure 1.3 and the definitions of the heat flux terms that follow it, the finite 
volume equations are developed as follows.
Ar
2
^ c o m .  rad.
9^cond. P 
-> •  
2
IV
^cond. E 
-> •  
3 N-1
Ax:
Nlie r =
Figure 1.16: Finite volume method element structure and nomenclature, example centred at element no. 2
Dropping the w subscript denoting ‘wire’, the integral equation for each element is
C xd (  A, dT ' } ,—  Ak —  dx + 
d x \  dx J
hP{T-T„)dx + -T„^)dx =
A
dx (1.60)
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Using the assumption that scalar values are constant throughout the element, and substituting in the 
resistivity equation (1.6) into the integral on the right hand side.
+ hpPp{Tp-T^)hx-y SpCrPp ( r /  - T / ) Ax = —^ -----— Ax
-  A K dx w J
hpPp -
V
(r ,  - r„ ) Ax + SpCrPp ( r /  - T ; ) A x  = t - ^ & x
y
and now turning the first derivatives into forward difference quotients, substituting in the variables 
f; and Fj ftom (1.8), recalling that = l / z /  and using (1.15) and (1.17) to express Y^  in terms of
the ideal overheat ratio gives
V Ax y
A K  ) Ax + SpaPp ( r /  -  r ;  ) Ax =
Lcp oCq
Collecting terms involving Tp, and to the left hand side, and all other terms (including the 
7 /  term associated with the radiation term) to the right hand side
Ank
A K  + A K  + f  2 Tp -  A^k^Tp -  AykJT^ -
Ar^k^Ax^xp.vp
Ap y L.'cP
-Sp(yPp{Tp* - T ; ) A x^
Finally, the equation for node i can be written as follows
üpTp cipTp ^w'^w ^
' 2 A K   ^= 1
Ak„ else
2 A p j k N  i — N  1
cip — cip clyp "t" Apkp
else
f Ax^f
(1.61)
\ K p y
S  =  A p k p
 ^Ax  ^
\ K p J  V
To + -ep a P p {T ;
0 y
Nodes 0  and N  are not included since they are specified boundary values. The factor of two in the 
treatment of the nodes nearest the boundaries is due to the half-spacing between the nodes at the 
boundaries. With regards to evaluating the thermal conductivity at the element faces, the most 
intuitive approach would be to linearly interpolate between nodal values. So with equal element 
sizes this would amount to a simple arithmetic mean. However, bearing in mind the notion that each
29
element is a homogeneous slab, Patankar (1980) showed by means of an analytical solution of a ID 
heat conduction problem involving two slabs of discontinuous thermal conductivity that the 
harmonic mean is the correct method of property evaluation. Since the harmonic mean is always 
less than the arithmetic mean, this will result in a bias towards the lower thermal conductivity. An 
intuitive justification of this is to imagine the case where one highly conducting element has a 
perfectly insulating neighbour. In reality there must be no heat transfer across the interface to the 
insulating neighbour. The harmonic mean would give the correct result by returning zero, but the 
arithmetic mean would result in some heat transfer since it would return a non-zero thermal 
conductivity at the interface. Since the face area always scales the thermal conductivity, the area- 
weighted harmonic mean of the thermal conductivity shall be used. With the element faces midway 
between the nodes, this is
1 1
A  .A:... 2eAV 6AV y  A p k p  A , w K , W  J
(1.6:2)
^  ^ _ 2 A ^ pA ,wK ,w
e , w  e , w  A  r  , A  t
y ± p li .p  f
The temperatures are initialised at ambient temperature (or perhaps a better guess such as (1.28) 
rescaled), and the system of equations can be solved either by using simple Gauss-Seidel iteration, 
or by solving the resulting tri-diagonal matrix equation using the Thomas algorithm. For Gauss- 
Seidel iteration, simply iterate the following for each node i (except the boundary nodes)
J1 _ ^EjPEi ^wAwi
P i apt
(1.63)
Alternatively, the matrix equation is
1 0 0 0 0 0
- % 1 ~ ^ E l 0 0 0
0 ~ ^ W 2 a p 2 ~ ^ E 2 0 0
0 0 ~ ^ W 3 a p 3 - ^ E 3 0
0 0 0 0 ~ ^ W N - \ ^ P N
0 0 0 0 0 0
-aE N -\
1
Vv-i
TV -^ 0 y
( 1.6/1)
By solving the above system under the same conditions as the analytical equation of §1.1.4 
(constant property and no radiation), the finite volume formulation given here returned a maximum 
relative error in temperature of 0.003% (which occurred at the end nodes) when the wire was 
divided into 300 elements (giving Ax = 4-^pm). Energy conservation was satisfied to within
10"^  W . Convergence was determined to occur when the change in temperature per iteration was 
less than 10' ,^ for all elements. Note that with the Gauss-Seidel iteration solution procedure, 
convergence was slow with tens of thousands of iterations being required.
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1.1.8.1 Validity of Neglecting the Radiative Heat Transfer
Even in the worst case of having unity emissivity (perfect blackbody), the temperature distributions 
with and without radiative heat dissipation are visually indistinguishable on a graph. For tungsten 
wire the maximum relative difference in temperature with and without radiative heat transfer was 
-0.13%, and for platinum this was -0.19%. The maximum difference occurred at the centre of the 
wire where the temperature is maximum (and thus the radiative term is largest), and the negative 
value of the difference is obviously due to fact that the radiation causes extra cooling.
In a dark room and viewed under a microscope, a hot-wire does not give off any discernible light in 
the visible spectrum during operation. According to Wien’s displacement law (1893), the 
wavelength of maximum energy density is inversely proportional to temperature
. 0.0028977685(51)
A.«max
where the proportionality constant is taken from CODATA 2006. Therefore at the average tungsten 
wire temperature of 443K, the wavelength of maximum energy density is 6.5pm which is at the 
starting end of mid-range infrared radiation. The values given in Lide (2004) for the emissivity of 
tungsten in the near-infrared range 0.25 -  2.6pm but at the much higher temperature of 1600K span 
from 0.482 to 0.164 with increasing wavelength. As the temperature decreases, the emissivity at the 
smaller wavelengths increases. Recall that the Stefan-Boltzmann law relates the total energy 
radiated, and so the emissivity represents the normalised integral of the spectral ordinates over the 
entire emission spectrum. Since the emissivity is not known, it shall be kept at unity under the 
assumption that the wire is a perfect blackbody.
1.1.8.2 Full Solution with Varying Properties
Allowing all the wire and air physical properties to vary with temperature according to the simple 
power laws mentioned earlier, the most true wire temperature distribution can be obtained and thus 
the accuracy of the constant-property analytical solution tested. The graph below shows the 
temperature distributions for both tungsten and platinum wires (solid lines) alongside their 
analytical solutions (dashed lines).
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Figure 1.17: Temperature distributions for tungsten and platinum wires. Solid cui*ve -fu ll finite volume solution,
dashed curve -  constant-property analytical solution
Since the radiation term has negligible effeet, most of the departure from the analytical solution is 
due to the variation of the wire thermal conductivity. This is supported by the faet that the platinum 
wire exhibits mueh less of a deviation, while also having an almost invariant thermal eonduetivity 
(c.f. Figure 1.13). A more informative quotient between the solutions is presented below
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Figure 1.18: Quotient between finite volume and analytical solutions
For tungsten, the largest deviation is only about 1.5% at around 0.1 wire lengths. For platinum, the 
largest deviation oeeurs nearer the prongs, but is just 0.2%. Finally, the variations of some of the 
key properties are shown below for tungsten only. Note that the variations of the density and 
viscosity of air are incorporated into the Reynolds number and so are not shown individually.
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Figure 1.19: Non-dimensional variation of Reynolds number, thermal conductivity and heat transfer coefficient 
for the case of tungsten wire only. Solid curve -  full finite volume solution, dashed curve -  estimate from
analytical solution
Again, the two solutions only exhibit minor deviations on the order of a few percent. It is interesting 
to note that since the wire cold length contains the Nusselt number, which is temperature dependent, 
the cold length now becomes a localised parameter. The physical interpretation of this is somewhat 
unclear. The variation of Nusselt number and cold length follow closely that of the wire thermal 
conductivity and so are not shown to aid clarity.
The evidence shows that the analytical solution with its constant property approximation is in fact 
sufficient, with the degree of deviation entirely depending on the degree of temperature dependence 
of the wire material properties. The power loss to the prongs predicted by the finite volume solution 
is about 0.45% less than that of the analytical solution.
1.1.8.3 The Effect of Diameter Variations
Due to imperfections in the manufacturing process, it is likely that there are some deviations in the 
wire diameter along the wire. It is useful to assess such variations in diameter on the temperature 
distribution. For example, the 5 pm tungsten wire supplied by the Goodfellow company^ (product 
W005110, either plain or gold-plated) is stated to have a diameter variation of ±10%*. This is 
briefly investigated by superimposing a half cycle sinusoid (i.e. a single bump or dip) onto the 
nominal diameter. Also, the case of 21 half-cycles (chosen arbitrarily) is shown. The temperature 
distribution for these three cases is shown below for tungsten wire only.
See httPs://www.goodfellow.com/home.aspx?LangTvDe=1033 (last accessed 24/07/09)
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Figure 1.20: The effect of variations in wire diameter on the temperature distribution for tungsten wire
The variation that causes thinning of the wire at the centre leads to a higher temperature in the 
vicinity of the wire centre and vice-versa. The case of the spatially rapid variations leads to an 
indiscernible change of temperature near the wire centre, but more noticeable deviations nearer the 
prongs. A similar trend exists for platinum (not shown), but is much smaller. This is because the 
diameter determines the local cross-sectional area of the wire which directly influences the heat 
transfer by conduction through the wire (also recall the use of the area-weighted harmonic mean in 
(1.62) to determine the thermal conductivity). Interestingly, the rapid diameter variation has a much 
larger effect on the entropy generation distribution, as can be seen below.
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Figure 1.21: The effect of variations in wire diameter on the normalised entropy generation distribution for
tungsten wire
In conclusion, the effect of all these nonlinearities on the wire temperature distribution and thereby 
ultimately on the measurement of the local flow speed is small and practically inconsequential. 
Although this conclusion is perhaps obvious and backed by the continued success and application 
of the hot wire in experimentation, it is good to demonstrate it analytically and numerically.
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1.2 Calibration of the Probe
If possible, it is best to calibrate the probe in-place such that there are no changes in ambient fluid 
temperature or in the electrical resistance at any cable connection junctions before and after 
calibration. The procedure for a straight, single wire probe is as follows:
1. Orient the probe such that its wire axis is normal to the streamwise direction
2. ensure that the probe is in a potential flow with minimal turbulence intensity
3. have a reference instrument set up at the same station as the probe such that it measures the 
same velocity that exists at the hot-wire location
4. set the flow speed an allow it to settle
5. record the bridge voltage signal along with the reference instrument velocity for a sufficient 
time to get a good average of both signals. The actual time depends on the quality and 
steadiness of the free stream flow of the particular facility and in the first instance a plot of 
the running average should be observed to determine the convergence time
6. repeat steps 4 & 5 for various different flow speeds that span the range that is encountered in 
the actual experiment (of course, this is not known the first time and so the range of the very 
first calibration will be based on an educated guess). The more points that make up a 
calibration, the more representative the fit is over the entire range. Note that the speed range 
is not that of the mean velocities at either extreme but rather the extremes of instantaneous 
velocities that are encountered. These are best found by inspecting the histograms of the 
velocity records at those points where the extreme mean velocities occur. Once this 
information is available, the range of calibration speeds can be adjusted as appropriate.
7. Use the records of average voltage and average speed to obtain the calibration constants A, B 
and n in (1.2). Note that the bridge voltage usually has applied to it a gain to improve the 
signal-to-noise ratio (and to reduce quantisation error in the analogue-to-digital converter 
(ADC)) and an offset to maximise the dynamical range to that of the ADC. Once again, 
these values are determined after the maximum and minimum encountered flow speeds are 
known. It is important to remove the gain and offset before running the curve fitting routine, 
just as it is important to remove them when using the curve fit to obtain the velocity. The 
gain and offset modify the true bridge voltage, E, as = Gain(jg + Offset).
It may be difficult to obtain a calibration point at very low speeds, either because of difficulty with 
the wind tunnel motor control system or due to poor low-speed resolution of the reference 
instrument (i.e. a pitot static probe).
The simplest way to obtain A, B and n would be to step through various values of « at a precision of 
choice and at each step carry out a least squares fit on the data to obtain A and B. The best value of 
n is that which results in the minimum least squares residual. However a more sophisticated non­
linear regression method was used in this work, namely the Gauss-Newton method which seeks to 
minimise the residuals between the actual data and that produced from the model function -  in this 
case King’s law (1.2). This is achieved by expressing the residuals, £, as first order differential 
sums (using Taylor’s theorem), and then solving the resulting system of equations for the 
increments that scale each of these derivatives. These increments are such that the gradient vector in 
parameter space points in the direction of the residual local minimum. Since there is only one
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minimum for this case, this minimum is also the global minimum as desired. Using i to denote the 
iteration number and ôa  the increment vector, then
8, = E" - E". = =  SA, + -----  SB, + -----  Sn, = VE", • Ô = J • Sa.
' ' dA , ‘ B B , ' Bn , '
This can be expressed in matrix form
'  e \ ^ , - { a +b u c )
E \ ^ , - { A  + B U ," )[  
8
aE"i aE"i aE \
a^ a^ dn
a^'y. aE'y,
a^ a^ dn
^B
5&,
(1.65)
where N  is the number of calibration points. The derivatives that make up the Jacobian are, for each 
calibration point j
=  1
aE"y
dA i
a B , "
(1.66)
dn i- ,  = W
Thus three calibration points are required to fully determine the system, but a robust calibration 
should contain many more. This means that generally the Jacobian matrix is non-square and the 
solution for the increment vector proceeds as follows
8 y — i  ,S a.
jy  8y -  ( j y  jy)(^(Xy
(1.67)
Finally, the variables are updated
tty^ i = a, + rSa,
4+1 = 4+1 + ^ ^ 4
(1.68)
"/+i =n,^,+rSn,
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where r  is a retardation parameter in the range (O...I] that uniformly scales down the increment
vector to prevent large jumps that may lead to divergence after a far-off initial guess. Convergence 
occurs when the relative change in the increments between iterations falls beneath a specified 
tolerance. This can be set to a very strict 10”^^ without any problems.
<5 4 + 1  ~ ^ 4 < toi < toi Sn.
< toi (1.69)
Experience has shown that convergence always occurs when the initial guess solution lies above the 
actual solution. The convergence is fast and retardation is actually not required. Typical initial
guesses are
4 = 1 0
4 = 2
« 0 = i
(1.70)
The algorithm can be summarised as follows:
1. Set the initial guess for each variable as in (1.70)
2. for each calibration point, compute the Jacobian J and the residual row vector s in (1.65) 
using the updated variables and (1.66)
3. solve for the increments as in ( 1.67)
4. update the variables as in (1.68)
5. cycle steps 2 to 4 unto convergence as specified in (1.69)
1.3 Calibration Drift Correction
Since the calibration constants contain quantities that are functions of ambient temperature (such as 
wire cold resistance and some physical properties that are functions of temperature) any change in 
the ambient temperature from that at the time of calibration will result in the velocity / voltage 
correspondence becoming incorrect. By considering the temperature dependent terms in the 
calibration constants under the assumption of an ideal (infinitely long) wire, new correction factors 
for the calibration constants A and B were derived by the author in Nathan (2009a). Unlike existing 
correction factors, an assumption involving the variation of the thermal properties of air was 
eliminated. Furthermore, allowance was made for a variation of n between calibrations. Two new 
correction algorithms were formulated, one open-ended correction that may be used during actual 
data acquisition in a real-time sense, and another closed form correction for post-processing data 
that was taken between two calibrations. The latter method involves linear interpolation between 
calibrations, but is more correct than a simple interpolation of the individual constants in time. For 
full details and algorithm block diagrams the reader is referred to Nathan (2009a).
Although corrections for ambient temperature drift are correctable to a good degree, any calibration 
drift caused by wire damage, ageing or contamination (for example by particles in a seeded flow) is 
not correctible by analytical methods. It is therefore prudent to carry out calibrations with sufficient 
frequency during a long dataset such that any effects of non-temperature related drifts are mitigated. 
The frequency is determined according to experience and is specific to the experimental facility and
37
setup. Experience has shown that reducing the overheat ratio helps to reduce calibration drift, 
particularly for old wires.
1.4 Maintenance and Rewiring of the Probe
If used in a sub-micron particle filtered wind tunnel and handled with care, the wire on a probe 
should last indefinitely. However, if the wire is not platinum or gold plated, the exposed tungsten 
will gradually oxidise through, especially if operated at a high overheat. Of course the wire may 
also be broken by accidental contact during handling, or by collision with a large dirt or flow 
seeding particle during an experiment. Aside from breakage, the wire will also become 
contaminated with use, in particular where flow seeding or visualisation is used. As these particles 
are melted onto the probe, they alter its heat transfer characteristics causing calibration drift as well 
as a change in its frequency response. By effectively enlarging the wire and also acting as a thermal 
insulation blanket, the accumulation of such contaminants will increase the thermal capacity of the 
wire thereby diminishing the high frequency response of the probe. Swashing the probe through a 
bath of acetone can dissolve away most organic contaminants, while the most stubborn particles 
must be very carefully removed under a microscope. An interesting idea is to use ultrasonic 
cleaning to physically fragment and shake off such contaminants, but this has not been attempted.
Re-wiring a probe is a rather time consuming process and requires a microscope with a special 3- 
axis manual traverse system for probe positioning. The old wire is first removed and the prong tips 
gently cleaned with a diamond file. New wire is then positioned over the prongs, taking care to 
ensure that it is lined up correctly and transects both prong centres. The wire is then sandwiched 
between an electrode and the prong and a pulse of current is applied through the wire. The energy in 
this pulse must be sufficient to melt the wire onto the prong tip, but not too much as to flash- 
vaporise the wire. The prong should be negatively polarised to ensure that the wire melts onto the 
prong and not the electrode. There is no rule of thumb regarding pulse energy and duration for a 
given wire diameter, but experience with 5pm diameter wire has shown that a shorter pulse of 
around lOOps and 50mJ produces the best weld. When applying the weld, always have the electrode 
centre oftset to the outside of the prong, such that the current flows towards the centre of the prong 
from the outermost radius (with respect to the probe centre). This prevents the most frustrating 
occurrence of wire vaporisation to the inner radius of the prong, whereby the whole procedure must 
be restarted due to insufficient wire length. This effect can be mitigated by filing down any sharp 
edges on the prong radius to reduce the electric flux density at that point. Also care must be taken to 
ensure that the correct prong is connected to the welding instrument, otherwise the current will pass 
through the wire and instantly vaporise it in a bright yellow / white flash. A most annoying 
occurrence. Successful sandwiching of the wire between the electrode and prong can be verified by 
a having a simple ohmmeter in the circuit. Once the first weld is successful, a second weld can be 
applied at the prong centre or further inwards if desired. When applying the weld to the second 
wire, ensure that the wire is straight but not elastically stretched lest it strain-gauges during 
operation (Bradshaw (1971)). Any excess is best electrically vaporised rather than manually cut as 
the shear forces during cutting may undo the weld.
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Figure 1.22: Side view illustration of wire welding. Not to scale
1.5 Near-Wall Measurements
Measurements in, for example, a boundary layer necessarily start or finish near the wall over which 
the boundary layer grows. Apart from other possible issues such as spatial averaging across the high 
wall-normal velocity gradients or high turbulence intensities with length scale(s) (i.e. Kolmogorov) 
much less than that of the wire length, there are two more significant concerns: position uncertainty 
and wall / probe interaction.
1.5.1.1 Position Uncertainty
As the absolute distance from the wall approaches zero, any error in position becomes relatively 
larger, and this is quite apparent on a graph with logarithmic axes. The simplest method for 
establishing the wall normal distance is to use a reference position at some appreciable distance 
from the wall that can be easily measured with an accurate ruler with fine markings. Of course this 
method relies upon a traverse mechanism that is linear and without backlash or slip. The prong 
nearest the wall is moved unto coincidence with one of the markings on the ruler when viewed from 
directly above, and this value recorded as the reference position. The ruler and the prong should be 
in very close proximity to mitigate parallax. The resulting error is on the order of the width of the 
ruler markings which can be as fine as 0.01mm. Alternatively, the reference position may be 
specified using a wall stop of known size (Orlando (1974)). The method of reflection as used by 
Wills (1962) involved having a reflective surface beneath the probe viewed through a microscope 
via a 45° mirror. The distance was measured using a graticule on the eyepiece, where the true 
distance is simply half the observed distance between the prongs and their reflection image. If the 
wall is electrically conductive, a contact conduction method may be used. The wall and the prongs 
are connected in a simple circuit in series with an ohmmeter. Upon the lightest contact with the 
wall, a non-infinite resistance will result. In order to prevent the possibility of one prong touching 
the surface first and not registering as contact, the prongs are shorted together. Nonetheless, it is 
essential to align the probe well for reason of measurement quality. This method does not give the 
actual position of the wire from the wall, but it can be easily obtained by measurement under a 
microscope of the wire centre position on the prong. If the probe is angled towards the wall (as is 
usually the case in boundary layer measurements to minimise prong interference with the flow), 
then this angle can be used to calculate the true distance of the wire from the wall. The accuracy of 
this method is determined by the accuracy of the measurements of the wire centre position on the 
prong. Note that if the wall is not electrically conductive, an ordinary pencil can be used to draw a 
strip of conductive graphite onto the part of the wall beneath the prongs without any perceptible 
perturbation of height.
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An alternative method can be found in Bhatia et al. (1982) who used the fact that the wall material 
is always of higher thermal conductivity than the surrounding air, and thus as the wire approaches 
the wall, additional heat is drawn into the wall (which acts like a heat sink). This additional heat is 
manifest as an increased bridge voltage over that far from the wall in absolutely still conditions 
(where the wire operates in the buoyant convection regime). In their paper they showed how the 
increase in voltage with wall-normal distance becomes linear once the wire is less than about
0.2mm away from the wall. Of course, this calibration method requires an accurate value of the 
wire distance, which he obtained using an optical microscope of 2pm accuracy. Thus, if conditions 
and materials do not change, the resulting voltage / distance calibration curve can be used to 
evaluate the wall-normal distance of the wire without the continued need for an optical microscope.
Under the assumption of the validity of the universal law of the wall, W  = y'  ^ (where the + 
superscript indicates the use of standard wall units), it is possible to obtain data without such an 
accurate estimate of the initial wall-normal distance of the wire and then correct for the error during 
the analysis stage. Assuming a linear and slip-free traverse, there will be a single, constant 
positional offset in all the recorded data points. This offset can be obtained by simply shifting the 
data until the near-wall streamwise mean velocity data points line up with the universal law of the 
wall. This method therefore requires measurements to be made inside the viscous sublayer which 
implies < 5. However, in some cases the influence of the wall, particularly one of higher 
thermal conductivity, will affect the measurements in this region, rendering the technique 
ineffective. These effects are discussed in the next section.
An optical method involving the measurement of the prong shadow on the wall was attempted in 
this work. With a collimated light source (most easily obtained by using a low power visible laser 
beam of sufficient diameter, recalling that a beam of larger initial thickness will have a smaller 
divergence angle) aligned at a known angle to the wall, a camera is placed normal to the wall such 
that it is in line with the prong tips and any perspective effects are absent (i.e. under large 
magnification and small field of view). A simple tangent relationship exists between the horizontal 
extent (measured from the prong tip) of the resulting prong shadow on the wall and the vertical 
height of the wire. When the wire is in contact with the wall, there is ideally no shadow at all. 
However in reality the prong tip has dimension, and so there will be some shadow from the upper 
side of the prong tip. This must be carefully accounted for. While this method is technically simple, 
it is prone to error if not setup carefully, with particular care given to measuring the angles. The use 
of an ordinary extended light source is inadequate since the shadow will develop diffuse edges to 
some degree, leading to measurement ambiguity. A systematic test of this technique was not carried 
out, and so no statement of its accuracy and repeatability is made at present.
Takagi (1985) proposed a hot-wire height gauge using a laser and photodiodes, claiming accuracy 
to within 0.01mm. The setup consisted of a continuous laser emission from a 0.05mm core diameter 
glass fibre and an avalanche photodiode opposing this glass fibre with a 1mm gap in between the 
two elements, which were fixed to the wall. As the hot wire was lowered into the gap, the 
photodiode output was reduced due to the wire blocking the laser light, and the hot wire was 
determined to be at the known position of the centre of the fibre when the photodiode output was at 
a minimum.
1.5.1.2 Wall / Probe Interaction
In, for example, the measurements of a zero pressure gradient flat wall boundary layer or a channel 
flow, it is usually the case that the mean streamwise velocity component in the viscous sublayer 
overshoots that of the universal law of the wall. The exception to this problem is when the
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measurements are carried out in oil or water. This implies that the difference between the thermal 
conductivity of the fluid medium and of the wall somehow has an effect on the measurements in the 
vicinity of the wall. The history of this work is well summarised in the papers of Bhatia et al. (1982) 
and of Chew et al. (1995) as well as in Bruun (1995) and the reader is referred to these for the 
details. The consensus of many experimenters was that for all Reynolds numbers the correction 
collapses onto a single curve of the form
MJ
U, = / ( / )  (1-71)
Indeed, the early experimental approaches simply involved the formulation of an empirical 
expression based on the difference between the measured values and those given by the universal 
law of the wall . However, some disagreement existed as to the effects of the wall material,
the wire diameter, and the overheat ratio. Bhatia et al. were the first to attempt a theoretical 
correction by solving the steady laminar flow energy equation for a point heat source placed in a 
linear shear flow with the wall boundary condition either being that of a perfect conductor or of a 
perfect insulator. The Nusselt number at various wall-normal distances was obtained by integrating 
the calculated heat flux through a closed contour around the wire. These were compared to the 
computed Nusselt number in the case of no wall boundary to formulate the universal correction 
curve. The physical cause of the additional heat loss near a wall was finally attributed to the 
distortion of the hot wire’s temperature wake by the wall of relatively high conductivity. Bhatia et 
al. put forward a simple iterative scheme to correct each data point whereby the instantaneous 
velocity measurement was used to obtain an estimate for the instantaneous friction velocity ,
which is subsequently used in conjunction with the law of the wall to give an estimate of y  
(according to = yJyUjy  and then = U ^yjv , where the tildes above the symbols imply
estimates). This estimated value of y"" is then used to lookup the associated correction from the 
curve given by (1.71). The procedure is iterated unto a desired convergence. The justification for a 
point by point correction is that the frequency response of a constant temperature anemometer is 
sufficiently fast to allow the laminar correction to be applied to the instantaneous velocities. This 
assumption is also the backbone of the principle of calibrating a hot-wire in a laminar flow field and 
subsequently using this calibration in a turbulent flow field, along with the assumption that the scale 
of the turbulence is such that the laminar velocity profile around the wire remains a good 
approximation. Note that the accuracy of the correction also depends on the accuracy of the known 
wire wall-normal distance.
The results of Bhatia et al. indicate that for perfectly conducting walls the deviation begins around 
y^ = 5, but that no correction is necessary for non-conducting walls. They attributed the
experimental deviation for y+ < 2 to the effects of wire / prong interference with the very slow 
flow associated with that region. They also found that the overheat ratio had no significant influence 
on the correction.
Chew et al. improved upon the work of Bhatia et al. by including the physical presence of the wire 
in the flow field by numerically solving the full Navier-Stokes equations coupled with the energy 
equation, although some of the terms that appear in the dissipation function in the energy equation 
were omitted such that it was identical to that used by Bhatia et al. They also used Boussinesq’s 
assumption to model buoyant convection, and assumed constant fluid properties (evaluated at the 
wire film temperature). Their results were similar to those of Bhatia et al. but ultimately provided 
better corrections to experimental data, in particular for y * < 2  where the physical presence of the 
wire was now accounted for. An investigation into the effect of wire diameter was also carried out
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which revealed that the wire diameter is an important parameter that does not appear in the 
universal correction form of (1.71). Rather, each diameter produces its own curve, with the larger 
diameters having a larger influence on the correction everywhere. Finally, they too found that the 
overheat ratio has no effect on the corrections and attributed this to the fact that the ratio of heat loss 
to the fluid and to the wall is constant for a given setup. The discrepancy with the experimental 
observation of Krishnamoorthy et al. (1985) that the overheat ratio does affect the near-wall 
correction is attributed to 3D effects of heat loss to the prongs, since the real wire has a finite Ijd  
whereas the 2D simulation has an infinite value and therefore no prong losses. In other words, in the 
region y ^ < 2  where the flow is very slow, the constant joule heat energy produced in the wire that 
would otherwise be carried away by forced convection has to go somewhere, and so it now goes 
into the prongs via conduction. It would be interesting to solve this system without buoyant 
convection in order to assess its importance in the process, as well as for the case of measurements 
off a vertical wall. Furthermore, the omitted terms in the dissipation function can easily be included 
with a miniscule added computational load in order to assess their significance. Since Bhatia et al.’s 
solution had no wire velocity wake, an uncoupled computation with the Navier-Stokes solution 
replaced by an analytical solution of the Stokes flow (the wire Reynolds number being less than 
unity) around a cylinder near a plane boundary would serve to illustrate the significance of the wire 
velocity wake on the correction. The Stokes flow could then be replaced by an inviscid flow field 
(infinite Reynolds number) and the importance of the no-slip condition on the wire and wall on the 
corrections assessed.
In a paper by Khoo et al. (1995), two other correction methods were detailed. These involved a 
mean velocity correction by using a time-averaged value of the friction velocity obtained from, say, 
a Preston tube or the Clauser plot, and also the use of near wall calibrations. The near wall 
calibrations were carried out at various distances from the wall in a laminar flow channel, composed 
of the same wall substrate as in the main experiment. This procedure effectively calibrates out the 
influence of the wall and the prong interference effects. So at each y  position, the appropriate 
calibration curve is used to obtain the velocity. Consistency to within 2% was reported.
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CALIBRATING AND ANALYSING AN X-WIRE PROBE USING 
THE EFFECTIVE WIRE ANGLE METHOD
The key premise behind the effective wire angle method is that, to a first approximation, the heat 
transfer over an infinitely long wire is independent of the axial component of the impinging flow. 
Only the normal component of the flow in the plane of the wire need be considered. This is 
sometimes referred to as the cosine law (Bradshaw 1971). A comparison between four yaw 
functions (including the cosine law) contained in Bruun (1995) resulted in a conclusion that the 1 -  
3% differences are not important in practice. The nomenclature for a single wire of an X-wire probe 
is shown below. The wire normal and bi-normal basis vectors are denoted by ê„ and respectively.
The bi-normal sensitivity is assumed to be unity. Note that the effective angle is not the true 
geometric angle of the wire, but by virtue of the calibration procedure takes into account prong, 
interference, and wire aspect ratio effects. It can be considered a geometric angle only to a first 
approximation.
wire wire
U
— jf/ cos O^jj- j
> U
-►xw u
u
V
= ^{U  COS 6 ^  + V sin ^  + W‘
Figure 2.1: Cross wire inclined in the UV plane. Left: calibration conditions; Right: general case
With the X-wire probe set up to have its wires lying in the plane perpendicular to the yaw axis (i.e. 
in Figure 2.1 this is the UV plane, with the yaw axis being z), the un-yawed probe is calibrated over 
an appropriate range of U, the free-stream speed. Matters are simplified by ensuring that the free 
stream has no component other than U present. Employing King’s law:
(
(2 1)
where E  is the bridge voltage. For a fixed U that is representative of the flow in question (i.e. for a 
boundary layer this is 60-70% of the free stream speed (Bakken 2004)), the probe is yawed through 
a range of say a  = ±20° in steps of say 5°. For wire z, the following statement must be true:
The effective velocity sensed by the yawed wire must be equal to the component of the free-stream 
normal to the yawed wire
^i,eff,a - l u | c o s ( 6 ' . ^  + a ^ C2 2)
In other words, the effective velocity is the equivalent velocity normal to the wire that would 
produce the same bridge voltage as the actual flow.
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Expanding and re-arranging (2.2):
1 - 1— ----------------------- 0 ^  tan a
|t/|cosû' cos^ .^
Noting the relationship between the velocity obtained from the calibration (2.1) and the effective 
velocity, an expression in terms of the bridge voltage is obtained
It/ICOS (2
^ E , ^ - a \
-  = tan <9. _  tan a  (2.4)
% =
 1,0.
V
Linearise by plotting a graph of 1 - 1 against tan a  and the effective angle of each wire is
|[/|cos(%
the inverse tangent of the slope, m, of the corresponding linear best fit. Numerical tests have shown 
this method to be more robust to random errors in a  (particularly for values near zero) than solving 
for each case and then taking an average. On the graph, both wires are represented by an X
that should cross the origin. If the lines begin to curve at the extremes, the limits of validity of the 
cosine law were exceeded and the maximum yaw angle must be reduced. If the lines are not straight 
anywhere, the calibration was bad and should be redone after checking the setup for any problems.
2A Correcting a Systematic Yaw Angle Error
A  constant offset to the supposed yaw angle may arise from imperfect marking or mounting of the 
probe in the calibration mechanism. Calling this error 6:, it is added to every occurrence of a  in 
(2.4) to produce a new expression showing the effect of this type of error. Expanding the 
trigonometric terms, dividing by cos a  and adding unity to both sides to produce an expression of 
equivalent form to (2.4) gives
U.
1 _ i,cai,a _ (cos^tan^. +sin£*)tanzz + s in é :ta n /9 .-  cos6" +1 (2.5)
\ u \ c o s a  \ S -------------------- -
Comparison with (2.4) shows that the error is manifest as a non-zero intercept, c, and a change in 
the slope w. It is now possible to form an expression for £ and subsequently for the corrected 0. ^
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m, = cos £, tan Ô, - + sin s,
c, = sin £, tan 0, -  cos s, +1
(c. - 1)cos£. - m. sin£ .+ \ = 0 
2m,(c,-l) (c,-l)"-l
tan^, +
— 1
= 0
£•, = tan-1
(c,. -1 )  + sgn (ot,. ) ^ Bi/ -1  + (c, -1)"
- Am, -  sin £•,
 ^ cos 6". y
(2.6)
where the ‘sgn’ function is used to ensure the correct root is evaluated for each wire. It is necessary 
to solve the equations in the above manner using the inverse tangent since the alternative solutions 
involving the inverse sine or cosine functions do not correctly capture the sign of e . Since £ ought 
to be small for a well controlled experiment, the small angle approximation can he applied to (2.5). 
The small angle limit expressions are given by
w, = tan 0: - + £,
C: = £: tan 6,
U e ff
(2.7)
-c ,
5».,^  = tan-‘ (m ,-£ ,)
It appears that there is no significant extra complexity to the full solution and so it should be 
employed. It is worth noting that the discriminant in the square root of the full correction is always 
positive, but in the small angle solution it can become negative for small effective wire angles. The 
corrections can be tested numerically by specifying the true effective angle, yaw angles and error 
and checking that the true effective angle is returned. Additionally, a white noise error of amplitude 
±£' is included to test for robustness. Assuming the cosine law to be true, in (2.4) is
simulated as
U,.
\U\ cos + a  + £ + £'^
i , c a l , a cos 6,
(2 .8)
U e ff
This leads to the following test function which is plotted and treated in the same manner as (2.4)
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+ a  + s  + s'^ 
cos <9.  ^cos a
-  tan 6, tan a (2.9)
The following graph shows this test function with s  - 2 ’^ 
a  = -20...20° step 5° . The full correction is also shown.
^ ' = 0.25°, ^ ,^ = 4 5 ° ,  ^ ,,,^= -45°
0.5
oo , 
-0.5
0.4
0.2
-0.4 -0.3 - 0.2 0.2 0.3 0.50.4
- 0.2
-0.3
-0.4 4
w  i r e  1 ,  e r r
-0.5 : 
tan a
4 -  w  i r e  2 ,  e r r
- o  w  i r e  1 ,  c o r r .
- 0 —  w  i r e  2 ,  c o r r .
Figure 2.2: Simulated angle calibration with specified 0i,eff=45°, 02,eff=-45°, 8=2°, s ’=0.25°. Solid line is linear least
squares best fit
A positive error shifts the X to the left and vice versa. The eorreetion restores the centre of the X to 
the origin since the true a ’s are given by adding the obtained s  to the nominal a ’s. Indeed the 
numbers eonfirm an excellent improvement:
full solution small ang e solution
un-corrected rel. err (%) corrected rel. err (%) corrected rel. err (%)
6l,eff (°) 45.871 1.936 44.941 -0.130 44.908 -0.205
02,eff (°) -43.971 -2.287 -44.982 -0.041 -44.950 -0.112
full approx.
actual obtained obtained
Gi n 2.000 1.920 1.954
2.000 1.953 1.921
For the full correction, the disparity between actual and obtained s  is eaused by the white noise 
At best such random errors would cancel each other out. Their effeet can be mitigated by having 
more yaw angle points. It should be noted that when the systematic error is zero but the random 
error is maintained, the eorreetion on average aehieves nothing -  sometimes making an 
improvement but sometimes making the values worse. For the noise magnitude in this test case, 
such worsening was limited to the second decimal place. Thus any systematic error in the nominal 
yaw angles is correetable using this method, but random errors should be avoided. Another serious 
source of error is calibration drift that may occur in between the initial velocity calibration and the 
angle calibration. In the absence of any error, it must be the case that f/. I = |f/| so one might be
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tempted to use the actual value of Bradshaw (1971)) to mitigate any
calibration drift error. However, without independently knowing the possible systematic error in the 
yaw angles, the disparity between the obtained wire velocity at nominal a  = 0 and the free stream 
speed (measured by, say, a pitot-static tube at the same station as the wire) could well be caused by 
the systematic yaw angle error rather than calibration drift. Of course it could also be a combination 
of both. A calibration drift will indeed manifest as an apparent systematic yaw angle error, as well 
as changing the effective wire angle. A drift of 1% in the measured speed results in a similar change 
in the effective angle. Calibration drift should be mitigated by keeping the ambient temperature the 
same as it was during calibration and, in particular, by carrying out the velocity and angle 
calibrations in the same place, thereby not changing any of the electrieal connections to the probe.
2.2 Extracting the Velocity Components
In a 2D flow with the probe orientated as in Figure 2.1, the two unknowns are the orthogonal flow 
speeds U and V. Each wire provides an equation and so it is possible to solve this system. W is 
included in the derivation so its effect can be assessed. Note that W itself can be obtained by 
rotating the probe to have its wires in the UW plane. In that case V and W in the followirig 
expressions are simply interchanged. Without three wires, it is not possible to simultaneously obtain 
[/, V and W. Hereon the “eff’ subscript is dropped for clarity and U\ and U2 are the effective 
velocities on each wire respectively. From Figure 2.1
U, = J(U  cos 0 ,+ V  sin 9^  + W'^
'    (2 .10)
U2 = yJ(U  C O S  6 *2  + E sin 6  ^f  + W
Note that one of the effective angles will be negative, but here the sign is not imposed upon either 
wire so as to maintain generality. A solution for V is found by solving the first equation for U and 
then substituting the result into the second equation. U naturally follows.
U =
(2 .11)
= F (tan -  tan ^  )
At this point it is convenient to introduce the relationship (2.3) into the above so that a practically 
useful expression for U and V results
U =
1 - w
\2
C O S  ^ 2  y
1 - W
COS^ ;
tan <9j -  tan ^
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(2.12)
V.c a l .
v  =
w
cos^i
-U .2 , c a l 1 -
w
cos^^y
tan ^  -  tan ^
If IT = 0, the above equations reduce to those found in the established literature (i.e. Bruun (1995)). 
Thus the correction for W manifests itself as a factor on each obtained wire speed. An angle 
calibration is not sensitive to ambient temperature change or dirt accumulation and need only be 
done once for a given probe, and only re-done if the wires are damaged / replaced. However a speed 
calibration needs to be done in the usual frequent manner due to ambient temperature drift and wire 
ageing / frequency response change. To speed up computation, the trigonometric functions of the 
effective angles can be pre-stored as constants for a given probe.
As with most problems in fluid dynamics, the effective angle is Reynolds number dependent and 
only asymptotes to a constant value at high Reynolds number. At low speeds, the changing 
boundary layer thickness over the wire supports becomes an issue. For better accuracy at low 
speeds (in particular regarding the Reynold’s stress estimates (Bradshaw 1971)), the effective angle 
calibration can be done at various speeds within the encountered range and a simple exponential 
relationship between effective angle and instantaneous U can be obtained (Bakken 2004). The 
values for U and V are subsequently obtained iteratively.
2.3 The Effect of W on the Measured U and V
If U and V are calculated with the assumption that W = 0, then the relative errors caused by the 
existence of W are
AU
U
1 -
w
^ V . . . ;  tan 61,
tan6>,
+
1 -
w
C O S  6 ;
1 - U i , c a i  t a n  6*;
-1
(2.13)
AV
V
1 - W
1 -
U2 ,c a l
c a l
.-1
w
J
U.2 ,c a l
For an ideal probe, ^  = -0^ so that (2.12) and (2.13) simplify to
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U = -  
2
U.2 ,c a l  . 1 -
W
COS 61 + V.c a l .
1 - ( w
V = 1
2tan^ c a l ,
w U.2 , c a l , 1 -
 ^ w V
,^2.«,zC0S^j y
(2.14)
AU
U
. cos (9,^2.c^C0S^
AV
V
1 - w
1 -
U.
+ •
.-1
W
^[/2.c^C0S^
2 ,c a l
V.
1 -
c a l U.2 ,c a l
- 1
(2.15)
The terms in (2.15) reveal that the errors in V can change sign, whereas the errors in U are always 
positive. Furthermore, suppose the impinging flow has no V component, then U^  = U  ^ (and also
= ^ 2,cc.i) and (2.15) becomes
r, f  1 —u
w
2 ^U„,cos0 ^
-|---
vV»;Cos6i_
(2.16)
The effect of W is to increase U from its true value by a relative amount related to the (linearised 
and squared) local instantaneous effective velocity streamline slope in the UW plane. Moreover, a 
probe with larger included angle (taken between the wire normals) is more susceptible to errors in U 
and V caused by the existence of W. The error equations in (2.13) are visualised below. A velocity 
field of unit streamwise component and variable V and W was used to obtain in (2.10) (after
using (2.3) to convert U^  to U. ^ ) .  Firstly, a graph showing the simple relationship of (2.16) along
with the first and second terms of the Maclaurin series expansion. The relative error band of interest 
is arbitrarily chosen to be ±5%
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Figure 2.3: Variation of relative error in U with UW plane linearised streamline slope. V=0 and 0i=45°, 02=-45°
The 1% relative error threshold is reached when W = OAU. The next graph shows the effect of 
changing VjU .
B l a c k ;  e r r .  in  U  
R e d :  e r r .  in  V
0.12 0.14
0.01
0.16 0.18 0.22 0.24
W / U
Figure 2.4: Variation of relative errors in U and V with UW plane linearised streamline slope for a variety of UV 
plane linearised streamline slopes. V/U varying as 0.01, 0.1. ..0.9, 0.99 with intermediate steps of 0.1
Increasing V for a given W causes the error to increase exponentially. The effect on U is always an 
increase, and vice-versa on V. In the next graph, V/U  is kept constant at an arbitrary (and 
reasonable) 0.2 while both effective wire angles are varied together in an equal and opposite 
manner, i.e. the included angle is altered such that the bisector remains in line with the probe axis.
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B l a c k :  e r r .  in  U  
R e d :  e r r .  i n  V
W / U
Figure 2.5: Variation of relative errors in U and V with UW plane linearised streamline slope for a fixed
V/U=0.2. 01=5...85°, 02=-5...-S5° both in steps of 10°
Symmetrically varying the wire effective angles has a qualitatively similar effeet as varying VjU 
as in Figure 2.4, although here the rate of increase of the errors rises exponentially but then plateaus 
out after 75°. Note that the effeet of varying VjU  is un-notieeable for small angles but becomes 
more significant at larger included effective wire angles. The conclusion from this graph is that 
probes with larger effective wire angles are more susceptible to errors caused by the existence of W. 
The final graph once again holds VjU  at 0.2 but now varies 02 while keeping 0i constant at 45°.
5
4 -75°
3
2 -5°
B l a c k :  e r r .  in  U  
R e d :  e r r .  i n  V1
b 0(D 0.2n.o:2 1
2
3
-75°•4
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W / U
Figure 2.6: Variation of relative errors in U and V with UW plane linearised streamline slope for a fixed
V/U=0.2. 01=45°, 02=-5...-75° in steps o f -10°
Interestingly it appears to be possible to suppress errors in V by having non-identical effective wire 
angles. In this particular case with 0i=45°, having 02=-35° kept the errors in K below 0.5% up to 
If/[7=0.25. However this special angle is dependent on VjU  . The lower VjU  is, the closer 0 2  has 
to be to -01 to achieve the same effect, and vice-versa. Also, having smaller effective wire angles is
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not good for measuring turbulent statistics as the cone of operation is reduced, leading to 
rectification errors in the joint probability density fiinctions. The above is also a nice example of the 
sign change than can happen with IF-related errors in V, but not U.
2.4 The Effect of an Error in the Effective Wire Angies on the Measured 
U and V
It is worthwhile investigating how an error in the effective wire angle affects the computed values 
of U and V. This is because the effective wire angles are experimentally obtained and so are prone 
to errors discussed at the end of §2.1. The accuracy of the measured U and V is thus directly related 
to the quality of the angle calibration experiment and subsequently upon the quality of future 
calibrations and alignment. To focus on the effects of an additive error AÛ. in the wire angle, W will 
be set to zero and with this simplification the relative error equations for U and F as a fiinction of 
A0. are
tan ^  + tan Aû  ^ tan ^  + tanA/%
1 -  tan ^  tan A 0^  1 -  tan ^  tan A 0.
tan 0^  + tan A 0^  tan 0  ^+ tan A 0,
AU _  1 -  tan <9j tan A0  ^ 1 -  tan 0^  tan A 02
-1
tan <9j -  tan 0^
AV _ tan -  tan ^  ^
V tan <9i + tan A tan 0^  + tan A 0^
1 -  tan 0  ^tan A<9j 1 -  tan 0  ^tan A/%
(2.17)
Similar to the previous section, a velocity field of unit streamwise component and variable V was 
used to obtain in (2.10) (after using (2.3) to convert [/. to f/.^^y). The information is most
effectively presented as contour plots as this allows the entire space of combinations of A% and
A 02 to be visualised at once. A contour plot is presented for each of the velocity component relative
errors, as well as for the velocity magnitude relative error. The range of A%. is chosen to be ±4°
and the nominal wire effective angles are %  ^ =±45. As before VjU  is kept constant at 0.2. A
qualitative description of the effeet of its variation is given further on.
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Figure 2.7: The relative error in U caused by additive errors in both wire effective angles
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Figure 2.8: The relative error in V caused by additive errors in both wire effective angles
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Figure 2.9: The relative error in velocity magnitude caused by additive errors in both wire effective angles
Noting the different error range on the scale of eaeh plot, it is elear that V is affected to a mueh 
greater extent than U (over ten times) over the same range of effective angle errors. Also, U and V 
are affected in opposite manners. Errors in U are minimised by having the wire effective angles 
vary in an opposing manner (i.e. by symmetrically altering the included angle between the wires), 
whereas errors in V are minimised by a tandem variation (i.e. by keeping the included angle 
between the wires constant). From the point of view of an experimental setup, this has an important 
implication -  a rotation of the probe axis in the UV plane (the plane of measurement) off the 
streamwise direction will induce an error in U, but not in V. Thus if a probe is mounted at some 
angle to the streamwise direction, then it must be calibrated in that particular configuration to get 
the correct U and have its wire effective angles offset in tandem by an amount equal to the rotation 
relative to the streamwise direction to get the correct V. Of course the amount of rotation allowable 
is limited by the point where the effective angle hypothesis breaks down and the wire axial velocity 
component becomes significant in the heat transfer process. Note that a rotation in the UW plane 
induces no errors in U and V other than those discussed in the previous section.
The value of F/[7 has no effeet on the relative error in F because U.^ j^ does not feature in its
equation (e.f. (2.17)). Owing to the dominance of the relative error in F over that in U, the relative 
error in the velocity magnitude contains an ellipse centred at the origin oriented at approximately 
45°. Increasing V/U  causes this ellipse to morph into a circle by increasing the length of its minor 
axis, with the error bands contracting towards the origin (both eaused by the increase in the errors in 
U alone). Also, symmetrically increasing the effective wire angle (i.e. decreasing the included angle 
between the wires while keeping the probe in line with the streamwise direction) has a qualitatively 
similar effeet on the shape of the ellipse to increasing F /[7 , but now the errors in F also change. 
They remain fairly constant until angles near either 10° or 80° are approached, at which point the 
errors increase massively. Wires with smaller effective angles are thus slightly less prone to errors
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caused by uncertainty in the obtained effective angle. Finally in the case of F = 0, the errors in U 
are zero regardless of the effective wire angle errors. Thus, uncertainty in the effective wire angles 
only matters in the presence of F, and the errors caused by this uncertainty are enhanced with an 
increase in magnitude of F.
2-5 The Effect of Turbulent Fluctuations on the Measured U and V
To investigate the effects of velocity fluctuations on the measurements, the instantaneous velocity 
components are decomposed into mean and fluctuating parts. The fluctuating part is defined to have 
zero mean.
V -> F + v (2.18)
Assuming that the calibration was carried out in a potential flow, the analysis only needs to be done 
on the sum-and-difference equations used to get U and F after calibration. Substituting (2.18) into 
(2.10) gives
[/j = J ( ( [ /  + w)cos% + (F  + v)sin%) +(jV + w)
_____________  (2.19)
U2 = yj{(U + u)cos02 + (F  + v) sin ^  ) + (lF  +w)
As before, explicit solutions for U and F in the form of (2.12) are desired. Squaring the equation 
for [/j and then taking the average
= (u^ + 2Uu + u^)cos^ % +2{UV  + [/v + Fw + wv)cos% sin% + (f^  +2Fv + v^)sin^ % +W^ +2Ww + w  ^
= {u^ +w^)cos^ % + 2 {UV + wv)cos% sin% + (f^  +v^)sin^ % + {w^ +w^)
and then solving for U results in
U = -V  tan 0, + J —^ ------ ( if  +w ) _ ^ 2  ^^ 2^ _  ^ 2  (2.20)
cos % cos %
The positive root is correct since in the absence of any fluctuations the above reduees to (2.11). This 
solution for U is then inserted into the equation for in (2.19) which ultimately provides an
equation for F . The equation for F can then be inserted into (2.20) to obtain an equation for U . 
Also, the effective velocity is converted to the un-resolved wire velocity using (2.3). The procedure 
is rather cumbersome and some care is required. The equations involve yet another quadratic root, 
and the correct root is the negative root for the same reason mentioned earlier. Before presenting the 
final solutions, it is useful to define some new terms not only for brevity of expression but also to 
provide further physical insight. Firstly, quasi turbulence intensities are defined for wire i as follows
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U. V  =i , c a l
w
i , c a l U.
=
-UV
iyCal U,
(2.21)
i , c a l
These differ from the standard definition because the second order products are here normalised by 
the mean square of the un-resolved wire velocity, rather than by the square of the free-stream speed. 
Next, the quasi effective turbulence intensities for wire i are defined as follows
T,-,s =^-,„sin26',
(2.22)
This can be interpreted as the wire effective turbulence intensities, with the auto-products lumped 
into a normal component and the cross-product into a shear component. With these definitions, the
desired explicit expressions for U and V can be succinctly presented. Note that if the standard 
definition of turbulence intensity was used, the resulting expressions would be implicit and require 
some sort of iteration.
U , J tan%
U =
1
cos 61 -  -^ 2,5
\ ^ 2 , c a l
cal tan6>2
y
1 - 1
r
cos %
IF' + V - T „
c a l
tan % -  tan 6^
c a l 1 -
1
cos 0,
IF'
+ -  Ti,s -  ^
V Ucal
1
cos A
IF'
tan % -  tan /%
(2.23)
Comparison with the fluctuation free equation (2.12) reveals that the effect of the fluctuations is 
manifest as additional terms in the eorreetion faetor that was formerly only necessary in the 
presence of IF. These new terms are the wire quasi effective turbulence intensities (squared in the 
case of the normal component). Also, the root-mean-square of the un-resolved wire velocity is used. 
Use of (2.23) of-course requires that the second order products are known by independent means.
The relative errors in U and V calculated in the assumption of zero W and zero fluctuations are
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AU
Ü
1 - 1
cos^ R
IF'
U ^y ^ 2,cal
1 -
+
1 - 1
6 ^ 2 .-1
C O S  %
I S
\  \ , c a l
Uuai tané'j
^U 2. J  tané'i
tan %
tan (92
-1
(2.24)
AV
V
1 - 1
6 lf/2
C O S  %
^  + T   ^ T  + tl,V -  ti,5
A
V l>ca/ + •
1 - 1
.-1
C O S  &
EIL + T ^ - T 2  ^  ^ 2 , N  ^  2 ,S
V ^ 2,cal y
1 - c a l
-1
From their definition, these expressions can be used to correct a given velocity calculated without 
consideration of W or fluctuations as follows. For example for U
 ^ AU U -U ,
Or, =  - ^ = -  =  -----=
U u
u  = — ^  
1+&
c o r r    ^
u
(2.25)
2.5.1 Isotropic turbulence
The conditions for isotropic turbulence are
=v^ = mP‘ =
UV =  UW = vw = 0
(2.26)
In order to focus on the effects of the fluctuations, it is also assumed here that ^  = U2^ , (which
in the absence of fluetuations would result in V = 0) and ^  The general result (2.23)
reduces to
c a l 1 -
1
C O S  6
+ 2T
(2.27)
F = 0
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The existence of isotropic turbulence (that is also spatially homogeneous such that a^i )
does not affect V , but has the effect of increasing U from its true value. In the absence of any W , 
the relative error is proportional to the square of the turbulence intensity and is further enhanced by 
larger wire effective angles
Af/ ^
U
1-
2T
cos Û.
- 1
T.
+
COS 6 2 cos 9
(2.28)
By inspection of (2.27) there exists an upper limit for the turbulence intensity which, in the absence 
of IF , is given by
cos^
7 T
(2.29)
Thus for a probe with wires at ±45°, the isotropic turbulence intensity upper limit is 50%. This
maximum is decreased in the presence of W . After this point, the resolved velocity becomes 
imaginary. Physically this would imply a flow reversal over the wire, in the time average. Of course 
in reality there may be instantaneous flow reversals occurring with turbulence intensities well 
below 50%, which would skew the statistics into giving an over-prediction of the mean velocity.
The following graph shows the relative error in U caused by isotropic turbulence in the absence of
any V and W
10 ^
fc0)
2
dCl/Cl
-  -  a p p r o x .
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Figure 2.10: Variation of relative error in Ü with isotropic turbulence intensity. V=0 and 0i=45°, 02—45°
The 1% relative error threshold is reached when the isotropic turbulence intensity is about 7%
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2.5.2 Anisotropic Turbulence
Turbulence is anisotropic under the following general conditions
_  _  _  (2.30)
u v ^ u w ^ v w ^ O
Using the same assumptions of = ^ 2,cai ~ ~^\ •> the general result (2.23) after
approximating the square roots with the first and second terms of their Maclaurin series becomes
- f   ^ f  Ü/2
2 C O S  6 U. 2
-N
V  V  cal J J
(2.31)
So if the probe is aligned with the local mean flow (and U and V are rotated as appropriate in the
absolute frame), then the true U is increased by the presence of any normal Reynolds stresses but
the Reynolds shear stress has no effect. Whereas for V , the presence of the Reynolds shear stress
alone causes a false, non-zero reading for V that is directly proportional to the stress. For the
particular case of ^ 2  “  ^  is not affected by the presence of W. In shear flows
with strong velocity gradients, it is prudent to employ a probe with minimal wire separation (but not 
so small where the wire thermal fields and wakes interfere with each other) since a false reading for
V will also arise simply from one of the wires experiencing a different oncoming U from the other.
2.6 The Effect of Mean Velocities on the Measured Fluctuation 
Statistics
So far, the analysis has dealt with the effect of fluctuations on the mean values. The same is also 
true the other way where the mean velocities affect the calculated fluctuating terms. Starting from
(2.19), each equation is squared and then averaged. An attempt to solve explicitly for and 
results in a singularity for the particular case of ^ 2  = • This is rather unfortunate since standard
cross-wire probes are constructed with such a symmetry. Even though this is never achieved 
perfectly in practise, it is undesirable to use an equation near its singular point. Tests revealed that 
these equations do not generally converge when iterated together. So instead the sum and difference
of the equations for U. are examined. The difference provides an expression for u v , whereas the
sum provides an expression for either or . The results are presented below.
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=
U ua' + U , J  - iw ^ + w % e c ^  e, + sec' 9,) 
- { v ^  + )(tan^ + tan^ 0  ^)
— — {jJV + uv) (tan Oy + tan ^  ^
=
u , , j  + U , J - { w ^  + )(sec^ 9, + sec^ 9, )
—2 (t/^ + ) — 2 {jJV + wv) (tan ^  + tan ^  ^  
tan^ + tan^ 6^
- r C132)
- ( r '  W + W ^ + w % a n ^ 9 ,- ta n ^ 9 ,)  _ _
wv =
2(tan<9j -  tan ^  )
Under the assumption ^  = -0y, the above reduce to
{v^ +v^)sm^ 0 + {w^ +w^)u =
V =
uv =
- i /2
2
l^,cal + ^ 2,cal - f 2 -
2tan^ 0
l^,cal ~ ^ 2,cal -Ü V
4tan^'--------V-------- '
cos^ 0
tan 0
UV+UVn
C133)
This better reveals how transverse mean velocity components affect the fluctuation statistics, or
computed simply from the sum and difference of the mean-square un-resolved wire velocities 
are overestimated by an additive amount closely related to the square of the effective velocity of the
transverse components. In the case of uv it appears that, if the wires are of equal and opposite 
angles, the mean flow has no effect.
2.7 The Velocity Component Calculation Procedure In Practise
The above corrections of the mean velocities for the effects of fluctuations were based on the 
premise that the corrected mean values are obtained from the root-mean-square of the un-resolved 
wire velocities, and that the fluctuations are somehow correctly known beforehand. Although the 
analysis of the previous section was useful for quantifying and elucidating the effects of turbulence
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on the probe, it is perhaps not so useful for processing real data. With present day computing and 
storage capabilities, it is quite straightforward to store an entire time history of the instantaneous 
bridge voltages for all spatial points, allowing post-processing to begin from truly raw data. In this 
manner, the statistics are computed from the histograms of instantaneous resolved wire velocity 
components. Therefore it is at this stage that any corrections should be applied, such that the 
instantaneous resolved velocities, and thereby their histogram moments, are correct from the start. 
Starting once again from (2.19), squaring the equation but this time not taking the average but rather 
applying the same solution procedure as used to obtain (2.12) (formulate an equation fox U + u and 
r  +V from each wire and inter-substitute) results in what amounts to no more than (2.12) but with 
the fluctuating terms added as appropriate
U = U + u
tan 0y -  tan ^
1
(jV + w f  
U , J  cog: %
(2.34)
U,\ , c a l  ■
V = V + V =
1 - (W  + w) 
cos' e,
iW  + w f  
cos' 02
tan 9y -  tan 9^
This result validates the use of the instantaneous un-resolved wire velocities for obtaining 
instantaneous resolved velocity components that are statistically correct in the presence of an out- 
of-plane velocity component, here W. Equation (2.34) also shows how both the mean and 
fluctuating parts of the resolved velocities are affected by the out-of-plane velocity component’s
mean and fluctuating parts in a non-linear manner. This non-linearity is weak if ^  «  1.
One immediate difficulty is that it is not possible to obtain a simultaneous record of instantaneous
W. An approximation has to be made by replacing {W + w) with {w^ + 2 W y f^  + mP') which 
relies on the hypothesis that turbulence is a stationary ergodic process, and conversely that the flow 
being measured conforms to this hypothesis. Suppose the W record is obtained from the cross wire 
rotated into the UW plane, and that the flow is fully 3D. This would mean that the corrections would 
have to be applied iteratively between the V and W components unto convergence and then their 
statistics used to correct the U component as desired (this can be done in either plane, and a check 
of consistency would be that U comes out the same (within errors)). In a 2D flow, no such iteration 
is needed.
Recall that all that is required when switching from the UV plane to the UW plane is that V and W 
are simply interchanged in both equations in (2.34). Of course the wire must be rotated in the 
correct sense such that there is no sign change in the calculated transverse component. So in the UW 
plane, (2.34) including the necessary assumption of stationarity and ergodicity would become
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U.2,cal,U W tan 0y
U = U + u =
1 - V^ + + v
^ 2 ,c a l ,U W  ^ 2
^ l ,c a l ,U W  ^ 2 1 -
V^ + 2V ^ U + v
^UaLÜW 1^
tan 9^  -  tan 9^
(2.35)
caLUW  '
W = W + w =
V^ +2V'Jv + v
^ l ,c a l ,U W
-U .2 ,cal,U W  ■ 1 -
2V ^ U +  V
^ 2 ,c a l ,U W  ^ 2
tan Oy -  tan 9^
Note that the subscript in has been modified to make the important distinction between the 
i^,cai values in the different planes. The wire un-resolved velocity is generally not the same in both 
planes (except in a simple streamwise uniform flow).
The most general post-processing dataflow for a dataset comprised of measurements in the UV and 
UW planes, where the wire effective angles may be functions of U, can be summarised as follows:
1. For each measurement plane, convert the recorded bridge voltages to un-resolved wire 
velocities and ^  using King’s Law (2.1) or other calibration fit of choice
2. I f 9y= fiX J ) ,  initialise 9y = +45° and 9  ^ = -45°, else use the actual constant value
3. Iterate the second equations of (2.34) and (2.35) to get the correct transverse velocity 
components V and W respectively
4. Use the first equation of either (2.34) or (2.35) to get the streamwise velocity component, U
5. \ f  9. = f i j j ) ,  obtain improved estimates of 9 for each wire using the value of U calculated
in step 3 and then repeat steps 3 & 4 unto convergence of 9 for each wire to a desired 
tolerance
6. Obtain statistics from dataset as desired.
Step 3 perhaps requires some elaboration:
1. Obtain initial estimate datasets for V and W by using the equations without any corrections, 
namely
U  - J J'^ \,c a l ,U V  '^ 2 ,c a l,U V
tan 9y -  tan ^
UW ~ ^ 2 ,c a l ,U W
tan 9y -  tan ^
C136)
2. Obtain the respective mean and variance of the datasets
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3. Use these means and variances as appropriate in the second equation of (2.34) and of (2.35) 
to get improved estimate datasets for V and W respectively
4. Repeat steps 2 & 3 unto convergence of V and W toa  specified tolerance.
Convergence right down to a relative error of 10’^ ^% is typically fast and occurs within a few 
iterations. Note that every instance of (2.34) must employ the stationarity and ergodicity assumption
(W + w f  = ( i f  2 + 2 1 fV ü /+ ) just as (2.35) does as written.
2.8 An Alternative Correction Procedure
If, for whatever reason, the raw data is not available but a dataset exists where the velocity 
components were calculated using a simplified form of (2.34) and (2.35) wherein the out-of-plane 
velocity correction term is neglected, then any corrections must be carried out using the existing 
mean and higher order moments only. By returning once again to (2.19), squaring and expanding 
and grouping the terms in the following manner
^2
Ui,cai + ^U- caiUi^ cai + ~ + 2UV tan Û. + f  2 tau2 6>. +
mean mixed fluct. v___________________________  ;
+ 2Uu + 2Uv tan 6, + 2Vu tan 0, + 2Vv tan2 9, + 2JVw
C0s2 9,
(2.37)
mixed
+ 2wvtan + v tan 9, + w
C0s2 9,
fluctuating
and then a further re-grouping and factorisation results in the following subdivisions of the above
’/(II1 + 2— tan U 1 a1 + —=rtan^, 2 U sec 9,
(
U,,cal«,.cal =  U
V \w 1 + -=• tan 9-
\  U
(  V + V tan 1 + -=• tan 9.
I
+ — wsec 9. 
U
(
1 + 2—tan 9 \  1H------ tan 9.
\  ' I  2 %
sec2 9:
C138)
This particular factorisation shows how the V and W components make up a correction factor on U 
modulated by terms that resemble linearised streamline slopes in their respective planes. However 
since the reason for this correction is the lack of raw time-history data, only the mean values may be 
corrected in the general case. In the previous section it was observed that the out-of-plane 
fluctuations affect the mean values of the resolved velocity components. In the subdivisions of 
(2.38) it is clear that no fluctuating terms are present in the equation for the mean. Thus any 
corrections done in this manner with these de-coupling subdivisions will only be approximate.
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For clarity, the following derivations will be for UV plane data, where W is the out-of-plane 
velocity. Of course V and W can be interchanged for the case of UW data. If U^  is available, then
an improved estimate for U can be obtained from the first equation in (2.38). The implicit nature of 
the expression means that iteration is required, and the value of U from the existing dataset serves 
as a good initial guess
—  \ 2
u  = u.i . c a l 1 + 2-^tan [ 1 + —i t a n ^  I sec^ 9
1
(139)
Of course this procedure could go on to examine the difference
-2 —
v v
— \ 2\
(tan2 9y — tan2 ^   ^+ 2 ^ - (tan 9y — tan ^  ^ (140)
which allows a correction to be made to V. This also has to be done iteratively due to a singularity 
that exists in the particular case of 9^  = -9y . Expressed in the form below, the singularity is
avoided. Also, if 9  ^ = -9y the equation becomes explicit
-  '  ) -  y '  (tan ' g, -  tan' g, )
( f  (tan2 9y -  tan2 9 ^ ^ 1 U  (tan 9y -  tan 9  ^))
( I ' l l )
Indeed equations (2.39) and (2.41) can be iterated together unto global convergence of U and V. 
Next, the third equation in (2.38) shall be examined. If the variance of , is available,
then the equation is expanded and then averaged to give
i^,ca  ^ = Î/2 + 2wvtan9^  + tan^ 9^  + u/2 sec2 9^ (142)
Examining the difference provides an equation for uv
\^,cai ~ ^ \,cai -  2wv(tan 9y -  tan 6^) + {v^ + ^2 ) (tan2 9y -  tan^ 9  ^)
uv =
\^,cai ~ \^,cai ~ +w ^)(tan2 9y - tan2 )
2 (tan^j -  tan ^ 2 )
(2.43)
and examining the sum provides an equation for either or v2
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u  + Wo = 2 î/ 2  + 2wv(tan 6y + tan 6^2 ) + (tan^ Oy + tan^ 6^2 ) + (sec^ Oy + sec^ 6  ^)
7  = ) _ ^ t a n g , +  t a n ) (2.44)
— Uy^ J^ +  W2,c a /  - 2^2 - 2 m / ( t a n 6y + tan6^ )-w ^  ( s e c 2  6y + s e c 2  6^)
tan2 6y + tan2 0^
If = -Oy (an important case to study since standard cross-wire probes are constructed with such a 
symmetry and it is thus a good simplifying approximation) then (2.43) and (2.44) reduce to
4tané» “
— +"iM  v 's in 'é ' + w'
"  = - - - - - i - - - - - - - - - - - - -
~  ^ «2 + U/2 Sec2 0
Itan^ 6 tan^ 9
These interesting results show that uv is actually un-affected by the other fluctuating components. 
In the case of%2 and y2  ^ the effect of the out-of-plane fluctuations is to additively increase the 
respective variance from its true value. Another important fact gleaned from the uv equation is that
if the variances of both wire un-resolved velocities are identical, then uv becomes zero. Thus if 
there are any spatial features in the flow that could cause a change in variance over each wire, these 
will be manifest as a false alteration of u v . It is worth remembering that these equations are only 
approximate and have been de-coupled from the mean values which, as was demonstrated §2.6, do 
actually affect the fluctuating statistics.
Finally, the second equation of (2.38) presents the opportunity to create expressions for the higher 
order products and also to gauge the effects of the mean flow on the fluctuation statistics. However 
after formulating only the second order product, it becomes clear that this very exasperating 
procedure would rapidly turn into one that fills entire pages full of equations in which the physical 
meaning is lost and the practical usefulness is questionable. For brevity (and clarity of point) only 
the results are shown for the case where 9^  = -9y (suffice to say that many terms are eliminated in 
this case).
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uv = ^ \ , c a l  \ c a l  ^ 2 , c a l  ^ 2 ,c a l U
tan^ + -=
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4t/2 tan 0 1 + KI
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—  V — ^
VW +  — UW
V U
sec^ 0
^l + g ]  ta n '0
^ 2  _  ^ \ , c a l  ^ \ ,c a l ' ^ ^ 2 , c a l  ^ 2 ,c a l
2U' 1 +
I  w
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tan 29 V — + 4—wv tan 2a . 2Z (
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ww + 2-^vwtan2 0 + ^ w ^  sec^ 0 Isec^ 0L ~
Ü U
(  V
—  \ 2 \
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tan^ 0
2t/2 tan2 0
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(2 46)
ww + 24^vwtan2 0 + Z w ^  sec^ 0 Isec^ 0V_—
Ü U
—  \ 2
tan^ 9 1 + tan^ 9
\
Comparison of the uv equation with that in (2.45) which was based only on the second order 
products reveals that now the other fluctuating components, here including the Reynolds stresses, 
do affect uv but only in the presence of non-zero mean flow in the transverse directions. Their 
effect is to increase uv from its true value. As a final point, suppose that which
implies that V = 0 . Furthermore, under the assumption that ^  = -9y this means that = U . 
The above reduces to
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4 tan 6 U
u2 _  ^ l ,c a l  ' ‘^ 2 ,ca l'  -HZ',.,/ r--T 0 .  _ Mrf--- Mr--T ,V tan <9 + 2 — uw +— w sec 0 |sec  <9 
U \  U
(147)
J
u 2 , 2 ^2+ 2  -=• [ UW + ■ — w sec 0 I sec 0^ 2  _  ^ 2 ,c a l U \  U
2 tan2 9 tarv^  9
This result helps to highlight the effect of W in isolation. The (linearised) streamline slope in the 
UW plane modulates the additive effect of vw on u v , and modulates the additive effects of uw and 
vi/2 (to 2"  ^order) on both u^ and v^ in an identical manner.
1.1.1. The Correction-Factor Approach for the Mean Values
Suppose that even ^  and u^^^J are not available. In this case all of the above is not feasible and
instead it is necessary to derive some sort of correction factor to the existing data using only 
resolved velocity component statistics. A subscript 0 denotes the original (un-corrected) value in the 
following derivations. Only the equations to correct a dataset measured in the UV plane shall be 
given here, and V and W can be interchanged to deal with UW plane measurements. The 
instantaneous velocity components in the original dataset were evaluated using the simplified 
version of (2.12). Since the simplified version is linear, the equation can also be simply averaged to 
give
f-r _ C/2 ,», tarn tan
tan 9y -  tan 9^
(L48)
Ÿ  _ \^,cal ^ 2,cal
° tan 9y -  tan 9^
The only way to proceed from here to immediately get a correction factor is to substitute the square 
root of the first equation of (2.38) into the above as appropriate. Denoting F^ j and Fy as the
correction factors for Uq and respectively, then
U = UyyFu-1
U = V„Fy-' (2.49)
^ 0
67
where
tan^,
K r  =
1 V \1H — tan 0  ^ — tan 0^
2 (7  2
1 + 1 — I sec^ 0, +2 — tan 0y \ 1 + -—— tan 0,
I  [ / J ' (7 :2 [ / '
1 V
tan 9y -  tan <%
1 +
2 — 
2^ . F f 1 F . ' 1 ffF  1sec <9+2—tan^i 14---- — tan 9, li 1+ ^UJ ‘ u  ' I  2 sec ^  + 2 — tan [ 1H — tan 9^2 &r 21 2(7 2
tan 9y -  tan 9^
(150)
Since the corrected velocity appears in the correction factor, these corrections are actually implicit 
and require iteration, with the un-corrected velocities serving as initial guesses in the correction 
factor. There is no correction equation for as there is for . Rather, this correction must come
through its own correction factor solved for V , but this is not feasible unless the square roots are 
linearised. Some physical insight may be gained by assuming 9^  = -9y and linearising the square 
roots to the first and second terms of their Maclaurin series
(2.51)
The important information contained in this result is that, i f  the effective wire angles are equal and 
opposite, V is not affected by W and so is already correct. This simplifies the iteration 
somewhat.
2.8.1.1 An Improvement on the Method
This correction factor can be improved upon by using the simplified (zero JV) version of equation
(2.23) as the foundation equation. So now
U2,cai ,d tail ^ 2
tan -  tan 0^
(2.52)
tan 9y -  tan 9^
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along with a specifically modified version of (2.19)
1 + 4 t + 2 f  UV + UV
\
tan 0, +
i/2
tan Ô, +
i ; '  ;
secf (2.53)
The correction equations remain the same as (2.49) but the new correction factors are
tan<9iJl + ^  + 2 UV + wvl
i/2 J
tan ^ 2  +
+ y2 ^
\  i/2 /
tan ^ 2  +
+ n;'
C7' y
secf 0,
-tan 61
C/2 ’ C/2 y
tan 6y +
t / '  y
tan2 6y + sec'
tan -  tan 0%
(2.54)
Fy =
''UV + UV  ^
Î 7 '  y
tan +
frTr
tan 2 0y +
^ ^  
.2
V C / ' ysec 6y
- J l  + ^  + 2
V c7'
tan <% + + ' + 7 ^
'2 . _.2  ^ /  tt;-
tan 2 0  ^ +
I  U^ y
%"2+M/2
V ( 7 2  y sec2 ^ 2
tan 6y -  tan 0^
These are an improvement on (2.50) in that they now incorporate the effect of the true turbulence 
intensities on the mean velocity components. As before, these corrections are implicit, with the 
additional complication that the corrected fluctuation statistics are required. At the moment the 
estimates from the un-corrected dataset must be used. As before, setting 9^  = -9y and linearising the 
square roots to the first and second terms of their Maclaurin series simplifies the above to
1 f 7 ' i f 2 ' V ' + + '
\
tan2 9 + sec2 9
2 W 1 C/2 J [ / ' J y
(155)
Comparing this result to (2.51) reveals that 7^ is of similar form but now includes the variances, 
and that in a flow with non-zero uv the un-corrected V^  in-fact exceeds the true V by an additive 
amount wv/c/.
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2.8.2 A Rigorous Correction for the Second Order Products
2.8.2.1 Assessment of Limitations
This section will detail a derivation of corrections to the second order products. No approximations 
are made throughout the derivation other than those that are required in order to be able to continue. 
These necessary approximations involve linearising square root terms and inverse terms to allow 
the equations to be averaged and expressed in terms of standard statistical quantities. The Maclaurin 
series that are used extensively are listed below
2 8 16 128
1 1 2m 3m'  4m'
1 3w 3\
(2.56)
(i/ + ^ ) ' C/' C/'
where X represents a group of terms. In the ensuing derivations, the series are truncated as indicated 
in (2.56) so as to obtain corrections that are accurate up to and including fourth order without 
truncation residuals affecting the result. Here, order is defined by the power of U in the 
denominator of the traction. In the above form, the limitations of 2T «  1 and u « U  apply to the 
corrections. The limitations can be quantified by inspecting the relative errors graphically
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Figure 2.11: Relative errors of the Maclaurin series of (2.56) truncated to terms 1 through 5
The square root linearisation is a major feature of the derivation and it is important to quantify its 
limits. Supposing a target error margin of about 1%, then the limitations on the streamwise 
instantaneous turbulenee intensity and on the grouped terms in the square root are as follows
u
Ü
0.40 for w + u V
< <0.21 for {D + u Ÿ
0.10 for (Ü + u Ÿ
(2.57)
^  < 0.98
are to be within 1% of the true value, then the limit
1
If expansions of inereasing powers of (f/ + u)
on the streamwise turbulenee intensity reduees aeeordingly. Fortunately, higher powers of {tj + u) 
are assoeiated with higher order terms (with respeet to the power of U in the denominator) and so 
their numerieal signifieanee is diminished.
2.8.2.2 The Base Equations
For the fluetuating terms, (2.34) as displayed but without the square root eorreetion faetors shall be 
used to provide the foundation equations. Applying the linear decomposition
splitting the equations into their mean and fluctuating parts and subtracting off the mean parts 
leaves equations for the instantaneous fluctuations and Vq . These are then squared and averaged
to obtain equations for and v“o, or cross-multiplied and averaged to obtain an equation for uv^
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3  ^ "2,w tan  ^g, + Wi , , /  tan" ^2 -  tan g, tan g.
(tan -  tan ^  )'
2 l^,ca/ +^ 2,ca/ '^ ‘^ \,caï^ l,cal /r» -^qxV 0 —--------------   -T---- (z.jo;
(tan 6  ^-  tan 6  ^)
— “i.c»/"2.c«; (tan 5», + tan ^ 2 ) -  u ^ J  tan 65 -  tan 6^
MV„ =
(tan <9i -  tan 9^  )
It now remains to find expressions for and Wj ^ «7^ 2,0^/ • This is achieved by going back to the 
fundamental equation (2.19), converting to using (2.3), then applying the same linear 
decomposition ^  ^  and subtracting off the mean to get
= ^ ((t/ + u) + {V + v)tan/9j +(JV -\-wf sec  ^^  -  yJ(U + V tan 6^ + If^ sec  ^6>. (2.59)
If this is not immediately obvious, a more roundabout method involving the solution of (2.37) for 
Ui^ cai eventually results in the same expression as above.
2.S.2.3 Linearisation of the Square Root Term
The following equations present the recasting and successive linearisation of the first square root 
term in (2.59). Without this step, corrections for the general case are impossible. It is very important 
to ensure that the corrections, when reduced to certain special cases, do not contain any truncation- 
related residuals that are physically incorrect and inconsistent with the constraints of the special 
case. In the present case of truncation to fourth order, this is achieved by expanding the square root 
all the way up to the fifth term of its Maclaurin series (as given in (2.56)) such that all residuals are 
of fifth order and therefore dropped without affecting the result. This full expansion, which contains 
terms up to eighth order, is then truncated to fourth order. This most correct procedure actually 
results in fewer terms than if the square root was expanded only up to, say, third order, because the 
cubic and quartic residual terms are effectively eliminated. Importantly, these formerly cubic 
residuals now contribute to the quartic terms with the end result being the correct coefficients ahead 
of the quartic terms. The formerly quartic residuals are bumped up to fifth order and are hence 
dropped. Now, returning to the recasting and linearising (showing only the final result for brevity)
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A. = J((U + u) + (V + v)tan0.) + (iT + wY sec  ^6^
(U + u)Jl + 2f Z ^
V \U  + u J
tan —
U + u)
tan^ 0, + ^W + w'^  ^
U + u
sec  ^0, (2 .60)
iU + u)
\JJ +  U J
tan 0, + i f  W + w
2. \ U  + uJ
sec 0, —11 r + V
' 2 W  + «
A ( Z ^ ]
2 \U  + uJ
W + w 
.U + u,
sec  ^0, tan^ 0, 1
W + w  ^
,JJ + u ^
sec"^  0,
secf (9, tan 0,
Next, the {U + u) factor in the result of (2.60) is multiplied through and the remaining (jJ + u) 
{U + u)^ and {U + u)  ^ terms are linearised to give the next stage
A. « (f/ + w) + (F + v)tan 0^
1H— 
2
{W+ w) u{W+ w) u^{W + w)
u
(jV + w) ( i t  + w)   -
V u
sec  ^0.
{V + v)(,W + w) u{V -\-v)(W -^w)-^ =z----------- 1----
w" (F + v)(pF + w) . w' (F + v)(PF + ivX
+ 3 --------------— ------------------4-
V
secf 0, tan 0:
1H— 
2 V U
v4
...iV + vTifV + wy .uHv + vfiW + wf^ 
- 3 --------------— ----------------1-0
‘'(V + v f i jV  + w f
(2.61)
secf 0,. tan^ 0,
iw+ w) u^{W-\-w) ,u (^W + w)-3 + 6- sec"^  0,
The above is now amenable to averaging. The expression after averaging is rather long and 
therefore summarised later to avoid repetition. Finally, the second square root term in (2.59) is 
recast below. It does not need to be linearised because it is composed entirely of mean terms and so 
is already an averaged quantity by virtue of being constant.
B .=^{U  + Vtan0.f+JV"sec^0, =U^ l + 2 -L tan65 .+ fil ta n " 6 ,+ f^
U ‘ W J  ' I t /y
sec  ^0  ^ (2.62)
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Terms up to fifth order are present in (2.61) since the factor of U in (2.62) will eventually reduce 
them to fourth order in the final equations which involve a multiplication of the two square root 
terms. Inspecting (2.61), it is evident that this correction will feature triple products of the form
up to sixth order (with respect to the sum of the exponents) and double products of the
form v‘^ w^  up to fourth order, all of which are not available from a standard set of measurements 
carried out in the UV and UW planes alone.
2.S.2.4 An Explicit Criterion to Ensure Correction Validity to Within a Specified 
Error Margin
Using the result of (2.60) in combination with (2.57), a criterion can be written down to check that 
the corrections are working within their intrinsic limitations
V V
Ü Ü
1 + 1  
u  ;
tan 6, + Ü Ü
1 + ^
U y
tan^ 9, + Ü Ü
IH-^
U y
sec  ^0: < 0 (2.63)
This criterion requires knowledge of the ‘representative’ instantaneous turbulence intensities. The 
value of Ô is obtained by deciding on an error margin and then reading off the value forX fi-om the 
fourth order (magenta) line on the bottom right graph of Figure 2.11. So for an error margin of 1%, 
^ = 0.98.
2.8.2.S Obtaining an Expression for w.
i . c a l
Squaring (2.59) and taking the average gives
+m") + (2 P  +v")tan" e,^ -l{2ÜV + m )xsne,+{2W^  + ^ )se c "  6,
- 2-J((U + m) + (F +v)tan65) + (w  + wŸ sec" 0,^ {u  + Ftan6l)^ + If" sec" 0,
(2.64)
Using the results of §2.8.2.3, the above is finally transformed to
= “" + 2 6 7 "  + ( 2 F "  + v")tan" 6, + 2 ( 2 t 7 F  + w )tan éj. + ( 2 ^ "  + ^ ) s e c "  6, -  2l^B, ( 2 . 6 5 )
2.8.2.Ô Obtaining an Expression for
c a l
Carrying out the appropriate multiplication of (2.59) gives
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^ l , c a l ^ 2 , c a l
t/  + w) + ( r  + v)tan^i) +{JV + wY sec  ^0^  yj((^ + u) + (V + v ) ta n ^ ) +(jV + w) sec  ^^  
+^(Ü + Ë tan 01 + W^  secf 0^^ J(U + V tan 0  ^f  + sec  ^0^
~^((Ü + u) + (V + v)tan ) +(JV + wY sec  ^0^y](U + V tan 0  ^f  sec  ^0^
+ u) + {V + v) tan 0  ^y  +(lF + wY sec  ^(%^([7 + F tan 6> secf (9,
(2.66)
The second line of the above can be immediately finalised using (2.62), the third and fourth lines 
can be finalised using (2.61) and (2.62). However, finalising the first line is an extremely involved 
and time consuming step. Firstly the question arises as to how best to linearise the square root 
product since it can be done in two ways. After recasting both square roots for linearisation the 
options are: Method 1 -  linearise each square root and then multiply; Method 2 -  combine the 
square roots, multiply out the terms and then linearise.
method 1: l^(l + a)yl(l + b)
, a a a 5a 1 + -------- + — -
2 8 16 128
1 _i------------------- 1---------
2 8 16 128
method 2: J^(\ + a){\ + b) = yj\ + a + b + ab
»  1 H— i a^ +  b +  a b ^ — (^z +  6 +  a 6 )  4 ^a +  b +  a b ^  i^a-t-b +  ab^
2 8 16 128
An investigation was carried out on the representative function VT+flVÏ+6 to assess the best
method. Incrementing b from zero while fixing a at some constant positive or negative value and
examining the relative error compared to the actual function reveals an important feature of either 
method. Here it was arbitrarily chosen to have a = ±0.1 as this demonstrates the point in question 
sufficiently.
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Figure 2.12: Results of a trial to ascertain the behaviour of the square root product linearising methods
Thus method 2 exhibits strong dependence on the sign of a, with the error being less than that of 
method 1 for negative a and vice-versa. Method 1 on the other hand produces an almost identical 
error trend regardless of the sign of a that lies near the centre of the method 2 trends. Thus method 1 
is favourable for reason of consistency. By inspection of the actual arguments in the square roots it 
is clear that the only variable that can undergo a sign change and not be rectified by being squared 
or eliminated on averaging is V . l i  would be inconsistent if a correction produces better or worse 
results depending on whether the orientation of the probe in the UV plane returned a positive or 
negative V for the same flow. For these reasons, method 1 shall be used to linearise the square root 
product of line 1 of (2.66). Multiplication of the two square roots linearised up to fourth order 
would be a stupendously time consuming and error-prone task, and so was carried out in the 
symbolic manipulation package Maple. This is the only time such a package is used, with every 
other part of this derivation being done manually and double-cheeked. When the hundreds of terms 
up to sixteenth order are cropped to fourth order, the final result is
Line \'^{U + u)
f ~ A 
1 + (tan6’, +
U u )
i f  V + v ) f W  + w ) \  2n  — —----  —----- ( sec 0, -  sec
2 W  + u A U  + uJ
i f  (tan 6, -  tan g, )(sec^ g,
j  \ U  +  U )  '  2 A  1'l\U-\-u J  -\- u
+ (sec^0|-sec^ 
%\U + u )   ^ '
(V  + v tan 0, tan 0  ^ — 2 2U + u )
0  ^ tan 0y -  see  ^0^
(sec^ 0  ^ + sec  ^0  ^)
[/-KM J
Multiplying through by the factor {U+ ii) and then linearising the remaining {U+ u) ' and 
{U + u) terms gives the next stage
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Line 1 % {U + u f  +( V  + v ) (U + u)(tan0^ + tan 6^  )
+ (F + vy + ^ {W + w)^  (sec^ 6>j + sec  ^9^  )
{V + v)iW
tan 6, tan —
' '  2
+ w) u iy
u
+ v )iw  + w)
+ 1
u^(V + v)(jV + wŸ {V+ v)(W ^ -w)
/  W W y
(y  -i-vf iw  + w) ^ u {v+ v ) (w +  w)
_  2 3=;
(sec^ 6  ^ -  sec  ^6  ^) (tan 0  ^ -  tan )
y ( y ^ - v f  ( w + w f  
( w + wY
I
(tan -  tan ) (sec^ 9^  tan 0  ^-  secY 0  ^tan 0  ^)
J
u{W+ w) u^{W + w)
0 ^
,4 \
J
(sec^ 0  ^ -  sec  ^ )
(2.67)
It is now possible to average this equation. The full result for will be presented in the next
section where the correction equations are finally formulated after making some ftirther assignments 
to help with clarity.
2.S.2.7 Formulation of the Implicit Correction Equations
After careful patching together of all the results of the previous sub-sections (in their final, averaged
form), it becomes apparent that has two instances which are simply isolated from all the other 
terms. Consequently, the following relationships can be specified
(2.68)
With this specification, the following assignments showing all expressions in their final form can be 
made:
F1-1-2 -=■ tan 0- + “=■
—  \ 2
tan^ 0  ^+ J sec  ^0^
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K,=U'^ + U V \ m e , + -
2
-2  “  2Wuw + uw^  +2Wu^w + u^ w^
U
+ -------
. 3 , . .  . . . 3 . . . 2  T Ï r 2 . .4
sec  ^<2
VW +Vw +2Wvw + vw
U
2VWuw-\-Vuw^ +IF^wv-i-2IFwvw + wvw"^  
_-2
+3 VW^u  ^+ 2FWti^w + Vyw^ +JV^yv + 2JVu v^w + y vw
2,..2 , tF 2 ..2 , .2  2
VW^ u^  + 2VWyw + Vyw^ -\-W^yv + 2W yvw + yvw
w
3 . .  2 , tF 2 . .3 . .3____2
sec  ^6, tan 6:
+•
+F^w^ +4FPVvw + 2Fvw  ^+W^v^ +2Wv^w + v^w2 , tF 2 ,.2  , OTT7--.2... , . 2 . 2
2V^Wuw + V^ uw^  2VW  ^uv + 4VWuwY
+2Vuvw  ^+W^uv^ + 2Wuv^w + uv‘^ w2 _.  .2
-3-
+ 2V^fFAw + V^ u^ w^  + 2FfF"u"v + 4FfFu"vw2 . . 2 . A
+6- +2Fu v^w  ^+FF^ u^ v^  + 2fVu v^^w + u^ v^ w^
sec  ^0, tan^ 0,
r - , + 6/F^ mP' + 4W +w "*  ^4JV^  uw + 6IF  ^ww^  + 4Wuw  ^+ uw.3 . . . .4 2 ....... 2 3 , ____4- 3
+6
sec"^  0,
L, = 2U  ^+{2V^+ v 7 tan^  0, + 2{tUV  + uv) tan 9, + (itf"  + w^sec^ 6i -  2K ,J t
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M^=U^ + {u v  + uv)( t a n + tan0 )^ + + v O ta n ta n 0  ^+ + wO(sec^ 0  ^+ secf 0 )^
 ^VW^  +Vw^ + 2Wvw + vw^
Ü
\
2VWuw + Vuw +W uv + 2Wuvw + uvw
VW^ u^  + 2VfVyw + Vu^w  ^+W^u^v + 2JVu^ vw + u^vw2 . . .2  , T ^ 2 _ 2 , 2 ___ 2+ -
t/ '
.3 ____2VW u +2VWu w + Vu w +W u v + 2Wu vw + u vw
(sec^ 0  ^ -  sec  ^ 2^ )(t^^ ^ 1 “  tan ^  )
~ 2 tÏ 7-2 , f 7 2 , . . 2
14— 
2
V^ W^  4-F^w^ +4PTFvw+2Fvw^ +W^v  ^4-2IFv^w4-v^w^
 ^2V^Wuw + V^  uw^  + 2VW^uv + 4VWuvuY
- 2-
4-2Fwvw^  +W^uv  ^+ 2Wuv^w + uv^ w^
f — n j n
+4VWw^vw + 2Vu v^w  ^+ W^ u^ v^  -i-2Wu^v^w + u^ v'^ w^
4-3-
(tan 0  ^ -  tan 0  ^)
s^ec  ^0  ^tan 0  ^ ^
^-sec^ 2^ tan ^ 2 y
4- 6IF  ^ 4- 4I F 4- w"*  ^4IF  ^uw 4- 6IF  ^ 4- 4IFuw^  4- uw2____ 2 .3 . ____4- 2
4-3
W^ u^  -t-4IF^w^n;-t-6IF^w^w  ^^4Wu^w  ^+u^w‘^
(sec^ 0  ^-  secY ^  )
M2 = U^J^2
M4 = -K^J^
N = + M2 +
(2.69)
Substituting the specifications of (2.68) into the foundation equations (2.58) finally provides the 
sought after general correction equations for the second order products
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"T T  A tan 0, + L  tan A -  27V tan 6, tan R= M 0    1 1 2  1 2
(tan -  tan 6  ^)
o = 7 „ —
(tan -  tan 6  ^)
(2.70)
0 = uv0
N (tan0  ^+ tan62) - y  tan6  ^- tan ^  
(tan ^  -  tan ^
In this form, all the corrections are implicit, u^  may be found iteratively, whereas and uv are 
best found via a root finding method. For full accuracy the corrections can be iterated amongst 
themselves, with the uncorrected values providing suitable initial estimates.
2.S.2.8 Formulation of the Explicit Correction Equations
Inspection of and in (2.69) reveals that the implicit nature of the u^  correction is due only
to the higher order terms and, if deemed appropriate, these may be dropped in order to simply the
correction into an explicit one. The same does not apply to and uv however. As an example, an
explicit correction equation for u^  can be created by extracting all instances of from the
assignments in (2.69) and then modifying the correction equation for u^  in (2.70), with the aim
being to have all the instances of u^  collected together on one side of the correction equation. A 
similar (lengthy) procedure applies to the other statistics. To prevent this section from becoming a 
quagmire of equations, only the final solutions are shown.
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  y  0 (tan 0^  -  tan 0^  Y ~ A tan^ 0^  -  fy tan^ ^  +27V tan fy tan fy
=
\ 2
2 I W(tan fy — tan fy ^  — |
2 / f y  ^2 tan^ fy +  fy g j tan^ fy
\  u u
+fy gi + fy 02 “  tan fy tan fy
\  M M " y
=
0 (tan fy — tan fy ^  — fy — fy + 2 TV
(tan fy — tan fy  ^ — j
■^-^2 [ _ f y )(sec^ f y  tan^ fy -  sec  ^fy tan^ fy)
+ (tan fy -  tan fy ) (sec^ fy tan fy -  sec  ^fy tan fy )
uVq (tan fy -  tan fy + fy tan fy + fy tan fy -  TV (tan fy + tan fy )
uv
— \ 2 R (tan^ fy -  tan^ fy) + 2 ^  fy 62 tan fy + fy g  tan fy j 
—(tanfy +tanfy)(fy 02 + "^2 Gi ^
\  uv uv )
(2.71)
The corrections take the form of a scale factor and offset. The variables used in the corrections are, 
with the exception of those that remain unchanged from (2.69), all listed below.
M3 = — fy J2
u,v,uv u,v,uv
M4 = -  fy  fy
u,v,uv u,v,uv
TV = M) + M2 + M3 + M4
u,v,uv u,v,uv
Q = 2 ,u 4, \
tan fy +6  -= tan^ 0; — % Y s e e :a
\
sec  ^0,
R = -L |(tan fy -  tan fy )(sec^ fy -  secf fy ) + - f  ^  I (sec^ fy -  sec  ^fy V 
r  ^  4 l(7  '  ^ ^
-<0(tan fy -  tan fy ) (sec^ fy tan fy -  sec  ^fy tan fy )
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1 — 3 “=■ tan 0. sec  ^02 tan <9
R = fy -  sec  ^fy ) -  2|^-^j(sec^ fy tan fy -  sec  ^fy tan fy )
(2.72)
To clarify the meaning of the subscripts in the K., L. and Mj terms, take the example of a
correction being applied to . The subscripts mean to say that the original K ., L. and terms of
(2.69) are to be used but with all instances of u^  removed from them. A similar rule applies to the 
other corrections. The subscripts in the new Q and R terms are simply a correspondence to the 
correction in question.
2.8.3 Simplifying Assumptions Applied to the Rigorous Corrections to the 
Second Order Products
Evidently the rigorous corrections in all their glory are perhaps overkill for most practical situations 
as many of the terms making up the corrections are either higher order terms or simply unknown. In 
this section, a succession of assumptions are made that are representative of a typical set of 
measurements with a standard probe oriented in the UV and UW planes. These are enumerated 
below
• fy = -fy
• All triple products of the form u"'v^ w‘' and double products of the form v^ w^^  are dropped 
since they are not obtainable from measurements in just the UV and UW planes
• All terms higher than second order, i.e. those normalised by U^  and above, are dropped
These assumptions will also serve to expound the physical meaning contained in the corrections. To 
prevent excessive repetition, the above assumptions are applied to the implicit form of the 
corrections, (2.69) and (2.70), since these master equations can then easily be turned into explicit 
form based on the fact that a large number of terms are eliminated with the above assumptions. The 
correction equations (2.70) reduce to
-T -y  fy + A + 2N
M = 2 / 0 ------- -------------------------
° 4tan^
and the associated variables that differ from (2.69) after simplification are shown below
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2 2
IW uw + umP' + 2 W y w  + y w2 , . .  , . . 2 .. .2
U
+ • sec^ 6
+■
VW^+Vw^  ^2VWuw + Vuw  ^+ JV^  uv
14— 
2
U
V [F
sefy ^tan^ 9
sefy ^tan^
+4JVwA  w“
tj^
sefy 9
fy = 2U  ^4-(2F^ 4-v^)tan^ 0±2{2UV  4-wv)tan<94-(2IF^ 4-w^)sefy <9-2fy fy
2 2
M j = C /^  -  i v ^  + v ^ ) ta n ^  9  +  { w ^  4 -w ^ s e f y  6
4-2
4-Pw^ 4-IF^v^^
fy"
sec" ^tan" ^
(2.74)
Aside from the significant reduction in length, comparison of these simplifications with the original 
equations reveals how the only terms that change sign are those associated primarily with the first
power of F and with uv .
2.8.4 The Special Case of a 2D Shear Flow
Consider a flow that varies only in the UW plane (using the convention of Figure 2.1), such as a 
wall bounded shear flow passing over a 2D smooth bump-like geometry where any end-effects are 
negligible at the measurement station. Measurements in the UV plane are required only to obtain the
Reynolds normal stress v" . The Reynolds shear stress uv is zero since turbulence anisotropy exists 
only in the UW plane. Here corrections are required solely due to the presence of W . Furthermore,
these corrections must result in equivalent (within errors) values of U and w" in both measurement 
planes and can therefore be used as an experimental consistency check. The following 
simplifications in addition to those of the previous section are made in this case
• F = 0
All double-products of the form are zero, but v^  ^0
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2.8.4.1 Correction of the Mean Velocities
Using the correction factor method of (2.49), the improved correction factors of (2.54) are 
simplified by the aforementioned approximation to the following
Fy =0 .'.V = 0
sec" Û
(2.75)
The correction factor for fy reduces to zero in line with the constraint of F = 0. The correction 
factor for Uq is also greatly simplified but is still implicit in that it contains the corrected U and all 
three second order auto-products.
2.8.4.2 Correction of the Second Order Products
Again the implicit correction equation variables of (2.69) will be examined for brevity. With F = 0 
and fy = -fy , only squared trigonometric functions remain. This means that fy = fy , fy = ^2 )
fy = fy Mg = M4 due to the sign of the wire angle having no effect. The correction equations
(2.73) further simplify to
— — L + N  u =u Q---------
0 = v \ - ^ f  (2.76)
Itan^é'
wv = 0
Inserting L and N  into the above eventually provides explicit correction equations
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[ u - 2 ) W ^ + U - 1) w')sec" 0 - J
2Wuw + uw^  2Wu^w + u^ w^
—  \ 2
+
sec^^
i y
4
6W^w  ^+ 4Ww  ^+w"^
V
u
sec  ^6 + U - l )
W
^ivW ^
2W  +
V V
sec  ^6
sec  ^^tan^ 0
JJ
1- J  — sec 6
— v%
V =
v%
sec 6
r
(177)
Thus the correction for is a simple factor, whereas the correction for involves a slightly 
modified factor and a more complex offset term. For small W , J - 1  » 0 and so it is tempting to
assume that the last term in the bracket represents a negligible contribution, as does in the first 
line. However since the corrections are entirely composed of second order terms, the magnitudes of
and in particular the streamwise component U may be sufficient to maintain their numerical 
significance. Therefore no terms should be dropped from (2.77). For maximum precision, (2.75) 
and (2.77) can be iterated together unto convergence.
2.S.4.3 The Special Case of Isotropic Turbulence
If there are no mean velocity gradients and, in addition to the simplifications of the previous 
section, JV = 0 (such a situation occurs in the decaying turbulence downstream of a grid where the 
cross wire is aligned with the stream) then the correction equations of (2.77) reduced even further to
— — 1 u = u o —— 
4
0
\U- y
sec* Û
(178)
So when measuring in isotropic turbulence, no correction to is required but a correction
involving the kurtosis of the transverse component is required for . Of course in isotropic
turbulence and so the above equations suggest that it is best practice to take the
measured as the accurate measurement of variance, not . Applying the correction to
should make it equal to and thus serves as an experimental consistency check -  although care 
must be taken to ensure enough samples are acquired to get a good estimate of the kurtosis, and that 
probe spatial averaging does not affect the statistics.
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2.8.5 The Hancock Corrections
The Hancock (2009) corrections were specially devised for the ease of a 2D shear flow as specified 
in§2Jk4.
2.8.5.1 Correction of the Mean Values
The correction for U is based on the first equation of (2.38) which represents the mean terms that 
make up the square of the unabridged equation for . When W is neglected and the 2D shear 
flow constraints are applied, this simplifies to
W1 +
V VC/y
A
sec  ^6,
If the additional assumption of 0^  = -9  ^ is introduced, then if probe spatial averaging is neglected 
(or, conversely, the gradients of the mean and fluctuating components are small over the probe 
volume) and F = 0, it becomes the case that (c f  (2.48) with these assumptions
applied). The unknown values are reconstructed firom un-corrected (JV = 0) data.
Substituting this result into the above immediately provides an implicit correction equation
1+
V  V u
1
(179)
This is in fact identical to (2.49) and (2.50) of §1.1.1 under the present 2D shear flow constraints.
2.S.5.2 Correction of the Fluctuation Statistics
The basis of the correction for the fluctuation statistics is the second equation of (2.38), which 
represents the mixed terms of the square of the aforementioned equation for U^  . Again, when W
is neglected and the 2D shear flow constraint is applied, this simplifies to
U^cal'^ Ucal -  ^
ww + vtan^,+ — wsec 9.
U 'y
(180)
The same simplification applies as previously, and is re-construeted Ifom
un-corrected values by considering (2.19) without W. The third equation of (2.38) under the 2D 
shear flow constraint and without the w terms provides an equation for u.
Substituting this into (2.80) gives
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t/o(wo+Votani9,.) = t/ IFu + vtan9, + — wsec 9. 
' U
(2 81)
and finally, matching the terms either side
U , = U
(2.82)
Thus, within this correction framework, no correction is required for any value of m in v” . The 
result of no correction for U contradicts (2.79) and is overruled by virtue of being a secondary 
result within a derivation intended for fluctuating quantities. One immediate advantage of the 
Hancock correction is that, in and only in the special case of 2D shear flow with equal and opposite
wire angles, correction equations for any value of « in w" can be readily generated. This is in stark 
contrast to the rigorous corrections of §2.8.2. The corrections up to fourth order are presented below 
in explicit additive form (Hancock gave them in implicit correetion-factor form).
— —   w- — ( w 'f
= u f 9 + w^  \ — \ see 9
U U
-  Sufw^sec^ 9 + 3u„w^  I I sec* 9-w^\'4^\ sec  ^9
U U U
(2.83)
WM* = u f -  4uJw^sec^ 9 + 6ufw^ _ see* 9 -  4unW^  ( sec  ^9 + w‘^ i^
U U
sec  ^9
The higher order statistics present in the corrections will have to come fi*om un-eorrected estimates. 
It is also possible to construct a correction for uv by multiplying the second equation of (2.82) by v 
and then averaging. In the present case this should of course be zero and the result indeed confirms 
this
  ---  ---^  2/3uv = U . V ^ - V W — SQC 9 0 0 ^ (2.84)
Since vw = 0 then no correction is required for uv which thus correctly remains zero.
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CONCLUSION
A constant property analytical solution of the temperature profile equation for a hot-wire was 
demonstrated to be sufficient compared to a hilly non-linear numerical solution. Platinum plating of 
the wire was shown to reduce power loss by thermal conduction to the prongs, as was an increase in 
the ratio of length to diameter of the wire which also resulted in a more uniform temperature profile. 
Regarding calibration via the effective angle method, it is possible to correct for a zero yaw offset 
error using the dataset itself without any additional external information. The presence of flow in 
the plane perpendicular to the wire plane can introduce significant errors in the measured values of 
in-plane velocity which suggests that a cross-wire probe should be oriented in the flow such that 
there is no component perpendicular to the plane of the wires, in other words the probe axis should 
be oriented with the local flow vector. Of course this introduces the additional requirement of 
rotating the obtained velocity vector into a global coordinate system, which requires knowledge of 
the Euler angles of the local flow vector relative to the global basis. A 1% error in the mean 
streamwise velocity component occurs with an out-of-plane velocity of 10% of the streamwise 
value, rising quadratieally. Similarly, the presence of turbulence will also introduce errors into the 
calculated mean values. In isotropic turbulence a 1% error in the mean streamwise velocity 
component occurs at 7% turbulence intensity, rising quadratieally. Correction factors of varying 
degrees of generality were developed allowing for correction of the effect of turbulence on the 
calculated mean values and for the effect of mean flow on the measured fluctuating statistics.
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Abstract
This report contains a derivation of corrections to the calibration coefficients of a hot wire 
operating in constant temperature (CT) mode. These corrections allow for variations in 
ambient temperature over time, as well as a change of the heat transfer eharaeteristies of the 
wire due to degradation or contamination over the duration of the measurements. The basic 
strategy involves obtaining a set of calibration coefficients at the beginning and end of the 
experiment, correcting the latter calibration coefficients for ambient temperature drift, 
interpolating the anemometer voltage in time, obtaining a new set of coefficients fi-om a mock 
calibration at this time, and then correcting the new coefficients to correspond to the ambient 
temperature at that time. Tabulated thermo-physical property data fi*om up-to-date sources are 
used to formulate empirical relationships between the relevant properties and temperature. 
These are then directly substituted into the steady-state heat transfer equation for an infinitely 
long wire to eventually obtain temperature correction factors.
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Introduction
The corrections that can be found in the established literature take the form of either re­
sealing of the anemometer voltage with a temperature correction parameter (Bearman (1969), 
Kanevce & Oka (1976)) or re-scaling of the King’s law calibration coefficients (which 
themselves contain temperature dependent quantities) with simple empirical relationships 
(Collis & Williams (1959), Comte-Bellot (1976), Bruun (1995) and references therein). The 
Bearman correction is perhaps a product of the circumstances at the time, where it was far 
simpler to correct the anemometer voltage using analogue electronics than to store and 
process digital data. Despite this, the Bearman and Kanevce & Oka corrections contain some 
significant assumptions -  namely that the thermal conductivity, Prandtl number and a 
particular combination of thermal conductivity, density and dynamic viscosity do not change 
with temperature
const. (1)
The Collis & Williams (hereon referred to as C&W) correction does allow for the variation of 
thermal conductivity with temperature but still makes the assumption in (1). Investigation into 
the validity of this assumption revealed that it is only true if the exponent is 0.5 because the 
function is dominated by a turning point at the film temperatures typically achieved by a hot 
wire operating in air. However, in reality the exponent is more like 0.4. With this value the 
turning point is absent, and there is a definite positive correlation with temperature. It is the 
objective hereon to derive a set of corrections that do not make this assumption, and it will be 
seen that the resulting corrections actually turn out to be more elegant in form.
Derivation
Starting from the steady-state energy balance for an infinitely long wire (i.e. negligible heat
conduction to prongs), and the definition of the Nusselt number Nu =  hd!k
= A ;rr f /(7 ;- r J  =  ;rZ fc(r„-rjN u (2)
Using Ohm’s law to convert into E j  and then using the basic relationship between 
wire voltage and bridge voltage (for a non temperature-compensated bridge, as shown in the 
Appendix)
and then solving (2) for the Nusselt number gives
Nu = ------------------------------------ (4)
k{T^-T,)
In CT mode, and are constant. Also, for a given probe, / is constant. Lumping the 
constant terms together allows (4) to be written as
Nu =  Q
where Q =
(5)
R...
^l[Ri 4-Ri +Ry,)
King’s 1914 law with a generic exponent along with the empirical Nusselt number 
temperature loading factor of C&W that accounts for a temperature jump between the surface 
of the wire and the gas adjacent to it shall be used as the empirical relationship for a hot-wire 
(the jump is caused by molecular slip since the Knudsen number around a typical 5 pm 
diameter hot-wire in operation is on the order of 0.1 which is significantly close to the 
continuum assumption limit)
Nu
x-0.17
J . ,
=  A +  BRe’’ (6)
where Tj. =^{T^ is the so-called ‘film temperature’ at which the thermo-physical
properties are evaluated. (4) can be substituted into (6) to give
E^=k{T„-T, ) f + T A
0.17
A ' + B '
f t / J l
n ^
2 r ,  J . V > >
where A ' =
Cl
B' =
Cl
(7)
Now, from the empirical relationship proposed by Kramers (1946) for incompressible, forced 
convection, Nu =  0.42 Pr°‘^  ^+ 0.57 Pr”‘^  ^Re®'^  (with properties evaluated at the film 
temperature), it is evident that A and B contain the Prandtl number. Indeed this is a function of 
temperature and should be included as a variable but the functional form of the empirical 
relationship has n =  0.5 and so the factors and exponents involving the Prandtl number 
cannot be applied to the general case. It will be seen later that around the typical film 
temperatures, the Prandtl number is very weakly correlated with temperature compared to the 
other quantities such as thermal conductivity and kinematic viscosity. Thus, the Prandtl 
number alone is hereon assumed constant.
The mean wire temperature, 7^, appearing in (7) can be obtained from the definition of
resistivity and the assumption that a small change in resistivity about some reference value 
(subscript c for ‘cold’) is proportional to a small change in temperature
R pL
A P =  A R
He. kJ =  a  AT
dT =  a^R, (8)
K = R y  +  a,{T^-T^))
: X  =  —  +  Tc w heren =  ^ - l
The quantity Q is defined as the ‘overheat ratio’. Bearman and Comte-Bellot defined the 
overheat ratio using the ratio of temperatures rather than resistances. Since the linear 
relationship in (8) does not intersect the origin at absolute zero, the ratio of resistances is not 
equal to the ratio of temperatures, but proportioned by a constant aJT^ . Sometimes the
overheat ratio is defined as just the ratio of the resistances without the decrement, so care 
should be taken when interpreting this number.
The temperature coefficient of resistivity at the calibration reference temperature, (with
units K“*), can be obtained from an empirical fit through tabulated data, here taken from the 
CRC Handbook of Chemistry & Physics (2001). The data shown below is for pure tungsten.
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Figure 1: Variation of resistivity with temperature for pure tungsten
Over the range 200 -  500K, the resistivity has an almost constant slope. Choosing the 
referenee temperature to be 298K, the value of ct^  is 0.00448346 to 6 s. f. and is eonstant
only over the specified range, which is adequate for hot wire anemometry. A similar 
procedure for platinum yields 0.00355043. Thus for a given overheat ratio a platinum wire 
will attain a higher mean temperature than a tungsten wire. If a different referenee 
temperature is employed, the coefficient may be exactly adjusted from its definition as 
follows
c^O —
a .
acQ
RcO PcO
Pci
(9)
R
a cOcO a
PcO
cO
Pc
The thermo-physical property functions shall take the form suggested by C&W since they are 
both simple and accurate over the required range. The typical film temperature of a hot wire 
ranges from about 365 -  400K for overheat ratios ranging from 0.6 -  0.9 respectively, with 
the corresponding mean wire temperatures ranging from about 430 -  500K. Therefore a 
reference temperature of 400K shall be used for the properties, and they will have empirical 
functions fitted in the range 350 -  500K. The functions are as follows, where subscripts / and) 
represent the experimental conditions at times z and j  respectively
k T  ' . K _ K Kef _
/ \
Kef " K Kef K T - J
P T
b
. Pi Pi Pref
/
r
Pref
« 2
"  Pj Pref Pj hJ
P T . Pi Pi Pref k -
Pref
^3
"  p j Pref Pj k J
(10)
• -1 1 K Pi Pjsimilarly — =  —----- = f^ l
b k kl
kJ kJ
h—c
Although it is possible to take into account the relative humidity of the air for the density 
equation, this is perhaps pedantic overkill and the air shall be assumed dry and to obey the 
ideal gas law. This immediately gives «3= 1  and c =  —1. The remaining unknown exponents 
can be found from examination of the relevant property data in Rogers & Mayhew (1995).
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Figure 2: Temperature variation of air thermal conductivity, kinematic viscosity, Prandtl number and 
eqn. (1) non-dimensionalised by the appropriate reference values. Data fit in 350 -  500K range also
shown
The breakdown of the assumption of eqn. (1) for n ^  0.5 is clearly shown in the bottom right 
graph of Figure 2. Also, the weak correlation of Prandtl number with temperature in the 
operating range is evident in the bottom left graph, which reveals the close proximity of a 
turning point. The top two graphs and their least-squares power law fit in the specified range 
provide the following values for the exponents in (10)
0 =  0.831895 6 =  0.707710
(11)
The value for a is within the range given by Bruun of 0.80 -  0.86 but b is slightly below (0.76 
-  0.90), while C&W give 0.8 and 0.76 respectively. In the most general case where n is 
allowed to vary between calibrations, the expression for the dynamic viscosity ratio in (10) is 
insufficient and must include a constant factor as follows
K V.r e f
J
4/
fer
T, r e f
f
«;(!+/>)
vp T”‘
1+6
rp n i
r p t l j
. j >
r p  1+6
J
r p t l j
V J >
1+6
(12)
where Q  =  9.32925 x 10-1 0
There exists an ambiguity in the definition of the Nusselt number as to what temperature to 
evaluate the thermal conductivity for a given heat transfer coefficient. Since there is a strong 
temperature gradient normal to the wire, should the air properties be evaluated right at the 
surface of the wire or some distance away firom it? Historically this has been resolved by 
evaluating the properties at the film temperature Tj- =\{T^+T^) as mentioned earlier (c.f.
Bruun p. 213 and references therein). The physical property temperature dependencies can 
how be written in terms of the film temperature (N.B. all temperatures must be in kelvin)
r + T ,
T. +  7,
7 + T ,
0.831895
\0.707710
V ‘ ^  "/■ 
^4
{ T ^ + T j‘
1.70771
(13)
where C, a 2.85611x10 -1 0
Now, fi'om an experimental calibration the velocity-voltage relationship is of the form
=A"+B"U' (14)
where the numerical values for A ", B " and n are obtained fi'om some sort of non-linear 
regression (Gauss-Newton method, say) on the experimental records of E and U. Linking (14) 
to the theoretical relationship (7) reveals that
A" =  k{T^-T^)
T..+T
0.17
0.17 ” A"B' =  —
A'
(15)
B'
Thus only A " and B " depend upon the ambient temperature while n does not and is a fixed 
constant of the system. It will only vary with degradation or contamination of the hot-wire.
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The corrections to A " and B " will have the form
A" B ”
( 16)
This quotient form naturally lends itself to the use of the property functions given in (13). 
Firstly, the correction quotient for A" after substituting the thermal conductivity equation in 
(13) into (15)
0.17
A"^ T, a i  J
0.17
(17)
By a fortuitous combination of empirical exponents, a-h0.17 % 1 and so the above simplifies 
to
A” ' Tj-
T2 - T  2\ ^ «7 4
( T j
0.17
(18)
Allowing n to vary in the most general case, the correction quotient for B " is
A",
A"j \ d  J
1.70771 (19)
If one wishes to keep n fixed at the value obtained from the first calibration, then the 
correction quotient for B " simplifies to
B'\ _  A",
1.70771»
B"j A"j [ K + f , ]
(20)
and the wire diameter no longer features in the correction.
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Comparison with Existing Corrections
The present corrections can now be compared to the existing corrections mentioned 
previously. For quick reference they are given below, re-expressed from their original form as 
corrections to the calibration coefficients
Bearman:
A", B ' \
A"j ~ B ^
-T .,
Ta i  J )
(21)
Kanevce & Oka:
A \  B ' \
A"j ~  B'\
(22)
C&W:
A",
A''j
E l
-  same as (17)
f7 - 7 .
7 - 7  .
V 1*' aj f + f j j
raj
7..
0.17 (23)
Comte-Bellot (hereon C-B) applied to the C&W correction quotients above:
1 +  0.49 ( t  V
7^ ai
A"j
B'\ B \
1 +  0.49 
1 +  0.12
[ E  J
7
< ai /
B"j B"j 1 +  0.12 X _ , l
E j j .
(24)
The graph below shows all these corrections applied over a drift range of ±10K for the case 
of Q =  0.8 and M =  0.4.
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Figure 3: Comparison of present corrections with various others. For ease of identification, legend order 
corresponds to curve order when viewed from uppermost curve on the positive x side through to the
lowermost cui*ve. Q = 0.8, n = 0.4
The present eorreetions are very similar to the C&W corrections for this particular ease, 
however they have the advantage that the B " correction can alter with n. Decreasing n causes 
the B " correction curve to effectively rotate clockwise towards the A " correction curve (and 
vice-versa). This is because a smaller n implies a reduced sensitivity to the kinematic 
viscosity term in (20). Increasing the overheat ratio causes all the curves to effectively rotate 
clockwise about unity and converge. As expected this is because a larger overheat reduces the 
ambient temperature sensitivity of the hot wire. It should be noted that in the (unphysieal) 
limit of infinite overheat ratio, those corrections involving the C&W Nusselt number 
temperature loading factor as well as the C-B corrections do not asymptote to unity as would 
be expected (infinite overheat implies zero sensitivity to ambient temperature) but retain the
term (while the C-B corrections retain an extra multiple as well).
Hence the factor is technically unphysieal, but its confirmation by Bradbury & Castro (1972) 
suggests that it is valid in the realistic overheat ratio operating range, where for tungsten an 
overheat ratio above 1.3 would begin to cause oxidation for very long wires, and about 1.0 for 
millimetre length wires (the actual temperature distribution is a hyperbolic cosine type 
function (c.f. Bruun p. 24) , and so the temperature at the centre of the wire is always above 
the mean).
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The Correction Procedure
Before continuing it is perhaps a good idea to clarify exactly what Figure 3 is showing. The 
corrections solve the following problem: A calibration has been carried out at time / and at 
time j ,  by what do the calibration coefficients at time j  need to be multiplied in order to 
correct them back to those of time /, assuming that all the drift is caused by ambient 
temperature variation? For example, if the ambient temperature at time j  is higher than that at 
time z, it is necessary to scale up the coefficients at time j  to account for the increased heat 
transfer between the wire and the air (which manifests itself as a increased bridge voltage) at 
the lower ambient temperature that existed a time z. For this reason the corrections are greater 
than unity for a positive AT. The opposite also applies, of course.
Furthermore, consider the following problem: A calibration was carried out at time z only and 
measurements are being made at some later time j  where the ambient temperature has 
changed. By what do these calibration coefficients need to be multiplied in order for them to 
return the true flow speed for a given bridge voltage, despite the ambient temperature change? 
This problem is solved simply by swapping z and j  in the correction quotient equations ((18) 
and (19)) and applying them as appropriate to the calibration coefficients obtained at time z. 
This sort of correction shall be called a ‘Type la ’ correction. It has the following schematic
n
a
T.
T.,
aj
-► define y=
rp  2 r p  2
w  a i  J J
/  \  1.70771»,
Z L tZ k
J
Figure 4: Schematic for a Type la  correction -  calibration at time /, measurement at time j
For practical simplicity the hot-wire and eable ‘cold’ resistances are measured at the same 
ambient conditions as at calibration, and the bridge resistance calculated likewise. This 
enables T^ in (8) to equal T^ . for this particular case. The Type la correction is an open ended
method, and there is no way to check whether the corrections are still within sensible bounds 
after a long elapsed time. By having a calibration at the start and end of a set of 
measurements, the drift correction can simply consist of an interpolation in time between the 
two calibrations. The simplest proeedure would be to linearly interpolate each of the 
coefficients. However there is nothing to suggest that the coefficients should each vary 
independently and in a linear fashion in time. A more robust procedure, hereby called a ‘Type 
2’ correction, involves the following steps:
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1. Correct A " and B " from calibration 2 back to the temperature at calibration 1 using a 
Type lb correction (defined in Figure 5)
2. Form an array of from the velocity array of calibration 1 and the temperature- 
corrected coefficients from calibration 2 using (14)
3. Linearly interpolate between thisE^ array and the original array from calibration 1 in 
time according to the current time fraction, creating a new interpolated array
4. Send this interpolated E^  array along with the veloeity array of ealibration 1 into a 
non-linear regression routine to obtain a new set of calibration coefficients for this 
particular time (effectively, carry out a mock calibration)
5. Perform a Type Ic correction (defined in Figure 6Figure 5) on these new coeffieients 
to correct them to the temperature that exists at the particular time in question
6. Use these new coeffieients in (14) solved for U to get the corrected veloeity from the 
recorded bridge voltage
7. Repeat steps 1 through 6 for every measurement point.
Step 1 is neeessary to eliminate any ambiguity regarding the temperature that represents the 
interpolated values. The Type lb and Ic corrections are described below. The Type Ic 
correetion can be viewed as a reversed Type lb correction:
Q
a
T.
C.
f - .
z. >  define /=
y
 ^r p  2 rp  2 
~ ^ a i
f  T ^aJ
rp  2 rp  2
^ w a j  ^ T
A"-^yA" 
B "^yB "
Figure 5: Schematic for a Type lb  correction -  correct calibration constants at time j  back to conditions at
time i
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Figure 6: Schematic for a Type le  correction -  correct intermediate calibration constants at time k, but
with conditions at time /, to conditions at time k
A schematic for the Type 2 correction is shown below, with braees {} denoting arrays. Also, 
the recorded bridge voltage, is usually modified by a gain and offset of the form
E^^^  =  Gain {E +  Offset), and this first needs to be removed to recover the true voltage, E .
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Figure 7: Schematic for a Type 2 correction
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Experimental Results
The Type 2 correction can be validated by applying to some real calibration data. The 
following test case consists of 2 calibrations taken 3brs apart in the freestream. Each set 
contains 10 speed/voltage pairs ranging from 2m/s to 11 m/s, with each point acquired at a 
20kHz sampling rate (after passing through a 9.2kHz low-pass filter) and averaged over Imin. 
The bridge voltage gain and offset were 40 and -1.64 respectively. The freestream turbulence 
intensity was 0.16%, and the air was taken in through Smicron filters. The anemometer bridge 
was manufactured at Newcastle University, Australia. The hot-wire employed was an Auspex 
(USA) 2.5micron diameter, 0.5mm length tungsten wire. The overheat ratio was set at a 
modest 0.65 to prolong wire life. The ambient temperature was on average 24.27°C during the 
first calibration and on average 24.6°C during the second calibration.
In the graphs below, the calibration data are plotted on linearising axes. Both first and second 
calibrations are presented as dashed lines, the second calibration corrected back onto the first 
calibration conditions is presented with cross symbols and an arbitrary interpolation to the 
half way time fraction and ambient temperature of 24.43 °C is presented with plusses. The top 
graph shows these results with n allowed to vary, and the bottom graph fixes n to that of the 
first calibration.
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Figure 8: Test case for Type 2 correction validation showing both calibrations and the corrected points.
Top graph n variable, bottom graph n constant
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The calibration constants are tabulated below
Table 1: Calibration constants. Left table -  n variable; right table -  n fixed
A" B" n A" B" n
hi Tai 1.644814 0.673153 0.400286 hi Tai 1.644814 0.673153 0.400286
h. Ta2 1.656703 0.659345 0.405422 h. Ta2 1.640386 0.673583 0.400286
h, Tal 1.660055 0.668410 0.405422 h, Tai 1.643705 0.675460 0.400286
tiTa 1.650865 0.666170 0.402871 tiTa 1.642650 0.673398 0.400286
Examining the top graph, the corrected points overlap the first calibration line very well. The 
fact that they do overlap so well indicates that most of the drift is related to ambient 
temperature and not to wire degradation -  the interpolation between calibrations takes care of 
the drift caused by wire degradation/contamination while the analytical corrections to the 
constants takes care of ambient temperature effects. Remember, it is not a requirement that the 
points overlap exactly since they represent an intermediate stage of the correction. Finally, the 
midway interpolation points lie between the two calibration lines as they ought to. This latter 
point demonstrates the correction procedure to be consistent and sensible. Furthermore, 
inspection of the tabulated values reveals that the calibration constants for the midway case 
are not simply halfway between the corresponding first and second calibration constants. 
Admittedly the data is insufficient to demonstrate the robustness of the corrections and ideally 
a set of calibrations purposely carried out over a large range of ambient temperatures using 
the same wire and anemometer would be available for testing.
If n is fixed at the value from the first calibration then it appears that the two calibrations 
almost perfectly coincide and that any corrections are imperceptibly small. At first glance, this 
might suggest that keeping n fixed is beneficial, but of course this is fallacious since by doing 
this the second (and any subsequent) calibration constants no longer provide a true least 
squares fit to the data that minimise the residuals.
The Type 2 correction can be extended to deal with any number of calibrations. For example 
if three calibrations were carried out during an experiment, the linear interpolation step can be 
replaced with a quadratic interpolation after correcting the second and third calibration 
constants back to the ambient temperature condition of the first calibration.
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Conclusion
A new hot-wire drift correction procedure has been formulated from first principles, with 
analytical corrections featuring fewer assumptions than existing correction techniques in the 
literature. The empirical constants in the analytical corrections were obtained from up-to-date 
thermo-physical data. The correction proved to be closest to the Collis & Williams correction 
with the A" correction being identical but the B ” correction now featuring the kinematic 
viscosity and the exponent n. If n is allowed to vary between calibrations then the wire 
diameter also appears in the B " correction (due to the heat transfer relationship containing the 
Reynolds number).
Two procedures were developed, called Type la and Type 2. The Type la procedure was for 
use with a single calibration made at the start of the experiment and works by correcting the 
calibration constants for any changes in ambient temperature as the experiment proceeds. This 
is an open-ended method and cannot correct for wire degradation. The Type 2 procedure was 
for use with two calibrations, made at the beginning and end of the experiment respectively. 
This method ensured that all corrections in time are bounded by the two calibration curves 
and an interpolation between a temperature corrected ‘mock’ calibration and the first 
calibration effectively takes into consideration drift caused by events other than ambient 
temperature change (such as wire degradation or contamination). A subsequent temperature 
correction brings the new set of calibration constants to the current ambient temperature 
condition of the measurement in question. The procedure is simple to implement on computer 
and only additionally requires that the ambient fluid temperature be recorded alongside the 
anemometer bridge voltage for each measurement point, and of course that the overheat ratio 
and wire diameter be logged.
The Type 2 correction procedure was verified using an actual set of calibrations taken 3hrs 
apart in which the temperature varied by 0.3°C. The results were deemed sensible and 
consistent. Although the case of keeping n fixed at its value in the first calibration appeared 
better in terms of having to make much smaller corrections, such a conclusion is erroneous 
since the second calibration curve is no longer a best fit and has been, in essence, forced to be 
closer to the first calibration curve, especially on linearising axes.
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Figure A l: Basic elements of a non temperature-compensated CT hot-wire anemometer
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ABSTRACT
Oil film interferometry is an elegant experimental technique that may be used to directly measure 
the mean shear stress distribution on a surface beneath a boundary layer using optical methods 
alone. It is the objective of this report to derive all the equations relevant to the method of oil film 
interferometry from first principles, starting with the equations of light and then moving through to 
the interference equations. Since the topic is covered in its entirety, no prior familiarity with the 
technique is required in order to gain understanding. A means of optimising the resulting images by 
selection of viewing angle, substrate refractive index, and polarisation of light is also presented. 
Finally, a ray tracing code is developed to simulate the interference pattern that would result for 
various cases of shear stress distributions and a test case involving a linear variation of shear stress 
with an adverse gradient is examined in detail. At each step, all approximations are noted and the 
limitations they impose on the accuracy of the theory as well as the practical setup are discussed. 
Furthermore, a variety of algorithms and procedures useful in the analysis of images are contained 
in the Appendix.
This work was carried out as part of the WALLTURB project, a European project funded by the 
European Community under the 6th Framework Program.
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NOMENCLATURE
All quantities are defined in place when they are first introduced.
1 THE NATURE OF MONOCHROMATIC LIGHT
The measurement of thin films or any similar setup where the changes in dimension are small 
necessitates the use of an accurate ruler with very fine gradations. By examining the equations of 
light, it turns out that visible light itself is the best candidate for such a ruler on the scales of oil film 
experiments, with its wavelengths in the visible spectrum ranging fi*om about 380 -  780nm. In this 
chapter, the equations describing the nature of light are derived from the experimental results of 
Faraday (1791 -  1876) and Ampère (1775 -  1836) with the aid of the law of Ohm (1789 -  1854), 
the law of Gauss (1777 -  1855) and the law of Coulomb (1736 -  1806).
1.1 Coulomb's Law
Careful experiments with small charged bodies on a sensitive torsion balance resulted in the 
empirical relationship for the force between two point charges. Defining the electric field intensity 
(or strength) vector E (volts per metre) as the force per unit charge gives, for a point charge
The electric field strength decays with an inverse square law with respect to radial distance, s  is the 
permittivity of the medium which can be expressed as , the relative permittivity (or dielectric 
constant, which is related to the polarisation and electric susceptibility of the medium) multiplied 
by the free space permittivity constant 8.854 x 10"'^F/m.
1.2 Gauss’ Law
Gauss’ law links the electric field strength E with the electric flux density D (coulombs per square 
metre). The law states that the total flux out of a closed surface is equal to the net free charge Q 
enclosed within the surface
)D*c/A = a „  = pdV (1.2)
V
Or, after using the divergence theorem and removing the arbitrary volume integrals
V -D  = /9 (1.3)
Carrying out the integration over a spherical shell enclosing a point charge gives and comparing the 
result to (1.1) reveals that
E = L  (1.4)
£
This is one of the constitutive relationships of electromagnetism and applies to a linear, isotropic
medium, s  becomes a rank 2 tensor for anisotropic media. The key implication is that D does not
depend on the medium in question but only on the charge configuration, whereas E depends on the 
medium permittivity.
1.3 Faraday’s Law
In the special case of a single loop (closed contour) of wire, Faraday’s law states that the induced 
voltage in the loop is equal to minus the time rate of change of the magnetic flux ^  through the
loop. The minus sign is a result of Lenz’s law and means that the electromotive force induced will 
always create a flux that acts to oppose the change in flux that produced it (i.e. preventing perpetual 
self-amplification)
V = -
d t
(1.5)
Now, letting the magnetic flux be the surface integral of the magnetic flux density vector B (teslas 
or volt seconds per square metre) and, in a similar manner to potential flow, letting the conservative 
(path-independent) electric field strength vector E be the gradient of the electric potential (i.e. the 
voltage) gives
B
A (1.6)
V = () E •
Substituting (1.6) into (1.5) gives the more general integral form of Faraday’s law which, after 
using Stokes’ theorem and fixing the surface area, can also be expressed at a point
O'E^di =
dt
(1.7)
V xE = - —
dt
1.4 Ampère’s Law
This law states that the line integral of the tangential component of the magnetic field strength H 
(amperes per metre) around a closed path (resolved using the right hand rule to prevent sign 
discrepancies) is equal to the current enclosed by the path
() H • = J  • JA
(1.8)
V xH  = J
where J  is the areal current density. As it stands, this equation violates the continuity of current 
equation (Kirchoff’s law at a point)
j = - ^
dt
(1.9)
since, by definition, the divergence of the curl of a vector field is zero, V«(VxH) = V»J  = 0. This 
is where James Clerk Maxwell (1831 -  1879) postulated the existence of a displacement current 
density as well as the conduction current density and that these two add to form the total current 
density . Defining the displacement current density as
and adding this to (1.8) causes (1.9) to be satisfied (after using Gauss’ law (1.3)). Physically this 
means that, for example, a magnetic field is created during the discharge of a capacitor and that flux 
of net charge density within a conductor can be non-zero only transiently. Thus the corrected law of 
Ampère is
rr
= /  = T H-----
dt.
dA
(1.10)
.•.VxH = J c +  —
^ dt
Finally, using Ohm’s law, the conduction current density is related to the electric field strength by
(1.11)= crE
where cr is the specific conductivity of the medium and takes into account the charge mobility and 
drift velocity. The above expression is valid for linear, isotropic materials. For anisotropic media a  
becomes a tensor of rank 2. Note also that in a similar manner to (1.4), the relationship between B 
and H is
B = //H (1.12)
This is another of the constitutive relationships of electromagnetism and applies to a linear, 
isotropic medium, p  is the permeability of the medium and becomes a rank 2 tensor for anisotropic
media. It can be expressed as the relative permeability (which is related to the magnetic
susceptibility of the medium) multiplied by the Jfree space permeability constant, which, in free 
space is defined as //q = 4;te'^  H/m, (by consideration of the force between two infinitely long
wires separated by Im with a lA current flowing). H does not depend on the medium in question 
but only on the (moving) charge configuration, whereas B depends on the medium permeability. 
Now it is clear that E parallels with B and D with H. One should aim to have equations in terms of 
E and B because they are both directly measurable.
1.5 Nonexistence of Magnetic Monopoles
In contrast to electric flux which originates on positive charge and terminates on negative charge 
(by definition), observation of lines of magnetic flux reveals that they are closed curves. So when 
constructing a general vector field as the sum of a curl fi*ee and a divergence fi*ee vector field, the 
electric field is the curl fi*ee part and the magnetic field is the divergence fi*ee part. Thus, all
magnetic flux entering a closed surface must leave the surface. The implication of this is that there
are no magnetic sources or sinks. This leads to the final equation
)B«JA =0
(1.13)
.-. V*B = 0
1.6 Summary of the Equations of Electromagnetism in Point Form
V 'B  = 0 (1.14)
= p  (1.15)
(1.16)
V xE = - —  (1.17)
dt
V x H  = J c + —  (1.18)
The constitutive relations
e = L
£
B = yuH (1.19)
= crE
1.7 The Equations of Light
It is now possible to re-trace the footsteps of Maxwell and make one of the most profound 
discoveries in classical physics. Taking the curl of (1.17) and (1.18) and using the vector identity 
Vx(VxA)  = V (V -A ) -V 'A
Vx(VxE)  = V(V*E)-V^E = —- ( V x B )
dt
V x(VxH) = V(V*H)-V^H = V xJ _ + L ( v x D)
dt
Now substituting in (1.15) and (1.18) into the first equation and (1.14) and (1.17) into the second 
equation with the aid of the constitutive relations as well as the vector identities 
V*(^E) = (V^)«E + ^(V«E) and Vx(/ /H) = (V//)xH + / / (VxH)  and
| - (AxB) = Ax.g- + ^ x B  gives, after some work, coupled equations for E and H that are valid for 
a linear, isotropic, inhomogeneous and unsteady medium
(V X E )+ [ E { y n )
d
= ¥ r  X X H -  aE  -  E ^  I -
A
Vs
xH  + V f p ]
f
-V
J V
] Y £ \ E
ds —(Vf) IX E — (Vc)  X E — V H
The above is greatly simplified as well as un-coupled by working with a linear, isotropic, 
homogeneous and steady medium
y
_ dE d^E 1 ^V E — U(7 u s  r - H V p
aB a'B
Finally, in the special case of ftee space where conductivity and ftee charge density are zero
a"E
(1.20)
V E = PqSq
V B — PqSq
ar"
a"B
ar"
(1.21)
One of the solutions of these equations is that of a travelling plane wave. Thus the electric and 
magnetic fields can couple together as an electromagnetic travelling wave with phase velocity equal 
to
1c = 3x10^ m/s ( 1.22)
0^ 0
The astounding agreement of the above with various experimental measurements of the speed of 
light implies that
(Classical) light is an electromagnetic wave that may be modelled with the Maxwell equations
Further investigation into the nature of light may be simplified by considering only monochromatic, 
plane vector travelling waves (propagation in one direction and of a single frequency) and choosing 
a Cartesian coordinate system, with the direction of propagation being z. Returning for the moment 
to the slightly more general case of (1.20), the existence of a first derivative in time suggests the
10
existence of damping when the medium is conductive. In a charge free medium, the form of the 
equations for the electric and magnetic fields is identical (and easily solvable) and so, looking at the 
electric field equation, a trial solution can be
E{z,t) = E^ e- a z  ^ i ( k z - a t )  _ (1.23)
where y = -a  + ik is the propagation constant containing the damping coefficient a and the 
wavenumber k. Substituting (1.23) into (1.20) and cancelling common factors gives the equation 
= - c f  pe -  icopa. Splitting this into real and imaginary parts in terms of a and k and substituting 
one into the other gives a quartic equation Aa^  3 - of  pe -  co^ p^ (J^  = 0. Solving this as a
biquadratic equation in f  and taking the positive roots gives the required result. A similar 
procedure applies for k. Finally, the damping coefficient and wavenumber are given by
( I 2 ^ps Jl +
cr -1
2 Iv <0)sj J
(1.24)
k = 0)
1
The second of these equations gives the dispersion relation of light waves travelling in a linear, 
isotropic, charge free medium. Clearly, if the medium is conductive then the phase and group 
velocities will be different and the waves will be attenuated. This attenuation causes the medium to 
appear opaque. A key simplification that can be made at this point is to work only with non- 
conductive media. With cr = 0, the damping coefficient vanishes and the wavenumber reduces to
k — o)-\J p s  — (1.25)
This simple equation makes an important statement -  the speed of light and the wavelength is a 
function of the medium in which the light wave travels. Now, defining a quantity known as the 
refractive index, n, as the ratio of the speed of light in a vacuum to that in the medium in question
(1.26)
and substituting this into (1.25) gives the well known
k = ^  or
Co n
(1.27)
Thus, for a given frequency, a medium of refractive index greater than unity will necessitate a 
decrease in the wavelength and speed of the light wave travelling through it. Note that if the 
medium were conductive, the refractive index would be a complex number, the imaginary part of 
which would represent the attenuation factor a in (1.23). Also, in dispersive media, the refractive 
index is a function of the frequency of the light.
11
A final bit of insight can be gained into the nature of the light wave and the relative importance of 
the E and B fields by substituting the monochromatic, plane wave propagating in the z direction 
into Maxwell’s equations expanded in Cartesian coordinates for a linear, isotropic, homogeneous 
medium with no charge and zero conductivity. Firstly, using (1.15) and recalling that E = E(z,/)
^  = 0
dz
so is constant. This means that the wave, which must vary along z by definition is therefore a
transverse wave with components only in the % and); directions. Now using (1.17) and supposing 
that the electric field has only an x component -  linear polarisation
dE^  dB^
dz dt
0 =
dt
Here again, the magnetic field is constant in the z direction and only has time variation in the y 
direction. Thus the E and B fields are mutually perpendicular to each other and to the direction of 
propagation which is therefore given by the direction of E x B . Finally substituting an explicit wave 
function E^  (z, t) = Eq^ sin {kz -  cot+ (j)) into the above gives
kEç^  ^cos (kz -  cot+ (j)) = ------
dt
By = —E^ y sin (^ kz — û)t+ = — E^  (1.28)
/.IIb || = 2L||e |
c,
Now, for non-magnetic materials « 1 and so M . Therefore the above states that E and B
are in phase and that ||b|| <K ||E|| . Within non-magnetic materials the magnetic field has negligible 
interaction with charges in the medium and only the electric field need be considered. Hence in 
optics, the electric field is called the optical field.
1.8 Summary
• Light is a travelling wave comprising electric and magnetic fields that are both transverse to 
the direction of propagation, mutually perpendicular, and in phase with each other
• The speed of light depends on the properties of the medium in which it is propagating
• Only the electric field need be considered in the application of simple optics
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• The interferometer must only contain materials that are
o time-invariant, linear, isotropic and homogeneous 
o non-conducting, perfect dielectrics (i.e. transparent) 
o non-magnetic
o not containing any free charge or charge sources
• The light being employed must be monochromatic
1.9 Vector Wave Functions
In 3D Cartesian space, the equation of a scalar travelling wave with phase lag (j) is simply
y/{x, y, z,t) = A cos (^ k^ x + k^y + kff -cùt + cf)
In terms of direction cosines for the wavenumber components
y/{x, y, z,t) = A cos {k (x cos 0,,+y  cos 9y+z  cos + (1-29)
With r = (x, y, z) this is easily rewritten as
ip(r,t) = Acos(k*r-a>t + <^)
where ||k|| = —  as usual. However, this equation provides no information about the plane of 
Â
vibration and so is insufficient to portray the transverse waves described above. This is simply 
resolved by making the amplitude a vector rather than a scalar. Note that in the fully general case, 
the amplitude and wavenumber vectors may be complex.
v|/(r,0 = A c o s ( k » r - 6i/‘ + ^^ ) = (1.30)
If A is temporally invariant, then the wavefront is homogeneous. This is the function that shall be 
used to represent light in the following derivations. Being undamped, it (and the subsequent 
derivations) are only valid in perfect dielectric media where there is no attenuation.
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2 FERMAT’S PRINCIPLE OF LEAST TIME
A consequence of the variation of the speed of light with the refractive index of the medium can be 
seen when examining thin beams of light traversing from one medium into another of different 
refractive index. The beam is deflected by a certain angle towards the surface normal if it is entering 
a medium of higher refractive index and vice versa. If one is to carry out a ray tracing procedure, it 
is necessary to find out exactly what rule applies to this phenomenon and have an equation relating 
the incidence and transmission angles. Clearly the rule that light takes the shortest path is incorrect, 
because in Euclidian space that would always amount to a straight line. In light of this shortcoming, 
Pierre de Fermat (1601 -  1665) postulated that a ray of light in traversing a route from any one 
point to another follows the path of least time. This teleological explanation indeed raises a 
philosophical difficulty for the naturalist, namely that a natural process should somehow possess 
foreknowledge regarding its optimal progression. Now, from this point on it is necessary to adopt a 
geometrical approach to optics, namely that light be approximated by straight rays. This means that 
diffraction effects are neglected and ultimately corresponds to the zero wavelength limit of 
Maxwell’s equations (the eikonal equations). The neglect of diffraction effects necessitates the use 
of highly polished, specularly reflecting surfaces. Treating an interface between media as a 
discontinuity, the traversal time for any given journey through m discontinuities (or different media) 
is
m  „  1 M
(2-1)
7=1 ^0  7=1
The summation is an important quantity known as the optical path length (OPL) which can be 
interpreted as the distance corrected for any change in wavelength. So in order to traverse the path 
of least time, it must be the case that
d ^
= 0 (2.2)
the optical path length is a minimum (or more generally a stationary value). Using this principle, it 
becomes quite trivial to obtain the laws of reflection of refraction.
2.1 The Law of Reflection
By considering a ray of light passing from a fixed arbitrary point A to a fixed arbitrary point B via 
reflection at variable point Q on a surface, Fermat’s principle will determine the position of Q such 
that the OPL from A to B via Q is a minimum.
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B
L-x
Figure 2.1: Diagram illustrating the law of reflection
OPL = AQ + n. QB — \'\Jx^  + y'^  + ’sjiL — x) + h
X (L -  x) ^— OPL = M. 
dx ^ { L - x f  +h  ^
sin 6: -  sin 9,. = 0
=  0
(2.3)
The angle of incidence equals the angle of reflection
2.2 The Law of Refraction
By considering a ray of light passing from a fixed arbitrary point A to a fixed arbitrary point B via 
refraction at variable point Q on a surface, Fermat’s prineiple will determine the position of Q such 
that the OPL from A to B via Q is a minimum.
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L-x
L
Figure 2.2: Diagram illustrating the law of refraction
OPL -  n. AQ + QB = n. yjx^  + yJiL-xŸ +
- n , ^ P ^ É =  = Q
y j U - x f  +h^
n. sin Û. = sin 9^
sin _ n. _c^ 
sin 6^  c. /I.
( 2 .4)
The ratio of the sines of the angles of transmission and reflection equals the inverse ratio of the
associated refractive indices^
Some physical sense can be made of the above by visualising a plane wavefront (instead of rays) 
coming onto the surface of another medium.
of. ( 1.27) for the relationship between refractive index, wave speed and wavelength
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Figure 2.3: Illustration of wavefront turning being associated with changing wavelength
In the above illustration, the wavefront is bent towards the normal and the wavelength decreases. 
By (1.27) this is consistent with an increase of refractive index. Therefore light passing into a 
medium of higher refractive index is bent towards the normal, retarded, and magnified by the ratio 
of the cosines of the transmission to incidence angles, and vice versa.
2.3 Formulation of Reflection and Refraction Vectors
For the purpose simulating the interferometer with a ray tracing technique, the use of vectors greatly 
simplifies and accelerates the computation. The equations for the reflection vector R and refraction 
vector T are briefly derived below with the aid of the laws derived above. It is now necessary to 
decide on a convention regarding the direction of the rays relative to the normal. The normal vector 
shall be defined as positive out of the medium into which the ray is entering, and the ray vectors 
must point away from the point of intersection. In addition, all vectors must be normalised to unit 
length.
L - (N * L ) N (N*L)N
L - ( N * L ) N
sin
—C sin 0^
■N cos 6^
Figure 2.4: Definition of unit normal, reflection and refraction vectors
Immediately one may write down the reflection vector equation in terms of the incident ray and 
surface normal vectors
r  = (n *l ) n - ( l - ( n *l )n )
= 2 (N «L ) N - L
(2.5)
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and the refraction vector, using the law of reflection twice
T = -N cos^  -C s in 9^
= - n J \ - sW û, - ! B A ( L - ( N 'L ) N )
sin 9,
N - ^ L
(2.6)
The computational efficiency of this form is evident from the fact that there are no evaluations of 
trigonometric functions and many of the terms are repeated throughout, such as the ratio of 
refractive indices and the cosine of the angle between the light and normal vector, N • L .
It is important to remember that since all of the above has been derived with real valued refractive 
indices, it is only valid in the case of non-conductive interfaces.
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3 INTERFERENCE AND COHERENCE
3.1 Coherence
The concept of monochromaticity and point sources is idealistic. Any real, extended light source 
that has been emitting for a finite time will have a degree of spread in its frequency spectrum -  
polychromaticity. Furthermore, without going into the details of atomic emission, each atomic 
radiator in an extended source will be emitting photons at random times, independent of the other 
atoms. This means that the actual emission will be composed of uncorrelated, random finite 
sinusoids joined together, rather than a pure sinusoid. The duration of each of these finite sinusoids, 
inversely related to the FWHM^ of the spectrum, is the coherence time At and the coherence length 
simply Al = cAt. For typical incoherent sources Ar = 0(10'^ )s (Hecht 1975), giving 
A/ = 0(1) m. So in reality, there only exist quasi-monochromatic incoherent light sources.
IS
Figure 3.1: Train of random finite sinusoids and spectrum averaged over 20 trains. The coherence time is the
interval between the tick marks
This effect can be accounted for by including a random phase shift, (^t), in the plane wave equation
E(r,/) = EoCOs(k»r-ft>/ + /^i(0) 0-1)
3.2 The Energy Equation and Irradiance
The energy equation of an EM wave can be obtained by taking the dot product of E with (1.18) and 
the dot product of H with (1.17) and adding the two equations. With the aid of the identity 
-V  '  (E X H) = E * (V X H) -  H " (V X E) as well as the constitutive relations and some previously 
used identities, one eventually obtains, for a linear, isotropic, inhomogeneous and unsteady medium
^ • ( E x B ) - —V *(E xB) = (tE  ^+ i gE" 1 SB£  h
dt jj, dt dt
(3.2)
Labelling the energy density stored in the E and B fields as
 ^ Full width at half mean
1u — — 
2
r
2sE^+ —
V My/
and by working with homogeneous and steady media (3.2) can be greatly simplified to
- F v (e x b ) = <7E"+—
A dt
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(3.3)
(3.4)
Integrating over a fixed control volume with the aid of the divergence theorem and carrying out a 
simple power balance helps identify the meaning of each term in (3.4)
' ' s to r e d
^ d V  = ^
dt
)  (E X B) c/A ■
ft
E,
o-EVF
o u t
,2 (3.5)
In the absence of conductivity, there is no resistive dissipation so the second term on the right is 
zero. The integrand in first term on the right must have units of power per unit area (W/m^) and so 
represents the instantaneous rate of energy inflow per unit area at a point. As mentioned in §1.7, the 
direction of propagation of a light wavefront is given by the direction of E x B (known as the 
Poynting vector), and so the aforementioned integrand represents the instantaneous power per unit 
area in the direction of propagation. In the case of visible light, the frequencies are 0(10 "^ )^ Hz. The 
human eye or any manufactured photoreceptor is incapable of such temporal resolution and so one 
must take the time average of the instantaneous power. This quantity is the irradiance, /, given by
| |- ^ (E xB)|| = ^||E||||B||sinf. Now, using the previously obtained result ||E|| = c||B|| as well as the
definition of the refractive index, gives
sjMo I is defined as the intrinsic impedance of free space ?Jq (ohms) and is well approximated by
12071 («377 Q ) (Edminister 1995). Finally, for the non-magnetic media used in this work, = 1 
and the irradiance is given by
^0
(3.6)
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3.3 The Interference Law for Stationary Optical Fields
Having established that the equation of light is a linear wave equation (under the previously 
enumerated restrictions), then superpositions of solutions are also solutions. This means that 
obtaining an interference pattern involves no more than superposing at least two waves. In the 
simplest case, consider the form of the irradiance equation when two plane polarised, homogeneous 
optical fields Ei and E2 of the form of (3.1) are superimposed, E = E^  + E^
E" = (E ,+ E j" (E j  + E j  = E;"+ E /  + 2E, • E.
.•./ = — Ë^ = — (Ë7  + Ë7  + 2E, « e J  
% %
A + 4  + A2
(3.7)
For plane polarised light, the vector amplitude is temporally constant, so the time averages (over a 
time much longer than the wave period j  of the squared terms are of the form
Ey^  = Eqj c^os  ^(k^ . * r - cot+
- l^ + cos^2(k^. •r-6?t))cos(2^^i)-sin(2(k^. •r-^yt))sin(2^zii)j (3.8)Eoj
Eoj2
by the fact that the average of (any periodic multiple of) a periodic function of a random variable 
with zero mean is zero. The dot product term is responsible for interference and is more involved
2 E j  " E ^  = 2Eq^ Eq2 c o s ( k i  -  cot+ ( f > ^ ) c o s • v - c o t  + cj)^ )
= EoiF'o2(cos(ki *r + k 2 • r - 26)t)cos({ i^ +^2) “ Sin(ki *r + k 2 • r - 2<y/)sin(^z\ +(^2)
+ cos(ki * r - k 2 t)cos(^^i -  ^ 2^2 ) -  sin (kj • r - k 2 •r)sin(^zii - ^ 2)) (39)
= £„i£„2 (cos (ki • r  -  • r ) cos((!>, -  ) -  sin (k, • r  -  • r)sin (çt, -  ^ 2 ))
The result depends on the degree of randomness and rapidity of fluctuations of the phase difference. 
For complete randomness, it is clear that 2Ej *E2 = 0. This means that for two optical fields from 
incoherent sources, the irradiances can simply be added and there is no interference.
Consider the ideal case of constant phase difference (i.e. perfect coherence). The result is
2Ej *E2 = ^ 01.^ 02 cos((kj T - k 2 •r)-^cj)-cj)^) (3.10)
The meaning of (kj • r  -  k 2 • r) can be expounded by recalling the definition of the dot product and 
writing
A detailed investigation into the effect o f integration time is carried out in the Appendix §8.7
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k »r = r|cos<9 = llklU = — 5- 
X
where 5 is the path length along the wave from its source to r. This source may be a point on a 
surface of discontinuity, and each wave may have traversed multiple surfaces of discontinuity 
before arriving at r. This means that the change(s) in wavelength in the different media must be 
accounted for. Using the relationship between refractive index and wavelength given in (2.4) and 
fixing », =1 so that the resulting expression is always relative to the known vacuum wavelength,
^0, as well as the definition of the optical path-length (2.1) allows the above to be re-written more 
generally as
k • r  = = —  OPL (3.11)
Substituting the above into (3.10) gives
In In2Ej "E2 -  cos — OPL^  -  —  OPL2 +^2
V y
= ^ 01^ 02 COS
— E q^ E q2 cos
2;zr^
A)i
0P L ^ -^ 0P L 2  +^ 12
y-'01 y '^ 02 y
 ^2n ^
—  OfZD,2+( ,^2y  0^1 y
(3.12)
The OPLD is the optical path-length difference between the two waves at the point r, here modified 
to take into account the general case of the two waves having different frequencies (and thereby 
different vacuum wavelengths). Since monochromatic light is used in the oil film interferometer, 
-  ^ 2 -  \  and the OPLD simplifies to the pure difference of each wave’s OPL. With the 
understanding that the vacuum wavelength is to be used, the subscript 0 is dropped hereon.
What of the case in between complete coherence and complete incoherence? An extremely rigorous 
derivation can be found in Max Bom’s Principles of Optics (1999 7* Ld. pp 562 -  572) where the 
end result turned out to be the scaling of (3.12) with the magnitude of the complex degree of 
coherence, \y^ 21, which is the normalised temporal correlation coefficient between the intensities of
the two rays. However, this result can be obtained in a far simpler fashion by noticing that 2Ej • E2 
varies between zero in the incoherent case and the expression (3.12) in the coherent case. This 
expression is in the interval [-.E'qjL'q2, E^ E^q2\ so the only way to make it take a value between
this interval and zero is with a scaling factor in the interval [O, l ] . For consistency with the rigorous 
theory, this factor shall be labelled |/^21 - Thus the irradiance equation is
1 =
%
0^1
+  •
E,
2  + |y,21 COS f  Y  OPLDi  ^+
/ y
(3.13)
As it stands, this equation is not entirely useful since an image acquired by the eye or a camera 
represents, with respect to the period of the light wave, a time-averaged view of the illuminated 
scene (i.e. an irradiance map and not an electric field strength map). Using (3.7) and (3.8) to express 
the electric field strengths in terms of irradiances gives the relationship
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Eqj - (3.14)
and substituting the above into (3.13) gives the final form of the general interference law for 
stationary optical fields
^ = A + 4  + |/i21 COS ~—0PLD^2'^ \^
V A
(3 15)
For interference of N  optical fields, the above can be easily generalised owing to the linearity of the 
process
i
N
= Z
i><
A + ^22 \Tij I cos OPLD.J + (j)y
j
j>i
(3.16)
In other words, the resulting irradiance is just the sum of the individual field irradiances and the 
pairwise-interference terms.
Returning to the case of two fields only, the maximum and minimum irradiances of the interference 
fringes are simply
(3.17)
Using the Michelson definition of fringe visibility d , it is possible to experimentally determine the 
degree of coherence of the light source just by measuring the irradiance maxima and minima of the 
fringe pattern (either with a photometer or, in arbitrary units, by post-processing a photograph on 
computer)
u = 7max m^in
I + I  .max mm
^ V 4 4 1/ 12I 
4  + 4
(3.18)
Since the irradiances of each optical field at a point of interference may be impractical to measure, a 
prudent choice of interferometer materials can result in both irradiances being equal and (3.18) 
reduces to l> = - In this special case of the irradiances being equal, (3.15) becomes
7 -  4/q |/i2 cos — opld^2+ ^121+ 7/0 (1- I / 12I) (3.19)
Thus the fringe pattern is composed of a cosine-squared irradiance distribution and the effect of 
partial coherence is to diminish the contrast of the fringes by both decreasing the maximum 
difference in irradiance between constructive and destructive interference and by raising the black 
level.
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3.4 The Use of Unpolarised Light
If the light is unpolarised (i.e. natural light where the E and B vectors have no preferred direction in 
the transverse plane), then the optical fields may be decomposed in the plane containing kj and 
into two orthogonal components (principal axes) of parallel and perpendicular polarisation. 
Therefore by vectorial addition Ej = E^ ,, and E  ^ = E^ ,, +'E^ 2i '  Inserting these into (3.7) gives,
recalling that the dot product of mutually perpendicular vectors is zero
%
- ~ ) + (^ 211 + ))• ((E,|| +Eu)  + (Ejii + Ejj^))
-  + Ejii^  + 2E,|| • E^ ii ) + (e ,_l^  + E;^^ + 2E,j_ • Ejj_ )
Vo
= -^11 + 4
The resulting irradiance is composed of a superposition of the irradiance of each component. The 
general interference law for stationary optical fields (3.15) still applies to each part independently 
and the resulting fi-inge pattern is the superposition of the separate patterns. In practice this is not of 
any consequence since only the overall irradiance is altered and each fi*inge pattern has exactly the 
same spatial distribution of maxima and minima.
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4 THE FRESNEL EQUATIONS
For the purpose of simulating the interference pattern and selecting the optimal materials for use in 
the interferometer, one needs a theoretical method of predicting the irradiances of the light rays as 
they pass through different media at different angles. By considering the boundary conditions at an 
interface between two different media, equations can be derived that give the ratio of the electric 
field strength before and after either reflection or transmission. These are known as the Fresnel 
equations (the s is silent) as they were first derived by Augustin-Jean Fresnel (1788 -  1827) in 1823 
on the basis of his elastic theory of light (Bom). The irradiance coefficient can then be obtained by 
simply squaring the result. Furthermore, since the absolute value is not actually necessary, it is 
possible to set the initial amplitude of the electric field to unity and work with relative irradiances.
4.1 Boundary Conditions at an Interface
Treating the interface as an infinitesimal region where the properties between the media change 
very rapidly but continuously allows the use of the Gaussian pillbox. Looking at an infinitesimal 
surface patch of the interface allows the assumption that the geometry is linear and that the field 
quantities are spatially constant in that region. Once again, the normal vector is defined as positive 
out of the medium into which the ray is entering.
n
-n
Figure 4.1: Gaussian pillbox at an interface
Applying the integral form of (1.14) to the pillbox
Çr r r r
C ) B • <7A = B •ndA  ^ +
j  ^
B^*(—n){7T2 + ( (4.1)
A')
In the limit as 5h tends to zero, A3 becomes zero. Also Ai=À2=A and so after collecting the terms 
and using the fact that when an integral equals zero its integrand must be zero, the boundary 
condition for B is just
n . ( B , - B , )  = 0 (4.2)
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The normal component of magnetic flux density vector is continuous across an interface
Applying the integral form of (1.15) to the pillbox requires a little care because as the volume of the 
pillbox tends to zero (equivalent to removing the integral), the charge density will become infinite, 
so a special limit object is required, namely the surface charge density p
rr
limSh-^ O pdV  =
V
p d A
Proceeding in exactly the same manner as (4.1) gives the boundary condition for D
r rr
c ) D • dA
.
D, •ndA +
r r
lim ) D • dK
D • (-n) dA^  + (
A
((D, = 0
pdV
V A A
(4.3)
(4.4)
There exists a jump in the normal component of the electric flux density vector across an interface
in the presence of a surface charge density
The boundary conditions for E and H involve line integrals and so it is necessary to look at the 
cross section of the pillbox
n
/ \
\ /
Figure 4.2: Contours of pillbox cross section through the interface
Applying the integral form of (1.17) to the pillbox cross section
r r Ç r r c c
OE'(71 = E . • t (A, + E^  • (—t) ds2 + E,, + E,, ‘d\ =
•/ »,C 51 2^ « 4 Ac
- — •hdA^ (4.5) 
dt
In the limit as Sh tends to zero, Ac becomes zero and the integral involving the magnetic field as 
well as the integrals over ss and S4 are consequently eliminated. Also S]=S2=s and the above reduces 
to
(E/ -  E J  • t = 0
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It is better to express the above in terms of the surface normal since the tangent vector can point 
anywhere along the surface. As t = b x n , this can be substituted for t and then the use of the rule of 
triple products A * (B x C) = B * (C x A) leads to
b * (n x (E ,-E ,) )  = 0
and because the bitangent vector is arbitrary and non-zero, it may be cancelled leaving the final 
form of the boundary condition for E
n x ( E . - E j  = 0 (4.6)
The tangential component of the electric field strength vector is continuous across an interface
In like manner to the boundary condition for D, before applying the integral form of (1.18) to the 
pillbox cross section a limit object for the conduction current density must be defined to prevent it 
from becoming infinite as the cross section area tends to zero. This is the current sheet
lim •dA
A
(4.7)
In similar fashion to (4.5)
oH * A = • (—t)  A 2  +
(4.8)
A - —  \-\>dA.
\ d t
limSh^ Q ()H «A  - J c - d t
'hdA„
. • , ( ( H ,- H ,) . t - J ^ , .b )  = 0
Using the t = bxnsubstitution and triple product rule gives b*(nx(H , - H ,) - J c s )  = 0. After 
cancelling the arbitrary bitangent vector, the boundary condition for H is
n X (H. -  H ) -  Jcs (4.9)
There exists a jump in the tangential component of the magnetic field strength vector across an
interface in the presence of a current sheet
Finally, the boundary conditions for each of the four fields are listed below
n X E^j. — E^  ^  — 0 
n .( B ,- B ,)  = 0 
n * (D ,-D ,) = p^  
n x (H ,.-H ,)  = J,
(4.10)
27
4.2 Reflection and Transmission Amplitude and Irradiance Coefficients
In order to derive the amplitude coefficients it is necessary to use the boundary conditions 
associated with the electric and magnetic field strengths rather than flux densities. Therefore the 
two tangential boundary conditions for E and H shall be employed. It is simplest to consider the 
separate cases of perpendicular and parallel polarisation and then, if necessary, interpolate between 
them for any polarisation. For the definition of polarisation direction to be consistent with any 
orientation of interface and ray, a plane of incidence must be defined whose normal vector direction 
is given by the direction of k. x n (i.e. it is perpendicular to the plane of the interface and
wavenumber vector of the incident ray). Thus perpendicular polarisation is defined as being the 
case where E is perpendicular to the plane of incidence and parallel polarisation when E is parallel 
to the plane of incidence.
4.2.1 Perpendicular polarisation
0
Figure 4.3: Perpendicular polarised ray at an interface
► t
The directions of E (out of the page) and of H are such that k is always pointing in the direction of 
propagation (dir(k) = dir(E x H) ). Using (4.6) applied to Figure 4.3 gives the electric field 
boundary condition
£■„, cos((k, • r)^ -  + + cos((k, "r), + cos((k, • r)^ - =  0
Now, in order for the above to be true at all times and positions on the interface (which it has to be 
since the boundary conditions of (4.10) say nothing about space and time), the arguments inside the 
cosines must all be equal. This implies
CO: = CO.. — CO.
<!>, = A = <!>,
( k ,  * r ) „ = ( k ,  * r ) „ = ( k ,  t )
(4.11)
28
The first two conditions state that, at the interface, the frequency is unaltered and the random phase 
associated with the finite sinusoid is unaltered. The last condition is in fact a very elegant 
expression of the laws of reflection and refraction in vector form. Perhaps this is more evident after 
expansion in Cartesian coordinates. Suppose that the interface is the plane y=0, then the direction 
cosines (viz. (1.29)) taking all angles from the surface normal (i.e. y-axis) become (sin cos (9,0)
giving (k^  ,k y ,k j = (k sin <9, k cos <9,0) and therefore
k. (xsin<9. +ycos<^.) = k^  (%sin^^ +ycos<9^) = k^  (xsin^ +ycos<9^)
and the condition aty=0 reduces to
k^ x sin 6^  =k^x sin 0^  =k^x sin ^
Finally, upon substitution of the dispersion relationship (1.27) and cancellation of the constants
», sin 0. = n. sin ^  = », sin ^  (4.12)
which is only true if <9, = i9^ AND », sin <9, = », sin thus independently confirming Fermafs
principle of least time. Since the directional constraints imposed by the boundary conditions have 
been obtained, the notation can be simplified somewhat by dropping the cosine terms and 
examining the field amplitude terms only to obtain the amplitude constraints. Note that (4.12) is 
obtained in the case of parallel polarisation as well. The boundary conditions for the amplitudes of 
the E and H fields from the first and last of (4.10) are hence
-77(3, cos 0. + cos 0^  +  cos <9, = J^cs o
is the magnitude of the surface current density vector in the direction of the bitangent 
b = k, X n (c.f. (4.8)). With respect to Figure 4.3 this would be pointing out of the page. In any case 
it must be zero to comply with the derivations so far. Using 0^  = 0^  and after substitution of (1.28) 
with use of the constitutive relation B = , the equation for H is re-cast entirely in terms of E
n,E^ , cos 0,  ^ n^ Æp^ coséj.  ^ n,E„, cos0, ^
o^Mri/^ 0
Working with non-magnetic media, =1 and so the denominators cancel. Using (4.13) to
eliminate either the reflected or the transmitted E field term in (4.14) eventually yields the desired 
amplitude coefficients for reflection and transmission
Or », COS 0; -  », COS 0,
», COS 0: + », COS 0,\  ^ 0/ / i
^ _ 2», COS 6*.
> 1 COS 0: + », cos 0,
(4.15)
(4.16)
4.2.2 Parallel polarisation
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0
Figure 4.4: Parallel polarised ray at an interface
► t
In this instance, the boundary conditions for the field amplitudes are
+ ^ 0r -^Qt -'^cso
Eq. cos Û. -  c o s 6^  -  Eq^  c o s = 0
(4.17)
In line with the procedures employed to obtain (4.14) and those that followed, the amplitude 
coefficients for reflection and transmission for parallel polarisation are
Or
v^o/y,|
My COS 6^  -  My COS 9^  
My COS 9. +  My COS y^
(4.18)
kt\\ ~
2m.. cos 9..
My cos 6;. + My cos ^ y
(4.19)
In both cases these eoefficients take into aecount the 180 degree phase change that occurs during 
reflection off a medium of higher refractive index, as well as the effect of the polarising angle (at 
which no parallel-polarised light is refieeted). They do not take into account beam area 
magnification during refraction, but this is only of consequence when analysing the power and does 
not affect the irradiance (by definition). See subsequent sections.
For computational efficiency, the eosines in the Fresnel equations can be obtained simply by taking 
the dot product of the appropriate ray and normal direetion vectors.
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4.3 Irradiance Coefficients for Poiarised and Unpoiarised Light
The irradiance coefficient for the refieeted ray of either polarisation is, after (3.6)
I, n
'Or
i V ^ 0/ y
(4.20)
and for the transmitted ray of either polarisation is
I, n■i \^ 0 i  j
-t A
—  — t  
n
(4.21)
For plane polarised light whose E field plane makes an angle Op to the plane of incidenee, the
vector amplitude can be deeomposed into two mutually orthogonal parts about the unit quadrant 
and the result of (3.20) used to give the refleetion irradianee coefficient for any polarisation angle
V Je, 1. I
r ±
&
0/11
So,
L.
=  COS Or,
^  = cos" Or
= sin Op
^  = sin  ^Op
(4.22)
r T
= —  cos^ Or, + — sin^ Or, = cos^ Or,+r,^ sin^ Or,
/ i l
Similarly, for the transmission irradianee coefficient
f iA
Je,
= — (^11^ eos^ Op + sin  ^Op ) (4.23)
For natural unpolarised light. Op varies randomly and rapidly about the quadrant (0 -  90°) in time.
Over the averaging period used in the definition of irradianee, the statistieal expectation of Op is 
45°. Therefore natural light can be treated as light that is polarised at 45° and the irradianee 
coeffieients are reduced to
( L
\  ) a5 ^
(4.24)
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4.3.1 Conservation of Energy
Carrying out some basie trigonometry on Figure 2.3 reveals that, upon transmission, a beam of light 
is magnified by the ratio
3
For reflection there is no magnification because the angles are equal. In terms of irradianee 
coefficients for any polarisation, the equation expressing eonservation of energy naturally follows
4.4 Phase Change upon Reflection
An important phenomenon predicted by the Fresnel equations is the change of phase of the reflected 
plane wave that depends on the ratio of refi'aetive indiees of the media forming the interface as well 
as the angle of incidenee.
For perpendicular polarised and natural light undergoing external reflection {n^> ».), the reflection 
coefficient has a negative sign for all 9 .^ For parallel polarised light undergoing external reflection, 
the refleetion coeffieient has a negative sign only when the viewing angle is greater than a speeial 
angle known as the polarising angle 6^  (or Brewster’s angle, after Sir David Brewster 1781 -
1868). At this angle, no parallel polarised light is refleeted ( ,^ = 0 ) and occurs when 6*. + <9^ = 90°. 
Inserting this into the law of reflection (2.4) gives
& = tan ^' B
y
(4.27)
Since the general interference law (3.15) contains no information regarding this effect, it is included 
quite easily by considering the sign of the numerator of the product of the amplitude coeffieients of 
the two interfering rays, If negative, then apply the phase change by negating the cosine
function or by adding a phase shift -n  into the argument of the cosine funetion. The general 
interference law is therefore given by
1 = 1,+1^+1  sgn(.E ,£ j |/,21 COS { f ~  OPLD,^  + <j>,, 1 (4 .28 )
or in terms of a phase shift, which is conceptually simpler but computationally slower to evaluate
^  =  A +  ^2 +  |/i21 COS 1^—  0PLD 2^ + +  A  j  (4 .29 )
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where ^  is given formulaically by
sgn(E^E2)-\ n (4.30)
and the sgn function (a standard intrinsic function included in most high level programming 
languages) is defined as
s g n ( % )  =
1
-1
0
E^Er^  > 0
E^ E^  < 0 
else
(4.31)
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5 THE OIL FILM INTERFEROMETER
An interferometer is any deviee that generates interference fringes for the purpose of making some 
sort of measurement. Interference always oceurs when two beams of light are superposed, but for 
incoherent sources (real light) the fluctuations are far too rapid to detect by eye or machine. In order 
to overeome this problem and aetually obtain a stationary interference pattern using real light, it is 
necessary to take a single ray and divide it into two parts, one part being a reference ray and the 
other part being affected by the system under serutiny. Sinee both the rays originate from the same 
source ray, they will be mutually coherent (have zero relative phase difference, which means that 
in the interference law (3.15) is zero) at the time of division and so upon recombination, the
phase differenee between the two rays will result in an interferenee pattern that is directly related to 
whatever phenomenon in the system caused the phase difference. In the present case, it is a 
variation in the depth of a film of oil that will cause the phase differenee.
There are two ways to go about splitting the source light, division of wavefront and division of 
amplitude. Division of wavefront involves creating two rays of light by passage through two small 
apertures placed side by side ahead of a source. Sueh an arrangement is typified by the original 
interferometer of Thomas Young (1773 -  1829) which was used to show the wavelike nature of 
light. However this method is restrieted to very small, point-like sourees and is not really suited to 
interferometry over an extended film surfaee. The latter method of amplitude division involves 
division of light at a partially reflecting surface. Part of the light is refleeted and the other part 
transmitted (the relative amplitudes of whieh can be found using the Fresnel equations). This 
method, typified by the interferometer of Albert Abraham Michelson (1852 -  1931) can be used 
with real extended sources. Thus the oil film interferometer belongs to the elass of amplitude- 
splitting, two-beam interferometers.
The work of the previous chapters necessitates the use of perfeet dielectric materials with a 
speeularly reflective (mirror finished) surfaee. Silicone oil already satisfies this criterion, and so the 
substrate on whieh the oil sits must be some sort of polished plastic or glass. For the derivation, a 
glass substrate is assumed. The refraetive index of the typieally used silicone oil is about 1.4, that of 
typieal siliea-soda-lime (Si02 ^-Na^O + CaO) Crown glass is about 1.5 and that of air is about
unity (actually 1.0003 at room temperature). Note that a typical transparent plastie such as acrylic 
also has a refractive index around 1.5. Thus, whether glass or plastie is used, the arrangement 
always results in = 0 when using silicone oil.
5.1 Viewing from Above the Oii
Before tracing the path of a single ray, it is necessary to establish a concise notation for labelling 
angles and media. This is best accomplished by making use of the history of the events experienced 
by the incident ray and eoncatenating each event to the subscript. Let r denote a reflection, t a 
transmission, and i the ineident ray. Furthermore, in labelling the media the subscript z denotes air, t 
denotes oil, and tt glass -  the suceessive medium order as seen by the source ray. For example, the 
angle 6'^ , would represent the angle of the ray that has experieneed a transmission from air (incident
medium) into the oil, followed by a reflection off the glass, followed by a transmission baek into the 
air. In this example sinee the final medium is air, then the angle is measured from the oil surface 
normal vector. Angles of rays are taken clockwise positive from the appropriate normal veetor.
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In line with the nature of the equations describing the profile of a thin film of oil under a boundary 
layer (refer to Nathan (2008)), a first approximation of the surface profile of the film of oil is given 
by ignoring any curvature and assuming a wedge shape. This happens to be exactly correct in the 
case of a constant external shear stress and approximately so when there exist weak gradients of 
stress and pressure. Furthermore, suppose that the extended light source is perfectly directional 
(achieved in practice by using a collimating lens) and that it is made to be incident upon the 
exposed surface of the oil film at some angle. Now, consider a hugely magnified view near the 
leading edge (or in fact any linear segment of the oil surface extended back to a virtual origin). The 
incident ray strikes the oil surface and is split into a refracted and reflected ray. The refracted ray 
then reflects off the glass substrate and is re-transmitted through the oil into the air to eventually 
intersect the first reflected ray. There are also “higher order” intersections caused by the multiple 
reflections between the oil and glass, but for now only the primary intersection shall be considered. 
A matt black plate is placed on the rear side of the glass as a suitable background over which to 
view the fringes. The external flow is left to right.
Focusing lens
Incident
ra y /Photoreceptor
Air
TRT
Oil
B/; Ax
Glass
Black backdrop
Figure 5.1: Schematic and definition of the oil film interferometer geometry. Not to scale
The diagram makes the (perhaps obvious) point that in order to view the interference pattern, the 
rays that intersect at point D need to be re-focused to a point on the photoreceptor. This is carried 
out naturally by the eye or camera lens system. For negative incidence angles, the point D becomes 
a virtual point that occurs beneath the oil, but the end result is the same. With this understanding, 
lenses shall be omitted from future diagrams. The desired outcome is to have an equation for the 
OPLD in terms of the film height h, the slope, and the angles, which themselves can all be related 
back to the viewing angle 0.^  (a free parameter set by the user, defined clockwise positive from the 
glass normal) by one or more applications of the laws of reflection and refraction.
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The angle a  is the angle clockwise positive from the glass normal (vertical) to which the camera 
vector must be aligned in order to keep the relative phases between the R and TRT rays constant. 
Any deviation of the lens from this angle would result in a shift in the interference pattern. The 
angle p is the angle of the locus of interference. If one imagined sliding the incident ray further 
toward O, the intersection point D would slide along the line OD towards O. Thus the fringes are 
localised on the line OD. If the oil surface is curved, then the locus of interference would also 
become curved. Now, the OPLD is given by
OPLD = n, (AB + BC) + (CD -  AD) (5.1)
and carefully working through the angles (taking care to note that the above schematic has 
^  and ^  occurring in a negative sense) and employing basic trigonometry gives the required ray 
segment lengths.
Firstly the angles
r  = tan —
lax
B = sin M — sin^;
= sin-1
v"/
(5.2)
0„ = sin ' - / )
- 4 ) - y
= [^ c o s 9 „
and the lengths
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As* =
Ax
cosy
AB = 
BC = 
CD = 
AD = 
0C =
1 Ah + —  Ax 
dx
cos(^ - / )
h
cos(<9,-y) 
As cos 0.
As cos ^  
sin (^ ,+ 6i,„) 
h 
sin 7
OD = .Joe" +CD"+ 20C • CD sin 0„ 
which can then be substituted back into (5.1) and tidied up to give
(5.3)
OPLD = Ih
My tan (6^  -  / )  (cos 6^  -  cos )
cos cos(<9y tan(<9y - y)l cos/ 1- ^ tan(6> - / )  sin(6^  + )
k ox /  k Ox J
(5.4)
5.1.1 The Parallel Film Approximation
In order to make practical use of (5.4), an iterative procedure is required since both h and the slope 
are unknowns to be found from the fringe pattern. Although this is not difficult, a key 
approximation can be made to the above that greatly simplifies all subsequent formulae and 
eliminates such iterative procedures. The slope of the similarity solution of a film of oil under a 
constant shear stress is given by
dh _ j £  
dx Tt
(5.5)
Now, consider a typical case of // = 0.0964Pa.s (lOOcst DC-200 fluid), t  — IPa and t — 3600s. This
would result in fringes occurring about every 1cm. The numerical value of the slope is 2.67 xlO \  
Since the slope is always very small at measurement times, the parallel film approximation can be 
employed
^ « 1
dx
(5.6)
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Therefore, setting the slope to zero results in the following equations for the angles (with the 
exception of pxo be dealt with separately) in (5.2)
/  =  0
0, = 9:/O
-16, = sin —— sin 9,
\
0„ = sin-1 — -Sin
M.
sin-1
y
= —9:
JJ
^  = sin
(X — —9,
-1 sin sin-1 —— sin 9; = sin-1 -^ s in 6»y
and the OPLD must be evaluated in the limit as -9  ^ using THôpital’s rule
OPLD = 2h
cos A
-— + M. tan(^.)- lim
(cos6 .^ - c o s ^ )
sin(6'y
2h
cos 9^
•(«y -  My sin^y s in ^ .)
= 2hn, cos 9,
= 2A^ My^  -  My^ sin^ 9.
(5.7)
(5.8)
Obtaining the angle is a considerably more involved task requiring the trigonometric expansion of 
every term expressed in terms of the incidence angle at which point the zero slope limit may be 
applied successfully. For brevity only the final result is shown below
= sgn(^y) ' sin-1
cos 9,
1 + M. M.
COS 9, sin 9,i y \ cos sin
- 2sin^,
(5.9)
Apart from the obvious simplification of the OPLD equation, there are some other subtleties worth 
discussing. The incidence angle now matches the viewing angle relative to the glass and does not 
change with the film slope. The camera vector is now independent of the oil film slope and the exit 
angle of the TRT ray and can remain fixed in line with the reflected rays. This means that the 
relative phase between the R and TRT ray is guaranteed never to change and also that the light rays 
may be traced bidirectionally (i.e. it does not matter whether traced fi-om camera to light or fi*om 
light to camera) which makes the use of simple diffuse light acceptable.
The fact that the angle of the lines CD and AD are equal and opposite relative to the surface normal 
implies that the R and TRT rays are parallel and so the fi-inges are localised at infinity rather than on 
OD. However the very existence of (5.9) appears to contradict this since it is saying that the fringes
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are still localised on OD which in turn means that the R and TRT rays still intersect before infinity. 
A posteriori numerical analysis and ray traced simulations for values of film slope approaching zero 
corroborate the validity of (5.9). Thus the parallel film approximation is actually a limit object of 
the sloping film. Fortunately this mathematical subtlety has no influence on its practical application.
A final point to consider in the parallel film approximation is the length A$ which now coincides 
with Ax and is given by
Ax = 2h tan ^  =
2A-^sina
(5.10)
T - — sin^;
So for all angles less than 38.763°, the horizontal spacing between the R and TRT rays is going to 
be less than the film height whieh is typically O(10“^ )m . Assuming a typical oil film surfaee length 
scale of 0 (10"')m then for all practical purposes one can say that the observed intensity at a 
particular point on the fringe pattern actually originates at the same point as the incident ray strikes 
the surfaee, rather than somewhere between the points A and C. Once again, no influence on 
practical application but a computational simplification for rendering the ray traced fringe pattern. A 
first approximation to the actual point would be just half the way between A and C. The actual 
position is given by the intersection point of the interior bisector of the T and TRT rays with the line 
AC.
Numerical comparisons between values of the OPLD in the fully accurate expression and the 
parallel film approximation for slopes as large as O(10“’)m at various incidence angles are shown 
in the graph below
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Figure 5.2: Log-Log plot of the relative error magnitude between the full and approximated expression for the 
OPLD at a variety of incidence angles and varying film slope
This graph is conclusive evidence of the validity of the parallel film approximation in all cases of 
practical interest where the film slope is always less than 0(10"^). The error increases squarely at
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zero incidence but rapidly tends to a linear increase at higher angles. Although the rate of error 
increase is less for higher incidence angles, the actual error itself is always much higher than at zero 
incidence. From an experimental setup point of view, the evidence thus far favours viewing the oil 
surface at a zero incidence (or viewing) angle.
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Figure 5.3: Angle of the line of interference loci against viewing angle
Around ±37° the interference points are on a line about ±12.6 degrees off the film surface. This 
means that the R and TRT rays originating near the leading edge of the oil will have diverged 
further once they reach the focusing optics than those near the trailing edge. The implication of this 
is that over a large field of view it may not be possible to have all the fringes equally focused. 
Fortunately, following on from the previous explanations, the R and TRT rays are practically 
parallel at measurement times and so the effect of p  varying with viewing angle is inconsequential. 
Once again, this result favours aligning the camera vector normally to the oil surface, where the 
locus of interference lies on the surface itself. This happens again at very large viewing angles, but 
this arrangement is not entirely optimal.
5.1.2 Surface Profile Reconstruction using Irradianee Maxima and Minima
Having established the validity of the parallel film approximation even beyond measurement 
conditions, the remainder of the theory can be derived in the framework of the approximation 
without compromising on measurement accuracy. The most direct method of height map 
reconstruction would be a direct substitution of the OPLD (5.8) into the general interference law
(4.29) with ,^2 = 0 (on aecount of the mutual coherence between the R and TRT rays)
(5.11)
Before discussing height map reconstruction, some insight about the meaning of the interference 
fringes can be gleaned from the above. Since the irradiances of the separate rays are constant in the
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parallel film approximation (they only depend on the media refractive indices and, ultimately, the 
incident angle), then the only parameter that can change the irradianee distribution is the film 
height. Thus, lines of constant irradianee are in fact contours of constant height of the oil film. If 
at the leading edge where the height is zero (see next sub-section), the irradianee is a 
maximum (cf. (3.17)) and so the first fringe at the leading edge is a half-width irradianee maximum. 
For ^  = ;r , the first fringe at the leading edge would be a half-width irradianee minimum.
Inspecting the first and second derivatives of (5.11) allows one to make qualitative statements about 
the film profile just by inspecting the spacing between the contours
with K = sin  ^0.
À
— sin [Kh + (f>R) (5-12)
dx ox
 ^  ^ = -2KyfI^I^\r\ ^ s m { K h  + (ffj^ ) + K ^ - ^  cos{Kh +(pj^ )
ax:'
• A region where the fringes are equally spaced is a region of constant slope
• The further apart these fringes are, the broader they become and the smaller the magnitude 
of the slope. No fringes exist when the slope is zero and instead the entire film changes 
brightness depending on the overall height.
• Convergence of fringes implies the existence of a positive second derivative in the height 
which implies concave profile curvature^ such that there is an increasing rate of thickening 
of the film in the direction of convergence
• Divergence of fringes implies the existence of a negative second derivative in the height 
which implies convex profile curvature such that there is an increasing rate of thinning of the 
film in the direction of divergence
• It will be seen later in the ray traced simulations that the existence of profile curvature is 
directly related to the existence and sign of external shear and pressure gradients.
As it stands, (5.11) is useful in validating ray traced simulated fringes where the height distribution 
is known a-priori. It is tempting to invert the equation and solve it for h, but this is of no use due to 
the periodic nature of I(x,t). Ignoring for the moment any difficulties in obtaining the irradiances of 
the separate R and TRT rays (which could be accomplished by calculation alone using the Fresnel 
equations derived in chapter 4) the solution for h would come out as a sawtooth. It is possible to 
rectify this by fitting a periodic function to l(x,t) and incrementing an integer counter n (starting at 
one) each time half a period is passed and multiplying the argument in the inverse cosine function
by ( - 1)”"^  and adding the previous value to the current value and every successive value until the 
next half period is reached. Apart from being cumbersome, this method will always suffer from
 ^ Curvature is defined as the divergence o f the surfaee normal unit veetor. A positive value therefore implies convexity,
3
and a negative one concavity. It is given in this ID case hy k { x )  = V • n = — — 7  1 +  | —
dx V \d x
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cumulative drift due to the discrete nature of the data. Furthermore, the inverted (5.11) is extremely 
sensitive to errors in the separate irradiances and the degree of coherence (which is usually an 
unknown anyway). Thus the method of direct inversion, despite its promise of high spatial 
resolution (limited only by the photoreceptor resolution) is highly undesirable.
Consider now the locations of irradianee maxima and minima. By inspection of (5.11) it is clear that 
the maxima oecur when
Anh
J^n^  ^ -  sin^ 0. 2m7r m = 0,1,2.
À
i.e.when/,=
(5.13)
2^ ^ /  -  sin  ^6>. 
and the minima when
^ s i n ^  9^  +(p^=2{in-^)7i: m = (0) ,l ,2.Anh
(5.14)
i.e. when h =
2^ » / -  nl sin  ^6.
Now, using either of the above expressions, it is possible to form an expression for the change in 
height between successive maxima or minima.
Aft = ft„^ , -  ft„ = , ^ (5.15)
-n . sin 0^
This important equation states that the change in height between consecutive maxima and between 
consecutive minima is the same, regardless of the fringe number, m, and ^ . Furthermore, this
height difference is purely a function of the wavelength of the light source and the incidence angle 
(for a given oil and with air as the external medium). It may be interpreted as the resolution of the 
interferometer. For example, by halving the wavelength the height difference between sueeessive 
fringes is also halved and the useful spatial information in the image is doubled. For the (primary) 
wavelength of sodium emission of 589nm, the variation of Ah with viewing angle appears as 
follows
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Figure 5.4: Height step between successive irradiance maxima or minima against viewing angle at a wavelength
of 589nm
Over the entire range of viewing angles (it is an even function) the absolute value changes by a 
mere 80nm. However as a change relative to the value at zero degrees this amounts to a rather large 
42.89%. The fact that it is smallest at zero degrees viewing angle shows yet another reason to view 
the oil normally. Since the relative change is so large, it is worth considering this quantity as a 
significant source of error. Forming a relative error expression for A/i allowing all quantities to 
have an additive absolute error except for the air refractive index which is approximated as unity 
gives
a Ca/z)
Ah
1 +  —  
A
1 -
sin(6’. )
1 +
An, sin(6’. + A<9.)
(5.16)
Assuming the oil refraetive index and wavelength are both correct, then the error over the range of 
viewing angles for a positive 1 degree error is shown below
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Figure 5.5: Relative error in Ah with viewing angle, for a 1 degree error in the angle, a fixed oil refractive index
of 1.4, air of 1.0 and wavelength of 589nm
In this instance, the function is odd. The small angle linear asymptote is given by
A(AA) 0.0305A6),.hm -  '
Ah
6. H— A6.
. 2 '
(5.17)
At normal viewing angle, the relative error is just 0.0077%, but by 55° it has risen to 0.64% whieh 
is indeed quite signifieant when lumped together with all other potential error sourees in the 
experiment. In order to have this error at 0°, the absolute error in viewing angle would have to be as 
large as 9.06° which ought to be noticed by the experimenter! Once again, the errors are 
signifieantly redueed by viewing normally to the oil surfaee.
Keeping in mind the possible sourees of error, the aetual reeonstruetion process is proeedurally 
straightforward. Given an image of the fringes that has been corrected for distortion and 
perspective, all that is required is to mark the sueeessive spatial locations of the maxima and 
minima, starting from the leading edge where the fringe number m is zero and then use the 
following formula to obtain h(x):
Using the maxima
/2 = /Zqo + mAh m = 0,1,2. (5.18)
and the minima
h = h^ Q+ [m + j)Ah m = 0,1,2.... (5.19)
where hoo is the film height at the leading edge which is in fact taken to be zero according to the oil 
film theory. If = - t t  , then the roles of (5.18) and (5.19) are interchanged.
So when working on the maxima, find the position of maximum brightness of the bright fringe 
(which is usually at the centre of the bright band except in flows of high shear and / or pressure
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gradient) and record this position aft of the leading edge (x=0), then calculate the height using
(5.18), increment m by one and continue. Repeat the same procedure using the minima (dark 
fringes) (and (5.19) instead of (5.18)) and then join the two sets of data together and sort the values 
in order of increasing %.
In practice, the determination of the spatial positions of the maxima and minima requires some care. 
For near-ideal images techniques such as windowed autocorrelation, cosine curve fitting via non­
linear regression, or just a simple thresholding and centre-marking may be employed. For less 
perfeet images such as those spoilt by dust or some other cause, the author has found it easier to 
mark the fringes manually, albeit at the expense of repeatability.
Once a height map has been obtained, one may fit the lowest order polynomial that is forced 
through the origin and also fits the data well. From this, an analytical expression for the slope may 
be found if necessary, or the equation may be used where an analytical integration is required to 
obtain the shear stress distribution from the height map (see Nathan (2008)).
A final note on the resolution of this approach -  if one desires to increase the spatial resolution for 
fixed experimental configuration of light source and viewing angle, then one may simply acquire 
the photograph of the fringes at an earlier time where the slope is greater and so the fringes will be 
closer together.
5.1.3 Optimisation of Fringe Visibility
In order to facilitate image post-processing, the raw image should start of as well contrasted as 
possible and thereby contain the maximal amount of information. In chapter 3, equation (3.18) 
defining the fringe visibility in terms of the irradianee of the two interfering rays is a good starting 
point for the problem of optimisation. Re-writing this in terms of the R and TRT rays, and dividing 
numerator and denominator by the irradianee of the R ray gives
v =
J
14
1 + -^TRT
I/I (5.20)
Plotting this as a function of the irradianee ratio reveals how the visibility rapidly approaches unity 
as the ratio also approaches unity, and then gradually falls off
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Figure 5.6: Visibility as a function of the ratio of the R and TRT ray irradiances
Taking the derivative of (5.20) and setting it to zero to find the maxima (its second derivative can be 
shown to be always negative) confirms the position of the maxima on the above graph
du y
TRT 1 +
/.
=  0
TRT
R y
(5.21)
TRT
=  1
In order for the fringe visibility to be a maximum for any given degree of coherence, the irradianee
of the R and TRT rays must be equal.
Expressing the above in terms of irradianee ratios through the system of Figure 5.1 reveals how the 
criterion may be broken down into the amplitude ratios of successive ray segments. Let the 
subscripts following the amplitude ratios denote the succession of media through which the ray is 
passing, so for example is the reflection amplitude coefficient of the TR ray that is formed by a
reflection of the T ray travelling in the oil (medium subscript t) and striking the glass substrate 
(medium subscript tt). The requirement written as an irradianee coefficient is simply
R^ _ T^RT
h ~ Ij
(5.22)
Now using the general equation for the irradianee coefficient of successive child rays
■ child M
child M J
child j
■^parent child j '^parent o f  child j
(5.23)
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The amplitude criterion can be formed as follows
T^RT T^R T^RT
I J I J Ij Ij. LTR
V - V  (5.24)
», »,
So ultimately the optimisation problem boils down to matching the amplitude coefficients of the R 
and TRT rays. The above must now be fully expanded using the appropriate Fresnel equations from 
chapter 4. This must be done for each case of perpendicular and parallel polarised light, with the 
case of natural light following afterwards.
5.1.3.1 Perpendicular Polarised Light
In this case (5 .24) becomes, after substituting in the angles for the parallel film approximation given 
in (5 .7)
M. COS cos ^  _ 2n^  cos 61 cos6> cos(9„ 2», cos 6> _
M. cos 0. + cos 9^  n. cos 61 + », cos ^  », cos <9, + »„ cos <9„ », cos 9^  + », cos 9.
Inspecting the above, it is apparent that there exist really only two free parameters that can be used 
to optimise the visibility -  the refractive index of the glass and the viewing angle. The end objective 
shall hereby be to obtain an equation expressing the optimum glass refractive index as a function of 
viewing angle.
Re-expressing all the angles in terms of the viewing angle and then solving (5 .25) for »„ gives, in 
terms of substitutions
A -  4», cos 9.
B = (l — cos  ^9^  )
C = ^ y ~ B
j ) ^ C ( A C - E )  (5 .26)
AC + E
E = — » /
»,,j^  = +B
The viewing angle at which the singularity at AC+E=0 occurs can be found by expanding the term 
and solving the resulting quartic cosine equation as a biquadratic. It is, rather elegantly
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%!.g = cos- I -' W i - i Y i (5.27)
A fter this angle (w hich  is, for », =  1 .4 , equal to 76 .23°) the negative square root o f  (5 .26 ) m ust be
used. P hysica lly  this m eans that the m axim um  v isib ility  criterion can on ly  be satisfied above this 
angle by using materials o f  negative refractive index, know n as m eta-m aterials. O w ing to the 
im practicality o f  their use, they are not considered in this analysis. In any case, the singularity is 
correctly and con cise ly  treated b y  writing
= s g n ( D ) y l D ^  + B (5 .28)
One m ay w ish  to see  h ow  rapidly the v isib ility  falls o f f  w hen  running off-design. This requires a 2D  
contour p lot o f  v isib ility  as a function o f  glass refractive index and v iew in g  angle. U sin g  the 
definition o f  v isib ility  in the form o f  (5 .20) and going  through the m otions g ives, u sing the 
substitutions from (5 .26)
F  =
A c{c-yln ^ t^  - B
(5 .29 )
1 +
5 . 1 . 3 . 2  P a r a l l e l  P o l a r i s e d  L i g h t
In a sim ilar manner to the previous case, the Fresnel equations g iv e  the criterion
», cos 6 :  -  n ,  cos <9, 2», cos 0 , »„ cos 0 f  -  », cos 2», cos 0 ,
», cos 0^ +  », cos <9, », cos 0 .  +  », cos 0^ »„ cos 0^ +  », cos », cos <9, +  », cos 0^
(5 .3 0 )
Obtaining the optimum glass refractive index at a g iven  v iew in g  angle for parallel polarised light 
requires the creation o f  a few  m ore substitution variables as w e ll as the solution o f  a quartic that can  
be expressed as a biquadratic and therefore easily  so lved
r., C { A C  +  \ E ' \ )
A C ± \ E ' \
E '  =  cos^ 9 ,  -  n f  + - ^ B
(5.31)
AD'^B
Ft\\ -
yflD '
1 + .  1 -
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The use o f  ±|£" | is necessary to ensure all solutions o f  the quartie are obtained. Here the inner 
square root becom es com plex at an angle g iven  by
^■,si.g=COS
-1 (5 .32)
A gain, after this angle (w hich  is, for », = 1 .4 ,  equal to 83 .17°) the negative square root o f  (5 .31)
m ust be used  and the realm  o f  meta-m aterials is entered. The com plete set o f  curves is obtained by  
patching together the four separate curves resulting from both the p ositive and negative inner square 
root o f  (5 .31) applied to the p ositive and negative values o f  \ E ' \  . A ll this can he accounted for by  
writing
= s g n ( D ' ) - y 1 + (5 .33)
Sim ilar to the previous ease, the visib ility  as a function o f  glass refractive index and v iew in g  angle 
is g iven  by
A C
F '  = V
V Ft
(5 .34)
1 + i —
5 .1 . 3 . 3  N a t u r a l  L i g h t
The optim al glass refractive index as a function o f  v iew in g  angle for natural light is n o t  sim ply the 
average o f  the values for parallel and perpendicular polarisation. Instead the criterion m ust he 
written out in full and so lved  separately
(5 .35)
Attem pting to write this out exp licitly  using the Fresnel equations results in a sextic equation that is 
analytically unsolvable. Thus each value o f  »„ g^ (^ .) m ust be found by  som e sort o f  root finding  
m ethod such as the b isection  or secant method.
The visib ility  function is also not so sim ple on account o f  the non-linear nature o f  the equation. In 
this case, it is not possib le to express the visib ility  in terms o f  a sim ple irradiance ratio since the 
irradiances them selves are being superim posed in the numerator a n d  denominator. The v isib ility  
equation for natural light becom es
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2M
4^5
1 ■
Utrtw
V  ^ R \ \  +  ^ R l .  
IjRTW +  T^RTL 
R^\\
2M
( 4 , - 4 , , +  ( 4 ,  ' r ,.  ' 4 , 1
1 +
(5.3(5)
5 . 1 . 3 . 4  O p t i m i s a t i o n  G r a p h s  a n d  S u m m a r y
The above equations are practically m eaningless w ithout proper visualisation. The four graphs 
below  represent all the equations derived above. The first graph is that o f  the optimum glass  
refractive against v iew in g  angle for all three polarisation states, and the subsequent three are the 
contour plots o f  v isib ility  as a function o f  g lass refractive index and v iew in g  angle for each o f  the 
polarisation states. In all cases, the oil refractive index is set at 1.4, the air refractive index at unity  
and |y| = 1. A lthough a glass refractive index o f  less than 1.4 is unusual, the graphs extend down to 
unity for com pleteness.
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Figure 5.7: Optimum glass refractive index as a function of viewing angle for all three polarisation states
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Figure 5.8: Contour plot of visibility as a function of glass refractive index and viewing angle for perpendicular
polarised light, viewing from above the oil
Visibility 
- 1.00
- 0.95
- 0.75
- 0.65
-  0.60
- 0.55
- 0.50
- 0.45
- 0.40
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90
Viewing angle (deg.)
Figure 5.9: Contour plot of visibility as a function of glass refractive index and viewing angle for parallel
polarised light, viewing from above the oil
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Figure 5.10: Contour plot of visibility as a function of glass refractive index and viewing angle for natural (un­
polarised) light, viewing from above the oil
Figure 5.7 reveals that at a normal v iew in g  angle the optimum refractive index is 1.979. In practice, 
very few  readily available g lasses have such a high index, the h ighest index being that o f  high  
density flint glass (for exam ple Schott optical flint glass N -S F 66  has a refractive index o f  1.923, but 
also their second h ighest relative price index). For natural light, this value remains alm ost constant 
up to about 20°, after w hich  it begins to rise. H ow ever, the optim um  refractive index for parallel 
polarised light decreases w ith increased v iew in g  angle and it becom es p ossib le to have m axim um  
visib ility  even w ith ordinary crown glass at v iew in g angles around 52° and 57°. A  cost effective  
alternative to flint glass is Schott’s 65% PbO radiation shielding glass R D 50 w hich  has a refractive 
index o f  1.79. With the use o f  a parallel polarising filter, m axim um  v isib ility  m ay be achieved at 
around 38°.
The contour plots all make the important statement that the visib ility  for v iew in g  angles up to about 
45° rapidly im proves as the refractive index is increased. Upgrading from crown glass o f  refractive 
index 1.5 to a flint or radiation shielding glass o f  refractive index 1.8 results in a dramatic 
im provem ent in v isib ility  from the range 0.35 -  0 .4 to the range 0 .90  -  0.95. So a 20% increase in 
refractive index can result in more than a 100% increase in the fringe visibility.
For all polarisation states, there also appears a near-optimal region o f  refractive index m uch low er  
than that o f  the oil. Solid  materials w ith such a low  refractive index do not occur in nature and must 
be synthesised using carefully controlled SiO ] nanorod deposition techniques (X i et al. 2006).
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The solution to the optim isation problem can be sum m arised as fo llow s
•  One m ay operate w ith standard crown glass or acrylic at a more oblique v iew in g angle and 
with the use o f  a parallel polarising filter
•  One m ay operate at a normal v iew in g  angle w ith a more optically dense flint glass or SiO ] 
nanorod coated substrate
Considering the results o f  the error analysis in A h ,  the angle yg o f  the loci o f  interference, the (albeit 
m iniscule) error in OPLD due to the parallel film  approxim ation as w ell as the heretofore 
unm entioned issue o f  perspective correction o f  im ages taken at oblique angles, it is recom m ended  
to operate at normal v iew in g angle w ith  a more optically dense flint glass.
5.1.4 Eliminating Camera Shadow at Normal Viewing Angle
Operating at normal v iew in g  angle using the setup o f  Figure 5.1 w ould  result in the undesirable 
effect o f  camera shadow in the line o f  the camera direction vector. This m anifests itse lf  as a 
com pletely dark region that is som e linearly transformed m anifestation o f  the camera CCD  
(therefore usually rectangular). It arises sim ply because the photoreceptor behaves like a light sink. 
A very easy w ay to overcom e this problem is to make use o f  a beam splitter placed at som e angle to 
the collim ated rays from the light source such that the incidence angle o f  the light on the oil film  is 
zero as show n in the fo llow in g schem atic. The parallel film  approximation is used to sim plify the 
drawing. The external flow  is left to right.
To lens and 
photoreceptor
system
Glass beam 
splitter
(D
Collimated, 
monochromatic 
source light
Air
Oil
Glass rît
Black absorber plate
Figure 5.11: Schematic of 45° beam splitter arrangement for normal viewing angle. Not to scale
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The source ray is reflected o f f  the beam  splitter and continues to strike the oil at zero incidence, is 
then reflected back and transmitted through the beam  splitter to the photoreceptor. The phase shift 
occurring on external reflection  at A  has no effect on the fringe pattern. The beam  splitter has no  
effect on fringe v isib ility  and its refractive index is not critical. A  higher refractive index w ould  
increase the irradiance o f  the source light reflected onto the o il (ray R) but decrease the irradiance 
o f  the light transmitted to the photoreceptor (ray TT). Such a scenario suggests the existence o f  an 
optim um  com bination o f  refractive index and angle o f  the beam  splitter. The irradiance coefficien t 
for the TT ray is g iven  by
ITT
h
R
I, 1r Ij.
(5 .37)
The constant k  represents the scaling o f  the irradiance coeffic ien t o f  reflection after passage through  
the oil film . A ssum ing an optim ised g lass substrate refractive index, the irradiance coefficien ts o f  
the R R  and RTRT rays w ill be equal and therefore at zero incidence the Fresnel equations g ive, for 
all polarisation states, a value o f  1/36 for silicone oil. S ince it is constant, it w ill be taken as unity to 
sim plify the analysis. Substituting the appropriate Fresnel equation into (5 .37) g ives equations in 
terms o f  and 6 .  for perpendicular, parallel and un-polarised light.
For perpendicular polarised light
A  =  M. cos 6^
B  =  n^ cos ^  +  A "
'-TT
' / I  V
A A B U - B )  ^
U + a ) '
(5 .38)
For parallel polarised light
A' = ^ A
M,
B' = ^ B (5 .39 )
TT
( A '  +  B ' f
For un-polarised light
A  +  B A  +  B
A B
+
\ \ A  +  B J  \ A '  +  B ' J  y
B
2 A
(5 .40 )
54
Irr. coeff.
-  0.15
0.14
- A  0.13
- 0.11
- 0.10
-  0.09
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90
Beam splitter Incidence angle (deg.)
Figure 5.12: Contour plot of the TT ray irradiance coefficient as a function of beam splitter refractive index and
incidence angle for perpendicular polarised light
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Figure 5.13: Contour plot of the TT ray irradiance coefficient as a function of beam splitter refractive index and
incidence angle for parallel polarised light
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Figure 5.14: Contour plot of the TT ray irradiance coefficient as a function of beam splitter refractive index and
incidence angle for natural (un-polarised) light
The contour plots show  that the use o f  a parallel polarising filter is not such a good  idea in this 
setup. Instead, the use o f  a perpendicular polarising filter a llow s the m ost light to return at 
reasonable angles around 45°, w ith natural light being less than optimal. Furthermore, they suggest 
that the beam  splitter should have as high a refractive index as possib le. True optim ality is 
practically unattainable except w ith perpendicular polarised light, w here for exam ple a beam  splitter 
o f  refractive index 1.8 operating at around 65° w ill g ive  m axim um  light return. The optim isation  
results o f  the previous section show  that the optim um  refractive index o f  the oil film  substrate is the 
same for all polarisation states at zero incidence. Thus the use o f  perpendicular polarised light has 
no detrimental effect on fringe v isib ility  either. N oting the m axim um  value o f  the irradiance 
coefficient, as w ell as the value o f  the constant k ,  a t  b e s t  on ly 0.41%  o f  the irradiance o f  the source 
rays reaches to the photoreceptor. W ithout the beam splitter, this value w ould  still be just 2.78%  (at 
normal v iew in g angle). A lthough this m ay seem  like cause for eoneem , a typical o ff-th e-sh elf 18W  
sodium  lamp provides beyond-am ple illum ination for experim ents on length scales o f  O (10'')m . O f  
course a proper beam splitter w ith a high refractive index coating on its incident surface could be 
used i f  available.
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Finally, it is worth considering the effect o f  the beam splitter thickness. In the case o f  a perfectly  
parallel film , both the RR and RTRT rays o f  Figure 5.11 coincide exactly  w hich  m eans that the 
thickness o f  the beam splitter has no effect on the OPL o f  either ray. H owever, in practice, this is 
not really the case, and the rays are ever so slightly divergent. B ecause they strike the beam  splitter 
at different angles, their OPLs w ill differ upon exiting the beam splitter w hich  ultim ately m anifests 
itse lf  as a l o c a l  phase shift o f  the interference pattern (i.e. a local change in the spacing betw een  
fringes). R ecalling that such differences in OPL only need be o f  the order o f  w avelength  fractions, it 
is certainly worth analysing the issue.
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M agnifying the region betw een points A  and B in Figure 5.11 w hile ineluding the more realistie 
case o f  tw o slightly divergent beam s striking the surface allow s the relevant ray segm ent lengths 
associated w ith the beam  splitter to be found using basic trigonom etry and then used to calculate the 
phase change. A ll angles are defined c lock w ise positive from their respective externally directed  
normal vector. O nly key quantities are show n for clarity.
K -5.
RR RTRT
Figure 5.15: High magnification of Figure 5.11 between points A and B in the more realistic case of slightly 
diverging R and RTRT rays from a sloped portion of oil film
W ithout loss o f  generality, the length /q m ay be set to zero since the end result is independent o f  the
distance o f  the beam  splitter from the oil (perhaps not obvious upon first glance, but nonetheless 
confirm ed by so lv ing  the full problem ) thereby sim plifying the problem by having  
= /4 = 0 .  H ow ever for com pleteness, the problem w ill be solved  fully as specified  in the
above figure. The phase change due to the beam  splitter is g iven  by
where
I n
^Bs -  (4 “ 4 )+4 (4 -  h  ))
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(5 .41)
4 =
d
c o s ^
( A y i+ A 5 ,) s in ( 6 > ,+ 4 )
cos^ r
4 “ d
4 “
A^i
A^o
cos <9/
A5q sin (^ . + ^ )  
c o s (6 ’. + S q )
=  /„ ^ 2 (l-co s< 5 'o )
_  Aa-g COS^
COS (61 +(9o)
=  /j^  +  — 2 /2/3 ^  )
(5 .42 )
The angles and i9„ can be found by using the law  o f  refraction (2 .4). The other angles written  
out exp licitly  are
=  -  tan
_i d h  
d x
e^trt =  sin
-1 •sin 2 tan  ^ -  sin  ^
d x
yi: dx
vi+(tr / / y
(5 .43 )
where 6 ^ ^  is the angle betw een the beam  splitter normal direction vector and the collim ated  source  
light direction vector.
N ow , plotting (5 .41) w ith  fixed  values o f  J=5m m  and «/=1.8 at various beam  splitter angles:
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Figure 5.16: Log-Log plot of the absolute phase change as a function of oil film local slope for rf=5mm and Mf-1.8
at various incidence angles
The above reveals that the change o f  phase caused by the presence o f  the beam splitter is practically 
negligib le having values < 0 .01° at typical m easuring conditions w here the slope is <0(10" ). B y  
inspection o f  (5 .41) alone it is clear that the phase change linearly scales w ith the beam splitter 
thickness, so it should be as thin as possib le w ithout com prom ising on flatness. The phase change 
also reduces by a lesser degree w hen the refractive index is increased.
To conclude, optimal operation (here defined as the configuration that has m axim um  transm ission  
o f  light com ing from the oil film  back through the beam  splitter to the photoreceptor) is achieved by  
using a material o f  as high a refractive index as practically possib le, and by using perpendicularly 
polarised light. In practice, a (realistic) good  setup w ould  involve a refractive index o f  1.8 w ith the 
beam splitter placed around 65.5° to the incom ing rays. In order to m inim ise errors associated with  
a phase change, the beam splitter should be as thin as possib le, and the oil film  allow ed to thin out 
for a longer time.
5.2 V i e w i n g  f r o m  B e n e a t h  t h e  O i l
It m ay be the case that for a given  experim ental setup it is not possib le to v iew  the oil film  from  
above but on ly  from below . The k ey  difference in this scenario is that now  the glass substrate is 
more directly involved  in the optical process. Rather than the light m erely reflecting o ff  the 
substrate and out through the oil, it now  passes through the substrate, reflects internally o ff  the oil 
surface and back through the substrate. Thus one expects the equation describing the height o f  the 
oil film  to involve the substrate thickness and refractive index. A  schem atic o f  this case w ith a 
linearly sloping oil film , exam ining only ray intersections that are o f  first order, is shown below. 
A ngles are to be taken a n t i - c l o c k w i s e  p o s i t i v e  from the appropriate normal vector. The external 
flow  is left to right. A lso  note that now  the m edium  subscripts z, t ,  t t  represent air (at back o f  glass), 
glass and oil respectively.
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Figure 5.17: Schematic of the oil film interferometer with underside viewing. Not to scale
Upon first glance, it m ight appear as though the R ray ought to be the candidate for interfering with  
the TTRTT ray. I f  this w ere the case, their irradiances w ould  be grossly  m ism atched and as the film  
thickness decreases, the points E and F converge, whereas the point A  remains fixed. This m eans 
that the interference produced by the TRT and TTRTT rays com es into focus easier and is orders o f  
magnitude more visib le. This is confirm ed in ray-traced sim ulations. Indeed there is a fringe pattern 
localised  at infinity associated w ith the R  and TRT rays revealing any thickness variations in the 
glass, but it is feint and can be m itigated by using higher quality optically flat glass. Sim ilar to the 
case o f  v iew in g from above the oil, the locus o f  interference is a plane at som e angle p  to the 
substrate. Bearing this in mind, it is not considered hereon.
In this case, the m utually coherent ray pairs o f  interest are formed at point B. Thus the O PLD is 
given  by
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The angles are
OPLD = n„ (BC  +  CD) + n, (D E -  B F )  + n, (EG  -  FG)
r  =  tan —
 ^ l a x
(5.44)
9 ,  = s in  '
&ir = -^1
4 »  =
Asiné»/
v ” <
^  =  sin -1 -^ s in A
e„, =  sin -1 — s in ( < 9 „ - r )
=  s in “^
j
=  sin"'
V«(
and the lengths
Ax^ = 2Ag tan ^
A ( t a n ^  -ta n é '^ ,.)
A^i = -& gtanj9„r,
A5 =  Ax -  ^ Ax^ +  A i^ =  /? (tan ^  -  tan ^  )-/Z g  (tan +  tan ^  )
K
(5 .45)
g
Ax : 
h
n
AB = BF = ^ ^  
cosO^
BC = - ^
COS ^
CD = — ^
cos6L
D E  = — —  
cos6',„
£'G  =  - A £ 2 £ ^ 2_  
sin  (61,
Ascos6>„„, 
sin (6 ,„ , - g „ )
(5.46)
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The angles and lengths can then be substituted back into (5 .44) and tidied up to g ive  an expression  
for the O PLD that consists o f  separate sets o f  terms involving the o il film  height (the desired  
unknown) and the glass substrate height (knovm ).
cos ^ cos 5»^;
(cos6j. -c o s^ „ „ )(ta n 6 '„  - t a n 6 i„ J '
s in ( 6 1 + ^ ,« ,)
) (tan  6>„, +  ta n g ,)  ^(c o sg , - c o s g ,„ ,) ( ta n g „
s in ( ^ .+ g ,„ ,) y
(5 .47)
5.2.1 The Parallel Film Approximation
A pplying the parallel film  approxim ation causes the angles to sim plify  to
y  = 0
9^ unchanged  
6 ^  unchanged  
^  unchanged  
9^  ^ unchanged
=  4
t^trt =
a  = -6 .
U sing these angles in the full OPLD equation (5 .47) in the lim it as - 9 ^  g ives
(5 .48 )
O P L D  =  h
+ k
T f ^  +  2n ,tan g„  lim
cosg„ ‘>,.,,^ -0, s in (é ;,+ g „ „ ,)
„ , ( 0 ) - „ ,  lim  ( - » 4 - c o s C ) ( 0 ) t  
sin (g ;.+ g „ ,„ ) ^
2 h
COS 9,.
• ( « „ - n ,s m g „ s in g ,)
=  2 h n ,  cos 9 , ,
= 2 /z^ y727^ ^ 72T sin ^
(5 .49 )
In the parallel film  lim it, the glass substrate has no effect on the O PLD, and the expression  reduces 
to exactly  the sam e form as the case o f  v iew in g  from above the oil (c.f. (5 .8)). This is indeed a 
logical result since w hen the oil film  in Figure 5 .17 b ecom es parallel to the g lass substrate, the TR  
and TTRT rays becom e parallel and so their OPLs cancel out and the second  term on the right hand 
side o f  (5 .44), w hich  is the term containing all the substrate-related quantities, vanishes.
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Since the OPLD equations are identical for both cases, the error analysis and m ethodology o f  film  
height reconstruction apply in exactly the sam e manner. The only thing that w ill differ is the error 
analysis betw een the full OPLD (5 .47) and the parallel film  approxim ation OPLD (5 .49), as w ell as 
the optim isation o f  the fringe visibility. A  plot o f  the parallel film  approxim ation errors in OPLD  
w ith a fixed  substrate thickness o f  10mm is show n for a variety o f  incidence angles below
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Figure 5.18: Log-Log plot of the relative error magnitude between the full and approximated expression for the 
OPLD at a variety of incidence angles for a fixed /i^=10mm and varying film slope, viewing from beneath the oil
O nce again, at m easurement conditions (slope <0(10'"^) the errors are insignificant and the parallel 
film  approxim ation is valid  for this case as w ell. A  major difference how ever is a dramatic drop in 
the errors w hen v iew in g  norm ally to the substrate, w ith the errors rising to the 4*  pow er w ith slope  
(as com pared to the 2"  ^pow er in the case o f  v iew in g  above the oil) but alw ays less than the errors at 
higher incidences. The errors rapidly return to a linear slope upon increasing the incidence angle. It 
also appears that the errors are n ow  a very w eak function o f  the oil film  thickness too. H ow ever  
even over several orders o f  m agnitude, the effect on the errors is num erically insignificant and h  
w as fixed  at lO'^m.
In order to exam ine the errors associated w ith substrate thickness, the ratio h ^ j h  rather than
alone is considered and a p lot o f  the relative error in OPLD as a function o f  this ratio at a fixed  film  
slope o f  an excessive  worst case 10'  ^ is show n below.
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Figure 5.19: Log-Log plot of the relative error magnitude between the full and approximated expression for the 
OPLD at a variety of incidence angles for a fixed film slope of 10  ^and varying h/h  viewing from beneath the oil
Even in this w orst-case scenario, the errors are all consistently very sm all and alm ost uncorrelated  
with the height ratio (except for extrem ely high incidence angles). Once again, the errors for normal 
view in g  are very much sm aller for all height ratios, but are linearly correlated. It should be noted  
that the errors for a g iven  h ^ j h  are alm ost linearly proportional to the film  slope, and so all the 
errors drop by an order o f  m agnitude by the tim e the slope is 10^\
B y the numbers, these results indicate that a thinner substrate is favourable at normal v iew in g  angle, 
but in practical terms at shallow  incidences it is clear that even one that is Im  thick does not 
produce substantially greater errors than one that is 1pm thick, for exam ple.
5.2.2 Optimisation of Fringe Visibility
The procedure for finding the optimum com bination o f  substrate refractive index and v iew in g  angle  
is the sam e as for the ease o f  v iew in g  from above the oil, nam ely that the irradiance coefficien ts o f  
the tw o interfering rays m ust match. In this case, this criterion is satisfied  w hen
^  =  (5 .5 0 )
I
U sing the parent/child relationship o f  (5 .23), the above can be written out exp licitly  in terms o f  
amplitude coefficients
T — t  ' Y • t' t , t t  t j t  ' t t , i
(5JT)
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M any o f  the terms cancel out, leaving an expression  o f  sim ilar form to that in (5 .24). Thus the 
optim isation criterion in this case depends so le ly  on the amplitude coefficients o f  the rays traversing 
through the oil and substrate and not on those traversing through the external m edium . A s before, 
each polarisation state is considered separately and the parallel film  approxim ation is assum ed  
throughout.
5 .2 .2 .1  P e r p e n d i c u l a r  P o l a r i s e d  L i g h t
Substituting the appropriate Fresnel equations into (5 .51) g ives
(5.5:))
c o s ^  -  c o s^ , _  2», cos 6^  cos ^  -  n . cos 6>. 2»^ cos
M, cos +  %  cos ^  cos cos ^  COS + H. COS 6>. COS 6»^  + cos
S olving for r i t as a function o f  v iew in g  angle, after collecting som e terms
A  = M. cos 9^
B  =  ( l  — cos^ 6^ )
C =  - B
D  =  A C
\ C + a J
=  A i D ± 4 D ^  + 4 C ^ )  +  4 B
The singularity at C  +  A  =  0  occurs on ly  w hen = n . ,  i.e. w hen  there exists no air/oil interface 
and therefore is o f  no practical importance.
For assessing the v isib ility  drop-off w hen  operating o f f  the optimum curve, a contour p lot o f  
visib ility  is required. A s  before, this is g iven  by  using the definition o f  v isib ility  in (5 .20) but 
replacing the TRT and R  ray irradiance coefficients w ith  those o f  the TTRTT and TRT rays 
respectively
r 
1 +
D ^ n ^ - B
S .2 .2 .2  P a r a l l e l  P o l a r i s e d  L i g h t
In like manner, the Fresnel equations g ive
n cos cos  ^  _  2 n ^  cos 6> i?. cos cos 6>. 2»^ cos ^
cos +  », cos »„ cos ^  +  », cos 6>„ n. cos +  »„ cos ô^ », cos +  »„ cos <9,
(5 55)
and solving for Ut
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,4' =
»,
D '  =  A C
C - A ' )
(5.56i)
~  t^t [ t^\\ - B )  +  »/»,^D'.^»,||^ - B  =  0
This leads to an octic and therefore the roots o f  the equation m ust be found num erically. In this 
case, the singularity at C  +  A '  =  0  happens to occur at the polarising angle at the air side o f  the 
air/oil interface (v iz. (4 .27) w ith  r i t replaced by  »«). A t this point the curves for tw o o f  the solutions 
o f  (5 .56 ) cross (as in  Figure 5.7). A t ^  =  0 ,  (5 .56) becom es analytically solvable and y ields
« , „ ( 0 )  =  d - D ' ± V z > ' ^ + V )
where the positive root is the physica lly  correct one. The v isib ility  function is
- B
V , ,  =
1+
- B
. V  - r ) - » / c ^
(5 .57 )
(5.5IQ
5 .2 .2 .S  N a t u r a l  L i g h t
A s w ith the previous case, the equation for natural light m ust be so lved  num erically. The am plitude 
criterion is
(5 .59 )
The v isib ility  function m ust use a l l  the terms present in the first line o f  (5 .51) due to the non-linear  
nature o f  the function. It is, in terms o f  amplitude coefficien ts
^45 =
2|HJ{fl.
' t  ' r  ' t  ' t' t t , i
f i j i  ' ’’i i j  ' f„,t ■ f t j  )|  ^ + (^ /,r  - f t j ,  ' 4 , , ,  - f , . , ) /
{ f,. ,  ■ '/,« ■ f,.i )|
(5.60)
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5 . 2 . 2 . 4  O p t i m i s a t i o n  G r a p h s  a n d  S u m m a r y
V isualisation is the key to understanding and good  interpretation. The four graphs below  represent 
all the equations derived above. In all cases, the oil refractive index is set at 1.4 and the air 
refractive index at unity, enabling a direct com parison w ith the ease o f  v iew in g from above the oil.
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Figure 5.20: Optimum glass refractive index as a function of viewing angle for all three polarisation states,
viewing from beneath the oil
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Figure 5.21: Contour plot of visibility as a function of glass refractive index and viewing angle for perpendicular
polarised light, viewing from beneath the oil
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Figure 5.22: Contour plot of visibility as a function of glass refractive index and viewing angle for parallel
polarised light, viewing from beneath the oil
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Figure 5.23: Contour plot of visibility as a function of glass refractive index and viewing angle for natural (un-
polarised) light
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Com parison o f  the above figures w ith their equivalent figures in the case o f  v iew in g  from above the 
oil reveals that, essentially, the optim isation problem  has the sam e solution in both cases. V iew ing  
from b elo w  the oil has a num erically m iniseule advantage in that at zero incidence the optimum  
substrate refiraetive index is slightly  low er at 1.942 com pared to 1.979, as w e ll as the fact that the 
rate o f  increase o f  the optimal refi'active index w ith v iew in g  angle for natural and perpendicular 
polarised light is shallow er in this case. The figures also indicate that the fi-inges can still be v isib le  
at grazing incidence.
O f course, the beam  splitter arrangement m ay also be used  for v iew in g  norm ally to the substrate in  
exactly  the sam e w ay  as for the previous ease.
Thus, the parallel film  approxim ation is valid  in both eases w ith  the errors having similar, and 
practically n eglig ib le, orders o f  m agnitude at typical m easuring conditions. The fringes ultim ately  
provide the equivalent inform ation regardless o f  the side o f  the oil from w hich  the fringes are 
observed. It w as show n that i f  v iew in g  from beneath the oil, the thickness o f  the substrate has 
n eglig ib le effect on the final im age. In both eases, all errors are sm allest w hen v iew in g  norm ally to 
the substrate. So i f  using the beam  splitter for normal v iew in g, the effect on the local phase o f  the 
fringes is practically neglig ib le and certainly v isually  un-deteetable, but nonetheless it should be as 
thin as possib le in order to further m itigate the errors.
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5.3 C o m p l e t e  P o l a r  V a r i a t i o n  o f  F r i n g e  V i s i b i l i t y  
R e f r a c t i v e  i n d e x  a n d  P o l a r i s a t i o n  S t a t e
w i t h  S u b s t r a t e
Finally, the variation o f  fringe v isib ility  over the entire range o f  v iew in g  angles for both cases o f  
view in g from above and beneath the oil w ith a selection  o f  glass refractive indices and each  
polarisation state can be con cise ly  presented by m eans three polar plots presented below , one for 
each o f  the polarisation states. The upper h a lf o f  each p lot represents the range o f  angles for 
view in g from above the oil, and the low er h a lf for v iew in g  from beneath. The v isib ility  variation  
using the average o f  the zero-incidence optimum glass refractive index for each v iew in g  side, 
1.9605, is show n in bold  black. A s before, the oil refractive index is set at 1.4 and the air refractive 
index at unity.
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Figure 5.24: Polar variation of fringe visibility for perpendicular polarised light
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Figure 5.25: Polar variation of fringe visibility for parallel polarised light
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Figure 5.26: Polar variation of fringe visibility for natural (un-polarised) light
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6 RAY TRACING AND SIMULATION OF THE INTERFERENCE 
PATTERN
This chapter outlines a m ethodology for performing naïve ray tracing on a computer. The aim is to 
produce sim ulated interference fringes that can be used  to further test the valid ity  o f  the parallel 
film  approxim ation (w hich is not used in the ray traeing), as w ell as to test the inverse m ethods of, 
for exam ple, finding the shear stress distribution for a g iven  height map that itse lf  is reeonstructed  
from a fringe pattern. The effeet o f  substrate roughness is exam ined and the use o f  polyehrom atic  
light is touched on qualitatively. This chapter also serves as an exam ple o f  h ow  computer 
experim ents can y ie ld  information that cannot be obtained in practice, in particular the isolated  
effects o f  interference caused by secondary and higher order internal reflections and their influence  
on the visib ility  o f  the primary pattern o f  interest. It is not the objective o f  this ehapter to provide 
code sam ples, but rather the prineiples o f  the m ethod and the expounding o f  the results.
6 .1  T h e  N a ï v e  R a y  T r a c e r
The m ethodology o f  this type o f  ray tracer can be sum m arised quite succinetly:
1. From a given  origin, fire a souree ray into the seene
2. Compute all intersections o f  the ray w ith every interface in the scene
3. Determ ine w hieh intersection is nearest to the ray’s origin
4. Formulate refraetion and/or reflection vectors at this nearest intersection
5. Start a new  ray at the point o f  intersection and go back to step 1 and repeat this loop until the 
number o f  reflections that have oecurred is equal to som e specified  lim it (e lse  the loop could  
run forever)
6. Increment the previous source origin by a small amount (i.e. 1 p ixel) and go back to step 1 
and repeat this loop until the entire field  is covered w ith souree light as required.
On aecount o f  step 2 the naïve ray tracer is an 0 (N )  algorithm. This ean be im proved to O (logN ) by  
hierarchieal subdivision o f  the space (i.e. w ith a binary space partitioning (B SP) tree as used in first 
person shooter com puter gam es) such that only the intersection w ith the im m ediately v isib le  plane  
is carried out. H owever, for the ease o f  an oil film  interferometer, there are on ly  three interfaces to 
consider -  air-oil, o il-g lass, and glass-air. This m eans that in fact the added com plexity  o f  space  
partitioning is actually an overkill and the naïve algorithm executes slightly faster.
On top o f  the fundamental algorithm, there are som e steps that are specific to oil film  interferom etry  
w hich them selves help to dramatically reduce com plexity. In order to carry out these steps, it is 
necessary to develop  a m y  h i s t o r y  t a g g i n g  s y s t e m  so that the appropriate rays m ay be selected  for 
interference. This tagging system  is the essence behind being able to isolate the higher order 
internal reflections and make their interference pattern visib le alone -  som ething im possib le in 
reality. The principle is sim ple and sum m arised as follow s:
•  Every tim e a ray undergoes a reflection, its child inherits its tag appended w ith the letter R
•  Every tim e a ray undergoes a transm ission (refraction), its child inherits its tag appended  
with the letter T
Thus the above tagging system  is analogous to the subscript system  used in the diagrams describing  
the geom etry o f  the optics in the previous chapter.
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Since in the last chapter it w as determined that the interference pattern is equivalent whether  
v iew in g  from above or b elow  the oil, then for brevity all the sim ulations carried out in this chapter 
shall be for the case o f  v iew in g  from above the oil and assum e tw o-dim ensionality. U sin g  the above 
tagging system  applied to the optics o f  Figure 5.1, the O PLD equation (5 .1) becom es, for the 
primary interference
O P L D , ^  = » , ( r  +  T R )  +  n .  { T R T  -  R )  (6 .1)
In order to be able to do this effectively, it is necessary to also store the length o f  each ray segm ent 
once the endpoint is determined (after step 3 in the naïve algorithm). Finally, the irradiance equation  
(5 .11) at the point o f  interference becom es
I  (x , t )  =  I +  '^ '\I^R ^TR T  Ixill (^-^)
where is g iven  by  (4 .30) and involves checking the sign  o f  the product o f  the amplitude
coefficients o f  the R  and TRT rays. For creating the fringe pattern, rather than tracing the rays 
through a lens focusing system  and into an im age plane (i.e. sim ulating the optics o f  a real camera), 
it is easier to carry out the fo llow in g  steps:
1. Select a g iven  pair o f  rays that are responsible for interference (i.e. for primary interference 
this w ould  be the R  and TRT rays. H igher orders are d iscussed  later)
2. Determ ine their intersection point and com pute the resulting O PLD as appropriate
3. Formulate the interior bisector vector o f  the ray pair and find its intersection point w ith  the 
substrate plane surface. This is the point at w hich  the interference w ould  appear w ithout any 
issues o f  projection, perspective and focus
4. Calculate the resulting irradiance using (6 .2) and draw a vertical line on a bitmap w ith  this 
intensity starting at the point obtained in step 3
5. R epeat steps 1-4 for all pairs o f  rays until the desired fringe pattern is com plete
The use o f  m em ory m ay be reduced by carrying out the entire procedure using a fire-and-forget 
approach.
M ost o f  the com putation tim e is consum ed by  ray-ray and ray-surface intersections. The rays are 
actually treated as line segm ents, and where a ray has no defined endpoint, it is set to som e  
arbitrarily large distance for drawing purposes only. To sim plify matters, it is a good  idea to create 
custom  data structures for rays, planes and parametric surfaces such that all the information is self- 
contained in the appropriate structure. For the rays, such inform ation w ould  include its direction  
vector, length, amplitude and irradiance coefticients, the m edium  it currently resides in, and its state 
history string. For surfaces, such information depends on the nature o f  the surface. For a sim ple  
planar surface, the stored inform ation w ould  com prise the e x t e r n a l l y  d i r e c t e d  normal vector and the 
refractive index o f  the internal m edium . For arbitrary parametric surfaces, (w hich are required for 
m odelling o il film s o f  varying shear stress, for exam ple) the refractive index o f  the internal m edium  
needs to be stored, as w e ll as the equation o f  the surface such that the local normal can be calculated  
as required. The intersection algorithm s are detailed for the three cases o f  ray-ray, ray-plane and 
ray-surface intersection. N ote  that it is alw ays possib le to tessellate a curved surface into a large 
number o f  linear segm ents, and this is what is typ ically  done in ray tracing to im prove speed. 
H ow ever, this chapter shall on ly  deal w ith cases that are analytical and therefore not requiring 
tessellation  -  accuracy at the expense o f  speed.
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6.1.1 Ray-Ray Intersection
A  point on a ray can be described param etrically as
P  =  P o + 5 V (6  3)
Po is the starting point o f  the ray, 5 is the signed distance along the ray in its unit direction vector  
V . Consider n ow  the 2D  case o f  tw o co-planar rays, labelled sim ply 1 and 2
Pi =  Pqi +
P2 “  Pq2 +  ^^ 2
Figure 6.1: Ray-ray intersection
The condition for intersection is that P^  -P ^  =  0 .  Therefore
- f V 2 =  Pq2 - P q i
p - P\^ -^ 02y -^ Oly y
Solving this using Cramer’s rule g ives a solution in terms o f  the parameters s  and t
_  V 2 (Pq2 “  PqI )
V , x V ,
(6.4)
t  =
V i x ( P q2 - P o i )
V 2 X V ,
T hese parameters g ive  the signed distance to the intersection point from the respective ray’s origin. 
Thus the parameters them selves can be used  in the O PLD equation as w e ll as to check  w hich  
interface is nearest the ray origin. N ote  that i f  the parameter is negative then the intersection point is 
occurring behind the point o f  origin and is discarded during ray tracing, but not n ecessarily  at the 
interference calculation step. I f  there is no intersection (w hich, in 2D , can on ly  happen i f  the rays 
are parallel), the determinant is zero and the calculation is skipped. W ith floating point calculations.
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it is essential to check a value not against zero, but against som e very sm all number s . I f  additional
tolerance is required, this m ay be m ade negative. A  typical value is o f  0 (1 0  )^.
6.1.2 Ray-Plane Intersection
A n infinite plane can be described so le ly  by  its unit normal vector n and any one point Pp that lies  
on the plane as
h . ( P - P p )  =  0 (6 .5)
Figure 6.2: Ray-Plane Intersection
W hen this condition is satisfied, the point P  lies  on the plane. Therefore, substituting the ray 
equation (6 .3) for P  into the above and solv ing  for the ray parameter 5 g ives
s  =
A - ( P p - P o )
n - V
(6 .6 )
I f  the denominator is zero, then the ray is travelling parallel to the plane and there is no intersection.
6.1.3 Ray-Surface Intersection
In 2D , the surface has curvature in one plane only. The problem  reduces to a ray-curve intersection. 
Suppose the oil film  profile is g iven  by
3^  =  / k O
then the im plicit representation o f  this curve is
F { x , y j )  =  y -  f { x J )  =  Qi (6 .7)
Such a representation allow s a standard result o f  vector geom etry to be used  to calculate the normal 
vector at a g iven  % and t
n{x,t) = V F
IIVFll
H S
Ô X
1 y
(6.8)
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A s w ith  the ray-plane intersection, the solution o f  the ray-curve intersection problem  is an equation  
for the ray parameter s .  It is obtained by substituting in the Cartesian com ponents o f  the ray 
equation into the equation o f  the curve, i.e. putting
v y j
fP o A
+  sp
into (6 .7) to get
P o , + s V ^ - f { P o : . + s V ^ , t )  = 0 (6 .9)
The above can then be so lved  for a g iven  fu n c t io n /  usually  y ield ing  a quadratic or cubic equation  
in 5 for the sim plest o f  o il film  profiles (i.e. linear variation o f  shear stress only). A n y  m ore com plex  
curves require the use o f  num erical m ethods to find s .
6.1.4 Colour
For polychrom atic interference, as w e ll for added realism  in the m onochrom atic case, one needs to  
be able to convert w avelength  into RG B com ponents, i.e. ( R , G , B )  =  g  ( A , ) . It appears that there is 
no standard fiinction for this in the established literature, and so the algorithm  presented b elo w  to 
perform this conversion  w as taken from the w ebsite o f  Professor D an Bruton. It assum es linear 
variation o f  the colour com ponents w ith gam m a correction to im prove the perceived  colour and is 
valid  only for the v isib le  part o f  the EM  spectrum from  380nm  to 780nm
( 4 4 0 - /1 )  
4 4 0 - 3 8 0 ’ ’
380  < A < 440
.  ( ; i - 4 4 0 )  
’ 4 9 0 - 4 4 0 ’
44 0  < 2  < 490
( R q , G q , B q )  =  <
( 5 1 0 - ^ )
5 1 0 - 4 9 0
5 8 0 - 5 1 0
4 9 0 < 2 < 5 1 0  
510 < 2  < 5 8 0
1.
6 4 5 - 5 8 0
580 <  2  < 645
1 ,0 ,0 645 < 2  < 780
0 ,0 ,0 e l s e
The intensity fa llo ff A ,  at the lim its o f  the v isib le  spectrum is sim ulated by
0 .3 +  0 .7^ '^^°“ ^^ 
7 8 0 - 7 0 0
y^ > 7 0 0
<
A  = 0 .3 +  0.7
4 2 0 - 3 8 0
; i < 4 2 0
1 e l s e
(6 . 10)
(6.11)
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Finally each com ponent o f  the RG B rescaled to 8 bits and gam m a corrected is given  by
i? =  In t(2 5 5 (^ - /? „ )’')
G =  In t(2 5 5 (^ -G „ )'')
B  = I n t (2 5 5 (^ -S „ ) ' ')
(6.12)
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Figure 6.3: Simulated visible spectrum and plot of RGB values against wavelength. 7=0.8
For all the im ages produced in this chapter, gamm a is taken to be 0.8. S ince the algorithm w as 
designed for use on com puter m onitors, the printed version is likely  a rather poor representation due 
to the fact that inks add colour by subtraction.
6 .2  T e s t  C a s e  -  C o n s t a n t  S h e a r  S t r e s s
This sim plest o f  cases shall be used  to further asses the validity o f  the parallel film  approximation, 
as w ell as the effects o f  elapsed tim e, w avelength, v iew in g angle, degree o f  coherence, surface 
roughness, secondary interference, and initial thickness. Firstly, the self-sim ilar solution is used  
where the initial height is infinite. This m eans that the film  profile is a line o f  constant slope and so 
the oil surface can be treated as a plane. U sing equation (5 .5) for the slope, the p lane’s normal 
vector can be obtained from (6 .8) and is exp licitly
i i+i  ^
£ .
T t (6.13)
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Unless otherwise stated, the following parameters are used in the images:
Air refractive index =1.0 
Oil refractive index =1.4
Glass refractive index = 1.979 optimal for normal viewing (0° viewing angle)
Normal viewing
Wavelength = 589nm
Un-polarised light
Degree of coherence =1.0
Shear stress = 1.0 Pa
Dynamic viscosity 0.0964 Pa.s
Density 964 kg/m^
time = 3600s
Glass length = 100mm
The last bullet point means that each fringe image represents 100mm of real space. For all images, 
the external flow is taken to be left to right, so x=0 is furthest to the left of the image. The above 
conditions produce the following pattern
Figure 6.4: Simulated interference pattern for the test case conditions
The half-width maximum is evident at x=0 and the constant slope results in a constant spacing 
between fringes as expected.
6.2.1 Parallel Film Approximation Check
In order to compare the ray-traced irradiance map with the result predicted from the parallel film 
approximated version of the interference law (5.11), it is more informative to plot a line graph of the 
irradiance coefficients (the resultant irradiance per unit source irradiance) as well as the relative 
errors at each x position. The comparison below is carried out at a 30° incidence angle.
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Figure 6.5: Comparison between ray-traced and parallel film approximation irradiance coefficient
Visually, the results appear to be in exeellent agreement. The relative error graph is plotted below
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Figure 6.6: Relative errors between ray-traced and parallel film approximation irradiance coefficient
The maximum error envelope is a line described, in this test case only, by y = 0.76%. The errors are 
all 0(10'^)% which is quite acceptable. The 1% error threshold is reached after x=1.31m and so is 
unlikely to occur since 100mm is typical of the surface patch length used in measurement. 
Interestingly, the error approaches zero at the maxima and rises to its local peak value at the 
minima. This result shows that measurement should be taken not too far from the leading edge to 
keep the errors small. This is all the more important if the film is thicker and the relative errors will 
generally be larger everywhere -  as happens in the ease of adverse shear gradient.
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6.2.2 The Effect of Elapsed Time
Figure 6.7: The effect of elapsed time. Top to bottom: 15,30, 60min
Waiting for longer times causes the fringes to separate out and become broader. In the ease of 
constant shear stress, the relative fringe spacing of the successive images is exactly proportional to 
the ratio of the elapsed time between the successive images.
6.2.3 The Effect of Wavelength
The way in which this test is carried out is not entirely correct since in real materials the refractive 
index is a function of wavelength as well. A true study into the effect of wavelength would require 
the use of the dispersion relationships for the oil and glass. This is done later under the 
polychromatic interference section. However this test is useful in that it shows the isolated effect of 
changing the wavelength and nothing else.
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Figure 6.8: The effect of wavelength. Top to bottom: 440, 510, 680nm
In line with (5.15), the height between successive fringes increases with wavelength
6.2.4 The Effect of Viewing Angle
Figure 6.9: The effect of viewing angle. Top to bottom: 20, 50, 80^
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Again, in line with (5.15), the height between successive fringes increases with angle of incidence. 
Furthermore, the fringe visibility drops off with increasing angle as predicted in the optimisation 
section (c.f. Figure 5.7, §5.1.3) because for higher incidence angles the optimum glass refractive 
index increases.
6.2.5 The Effect of the Degree of Coherence
Figure 6.10: The effect of the degree of coherence. Top to bottom: 0.75, 0.5, 0.25
As predicted in (3.19), a decrease in the degree of coherence (related to the duration of the finite 
sinusoid packets released by the atoms in the light source) causes a reduction of fringe visibility by 
decreasing the maximum difference in irradiance between constructive and destructive fringes and 
by raising the black level.
6.2.6 The Effect of Substrate Surface Roughness
A thorough test of the effects of surface roughness involving small-scale details would require a 
more sophisticated lighting simulation since the zero wavelength limit (eikonal) equations become 
invalid in regions involving geometries that are of smaller length scales than the wavelength of the 
light. As such, the premise for using straight lines to simulate the path of light becomes invalid as 
diffraction is no longer negligible. One way to overcome this limitation is to use a model for the 
fine detail at the surface. For example the Cook-Torranee 1982 illumination model (see Lengyel pp. 
194 — 210) treats the surface as being composed of planar microscopic facets that act as perfect 
reflectors. The effects of self shadowing as well as anisotropic distributions of surface roughness 
are taken into account.
For the present case, however, an even simpler model shall be used that solely involves the 
scattering of the light rays by applying small perturbations to the normal vectors on the glass
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surface without altering the basic geometry. This assumes that the predominant effect of roughness 
is to alter the normal vector, which is not entirely true but sufficient for a qualitative examination. In 
2D, suppose the roughness be composed of triangular perturbations of height and half-width h. 
The scattering angle s  is related to the slope of the hypotenuse h jh  as illustrated below
t+
Figure 6.11: Simple surface roughness model by scattering of normal vectors
£ = tan-1 (6.14)
The un-perturbed normal vector then undergoes a rotation which, on account of the angle being 
very small, can be linearised to reduce computation
COS 6" -sm6"
sin £ cos £
A ( n -  n£'\X y
n n £ + ny V  ^ :cy
(6.15)
The quantity h jb  is treated as a random Gaussian variable. In order to produce Gaussian random
numbers from uniform (pseudo)random numbers generated by a eomputer, the Box-Muller (1958) 
transformation may be used. It involves a transformation in the unit circle and is a rejection 
sampling method. The result alone is quoted below for brevity
-21n^
-2\nS (6.16)
S = U^+V^
U and V are uniform random numbers in the interval [-1,1]. The number is rejected if
S = 0 or S >1. Two Gaussian variables are generated, so one may be stored and used during a 
rejection. As they stand, Zo and Z; have a standard deviation of unity and so need to be scaled by the 
desired standard deviation.
Unlike the previous images, this ease needs to be rendered line by line in order to build up a quasi- 
3D surface. This is a further limitation of this simple model in that the scattering is in one plane 
only. The example below is for hJb having a standard deviation of 1/20 and is carried out at a 45°
viewing angle
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Figure 6.12: The effect of substrate surface roughness
This shows that the effect of roughness is to degrade the fringe definition, and that the effect 
becomes more detrimental further downstream where the film is thicker. This is because the extra 
thickness effectively magnifies any change in OPL caused by a small angular deviation of the light 
ray reflecting off the substrate. Furthermore, the effect worsens with increased viewing angle and 
vice versa. At zero incidence the degradation is almost non-existent at the h^. /6 used in the above 
image, suggesting once again that operating at normal viewing angle is preferable. Obviously the 
effect worsens as h jb  is increased. Due to the simplicity of this model, it is not going to be used to
obtain a physical estimate for the maximum permissible surface roughness for a given substrate and 
operating parameters.
6.2.7 The Effect of Higher Order Interference
Up to this point, only the primary interference pattern was considered. In the case of viewing from 
above the oil, this amounts to interference between the R and TRT rays. In this section, the effects 
of secondary and tertiary interference on the primary pattern are investigated. Below is an output 
from the ray tracer showing the film under high magnification at early elapsed time with a single 
ray fired at it. Internal reflections up to third order are allowed to exist and the orders of interference 
are marked, with red being primary, green secondary, and blue tertiary. The procedure is then 
repeated but with the elapsed time set back to 3600s, no magnification and with multiple rays fired. 
The latter figure reveals how all the orders of interference converge to the same point, ultimately 
meaning that the higher order interference patterns come into focus along with the primary pattern. 
Furthermore, this figure nicely illustrates the locus of interference and corroborates the fact that for 
a film of constant slope they lie on a plane whose angle (in the parallel film approximation) is given 
by (5.9).
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Figure 6.13: Single ray under high magnification at early elapsed time revealing the intersection points of the 
higher order rays originating from multiple internal reflections. Red=l*‘ order, Green=2'“*, Blue=3
Figure 6.14: At elapsed times such that the fringes are resolvable, the higher order intersections overlap with the 
primary intersection and all their associated rays are practically parallel and coincident
An important point to be gleaned from Figure 6.13 is that at the higher orders there are more 
intersections. It turns out that the number of intersections matches the order number. Specifically 
for the above case, these combinations can be listed as follows:
Order 
Intersecting rays R + TRT R + TRRRT 
TRT + TRRRT
R + TRRRRRT 
TRT + TRRRRRT 
TRRRT + TRRRRRT
This can be generalised up to order n by observing the simple pattern occurring above
Intersecting rays at order n = R + TR[RR\„_,T n > \
TR[RRV2T + TR[RR\-xT n>2
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(6.17)
It is this rule that is used to construct ray tag strings that are used to extract the desired order 
interference pattem(s) in isolation. Now, putting this to use to create a graph showing all three 
orders plotted on the same scale reveals the nature of the problem. At zero incidence:
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Figure 6.15: Plot of the first three orders of interference on the same scale, at zero incidence
Clearly, the primary interference pattern dominates the final image. The higher orders are floating at 
some intermediate intensity level and have very low visibility ranging between 0.16% and 5.7% 
compared to 100% for the primary fringes. This is because the irradiance coefficients are only 
optimally matched in the case of the primary (R and TRT) rays. Their fringe patterns are of different 
phase and period to the primary pattern simply because their OPLDs are different (c.f. Figure 6.13). 
Upon superposition of all the orders using (3.16), it becomes evident that the effect of the higher 
order interferences on the primary fringe pattern is to raise the black level slightly (thereby reducing 
visibility) and to introduce a small amount of amplitude modulation to the pattern intensity.
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Figure 6.16: Superposition of the first three orders of interference and comparison with primary pattern, at zero
incidence
The latter phenomenon of amplitude modulation is more evident at 45° incidence where some of the 
higher orders separate out as in Figure 6.13.
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Figure 6.17: Plot of the first three orders of interference on the same scale, at 45° incidence
and the superposition of the these patterns:
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Figure 6.18: Superposition of the first three orders of interference and comparison with primary pattern, at 45°
incidence
In both cases, the modulation would be unnoticeable in practice, and its effect on tbe perceived 
position of irradiance maxima and minima is certainly practically negligible. Ultimately, tbe largest 
effect is tbe drop in visibility. At zero incidence tbis means, for tbis test case, tbe maximum 
visibility tbat can be attained in practice is 94.7%. Tbis is still very bigb and is therefore of no 
immediate concern with respect to quality of data and optical setup design.
6.2.8 The Effect of Initial Thickness
In order to carry out tbis investigation, it is necessary to derive tbe ray-eurve intersection equation 
for tbe non-self-similar height equation for constant shear stress r  and initial thickness hg. From 
Nathan (2008), tbe height equation is
h =
1
Tt 1 (6.18)
Applying tbe substitution of (6.9) to tbe above and solving for tbe ray parameter 5 gives
B = V ,{P ,y-K ) + V^
/ '  )
Hy ~ P(>xK (6.19)
—B ± yjB~ — 4AC
2v4
where the root that gives the smallest positive value of s is selected. Using the conditions for the test 
ease, but with initial thicknesses of 1, 10, 100, 1000pm results in the following fringe patterns
Figure 6.19: The effect of Initial thickness. Top to bottom: 1 ,1 0 ,1 0 0 ,1000pm
With initial thicknesses near 1mm, the result is almost the same as that of the self-similar case 
where the initial thickness is assumed infinite. This test reveals the important nature of initial 
thickness and makes an important statement: If one is to use the self-similar equations in the inverse 
methods to obtain, for example, shear stress distributions, then the external flow must be activated 
as soon as possible after the oil is applied to the substrate in order to ensure maximum initial 
thickness. The above patterns show that the effect of initial thickness is to cause additional convex 
curvature to exist in the profile (inferred from the spreading and broadening of the fringes in the 
downstream direction), and this ultimately means that at a given elapsed time the resulting pattern is 
not equivalent to the self-similar solution. So a longer time is required to reach (near) self-similarity 
if the film starts off with a smaller initial thickness. Alternatively, one may of-course utilise the 
equations that take into account the initial thickness, but this may be undesirable due to the added 
complexity, as well as due to the fact that the initial thickness might not be measurable. If the latter 
is true, then a theoretical estimate can be obtained by using the equations found in Nathan (2008) 
for the spreading of a drop on a horizontal or vertical substrate under the influence of gravity if the 
time between oil application and external flow activation is known.
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6.2.9 The Use of Polychromatic Light
When dealing with interference of broadband light, it is necessary to use the spectral density 
equivalent of the interference law (3.15). It has exactly the same mathematical form but is now a 
function of both space and wavelength
S (x, X) = (x, X) + (x, X) + 2yjs^(x, X)S2(x, À) \ja^ 21 cos —  OPLD^  ^+ 1 (6.20)
\  A  J
S represents the spectral ordinate, and similarly to the interference law, is the spectral degree of 
coherence.
This section shall proceed by taking a few shortcuts. Instead of using the above spectral interference 
law, the irradiance interference law shall be applied individually to each wavelength present in the 
spectrum in the same manner as the monochromatic case, and the resulting irradiance map globally 
scaled by the spectral ordinate. The set of images are then superimposed and each RGB channel re­
scaled by the maximum value of the three channels. This basically means that the spectra is broken 
down line by line into perfectly monochromatic parts, each part produces a separate irradiance map 
which is re-scaled by the relative intensity of that particular wavelength (the manner in which the 
spectral ordinates are presented in the data file) and then finally all the irradiance maps are 
superimposed. Physically this would be as though the source at a given instant emits entirely 
monochromatic light of a given wavelength present in its spectrum, and then at the next instant 
emits entirely monochromatic light of the next wavelength present in its spectrum and so on for all
the wavelengths in the spectrum. This occurs so fast that the photoreceptor naturally averages the
separate monochromatic images. It also assumes that the spectrum is unaltered by passage through 
different media. Because this shortcut is used without justification, the results in this section are 
only to be interpreted qualitatively.
For perfect dielectrics the refractive index is also a function of the wavelength. In basic terms, this 
is to do with the interaction between the electric field of the light wave and the electrons in the 
material and the existence of absorption resonance frequencies. For glasses that are linear, isotropic 
and homogenous, the dispersion relation for visible wavelengths is given very accurately by the 
empirical relationship know as the Sellmeier equation, derived in 1871 as a correction of the 
theoretical dispersion relations by Cauchy to enable proper handling of anomalous dispersion (i.e. 
where the refractive index no longer decreases with increasing wavelength but increases). The 
original Cauchy equation was derived on the basis of considering electrons obeying the 2 order 
damped, forced oscillator ordinary differential equation (see Bom pp. 89 -  103)
Each term in the sum represents an absorption resonance of strength Bi at a vacuum wavelength 
. Schott Glass have produced an extensive catalogue containing the coefficients up to i=3 for a 
very large range of glasses.
The dispersion coefficients for silicone oil are surprisingly hard to find, and even Dow Coming do 
not have a data sheet containing these coefficients for their own oil. The dispersion coefficients to 
be used here are taken from a paper by Medhat et. al. (1996) who examined substitute vitreous 
solutions for the eye. He used the original Cauchy relation up to terms including
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n {X )  =■ A-i— -  
A"
(6 .2 2 )
Similarly for air in the visible wavelength range, Bom provides data for air in terms of the Cauchy 
dispersion relation. The change is relatively so small over the range (0(10'^) that the dispersion in 
air is safely ignored here.
The glass of choice for this section is Schott’s SF6 glass which has a refractive index of 1.8 at the 
sodium emission wavelength. Its dispersion coefficients for wavelengths given in nanometres are
& =1.72448482
q  =13487.1947 
2^ =0.390104889 
C2 =56931.8095 
3^ =1.04572858
C3 =118557185
(6.23)
Those for the silicone oil are
y4 = 1.378
5 = 13040
(6.24)
The dispersion curves are plotted below
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Figure 6.20: Refractive index dispersion curves for silicone oil and SF-6 glass
Finally, the emission spectra data can be obtained from the online atomic spectra database of the 
NIST (National Institute of Standards and Technology). The data are a compilation of experimental 
results from multiple journals. The raw output is quite detailed, and for this work the output files 
were filtered to contain only wavelength and relative intensity. The relative intensity is arbitrary and 
not explicitly defined as absolute or perceptual. Furthermore, the data only contained emissions 
from allowable electron transitions, but included all possible ionic states. The test case is produced
91
below with the following emission spectra: White light, Hydrogen, Helium, Neon, Xenon, and 
Sodium. In the case of white light, each RGB channel was scaled separately since the relative 
intensities were assumed uniform, which is perceptually incorrect. The independent scaling 
produces similar results to applying an auto-levels operation in a photo manipulation package. The 
procedure for obtaining the images is exactly the same as with the monoehromatic case, the key 
difference here being that the refractive indices of the oil and glass are computed for each 
wavelength using the dispersion relationships above.
>• C ' tr
Figure 6.21: Polychromatic interference. Top to bottom: White light. Hydrogen, Helium, Neon, Xenon, and
Sodium emission
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Hydrogen, Xenon and Sodium diseharge lamps are indeed a viable solution for produeing elearly 
defined fringes. Helium and Neon emissions and broadband white light are less useful and produce 
a jumble of colours, but they may be employed with the addition of colour filters. Plotting the 
atomic spectra helps explain why the emissions from certain substances produce better fringes
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Figure 6.22: Relative intensities plots for test substances
Sodium has just two main peaks at 589.1582nm and 589.7558nm, the latter being half the intensity 
of the former. All the other wavelength emissions are dwarfed by these two, and their close 
proximity means that there is little smearing of the fringes (see Appendix §8.7). In practice, the 
existence of such a “doublet” suggests that perhaps in the monochromatic model a nominal 
wavelength of 589.3574nm would be a better choice than simply 589nm. Hydrogen and Xenon also 
have a similar trait, but the spread of their secondary peaks results in a smearing of the image in the 
ease of Xenon, and the feint introduction of some extra colours in the case of Hydrogen. Neon’s 
broad spectrum makes it an unsuitable candidate, likewise with Helium and white light.
There are plentiful other substances that could be tested in this manner, but suffice it to say that 
amongst the substances tested here. Sodium is clearly the superior candidate. Other lamps may be 
used with the addition of an optical colour filter in the appropriate wavelength range.
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6.3 Severe Reduction of Fringe Visibility by Substrate Back-Face 
Reflections, and its Remedy
6.3.1 Viewing from Above the Oil, and the Fringe Visibility Factor
In §6.2.7 the effects of higher order interference around the primary interfering rays was examined. 
Here the investigation is continued by analysing the effect of higher order interference that arises 
from the rays reflected off the substrate back-face. These rays of third order and above form their 
own separate interference pattern. A ray traced illustration up to third order of a single ray fired at 
the oil film under high magnification at early time is shown below
Ï Ï
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Figure 6.23: Single ray fired at the oil film under high magnification at early elapsed time revealing the 
intersection points of the higher order rays originating from multiple internal reflections in both the oil film and
the glass substrate
A new set of rays offset some horizontal distance from the rays responsible for the primary 
interference pattern is now evident. The magnitude of the offset depends on the thickness of the 
substrate and the incidence angle of the source ray. After sufficient elapsed time, these new rays 
converge onto the same line with a single intersection point in the same manner as the primary 
interference (similar to Figure 6.14), but remain offset. The rays in question are, from rightmost to 
leftmost with respect to emergence from the oil film surface: TTRTT, TRRTRTT, TTRTRRT, and 
the lone ray TTRRRTT. The rays originate from a combination of internal reflections within the oil
94
or glass or both. Inspection of the irradiances of these rays reveals an important fact that permits 
significant simplification of the problem -  the irradiance of those rays that emanate fi*om internal 
reflections off the oil film surface (i.e. the third order rays) are typically two orders of magnitude 
less than the irradianee of the primary interference rays. However the irradiance of the TTRTT ray 
(the second order ray reflected off the glass substrate back-face once only) is comparable to that of 
the primary rays. For the test case parameters of §6.2, the irradianee maximum of the third order 
interference pattern is about 354x lower than that of the primary pattern, whereas the irradianee of 
the lone TTRTT ray is just 1.15x lower. Furthermore the irradianee of the lone TTRRRTT ray is 
about 364x lower than the irradianee maxima of the primary pattern. This means that all rays of 
third order and above can be neglected and only the TTRTT ray need be considered. Using (3.16), 
the three-field interference equation is
/  = /j + /2 + /g + 2 1 ^ 1 2 1^ 121 1^2 y yj 1^^ 3 1X23]^^^As) (6.25)
where subscripts 1, 2, 3 denote the T, TRT and TTRTT rays respectively, and the OPLD term is 
lumped into the & term for brevity. Now, consider the effect of the spatial offset of the TTRTT ray
in relation to the R and TRT rays associated with it. The rays will not be brought together onto the 
same point on the image plane by the focussing optics but rather the TTRTT ray will coincide with 
another set or R and TRT rays that originated from a different source ray. Since the illumination 
source is incoherent, this means that the phase difference between the TTRTT ray and the un-related 
R and TRT rays will be rapidly and randomly varying and will on average cause the interference 
terms to become zero. Alternatively one may say that the degree of coherence between the rays is 
zero. This is generally true except for the case of normal viewing angle, where even the slope of the 
thin oil film may be insufficient to deflect the TTRTT ray enough to not coincide with the same 
CCD pixel as the R and TRT rays. A thicker substrate would help mitigate this, but in practiee 
achieving exactly zero degrees off the substrate normal may be difficult anyway. So this particular 
case shall be conveniently labelled as pathological. Therefore, due to the spatial separation of the 
two sets of rays and the incoherent nature of the source, the problem becomes one of incoherent 
superposition of the TTRTT ray and the interference pattern generated by the R and TR rays. (6.25) 
reduces to
I  = I^+ I 2 + I 2 + |/i21 cos ^ 2
and the visibility equation (3.18) becomes
(6.26)
For a given and 12, the fringe visibility is maximised by having 7^=0 (recall that irradianee is
always positive). Using (5.23), this optimisation criterion can be expressed in terms of amplitude 
coefficients
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Since the transmission coefficients are always non-zero, the only way the condition is satisfied is if
/;r..= 0  (6.27)
Retrospectively an obvious result -  optimisation by having no reflection off the substrate back-face! 
The question is how to do this in practice, and this is answered by writing out the appropriate 
Fresnel equation for each polarisation state as before. The contour plots, however, will be 
presenting a quantity called the ‘visibility factor’, , where
f  / , + / ;  _ /, + 4  _ 1 /g28'|
o' /j 4-/2 4-/3 1^ JTJ~2\7\2\ A + 4  + A 1 , T^TRTT
I r  4-
and d ' is the visibility excluding the effects of substrate back-face reflections (i.e. the results given 
in Chapter 5). This allows one to make a distinction between the fringe visibility resulting from 
selection of glass substrate refractive index alone and that including glass substrate back-face 
reflections. The ultimate fringe visibility can therefore be found by multiplying the visibility 
obtained from the appropriate equations in Chapter 5 with the appropriate fringe visibility factor 
obtained in this section, i.e. v = The factor in terms of amplitude coefficients is presented 
below. For perpendicular and parallel polarised light:
fo = : r r  (6.29)
2  ^ ' ^ t,tt ' ' ht,t ' h,i )
' i /  + (4
and for natural, un-polarised light:
 ^ I {t.M + + 4 , / )
  + 4(^ 2^^  2\
(4 ,1^ + ktl ) (4,1/  +
16
Since the visibility factor, when fully expanded using the Fresnel equations, has an extra term 
involving the conjunction of glass refractive index and substrate back-face external medium 
refractive index, it is no longer possible to present a complete parametric study using single 2D 
contour plots. Rather a series of slices presented in 3D would be necessary. To avoid an excess of 
information clouding out the salient points, all plots shall be presented with the glass refractive
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index fixed at its optimum from the analysis in Chapter 5. If required, the reader may use the 
equations presented in this seetion to produce visibility factors involving alternative combinations 
of refractive indices.
6.3.1.1 Perpendicular Polarised Light
Writing out (6.27) as the Fresnel equation (4.15) where all angles are subjeet to the parallel film 
approximation and are expressed in terms of 9i reveals the following condition
n„QOse„-n„,cos.e„,  ^
n„cose„+n,„cose„,
7 » / sin I), y  = A /  siné;.)" (6.31)
The fringe visibility is maximised by matching the refractive index of the glass substrate and the 
medium external to its back-face. Recalling the definition of refractive index and intrinsic
electromagnetic impedance for dielectric materials (» = and rj = respectively) the
above condition can also be expressed as
Vu, = % (6-32)
This provides a sound physical explanation for the optimisation condition:
The ultimate fringe visibility is maximised by matching the intrinsic electromagnetic impedances of 
the substrate and the medium in contact with the substrate back-face
When the impedances are matched, there is no reflection and all the incident EM energy is 
transmitted into the following medium.
6.3.1.2 Parallel Polarised Light
Similar to the above
="«COS0,„
{"n -  (», sin ^ i f ) -  (n, sin 0, f  =0  (6.33)
=  where a  = 1 -
The physically correct value is obtained from the positive inner square root, but at certain higher 
the negative root is also valid and the solution is multi-valued. The criterion breaks down when the
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argument of the inner square root is less than zero. The critieal angle at which this occurs represents 
the attainment of Brewster’s polarising angle somewhere in the system and is
= sin'
•J2>
(6.34)
i J
and only occurs if n. > n ^ J , i.e. if the medium above the oil is not air. Despite the complex
appearance of this criterion, the result is the same as for perpendicular polarised light, as the graphs 
in the summary section will show.
6.3.1.3 Natural Light
The criterion is
 ^ cos 6„ -  n,. cos Y f  n„ cos 9,, -  cos 6..+ = 0 (6.35)
Upon expansion, a sextic polynomial is obtained, and it is therefore necessary to solve the above 
criterion numerically. Despite this, the result is identical to that of perpendicular polarisation.
6.3.1.4 Optimisation Graphs and Summary
As in Chapter 5 the oil refractive index is set at 1.4 and the air refractive index at unity, but now the 
glass refractive index is fixed at its optimum of 1.979 and the bottomside external medium 
refractive index (that external to the glass back-face) is the variable in question.
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Figure 6.24: Optimum bottomside external medium refractive index as a function of viewing angle for all three 
polarisation states using the optimum glass refractive index, viewing from above the oil
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Figure 6.25; Contour plot of visibility factor as a function of bottomside external medium refractive index and 
viewing angle for perpendicular polarised light and optimum glass refractive index, viewing from above the oil
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Figure 6.26: Contour plot of visibility factor as a function of bottomside external medium refractive index and 
viewing angle for parallel polarised light and optimum glass refractive index, viewing from above the oil
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Figure 6.27: Contour plot of visibility factor as a function of bottomside external medium refractive index and 
viewing angle for natural (un-polarised) light and optimum glass refractive index, viewing from above the oil
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Figure 6.28: Contour plot of visibility factor as a function of bottomside external medium refractive index and
glass refractive index for natural light at normal viewing angle, above the oil
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The first graph reveals faet that matching the refractive indices is the optimal solution for all 
viewing angles, and that with parallel polarised light a multi-valued solution exists after an angle of 
63° The first three contour plots show that without any special treatment of the glass back-face, the 
visibility factor remains below 50% up to viewing angles approaching 65-70° for perpendicular and 
parallel polarised light. For parallel polarised light, an optimum appears around 63° as shown in the 
first graph. These angles are, from a practical point of view, on the high side and would require 
more serious perspective correction -  a potential source of errors. For all angles up to about 45°, the 
visibility factor increases almost linearly in a 1:1 fashion (particularly for natural light) with 
bottomside external medium refractive index, until it reaches a broad 95 -  100% band spanning a 
refractive index range of 1.76 -  2.22. The last contour plot shows how the visibility factor 
diminishes away from the optimum of matched refractive indices (a 45° line through the origin on 
that plot) for normal viewing angle only. Increasing the viewing angle causes the 95 -  100% 
visibility factor band to widen and also intercept the vertical axis above 1.0 and develop curvature. 
At the lower refractive indices, the falloff from optimum is most rapid. One might be tempted to 
conclude from this plot that the use of a glass substrate of lower refractive index would mitigate the 
baek-face reflection issue since a lower glass refractive index is naturally closer to that of air. 
However this would result in the primary interfering rays not being optimal (by not having matched 
irradiances, e.f. (5.21)) and actually this is far more detrimental to the ultimate fringe visibility.
At normal viewing angle with air between the glass back-face and the black absorber material, the 
visibility factor is down to 36.6% and a ray traced fringe pattern using the test case parameters of 
§6.2 looks as follows
Figure 6.29: Simulated interference pattern for the test case conditions, now including the incoherent 
superposition of the TTRTT rays, viewing from above the oil
The above may be compared with Figure 6.4 for an idea of the severity of the effect.
6.3.2 Viewing from Beneath the Oil
The procedure is similar to that when viewing from above the oil, except that in this ease the ray 
that causes the visibility drop is actually a first order ray -  that reflected straight off the glass back- 
face. An extra complication also arises in that as the refractive index of the bottomside external 
medium is increased above that of the external medium in contact with the topside of the oil film 
(i.e. air), there exists the possibility of total internal reflection (TIR) occurring at the oil-air 
interface, and this must be accounted for. On a more practical note, if the bottomside external 
medium refractive index is to be increased, this means that in the ease of viewing from beneath the 
oil, either the illumination source or camera must be embedded inside this medium of higher 
refractive index -  a problem which may be insurmountable. The ray traced illustration up to third 
order of a single ray fired at the glass back-face under high magnification at early time is now 
shown below
101
V V V
/
Figure 6.30: Single ray fired at the glass back-face under high magnification at early elapsed time revealing the 
intersection points of the higher order rays originating from multiple internal reflections in both the oil film and
the glass substrate
The third order rays are, from rightmost to leftmost with respect to emergence from the glass back- 
face: TRRRT, TTRTRRT, TRRTRTT, and the lone ray TRRRRRT. With hindsight from the case of 
viewing from above the oil, the irradiance of these rays is going to be negligibly small compared to 
the primary rays owing to their thrice repeated refleetion. However in this case the lone R ray is that 
which will cause visibility reduction by incoherent superposition. For the test case parameters of 
§6.2, the irradianee maximum of the third order interference pattern is about 370x lower than that of 
the primary pattern, whereas the irradianee of the R ray is actually 1.21x higher. Furthermore the 
irradiances of the TRRRT and TRRRRRT rays are about 1483x and 550118x lower than the 
irradianee maxima of the primary pattern. So just as with the ease of viewing from above the oil, 
rays of third order and above can be neglected. The problem is that of incoherent superposition of 
the R ray and the interference pattern generated by the TRT and TTRTT rays. The ultimate fringe 
visibility is given by (6.26) with 1 , 2 , 3  now corresponding to the TRT, TTRTT, and R rays 
respectively. The optimisation criterion is therefore simply
^  = 0 
L
05J6)
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No reflection off the substrate back-face as before. Note that the substrate back-face is now the 
front-face with respect to the source ray, and so care must be taken to be consistent the with media 
subscripts. Whereas ttt denoted the bottomside external medium refractive index, this is now 
denoted by subscript /, the substrate t instead of tt and the oil tt instead of t.
The visibility factor is now
fv ~
1 +
^TR T ^TTRTT
which for perpendicular and parallel polarised light is explicitly:
fv ~
1
1 + n,t
{tu, ■ • t,.! ) + {tu, ■ • t„., ■ ‘,.1
(6.37)
and for natural, un-polarised light:
fo^ S ~
16 (vii'
1 +
(6.38)
6.3.2.1 Perpendicular Polarised Light
The criterion (6.36) written as a Fresnel equation is easily solved for the bottomside external 
medium refractive index and yields an equivalent solution to that for viewing from above the oil -  
optimisation by matching of refractive indices and thereby intrinsic electromagnetic impedances
n^ cos 0^  = », cos (9,
rii = », or 77, = 77,
6.3.2.2 Parallel Polarised Light
As before, this case yields a biquadratic equation in », and is easily solved
77, cos 0^  = n. cos 0^
(6.39)
7 7 /  s i n ^  0  ^ -  7 7 / 7 7 /  +  7 7 /  c o s ^  0  ^ =  02 „  2 , „  4 ____ 2
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n, = n.
1 ± y 1 -  (2 COS sin 6. )' 
2 sin  ^0,
(6.40)
The negative inner root provides the physically correct value (except at = 0 where the limit must
be taken), but the positive root is also simultaneously valid over a small region around a critical 
angle where the argument of the inner root becomes zero. The extent of this region is limited by the 
occurrence of TIR at the glass-oil interface. The critical angle turns out to be exactly 45°. This is the 
point at which the solutions cross.
6.3.2.3 Natural Light
The criterion is
(  C O S  6, -  n, cos 6, V ( n, cos 6- -  n, cos 6, ^
 ^ cos 9. + M. cos 6* j
+ (6.41)
and again upon expansion yields a sextic polynomial requiring numerical solution at each 9i. 
However the result is again identical to that of perpendicular polarisation.
6.3.2.4 Optimisation Graphs and Summary
As before, the oil refractive index is set at 1.4 and the air refractive index at unity, but now the glass 
refractive index is fixed at its optimum of 1.942 (rather than 1.979 as it is when viewing from above 
the oil) and the bottomside external medium refractive index again is the variable in question.
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Figure 6.31: Optimum bottomside external medium refractive index as a function of viewing angle for all three 
polarisation states using the optimum glass refractive index, viewing from beneath the oil
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Figure 6.32: Contour plot of visibility factor as a function of bottomside external medium refractive index and 
viewing angle for perpendicular polarised light and optimum glass refractive index, viewing from beneath the oil
Visibility factor
- 0.90
- 0.85
- 0.80
- 0.70
- 0.60
- 0.55
- 0.50
- 0.45
- 0.40
- 0.35
- 0.30
- 0.20
- 0.15
- 0.10
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90
Viewing angle (deg.)
Figure 6.33: Contour plot of visibility factor as a function of bottomside external medium refractive index and 
viewing angle for parallel polarised light and optimum glass refractive index, viewing from beneath the oil
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Figure 6.34: Contour plot of visibility factor as a function of bottomside external medium refractive index and 
viewing angle for natural (un-polarised) light and optimum glass refractive index, viewing from beneath the oil
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Figure 6.35: Contour plot of visibility factor as a function of bottomside external medium refractive index and
glass refractive index for natural light at normal viewing angle, from beneath the oil
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Inspecting the first graph, the optimisation criterion cannot be satisfied beyond 46.13° due to TIR at 
the glass-oil interface except if the light is parallel polarised. With parallel polarised light the 
criterion is actually satisfied with air at a viewing angle of about 62.75 degrees. The subsequent 
eontour plots reveal how the visibility faetor falls off away from the optimum. In this ease there are 
two discontinuities eaused by TIR, firstly at the oil-air interface and then at the glass-oil interface. 
Since the latter prevents any light from entering the oil, there can be no interference fringes and so 
the visibility factor is effectively zero (grey region). However when TIR occurs at the oil-air 
interfaee, the visibility faetor is actually increased beeause the increased irradianee of the resulting 
TTRTT ray is better matehed to that of the TRT ray. The last eontour plot is qualitatively similar to 
its eounterpart for viewing from above the oil, except that at sufficiently high viewing angles TIR 
oecurs and diseontinuities appear.
Explieitly, the eritieal viewing angle after whieh TIR oecurs at the oil-air interface is given by
6 . sin
J
(6.42)
and that after whieh TIR oecurs at the glass-oil interface is
^  i _ T l R  
t , t t
-1 (6.43)
Thus TIR only occurs when n. > »,,, or n. > . The TIR boundary in the relevant contour plots is
therefore an inverse sine curve, as shown below for the two interfaces.
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Figure 6.36: TIR bounding cui*ves as a function of viewing angle and bottomside external medium refractive
index.
At normal viewing angle with the glass back-faee immersed in air, the visibility faetor is now down 
to 29.3% compared to 36.6% when viewing from above the oil, and a ray traced fringe pattern using 
the test ease parameters of §6.2 looks as follows
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Figure 6.37: Simulated interference pattern for the test case conditions, now including the incoherent 
superposition of the R ray, viewing from beneath the oil.
D espite the visib ility  factor augm entation offered by TIR at the oil-air interface, the practicability o f  
realising a setup w ith any m edium  other than air behind the substrate is questionable.
6.3.3 Complete Polar Variation of Fringe Visibility Factor with Substrate Back- 
Face External Medium Refractive Index and Polarisation State
These plots com plem ent those in §5.3 in that in order to obtain the u l t i m a t e  fringe v isib ility  it is 
necessary to m ultiply the v isib ility  obtained from the appropriate plot in §5.3 by the corresponding  
fringe visib ility  factor in this section. S ince the glass refractive index is now  also a variable, for 
brevity on ly  the plots detailing the case o f  optim um  glass refractive index are shown. A s before, the 
refractive indices for air, oil, and optimum glass are 1.0, 1.4 and 1.9605 respectively, but here the 
worst case is show n in bold black rather than the best case.
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Figure 6.38: Polar variation of fringe visibility factor for optimum glass and perpendicular polarised light
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Figure 6.39: Polar variation of fringe visibility factor for optimum glass and parallel polarised light
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Figure 6.40: Polar variation of fringe visibility factor for optimum glass and natural (un-polarised) light
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6.3.4 Complete Polar Variation of Ultimate Fringe Visibility with Substrate 
Refractive Index and Polarisation State
The plots in this section  show  the variation o f  ultim ate fringe v isib ility  w ith  glass refractive index  
w hile keeping the bottom side external m edium  refractive index fixed  at unity. This represents the 
w o r s t  case scenario. The sam e set o f  g lass refractive indices used  in the plots o f  §5.3 are used here 
for com parison. N ote also the change in the radial scale o f  the plots, and that the plot for parallel 
polarised light is clipped (w ith the clipped regions extending all the w ay out to unity).
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Figure 6.41: Polar variation of ultimate fringe visibility for unity bottomside external medium refractive index
and perpendicular polarised light
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Figure 6.42: Polar variation of ultimate fringe visibility for unity bottomside external medium refractive index
and parallel polarised light
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Figure 6.43: Polar variation of ultimate fringe visibility for unity bottomside external medium refractive index
and natural (un-polarised) light
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6.4 Experimental Observation of Fringe Visibility Reduction
An interferometer was constructed for the purpose of carrying out two simple experiments to check 
the predictions made in theory in the last section. The interferometer was based on the beam-splitter 
described in §5.1.4 such that normal viewing angle was possible. It consisted of an all plywood 
construction with a 150x150mm viewport and a 35W Osram low-pressure sodium lamp (SOX) for 
monochromatic illumination. The substrate was a 100x100x8mm RD50 radiation shielding glass 
test sample from Schott AG Optics (n=1.79). Two different media were tested at the back-faee of 
the glass, namely air and pure water, both of which have known refractive indices (air is about 
unity, water is 1.33). The water was triple distilled and de-ionized. A small, watertight pouch made 
of matte black plastic was fixed to the underside of the glass whieh acted as both media container 
and light absorber plate. Furthermore, half of the glass back-face was sprayed with three coats of 
matte black automotive paint and half left clear. Although paint is not a perfect dielectric and so 
cannot be modelled in the framework of this report, it nonetheless proved to be an excellent and 
simple way to mitigate the problem of visibility reduction by displacing all air away from the glass 
back-face and also acting as a uniform absorber. Of course the drawback is that viewing from 
beneath the oil is no longer possible. The light box with access covers removed is annotated below.
Power 
electronics
35W low- 
pressure 
Sodium lamp
Lamp support to 
reduce bending 
moment on socket
Tracing paper 
source diffuser
45° Glass 
beam splitter 
(automotive 
grade, n=1.5)
Camera
viewport
Àm
45° Mirror
Beam splitter 
transmission 
absorption 
chamber
Figure 6.44: The light box
The drawback of this design is that the source light is not collimated, and this means that a true 
comparison with the theory whieh assumes collimated rays is not possible. The tracing paper 
diffuses the image of the lamp which would otherwise be superimposed on the image of the 
interference fringes. Since even matte black paint is not perfectly absorptive, the angled front end 
results in less light being scattered back to the rear end of the beam splitter and onto the mirror.
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Ideally the mirror would be a first-surface type, but the cheap acrylic and stainless steel mirrors that 
were tried were not perfectly flat and so a standard glass tile mirror was used. Fortunately the 
reflection off the glass front of the mirror is negligible in intensity. From the theory in §5.1.4 it 
becomes evident that this setup is actually rather inefficient, with a 45° beam splitter of refi-active 
index about 1.5 under natural light having a transmitted irradianee coefficient (back from the oil 
film, e.f. Figure 5.14) of about 4.5%. Hence the choice of a 35W (4700 lumens) lamp to 
compensate for this.
The power electronics consisted of an appropriately rated ignitor and electromagnetic choke ballast 
by Philips Lighting, as well as a 600mA surge protection fuse (for when the bulb fails) and a lOOnF 
capacitor across the live and neutral terminals for RFI suppression and power factor correction due 
to the presence of a choke (Linsley 2005). Photo and circuit diagram below.
Ignitor
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socket
Ballast
Surge
fuse
Mains socket 
andX 
capacitor
h ; wn??!
Q
0Ë0 200 ZE16nssexssa
600mA
L o-
N o-
lOOnF
B
I
B = Ballast 
I = Ignitor
Figure 6.45: Power electronics photo and circuit diagram
Finally the glass substrate and pouch:
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The substrate was cleaned with surfactant and microfiber cloth and the silicone oil applied in 
successive droplets and allowed to spread over the entire surface. Since no quantitative 
measurements of shear stress or viscosity were going to be made, the control of initial conditions 
was not paramount. The glass was then positioned vertically such that the oil film drained freely 
under gravity (as done to determine the viscosity of the oil, e.f. Nathan 2008). After about forty 
minutes, the first photograph was taken, then the pouch was filled with pure water and a subsequent 
photograph taken. The aperture and exposure time of each photograph was not identical but 
determined automatically by the camera -  perhaps unfortunate since this further prevents proper 
comparison between the two cases. The images presented below are as they appear directly from the 
camera. The visibility computed from an average luminance (using (8.20)) over four random 
regions covering at least three fringes is displayed above each half of the glass, the left half having 
its back face painted matte black and the right half in contact with whatever medium fills the pouch.
u -  0.546 u = 0.145
 ^VV-- "a: ' '
i  -g -■ ■ V-ï Jfi- ■»
Figure 6.46: Pouch filled with air
V = 0.479 V = 0.327
Figure 6.47: Pouch filled with pure water
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The blotchy disturbances are caused by minute dust particles landing on the surface of the oil film 
and by dust that may have remained on the glass substrate after cleaning. The downstream 
persistence of the disturbance depends on the size and hydrodynamic slenderness of the particle and 
is clearly undesirable. Evidently the visibility is affected by the camera aperture and exposure time 
settings. Although the values were not recorded, the latter image likely had a larger aperture and/or 
longer exposure time due to the average intensity being lower over the substrate (unlike the first 
image which had a much brighter right half), and thus the left half appears brighter, even though the 
setup is physically unchanged on that side. This is perhaps a case for further study. Regarding 
colour perception, the above images appear far more orange than when observed with the naked 
eye. In fact the colour of the ray traced firinges better represents the actual observed colour. It has 
also been this author’s observation that the fi-inges are better contrasted and ‘crisper’ when seen by 
eye than in digital photographs taken with the available lab camera, a Canon PowerShot G6. This of 
course suggests that a high quality camera with good optics and control is essential.
If the matte black paint happened to have matching intrinsic electromagnetic impedance to that of 
the glass, then the visibility of both left halves would be theoretically 94.5%. For the right halves, 
the air case would be 34.3% and the water case would be 64.1%. Clearly the actual values are well 
below the predicted values, being 14.5% and 32.7% respectively. There is no real point in 
comparing numbers since there is no absolute baseline firom which to work. Even assuming a 
simple linear factor to correct the visibility of one image based on the lefi; halves (which would 
ideally have been identical) results in the measured visibility improvement going from air to water 
being 2.57x (2.26x without correction) compared to the theoretieal 1.87x. Note also that the degree 
of coherence of the light is not known, and was implicitly assumed to be unity. This may not be the 
case and the low visibilities might also be caused by this assumption being false.
The positive result is that qualitatively the trend appears correct -  increasing the refractive index of 
the medium in contact with the glass substrate back-face does improve the fringe visibility. Also by 
observing the continuity of the fringes crossing the paint line it is clear that the back-face reflections 
do not alter the phase of the returning light. Therefore the assumption that the effect is one of 
incoherent superposition has been experimentally justified.
The low fringe visibility is not actually a problem when it comes to analysis. The contrast is 
obviously still sufficient to easily distinguish the fringes. In the Appendix §8.6 some basic image 
processing techniques are discussed which demonstrate that in fact fringe patterns such as the above 
can have their visibility massively improved.
Inspection of the fringes in either image reveals that those fringes that are further downstream 
appear to have a more frosty/blocky texture than those further upstream. This is likely due to a 
consistent imperfection in the surface finish of the glass substrate (which was, admittedly, a free 
sample). The fact that the effect worsens with fringe number, and thereby film thickness, implicates 
surface roughness as the culprit as in Figure 6.12 (although this is an extreme case for illustrative 
purposes, the first few fringes are qualitatively similar to the observation made here).
A high-tech solution to this problem that would also continue to allow viewing from behind the oil 
would be to have an anti-reflection coating on the substrate back-face. The anti-reflection coating 
does not eliminate reflection by impedance matching but by destructive interference of the reflected 
ray with its incident ray. It is typically a quarter wavelength thick with a refractive index about 
equal to the square root of that of the substrate in air. One limitation of the coating is that it only 
functions optimally at normal incidence. Such a solution is only really economical for small 
substrates.
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6.5 Inverse Methods -  Obtaining the Shear Stress from a Simulated 
image
Indeed, it would be possible to fill out an entire report with test cases for all the combinations of 
shear stress and pressure gradient and their gradients that are of interest in practice. However, a 
simple test with shear stress plus adverse shear gradient should suffice to expound the methodology 
as well as reveal any rules of thumb and / or consistent errors that may require corrective action. 
The advantage of now having a framework for simulating interferenee patterns is that, unlike in 
reality, one has an analytically specified shear stress with which to compare results and determine 
errors.
In reality, the nature of the shear stress distribution is usually unknown a-priori (except for 
specifically designed experimental setups), and so it may not be appropriate to assume a specific 
variation and then fit the experimental data to this variation by means of a non-linear regression 
method (such as Gauss-Newton). The equation and non self-similar solution for the profile of an oil 
film under a shear stress with gradient is
dh rh dh d r  .
dt jj, dx 2ju dx
h{x, t)  =
(6.44)
1+ —
A 1
y— —^ d X
N T  j  VT
Tanner (1975) inverted the self-similar version of the equation (i.e. with Hq = oo ) to solve for shear 
stress. The non self-similar equation was inverted in Nathan (2008) and is
2juf hr(x )  = ^  1 - ^
th^
h
V A '
V ^0 y
dx (6.45)
For this test, a simple linear variation of shear stress T = k^x + T^  shall be used. With this linear 
variation, the equation for the film height beeomes
1
1
r
K \
1+ —
(6.46)
The separation position is given by x^^p = ~ r jk ^  . In order for the ray tracer to work with this film
profile, the substitution of (6.9) must be used in (6.46) to obtain the ray-curve intersection 
parameter 5. This eventually results in a rather cumbersome cubic equation
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a = 2 / /
b = k j [ k d  + 2a) + a" 
c = 4ju[kd + a) 
d = tQt(kd + 2a)
(6.47)
B = V^  [b[P ,J ,  + 2 P o /.) -c V ^ + d V ; \
C = +2i>,F^) + 2rfK j-c(P„,F^ + P „ / , )  + V F , -Apir.tV^
D  = Puy V  {bP„^  -c'^ + dPg^-
As^ + Bs^ + Cs + Z) — 0
The real roots of this cubic can be found by an adaptation of the original method of Niccolo 
Tartaglia (published by Gerolamo Cardano in 1545) found in Lengyel pp. 135 — 138
1. Divide all the coeffieients by A to get + B's^ + + D ' = 0
2. Set
p - 4 f ^ - c ' l  ,
m
31 3
= - — B ' ^ + - { B 'C ' - W )  r = p^+ q  
27 6
^ = Ac0S  ^
3
3. The roots depend on the value of r  and are
r <0
= 2m cos
P
2;r^
B'5, = 2m cos 9 -----
 ^ 3
r_  2;r^ R's. = 2m cos 9 -\-— -----
’ I  3 J 3
r = 0
- B'
Ï B ’ 
~ Y
3^ = $2
> oj^ i ={q + ^ y  + { q - y f r y  - y
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The root that has the smallest positive value is used. Finally, for obtaining the reflection and 
refraction vectors the surface normal vector is required and is found by inserting the slope given 
below into (6.8)
dh
6% 2//
(6.48)
x + Tq - J T q
For this test, the following parameters are used:
Air refractive index =1.0 
Oil refractive index =1.4 
Glass refractive index = 1.979 
20° incidence angle 
Wavelength = 589.36nm 
Un-polarised light 
Degree of coherence =1.0 
Tq = l.OPa
= -7.5 Pa/m
Dynamic viscosity 0.0964 Pa.s 
Density 964 kg/m^ 
time = 3600s 
Glass length = 100mm
The shear gradient was chosen such that at x=100mm the shear stress is one quarter of its value at 
x=0. The fringes produced by the ray tracer are shown below, and as predicted by (5.12) they 
converge in the downstream direction indicating the concave curvature of the film under the adverse 
shear stress gradient.
Figure 6.48: Interference fringes for the adverse shear stress gradient test case
6.5.1 The Method
Since the image is ideal in nature, one might be tempted to write algorithms such as windowed 
autocorrelation with sub-pixel interpolation or something similar to automatically detect the fringes. 
However, in the real world, the image is often perturbed by dust and natural 3D variations of the 
flow field. Experience has shown that there is no better substitute than the human for performing 
the task of marking the fringes. This is because the human possesses intuition about the nature of 
the problem and can better determine whether a feature is caused by perturbation by dust or is 
genuine and is therefore able to apply some intelligence and gloss over any defects. Furthermore, 
the case of adverse shear gradient has its own specific difficulty with respect to the windowed
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autocorrelation technique since the window size best suited near the leading edge becomes too large 
near the trailing edge and the spatial resolution is unacceptably low. Ultimately, the determination 
of the appropriate window sizes is best judged by a human, and with this in mind one might as well 
just mark the fringes manually in the first place. The software written for this task features the 
essential ability to pan and zoom the image as well as to increment the markers by any precision 
required. The zoom feature uses bilinear interpolation to re-sample the image (see Appendix for 
derivation).
Height Map Construction
Load Image
Load Parameters
Modus Operand!
O Get scale factor
100
Actual length 
O Rotate image (ccw)
□  Flip y 
O Set datum line
64 pix
0  Mark fringes
589.36 nm 1.0
20.0 ° n2 1.4
Data for selected point
32 510.02l[xl
32 : 510.0:
Grid/Line Settings 
Res. Thick.
32 col.
Save Data
Figure 6.49: Screenshot of the specifically developed software
The procedure goes as follows:
1. A line is drawn over a feature of known dimension contained in the image, and its physical 
size is manually input. This gives the conversion factor from pixels to physical units 
(metres)
2. The image may also be rotated if necessary. This is to align the fringes with the vertieal 
direction and thereby minimise aliasing of the maker lines, as well as eliminate the need to 
interpolate the pixel array
3. The fringes are marked by assessing the position of maximum brightness or darkness as 
appropriate and placing a marker line at that position. It may be adjusted incrementally 
afterwards if necessary. Each fringe marker is tagged with the fringe number (m in (5.18) 
and m + Y in (5.19)). Fringes may be skipped if necessary. Tests have revealed that better
results may be obtained if the user sits at an arm’s distance from the screen, and that the 
room lights are off to improve the eontrast and reduce reflection glare.
4. Using the experimental parameters of wavelength, incidence angle and the refractive indices 
of the oil and air, a file is output containing the position of the marked fringes in physieal
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units and the associated heights. The heights are calculated using the method of (5.18) and 
(5.19). All further calculations are performed manually in a spreadsheet as this author 
believes that there is great merit in seeing the intermediate steps of a calculation rather than 
having it all done by ‘black-box’ software.
This test is also useful in assessing the impact of human error in the overall scheme. In order for 
this to be a worst-case analysis, the above procedure is carried out only once without making any a- 
posteriori corrections. In reality, the fringe marking procedure ought to be carried out several times 
and the resultant height maps averaged.
The most crucial part of the entire process is ensuring that the integral in (6.45) is done as 
accurately as possible. There are two approaches to this problem:
1. Fit a curve to the discrete height data and carry out the integration analytically using the 
equation of the fitted curve.
or
2. Carry out the integration numerically
Method 1: If the initial thickness is being considered in the result, then it is usually the case that 
method 1 becomes impossible since the lowest order polynomial forced through zero at the leading 
edge (to be consistent with the solution of (6.44) which says that /z(0,^) = 0) that gives a decent fit 
is usually a quartic or above. The integral in (6.45) is thus impossible. If self-similarity is assumed, 
then the integral becomes quite trivial and method 1 is well suited.
Method 2: Produces excellent results when a numerical scheme of at least second order is used as 
the simple trapezium rule produces excessive scatter and truncation error. For this test case, the 
integration is carried out by fitting a second order interpolating polynomial of Newton’s form to a 
stencil of three points allowing for un-equal spacing between them and integrating the segment 
immediately behind the current point of interest. The derivation and details of this method are 
shown in the Appendix. Such an approach is necessary in order to have point-by-point resolution in 
the shear stress rather than every second point. It was found to give better results than linearly 
interpolating between the shear stresses obtained at every second point.
Once the shear stresses are found at each fringe position, a curve of choice can then be fitted 
through them and the parameters of shear gradient and initial stress can be extracted.
After the shear stress gradient is made available in this way, it is actually possible to obtain the 
velocity variation at the film surface in a very simple manner, without the need to have two images 
separated in time and cross-correlated. This is developed later.
Finally, since the true variation of the shear stress is known, the method of non-linear regression, 
NLR, (see Appendix for derivation) is used to obtain the parameters. This allows a direct 
assessment of the source of the errors -  namely a breakdown between the errors introduced by the 
human marking the fringes, and the numerical errors in carrying out the integration in (6.45).
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6.5.2 The Results
The oil film profile obtained by manual marking of the fringes is shown below along with the curve 
of the exact profile, followed by the relative errors of each point.
7.0E-06  exact
o from fringes
6.0E-06 -
5.0E-06
4.0E-06 -
3.0E-06
2.0E-06 -
1 .OE-06
O.OB-00
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x ( m )
Figure 6.50: Oil film profile obtained from the fringes, along with the exact solution
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Figure 6.51: Relative error of the heights obtained from the fringes compared to the exact solution
It is interesting to observe the existence of a nearly constant offset of around 0.2% superimposed 
with the random fluctuations associated with the human error in judgement. The greatest error 
appears to have occurred at the first dark fringe and the consequence of this is actually quite 
important as will be seen. Next, the shear stress distribution along with the exact solution and the 
relative errors
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Figure 6.52: Shear stress distribution obtained from the fringes, along with the exact solution
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Figure 6.53: Relative error of the shear stresses obtained from the fringes compared to the exact solution
The agreement instils confidence in the validity of the methodology. The errors appear to almost 
exactly mirror the errors in the height values. This confirms the (perhaps obvious) fact that any 
errors in derived results are directly related to the errors in the fringe marking procedure. However, 
it is also important to note how the errors near the leading edge are quite larger. Statistically, the 
mean error is 0.2% with a standard deviation of 0.27%.
Now, it is worth mentioning the treatment of the shear stress at x=0. Evaluating (6.45) at this point 
with the faet that h{0,t) = 0 implies that the shear stress at the leading edge is undefined (0 /0 ) .  
This situation is rectified by taking the limit of (6.45) as % tends to zero using L’HôpitaTs rule twice 
to give the leading edge asymptote
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lim T =
.Y-^ O g/z
(6.49)
where the slope is found using the derivative of the quadratic interpolating polynomial of Newton’s 
form applied to the first three points at the leading edge. Of course, any errors in the first three 
height values near the leading edge will directly affect the slope and thereby the initial shear stress. 
This is indeed the case here. Localising the derivative to the first two points instead of three by 
using a first order finite difference produces no better results. Due to the nature of the integral, these 
large errors near the leading edge do not propagate significantly downstream. It is therefore 
recommended not to obtain by using (6.49) but rather from the parameters of the fitted curve to 
the shear stress data. It is further recommended to omit the first two points near the leading edge 
when fitting the curve.
If the initial thickness is not known then the best one can do is assume self-similarity by setting 
h^^-co. The relative errors between the shear stresses obtained under this assumption and those
obtained without the assumption are shown below
2.5 T
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Figure 6.54: Relative errors between the shear stresses obtained with and without the assumption of self­
similarity
The graph above indicates that the shear stress values gradually drift apart, with those values 
obtained under the assumption of self-similarity being o v e r - e s t i m a t e d .  At the trailing edge the errors 
have grown to just over 2% -  not negligible. This is an important result since it is often the case that 
the initial thickness is not known.
S h e a r  s t r e s s e s  o b t a i n e d  u n d e r  t h e  a s s u m p t i o n  o f  s e l f - s i m i l a r i t y  w i l l  b e  s l i g h t l y  o v e r - e s t i m a t e d .  T h e  
d e g r e e  o f  o v e r - e s t i m a t i o n  i n c r e a s e s  w i t h  d i s t a n c e  a f t  o f  t h e  l e a d i n g  e d g e .
The recommendations thus far can be summarised as follows:
Be as accurate as possible in marking the first three fringes
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• To mitigate errors, omit the first two data points when fitting a curve to the shear stress 
distribution
• Extract from the fitted curve rather than from the asymptotic equation (6.49)
• Try to have a value of the initial thickness. Even a decent estimate is better than assuming 
self-similarity. However the estimate should always be on the high side to be safe. This is 
because an underestimate has a far larger (detrimental) effect on the results than an 
overestimate of equivalent magnitude.
An additional problem that manifests itself in reality is the difficulty in determining where the 
leading edge actually is. Assuming that it has not been eroded by evaporation (which may happen 
for very low viscosity oils), then because it is half a bright fringe, it can sometimes be hard to 
distinguish against the background illumination. A way around this problem is to fit a curve to the 
obtained height data without forcing it through the origin, and then shift all the points by a fixed 
amount in x until the curve naturally goes through the origin. This has proven quite sufficient in 
practice, for example during calibration of the oil viscosity from the interference fringes (see 
Nathan (2008)), where the viscosity was known beforehand. Of course a far better approach would 
be to photograph the oil film immediately after the external flow is activated and thereby have a 
clear picture of the leading edge location.
The results and errors for the obtained values of k and r. are summarised in the table below:
Table 6.1: Summary of results
K
(Pa.m')
rel. err 
(%)
k
(Pa)
rel. err 
(%)
ho
(mm)
Exact values -7.5000 1.0000 0.5000
No assumptions -7.4730 -0.3617 0.9988 -0.1160 0.5000
Assume self-similarity -7.4235 -1.0308 0.9995 -0.0545 00
Non-linear regression -7.5137 0.1820 1.0013 0.1349 0.4202
The improvement of under the assumption of self-similarity is purely by chance, and in line with
(6.49) the initial thickness should have no effect on this value. However, the effect of this 
assumption on the shear gradient is significant and almost triples the error. The results from NLR, in 
which no numerical integration is performed, reveal that the human-induced error for the shear 
stress gradient in this simulated experiment amounts to just 0.18%. Comparing this value with the 
value obtained under no assumptions suggests an almost 50/50 split between the errors associated 
with marking the fringes and those associated with the numerical integration. Of course, this could 
be a chance occurrence in this test case only, but is nonetheless noteworthy. To appears quite 
insensitive to the method employed. The value of hg obtained from NLR is 16% out, however its 
use in the previous methods causes a small reduction of errors. Clamping it to 0.5mm has very little 
effect on the outcome of the NLR values.
Now that the shear gradient is known, it may be used to obtain the surface speed of the oil film. In a 
Lagrangian sense, the horizontal velocity magnitude [/ of a point on the surface of the oil film is 
given simply by
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U = dx
dt
(6.50)
By taking the appropriate derivatives of the general solution in (6.44) and carefully factorising the 
intermediate steps, it turns out that the above can be expressed most elegantly in terms of //, h, t and 
dtjdx  alone
dh
~dt
dh
dx
h -----
V h0 y
!£___ 1 dr
\r th  2t dx.
(6 51)
: .U  =
rh
th dr
IjLi dx
Alternatively, an expression for U may be derived in a much quicker fashion by simply solving the 
governing equation (6.44) for dhldt and then dividing by dh/dx and removing the minus sign to get
Ÿ  dr  
2ju dx 
dh 
dx
(6.52)
The form of (6.51) is preferable in practice since it does not require the evaluation of the slope, 
which may be done using the interpolating polynomial method, but is unacceptably noisy (a typical 
issue with numerical derivatives). An interesting relationship between the film slope and the shear 
stress gradient can be obtained by dividing (6.51) by (6.52)
dh
dx
ju h dz
zt 2t dx
(&53)
This shows that an adverse shear gradient acts to increase the slope, and that a second derivative of 
h (i.e. curvature) exists only in the presence of a shear gradient.
A  plot of the surface speed obtained from the fringes as well as from the exact solution is shown 
below, followed by a plot of the relative errors
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Figure 6.55: Horizontal surface speed obtained from fringes and from exact solution
Under an adverse shear gradient, the speed reaches a maximum and then drops off towards zero at 
the separation position, in this case 2 i i x ^ 0 . 1 3 3 .
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Figure 6.56: Relative error of the surface speeds obtained from the fringes compared to the exact solution
The errors quantitatively confirm the good agreement of data in Figure 6.55.
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7 CONCLUSION
Although another report of similar magnitude could be compiled for the purpose of analysing the 
huge variety of different eases that may present themselves in reality, the test case in the last section 
is probably the most interesting and important case to analyse and contains a lot of the difficulties 
and error sources that one would encounter in a real experiment. Using the optimisation graphs of 
chapter 5 along with the analysis methodology of chapter 6, the experimenter with clean facilities 
ought to be able to produce highly contrasted fringes and extract the desired parameters to within 
1%. Of course, there will be additional sources of errors from the experiment, the largest being the 
variation of viscosity caused by any small change in temperature, as well as errors in the viewing 
angle, timing, and refractive indices (although these will be negligible). This ultimately means that 
the final values of the parameters of interest will probably have a 2% error margin.
The key points of this report can be summarised in bullet form:
• The interferometer substrate must be a perfect dielectric for the laws of reflection and 
refraction used in deriving this technique to be valid
• In order to comply with the geometric optics used in deriving the equations, the substrate 
must be polished to a mirror finish and have a curvature radius much greater than the 
wavelength of light being used. A flat substrate is preferable and dramatically simplifies the 
imaging since no curvilinear projection transformations are required
• The light source must be monochromatic (either by nature or made so by using a colour 
filter)
• The camera may be placed above or below the substrate without any change to the analysis 
equations
• A beam splitter arrangement may be used for viewing normally to the substrate without 
camera shadow
• The fringe visibility can be optimised by appropriate selection of the substrate refractive 
index, the polarisation state of the light, and the viewing angle
• The fringe visibility can be further significantly improved by having a medium of matching 
intrinsic electromagnetic impedance in contact with the back-faee of the substrate. The most 
practical compromise would be the application of matte black paint to the baek-faee, at the 
expense of being able to view from below the substrate.
• The parallel film approximation is generally valid once the fringes become visible
• Errors are always at their smallest when viewing normally to the substrate
• Higher order internal reflections slightly reduce the maximum attainable visibility, but have 
negligible effect on the primary interference pattern
• It is essential that the first three fringes be marked as accurately as possible
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• Having a value for the initial thickness either from an actual measurement or from a 
theoretical estimate is advantageous in mitigating errors
• Either a curve fitting method or a second order or higher numerical integration scheme must 
be used when calculating the desired flow parameters
• The flow parameters should be obtained from the coefficients of a fitted curve rather than 
directly from each point, and this curve should omit the first two data points nearest the 
leading edge (fringes m=0 and m=0.5)
• If desired, the surface speed of the oil film can also be calculated after the unknown 
parameters have been obtained
• The errors caused by manual marking of the fringes are comparable in magnitude to those 
caused by the numerical integration using a second order scheme and possess a random 
nature.
• Methods for removing image perspective and correcting for camera lens distortion are also 
outlined and derived in the Appendix §8.3.
• Simple software post-processing of raw images can significantly improve fringe visibility, 
permitting the use of sub-optimal glass refractive index and back-faee treatment. See 
Appendix §8.6 for details.
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8 APPENDIX
8.1 Derivation of 2"^  Order Numerical Integration Scheme for Unevenly 
Spaced Data
There are several approaches to tackling this problem involving the use of either a Taylor series 
expansion, or interpolating polynomials of Lagrange or Newton form. The latter shall be used here 
as it is computationally more efficient. The equation of a univariate interpolating polynomial in 
Newton’s form, N(x), is a special case of the theorem of generalised differences and is given by
JV(x) = X [ ^ . . . . , f t , ] n ( x - x , )  (8.1)
j = Q  (=0
where, for example, denotes the divided difference of hi and ho. For the 2^ ^^  order scheme,
this construction process for the divided differences can be visualised as follows
X .  4  (8.2)
X2 Xq
h i -  hi 
X o  - X ,
Substituting the above into (8.1) as appropriate gives the explicit result
J72 — hi hi — h(i
N{x) = h^  +—— — (x-Xq)-!-—— —— —— — (x -X o ) (x -x J  (8.3)
The integral over the three point stencil is
^2 -, /
j7V(x)<ix = —(x2 -Xq) 6h(i+3 —— —l(x 2 -%o)+ ~ — — — ( 2 X2 - 3x^  + x^)
6 I Xj — Xq J y X2 — Xj Xj — Xq y
(8.4)
For evenly spaced data, the above reduces to the well-known Simpson’s l/3f^ rule. In line with the 
discussion in chapter 6, data at every point rather than every other point can be obtained as follows:
When the active point (the x position at which the shear stress is being calculated) is in the middle 
of the stencil, only integrate over the segment immediately behind it (i.e. between xo and xy), adding 
the value of any previous integral, of course
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When the active point is at the end of the stencil, integrate over the second segment only (i.e. 
between xi and X2), and add the value of the previous integral to it, and so forth to the trailing edge
The integrals of each segment are
7 1J N{x)dx = -{x^  -%o)
f hi — — Hq
6/2q + 3 (/2 i - / 2 o ) “
X i  — Xj Xj “ Xq
( x , - x „ ) '
V L ^2 “  ^0 J y
? 1 J N{x) dx = — ( ^ 2  ~ ) 6^q + 3
“ 0^ y
^ Jî2 —
%2 ~ ■^l “  ■^O
V 2^ — Xq y
( x j - x , )  ( 2X2 +  X, -  3xj )
(8.5)
Active
Active
point
Xl
point
I  N{x)dx
X)
Figure 8.1: Illustration of integration over each segment. Note how the integral is always carried out behind the active point 
in accordance with (6.45) which states that it is the history of the integrand that is required.
If numerical derivatives are required, they are, only up to the second derivative
= 2
X, -X ,
(8 .6 )
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8.2 Non-Linear Regression
Here the Gauss-Newton algorithm for performing non-linear regression is derived and the equations 
specific to the case of an oil film with finite initial thickness experiencing a linear variation of shear 
stress are presented. The method seeks to minimise the residuals between the actual data values and 
the estimated values calculated from a model equation (or kernel) that are themselves improved by 
successive approximations. The method requires a fairly close initial guess and can become 
unstable when there are many free parameters. This instability can be alleviated by using a scaling 
factor to reduce all the corrections at each step and ensure that there are no large jumps that may 
eventually lead to wild oscillations.
The Taylor series to first order for h  in terms of the gradients of the kernel equation (in this case 
(6.46)) with respect to each of the free parameters scaled by some correction increment
(8.7)
where the subscript z denotes the position in the array of data values and the subscript j  denotes the 
current iteration number. Rewriting this in matrix form in terms of residues and the Jacobian 
multiplied by the free parameter increments
dh dh
5 ^ 0  0 ( A / t  )
: = : : : A r „
^ N , [ d a t a )  ^
j
dh dh dh
[ ^ K n ^ ^ 0  N J
(8.8)
Since the matrices are not square, the system must be solved for the increments as follows
[ d ] , = [ j ] , [ A £ ] .
(8.9)
For computational efficiency, note that [j]^ [j]  is symmetric by definition and so only one half of
the matrix about the diagonal need be computed, with the remaining half being mirrored. Once the 
increments are obtained, the current estimates for the free parameters are improved by the new 
increments scaled by some factor c, where 0 < c < 1 to improve stability if necessary
= Kj + clsk^j
(8.10)
O^J+l -  Kj + CA/Zgy
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and (8.8) is computed again and the cycle repeats until all
10'^  ^for obtaining the values in chapter 6. The derivatives of the kernel equation (6.46) with respect 
to each of the free parameters are given below for quick reference
< to i . This tolerance was set to
dh
dk.
2 jut
k x  + Tn
1 + k x
2(Æ,x + To)
-1
k j  + 2ju
r
1 -
k x  + JJ
dh -juk^tx
-w
1 -
V
k x  +
^T^{k,x + TJi{k^x + T^y
JJ
dh
dh 1+ —
1 -
h
k x  + T, (8 11)
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8.3 Image Perspective Correction -  The Homographie Transformation
When viewing the substrate at non-zero incidence, the image will suffer from perspective upon 
projection onto the flat CCD (or photographic film) plane of the camera. This leads to a rectangular 
image appearing as a parallelogram and features in the image being sheared. This can be fixed by a 
homographie transformation, a topic of projective geometry. The task requires the transformation of 
points in an image such that all lines are parallel to the cartesian axes and the image is correctly 
locally stretched / compressed. In order to re-sample properly (i.e. using the bicubic method, see 
next section), the transformation must be carried out from the image rectangle to the parallelogram.
(PC4,V4)
3^% % )
, V2 )
(%1, yi) (%2, yz)
Figure 8.2: Nomenclature for the homographie transformation
With dashes representing the transformed coordinates, it is the case that in homogenous coordinates 
A /(x, y ,z)  = f  (jc, y, z) = 0. So, the general affine linear transformation is
flfji 1^2 1^3 f x ~ \
/I y a  21 ^22 2^3 y
y ; 3^2 3^3 y
(8.12)
The properly re-scaled heterogeneous transformed coordinates are given by dividing the x and y 
equations by the equation for z (thereby eliminating À in the process):
X' _ <3iiX + «i2T + 1^3^
Z' fl3jX +  «32y+ Û!33^
y' ^  fl2iX + fl22y + <323Z
Z' fl3iX+fl32y+ «33^
For uniform scaling about the origin, set « 3 3  = 1. For projective invariance set z' = z = 1. Making z
equal to unity simplifies the problem of finding the transformation coefficients that map a 
rectangular grid onto a perspective-distorted grid by allowing the use of the four comer points of
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the parallelogram. Each point provides two equations (one for each ordinate), thus four points gives 
eight equations for the eight unknown coefficients. The mapping for the points is now given by:
ci^^y +1
, ^  (221X + (^ 22 y + (^ 23
y - û'jjX + û^ -^ y +1
(&13)
Upon rearrangement into the following form
a„X + «J2T + ^3 -  <2 3 iXx' -  (332yx' ~
(32iX + (322^  2^3 ~ ^31'^ "  3^23T
a linear system can be formed and solved for the transformation coefficients, a..
Xi Ti 1 0 0 0 -XjXj' "xf
0 0 0 X, Ti 1 - T lX (3,2 y!
X2 T 2 1 0 0 0 — Xj Xj - ^ 2 ^ 2 1^3 X2
0 0 0 X2 T 2 1 - ^ 2 ^ 2 - T 2 T 2 ^ 2 1 X
X3 T3 1 0 0 0 -X 3 X3 -^3^3 ^ 2 2 X3
0 0 0 X3 T3 1 -^3^3 - T 3 T3 ^23 T 3
X4 T 4 1 0 0 0 -X 4 X4 3^1 x;
0 0 0 X4 T 4 1 \^32 J
(8.14)
To carry out this transformation, a program was specially written that involved the user manually 
placing markers over the four keypoints. This program necessarily features pan and zoom in order 
to mitigate errors in determining the position of the keypoints. As an aid, a transformed grid is 
drawn on the screen that can help in assessing the agreement between keypoint placement and the 
alignment of the real gridlines with the computed ones. Finally, the aspect ratio must also be 
corrected to match the ratio of the lengths of the appropriate transformed sides. A screenshot is 
shown below
Load Image
Load Pafameters
Apply T ransform^ ions
Final Image See 
□  AUoAR
Revamping Method
BictiHc (4x4)
Dtstortion Coefficients
no.oooooooo
599.00000000
GndSettmsp
Save Parameters
Save Output
Figure 8.3: Screenshot of the specially developed program to carry out the homography
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As a practical example of this transformation, the following images show a grid photographed at 
about 20° incidence and then with the homographie transformation applied. It is worth 
remembering that such a procedure introduces errors into the analysis by virtue of information loss 
during re-sampling of the discrete data. This is another sound reason to favour normal viewing with 
a beam splitter arrangement.
Figure 8.4: Perspective correction of a grid viewing at 20“^
For curved substrates, the problem of un-projection is rather complex and beyond the scope of this 
report.
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8.4 Camera Lens Distortion Correction
For lenses operating in a wide-angle configuration, the image may possess barrel or pincushion 
distortion. Barrel distortion results in straight lines appearing to have convex curvature, whereas 
pincushion distortion results in the appearance concave curvature. A simple, empirical correction is 
to radially transform all the points in the image about the optical centre using a quartic polynomial 
with zero offset in terms of the un-transformed radius r. A reference image such as the grid in the 
previous section is used to make a one-off empirical determination of the three coefficients a, b, c of 
the polynomial {d is specified in terms of the others), which can then be used for subsequent 
images. The radial transformations must be applied before the perspective correction. The 
transformation is outlined below, with dashes representing transformed coordinates as before
0 = tan-1
r' = r{r{r{ar + b) + c)-\-d) 
x' -  r'cos6> = sgn(x-x^)-
x' = r f\n O  -  sgn(x-x^ )■
1 +
1 +
(8.15)
The polynomial is factorised into Homer’s form for efficiency, and d = \ - { a  + b + c). The sgn
function is the same as that defined in (4.31). (x^,y^ ) is the optical centre of the image and always
coincides with the geometric centre, except in special cases or for damaged equipment. As before, 
the software can generate a grid to aid in matching the curvature of lines.
ective a Camera Correction
Load Image
Load Pafametw*
Appfe Transfofmalions
Final Image See 
□  AuloAR
Resampling Memod
Btctbic 4x4
Distortion Coefficients
799.00000000
599.00000000
Save Paiameters
Save Output
Figure 8.5: Simulating pincushion distortion by assuming the image possesses barrel distortion, b=-0.25,
a=c=d=0
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Examples of barrel and pincushion distortion are shown below
Figure 8.6: Barrel distortion, b=0.25, a=c=d=0
Figure 8.7: Pincushion distortion, b=-0.25, a -c -d -0
Evidently simulating a correction for barrel distortion (thereby generating pincushion distortion) has 
a greater impact on the image for the same value of b than the opposite scenario.
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8.5 Image Resampling
Whenever any of the above transformations are applied, or an image is rotated or rescaled, it is 
essential to re-sample the data. This is done by mapping the transformed coordinates back to the un­
transformed coordinates and using some interpolating function to smooth the values between the 
integer 2D array points where the pixel data is stored. Doing the procedure in the reverse manner 
(mapping the original coordinates into the transformed coordinates) results in ‘holes’ appearing in 
the final image. Three resampling methods are considered below, nearest neighbour (NN), bilinear 
(BL) and bicubic (BC).
8.5.1 Nearest Neighbour
The simplest resampling method involves rounding the floating point values of the transformed 
coordinates and returning the colour value that resides at the nearest integer (Nint) pixel
/ ( ^ » t ) = /(N int(x),N int(y)) (8.16)
8.5.2 Bilinear
NN resampling produces unacceptably blocky, aliased images. The next best method is bilinear 
resampling which interpolates in a linear fashion over a 2x2 stencil. It is derived as follows. Starting 
with the general equation of a bivariate polynomial, where / (x, y) represents the colour value at
the bitmap array position (x,y)
1 1
/ f e T )  = = ^ 0 0  + «oiT + ^1 0^ + «11^
/=o y=o
(8.17)
There are four unknowns, for which four equations are required. Each point constitutes an equation 
and these points are obtained from the 2x2 stencil around the point of interest. Let 
X/ = [xJ and x^  = [x"| (the floor and ceiling of the coordinate values), and similarly for y. The four 
equations in matrix form are
f l x^ 0^0
1 3^ / 0^1
1 Tc 1^0
Tc X^ y
Working inside the unit square allows the matrix to be generalised and inverted once and for all. Let 
Xf = y f  =0 andx^ = y^ = 1. See Figure 8 . 8  below for clarification. Of course, the colour values are
still referenced to the absolute coordinate in the bitmap, i.e. /  (O, l) = /  (x^, y^ )
^ 1  0 0 0 ^ ^ 0 0 V(O.O)'
1 0 1 0 ^ 0 1 / ( 1 . 0 )
1 1 1 1 ^ 1 0
J  1 0 0 .
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Once the inverse of the matrix of coefficients is obtained, the system can be solved for the a^ j s by 
simple matrix multiplication, Aa = f a = A'^f
^ 0 0 r 1 0 0 0 ^ V ( 0 , 0 )"
^ 0 1 - 1 0 0 1 / ( 1 , 0 )
^ 1 0 - 1 1 0 0 / ( U )
V 1 - 1 1 - 1 . 1 / ( 0 , 1 )J
Since there are many zeros, the computation may be sped up by writing the solution explicitly, and 
factorising and pre-storing where possible
^ 0 0  ~
a „ = / ( 0 , 0 ) - / ( l , 0 ) + / ( l , l ) - / ( 0 ,l)
Now simply input ihQ fractional part of the coordinates (where, since x and y are always positive in 
an array, frac(x) = x — Xy and frac(y) = y — into (8.17) using the above coefficients. The
resulting value is the required colour value to be used at the transformed coordinates. This is given 
in terms of actual coordinates below
f ( x ,  y) = Y u Y j “ÿfracCxy frac(y) '^
i=0 7=0
= / ( 0 . 0 )
( / ( 0 , l ) - / ( 0 , 0 ))frac(y) 
( / ( l . 0 ) - / ( 0 , 0 ))frac(x)
( /  (0 , 0 ) -  /  (1 , 0 ) + /  ( 1 , 1 ) -  /  (0 , 1 )) frac(x)frac(y) (8.18)
-  f { x f , y f )
+ \ _ f { x f , y c ) - f [ x f , y , ) \ [ y - y f )
f { x c , y f ) - f [ x , , y f ) \ { x - X f )
f { x f > y f ) - f { x c > y f )  + f { x , , y , ) - f { x f , y f \ { x - X f ) { y - y ^ )
For an RGB colour image, the above interpolation has to be carried out on each of the colour 
channel values separately.
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( 1 , 1 )
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(x,y)
( W / )
( 0 , 0 )
( w / )
( 1 , 0 )
Figure 8.8: Illustration of coordinates. Each square of the 2x2 stencil represents a pixel, the red point is the resnlt 
of a transformation that has landed somewhere between the pixels of the original bitmap. The black points 
represent pixel centres and are the nearest neighbours of the red point
8.5.3 Bicubic
A similar procedure ean be carried out to obtain the equation for bieubic resampling by setting the 
maximum values for z and j  in (8.17) to 3. One now has a ehoice as to how to satisfy the resulting 
sixteen equations. It is possible to use a 2x2 stencil once again — four equations from the points, 
four from the x derivatives, four from the y  derivatives and the final four from the cross derivatives. 
These derivatives have to be evaluated numerically. Alternatively the steneil ean be extended to 4x4 
and the points alone can be used to obtain all sixteen equations. Each approach has its own 
particular advantage, for example the 4x4 steneil produces extra smoothing of the colours 
themselves whereas the 2 x2  steneil produces smooth and continuous gradients of the colours at 
every point over the entire image. In any case, the derivation for either ease is cumbersome to the 
extreme, and elegant factorisation has eluded this author. However the solution given by Russ 
(2007) is nicely factorised and it suffices to present the result alone, using the present notation with 
some additional definitions to simplify the presentation
Cq =(^x - X j- + 3^  -4 ^ x -X y  + 2 ^  + 6 ^x-Xy + 1 ^  -A{^x-Xj -^
Cj = -  Xy+ 2 y  -  4 ^ x -  Xy+ l y + 6  ^ x -  Xy y
C2 = (x  — Xy+l) — 4^X — Xy ^
= X^ — Xy + 3^
A = ( T “ T /+ 3 )  - 4 ( y - y y  + 2 ) + ( ^ { y - y f + l ^ - A [ y - y f ^
A  = ( t - T /  + 2 y  - 4 ( y - y y  + i y  + 6 ( y - y y y  
A  = ( T - T / + i y - 4 ( y - y y y  
A  ={y-yf + ^ y
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A  - i ) A  + /(% ,,T/ - i ) A  - i ) Q
A  ~  f  — ’^T / ) A  "^/'(•^/’T / ) A  + / ( ' ^ c » T / ) A  “*" f  { ^ c + \ ’T / ) Q  
A  = f { ^ f  “ 1 ’Tc)A + / ( ^ / ’Tc)A + /(^ c » T c )a  +/(-^c+pTc)Q 
A  = / ( ^ /  - iT c  + i)A  + /(;^ /,T c + i)A  +/(;^c,Tc + i)A  +/(^c+i,Tc + i)Q
(8.19)
f { ^ - > y )  — ( a a  "*" A A "*" A A A A )
Once again, the above has to be applied to each colour channel separately. This algorithm is 
considerably slower than bilinear, but appears to entirely eliminate any aliasing. A comparison 
between the three methods is shown below for a transformed, pre-antialiased diagonal line segment
Figure 8.9: Comparison between NN (top), BL (middle) and BC (bottom) resampling
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8.6 Some Basic Image Processing Techniques
8.6.1 Computing the Greyscale Representation of an RGB image
In this section, an image is represented by a 2D array of numerical values. These ean simply be the 
greyscale intensity (or luminance), I  (integers ranging from 0 to 255 for 8 -bit greyscale). An RGB 
colour image is represented by a set of three 2D arrays, one for each of the colour components. 
Since only the intensity distribution is relevant for this work and the illumination source is 
monochromatic anyway, the colour image ean be reduced to its greyscale representation to 
considerably simplify computation. Computing the greyscale representation is a subjective matter 
and is not simply the average of the RGB components nor the magnitude of them, but rather an 
empirical relationship that considers the perceptual response of the human eye and the phosphors of 
a CRT monitor. The ITU-R Recommendation BT.709 (1990) is
I  = 0.212671R + 0.715160G + 0.072169R (8 .2 0 )
In order to display the image as a bitmap, it is first necessary to convert the values in the image 
array into integers. For multiple operations, the precision should be carried through all operations 
and only at the end should the array values be rounded to the nearest integer /  ^  [ /] .
8.6.2 De-trending
This operation applies to cases where the diffuse illumination is not uniform over the entire image. 
Typically this is manifest as a low order trend in brightness over the image. The procedure involves 
fitting a bivariate polynomial surface to the image, and then subtracting this fitted surface off the 
image. The bivariate polynomial is
(8 .2 1 )
where i and j  are summed from zero to the required order, and x andy are simply the zero-based 
integer array indices. For example, for a first order surface, the above written in matrix form is
» yM-\ )
To ^ 0  o^To 
 ^ Tat- 1  ^n-\
^ 0 0
a01
a10
v^ii y
and ean be solved for the a eoeffieients using the procedure of (8.9). Finally each pixel is 
transformed as follows
/(x, y) -> 7(x, t )  -  X  Z (8 .2 2 )
Since some values will turn out negative, if the image is to be displayed again at this stage it is 
necessary to either clamp negative values to zero or, preferably, to subtract the global minimum off 
each array value. Better still would be contrast stretching.
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8.6.3 Contrast Stretching
This is an operation on the histogram of the image, with the objective being to maximise the 
dynamic range of the luminance in the image. The procedure is applied to every value in the image 
array as follows
I - I  .I  ->
I  - I  ■max mm
(^max “  Anin) + ^mir (8.23)
where 7 ^  and 7 ;^„ are the image luminance global maximum and minimum respectively, 77^^
and 77^ ;^  are the desired maximum and minimum cut-off values of the histogram. For maximum
dynamic range in 8 -bit greyscale, set 7 7 ^  = 2^  -1  = 255 and 77^ ;^  = 0. Contrast stretching is also
a very easy way to re-scale an array after an operation that has left it with negative values or values 
that exceed 255. Using second order de-trended cut-outs from the image in Figure 6.46 as an 
example (here rotated 90° anti-clockwise for compactness), it can be seen how even this simple 
procedure can dramatically improve the fringe visibility
u = 0.145 u — 0.557
Ü = 0.546 u = 0.903
Figure 8.10: Contrast stretched cut-outs from Figure 6.46; top: right half, bottom: left half
Of course, the visibility of the entire contrast stretched image must be unity, but localised regions of 
it are not. One flaw of this simple contrast stretching procedure is the presence of extreme bright or 
dark speckles in an image. For example in the top right image above, the dark splodge behind the 
central disturbance set an un-representative 7^^ for the image. This problem can be overcome by
manually selecting representative bright and dark pixels and then coercing the resulting values to lie 
in the range 0 .. .255 as follows, with hats denoting chosen representative values
7 -> max 0 , min
V
7 - 7  .
255, 255
/  - 7max min /  y
(8.24)
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In this manner the de-trended top right image in Figure 8.10 is dramatically improved, attaining 
localised visibilities of unity as demonstrated below. The red and blue circles show the locations at
which the representative values and 7 ^  respectively were taken
V = 0.557 f; = 1 . 0
. M Æ jê^  j  m  m  m  m
Figure 8.11: Contrast stretching using more representative maximum and minimum luminances
A less subjective method of representative contrast stretching is to clip the tails of the histogram by 
a specified amount expressed as an intensity percentile and then apply contrast stretching. This can 
be done by using the cumulative distribution function (cdf) of the normalised histogram’ to
determine 7 ^  and 7^ ;^  . The upper tail end of the histogram constitutes the highlights and the
lower end the shadows. Supposing a highlight clipping of % and a shadow clipping of % are
specified, then is the first value of intensity (in ascending order) for which cdf (7) > O.Olc ,^
and 7^^ is the first value of intensity (in descending order) for which cdf (7) < 1 -0 .0 Ic ,^. With 
these representative values, (8.24) is applied in the usual manner. For symmetric clipping by 
percentile, . Applying a 1% clipping to the highlights and shadows of the de-trended top
right image in Figure 8.10 results in an image similar to that in Figure 8.11, with localised 
visibilities of unity.
u = 0.557 u = l.O
$
Figure 8.12: Contrast stretching after a 1% clipping by percentile of shadows and highlights
Thus a very simple technique of contrast stretching can raise the visibility from a poorly contrasted 
image right up to unity. This is important because it means that a glass with sub-optimal refractive 
index without any special treatment to the back-faee may be used in the interferometer and the 
resulting low visibility image could be post-processed in software to generate an image with near 
perfect visibility. This of course is only possible if the original image is of good quality to start off 
with -  properly exposed and focussed with low noise.
' A histogram is normalised by dividing each ordinate (the number of times a pixel of intensity 7 has occurred) by the 
number of pixels in the image. This gives the relative frequency of the intensity I.
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It is worth finally inspecting what contrast stretching does to the histogram of the image. Using the 
de-trended top right image in Figure 8.10, the normalised histogram (with unity bin width) before 
and after a simple contrast stretching and 1% clipped contrast stretching (8.23) are shown below
-  0.03
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0.05  ^
0.04 T 
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0.02 -- 
0.01 + 
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^  0.03 Î
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0
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Figure 8.13: Normalised histograms of top right image of Figure 8.10 before and after simple contrast stretching
(top) and 1% clipped contrast stretching (bottom)
The spikes at 0 and 255 are caused by the clamping of all the clipped intensities. Observe the 
bimodal nature of the histogram of an interference pattern. Contrast stretching an image merely 
spreads out and flattens its normalised histogram. The bimodal nature is still weakly preserved. 
Using this feature of bimodality, a procedure of thresholding may be carried out on the image. After 
calculating the first order moment of the histogram, mi, a simple rule can be applied as follows
/ - >
255 /  > m, 
0  /  < m,
(8.25)
This naturally results in an image with unity visibility and a histogram populated only at 0 and 255 
-  a binary image. It is very important to start with a de-trended image, otherwise the fringe bands 
would fatten or thin with a variation of average intensity over the region. Applying this procedure to 
the second order de-trended top right image of Figure 8.10 results in the following transformation
Figure 8.14: The result of bimodal thresholding
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Although a bimodally thresholded image is informationally efficient, it has lost the variation of 
intensity over the fringes that can be helpfiil in visually determining their maxima and minima.
8.6.4 Histogram Equalisation
Histogram equalisation is another method with the goal of maximising the dynamical range of the 
image. However instead of simply stretching the existing intensities over a larger range, the 
intensities are transformed by some mapping rule such that they become uniformly distributed over 
the entire intensity range and thus the histogram of the transformed image becomes a uniform 
distribution -  the distribution of maximum entropy. With every intensity having equal likelihood of 
occurrence, previously hidden details in the image can be revealed.
Consider the ideal case of the histogram being a continuous probability density function (pdf), 
P (l) . For the original and transformed ideal histograms the following must be true by definition
P^dl^ =1 and P2 d l 2 = 1
P2 dl2
(8.26)
This must apply to any arbitrary intensity range and so the above is effectively an elemental area- 
preserving constraint on the transformation. P^dl^= P2 • Since histogram equalisation is a
transformation of the image intensity palette simply via 7^  = /  (A ) ' the explicit form of the 
frmction /  is required and naturally follows from the elemental area-preservation constraint.
dl, P,
(8.27)
h  “ / ( a )  “
Now P2 is the desired form into which Pi is to be transformed and can take any specification. For 
the standard equalisation described above, this is the uniform (maximum entropy) distribution. If 
there are L distinct intensity levels in the image, then 7^  = l/Z and (8.27) becomes
l 2 = L 7^ 6^  ^ = 7 ,F ,(7 J (8.28)
where Fj (7j ) is the cdf of the pdf of image 1 evaluated at the intensity being transformed. This
elegant result shows that when a histogram of an image is transformed by its own cumulative 
distribution function, it yields an image with a uniformly distributed histogram. In reality the 
discrete nature of an image prevents this from being perfectly accomplished and the transformation 
is implemented using the discrete normalised histogram to form the discrete cdf. The discrete nature 
of the intensities and the cdf allows it to be calculated only once and then used as a lookup table
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(LUT). For an 8 -bit image L = 256 but in practice this can be set to 255 to allow the image to be 
displayed without further re-scaling or clamping. The value itself is not important, only its 
constancy. (8.28) is evaluated as follows
/,= 2 5 5 F ,( / ,) (8.29)
The tilde above the F distinguishes this discrete edf from its continuous counterpart in (8.28). The 
result of applying this palette mapping to the de-trended, contrast-stretched bottom left image of 
Figure 8.10 is shown below, along with the associated histograms and edfs.
u = 0.903 u = 0.994
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Figure 8.15: The result of histogram equalisation on the contrast stretched bottom left image of Figure 8.10, 
along with the associated histograms and cumulative distribution functions
The local visibility has approached unity and the natural variation of intensity over the fringes is 
much more visible. This result is superior to that of contrast stretching using representative values 
(as in Figure 8.11) since no information is lost by clamping of values. The discrete nature of the 
intensity levels causes the gaps in the transformed histogram, but nonetheless the almost perfectly 
linear cdf of the equalised histogram means that the used intensity values are indeed uniformly 
distributed. The gaps in the histogram cause the steps in the edf. It is also worth pointing out that 
applying histogram equalisation to the original image without contrast stretching produces an 
identical result, even though the associated histograms and edfs are different. This is because
147
contrast stretching has not changed the information content of the image, but merely re-distributed 
it over a different range.
Now, observe the effect of histogram equalisation on the de-trended top left image of Figure 8.10 
(recall that this image is the worst case of having air in contact with the substrate back-face)
V  = 0.145 u = 0.992
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Figure 8.16: The result of histogram equalisation on the de-trended top left image of Figure 8.10, along with the
associated histograms and cumulative distribution functions
Thus histogram equalisation is very well suited to visibility enhancement from even the worst case 
image. The very low range of intensities has resulted in a histogram with many gaps and an 
associated stepped cdf. Equalisation can also emphasise any trends present in the original image. 
Comparing the equalised versions of the above image with and without second order de-trending 
shows the importance of de-trending as a first step
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Figure 8.17: Equalisation of the test image in Figure 8.16 without second order de-trending (left) and with (right)
The trend is clearly visible in the left image, with the brightness increasing from top left to bottom 
right unto the point where fringe maxima are saturated. Inspecting the original image, such a trend 
in a poorly contrasted image is un-detectable by eye.
8.6.5 Histogram Specification
Histogram specification is the generalised version of histogram equalisation using the result of
(8.27). Instead of having = constant, it can now take any desired form. Here some examples are
concocted using the form ( /)  = a ^ U - a )" | + g). The s  is required to prevent divisions by zero
and represents the base probability, and < 2 is a scaling constant that is required to ensure the 
condition (8.26). It can be found numerically by summing P2 through the range of I  and then 
inverting the result. It is important to note that the function must be scaled and shifted to overlap 
with the occupied range of the histogram of the original image. Supposing the function is to be 
symmetric about the centre of the intensity range, then P2 is easiest expressed as follows
f
(  7 - 7 . + £
J  - I  . 2VV max min y J
(8.30)
Inserting this into the discretised version of (8.27) gives
)
A, -
,/= 0
a
J - I
j  min
, 7  -  /  2V max min J
(8.31)
+ £
where P\ now represents the ordinates of the histogram of the image. P  is yet another scaling 
constant to keep 7  ^ in the range 0 . . . 1  and can be found in a similar manner to a  by summing the 
argument in the summation for all j  and then inverting the result. For the purpose of displaying the 
image, the value of 7^  is multiplied by 255 and then rounded to the nearest integer. A7 is the
histogram bin width. For the examples below. A/ = 1 and 6 : = 1/256. For further simplicity and 
smoother results, the test images shall first be contrast-stretched. This makes 7 ^  =255 and 
7 j^^  = 0 , further simplifying the equation and comparison of results.
Firstly the case n = \. This will produce a V shaped specification pdf and so ought to emphasis the 
highlights and shadows in the test image, which is the de-trended and contrast-stretched bottom left 
image of Figure 8.10
149
0.018  specified
 attained0.016
0.014
0.012
■= 0.01
0.008 .
0.006 X
0.004
0.002
0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255
0.7 -
=g0.5 
0.4 1 
0.3 -
0.2 -  specified
 attained0.1
0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255
255 3 
240 = 
225 7
195 7 
180 7 
165 7 
150 7 
 ^135 7 - 120 7 
105 7
0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255
Figure 8.18: Histogram specification example for the case n = l, with comparisons of specified and attained pdf
and cdf, as well as the calculated LUT
Indeed this case has produced an image that is quite similar to the bimodally thresholded image of 
Figure 8.14. As the pdf shows, the highlights and shadows receive higher probabilities than the mid­
tones, although the falloff is steeper than specified -  the discrete nature of the data prevents exact 
attainment of the specified function. The LUT also shows how the mid-tones are rapidly traversed.
Next, the case n = - \ .  This will produce a specification pdf with a steep rise at the mid-tones 
followed by a steep falloff either side. Thus the inverse to the above is expected, where now the 
mid-tones are emphasised.
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Figure 8.19: Histogram specification example for the case n=-l, with comparisons of specified and attained pdf
and cdf, as well as the calculated LUT
In contrast to the case n = \,  the LUT has a flat region at the mid-tones which means that all 
intensities in the vieinity of 127 are mapped closer onto 127, producing the distinct broad band of 
mid-tones around the highlights and shadows. The final image is aetually well suited to manual 
analysis sinee the fringe maxima and minima are thinned to narrow bands which reduces the 
uneertainty as to their exact position.
8.6.6 Convolution Filtering
This is a point-by-point procedure that modifies the intensity value of each pixel with a simple 
funetion involving the pixel’s neighbours and maybe the pixel itself -  rather like cellular automata. 
Unlike operations on the histogram, eonvolution filtering in most cases irreversibly alters the 
information eontent of the image. The operation is as follows
7=0 y=0
(8.32)
where x and y  are the integer indices of the image array and K  is the convolution kernel, an n x m  
array of weights whose values depend on the required result. The kernel is typically square and of
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odd dimensions unless some sort of anisotropy is required. The operation is carried out on a clone 
of the original data, rather than in-place. Note that speeial treatment is required at the image 
boundaries where the kernel extends beyond the boundary. Some simple approaches would be to 
skip the image boundary altogether, or to set the external values to some fixed value (i.e. zero, or 
better the local average intensity), or, if the image is periodie, to wrap the boundaries.
8.6.6.1 Mean filter
The standard mean filter has the effect of isotropically blurring the image. Further blurring is 
achieved by repeated passes of the filter. Alternatively, the severity of the blurring can be enhanced 
by increasing the dimensions of the kernel. Generally the mean filter kernel is an n x n  array with 
every value set to l/n^ so that ^ ^ 7 5 =  1. Some examples of this filter in operation are 
shown below
original 3x3,3 5x5, 3 pass 7x7, 3_pa_ss
|i||I^ J||||j^ ||to éêèlJÊêêêêêê^
Figure 8.20: Examples of mean filtering
Such a filter may be used to smooth out any noise, at the expense of small scale detail loss.
8.6.6.2 Gaussian Filter
The kernel for the Gaussian filter can be constructed by sealing up the 2D analytical function 
evaluated on an integer grid, and then rounding to the nearest integer. The scaling constant. A, is 
adjusted until the kernel is the desired size. It is adjusted in such a way that the coefficients in the 
kernel attain their maximum values, whereby any further small increase in the scaling constant 
results in the kernel extending to its next size. Finally, to ensure the condition (z,y) = 1, the
kernel is sealed by the inverse of the sum of its components. There are many varieties of this kernel 
since the standard deviations, cr^  and cr^, and the kernel size may be altered in combination.
Supposing for the moment that the centre of the kernel is at / = y = 0, then the generating funetion 
for an elliptical, normalised Gaussian is
152
K ' { i j )  =
A 20-/
2 ;rcr^ cr^
(8.33)
K = K'
The Gaussian filter easily permits anisotropic blurring by having cr^  # o"^ . Note that a similar effect
can be achieved with the simple mean filter by having one dimension larger than the other (while 
ensuring the unity sum condition). From (8.33) some examples of minimal Gaussian kernels are 
given below, followed by their application.
■ 1 4 6 4 1
4 17 27 17 4
^ x
-  ( 7  = \
1
6 27 45 27 6y 281
4 17 27 17 4
1 4 6 4 1
" 1 4 6 4 1
(Tx = 1 , CT = 0.5
1
6 27 45 27 6’ y 143
1 4 6 4 1
■ 1 6 1 ■
4 27 4
(7^ = 0.5, cr = 1
1
6 45 6’ y 143
4 27 4
1 6 1
(8.34)
original
|Ag^ 0^ jW0 kggggg^ 0^ g^ W^|kw
Figure 8.21: Examples of Gaussian filtering. Each filter was 12 pass
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For the same kernel size and number of passes, the Gaussian filter is less severe than the mean filter 
and preserves more detail while still effectively removing noise. If blurring directions other than x 
and y  are required, then a rotation matrix transformation can be applied to the coordinates.
8.6.6.3 Median Filter
The median filter replaces the central pixel under the kernel with the median value of itself and its 
neighbours together. This has the effect of rapidly blurring out small scale detail while preserving 
large scale structure at the expense of the number of distinct intensity levels. The procedure does 
not fit into the general form of (8.32) and is best described algorithmically as follows:
1. At a given (x, y), copy into a ID array the intensities of all the pixels masked by the kernel
2 . sort this ID array into ascending order
3. set 7(x, y) equal to the value in the middle of the array (which is the median by definition)
4. repeat steps 1-3 for all x, y  (with speeial treatment at the boundaries as mentioned earlier)
So for a 3x3 kernel, the ID array will contain 9 values. After sorting, the required value is that at 
index 4 (using zero based indices).
origi 3x3, 3 p^ ass 5x5, 3_pass 7x7, 3 p^ss
Figure 8.22: Examples of median filtering
8.6.6.4 Gradient Filter
Kernels for computing the intensity derivatives over an image can be readily constructed from the 
coefficients of Newton’s difference quotients used in finite differencing schemes. For a bitmap 
image. Ax = Ay = 1 and the basic first (using central differencing) and second derivative 
convolution kernels are as follows
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ôxy
0  0
- 1  0
0  0
0
0
1
0
0
1
0
- 1  1 
— 1 2  — 1
1 - 1  0
-1  0
1
- 2
1
0*35)
1 - 1  0
- 1  2  - 1
0  - 1  1
Note that for derivatives (z,y) = 0. Due to the linear nature of the convolution operator
(8.32), the gradient and Laplacian operator kernels may be formed by simple element-wise addition 
of the appropriate basic kernels
V = ^  + | ;
OX oy
a'
==
a'
-O' +
a'
dxy dxy
0 1 0
- 1 0 1
0 - 1 0
0 1 O'
1 -4 1
0 1 0
1 - 2 1
- 2 4 - 2
1 - 2 1
(8.36)
The convolutions may be applied recursively, and the resulting images added by magnitude (say to 
remove the directionality of the gradient operator) or simply by value. Examples of the three 
operators in (8.36) are shown overleaf, with the resulting images contrast stretched with 0.5% 
clipping of highlights and shadows.
The gradient operators effectively isolate the small scale, edge-like details, in particular the 
Laplacian. Notice how the fringes as they appear in gradient operator lead the original fringes in 
phase by 90°. The cross derivative is perhaps not so useful and barely reveals the largest of the 
disturbances at the lower left comer. Unlike the gradient operator, the symmetry of the Laplacian 
operator means that the resulting image does not reveal any directional information regarding the 
change of the intensity.
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original
é 0 m m 4
Figure 8.23: Examples of gradient operators
8.6.6.S Integration Filter
The simplest kernel for integration is eonstructed using the coefficients of the standard Simpson’s 
rule used in numerical integration when the data points are evenly spaced.
dx — 
3
" 0 0 0 “ ~ 0 1 0 “
{ dx + { dy —
~0 1 O'
1 4 1 0 4 0 1 8 1
0 0 0
J
0 1 0
J J j)
0 1 0
(8.3-7)
The function j j  dx dy can be computed by applying the separate integral kernels |  dx and J dy 
recursively. Some examples of this are shown below, with the final images contrast stretched.
original 1 0  pass
Figure 8.24: Examples of the double-integral operator
156
The integration filter quiekly smoothes out the small-scale detail and noise around the fringes while 
preserving the overall strueture of the main fringes.
S.6.6.6 Unsharp Mask Filter
The idea behind this filter is to add an edge-enhanced version of the original image onto itself, 
thereby simply emphasising the edges in the original image. An edge-enhaneed image can be 
created using an edge deteetion convolution kernel. There are many types available (see for 
example the HIPR2 website by Fisher et al. 2004) but the simplest way using the techniques already 
presented above is to just subtraet a slightly blurred version of the original image off itself. This is 
effectively a high-pass filter because the large scale structures will cancel out due to not being too 
different before and after blurring. Some multiple, 77, of this high-pass filtered version of the image 
is then added back onto the original, with the multiple controlling the degree of edge enhancement. 
Formulaically this is
/  -> /  + 77 ( /  -  I  blurred ) (8.38)
high-pass filtered
The blurring could be done either by a mean, median, Gaussian or integration filter. For simplicity a 
3x3,1 pass mean filter is used to construct the high-pass filtered image example below. The result is 
contrast stretched with 0.5% clipping of highlights and shadows. It is immediately obvious that the 
high-pass filtered image is very similar to the negative Laplacian (as in Figure 8.23, shown negated 
alongside for comparison).
original mean 3x3
Figure 8.25: Obtaining the high-pass filtered image, and its similarity to the negated Laplacian operation
Thus the negated Laplacian operator is effectively a high-pass filter and (8.38) can be replaced with
7 -^ 7  -  %A7"7 (8.3S))
This procedure is illustrated below. The Laplacian of the original image is firstly contrast stretched 
(without clipping) and then subtracted off the original image with 77 = 2. The resulting image then
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has its histogram equalised for fair comparison with the original image. Setting 77 = 2 produces a 
slightly exaggerated effect for the purpose of illustration. The images are shown in full size to 
preserve fine detail.
- 2 x
histogram
equalised
Figure 8.26: Example of unsharp mask filtering using the Laplacian for the intermediate stage
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The final image appears generally more crisp, especially in the region of the disturbances (which 
are emphasised by the Laplacian operator anyway). However the final image is also more grainy as 
the Laplacian, being a derivative operator, will also enhance noise.
8.6.7 Fourier Filtering
Fourier filtering allows features contained in image to be enhanced or removed based on their 
length scale. The Fourier transform of an image results in a representation of the information 
contained in the image in wavenumber space. The spectral ordinates in wavenumber space can be 
modified as desired and the spectrum is then transformed back into pixel space to produce the 
filtered image. Typical examples of Fourier filtering are low-pass, high-pass and band-pass filtering. 
Such a filter could be applied via convolution, however by making use of the Fast Fourier 
Transform (FFT) it turns out that Fourier filtering can achieve the same results as discrete 
convolution described in the previous section but in 0 [ N\ ogN)  computational cost as opposed to
0(^N^y  Details on the Fourier transform and the implementation of the FFT can be found in
Brigham (1988). The link between the convolution operator and the Fourier transform is provided 
by the convolution theorem. Consider ID continuous functions I  and K  (representing a row or 
column from an image and convolution filter kernel respectively), then the Fourier transform 
(denoted by the function F( ) ) of the convolution of I  and 7T is
¥ { I ^ K )  = e-“°‘dx
Letting t] = x — Ç , making the change of variable with dx = drj and using Fubini’s theorem to 
change the order of the integration (made possible by virtue of the linearity and independence of the 
Fourier transform and convolution operators) gives
V{ I *K)  = l{Ç )K (ri)dÇ
K{r])e-‘'"'dri
l{C )e- ‘^ ^d i  
=  F (7 )-F (r)
Therefore in practice the convolution is carried out by taking the inverse FFT of the product of the 
Fourier transforms of the image and of the filter kernel
I * K  = FFT-' (FFT(/)-FFT(Æ)) (8.40)
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where the filter kernel K  has first been zero-padded in order to be of the same size as I. The Fourier 
transform of a 2D image is obtained by taking the transform of the rows of the image followed by 
the transform of the columns of the intermediate stage
F ( /(x ,y ))=  7(x,y)e -i{k^x+kyy) dxdy
The following examples show the application of Fourier filtering to create low, high, and band pass 
filtered versions of the example image in Figure 8.16 (lower). Firstly the wavenumber power 
spectrum of the image is shown below, with intensities plotted on a logarithmic scale to bring out 
the details (lest most of the image would be dominated by a peak whose location corresponds to the 
wavenumber vector of the dominant fringe pattern)
C Æ.A
Figure 8.27: Test image (L) and its wavenumber power spectrum (R)
The quadrants 1, 3 and 2, 4 in the Fourier transformed image have been swapped such that the DC 
component (zero wavenumber) is at the image centre, with the wavenumber magnitude increasing 
with distance from the centre. Thus, spectral ordinates further away from the centre represent 
smaller length scale information such as the dust disturbances and wiggles and, eventually, noise. 
Most of the useful information in the image is contained in the low wavenumber (i.e. larger scales) 
region near the centre. In fact the two bright peaks represent the fringe pattern. The wavelength of 
the fringe pattern is inversely related to the distance of this peak from the centre, the orientation is 
related to the direction of the peak from the centre, and the intensity of the pattern is related to the 
intensity of the peak. In the following examples, a simple ideal eut-off filter is used that has the 
form of a unit step function in the wavenumber region of interest. The sharp eut-off of this simple 
filter can introduce ‘ringing’ artefacts at high wavenumbers and a filter with better sidelobe 
characteristics such as the Butterworth filter should be used in practice. It should be noted that the 
power spectrum is presented for illustrative purposes only, the actual filtered image spectrum is a 
complex valued array and the complex valued Fourier transforms of image and filter must be 
multiplied together in the usual manner of complex multiplication in (8.40). Subsequently the 
inverse Fourier transform is carried out on this complex array, but should transform into an entirely 
real valued dataset (within the limits of the digital precision of the computer).
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Figure 8.28: Examples of low-pass (top), high-pas (middle) and band-pass (bottom) filtering operations on the
test image
The low-pass filter example clearly shows how most of the useful information is contained in only a 
small region near the centre of the wavenumber spectrum. The results appear similar to the blurring 
filters tested by convolution in the previous section. Likewise the high-pass filtered image, 
essentially the inverse kernel to the low-pass filter, appears to produce results similar to the 
Laplacian and derivative convolution kernels. The band-pass filter is effectively a compromise 
between smoothness and preservation of detail.
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8.7 The Effect of Photoreceptor Response Time and Sodium Emission 
Beat Frequencies on the Observed Fringe Pattern
From the standpoint of rigour, the statement that the integration time of the square of the optical 
field must be “much longer than the wave period” is rather lacking. The purpose of this section is to 
obtain a photoreceptor response timescale that results in a stationary image as required. Firstly, a 
fully general version of the interference law for two optical fields that has integration time T a s a  
variable parameter is derived. Starting with (3.7)
(e , ' + E / + 2E, • E j r f / (8.41)
Before carrying out the integration some restrictions must be made in order to make any practically 
useful headway. All media shall be perfect dielectrics so the electric fields can be modelled as 
travelling plane waves of the form given in (3.1). Furthermore, the wavefront shall be homogeneous 
(i.e. the electric field amplitude vector is temporally invariant) and the phases of the waves shall be 
constant (perfect coherence). (8.41) can now be written more explicitly as
^01 cos^ (kj + + ^ 0 2  ^ cos^ (k 2 • r - +  (^ 2 )
+2 £'oi£'o2 cos(kj * r - 6 ) / + (z)Jcos(k2 • r - co^ t
(8.42)
After employing some basic trigonometric identities, the integration can be carried out in a 
straightforward manner to yield the more general interference law. The electric field amplitudes are 
converted to irradiances using relationship (3.14) and the k » r  type terms converted into scalars 
using (3.11). Partial coherence may be modelled using the temporal correlation coefficient I/1 2 I.
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The irradiance of each individual field is now scaled by a new transient term that diminishes like a 
cardinal sine function, the period of which is related to the OPL of the wave, its phase and the 
integration time. Recalling that the Jfrequency of visible light is O(10 '^^)Hz, it is already possible to 
see that the transients associated with the individual fields will be of O(10‘^^ )s (femtoseconds). It 
appears that the interference terms are entirely transient and also diminish like a cardinal sine 
function whose period is related to the OPL, phase and frequency sum and difference of each wave. 
The presence of frequency sum and difference terms implies the existence of beat frequencies in the 
transients.
The above general equation simplifies a little in the case of the oil film interferometer. Firstly, the 
phases of each wave must be identical because the waves are created by splitting a single wavefront 
simultaneously at the oil-air interface into a reflected and transmitted wave. Secondly, due to the 
wavelike nature of light, individual fi-equency components (colours) may be linearly superposed as 
was done for the analysis of polychromatic interference in §6.2.9. Therefore
= A = ^
f \ -  f i ~  f
\ \  ~ \ i ~  ^
Now, noting that l im^^^^^—sinÇT— (8.43) reduces to
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where OPLSn is the optical path length sum and OPLDn is the optical path length difference 
between waves 1 and 2. Observe that setting T = co returns the interference law of (3.15). Having 
validated the use of the parallel film approximation in §5.1.1, it shall be used to obtain expressions 
for OPL\ and OPL2 for the setup in Figure 5.1. The constant shear stress test case parameters in 
§6.2 shall be used in this analysis, but with the viewing angle allowed to vary. Thus the OPL 
expressions are
OPL, =
n. sm
. 2  2
OPL2 =
jix
2 » / sin^ <9; j^x 
-J»/ -  n l  sin^
(8.45)
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It is also advantageous to investigate the irradiance at given stationary maxima and minima. 
Stationary maxima occur whenever OPLD^^ ~ where m is the fringe number. Stationary
minima can be found by letting m —> m + j .  Stationary maxima occur, for the present test case at
2/u^n^ -  sm 9^
Substituting the above back into (8.45) gives expressions for the OPLs in terms of fringe number 
rather than spatial position
2 ;r 2mnn}OPL, =
X -  n f sin^ 6,
2n  _ 2mnn} sin^ 9,
^   ^ (8.47)
— OPLD,, = lm n  
À
2 m / " '
yU, -n ,  sim 9. j
The final stage before simulating the fringes involves obtaining physically correct values for the 
field irradiances /; and h . By enforcing a further restriction that the perfect dielectric media through 
which the light traverses is also homogeneous and isotropic, the irradiances can be found using the 
Fresnel equations derived in §4.2. For the present test case, the irradiances (relative to an incident 
ray of unity irradiance) expressed in terms of amplitude coefficients for un-polarised light are
f  + 4 ,7  )
, (8.48)
Now, recalling Figure 6.22 and the ensuing text, the significant emission from a sodium atom is 
actually a doublet comprised of wavelengths of 589.1582nm and 589.7558nm, the latter emission 
having half the intensity of the former. These have corresponding frequencies of 508.849THz and 
508.333THz respectively. Therefore the beat frequencies present are /  + /s  =1017.182THz and
fx ~  f 2 =515.617 GHz. The final irradiance field shall be composed by the superposition of the
irradiance field resulting from the interference of each frequency component separately, not 
forgetting to scale the irradiances by their corresponding emission relative intensity. In this manner, 
the beat frequencies will naturally appear.
It is now possible to simulate how the fringe pattern would appear to a photoreceptor that has a 
response time T. Firstly, the base graph showing the irradiance at normal viewing angle of all 
stationary maxima as a function of T. For all other viewing angles, the result depends on the fringe 
number m (c.f. (8.47) and (8.44)). (8.44) suggests that the transient timescale is not altered by 
viewing angle or incident wave phase or fringe number, but is simply inversely proportional to the 
frequency of the light.
164
0.25
0.05
Imax
 Imin
0 . 2
I  0.15
2
4 5 6
Integration time T (fs)
1 0
Figure 8.29: Change in irradiance with integration time for all maxima, at normal viewing angle
The above graph leads one to conclude that the significant irradiance transients of the constructive 
fringes are practically over in the space of lOfs. Also, the irradiance of the fringe minima is fixed at 
zero, independent of the integration time. This is purely due to the fact that this test case is 
configured for optimal fringe visibility at normal viewing angle. As the angle is increased, the 
irradiance of the minima lifts away from zero exhibiting similar behaviour to the irradiance 
maxima, but with smaller amplitude. This will not be shown in the subsequent graphs to aid in 
clarity. Next, the effect of viewing angles up to 45° on the irradiance transients for the first 
constructive fringe (m = l)
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Figure 8.30: Change in m=l irradiance with integration time, at various viewing angles
As expected, the transient timescale is not altered by viewing angle. The increase in the end value at 
4 5 ° is not an advantage because it is accompanied by an increase in the irradiance of the minima
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which causes contrast reduction. Next, the effect of the phase of the incident wave on the transients 
for normal viewing angle and the m = \ fringe
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Figure 8.31: Change in m =l irradiance with integration time, at various incident wave phases
The transient timescale is not altered by the phase of the incident wave. Finally, the effect of fringe 
number (i.e. distance aft of oil film leading edge) on the transients for normal viewing angle and 
zero phase
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Figure 8.32: Change in irradiance of fringe m with integration time, normal viewing, zero phase
Once again, the fringe number under observation has no effect on the transient timescale and 
exhibits similar behaviour to a change in phase (which is indeed what m represents).
It is impossible to visually distinguish the beat frequencies in any of the above plots and so these 
must be visualised by proxy of the relative error between the irradiance of a single frequency
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component and that of the doublet (appropriately rescaled by 2/3 to produce equivalent irradiance 
magnitudes). The graphs are for normal viewing angle and zero phase
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Figure 8.33: Relative error between irradiance fields produced by a single frequency and by both frequencies in
the sodium emission doublet
The period of the waveform present in the graph above is equal to (/j + ^ )   ^ and represents the 
presence of the lOlVTHz beat frequency. It is necessary to zoom out to see the other beat frequency
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Figure 8.34: Figure 8.33 zoomed out 400x
When zoomed out, the 515GHz beat frequency is clearly visible. The maximum relative error in the 
transients caused by omitting one of the frequency components of the doublet is 0.034% and decays 
asymptotically with integration time. Since the relative error magnitude is directly related to 
changes in irradiance caused by the beat frequency, one can conclude that the effect of the doublet 
nature of light from sodium atomic emission on both the femtosecond transients and the stationary
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fringes is most certainly utterly negligible. Hence even though these beat frequency transients 
extend to the order of picoseconds, their lack of effect on the irradiance means that the upper limit 
of the integration timescale is still on the order of femtoseconds -  a timescale completely un- 
resolvable by, for example, the rods in the human eye which have a response time on the order of 
milliseconds (Kraft et al. 1993). It is hereby possible to draw the following conclusions
• The timescale of irradiance transients due to the wave-like nature of light is on the order of 
femtoseconds
• The timescale of irradiance transients caused by beat frequencies due to the doublet nature 
of sodium atomic emission is on the order of picoseconds
• The changes in irradiance caused by the beat frequencies are utterly negligible within the 
transient timescale and therefore have no effect whatsoever on the stationary fringe pattern
It is interesting to actually simulate the fringes over the duration of the transient timescale. An 
efficient way of presenting this animation in a single image is with an x-T  diagram. Presented 
below are x-T diagrams for incidence angles varying from 0 (normal viewing) to 90° with the phase 
shift set to zero.
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Figure 8.35: x-T  diagrams for incidence angles varying from 0° (top) to 90" (bottom) in steps of 15", zero phase
shift
Following the above analysis and images, a seemingly profound conclusion about the nature of 
interference fringes and their metrological use may be drawn
Stationary interference fringes are visible only to entities with a sufficiently time-averaged 
perception of their electromagnetic environment.
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FOREWORD
The oil film interferometry technique is used mainly in flows subjected to moderate pressure 
gradients only. In this work, the situation is that of an initially small shear stress that decreases all 
the way unto the separation point where the shear stress is zero. Now, although the shear stress 
tends to zero, the adverse pressure gradient still exists throughout the region and therefore is likely 
to have some effect on the oil film profile near separation. On a horizontal substrate, the oil 
accumulates near separation (while at reattachment the opposite occurs). In the present case, the 
substrate is vertically mounted which results in the accumulated oil being drained by gravity. One 
advantage of this is that a clear separation line is naturally marked out. However, since gravity is 
acting in the same physical manner as a cross-stream pressure gradient constantly over the entire 
film, a better understanding of its effects on the values of the measured shear stress distribution is 
required.
This work was carried out as part of the WALLTURB project, a European project funded by the 
European Community under the 6th Framework Program.
ABSTRACT
This report is a detailed investigation into the behaviour of a film of silicone oil on an optically (and 
thereby hydrodynamically) smooth substrate. The governing equation is derived from first 
principles and all intermediate approximations and assumptions are discussed and justified with the 
ultimate objective being the self-calibration of the viscosity of the oil and the direct measurement of 
the surface shear stress using a simple optical setup involving just a monochromatic light source 
and still camera. Attention is given to the analytical solution and treatment of errors of a variety of 
general and specific cases of combinations of shear stress, pressure gradients, body forces and their 
associated gradients and fluctuations.
OUTLINE
The report is divided into two chapters: theory & derivations, and solutions.
The first chapter covers the derivation of the full time-dependent governing equation from the 
Navier Stokes with appropriate simplifications, taking into account the effects of surface shear 
stress, pressure gradient, gravity and body forces, surface tension and molecular adhesion, as well 
as the gradients of all the aforementioned phenomena. The effect of substrate curvature is also 
examined. All assumptions are clearly pointed out and justified with reference to previous work in 
this field.
The second chapter involves the systematic analytical solution of the governing equation both in the 
absence and presence of a two dimensional external flow for a variety of general cases, as well as 
for specific distributions of shear stress. Each case also examines the effect of experimental errors 
on the desired measured value.
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INTRODUCTION
Of great importance in the field of experimental fluid dynamics is the ability to accurately 
determine the drag of a body moving through the working fluid. For a streamlined body, the 
primary source of drag (neglecting secondary flows) is the skin fi-iction. Many methods now exist 
of measuring the skin friction, manifest as a wall shear stress. The earliest direct method was the 
use of a sliding force balance inserted directly into the surface, but this suffered from problems of 
sensitivity, spatial averaging and sealing of joints. Others included the sublayer fence which is 
calibrated by a Preston tube which itself relies on the existence of the logarithmic law of the wall 
(Patel 1965). Subsequently, indirect methods involving heat transfer such as hot wires were used to 
measure the shear stress either by means of measuring the fit of the so-called logarithmic region in 
the boundary layer (Clauser’s method) or by using a hot wire protruding through the surface, but 
still within the viscous sub-layer (y^ < 3) such that the universal law of the wall = f(y^) can be 
used. Pulsed wire anemometry is another approach for measuring the time-dependent wall shear 
stress at low temporal resolution, and more recently the use of micro-electromechanical sensors 
(MEMS) which comprises an array of sub millimetre hot films attached to an insulating substrate in 
the surface (Ruedi et al. 2003). However all of the methods involving heat transfer require 
calibration. This procedure is further complicated near the wall where thermal conduction will 
manifest itself as an apparent increase in velocity, and so empirical corrections need to be made. A 
review of some of the above techniques can be found in Femholz et al. 1996, and the references 
therein.
It is at this point that the oil film interferometry technique makes its grand entry. Unlike the others, 
this technique is truly direct and requires no calibration. On account of this, one finds that many of 
the above techniques are actually calibrated using oil film interferometry. Of course there is always 
a catch to such advantages, namely the strong dependence of the oil viscosity on temperature. 
However, if the oil is correctly stored (sealed, opaque container at room temperature) then this 
calibration need only be done once using readily available viscometers (i.e. falling sphere or 
capillary types) and a variable temperature water bath. As will be seen, the viscosity can also be 
found simply from measurements of a film flowing under gravity (Tanner 1976 and 1977b). Thus 
the technique of oil film interferometry is quaintly self-sufficient!
The basic principle behind oil film interferometry is the use of a thin film of oil on the surface at the 
region of interest which is entrained by the external flow by means of a shear stress and pressure 
gradient. The local rate of thinning and thereby the driving force of this film is related to the local 
slope of its surface. Direct measurement of the rate of thinning and slope at a single point can be 
done using a laser interferometer setup (Tanner 1977a, Murphy et al. 1985, Monson 1983 and 1984 
(3D flows)). Alternatively, photographic interferometry can be used to determine the film profile 
over a larger patch using either an expanded laser beam or a monochromatic diffuse or directional 
light source (typically a low pressure sodium lamp of order 20W). In the case of the latter method, 
when the film thickness near the leading edge becomes some multiple of the wavelength such that 
the optical path length travelled by the light is less than the coherence length of the light source, 
successive light and dark lines (fringes) begin to appear from the leading edge of the film which 
appear to spread out downstream over time. It turns out that the fringes are in fact contours of 
constant height, and that the local spacing between these fringes is related to the local slope of the 
film. Also, the divergence of the spacing between fringes is related to the local curvature of the 
film.
There are several different methods that can be applied to the resulting image in order to extract the 
wall shear stress. The simplest method is the single image method (Monson et al. 1993) where a 
photograph of the fringes is taken immediately after the experiment, and straight distance between 
fringes rotated to be orthogonal to a cartesian coordinate system is measured either by hand or using 
software and then inserted into a linearised form of a solution of the governing equation. It is 
important to both keep record of the temperature of the substrate over which the oil is flowing in 
order to accurately estimate the viscosity term which appears in the equation and to keep record of 
the elapsed time from the moment the external flow is engaged. Of course all these parameters 
represent possible sources of error, but if measured carefully the accuracy of the method can be kept 
to within less than 4% as stated in Femholz et al. 1996. Another troublesome factor reported by 
many is the effect of dust landing in the film. It strongly changes the local curvature and its 
influence persists far downstream in the form of a wavy distortion of a fringe. Interestingly, Tanner 
(1977b), after using a dust cover and still not seeing the problem rectified, suggested it might 
actually be dust already residing on the surface before application of oil and so decided to 
illuminate the surface with a laser at grazing incidence to show up any dust missed during cleaning. 
The dust problem was thereby rectified. Another issue raised by Tanner & Blows (1975) was an 
error in the time origin caused by the initial slope of the oil film and showed that this was in the 
range of 2 to 5 seconds, and so became insignificant after typical experiment durations - O(10^)s. Of 
course, a low wind tunnel transient start up time also helps to reduce this error.
Another method is the use of an X-T diagram (Femholz et al. 1996). This is rather more data 
intensive as it requires many images separated by small time intervals (typically on the order of 
seconds), wherein a straight line of data (chosen to be over a ‘clean’ region) is taken in the same 
location of each image rotated to have its fringes orthogonal to a cartesian coordinate system and 
stacked up in time order. The resulting image resembles a fan of rays emanating from the origin, 
and the shear stress is obtained from a least squares fit of the slope of these lines and the fringe 
numbers they correspond to.
Tanner & Blows (1975) presented the method of inverse solution where the solution for the film 
height is inverted to solve for the shear stress. A most elegant method which makes no assumptions 
about the shear stress distribution, but contains an integral of the height distribution and so may 
seem suited only for laser interferometer applications. However in this report a method is shown for 
the computer-automated reconstruction of the film profile using only a single photograph. This can 
then be integrated numerically and yields excellent results except near the leading edge of the oil 
where the change in the values are very small and changing rapidly. Also in this report is a new 
method involving image correlation velocimetry (ICV) specifically simplified for the oil film 
problem which allows one to obtain the surface velocity map using just two images separated by a 
known time, from which a surface shear stress map can be obtained. This method also eliminates 
any small error associated with the time origin. Finally, if the shear stress distribution can be closely 
approximated to one of the analytical solutions presented later in this report, then a simple method 
of using non-linear regression to fit a constructed film profile to the analytical solution can be used 
to obtain the shear stress distribution parameters.
An interesting development by Desse (2003) was the use of white light instead of monochromatic 
light. He used a 500W Xenon lamp to illuminate the oil and showed that the interference pattern is 
now a coloured fringe pattern in a sequence approximately matching Newton’s colour scale, and 
that the colours provide new information about the sign of the change in the oil film thickness (i.e. 
the slope) previously lost with monochromatic light. However as shown later in this report, this 
information is actually encoded in the sign of the divergence of the fringe spacing anyway.
Of fundamental importance in the field of oil film interferometry is the governing equation and 
solution thereof. The governing equations can be found in standard texts on lubrication theory. A 
thorough and complete derivation from a more aerodynamics-based approach was done by L.C. 
Squire in his 1961 paper. Simplifications of the full Navier-Stokes equations based on an order of 
magnitude analysis were carried out, leaving behind the equations for a creeping flow (R e« l) . 
These were integrated to obtain a convective velocity which was then used in a fluid element 
enforcing continuity. He also showed the strict boundary conditions at the interface and discussed 
the effect of the oil on the external boundary layer, showing that the effect is small if the oil 
viscosity is much larger than the external fluid and that the external flow now experiences a slip 
boundary condition at its base. He also stated that the equations are valid for 99.5% of the distance 
to separation and that the oil forms an envelope slightly upstream of the true separation envelope 
(distance to separation is changed by at most 2%), this being less so for turbulent boundary layers 
and is independent of the oil viscosity. Tanner & Blows (1975) obtained a solution for the film 
profile when under the action of a spatially variable, temporally stationary shear stress by 
investigating the characteristic velocity of a disturbance in the form of a surface wave. Using a 
control volume moving with the wave in combination with the requirement of continuity, the 
characteristic velocity was shown to be related to the change in volume flow with height. This in 
turn was linked to the shear stress and eventually solved for the film height. In their 1999 paper. 
Brown and Naughton showed that Tanner’s s-n form of the oil film equation was equivalent to 
Squires cartesian form and one may be derived from the other using a metric transform. This paper 
shows the derivation of a more complete equation that considers the effects of surface tension and 
their importance near separation. A full numerical solution was derived that can solve the whole oil 
film equation with all its terms, and test cases showing the effect of surface tension revealed its 
significance near separation where the simple theory predicts an asymptote to infinity but surface 
tension keeps the height finite.
With regards to surface tension effects. Tanner (1979) considered the spreading of silicone oil drops 
on horizontal surfaces and provided a steady state equation for the shape of a drop of given central 
height. He also gave the 1/7* power law for the rate of increase of the span of a two-dimensional 
drop, and modelled the spreading assuming a constant profile shape. He concluded that there exists 
an inflection near the edge, found by examining the Airy fringes in the far field pattern of a drop, 
which is consistent with the existence of a piezometric pressure gradient arising from surface 
tension which causes the motion.
In this report, full consideration is given to all the aforementioned parameters, and will also briefly 
examine the effect of Van der Waals forces for very thin films, but still satisfying by the continuum 
hypothesis. The governing equations will be derived step by step and the solution steps shown 
clearly, with attention given to the constants of integration, in particular the effect of an initial 
thickness distribution on the resulting film profile and interference pattern, usually assumed in the 
literature to be infinite in order to give a time self similar solution. After close examination of the 
simplest case of constant shear stress, solutions for more complex functions of shear stress shall be 
derived including arbitrary functions, stationary fluctuations of arbitrary functions, and the response 
to a periodic travelling shear stress wave of zero mean.
Chapter 1 -  Theory & Derivations
1 SILICONE OIL
Since the early work of Tanner and Blows (1975) it has become standard practice to employ the 
Dow Coming DC200 range of silicone oils in oil film interferometry (see Dow Coming 2000). 
Apart from being available in a huge range of viscosities (5 to 100,000cst), the main reasons for its 
use are desirable properties such as non-toxicity, easiness to wipe off, chemical inertness and 
stability, very high transparency and colourlessness, strongly hydrophobic nature, low surface 
tension, and excellent ability to wet surfaces without an existing precursor film. It also exhibits 
slightly less temperature dependence than petroleum based oils, namely around 2% per °C 
(Naughton et al. 2002).
A given oil viscosity has a well defined refractive index, density and temperature coefficient, 
nominally provided by Dow Coming in their datasheet. The oil is a linear dimethylsiloxane polymer 
with chemical formula (CH3)3SiO[SiO(CH3)2]nSi(CH3)3, and its lack of carbon double bonds and 
polar groups as well as strong Si-C, C-H and Si-0 bonds account for it its hydrophobic nature and 
stability.
CH3
CH3
CH3
Si. /
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CH3
CH3
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Figure 1: Chemical structure of polydimethylsiloxane, showing the repeating unit
The author is not aware of any tests to assess the degree of visco-elasticity of this oil, and based on 
the history of success and also on the fact that any visco-elastic effects are typically manifest in 
short-time flows (and creeping flows are most certainly not short-time), it shall hereon be assumed 
that the oil behaves as a Newtonian fluid with stress linearly proportional to the rate of strain, thus 
enabling the use of the standard Navier-Stokes equations.
The problem shall be defined in the case of 2D aerodynamic flows first, and subsequently extended 
to 3D flows.
R^F ~ Po
OX
ày = Po
A3i«dx
' v . P - ^ L ^ ' '
a%
4/
Therefore the resultant mass flux through the element, which is equal to the mass flux of the entire 
element is:
m = rrij^ p -  m'”rf =Pc\Uoày-Po ày-Po ox
dy
dh Ax  ^ d^hAx—  + -----------
dt 2 dxdt
= -Ax
A+^ A.dx dx
dx
- d y -  J  U^dy-Ax
dx
-d y
Now, the second and third integrals on the right hand side vanish since there is no oil above h at the 
left face, and by d e fin itio n (y  > /z) = 0. An alternative line of reasoning would be that the
integrals would also vanish in the limit as Ax -> 0. Then, since the upper limit his, a function of x, 
the Leibniz integral rule  ^must be used to take the derivatives out of the integrals, and the right hand 
side becomes:
,  6/z Ax"Ax—  +
dt 2 dxdt dx dx
The last term on the right vanishes for the first reason given above. Finally, dividing through by 
Ax and taking the limit as Ax ^  0, the equation for a point is obtained:
(2 .1)
This is the same result as obtained if the fluid element did not have a sloping surface. Thus the two 
are equivalent in and only in the limit as Ax ^  0. Armed with this simplifying fact, the equation for 
a 3D flow can be readily obtained and is:
d
dt dx dz
(2.2)
d V ................................. db  Ba
The Leibniz integral rule is — [ f {x ,y )d y = f  (x, b{x))------ / (x, a(x)) —  + f —  dy
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With reference to the 2D equation, the term ^U^dy can be interpreted as a convective or mean
0
h
flowrate through the height of the film at a given x position. So substituting ju^dy = U^h and
0
h
jWody = Wch (where subscript c represents a depth-averaged convective velocity) into (2.2) gives:
0
(2,3)
dt ' dx dz dx dz y 6x dz J
Here it is possible to make some preliminary statements about the physics of the thinning process, 
namely that the local rate of thinning depends on the local slope of the film as well as the local 
spatial gradients of the mean film speed. The latter effect will diminish more so than the first as the 
film gets thinner, thus terms involving slope are predominantly responsible for any thinning action.
The next step is to obtain an expression for the convective velocity that establishes the link to the 
external flow by means of induced stresses on the surface of the film as well as pressure gradients, 
body forces and surface tension.
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3 DERIVATION OF GOVERNING EQUATION
Using an order of magnitude analysis specifically for very low Reynolds numbers, the full 
incompressible 3D Navier-Stokes (NS) equations describing a Newtonian fluid can be dramatically 
reduced to the special case of viscous dominated creeping flows. All the inertia and unsteady terms 
are dropped, as well as velocity gradients in x and z and the vertical component of velocity and its 
derivatives. These approximations essentially result in a self-similar parallel flow. So in fact this 
would only be exactly valid if the film had zero slope everywhere and therefore was thinned only 
by spatial gradients of convective velocity -  which themselves are zero by the approximation! Also 
there is a vertical component of velocity in the thinning of the film itself. Thus fi'om this point on it 
must be borne in mind that any solution of the resulting thin film equation is only approximately 
valid, with accuracy improving as the slope decreases. Also, any appreciable streamwise and/or 
lateral velocity gradients and/or vertical velocity components will also mean a further departure 
from self consistency and validity.
In this derivation as in Figure 2, x, y  and z represent the streamwise, transverse (away from the wall) 
and lateral (also termed cross-stream) directions respectively. The order of magnitude analysis then 
goes as follows, let:
U = uU' V = vV' W = wW' X = Lx' y  = dy' z = Lz' t = Tt'
— « 1  w = 0(w) P '= 0(7) u = 0(^£^«l
P = P'
The statement that w = 0(u)  implies that the x and z components of the NS equations and any
derivatives may be of equal order (physically speaking, this means that there may be cross-stream 
velocities and stresses in the flow that are of similar strength to those of the streamwise flow). This 
also means that it suffices to carry out the analysis in 2D. The order of the pressure gradients are 
unknown, and the order of the streamwise velocity is very small. The continuity equation gives 
information about the order of magnitude of v:
g w  V a r '  ^
 —  + --------------- =  0
L dx' S dy'
:.v = 0 SÔ
~T
From the left hand side of the NS equation the order of magnitude of T can be obtained by 
supposing its order be equal to those of the other terms on its side of the NS:
T = 0
Substituting in all the terms and dropping the dashes, the x and j  components of the NS become:
Ss(dU  „ d U  „dU'^■+u— + v
L
L
dt dxV
dt dx dy
L (dP
p sS 'ydy  %
(  S d^U 1 d^u'' 
y  dx^  ''' S d y \
S d^V 1 
F  dx^  ^ Ô dy'^
(3.1)
13
In both cases the inertial terms and the streamwise second derivatives are very small compared to 
the transverse second derivative term. In the case of the x component the pressure gradient and body 
force terms are small compared to the transverse second derivative. However since the order of the 
pressure gradient is unknown, it must be left in for generality. In the case of the y  component it is 
just the opposite, and the pressure gradient and body force term dominates. If such terms are not 
present, then the transverse second derivative term will dominate. In a similar manner, it is possible 
to list the orders of magnitude of the stress terms:
(3.2)
The second additive term in the order of the shear stresses comes from the streamwise derivative
—  , and is evidently very small compared to the transverse derivative. Here it can be seen that the 
dx ’
shear stresses are considerably larger that the normal and cross stream stresses.
Thus in the oil, where the only body force present is that of gravity acting in the -y  direction:
The X component of the reduced Navier-Stokes equations:
Mo -  = —-  -  p^g sinO (3-3)dy dx
The y  component:
The z component:
^ ^  = - p  gcosOcosç (3-4)
dy dz
where 0 and ç  are the angles of the substrate plane relative to the x and z axes respectively. The 
expressions for the shear stress components experienced by the oil at the interface reduce
. Integrating (3.3) twice and using the shear stress conditiondW,
at the interface to find the first constant and the no-slip condition at the wall to eliminate the second 
constant, one gets:
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dx
^ - p ^ g s m 0 \  - — hy (3.6)
Similarly with (3.5):
Mo
êEl
dz \ - h y
A A
y
(3.7)
Now in the manner of (2.2) these can be integrated to give the convective velocities:
U^h = —
' Mo dx
^-Pogsine
1 f  
W h  =  —
V  V
h- h
Mo \  Vdz
y
+ T
3 2
y
"F T —
3 2
(3.8)
Note that in the absence of pressure gradient and body forces in the y  direction, which could occur 
in the case of a test model and substrate mounted vertically in a wind tunnel, (3.4) becomes (from 
considerations after (3.1)):
^  = 0 (3.9)
Upon integration (3.9) gives an expression similar to (3.6) without any pressure gradient and body 
force terms, and depends on the normal stress instead of the shear stress at the interface:
F = = o f ^ '  
U  .
(3.10)
If there exists such a component of velocity within the oil, it will necessarily be exceptionally small 
due to the presence of the wall. When evaluated at the interface, (3.10) is the rate of thinning of a 
film whose surface is parallel to a vertical wall:
(3.11)
An implication of (3.11) is that all other terms that appear in (2.3) must also be O —  , which
k L )
shows that the thinning process is rather slow. If the thinning process happens quickly, then the 
approximations made in the derivation here will no longer be valid.
From now on, the derivation shall consider the case of the oil being applied to the horizontal surface 
of a model, since this case contains added complications. Before making use of the full dynamic 
boundary conditions to have an expression in terms of the external pressure and shear stress, (3.4)
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can be used to relate the internal and external pressure (at the moment without surface tension 
effects). Integrating and setting the appropriate conditions at the interface.
7^  =.f^+p,g(A-y)cos6)cos<p
(3.12)
.'. — cos 6» cos (p
The second term on the right represents a piezometric pressure gradient caused by the slope of the 
film. Thus for a given external favourable pressure gradient, a positive slope causes the oil to 
effectively experience a slightly less favourable pressure gradient and vice-versa.
In order to relate the stresses acting on the air side of the oil film to those on the oil side expressed 
above, it is necessary to carry out an interfacial stress balance.
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3 . 1  T H E  I N T E R F A C I A L  S T R E S S  B A L A N C E
The boundary conditions (BCs) for the air-oil interface where there is no mass transfer across the 
interface, the vapour pressure of the oil is negligible, and the oil has no surface charge simply 
amount to the following:
• The normal velocities are continuous across the interface (kinematic BC):
• The tangential velocities are equal at the interface (No slip condition):
• The forces acting on the interface must be balanced (dynamic BC)
In reality there is no such interfacial ‘surface’ but rather a very thin transitional region over which 
the density rapidly changes from that of one medium to the other. This is typically so thin that it can 
be regarded as a simple surface (Landau & Lifshitz). The interfacial force balance can be derived by 
considering a fixed control volume of characteristic length scale r that crosses and arbitrary 
interface and performing a standard force balance in the limit as r -> 0 taken in such a way that the 
control volume collapses to a point on the surface (Bush 2004). Surface tension is included, which 
acts perpendicularly to any line drawn in the surface (Isenberg).
V
W
Air
Oil
Figure 3: Control volume for deriving the interfacial stress balance
N is the surface normal vector defined as pointing out of the oil, T the vector tangential to the 
contour and B is the bi-normal vector given by T x N and is the direction in which the surface 
tension acts). All are normalised.
In plain English, the events occurring in Figure 3 can be described using Newton 2"^  law as follows:
Time rate of change of momentum of either fluid inside V is caused by:
• Body forces acting on either fluid inside V
• An imbalance of forces exerted on the surface by the air and oil
• Surface tension forces acting on the perimeter of V.
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Therefore, in plain maths, writing the terms in the same order as described above:
D
Dt
P,.o'^a.odV = K odV  + (tBÆ (3 .13)
S y s te m
This is just the Reynolds transport theorem linear momentum conservation equation in an inertial 
coordinate frame with a control volume containing an interface. Here, /  is the incompressible total 
stress tensor which comprises the hydrostatic pressure and the deviatoric stress tensor (responsible 
for motion) which is symmetric in order to conserve angular momentum (Hughes & Brighton; 
Schlichting). In the Newtonian linear relation to the rate of strain, it is written in terms of velocity 
gradients as:
=
f - P  0 O ' 
0 - P  0 
0 0 - P
+
Txy
T Tyx yy
T T
k « zy
dU. ÔU, )
^ÔXj
+
dx..
(3.14)
Sjj is the Kronecker delta. The above can be converted into vector notation, which is more
consistent with the manner in which this derivation is being carried out. Expanding (3.14) into 
cartesian component form gives:
Zii -
^-P 0
0 - P
0 0
0  ^
0
- p ,
2 ^
dx
dx dy
 1  1------
dy dx dz dx
dz dy
dW dU ^dW
dx dz dy dz dz
Now, inspection reveals that the matrix of velocity derivatives is in fact made up of the sum of the 
Jacobian matrices of the velocity vector and of its transpose:
f
2 ac/
dx
af/ ap 
^  ax:
af/
dz
dJV)+ ----
dx
dU
dx
af/ af/1
dz
ÔU
dx
ap
dx
dW'\
dx
ap af/+ — ap aip+ ap ap ap + ac/ ap aip
dx
z
dz dx dz ay
aip
 ^ a%:
ac/1
dz
aip ap
dy dz
2 aip
dz J
aip
 ^ ax:
ai^ aip
a% ;
ac/
V dz
ap
dz
aip 
az >
= v u + ( v u y
Substituting this in place gives the vector notation equivalent of (3.14):
Z =  -PI +  //(vU  + (VU)’') (3.15)
Referring to (3.13), the negation of the deviatoric stress tensor for the oil rather than for the air 
arises due to the defined direction of the normal vector, thus ensuring for example that the pressure
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forces act normally towards the surface in both media. Also, the dot product with N gives the 
projection of the stress tensor on the surface, and is actually just a matrix multiplication of the 
tensor with , the order of which does not matter due to the symmetry of the stress tensor.
The line integral containing surface tension can be transformed into a surface integral using Stokes’ 
theorem giving:
(jÈdl —
Now, since the element volume scales as and the surface area as , then in the limit as r —> 0, 
the volume integrands in (3.13) vanish and the integrals in front of the remaining terms disappear 
since the equation now represents a point. The interfacial stress balance is therefore:
N * ( z „ - Z „ )  =  c r N ( v * N ) - V , o - (3.16)
The s subscript denotes the surface gradient operator, which is necessary since surface tension is 
only defined on the surface. This can be accomplished by subtracting the part of the gradient vector 
that is normal to the surface:
n (n »Vo-) (3.17)
The normal and tangential stress balance can be obtained individually by taking the dot product of
(3.16) with N and T respectively. First it is necessary to obtain expressions for N and T that 
relate to the actual surface parameters and to be able to express the components of T in terms of 
the components of N , the ultimate goal being to express the stress balance entirely in terms of 
curve parameters.
3.1.1 DEFINITION OF N AND t  IN RELATION TO THE INTERFACE
Consider a 3D interface described by an arbitrary surface implicitly represented 
by f { x ,y , z j )  = y -  h{x,z,t) = 0. A standard result in vector geometry (Spiegel; Lengyel) is that the 
unit vector which is normal to the implicit curve / (x,y,z,t) = 0 is given by:
N = V/
w \ \
dx' dy' dz
dxj ydy) y d z j
Using our specific form of implicit representation, the above simplifies a little and the cartesian 
components of the unit normal vector are now:
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1 +
ydxj
+
dx 
1
dh
V dz
(3.18)
y
Now, according to the Frenet-Serret formulae, the curvature a: of a surface is the magnitude of the 
rate of change of the tangent vector along that surface. This is equivalent to the divergence of the 
normal vectors on that surface. After differentiation, noting that they-component of the derivative is 
zero, many terms cancel out leaving:
6#  6K
k { x ,  z )  = V • N = ------ 1------- + •
ax'
Lf 'dh'"
2 ^ 6 ' A L i -Ï1^dz) 6 z ' *^6 x J  j
+ 2 dh dh d^h 
dx dz dxdz
dx dy dz
(3.19)
In 2D, the above significantly reduces to:
k { x )  =
ax' (3.20)
An explicit relationship between N and t  for an arbitrary surface is rather complex since there is 
an infinite variety of curves that can be drawn on the surface. In order not to detract from the main 
objective, the tangential stress balance will be expanded in 3D, but analysis of it in terms of surface 
parameters will be done in 2D. Any information gleaned from this process can be applied to the 3D 
result as was done in the case of (2.2). In 2D, the components of the tangent vector can be found by 
evaluating the directional derivative of a quantity and comparing the coefficients with those of the 
normal vector. A relevant example involving the tangential gradient of surface tension is given 
below which will have application to the tangential stress balance later on. The directional
derivative is given by:
(3.21)
And with the chain rule:
d (7  _d(T  dx ^ d a  dy 
ds dx ds dy ds
Therefore
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r  T
 ^ ds
With the aid of a simple diagram highlighting an elemental segment of the curve, a relationship can 
be established between the ordinary derivatives and the normal vector components:
dx
dy
dx
= tan k 
cosy/ = cosftan"  ^A:) = , ^
 ^ ’ VÎT?
sin^ = sin(tan“^ A:) = —
—  = T = cos 6 = cos 
ds - i s / J
1 +
dx
^  = T = sin ^  =
f
sin tan“^
V
dh 
dx
1 +
dh
dx
So in 2D it is always possible to express the tangent vector components uniquely in terms of the 
normal components as:
(3.22)
3.1.2 THE NORMAL STRESS BALANCE
The full 3D normal stress balance in cartesian component form is obtained by taking the dot 
product of (3.16) and N . Braces are used to denote the difference between air and oil terms:
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n M z » - z J * n  = o-n (v *n )* n - ( v ,c7)*n  
(n'  ^[-{p }  I + {z}]) • N = OTf -  (Vo-) • N + n ( n  • Ver) • N
Ny K )
^{P} 0 0
0 {P} 0
0 0 {P} JJ
+
K) K) K)
K) K) K }
K )  { y^y] K }
( N \
Yy
) )
= GK
(3.17) was used to substitute for the surface gradient operator on the right hand side. Carrying out 
the matrix multiplication and collecting terms (recalling the symmetry of the stress tensor) gives:
-{P }  + n ;  K }  + n ;  + iV/ {T^} + 2(JV,A^  ^{r^} + {tJ  + {t^}) = (3.23)
The physical interpretation of (3.23) is that across the interface a jump in pressure and in the normal 
component of all stresses is balanced by surface tension and curvature of the interface. In static 
equilibrium, the deviatoric stresses must be zero, and (3.23) reduces to the well known Laplace- 
Young equation (often written in terms of principle radii of curvature), namely:
P - P =  GK (3.24)
Thus in static equilibrium the pressure jump across the interface is entirely supported by surface 
tension and curvature.
Of course (3.23) could be rearranged for Po and the new terms added to (3.12) for the complete 
expression of the pressure gradient effect on the convective velocity within the oil film. However 
any chance of an analytical solution will be long gone and the resulting equation would be 
extremely unwieldy. Recalling that the objective is to use these equations to find the shear stress 
using interferometry, it is a requirement that in order to see interference fringes the film must be 
very thin (of order wavelengths of the light) and thus naturally have a very small slope everywhere. 
This is a most fiindamental and important fact that will not only linearise the equation but also 
allows its analytical solution in many cases. On top of this, it is also more consistent with the 
approximation made in deriving (3.6) and (3.7) and also agrees with the order of magnitude analysis
. The approximation is as follows:which says that the slope is O
dh dh = o( « 1 d h^
dx dz \ dxdz
= 0\ « 1 (3.25)
Using these approximations, the normal vector components reduce to:
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 ^ dh
dx
1
dh
 ^ dz
(3.26)
Note that the normal vector is no longer properly normalised, but the benefits of linearization come 
at a cost of accuracy of course! Next, the curvature dramatically reduces to:
k { x , z )  % -
d^h d^ h 
dx^  dz^
(3.27)
Now, normalising (3.23) by and substituting in the approximations, a first approximation can 
be obtained:
d^h ^  
dx^  dz"
This can be further linearised by making a second set of approximations only if (3.25) is true, which 
it is at measurement times:
dh
dx dz
dh dh 
dx dz
«
yy «
dh dh
dx dz
T Txy zy
T Txy V
dxdz
« 1
(3.28)
The assumption about the normal stresses and the lateral shear stress being much less than the cross 
stream shear stress is justified by (3.2). Furthermore, if the individual values are small anyway, then 
their change across the interface will also be small. Thus there remains the final approximation to 
the normal stress balance, re-written in a more useful balance form:
+2
V dz
 ^ dh dh'y
—  + r  , —  -  cr
V
Vo dx Vo dx dx^  dz  ^y
(3.29)
The y  component of normal stress has not been removed since it turns out to have the same order as 
the shear stress multiplied by the slope, namely - Numerical results reveal that at
measurement times where is 0(lO"* j and ^  is 0(lO"^) the other deviatoric stress related
terms in (3.29) at the oil side of the interface are altogether O(l0"^ ) and the surface tension term is 
0(lO"^ ), thereby giving a pressure term of similar order. As was shown in (3.2) and again shall be 
seen in the tangential stress balance, all these terms are comparably negligible to r  , which further
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simplifies the problem. Of course where they are not negligible is at the edges of the film where the 
curvature is strong. This region may be of interest in measurements up to a separation point where it 
will be seen that the oil builds up and surface tension plays an important role.
If the oil instead be a conducting Newtonian fluid on a dielectric substrate under the influence of an 
electric field only, the extra term to include this effect is added to the right hand side of (3.29) and is 
just -^E  • N , where E is the electric field vector, and q is the induced surface charge (Betelu et al. 
2005).
3.1.3 THE TANGENTIAL STRESS BALANCE
The full tangential stress balance, carried out only in 2D for reasons explained in section 3.1.1, in 
Cartesian component form is obtained by taking the dot product of (3.16) and T . Braces are used to 
denote the difference between air and oil terms as previously:
N " (z» -zJ * t  = aN(v*N)*t-(V,<r)*t  
N ^ [-{P }l + {z } ]* t  = -(V o-)« t + N (N *Vo-)*t
f 0 0 ^ f  T  ^X
f  f
- { N ,  X  ^ 0 0 0 + { N ,  X  N , )
V
0 J V V
= -(Vo-)
N X  K } + NyT^ } + N X ,  {r„ } + } ( iV / .  + }[N ,T ,  + N J , ) + {r ,}(iV .T , +7^,7%)
Once again (3.17) was used to substitute for the surface gradient operator on the right hand side.
(3.21) was used to evaluate the directional surface tension gradient on the right hand side. 
Substituting in the components of the tangent vector in terms of the normal vector fi-om (3.22) gives 
in 2D:
(JV/ -  A7/ ) } + N,N,  ({r„ } - { r „ } )  = - N y ^  + N , ^ (3.30)
As expected the pressure terms have disappeared since they act only normally to a surface. The 
physical interpretation of (3.30) is that across the interface a jump in the tangential component of all 
stresses is balanced by a gradient in surface tension. In static equilibrium the deviatoric stresses 
must be zero, and (3.30) is only satisfied in this case when there is no surface tension gradient. 
Flows caused by surface tension gradients alone are non-equilibrium flows known as Marangoni 
flows after Carlo Marangoni (1840 -  1925), who studied its stabilising effect on perturbed soap 
films (Isenberg (1992)). In this context, however, such gradients can occur due to local temperature
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variations in the oil, as well as chemical contamination. Surface tension decreases with increasing 
temperature and Isenberg (1992) states the following empirical relationship for surface tension as a 
function of temperature:
cr = cr„ 1 - (3.31)
C J
T is the absolute temperature and Tc is the absolute temperature at which surface tension vanishes, n 
is typically 11/9, which results in a fairly linear dependence except near Tc. Differentiating this with 
respect to T and assuming a linear variation of temperature with x, an estimate of the order of 
magnitude of the surface tension gradient can be found:
d a  _ dG dT 
dx dT dx
llc7o dT
9T ük
1 - dx
Thus for small x and large Tc
dG G^  dT^
dx \Tc
(3.32)
Normalising (3.30) by Ny and for now substituting in the fully accurate normal components from 
(3.18):
1 -
dx
( dh^ ( dG dh dG^ 1--------
dx dx dy
(3.33)
Applying the approximations stated in (3.25) and (3.28) to linearise the above, and assuming 
results in the approximate tangential stress balance:
dx dy dx
dG (3.34)
As previously, numerical results reveal that at measurement times where r is O(l0 M and —  is
 ^ ' dx
D(i G"^ ) the deviatoric normal stress related terms in (3.33) at the oil side of the interface are
altogether O(l0”^  ). Being so small, their differences will also be very small and it is indeed safe to
neglect the normal stresses as done in the second approximation ((3.28)) with the aid of (3.2) as 
well.
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In order for temperature dependent Marangoni effects to match the order of the shear stress, taking 
(7  ^ = 0{\(y'^^NI m and = 0 (10^ ( 3 . 3 2 )  implies a temperature gradient (to first order) of
o (10^)k  / mis required (i.e. IK I mm). This rather large gradient is unlikely to occur in most
subsonic wind tunnel experiments. As stated much earlier, far more important is the effect of 
temperature on the oil viscosity. The only time Marangoni effects are likely to be important is when 
the shear stress is very small, such as near a separation or reattachment point in the presence of 
strong temperature gradients or certain chemical contaminants.
Upon inspection and comparison of (3.34) and (3.29) one would expect the 3D version of (3.34) to 
simply include linear additions of the z components and its derivatives as appropriate.
As an aside, the intriguing Marangoni effect can be beautifully demonstrated experimentally using 
items readily available in the kitchen -  a white tray (or a clear one on a white background), cold 
water, ground pepper and washing-up liquid. Fill the tray with cold water then apply the ground 
pepper evenly over the water surface. Place a drop of washing up liquid on the index finger and 
then, in the centre of the tray, touch the surface of the water. The pepper particles will move radially 
away (with surprising alacrity) from the centre due to surfactant molecules dispersing along the 
surface and reducing the surface tension as they go, thereby setting up a travelling wave of reduced 
surface tension (i.e. a travelling gradient wave that is positive radially outwards). This experiment 
confirms that, as expected, fluid at the surface will flow in the direction of increasing surface
tension.
3.1.4 ALTERNATIVE METHOD OF DERIVATION OF INTERFACIAL STRESS 
BALANCE EQUATIONS
Following the approach of Squire (1961), the 2D stress balances ignoring surface tension can be 
derived in a much simpler manner. For the tangential conditions Squire obtained the tangential 
velocity at a point on the curve representing the surface and then differentiated this in the normal 
direction. However his results and those presented above are only in partial agreement, the results in 
this report containing some more terms. After some investigation it turns out that those presented 
here are more general and complete as they also include the tangential derivative of the normal 
velocity component. Thus for the tangential stress balance the most general form (which gives 
equivalent results to those above) is obtained by taking the form of an arbitrary shear stress and 
writing it down as a derivative in s-n coordinates:
dn ds dn ds
V
= /  ^(n  • (v  (u  • t ) )  + 1  • ( V (u  • n )))
Now having the knowledge about what the surface tension term is and where it appears, it can be 
added to the above to give the tangential stress balance (braces used as before):
(n  • (v  (u  • t )) + 1  • (v  (u  • n ))]| = -  ( V(t) • t  (3.35)
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It is much quicker to evaluate (3.35) in cartesian component form as it stands, however the general 
expression requires the use of a standard vector identity to evaluate the gradient of a dot product 
(Spiegel):
V (A -B ) = (B«V)A + (A -V )B + B x(V x A) + A x(V xB)
At this point the derivation is far more tedious!
Similarly the normal stress balance is obtained by taking the form of an arbitrary normal stress and 
writing it down as a derivative in s-n coordinates:
2Æ  = 2/i
on on
0 (U .N )
- V ^  = ^ n . ( v (u . n ))
Using foreknowledge about how the surface tension and pressure term behaves, the normal stress 
balance is:
| - P  + 2//N*(v (u *n ))| = oV*N (3.36)
27
3.2 T H E  F U L L  C O N V E C T I V E  V E L O C I T Y  E X P R E S S I O N S  A N D  
G O V E R N I N G  E Q U A T I O N
The normal and tangential stress balance equations can now be inserted into the expressions for the 
convective velocity of the oil film. Firstly, (3.34) can be substituted into (3.29) (with its z 
components removed) to eliminate the shear stress term. After making the usual approximations for 
small slope, and then differentiating with respect to x and collecting terms:
+ —  = - ^ - ^ - < 7 — - 3 — —  (3.37)
dx dx dx dx^  dx dx dx^  dx^  dx
In order to be able to solve the resulting equations, more information is needed concerning the y  
component of normal stress. This is not available, but fortunately its x-derivative is extremely small
(from (3.2) it i s o |^ ^ j , and in the case of a streamwise linearly varying shear stress it turns out to 
be zero) and so can be neglected.
The last new term to be added to the pressure gradient expression is the contribution from Van der 
Waals (VdW) forces. Although associated with molecular processes involving attraction between 
induced dipoles caused by instantaneous displacements of the electron cloud, these forces do have a 
very small but interesting effect on the film edges. According to Israelachvili the VdW forces act as 
an adhesive pressure between two surfaces separated by very small distances. In fact, a rather 
interesting sample calculation by Israelachvili shows that for two typical VdW planar surfaces (i.e. 
with surface energies similar to liquid organic hydrocarbons) in contact (where contact is 
considered to have a spacing of 0.2nm) the adhesive pressure is approximately 7000atm! When the 
separation is increased to lOnm the adhesive pressure is still about O.OSatm. The term to be added in 
the manner of Davidovitch et al (2005) is just:
^ (3.38)
(,7 ih ‘ h ‘
A is the Hamaker constant with units J/m^  and is typically determined experimentally using contact 
atomic force devices. It can be estimated theoretically using the Lifshitz theory under the 
assumption of simple pairwise additivity, ignoring the influence of neighbouring atoms. However, a 
nice result exists for non H-bonding solids and liquids,
v4 = 2.1x 10- '" /
where y  is the surface energy. Using an estimate of /  = 0.025J  / by inspection of tables of
-21organic compounds by Israelachvili gives an estimate of the constant A' in (3.38) of 2.785 x 10
Thus if the VdW adhesive pressure term is to become 0(1), the film height has to be of order 
140nm which is about a quarter wavelength of sodium emission frequency. It should also be noted 
that the Hamaker ‘constant’ is not truly constant but actually decreases with separation of the two 
surfaces and may even change sign.
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Finally, adding the new terms in (3.37) as well as (3.38) differentiated with respect to x to those 
obtained from the Navier-Stokes in (3.12) gives the pressure gradient in the U component of the 
convective velocity in (3.8):
The tangential stress balance remains in its original form, and so an expression for the convective 
velocity can now be obtained by substituting (3.38) and (3.34) into (3.8). (Note that the problem 
could be reformulated for the vorticity at the interface simply by replacing r  with -Ijuco )^:
(3.40)
Notice that in the 3D case there would be some cross derivatives of the surface tension and shear
. . a V  8t d t  . .. .U . Ustress terms of the form —r— ,----- ,------- ,— - , ——. However m the assumption that such cross
azcix azax az ar
derivatives are small compared to their in-line counterparts, they can be dropped. This physically 
means that the oil film is predominantly a planar surface and that streamwise cross-flow gradients 
are negligible. In this case then the term for the W component of convective velocity has the same 
form as that of the U component:
W h = —
” Mo
(3.41)
All of the linearising approximations come through the expression for the convective velocities, and 
so a more accurate prediction of the thin film profile requires a more accurate estimate of the 
convective velocity. Thus in full 3D, (3.40) and (3.41) are substituted into (2.3) to give the 
governing equation for the film profile:
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d ( j \ . d h  (^'^xv. d^cr
d^ h _ d h^ da dh (
dx dx dx dx
a"A 60-
6A a^o-lA^
dx dx dx
6f .  6"/z ^a'/zaor 6A- a —- - 3 —:------ h
dz dz dz
a"/z . 6c- a'A ^
dz dz dz
A'—  Pog cos Û cos (p -3— - 2 a'o-^
A" ck"
-p^g sin Û
dx
p^gcosOcos(p-3 A' a'o-^
A"
+ 2— 
dx
6------
A" 6%"
+
A' a'o-^/o^gcos<9cos^-3— - 2  2
n oz
\ 2 dh¥ - -
dz
A'p^gcos6cos(p-3—r - 5 a"o-^
-y0^ gsm(z?
A" az"
+ 2-
dz V " a z ^ / 3 y
h = h{x,zp) 
t  =  t { x , z j \
Pc =Pc(X’P>\h
(7 = a { x , z , t \
Z'» = /'o (^.z.O
(3.42)
This rather enormous (even after substantial approximations), non-linear fourth order PDE governs 
the viscous dominated thinning of a surface of fluid under a 3D external flow and captures the 
effects of shear stress with gradients, pressure gradients, surface tension with gradients, 
gravitational effects, VdW forces and in-homogeneity of viscosity. The terms have been put in 
order of powers of h, so it is already apparent that the shear stress and Marangoni stress terms 
dominate the thinning process, followed by their gradients, followed by pressure gradient and 
surface tension and gravity and VdW forces, followed by their gradients. Upon inspection it is clear 
that in this approximation where there are no cross derivatives, the terms of the dimension are 
effectively superimposed onto the equation. The last term represents the effect of viscosity gradients 
which ultimately reflect any temperature variations (written in terms of convective velocities for 
brevity), and is order h like the shear and Marangoni stress terms. Therefore viscosity variations are 
actually quite significant, but do not have any effect in the absence of motion. The viscosity 
gradients modulate the effects of the main motion producers, rather than providing motion 
themselves.
The equation can be written much more compactly in vector form, also generalising the body forces 
to arbitrary vectors:
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dt \^0 \
A'— (t +Vcr)-—  Vl P + 2VoV/2-yo^/za»N-oV^/2 + — j-/9^a»T = 0(3.43)
y/V
In the case of most well controlled subsonic wind tunnel experiments, the effects of temperature 
variations and surface tension gradients are nil. Furthermore, if measurements are not needed near 
any edge of the oil film and if the measurements are made while the film is on the order of microns 
thick, then VdW forces, piezometric pressure gradients and surface tension altogether can be 
ignored. In this case (3.42) reduces to the form that is most widely presented in the literature, here 
with arbitrary body force terms which may have gradients (not done in (3.42) for clarity and 
because g  is constant throughout the film):
m  1—  + — 
8t A
2
, Bh ÔT ( dP.
h—  + —  ----
° dx dx 2 dx dx dx^
dz dz dz"
-Po
Po
dx
da^
dz
h
y y
+
= 0
(3.44)
y y
In vector form:
^ + _ L v .
8t Po
= 0 (3.45)
All of the above are subject to the bulk constraint of continuity which states that the mass of oil at 
any time must equal the initial mass:
J J p^h{x,z,t)dxdz =()
(3.46)
00 00 00 00
.*. I J h(x,z,t)dxdz =const.= |  |  h(x,z,0)dxdz =VoIq
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3.3 E F F E C T  O F  P L A N A R  S U B S T R A T E  C U R V A T U R E
The effect of planar substrate curvature will manifest itself in the expression for the horizontal 
component of the convective velocity. In order to study its effects, it is necessary to derive that 
convective velocity equation again but in curvilinear coordinates. The form of choice is that where 
on osculating (kissing) circle is defined as a function of x and thereby specifies the local radius of 
curvature at every point. This method involves the use of the metric \ + Ky (which implies a 
positive radius for convex curvature) and is taken from Schlichting. The frill 2D Navier-Stokes 
equations in curvilinear coordinates are reproduced below, with x along the surface, y  normal to the 
surface and zero on it. The third equation is the continuity equation.
dt
+ •
R + y dx
f n2 ci2
dy R + y
R"
2R
+ + 1
R 1 dP 
R + y p  dx
+
dy^  R + y  dy (P + y)
+
(P + y) ax (P + y)
py ap a u
(P + y) dx dx
ap +
1 dP
dt R + y dx dy R + y  p  dy
dy^
V
2P au 1 ap
V
dx
■ + ■ R‘ d +
+ ■
R + y  dy (R + y)  &
R ,,dR Ry ÔRÔV
{R + y y  (R + y) {R + y)  ^ dx dx
p au ap F+ — + ------- = 0 (3.47)
R + y dx dy R + y
The shear stress becomes:
xy P
f d U U  R 8V'+ ■
dy R + y  R + y dx
(3.48)
The effect of substrate curvature on the oil film can be assessed by comparing the terms in the 
governing equation with and without curvature. Using similar approximations as for reducing the 
planar Navier-Stokes, but also here assuming that the spatial gradient of substrate curvature is small 
(even though it appears over already much smaller terms anyway), (3.47) and (3.48) evaluated in 
the oil reduce to:
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d^U \ dU U R I dPp
dy'^  R + y d y  (R + y f  R + y p „ 8 x
dPo pU'^
dy R + y
(3.49)
(dU U )  
dy R + y
The complementary solution of the streamwise equation can be found by making a cunning 
observation, best described by re-writing the equation as below:
1 d^U
,0 CL .2 +
1 d'U U d"U
{R + y)" 8y" (A + y)' ôÿ {R + y)' dyv2 CL.O
= 0
CO CO I
A power series of the form U = V  (P + yY  which has ----- = V  -— (R + yX '' with
-00 < n > r  < CO elegantly solves the equation. Substituting the power series for U into the 
complementary equation gives:
X«(« -1)4, (^+y p +Z H  ( ^ + y p  -Z 4 (^ + y)"'" = o 
.■.Y,{n'-l)A„{R + y y - '  =0
For the non-trivial solution with ^  0 the only way this equation is satisfied is when - 1) = 0,
giving M = +1. So the complementary solution is just:
(3.50)
Using the no-slip condition at the wall and the shear stress at the film surface given in (3.49) , the 
following implicit equation is obtained:
-r
u  = r
1+ R"
{R+hy
R + y  — R
R + y
Evaluating at y=h, solving for U(h) and then re-inserting the expression for U(h) into the above 
gives, after some tedious manipulation:
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Pc
{2R + y){R + h) 
2R' {R + y )
(3.51)
It is clear that the expression for U over a curved substrate is the same as that for a flat substrate 
with a curvature correction factor. Either by taking a factor of and R from the numerator and
as mdenominator respectively or by applying Hôpital’s rule thrice, one confirms that limU =
(3.6).
The convective velocity can then be obtained by the lengthy integration of (3.51) by parts derived 
from the triple product rule:
U h = 1H [- 21n
h '
R Y  
R + h)h^
{R + hf
2R"
(3.52)
Once again this collapses to (3.8) (in the absence of pressure gradient and body forces) in the 
infinite R limit and that the expressions are identical expect for a curvature correction factor which 
in a sense actually represents the “error” from the flat substrate values. Note that in both cases, in 
the limit of zero R, U becomes infinite.
The equation with pressure gradient effects can be solved by finding the particular solution which 
satisfies (3.49). Note that the effect of the centripetal pressure gradient is considered negligible 
since U = 0(e) « I  and so U ^ / R « \ .  Attempts using terms from the power series fails to 
produce terms with the matching index in the denominators of both the trial solution and the actual 
pressure gradient term. As the powers of the series term tends to zero the indices come closer. This 
suggests the use of a logarithm which still fails but is only a single factor of (R+y) out. Multiplying 
the logarithm term by its argument turns out to succeed. Therefore the particular solution has the
form yp = kj\n[R + y ) d y . The constant k is found as usual by substitution and coefficient
comparison and turns out to be ^  . Therefore, the general solution is:
2//, &
A
U = A,{R + y) + -  + R dP
{R + y )  dx
(Jî + y)(ln(iî + y ) - l ) (3.53)
In the same manner as with (3.50), the two coefficients can be found and eventually the expressions 
for the speed and convective speed are obtained. Unfortunately for compactness they are not quite 
as clear as (3.51) and (3.52) in the sense of flat value multiplied by curvature correction factor:
y{2R + y){R + hf
u  =
(ie + y) In
l;g + y
R (3.54)
AjUoR'{R+y)
U.h =
R'{Ryhf[r^^-R a p \  ( R In
dx
h \ -  + R 
R + h) U
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So this expression for the convective velocity, with the expressions obtained from the interfacial 
stress balance in section 3.1 substituted into it, could be substituted into the 2D version of (2.3) to 
obtain a full solution for a curved substrate. The resulting equation is cumbersome to the extreme 
and highly non-linear. As an example, the 2D governing equation in the absence of pressure 
gradient and body forces (or to a good approximation in the case of these quantities being small 
which is valid since (3.42) showed that such terms are an order smaller than those of shear stress) is 
shown below. It is obtained by substituting the tangential stress balance (3.34) with zero surface 
tension gradient into (3.52). The normal stress balance is therefore irrelevant since it is only 
manifest in the higher order pressure gradient and body force terms. The resulting expression is 
then substituted into the 2D version of (2.3) to give an equation similar to (3.44) in the absence of 
pressure gradient and body forces, but with constant shear stress, shear stress gradient and substrate 
curvature with streamwise curvature gradient:
dh ^{R + h)
2R^\a R
R + h dx I dx dx
+
+ - 2* 1 )
= 0 (3.55)
Upon inspection the prospect of analytical solution is dim due to the creation of new terms of higher 
powers of /z up to 3 and the existence of a logarithm. One might be tempted to make the quite valid 
assumption that R »  h since h is on the order of microns. However doing this for all the 
appearances of (R+h) is invalid since it results in the solution tending to infinity for large R instead 
of asymptoting to the value of a flat substrate. In the case of zero shear stress gradient and zero 
curvature gradient, the only place where this approximation is valid is in the logarithm argument 
only if the remaining terms (with the exception ofdh/dt) are halved to ensure the correct limit. In 
the case of zero curvature gradient and shear stress gradient, expanding the remaining terms in order 
of powers of h reveals an interesting feature about the nature of the curvature terms:
8A 1
dt'^ Po
R
R + h
+ h 2 + In R
R + h
W
J )
- dh h^  dh h
_|_ ^ 7 " ------------------ L 7 * ------------------
cfr .R ck
= 0 (3.56)
The IjR effects of curvature manifest themselves as higher order terms similar to those of pressure
gradient and body forces. Thus for the 0[jY ) term to become of similar order to the 0{h)  term, R
would have to be 0(h) which is extremely small (0(S)). It is the first two non-linear logarithmic 
terms that set the limit as to how much curvature is acceptable until the equations for a flat substrate 
become invalid. Ignoring the higher order terms and then comparing (3.56) and the reduced (3.44) , 
ones sees that in order for the equation with curvature to match that without curvature it must be the 
case that
i?ln R
R + h
r
+ h 2 + In R
R + h
= h
Now, in the limit of infinite R, the first term on the left becomes -h and the second term becomes 
2h and so the equation is satisfied as expected. Re-expressing the equation in terms of a non- 
dimensional parameter h/R, a value of h/R that gives the 1% relative error threshold can be found. 
Since precision is not paramount, a graph of the function will suffice:
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rel.err(%) = 100 1 -  In I 1 + — 1 +
J J
(3.57)
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Figure 4: Relative error of curvature terms from zero curvature asymptote as a function of h/R
Upon inspection, the 1% relative error threshold is at:
h 1-  « 0.0205 « —
R 50
Therefore it can be concluded that the effect of substrate curvature is certainly negligible at 
measurement times when h is order microns. For example this means that the simpler flat equations 
can be used to describe the film profile even over the leading edge of an aerofoil where the 
curvature may be on the order of millimetres.
A similar relative error expression for the convective velocity in the case of constant shear stress 
only can be derived and is:
c,Jlat
u
( f \ A1 R .— -1-----h In 1 'R^
2 h
V V ^ Y r ]
{ h j
y
-1 (3.58)
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Figure 5: Relative error of convective speed as a function of h/R
h 3Here the 1% error threshold is at — ~ 0.006 =  whieh is 0.3x less than the threshold for the rate
R 500
of thinning. This implies that the rate of thinning of the oil film is less affected by curvature than 
the depth averaged speed within the film.
As a final demonstration of the effects of curvature, two graphs are presented below which show the 
variation of the convective speed with R and h. In both cases =0.1. The values and ranges
chosen are purposely large in order to have a feel for the trend of the functions. In addition, curves 
are plotted showing the effect of an adverse and favourable pressure gradient of lOOPa/m, but the 
errors are based on the difference between the flat substrate value and those on the curved surface 
with constant shear stress only.
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Figure 7: Effect of film height on convective speed for a fixed radius of curvature of 10mm
From the above figures, one sees that the equations for a flat substrate will always under-predict the 
true convective speed of the oil over a substrate with convex curvature. Conversely, graphs for a 
concave substrate show that the convective speed is over-predicted.
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Chapter 2 -  2D Solutions of the Governing Equation on a Fiat
Substrate
39
4 STATIC EQUIUBRIUM SOLUTIONS
As discussed in the previous section, in order to have static equilibrium there cannot be any 
gradients of surface tension and pressure, and all deviatoric stresses must be zero. Therefore
—  = Vcr = VP = O .If this is to be true, then by (2.3); 
dt
—  = ——([/ /z) = 0 :.U.h = const
By the definition of static equilibrium there can be no motion, therefore Uc=0. So all static 
equilibrium solutions will actually originate from (3.40) with Uc=0. The remaining ordinary 
differential equation is comparatively tame, after removing the deviatoric terms, neglecting VdW 
forces on the macroscopic scale and cancelling out the (non-zero) common multiple of h /3:
dx^
(4 . 1)
where
/ = (4.2)
is the capillary length which is taken from now on to be 1.487mm (DC200 lOOcst silicone oil). The
X 2
general solution is just A + Be'' + Ce'' Exploiting circular symmetry, the solution to (4.1) subject to 
the following boundary conditions and then shifted by the drop radius r to the right in order to start 
at (0, 0) is (cf. Tanner 1979):
/2(0) = /2q h(r) = 0 /2'(0) = 0
.. h — h(\
cosh
\  ''c J
-cosh
1 -  cosh
(4.3)
A family of solutions for a fixed radius of 10mm is shown below;
40
0.02
0.018
0.016
0.014
0.002
mid-height (m)
 0.001
 0.0029
0.0048
 0.0067
0.0086 
0.0105 
0.0124 
0.0143 
0.0162 
0.0181 0.02
0.012
0.008
0.006
0.004
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
x(m)
Figure 8: Family of solutions of (4.3) for a fixed radius of 10mm
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Figure 9: First and second derivatives of (4.3) for r=0.02m and ho=0.001m
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From Figure 9 one can see that the slope has diminished to 1% of its starting value by about 7mm 
from the leading edge, the magnitude of the slope everywhere being scaled by the mid-height of the 
drop. For larger r this value of 7mm hardly changes but for smaller r it increases. For r « the
drop is a parabola and has no flat region at all. There is also no inflexion in the profile as the second 
derivative never actually reaches zero but remains negative throughout -  which negative value 
implies a convex shape and thereby the existence of an excess of pressure inside a liquid drop. Note 
also that even at millimetres of thickness, the order of the first derivative is three orders of 
magnitude less than the second derivative.
A particularly odd feature of this solution is that it does not require the contact angle as an input, 
but instead the contact angle is determined by the drop mid-height (which in fact just scales the 
solution). Of course in reality it is the opposite. Determination of the contact angle itself is a 
complicated function of the interaction between the solid, liquid and gas media and depends on 
chemical composition and surface texture. If the work required to separate a unit area of liquid 
surface (to infinity) from the solid is known, then the Young-Dupré equation can be used to find the 
contact angle a:
R
Figure 10: Definition of contact angle a  and the forces acting on the contact line
=  (Tig ( l  +  COSCt)
The subscripts s, I and g represent the solid, liquid and gas phases respectively. These parameters 
can be determined experimentally. For example the contact angle can be measured from a 
photograph and the surface tension can be obtained by taking various measurements of a pendant 
drop in equilibrium, or by measuring the rise of liquid in a capillary tube or by measuring the height 
of a large stationary drop on a horizontal surface (Isenberg (1992)).
A convenient approximation to (4.3) is a power law:
h = h 0 < x > 2r « = 2,4,6,8..
Since the parameter ho only scales the solutions, n will only need to be varied with r. The values of 
n for a given r which give a good fit (by eye) to the actual solution is show in the graph below for n 
up to 12. It is in fact a linear trend when n> A \
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Figure 11: Trend for vaines of n that best fît the actual solution for a given r
In the case of a semi-infinite drop, the infinite radius asymptote of (4.3) is given by a simple 
exponential:
h - K l - e (4.4)
Similarly for the contact angle (recalling that this is not a theoretical estimate of the real contact 
angle):
a = tan-I
/2q sinh r
f
( A
cosh r
u J
-1
V J
Mm a  = tan
r —>00
(4.5)
For the case of the fluid being confined between two parallel walls, the solution can be derived from 
first principles by considering the meniscus problem. A meniscus described by the curve h{x) is in
static equilibrium above an arbitrary height of fluid . It experiences the forces of gravity and
surface tension:
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Figure 12: Definition of meniscus problem
(J
The concavity of the meniscus implies there must be a pressure drop across the interface going into 
the fluid. Using the linearised normal stress balance at static equilibrium (3.24) with the pressure in 
the fluid being hydrostatic gives:
(4.6)
d^ h h
This is just (4.1) integrated once, and with an additive constant coming from the condition
h{r) = Hq and h\r )  = 0. The complementary solution is Ae  ^ + . The general solution to (4.6)
subject to the following conditions is:
(O = 0 Ko„p. '(0) = -c o t(a )  V ,  = const.
(4.7)
cot (o') cosh x - r
\  C J
cosh
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Figure 13: Family of solutions of (4.7) for r=10mm, ho=10mm
In the case of a cylindrical capillary tube of r «  /^, a vertical force balance that simply states that
surface tension supports the mass of fluid beneath allows one to obtain an expression for cr. In the 
assumption that the fluid completely wets the tube, the meniscus is hemispherical, and that the 
density of the external medium is small compared to the fluid, ho is given by:
21
If the density is known then ho can be measured and the equation can be solved for the capillary 
length which contains the surface tension parameter.
If an experiment involves the use of oil starting at a comer (i.e. flow over a forwards or backwards 
facing step) then the infinite radius asymptote of (4.7) provides the initial profile of the film:
lim h = h^+l  ^cot
R^cc
(4.8)
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4 . 1  V A L I D I T Y  O F  L I N E A R I S A  T I O N
Since the static equilibrium solutions are simple, it is advantageous to check the validity of the 
linearisations involving the slope terms (viz. (3.25) and (3.28)) at this stage.
The non-linear ODEs can be solved using the classical Runge-Kutta 4^*" order numerical integration 
scheme. In all the following cases; = 0.001m, r = 0.01m, and the step size was 2xl0“^ m.
Attempting to use the derivatives from the analytieal solutions as initial values for the integration 
failed to satisfy the eriterion that h{r) = 0 therefore a shooting method was employed. Exploiting 
symmetry allows h'{0) = 0 whieh reduces the shooting method to a simple single variable iteration 
of Newton’s method with the derivative evaluated as a backwards finite difference. This is just the 
secant method:
A+\ ~ A fi
(A ~ 4-1 )
fi -  fi-\
(4.9)
where A is the unknown parameter and f  is the function depending on A that is to be zeroed. In the 
present context, A = h'\0) and /  = h{r) -  0. The tolerance was set to 10"'  ^m .
Firstly, for the meniseus problem the fully non-linear version of (4.6) with A = 0 (for simplicity) 
is:
d^h h
a "  Z" i + f -\dx
= 0 (4.10)
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Figure 14: Comparison between non-linear and linearised solution of (4.10)
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The greatest absolute error is about 35|im whieh represents a 6% relative error. This is even at this 
early stage almost visually imperceptible.
Next, the fully non-linear version of the equation of a stationary droplet profile (4.1) is:
d^h 1 dh
dx^  l}  dx
f
1-f
V y
3 —  
dx y
y
1 +
= 0 (4.11)
non-linear
— linearised
0.9
0.7
0.6
E 0.5
0.4
0.3
0.2
101 2 3 4 5 6 90 7 8
X (mm)
Figure 15: Comparison between non-linear and linearised solution of (4.11)
Only half the drop is shown for clarity. Here the greatest absolute error is again about 35 pm which 
now represents a relative error of 8.2%. It appears that, at the initial thickness considered, the 
linearization process actually reduces the contact angle (measured from the horizontal) by about 
18%.
Looking at the bigger picture the eases above represent early time situations where the oil has just 
been applied and so is still relatively very thick and will have larger slopes than at measurement 
times. Here the errors equate to 60 wavelengths of sodium emission, which, if an interference 
pattern was present, would be drastically altered. However at measurement conditions with 
Hq = l//wthe droplet profiles are visually identical and the greatest absolute error is 35pm which
represents a 0.00035% relative error and 6x10"  ^ wavelengths of sodium emission. This is most 
certainly too insignificant to visibly alter any interference pattern.
Thus it can be concluded that at measurement conditions and even well before, the linearising 
approximations are absolutely valid and cause alterations that are definitely within typical 
macroscopic scale experimental errors. By the numbers, it appears that the greatest absolute error 
between the solutions is proportional to the square of the mid-height of the droplet. Thereby for
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sub-quarter wavelength departure from the non-linear solution, the mid height of the oil drop should 
be below the order of 150pm.
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5 UNSTEADY SOLUTIONS
Finding unsteady solutions of the 2D thin film equation provides a good exercise in the solution of 
non-linear PDEs, as well as obtaining the analytical framework necessary for using oil films as an 
experimental shear stress measurement technique. The solutions will be developed gradually, 
starting from the spreading of a drop in the absence of an external flow, followed by the simplest 
cases of external flow and then more general eases.
It must be remembered that even the solutions presented here are simplistic in that they do not 
model the dynamics of the contact line (finger instabilities, precursor films etc.) and the associated 
changes of the surface free energy with spreading of the drop. Indeed if the spreading happens 
extremely quickly the film will cool due to the lack of time available to take in heat from the 
surrounding medium to create new surface.
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5 . 1  S P R E A D I N G  O F  F L U I D  O V E R  A  H O R I Z O N T A L  S U R F A C E  I N  T H E  
A B S E N C E  O F  A N  E X T E R N A L  F L O W
In the general case, the spreading of a fluid with an arbitrary initial profile is a prohibitively difficult 
problem, with analytical solutions being attainable only in special cases. One such special ease is 
that of a profile with self-similarity. The most simple ease to first consider is that of an inviseid 
rectangle. Although unphysieal due to the comers, the permanently flat top implies that the solution 
will have no spatial dependence, but only temporal.
a tm
dh
dt
A
~^Uc h
\ /
->
Figure 16: Definition of inviseid spreading rectangle problem
Being inviseid, Bernoulli's equation can be used along a streamline (dashed line in Figure 16) to 
obtain an expression for the depth averaged speed of the sides. Then by enforcing continuity on the 
rectangle the height can be obtained.
Bernoulli gives:
1 (dh
+ - p U ( y f  + p g y
U,^ ]( \U (y)dy  =
3gh
dh
dt
In order to obtain an analytieal solution, the assumption «  -\j2gh has to be made. A-posteriori
numerical cheeks show this approximation to yield errors of 0.2% at worst. Now using continuity, 
the enclosed area at any time must equal the initial area:
TP\ ip\  Ti  A A I,- u • /zL(t)h(t) = L.K and so —— -  = 0 which gives —  = --------
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From Figure 16 —  = 2Î7 therefore —  = - — U = —— 
this expression with the boundary condition h(0) = gives:
. Simply integrating
^LqHq
h = (5.1)
Carrying out the same derivation but with cylindrical geometry gives:
h = (5.2)
Inspecting the envelopes of (5.1) shows that the rate of spreading is ridiculously large. For example 
a 2mm x 2mm rectangle spreads to a length of 0.5m and height of 52pm in just 15s. A quick fix 
would be to insert an empirically determined fudge factor ahead of the time variable in order to 
adjust the timescale of the spreading to a more realistic value. However, a far better fix would be to 
make use of the proper equation describing such a flow. This would be (3.42) with all parameters 
relating to an external flow removed. VdW and Marangoni stresses shall also be omitted, and the 
substrate be made perpendicular to the gravitational field lines:
dh 1 
St""
ah' dhd^h ,2(Sh'f  d"h d^ h"'
ÔX dx^
-Pogh‘ dx
+  c r -
3
= 0 (5 3)
Considering the origin of this equation, this 4* order non-linear PDE may be re-written more 
compactly as follows:
dx
3/A
dx^
d ( ^dh = 0 (5.4)
This reveals the nature of this problem as a combination of first and third order non-linear diffusion 
with power law diffusivity, where the quantity being diffused is the profile of the film.
5.1.1 METHOD OF ONE-PARAMETER GROUP THEORY
In order to find similarity solutions of the above, it is firstly necessary to find a similarity variable 
that turns the PDE into an ODE and that also ensures invariance of the original PDE and boundary 
conditions after its substitution. The method of one parameter groups, as outlined by Cebeci & 
Bradshaw (1977) in an aerodynamics context and by Hill (1992) in a pure mathematical context, 
shall be employed.
Transform the variables of the PDE as follows:
X = À^x'
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Then substitute the transformed variables back into (5.3):
St'
dh' e‘h'
ox ox
4-/l4a-46, <9'/:' n4,_26 cf/:'
3 dx' 3 dx'
= 0
Also into the boundary condition of global continuity from (3.46), here modified to allow a source 
or sink for further generality (i.e. in the case of oil being injected through a hole in the substrate):
dt
For invariance under this transformation it must be the case that:
a + b = 0
a - c  = 4a -4b  = 4a -2b
Already it is evident that the entire PDE cannot remain invariant under such a transformation 
(except for a=b=c=0 of course), but rather will have to be reduced to those terms involving only 
gravity or surface tension. Dropping the surface tension terms is physically valid if the Bond 
number of the flow is large - namely that the drop radius is much larger than the capillary length 
(defined in (4.1)).
c r  I
For example with DC200 lOOcst silicone oil this would mean that r »  1.4SImm which is the case 
for a spreading drop after a very short time from release.
Dropping the surface tension terms results in the following:
A' ^ _ _ L
St'
'  4.-26 A" S^ h''^
PoS- 3 dx'
= 0
g i v i n g
b = -a  
c = -5a
X =
\h ' j
1 1
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Now it is possible to select a similarity variable using x and t. Since it is of interest to learn about 
the timescales of the spreading, the similarity variable rj shall be:
X
x' y hh'
{At)i
:.h = m
{ B t j
where A and B are dimensional constants. Although these disappear in the solution expressed in 
terms of the original variables, they nonetheless serve a good purpose in ‘debugging’ the algebraic 
manipulations since if they remain in the final solution then an error was made somewhere in the 
derivation.
Now, in terms of the similarity variables, the derivatives of h become:
dh
dt
dh
dx
f { B t )
dx
=  { B t ) ' \  =  U B t'^  ) “ 5 / '
 ^ ’ drj dx  ^ >
dx^
Substituting these into (5.3) (without surface tension terms) gives, after collection and cancelling of 
common factors, an ODE that is entirely a function of the similarity variable:
U f f ’f  A f f  
n{A^B’y  ^
= 0
Noting that, in a similar fashion to the re-expression of (5.3) to (5.4):
f  + v f '  = ^ ^  and that =
dri 3 5 drj
This now results in an ODE that can be immediately integrated:
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d { v f )  ^ Spg d { f f )  0
The constant of integration is zero by circular symmetry. This states that all odd derivatives at the 
origin (77 = 0 ) must be zero. Since/is non-zero, a common factor can be cancelled giving:
r f  f  = -n
and noting that
f f ' A - ÿ L
3, dri
the equation can be integrated once more:
7'T f = ~  + C. (5.5)
Setting K = ^pg
9fj{A^B^y
— for clarity and choosing the condition / ( 0) = /„ gives Q  =Kf^ and
(5.6)
Transforming the above back into the original variables gives:
h =
\
(5.7)
As it stands, (5.7) violates continuity. The only way to fix this is to make (and therefore / )  a 
function of time. This is where the global continuity equation comes into play. In similarity 
variables, this is:
-nr B
(5.8)
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Therefore
J  {2Kfi  -  f  dll = { 2 K j [ ^ \ \ + Q t )
-nr
(5.9)
1J
Alternatively, specifying the boundary condition at the drop radius, f{rj^) = 0, gives Q  = in 
(5.5). Thus (5.9) can also be written as:
J  (7/  dri = (2Æ)3 '  (4 , + Qt) (5.10)
-nr
Comparing (5.10) and (5.9) allows one to make the important relationship between the drop radius 
and the thickness at the origin:
7/  = 2Kf, (5.11)
Using (5.10) an equation determining the drop radius as a function of time can be obtained, 
subsequently from which the desired /Zo(/‘) can be obtained. In order to integrate (5.10), the 
integrand first has to be linearised. Also, another simplification comes about by symmetry, namely:
nr nrI-nr 0
Taking rj^  right out of the integrand and letting (2.^)3 — j ( 4  + 2^) = E gives:
B
nr
1- d r i - E
Making the substitution Ç, 77 ^  ^gives drj -  —^ — d(  ^ and so:
- r  . i  t i ë j ë ^ { \ - Ç ) - i d Ç  = E
which is a an integral of standard form (reproduced below from Dwight):
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f x"-' (1 -  x)""' dx = = B (m, «)J '' ’ Y{m + n) '■ ’
where B(m, w) is the standard Beta function. So in this case the final solution is:
® (K ’K )  "  1-68261852639054.
Transforming this back to original variables gives:
(4 ,+ g /)  IQp^gt
Xy (t) — (5.12)
Using (5.11), the drop mid-height equation (which is also crucial to ensure continuity) is;
{A ,+ & )  9/r,
B| 1 / y f/2 V 3 j
(5.13)
Finally, the profile of the drop can be written explicitly by inserting (5.13) into (5.7):
h{x,t) =
f
[ A + & ]  9//„
3 \
9//„x^
[^ { Y v Y ^ i
V
10>o„gl
y
(5.14)
In order to emphasise the power law time dependence of the drop profile, (5.14) can also be written 
as:
h{x,t) = 4
( 4 + g r )  9^^
^ [ Y v Y z )
X
10 A g
(5.15)
These beautiful equations tell us that the height of a drop spreading under gravity falls as t  ^ and 
that the radius increases as C . The only unfortunate consequence of a similarity solution is that the
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initial condition is a rather unrealistic /z(x,0) = go. The effect of this initial condition will be 
considered in more detail later.
The following figures reveal solution families for the ease of lOOest silicone oil with an initial area 
of 2mm X 2mm with and without a ±1x10“® source at the origin. The vertical scale has been 
stretched by 40x for clarity Envelopes are also shown for the same cases. Despite the unphysieal 
initial condition, animating the solution reveals that even after a millisecond, the drop height is 
already down to the millimetre range, and so one expects the self similar initial condition to be not 
so significant after long times. The animations in conjunction with the envelope curves reveal that 
there is very rapid spreading in the first several seconds and after about ten seconds the spreading is 
rather slow to observe. This qualitatively concurs with reality. Unlike the inviseid rectangle 
considered first, this solution predicts (for a 2mm x 2mm drop area) that after one minute the drop 
will have a diameter of approx. 20mm. This is a far better estimate than the 1.9m of the inviseid 
rectangle!
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Figure 17: Solution curves of (5.15) for isochoric spreading
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Figure 19: Solution curves of (5.15) for spreading with a sink at the origin
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Figure 20: Envelopes of (5.15) mid-height with time
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Figure 21: Envelopes of (5.15) drop radius with time
Looking carefully at the shape of the drop (and confirming analytically), one sees that the contact 
angle is 90°. This is not necessarily unphysical, but the actual contact angle will be much less since 
silicone oils tend to wet surfaces very well. For comparison of the profiles with gravity and surface 
tension acting alone, it is possible to overlay a solution of (5.15) after 60 seconds with (4.3) 
evaluated with the radius given by (5.12) at 60 seconds. Of course this comparison is not strictly 
valid since the contact angle in (4.3) is determined by the drop-mid height whereas it is the opposite 
in reality. Thus the true effect of surface tension would be to actually alter the drop radius and mid­
height at a given time. Nonetheless, this comparison of drops of equivalent radius and area 
demonstrates the regions that surface tension affects the most. The contact angle in this case 
happens to be about 9°. The vertical scale is stretched by 80x to reveal detail.
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Figure 22: Comparison between drops of equivalent radius and area formed by surface tension (s. t.) at static
equilibrium and by spreading under gravity
What about finding a solution for (5.3) with surface tension alone? Going through similar motions 
as used to obtain (5.15) one finds:
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{At)-
= 0
drj
1(7
3//.
drj
k  = ~ ( a b^ 7  
3/'.  ^ ’
(5.16)
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Unfortunately at this point the remaining order non-linear ODE actually has no known analytical 
solution (Hill, Hydon). However, it is possible to use experience from the solution of the gravity 
spreading problem to gain one extra step and find out at least the functional form of the solution and 
how the height and radius scale with time. In fact, it turns out to be possible to obtain a full 
solution! To do so involves using the method of separation of variables, which will be used 
extensively in finding solutions of the thin film equation with external flows.
5.1.2 METHOD OF SEPARATION OF VARIABLES
The fundamental premise behind solving a PDE by separation of variables is that the solution can 
be expressed as some linear function of the two independent variables. Typically this is just a 
simple multiplication. Thus for all solutions found hereon using this method, it is assumed that the 
solution takes the form:
h{xj) = F{x)'G{t)
This is then substituted into the original PDE. The equations are rearranged (if possible) such that 
on each side of the equation there exist only functions of one of the independent variables. This 
then allows each side to equal some arbitrary eonstant of proportionality, and the resulting DDEs of 
each independent variable are solved separately. The separate solutions are multiplied together to 
give the final solution. If this procedure is not possible, then no such form of solution exists. In the 
case of the present context, the quiekest way to test whether the PDE admits such solutions is to 
inspect the powers of the dependent variable in the numerator and denominator of each spatial term. 
If they are the same in all cases, then this homogeneity in the powers of h means that the variables 
can be separated.
It turns out that (5.3) as it stands is separable. Going through the motions:
f  t3 ttt /
dxdt Mo
dF F
- P .g F ^ G '\^<j F‘G dx dx
+ - ( tF^G*— T 
3 dx* ^ dx*
= 0
Dividing through by allows the variables to be separated as follows: 
1 dG 1 f  IT-y l3 r-r /  1 l4jn 1
dx dx^  \ dx } 3 dx"^  3 ' dx^
(jF2 dF d^F . f dF-PoSF' = k
The temporal part of the solution can now be obtained with ease by simple integration:
G = -1
3 ( ^ + q )
(5.17)
Already the index is matching that of (5.14). Now for the spatial terms, after collection:
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dx
(5.18)
It turns out that, as before, it is not possible to solve the equation with both surface tension and 
gravity terms together. Looking at the gravity term alone, it is not possible to carry out a simple 
integration. Using the result from the similarity solution, one expects the spatial solution to obey a 
power law. Thus guessing
turns out to be quite fruitful. Now with this guess:
F' = abx’-'
F* =
F*F’ = a*bx*'’-' 
d— (F*F') = a*b{4b-\)x
dx  ^ /
46-2
and substituting this back into (5.18) (without the surface tension term) gives:
a*b(4b-\)x*'-* =
Peg
(
b = 27
10 PoS
1
(
:.F  = 27 //.A: ^j
10 Pog
1 2
X- (5.19)
Finally, multiplying the spatial ((5.19)) and temporal ((5.17)) solutions gives:
9Ah = ''Ax*+C.
t +
A = ~
lOPog
Where C2 is added for generality and the constant of proportionality k has been lumped into Ci and 
C2 (dashes omitted).
Using the boundary conditions, Ci and C2 can be found:
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A(x,0) =
C,
r c  V
h{OA)= '^? + C, y
. ^  + Q' ' Cx, ---------  _
h[x,0)
/ .Q = A (o ,ry  ( r + q )
Taking advantage of the recurrent relationship between Ci and C2, it is possible to write
h =
Ax^  + h(^ Oft^  + Cj ^  
/ + Cj
and dividing through by t + C^  gives, lo and behold:
h = (5.20)
which is exactly the same as (5.14) if Q = 0. Thus an important lesson is learned which will be 
useful for later:
In order to have a time self-similar solution, C] must be zero, which implies /z(%,0) = 00
Investigation into the effects of non-zero Ci on the solution are carried out in the next section.
Seeing that separation of variables essentially yields the same result as the group theoretic method, 
then it is worthwhile applying it to the surface tension terms alone. Starting with the reduced (5.18) 
and using the same guess for F(x), going through the same motions as before gives:
a * b {b -\){b -2 ){4 b -l)x * ”-* =
6 = -
3
a =
56a
F = f243jujr^  I
V 5 6 (7  y
In a similar manner to before:
A = - 81//.
56cr
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which ultimately yields, in the self-similar case of Ci=0:
56(7 t
Re-expressed to reveal the power law scaling in time:
h = —
56(7
1
4M
)
(5.21)
Now using the global continuity condition (5.8), it is possible to explicitly find the function of 
Converting back to similarity variables using (5.16) and forgetting the dimensional 
constants:
56cr1 i
/  =  À 4 K Û where 4K =
{ A K f
(5.22)
The striking similarity between (5.22) and (5.6) suggests that the solution procedure ought to be 
identical to that for gravity spreading, with just a different substitution in the continuity integral, as 
well as different parameters in the resulting Beta function. The form of the relationship between the 
radius and height at the origin given in (5.11) should hold, but with different powers:
ri: = 4Kf)
Therefore, using the continuity integral, the radius in similarity variables is:
> 1 1 
2 j [r i;-r i* yd r i = {A K f[A ,+ Q t)
(5.23)
Vr
drj = {AKy (4 )+ g /)
r
77/j  f  (1 -  = 2(4^)3 + gr)
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Br =
\{4 K y {A „ + Q t)
7
[A) + 448cr
4 %.%) J V \ /4  /  J /  J
= 3.63062084888766
Converting back to original variables gives:
XÀt) =
{A )+ & )  448(7/ (5.24)
and using (5.23) to get the thickness at the origin:
162//^ (5.25)
The resulting expression for the profile of a drop spreading under surface tension alone is:
h = — [ A + Q ^  162//„
3
7 ( 4^
81//. X
56cr
J
(5.26)
_i 1
Thus with surfaee tension alone, the height scales as t and the drop radius as C as suggested by
Tanner (1979).
The profile generally has a flatter top than its gravity driven equivalent due to the larger 
denominator in the indices and the quartic scaling of x. Solution curves and envelopes show that the 
spreading is much slower than with gravity, again with a relatively high rate of spread in the first 
several seconds. An example of the difference is that it takes the surface tension solution 87x longer 
to reach the same radius of 10mm as under gravity, with the same initial conditions and material 
parameters. In reality whether a liquid drop will spread indefinitely or form isolated lenses depends 
on the sign of the VdW forces between the liquid and the substrate. Another shortfall of the 
similarity solution is that the contact angle is always 90° as with the gravity solution.
The envelopes of drop radius and mid-height are shown below with the same axis scales as those 
for spreading under gravity for ease of comparison. Plots of curve families are omitted since they 
generally resemble those of the gravity solution. Finally, a comparison between drops of equivalent 
radius and area formed by surface tension at static equilibrium, by spreading under gravity and by 
spreading under surface tension is presented with vertical scale stretched by 80x is presented to 
complement Figure 22. This clearly reveals the flatter mid-section of the surface tension driven 
drop.
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Figure 23: Envelopes of (5.26) mid-height with time (surface tension case)
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Figure 24: Envelopes of (5.26) drop radius with time (surface tension case)
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Figure 25: Comparison between drops of equivalent radius and area formed by surface tension (s. t.) at static 
equilibrium, by spreading under gravity and by spreading under surface tension
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5.2 E F F E C T  O F  I N D I V I D U A L  T E R M S  I N  T H E  S P R E A D I N G  E Q U A T I O N  
O N  T H E  D R O P  P R O F I L E
Now one must ask the question -  what would the curves look like if a solution with all the terms in 
(5.3) existed, and what is the significance and effect of each block of terms? The closest one can get 
to an answer in this case is to actually integrate (5.3) in the steady state using for example a 
classical Runge Kutta scheme. This amounts to a numerical integration of (5.18) (in its expanded 
form) with A: = 0. Since the ODE is 4* order, four initial conditions are required. Symmetry states 
that all odd derivatives at the origin are zero which leaves only the second derivative and the drop 
mid-height. The mid-height can be specified, but the second derivative has to be determined by a 
shooting method such that h(r) = 0 (ibid. (4.9)). To simplify notation, each term in the resulting 
ODE (after isolating the highest order derivative) is labelled (1) to (4) as shown below, and their 
relation to the original PDE (5.3) is given:
(1)
h dx dx^  
(2) (3)
ij^hydx
(4)
= 0 (5.27)
subject to the conditions:
h{0) = \  
h{r) = 0
h\Q) = 0 h\0) = ? /z"'(0) = 0
where
(1) represents crA"
3
(2) represents ah
(3) represents p^g
(4) represents p^gh
2 dh d^ h 
dx dx^  
h^  d h^ 
3 ax"
\,axy
The cancellation of in (5.27) also provides the following physical insight:
The shape of a fluid drop in static equilibrium is independent of the viscosity of the fluid
All possible combinations of terms 1, 2, 3 and 4 are summarised in the figures overleaf. In all cases 
hQ=\mm, r = \Omm and the step size dx = 2x\0~^mm with shooting method tolerance of
1x10"*" m . Only half the drop is shown and the vertical axes are stretched by lOx for clarity.
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Figure 26: Combination of terms in (5.27) that satisfy all the boundary conditions
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Figure 27: Combination of terms in (5.27) that violate h’(0)=0
Some cases are not shown on either figure because they are similar to curves already existing on the 
figures. These eases can be summarised as:
1,3 «2,4  «1,2,3,4
1,2 «1 «2
Also the cases 1,4 and 1,2,4 cannot ever satisfy the condition h{r) = 0 and either diverge or cross 
the x-axis too early. The case of 4 alone results in a constant h and so also violates h{r) -  0.
It is of interest to note that the value of /z"(0) for the case 1,2,3,4 is exactly that of the second 
derivative of (4.3) evaluated at x^O confirming that (4.3) con'cctly describes the static equilibrium 
profile of a droplet. Secondly, the curve of ease 3,4 bears a resemblance to the curves of (5.15) as 
expected since case 3,4 represents the absence of surface tension terms. However, ease 1,2 which 
represents the absence of gravitational terms does not appear to resemble the self-similar source 
solution curves of (5.26).
It is possible to carry out the numerical integration with the rather horrendous fully non-linear 
version of (5.3), but as has been demonstrated, the effects of linearisation are small even at the early 
stages. Inspecting Figure 26 and Figure 27 and the summary of ease similarities above, there 
appears to be no obvious pattern of the significance and effect of each of the terms. The resulting
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curve depends on the combination of terms present rather than the presence of each term 
individually, as expected from a non-linear equation.
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6 S P R E A D I N G  O F  F L U ID  U N D E R  A N  E X T E R N A L  F L O W
In this section, solutions of the governing equation (3.44) of a thin film under an external flow 
(neglecting surface tension and piezometric pressure gradients) are systematically obtained. By 
examining the terms in the governing equation, one can determine what combination of terms 
allows analytical solutions to be obtained:
6A 1
d t^
( ,Bh S r .h ^  (BP„ Y , a / I  (ë^p„ daAh^ ')
 ^ dx dx 2 dx
Ÿ  —
dx dx^  dx
= 0
(6.1)
(1) (2) (3) (4) (5)
Term 1 is always necessary, otherwise the only solutions that satisfy the PDE are trivial -  namely 
zero height, zero slope or zero shear stress and pressure gradient and accelerations. Thus the 
problem is fundamentally unsteady. The physical representation of each term is self evident and can 
be summarised as follows:
Term 1 : rate of change of film thickness
Term 2: constant shear stress, first order in h, most significant term
Term 3: shear stress gradient, second order in h
Term 4: pressure gradient and body acceleration, second order in h
Term 5: gradient of pressure gradient and body acceleration, third order in h
In order for the method of separation of variables to be employed, there must be homogeneity in
powers of h in the spatial terms. The following groups of terms can be solved with separation of
variables (term 1 always included):
0(h^) 2 
0(h )  2 and 3 
4
0(h ) 4 and 5
The case of terms 2 and 4 can be solved using the method of characteristics since they both contain 
first order derivatives only.
The case of term 2 alone will also be solved using the one-parameter group theory in order to obtain 
a similarity solution. This solution will aid in the understanding of the significance of the constants 
of integration that come out of the method of separation of variables. This simplest of solutions will 
be examined in most detail, since it turns out that all the other solutions have a similar form. 
Lessons learned fi"om this case can then be applied to the more complicated cases.
From this point on, the subscripts of the shear stress, viscosity, density, pressure gradient and 
acceleration shall be omitted since it is understood that the viscosity and density is always that of 
the oil, the pressure gradient is that of the external flow, and the shear stress is that acting on the air 
side of the air / oil interface.
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6 .1  C A S E  1 :  C O N S T A N T  S H E A R  S T R E S S
(6.1) reduces to
^  + (6.2)
dt fÀ dx
This equation is in fact the inviseid Burgers equation which is a non-linear hyperbolic conservation 
equation. It therefore has a characteristic direction and admits shocks.
6.1.1 SIMILARITY SOLUTION BY ONE-PARAMETER GROUP THEORY
Going through the motions in like manner as with the spreading of a drop under gravity, the 
similarity variable and funetion in this case turn out to be (omitting the dimensional constants):
77 = - ^  f{n ) = hyft
(6.2) reduces to the ODE
drj fi dr]
Since a source solution is no longer desired, the boundary condition for finding the constant of 
integration is /(O) = 0. After integrating and cancelling through by f, the resulting equation in 
original variables is:
h = \ jU X i.e. /! = ^  (6.3)
Tt
Observe that this time self-similar solution has the boundary conditions:
A(0,r) = A(%,oo) = 0 
A(%, 0) = 00
These conditions are in fact necessary in all solutions if time self-similarity is desired.
Physically, (6.3) states that the film profile will be a wedge of constant slope that is inversely 
proportional to the shear stress and time.
Also, using the global continuity requirement (3.46) (without source term), the trailing edge 
position of this wedge can be obtained:
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— [ xdx =4)'Tt J0
(6.5)
• X -  E A l t• • -^ TE ~ \
V A
By continuity, the trailing edge must advance in proportion to the square root of the shear stress and 
time. Tanner & Blows (1975) states that it advances at half the surface velocity rhllju at the 
trailing edge (which is just the convective speed cf. (3.8)).
6.1.2 SOLUTION BY SEPARATION OF VARIABLES
As in section 5.1.2, assuming h{xd) = F{x)G{t), (6.2) is reduced to
\ dG T dF ,
G dt }À dx
Simple integration yields the functions of time and space respectively from which h is obtained:
G = ---- —  F ^ - ^ k x  + C,
kt + C, t
(6.6)
h =
The constant of proportionality has been factored into C; and C2.
Using the boundary conditions at the leading edge and at initial time, the constants are given by
^ x  + Q
Cj = /î(0,/)(/ + C|)
n{x, 0)
which can be inter-substituted to give each constant explicitly:
Æ(0,0 //X I
^ _ /2(x,0)r /z(x,0) ^ _ /7(x,0) T
 ^ ^ 1 m t )   ^  ^ ^
h{x, 0) h{x, 0)
After some minor manipulation it is now possible to express h in two equivalent ways:
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h =   — ----- 'rh{0,t) or h =--p-----------L-----------  (6.8)
jLix h{x, 0) h{x, 0) +
^  + A(0,o
Tt
From the first form of h in (6.8) it is clear that the term h{jdj) simply represents an offset of the
entire solution and that h{0,t) = / z ( x , o o ) . Thus, the boundary condition of /2(0,/) controls not only
the height of the leading edge of the film, but also the final height of the entire film after infinite 
time. Realistically this would be some value of the order of molecular scales (lO'^m), and using the 
second form of h in (6.8) the following approximations can be made:
and h (0 ,t)« ^ ^
h(x, 0) Tt
:.h(0,t)xO
(6.9)
Considering typical orders of magnitude, for example t = 0(1), // = 0(10^), % = 0(10 ^), 
t = 0(10^) and using (5.13) to estimate (after 0(10^ ) s) that /%(%, 0) = 0(10^) gives
■ ^  = 0(10-*)
Tt
and so both approximations in (6.9) are certainly acceptable which allows the setting of h{^j) = 0. 
This is only unphysical in the case described by (4.8), but is a result of not including surface tension 
in the PDE. The order of magnitude analysis also indicates that h{x, 0) is not negligible and may be 
of comparable order to the other main term especially at early times. With the approximation of 
= 0, C2 becomes zero and Ci reduces to
Now, looking at (6.6) and the units of C; it appears that the effect of C; is to shift the time origin of 
the solution, and that the shift depends on %. Recalling (6.3) and (6.4), the similarity solution is 
regained only in the case of Q = 0 by virtue of having h{x, 0) = 00. It is now possible to make an 
important statement about the effect of initial film thickness:
A finite initial film thickness causes a departure from self-similarity in the form of a shift of the time
origin where said time shift is a spatial function.
Tanner & Blows (1975) instead states that it is the initial slope of the film that causes the time 
origin to be offset. However this is rather ambiguous since the existence of initial thickness causes 
the slope to be non-constant everywhere as will be seen below.
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A typical order of magnitude of the time origin offset using the above orders is 0(1 O' ) seconds. 
This represents 0(1)% of the total duration and so may be a significant source of error if using the 
similarity solution (i.e. if information about initial thickness is not available). It is therefore 
advisable to start the external flow while the drop is as thick as possible and not wait for it to spread 
under gravity first.
The effect of a constant initial thickness on the film profile is best illustrated graphically with 
r/// = 1 and h{x,0) = 0.3mm :
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Figure 28: Film profiles with infinite initial thickness
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Figure 29: Film profiles with 0.3mm initial thickness
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Clearly, there is a substantial difference at early times, with the profile no longer being the self­
similar wedge, but instead quite seriously curved. At x=10mm and /=2048s, the relative error is 
1.6%, with the self-similar height being over predicted. Thus, in cases of small shear stress (i.e. 
slow flow or flows near separation) the errors caused by initial thickness are worthy of 
consideration when using the similarity solution.
Therefore, the practically employable solution of case 1 is:
h{x,t) = — — —^ —  (6.11)
Tt 1 1---------
JLIX h { x ,  0)
From this point forward, will be used to denote h { x ,  0).
6.1.3 SPREADING OF A DROP
The simplest case of initial thickness which gives the best balance of accuracy and simplicity is that 
of a constant value. This simplifies the equation and its derivatives as well as making the spatial 
domain of solution semi-infinite, which means that spreading is not necessary to model because the 
trailing edge is always at +oo. Of course spreading is irrelevant if one is interested only in finding 
the shear stress. However, a more realistic case would be to use an initial thickness function, 
namely that of (4.3). Thus the initial profile will be that of a realistic drop shape. Being a bounded 
function, it is now possible to model the spreading of the film with time using the global continuity 
condition, as well as capturing the shape at the trailing edge.
Using the secant method of (4.9), the difference between the enclosed area at any given time and 
the initial area can be zeroed at each time step by varying the radius of the drop. Now since this 
radius variable appears in the initial thickness function, this procedure is not really correct since 
there is no provision for the integration of the drop radius history. Fortunately this only affects the 
film near the leading and trailing edges where the curvature changes. By inspecting (4.3) one sees 
that the central portion of the drop is actually flat and so will give equivalent results to a constant 
initial thickness. An inspection of snapshots of the advancing film as well as numerical checks 
show the relative error between the constant thickness and drop shaped initial distributions to be 
small, even at early times.
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Figure 30: Snapshots of profile evolution for constant shear stress, showing three types of solution: Self-similar, 
constant initial thickness and drop shape (4.3) initial thickness (0.3mm). Time index starts at 4s and increases in
multiples of 2 unto 64s. Vertical scale exaggerated 200x
After 64 seconds, the greatest relative error between the profiles with constant and drop shaped 
initial profiles occurs at the leading edge and is 0.74%, with the height of the profile that had a 
constant initial thickness being greater. The error reaches this same value at about 5.6mm from the 
trailing edge and then proceeds to rapidly exceed it. Thus the last 5.9% of the oil film is affected by 
the effects of a drop shaped initial profile. These errors gradually decrease with time (or 
equivalently with increasing shear stress and/or decreasing viscosity) and for example after 128 
seconds the errors stated above become 0.4% and 4.8% respectively. The error incurred in using a 
constant initial thickness is practically negligible (0(0.01%)) at measurement times of 0(10^)s.
Consider the slope of (6.11):
dh
Tt
Tt 1 1---
0 J
(6.12)
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Setting Hq =oo returns the constant slope of the self-similar solution
^  = 7 i (6.13)
d x  s e l f  s im . T t
This result is also obtained in the limit as % tends to zero in (6.12). Therefore (and by inspection of 
Figure 30) all the profiles asymptote to the self-similar solution towards the leading edge. This has 
some ramifications for obtaining the shear stress from the slope of the film as discussed below.
6.1.4 OBTAINING THE SHEAR STRESS
With the shear stress as the unknown in the equation, this problem boils down to measuring all the 
other parameters and solving for the shear stress. The following methods shall be considered in this 
report:
1. Local slope method
2. Local rate of thinning method
3. Surface velocity method
4. Inverse method
5. Non-linear regression
6. X-T method
Local slope method
With the viscosity, time and measuring position aft of the leading edge being known, the only 
unknown that remains in the film slope. Practically this can be done using a laser reflection 
interferometry method (Sathian et al. 2006), or with the fringe interferometry method as will be 
considered in the next chapter.
In the case of the self-similar solution (hereon denoted by subscript “55'”), the profile is a simple 
wedge and the constant shear stress is obtained from (6.13):
(6.14)
dx
What of the effects of finite initial thickness? Solving (6.12) for the shear stress, simplifying and 
substituting (6.14) into the result where appropriate, one obtains:
2
^  (6.15)
4)^
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With infinite initial thickness, the self-similar result is recovered. Thus if the self-similar shear 
stress formula is used with a changing local slope, then a multiplicative and additive correction 
must be made to the resulting value otherwise the shear stress will appear to very gradually increase 
with X. As time advances and the slope everywhere decreases, this correction also diminishes. In 
terms of a relative error, it is possible to obtain a non-dimensional parameter E for the 1% relative 
error threshold in a similar manner to (3.58):
T-T 0 < £ < -
4
(6.16)
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Figure 31: Relative error of corrected stress from self-similar stress value as a function of E
Note that this graph is actually presenting the error of the true shear stress from the self-similar 
approximation, whereas in actuality it is the (over-estimated) self-similar shear stress value that is in 
error. Hence the negative sign of the error throughout. It is not possible to reduce the converse 
expression to a single non-dimensional parameter. By inspection of the graph, the 1 % relative error 
threshold is given by:
dh X 1
dx Hq 200
Therefore in the case where r /// = 1 after an elapsed time of 1 hr where the slope is approx. 3x10"'^
and Hq = 0.3mm, the relative error incurred by using the self-similar approximation exceeds 1 % at
X = 5mm . This rather stringent criteria therefore suggests that if the shear stress is to be obtained 
using the method of local slope determination in combination with a self-similar assumption, then 
the slope should not be measured any further than the order of millimetres aft of the leading edge. 
This may present some practical difficulties with the fringe interferometry method. Of course, a 
remedy to this problem would be to use an oil of lower viscosity and / or wait for longer and / or 
start with as thick a drop / film as possible such that the sub 1% error region is reduced as desired. 
For example, if the viscosity is halved and the elapsed time extended by 30mins, then the range is
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increased to about 11mm -  not much of a gain in the absolute sense. Note that for this analysis \  
was assumed constant and equal to the drop mid-height value. To summarise:
The determination of shear stress from the local slope using the assumption of self-similarity (i.e. in 
the case of absence of information regarding initial thickness) should he carried out as close to the 
leading edge and after as long an elapsed time as practically possible in order to minimise errors.
Further sources of experimental errors are the measured values of elapsed time, position and 
viscosity. Their effects can firstly be considered independently and then altogether. For a given 
additive error in the measured time in (6.11) solved for the shear stress, the resulting relative error 
in the shear stress is given by:
_Ar
r(7 + Ar) -  T(f) Ar /
*■(0
(6.17)
1 +
t
For all but unreasonably large values of Etjt the relative error function is practically linear and so
one can safely state that the error in shear stress is linearly proportional to any additive error in the
measured time. Thus in order to keep the error below 1% when t is O(10^)s the cumulative margin 
for timing error (associated with tunnel start-up, shutdown etc.) is of (9(10^)s. Note that this error is 
independent of initial thickness, which, as mentioned earlier, has the separate effect of an offset of 
the time origin which occurs in conjunction with the above error.
For an additive error in the measured viscosity, the relative error in shear stress is:
^  = ^  (6.18) 
T H
The relative error in shear stress is directly proportional to the error in measured viscosity. Using 
DC200 lOOcst fluid with « 0.1 as an example, a 1% relative error in shear stress is caused by an 
absolute error of just ImPa.s. Thus the accuracy of the measured viscosity (via calibration) is 
paramount in determining the quality of data. This also stresses the need to either keep the 
temperature constant during the experiment or monitor its local value and assess errors afterwards.
For an additive error in the measured position aft of the leading edge, the relative error in shear 
stress has the same form as (6.18). Therefore if x = O(10^)mm then a 1% relative error in shear 
stress is caused by an absolute error of 0.1mm. This implies the necessity of having a high 
resolution image such that digitisation errors are minimal and that the scaling factor between image 
and physical space is as accurate as possible.
Additive errors in the measured height and slope take the same form as (6.17). Since these values 
are typically very small (O(10“^ )mm and 0(10"^) respectively), they represent the largest sources 
of error. For a 1% relative error in shear stress, absolute errors in height and slope would be just 
0(10"^ )mm and 0(10"^) respectively. This highlights the importance of an accurate optical setup if 
using interferometry to ascertain the film height and / or slope.
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Having all these errors occur simultaneously results in a lengthy expression that has third order 
error terms. Assuming that products of errors are very small then, to first order, the expression 
reduces to:
Ar
Ax A// A/ Eh
X p  t h h
t h
Et Eh Ehr,1 + — +
V
1 - A
h.
In the assumption that hjh^  is of similar order to an error term, the second block of terms on the
right of the numerator is effectively second order and can be dropped. The expression further 
reduces to:
Et
T
Ex Eli Et Eh 
t hX
f
i - A  
h
(6.19)
0 J
This expression is most useful in that it shows several ways in which the errors can be reduced. 
Firstly, increasing the elapsed time or starting with as thick a film as possible will reduce the ratio 
hjh^  as well as the magnitude of errors associated with time. Secondly it is clear that certain
combinations of errors and their signs may indeed act together to reduce the overall error in shear 
stress.
Although the error formulae above are strictly for the case of constant shear stress only, they may 
indeed be used to make a local estimate of the error in more complex cases.
The advantages of the local slope method are its simplicity and that is can be done at a single point 
if using laser reflection methods. Its disadvantage is that one must make a supposition about the 
shear stress since its determination comes from an equation which, in this case, assumes a constant 
shear stress everywhere.
Local rate o f thinnins method
This method is particularly useful if using a laser interferometric method to measure the change in 
film height at a single point (Monson (1984)). The temporal derivative of (6.11) solved for the shear 
stress is:
dh
dt
1- h rh^
jix
(6.20)
/ /X  dh
~ ¥ Y t
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An attractive feature about this expression is its independence from initial thickness and elapsed 
time. However, it is sensitive to errors in the height due to said quantity being squared and of course 
the above expression is only valid for constant shear stress
Surface velocity method
By considering a point on the surface that lies on an interference fringe, the speed of this point can 
be practically obtained using image correlation velocimetry (Tokumaru et al. 1995) of two 
photographs separated by a know time. The advantage of using the fringes is that no surface particle 
seeding is necessary, since this would perturb the film. An equation that links the shear stress to the 
surface velocity can be found by solving the equation describing the evolution of the profile for x 
and then taking the temporal derivative. In this case of constant shear stress, (6.11) gives:
rh
(6.21)
(
h 1 - A
V 4) V
In the self-similar case, (6.21) actually reduces to (3.6) evaluated at y=h and with zero pressure 
gradient. It was seen in Figure 29 that finite initial thickness results in (additional) curvature of the 
film profile, and therefore any departure from the laminar sublayer velocity equation (3.6) is caused 
by this (additional) curvature of the profile. The relative error incurred by using (3.6) instead of
(6.21) is equal to the ratio of the height to the initial height, and so once this is less than 0.01, then 
the 1% relative error threshold has been crossed. In the example case used above, this occurs at 
about X = 11mm which is just over double the 5mm range for the local slope method. Nonetheless, 
this is still a rather limited region in the absolute sense.
The last unknowns to find in this method are the heights that correspond to the positions at which 
the surface speed is known. These can actually be obtained with sufficient resolution from the 
interference fringes themselves, provided that all fringes from the leading edge are visible in the 
photographs. There is now sufficient information available to find the shear stress at given points 
along the film surface. Of course in the present case these values will be constant (within 
experimental errors).
Absolute errors in the surface speed affect the shear stress in a similar manner to viscosity errors 
(i.e. as in (6.18)) and represent a significant source of error since the values are typically
0(lO-^)m/s
The advantages of the surface velocity method are its extension of the sub 1% error range 
associated with finite initial thickness when using self-similar solutions and that the elapsed time is 
unimportant. The major disadvantage is the added complexity of using image correlation techniques 
and the errors associated with this procedure -  i.e. accurate measurement of time intervals between 
frames.
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Inverse method
This method quite simply takes the equation of the film profile and solves it for the shear stress. In 
this simple case of constant shear stress, the result is:
jux
In V
i - A
0^ y
(6.22)
The true advantage of this method is manifest in the case of a variable shear stress since no 
supposition need be made about the function itself. This is the method which Tanner & Blows 
(1975) used. Once again, the initial thickness manifests itself as a correction factor and has the 
opposite quantitative effect to its presence in (6.21). The disadvantage of this method becomes 
apparent in the case of a variable shear stress where an integral must be performed. This has errors 
associated with the goodness of fit of a fitted curve or of the numerical integration scheme.
Non-linear resression
Perhaps the simplest of the four methods, the essential idea is to make an educated guess about the 
functional form of the shear stress, write down the equation and formulate the Gauss-Newton (G-N) 
method around this specific equation (kernel equation). In the case of constant shear stress and if 
self-similarity is assumed, the problem reduces to a simple least squares fitting of the 
experimentally determined profile, the slope of which contains the shear stress. In the case of two 
unknown parameters z  and (6.11) is used as the kernel in the G-N method. The derivatives 
required in the matrix of derivatives are
dh
d r
dh
d h
( Tt 1 1---
px h^
fix
0
\
( Tt 1 1---
px  /?,
Y
0 y
X-T method
This method is only possible with global fringe interferometry. The idea is to take a video of 
sufficient frame rate of the evolution of the fringe pattern. Then at every time index a line is taken 
from the picture and built upon the previous line. Thus the resulting image after many time steps 
shows the characteristics of the evolution of each fringe. Using an appropriate method (developed 
in the next chapter) the slope of each fringe characteristic line is calculated to give the speed of the 
fringe. The data points for each fringe are then plotted on a graph and the shear stress extracted 
from the slope of a least squares fit:
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h ^ = h ^ + k à h
K
T\ k  -----
( x  + c)  = y
where is the height of the k* fringe (starting from zero), here is the height of the zeroth fringe 
(theoretically zero) and Ah is the height difference between successive fringes (calculated from the 
optics equations developed in the next chapter).
This method has no practical advantage over the others but many disadvantages. An entire video is 
required to construct the X-T diagram which requires storage and post processing, as well as the 
fact that this method only works for cases where the slope of the characteristic lines is constant.
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6.2 C A S E  2 :  C O N S T A N T  S H E A R  S T R E S S  + C O N S T A N T  P R E S S U R E  
G R A D I E N T  A N D  B O D Y  A C C E L E R A T I O N
(6.1) reduces to
m  1
dt //
dh
t h -----
dx dx
- p a
dx
=  0 (6.23)
If the pressure gradient and acceleration are known functions, then it is possible to solve this PDE 
using the method of characteristics.
6.2.1 SOLUTION BY METHOD OF CHARACTERISTICS
The objective is to find characteristic lines in the space-time plane on which the PDE is reduced 
into an ODE. This is carried out as follows:
Let h{s) = h { x { s \ t { s ) )  and so by the chain rule the first derivative becomes:
dh dx dh d t dh 
ds ds dx ds dt
Now, matching the coefficients with the original PDE (6.23) gives:
dh _ dx rh  Ÿ  (  dP
ds ds p  p \ d x
dt . 
ds
This already reveals how h is constant along a characteristic line. Attempting to add for example the 
shear stress gradient and / or second derivative of pressure gradient terms of (6.1) into the PDE 
would result in h not being constant along a characteristic line and an implicit relationship that 
cannot be re-expressed explicitly in terms of elementary functions (the Lambert W function is 
required in this particular case). Integrating the derivatives eventually gives an implicit solution:
h = const. = /(Xq)
X  — X q ”t"
rhs  h s f  dP  ^
----------------— - p a
p  p  \ d x
t = tQ^-S (6.24)
. • .X  =  X „ +(?-?o)
' J d P  
T — h \  p a
X» and t^ can be found from the initial conditions. As demonstrated in case 1, they are
Kx,0) = /L h{Op) = 0
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which means that
Xq = 0 and /(O) = 0 (6.25)
and from (6.24)
p x
T - h
æ
dx
(6.26)
- p a
which represents the time origin offset caused by finite initial thickness. Therefore in implicit form 
the solution is similar to that of the wave equation:
(6.27)
h (  (  dP  Ywhere c is the wave speed — T - h \  p a  which is just (3.6) evaluated at y=h. By
appropriate implicit differentiation and substitution, the solution (6.27) is found to indeed satisfy the 
original PDE (6.23). Now using (6.24) with the boundary conditions of (6.25) an explicit solution 
for h is attainable by solving the resulting quadratic equation:
æ
dx
p a
: . h  =
h  —zh  + —— = 0
t — tn
(6.28)
V dx
p a
t — tn
The negative square root was chosen since this alone satisfies the PDE and boundary conditions. 
Further validation of this solution comes from the fact that (6.6) is recovered in the limit of zero 
pressure gradient and acceleration in (6.28). Therefore the solution of (6.23) written out fully is:
T -
4D
+
h =
p x
2D
D  — p a
6x
(6.29)
As already seen in the original PDE, the shear stress is the first order term in the thinning process. 
This can be made more apparent than inspection of (6.29) by examining the expressions for the 
surface speed and shear stress.
The surface speed is given by:
(6.30)
P
h r  -  h^D  Hq (r -  h^D)
In the infinite initial thickness case:
h r - h P
M
(6.31)
Here it is clear that the pressure gradient and acceleration term is second order in h. So even with 
T = 0(lG" )^Pa and h = O(10“^ )m, the pressure gradient parameter would have to be O(10^)Pa/m 
for its effect to match that of shear stress. Typical values of this in low speed wind tunnel 
experiments are O(10^)Pa/m. Therefore except near regions of extremely low shear stress (i.e. 
separation) or in flows of exceptionally high pressure gradient magnitudes one may be able to use 
the simpler equations fi'om case 1 instead.
Qualitatively, the effect of a pressure gradient is to introduce curvature into the film profile (on top 
of that caused by finite initial thickness). Favourable gradients result in a convex curvature whereas 
adverse gradients result in concave curvature. By inspection of (6.29) one sees that this curvature is 
actually diminished with time if there is also a shear stress present. Physically this is similar to a 
boundary layer, where a thicker boundary layer is more susceptible to the effects of a pressure 
gradient than a thinner one, and here the layer is thinning with time.
6.2.2 OBTAINING THE SHEAR STRESS
The techniques that can be used are the same as for case 1, only with different equations. In this 
case, if determining the shear stress using the method of local slope, it is not possible to solve the 
equation for shear stress except in the case of infinite initial thickness:
T =
^ J L  
dh
I dx
+
A D p x (6.32)
Again the pressure gradient term diminishes faster than the other term (which is just that in (6.14)) 
but grows with distance aft of the leading edge. Thus the effects of pressure gradient and any 
associated measurement errors can be reduced by taking data as close to the leading edge as 
possible.
The surface velocity is given by (6.30) which provides a quadratic for the shear stress:
h
1 ------
. K j
■ \ - D [ \ + h ) t  + D mU,
h K  ~
+ hç h^P
0 y
=  0
Although it is easily solved, the end result is inelegant and cumbersome and one may acquire better 
insight by examining the equivalent expression with infinite initial thickness from (6.31):
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T = (6.33)
Now the pressure gradient term represents an additional source of error which in this case is linearly 
proportional to the error. Fortunately the constant of proportionality is h which is typically 0(10" )^ 
and so tremendous accuracy is not required for the pressure gradient value.
If using the inverse method, the formula for shear stress by re-arrangement of (6.29) is a quadratic:
-
y ht y
1 - A
h0 y
T +  D
 ^p x ^
y  h i  y
■vh^hD
0 y
=  0
With similar reasoning as above, the expression with infinite initial thickness is more useful in 
practice (of course, provided that hjhQ is known to be small):
ht
(6.34)
The non-linear regression can be carried out in a similar manner to case 1, however it is also now 
possible to make the pressure gradient an unknown and find it simultaneously with the shear stress. 
This can be used to check the accuracy of the experiment if the pressure gradient is also know fi-om 
another source.
6.2.3 OBTAINING THE VISCOSITY
A special case of (6.29) is where the shear stress and pressure gradient are zero and a=g. This 
happens when the film is being driven by gravity alone on an inclined surface. For a surface 
inclined by angle 9  to the horizontal, and with x going along the surface in the direction o f  oil f low ,  
(6.29) reduces to:
1
p g tk in O   ^ 1 
p x  h f
(6.35)
Initially the squaring of the initial thickness may appear to be a cause for concern. However its 
effect is actually equivalent to previous cases thanks to the presence of large values of density and 
gravity alongside the time. Once again errors can be reduced by measuring close to the leading 
edge. (6.35) can be solved for the viscosity:
h  p g t  sin 6
(
1 -
(6.36)
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Thus the viscosity can be obtained at various positions and averaged. Alternatively, if one can
(" /z Yassume that — «  1 then writing
[ ^ )
p g t  sin 0
(6.37)
means that plotting a graph of h against makes it possible to obtain the viscosity from the slope 
of the best fit line, namely:
\ d y [ x  J
b e s t  f i t
p g t  sin 6 (6.38)
0.3 • h w / const hO 
■ h w / drop hO 
h self-sim.
0.25
E 0.15
0.05
100 20 30 40 50 60 70 80 90 100
X (mm)
Figure 32: Snapshots of profile evolution for film under gravity alone, showing three types of solution: Self­
similar, constant initial thickness and drop shape (4.3) initial thickness (0.3mm). Time index starts at 4s and 
increases in multiples of 2 unto 64s. Vertical scale exaggerated 333.33x
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In the self-similar case, the curvature of the film right from the leading edge is clearly visible (in 
contrast to the constant slope in the case of constant shear stress), as well as the advantageous fact 
that the self-similar solution is approached quicker than the case for constant shear stress. Applying 
the aforementioned linearisation transforms Figure 32 into the following:
0.3 ■h w / const hO 
■ h w / drop hO 
• h self-sim.
0.25
0.2
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0.05
109876543210
sqrt(x) (mm)'^O.S 
Figure 33: Figure 32 after linearisation
The self-similar profiles are linearised as expected and there is good agreement with the finite initial 
thickness profiles even just after 1 minute.
Alternatively, one may carry out non-linear regression using (6.35) as the kernel. The advantage of 
this is that the viscosity and initial thickness can be obtained simultaneously.
Of course the above equations can be divided through by the density which would then yield the 
kinematic viscosity, if so desired.
It is also possible to obtain the viscosity from surface speed data. The surface speed obtained from
(6.35) is given by:
92
“ • = f =
pgsin6>^^2
M
r  L Y
(6.39)
\ K  J
In the fair assumption that ( h \ \  ' f  «  1 then (6.39) reduces to
(6.40)
Which will give a linear velocity variation with x since, from (6.37) h o c 4 x .  Here a similar 
approach of plotting Uh against Y will yield the viscosity from the slope of the best fit line, or 
taking a series of values at different x and averaging.
Using the global continuity requirement, the trailing edge position for a film governed by (6.35) 
with infinite initial thickness (self-similar) advances as the cube root of time and g  and is given by:
Xte - (6.41)
Now, the importance of an accurate value of viscosity was discussed in case 1. For additive errors 
in all the terms in (6.38), the relative error expression to first order for the viscosity (which, in full, 
is actually sixth order) is:
A// A/ Ag A^ Ap 2 Ay
—^  = ------------ ^  + ^  + ------
p  t  g  tan (9 p  5
(6.42)
where s denotes the best fit slope and |A |^ «  1 (in radians). The errors are simply cumulative, but
of course may act to cancel each other out if their signs are different. Since the time is large and the 
gravitational constant is well known, the largest sources of error will be the density and the slope. 
The errors contained in the slope will be linked to errors in measuring the height and position. Sinee
the slope is constant, the value will have the functional form h f  Vx and the relative error expression 
for the slope is then given by:
(6.43)
Viscosity is a strong function of temperature and so it is worth investigating the change in density 
with temperature for DC200 silicone oils and finding a relative error term for the density as a 
function of temperature. Using the lOOcst fluid as an example, the coefficient of thermal expansion 
according to the data sheet is 0.00096/K and is the same for all oils above this viseosity but changes 
by 7.7% to 0.00104 for the 50cst oil. The coefficient of thermal expansion y i^s defined as:
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Considering only the variation of density with temperature, (6.44) becomes a simple ODE that is 
facilely solved for density to give:
= (6.45)
Writing this as a relative error finally reveals the desired expression:
= (6.46)
P
For typically small changes in temperature this funetion is practically linear. Investigation reveals 
that for the density to change relatively by 1%, a change in temperature of approximately ±10.5°C 
is necessary.
Finally, it is of paramount importance to include any errors associated with an error in the 
measurement of the local temperature sinee physieally the viscosity is a strong function of 
temperature. An error in viscosity as a function of temperature is given simply by a Taylor series 
with the first term excluded:
In order to obtain a relative error expression, it is necessary to surmise a functional form for the 
viscosity. Since the Dow Coming data sheet gives only a single temperature coefficient of viscosity, 
one can assume that the variation is linear. Inspection of Dow Coming CTM 0747 reveals that the 
definition of the coefficient, % is a funetion of the kinematic viscosity measured at two 
temperatures:
/  =  1 -
For the temperatures 7] = 38°C and = 99°C, the value of y  is 0.6 for the lOOcst fluid and all 
higher viscosities and 0.59 for the 50cst fluid. The linear gradient of kinematic viscosity is thus 
given by:
^  = (6.47)
d T  T ^ - T ,
Now, using physical insight to state that the change in density over a given small temperature 
change temperature is much less than the change in dynamic viscosity allows the following 
simplifying assumptions to be made:
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Without these assumption, a factor of e appears in the error expression and prevents significant 
simplification, so an alternative way of stating the assumption is to write % 1 or
p ( T  + A T )  « p ( T ) . Using the rule of similar triangles to construct a simple linear relationship for 
viscosity, the relative error expression after the above assumption is:
A p A T
T  + T, f l - r
(6.48)
r
Z2l-
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Alternatively, an implicit expression from the first term of the Taylor series:
A p  _  1 d p  
p  p  d T
A T  =
YAT p{T,)  
^2 “
(6.49)
Using the values in the Dow Coming Data sheet for the lOOcst fluid in (6.48), the change in 
temperature that gives rise to a 1% relative change in dynamic viscosity at 25°C is approximately 
1.146°C. This change is 8.72 times smaller than the equivalent change required for a 1% error in 
density. As a mle of thumb, one can say that relative errors in viscosity are practically proportional 
to the absolute temperature error (i.e. 1% error from 1°C error)
By substituting (6.43), (6.46) and (6.48) into (6.42), the first order relative error in viscosity as a 
function of experimental parameters is:
(6.50)
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6.3 C A S E  3 :  P R E S S U R E  G R A D I E N T  A N D  B O D Y  A C C E L E R A T I O N  W I T H  
G R A D I E N T
Equation (6.1) reduces to:
dh 
dt p
\ ( ( d P  ' \ , 2 S h ''d^P
dx ‘
da
=  0 (6.51)
This particular PDE applies only in regions of zero (or vanishingly small) shear stress and shear 
stress gradients where the higher order pressure gradient terms beeome the dominant drivers. Due to 
the intrinsic rarity of surface flows without any shear stress, only two sub-cases are considered -  
pressure gradient as a function of space only and body acceleration as a function of time only.
6.3.1 CASE 3.1 -  PRESSURE GRADIENT AS A FUNCTION OF SPACE ONLY
By separation of variables, assuming h { x j )  = F {x)G { t) , (6.51) is reduced to separated form:
1 dG  1
G^ dt p dx  3 dx
= k JD — p a
dx
The temporal function is easily integrated:
G = ±
- 1
'Zkt +  C*j
(6.52)
Rearranging the spatial function as
dx 3D dx D
reveals that it is a Bernoulli ODE with n - - I  whieh has the general form:
^  + P i x ) F  = Q i x ) F ’’
dx
Dividing through by F ” and then making the substitution cù = F^ transforms the above into:
+ (1 -  n)P{x)(D = (1 -  n)Q (x)
dx
This equation now has the form that lends itself to a standard solution using the integrating factor 
(IF) method. The solution for F  is given by:
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(6.53)
.'. F  = 0)^-”
In the present specific case, P(x) is integrated by making the substitution u = D . The IF is then just
2
. Substituting this IF into (6.53) and then multiplying by (6.52) gives the final solution for h. 
Note that the additive constant fi*om the integration is zero to satisfy the condition h{O j)  = 0 (cf. 
Case 1).
h = - P
h =
\ dx C, = - - ^ D ^  { D ^ d x  
F J
(6.54)
r a p - p a
dx
ap 1 L p a  dx
dx J
Thus in the case of infinite initial thickness the film height is only real valued and positive when the 
pressure gradient is favourable and / or the body acceleration is in the direction of positive x. In the 
case of finite initial thickness and adverse pressure gradients, the solution is real valued only until 
t = -Cj at a given x  position, after which time a reversal of the oil flow direction has occurred 
(separation). In the case of constant driving forces (i.e. zero pressure gradient and a -  g s m  9 )  then
(6.54) can be seen to revert to (6.35).
It is possible to invert (6.54) and solve for the pressure gradient and body aeceleration term 
regardless of their ftinctional form. The result can be obtained by solving for the integral containing 
D  and then differentiating both sides w.r.t x, then multiplying both sides by the square root of the 
argument of the derivative, collecting terms into the derivative and re-integrating eventually yields:
D {x)  —
3p
1 -
h
■dx (6.55)
In the typical case of { h ! \  «  1, (6.55) simplifies to:
D(x)  = ^ \ h d x
2rA'
(6.56)
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Thus with the height information obtained from experiment it is possible to obtain a functional form 
for D. This can be achieved in practice either by fitting the lowest order curve to the discrete data 
and integrating analytically, or by using a numerical integration scheme with the raw discrete data. 
Each method has its inherent errors, the first depends on the goodness of fit between the points, the 
latter is prone to relatively large errors near the leading edge where h is small and the resolution 
may be limited.
Pressure gradients are measured in practiee using a very simple method of placing pressure tappings 
on the surface in question. On the small scale, the oil film will probably have an advantage over 
pressure tappings where the holes cannot be placed so close together without significantly affecting 
the surface roughness. It is worthwhile investigating the case of a linear variation in pressure 
gradient since this is going to be valid on the small scale very near separation where the shear stress 
is tending to zero (and viee versa with reattaehment). In fact, this is the only case that lends itself to 
analytical solution. Any higher order polynomial would require the use of a hypergeometric series.
6.3.2 CASE 3.1.1 -  LINEAR VARIATION OF PRESSURE GRADIENT
I  .  ,  ,  d^P  ^ _  SPLet —  = A x +  B  where A  = — -  = const, and B  = —  
6x ax
Then (6.54) eventually becomes:
x=0
h =
3p
2 A t
(6.57)
( A  ^
3
1- —  X + 1
U  J
V y
in the denominator must be treated carefully since, by the fundamentalThe term —x + 1
u  .
theorem of algebra, it has three roots. If the result is positive then the principal root is real. If 
negative then the principal root is complex and therefore unphysical. Thus the height is real valued 
only when
—  X > - 1
B
When this equals unity, a flow reversal has occurred. Since x is always positive, this can only occur 
when the signs of A  and B  are different. Further inspection shows that B must always be negative 
(the pressure gradient must be favourable at the leading edge of the oil for it to flow in the positive 
X direction). Therefore this criteria ean only be breached when A  is positive (i.e. the gradient of the 
pressure gradient is adverse).
The values of A  and B  can be obtained simultaneously using non-linear regression or a multi- 
variable root finding technique. Alternatively, if the separation position is known (by virtue of 
simply measuring the position of the non-advaneing trailing edge where the oil has piled up) and 
the pressure gradient is known at the leading edge, the above criteria can be used to obtain the
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second derivative of pressure. If the linear pressure function is known, then the separation position 
ean be predicted using
(6.58)
Of course, this is only valid if the shear stress is vanishingly small and the pressure variation is 
actually linear. Of physical interest is the fact that (6.58) implies (only in this specific case):
The separation position  is independent o f  the oil viscosity
Relative errors in the estimation of the separation position go as
AR M
^SEP B  A
S^EP 1 +
AA
(6.59)
Using the global continuity integral on (6.57) with infinite initial thickness and initial profile area 
Ao, the trailing edge position is given by:
XpE —
r
r
3 \
2
1 - 1 -
I
[ j
V
V y
y
(6.60)
This expression is usehil in itself since it yields yet another expression giving the time to separation 
by solving for the time when (valid only if a separation exists i.e. if A  > 0 ) :
S^EP
3pB^ (6.61)
Supposing // = O(10^), B  = - 0 ( l O ^ ) ,  A  = 0(10^)  and Aq = O ( \ 0 ^ )  then it turns out that
t^ EP = 0(10 ) and x^^p = 0 (10  ) . This reveals the rather large timeseales involved in the absence
of shear stress to drive the film. To reduce the timescale from days to hours one may use an oil of 
lower viseosity. A plot of the effect of the second derivative of pressure is shown below. The ease 
of separation at x=100m m  is included and reveals how an adverse gradient of pressure gradient 
creates an inflexion in the profile.
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Figure 34: Profiles under different second derivatives of pressure, A. In all cases ho=0.3mm, t=7200s, 
)i=0.0964Pas and B=-100Pa/m. Vertical scale exaggerated 333.33x
By solving (6.57) for % and the differentiating with respeet to t, the surfaee speed ean be obtained:
- B
ju
J  \_
1-k
3//
4) yy
(6.62)
Unlike in the previous simple cases, here it is the case that
dx X
—
dt t
whieh implies that the lines in an x-t  diagram will not be straight. (6.62) shows that in addition to 
the curvature correction term for finite initial thickness, there exists a further correction factor that 
is directly proportional to the gradient of the pressure gradient. Indeed this gradient introduces extra
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curvature into the profile and the reason why (6.62) with = co did not turn out to be (3.6) without
shear stress is because (3.6) is derived from a parallel flow approximation of the Navier-Stokes 
equations. As shown below, the curvature correction factor is a spatial function and therefore any 
dependency on % means that the self-similarity assumption of parallel flow is invalid.
By inspection of (6.54) one sees that, regardless of the exact function of the pressure gradient, the 
product
= constant
1 1
A" A0 y
at any given x. In the case Hq =co the expression reduces to h^t = constant. In this specific case, 
the temporally constant product is
2A
_ 2 \
3
1 - — x  + 1
U  j
V y
Upon substitution into (6.62), the surface speed expression becomes
B h ‘ - x  + lY = -
2 8P  Y
ÔX (6.63)
æ
ÔX
from which the pressure gradient at any x position can be obtained if its value is known at x= 0  
(from pressure tappings or by using (6.63) very near the leading edge such that the correction factor 
is almost unity):
æ
dx
/z'
(6.64)
6.3.3 CASE 3.2 -  STATIONARY FLUCTUATION OF BODY ACCELERATION
This rather esoteric case would apply, for example, to a linearly stuttering or oscillating surface in a 
vacuum (there is no outer medium to provide a shear stress on the oil surface) where the oscillations 
are slow enough that the oil inertia is negligible. (6.51) reduces to
dh pah^ dh
— +  -  —  =  0
ot p  ox
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since the spatial derivatives of a purely temporal fiinction are zero. Note that a will be the negation 
of the acceleration experieneed by the solid surface This PDE has a straightforward solution by 
separation of variables. The density and viscosity may also vary with time. If the oscillations are 
such that the oil flow direction may change, then it is accordingly necessary to change the sign of x.
h = 1 (6.65)
a d t
A
+
With /Zq = CO the trailing edge position is given by
XjE a d t (6 .6 6 )
and the surface speed by
p a h (6.67)
1 -
h
j
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6 A  C A S E  4 :  S H E A R  S T R E S S  W I T H  G R A D I E N T
Equation (6.1) reduces to:
dh 1 
dt p
(  . d h  ô A
r h —  +  
dx 2 dx
= 0  (6 .6 8 )
By far the most practically useful case, this PDE will take into consideration the effects of an 
arbitrary shear stress gradient. Since shear stress is the first order driver of the film, only extremely 
large pressure gradients and / or regions of very small shear stress such as those near separation and 
reattachment will render this PDE invalid -  as discussed in Case 2. Consequently a selection of 
basic specific shear stress functions are analysed in this case, as well as a strategy of semi- 
numerical solution for functions that cannot be integrated analytically and expressed in terms of 
elementary fimctions. Furthermore, the effects of an unsteady shear stress are considered in the 
form of stationary and travelling wave fluctuations, the latter analysis leading to an expression that 
describes the films response to a travelling shear stress wave. All solutions are obtained by 
separation of variables.
6.4.1 CASE 4.1 -  SHEAR STRESS AS A SPATIAL FUNCTION ONLY
By separation of variables with h (x , t )  = F (x )G ( t )  and t  =  t ( x ) ,  (6.68) is reduced to separated 
form:
G d t p \  dx dx 2 )  
The temporal function is integrated to give:
= k
G = ---- —  (6.69)
fo + C,
Rearranging the spatial function as
d F   ^ 1 d r (x )  ^  _  p k
dx 2 t { x )  dx  r(x)
P { x ) F =  Q (x)
dx
reveals that it is of the form ready to be solved using the integrating factor method (id. (6.53) 
without the final change of variable). By making the substitution u = t ,  P(x)  can be integrated and
the IF is therefore just Vr . Substituting this IF into (6.53) and then multiplying by (6.69) gives the 
solution for h. Once again the additive constant from the integration is zero to satisfy the condition 
h{Q j)  = 0 (cf. Case 1).
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h = p ■dx Q  =
P ■dx
(6.70)
: . h  =
P
ty fr
 +  —
, K
dx
As in case 3.1, it is possible to invert (6.70) and solve for the shear stress in the general case. 
Solving for the integral containing z; differentiating both sides w.r.t x, multiplying both sides by the 
argument in the derivative and collecting terms into the derivative and then re-integrating 
eventually yields:
1 -
V ^0 y
h
dx (6 71)
After sufficient elapsed time such that hjh^ « 1  then (6.71) reduces to the expression given in 
Tanner et al. (1975):
t {x ) =  \ h d x  
th i
(6.72)
As in case 3.1, height data from experiment can be numerically integrated, or curve-fitted and then 
analytically integrated.
6.4.2 CASE 4.1.1 -  LINEAR VARIATION OF SHEAR STRESS
I ôtLet r = Tq + k^x  where Tq = and K  const. Then (6.70) eventually becomes
h =
k t
/
( K  ,1 21 - — X + 1
V y
1
+  —
(6.73)
In the case of < 0  it is possible to have a zero shear stress (i.e. separation) downstream of the 
leading edge. This position is given by:
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r  — 0/S^EP -  / Q t- (6.74)
dx
Using the global continuity condition, the trailing edge position is given by
XpE —
I n
1 -
■8//XS E P
A K *
(6 .7 5 )
If the shear gradient is positive, then x s e p  will be negative. If the shear gradient is negative then x s e p  
will be positive. Thus (6.75) always yields a real value.
Solving for the time when = x^^p gives the time to separation (for a given initial profile area of 
oil^o):
hpp ~
2 //X S E P (6 .7 6 )
Using orders of magnitude similar to case 3.2 and with = 0 ( - l )  reveals that = 0(10^), a
more practical timescale than the pressure gradient case. By solving (6.73) for x and taking the 
temporal derivative, an equation for the surface speed is obtained:
-
' i - A
h0 y
h k j
(6 .7 7 )
I p 1 -
h
hoyy
For similar reasons to case 3.2, (6.77) does not equal (3.6) without pressure gradient term due to the 
added curvature of the profile resulting from the existence of a spatial shear stress gradient. This 
spatially varying curvature essentially violates the self-similarity of the parallel flow approximation 
used to obtain (3.6) and hence the appearance of a correction factor.
Inspection of (6.73) reveals that
1 1
1 -
th _ 2 p
h
h /zo
f 1 A
(  k  1"i
1- -^x + 1
V y
= C(x) (6 .7 8 )
Substituting the above into (6.77) gives an alternative expression for the surface speed that includes
X :
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U , =
I’pfl
F
3
2^
- ^ X  +  1 
V^o P V^o y
' i - A
h0 y
1 -
(6.79)
Solving for the shear stress:
r (x )  =
h h0 y
4 ^  AT,
h
(6.80)
Thus using the surface speed it is possible to directly obtain the shear stress distribution if the shear 
stress at the leading edge is known. By inspection of (6.79) it is clear that for small x near the 
leading edge (and thereby hjh^ «  1 ) the expression will give, to an approximation whose goodness 
depends on the strength of the shear gradient, the shear stress at the leading edge:
x = 0
(&81)
Any absolute error in would manifest itself in (6.80) as:
A t
T
1 +
A t,
- 1
'0 y
(6.82)
Consequently, for a 1% relative error in the shear stress, one must have a 3.03% error in the leading 
edge shear stress value.
The local slope (assuming constant ho) is given by
1dh
dx
1 +
y y
r
V ^ o  y
0L 83)
which can be solved for the shear stress to yield an inverse two-thirds relationship between the 
shear stress and the local slope.
Using the fact that (6.78) is constant for a given x, its temporal derivative is zero and so an elegant 
expression for the local rate of thinning is obtained:
dh
~dt
h i - A
V 0^ y
= —R F (6.84)
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R represents those terms multiplied by time in the height equation (6.73) and eontains the shear 
stress terms. This relationship in fact applies to any function of shear stress, and so it is possible to 
measure the rate of thinning at a point of interest and subsequently obtain the shear stress. If the 
shear stress is not known at the leading edge, then the shear stress normalised by this quantity can 
be obtained.
The effect of shear gradient is shown in the plot below. The ease of separation at x= 100mm is also 
shown. Here // = 0.0964 Pas, t = 1200s, Tq = 0.1 Pa, = 0.3 mm . Plots with drop shaped initial 
profiles are not shown for clarity.
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Figure 35: The effect of a shear stress gradient. Vertical scale exaggerated 333.33x
This figure also reveals how an increased rate of thinning improves the agreement between the 
solutions of finite initial thickness and infinite initial thickness, confirming the statement that 
elapsed time alone does not improve the accuracy of the self-similar solutions but rather it is purely 
based on the ratio /z/Zzq . Unlike in the case of pressure gradients acting alone, an adverse shear 
gradient does not create an inflexion in the profile.
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6.4.3 CASE 4.1.2 -  QUADRATIC VARIATION OF SHEAR STRESS
Now let T = + k^x + Tq where ^ ^ = 2 k 2 ,  ^  and Tq = . Substituting this as
appropriate into (6.70) after using the standard result in Dwight (1961) for the integral of the 
inverse square root of a quadratic eventually yields, after rearrangement:
h = 1
k^  +  Ik^x +  2yJ]^
1
+  —
(6.85)
//In
k ^ + 2 ^ .2^0 J
It immediately comes to light that special treatment is necessary in the case of < 0. Multiplying
the numerator and denominator of the argument inside the logarithm by the conjugate of the 
denominator reduces the expression to:
1
+
//ln(a + 6) /2,
(6 .8 6 )
k,  ^+ 2 k 2 [ k , x - 2 ^ )  2 ^  (^1 (  V r  -  j
k^  4A:2'Tq
With ^2 < 0 , b becomes imaginary. Therefore using the complex number relationship 
ln(a + ib) = ^ \ n [ a ^  + i ( 6  + 2n7i) where 6  -  tan"^  {h ja )  and n = 0 for the principal value, the
above expression for h eventually becomes:
(
6 \n(a^ + 6 ^ ) 1
+  —
Inspection of the quantity reveals that, rather fortunately, it happens to be unity for all
^2 < 0 . Therefore all the logarithms vanish resulting in a comparatively simple and real valued 
expression. The piecewise equation for the height is then:
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h =
tylÏc^ 1
+ ----
//ln(a + Zj) h^
t l^\/C2\T 1
. .
*2 > 0
(6.87)
k i < 0
In the case of the limit as k2 tends to zero, the result for linear shear stress is recovered.
It is obvious that this case is becoming excessively complex and although it is possible to derive 
equations for the surface speed, slope, rate of thinning, separation position, trailing edge position 
and so on, each one will have to consider the pieeewise nature of the solution and this becomes 
tedious. It is recommended that non-linear regression on a height distribution from experiment be 
carried out in order to simultaneously determine the three coefficients. Of course this presents 
added difficulties associated with having more free parameters. A better initial guess and more 
relaxation are necessary for convergence to succeed, and this itself depends on the goodness of fit 
of a quadratic shear stress variation. From a pragmatic point of view, it may be more fi*uitful to 
tessellate the region of interest into small strips and construct a shear stress profile in a piecewise 
manner using the linear variation equation. With sufficient resolution the true distribution can be 
well approximated.
The plot overleaf illustrates the phenomenon of an adverse shear stress decreasing to one-hundredth 
of its initial value and then increasing again. The case for constant shear stress at the same time is 
shown for contrast. For both cases, ju = 0.0964Pas, t  = 600s, Tq = IPa, = 0.3 mm :
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Figure 36: Effect of an adverse second derivative of shear stress. Vertical scale exaggerated 333.33x
6.4.4 CASE 4.1.3 -  POWER LAW VARIATION OF SHEAR STRESS
Suppose t  = Tq + A where = r| ^ , L is a necessary length scale and A is the stretching
parameter (Pa). This form would require the use of a hypergeometric function in the integration; 
therefore the offset term must be dropped to allow analytical treatment. This leaves a function that 
will have zero shear stress at the leading edge for all positive n, and infinite shear stress for negative 
n. The case of positive n could correspond to a region of flow at and after reattachment. The case of 
negative w could be used to approximate the flow of a narrow and intense jet striking the surface -
assuming the shear stress actually behaves as a power-law. Using t  = A  
becomes:
1
h —
tA x " - '{ 2 -n )  1
H-----
the height equation
0188)
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The solution is physical for n < 2  with the curious phenomenon of zero spreading at «=2. At n=l 
the film spreads but with zero slope. The cases of n=1.5, n=0.5 and  n = - l  are shown on separate 
plots below. In all cases ju -  0.0964 Pa, Z = 100 mm and A=1  such that the shear stress is unity at 
100mm.
In order to obtain A and n from experimental height data, non-linear regression can be used. 
Alternatively, if it is safe to assume infinite initial thickness, one can plot the height against x raised 
to a power that linearises the curve, then A  is contained in the gradient.
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Figure 37: Power law shear stress with n=1.5 and A=1 at t=1056s. Vertical scale exaggerated 333.33x
Since the shear stress is zero at the leading edge, the effects of surface tension are important and 
this is one of the eases where the drop-shaped initial condition is actually more informative than the 
constant initial thickness condition. At this elapsed time, the relative error between the drop and 
constant thickness plots drops below 1% at around 5.3mm aft of the leading edge.
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Figure 38: Power law shear stress with n=0.5 and A=1 at t=133s. Vertical scale exaggerated 333.33x
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Figure 39: Power law shear stress with n=-l and A=1 at t=28s. Vertical scale exaggerated 333.33x
Clearly the self-similar assumption is poor in all cases and should not be used at such early stages 
of the evolution of the oil film.
112
6.4.5 CASE 4.1.4 -  SHEAR STRESS AS AN ARBITRARY SPATIAL FUNCTION
In more complex cases that may be of interest, the integral containing the shear stress may not yield 
to analytical evaluation. Such a case is the stationary shear stress wave with non-zero mean, wich 
results in an elliptic integral of the first kind. This may arise, for example, on a planar surface that is 
placed opposite a wavy surface in a flow. Therefore such a case, and in fact any other imaginable 
case should be treated in a semi-numerical manner by using the height solution of (6.70) but with 
the integral evaluated using a numerical method of choice such as Simpson’s rule or a Runge-Kutta 
method if the function is differentiable. It is of course still possible to use non-linear regression to 
obtain whatever coefficients appear in the chosen shear stress function.
,n n xThe plot below shows the case t + ^sin(— with = 1, A -  0.75,» = 8 and L  = 100 mm
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Figure 40: Sinusoidal variation of shear stress at t=600s. Vertical scale exaggerated lOOOx.
113
6.4.6 CASE 4.2 -  SHEAR STRESS AS A TEMPORAL FUNCTION ONLY
By separation of variables with h{xA ) = F {x)G {t)  and t  = (6.68) is reduced to separated
form:
\ dG  I d F  ^
z{t)G  d t jj. dx  
The temporal function is integrated to give:
G = ——  -----  (6.89)
z d t  + Cj
The spatial function is just F  = -jjikx  with the constant of integration equal to zero to satisfy 
/z(0, f) = 0. Multiplying the two together gives:
j  z{f) d t + Cj
(6.90)
: .h  = - -------- --
+  —
JLIX Hq
Making the shear stress the subject of the equation results in an elegant equation that is independent 
of the initial thickness:
J2X dh 
~¥~dt
(6.91)
The equation for the surface speed is the same as that for constant shear stress, (6.21), but is now a 
function of time instead of space.
This particular case is quite limited since the shear stress is constant in space. Physically it 
represents a scenario where there may be, for example, large intermittent flow structures passing 
over the oil that have a length scale comparable to the extent of the oil film. Thus these structures 
would, from the point of view of the oil film, appear as stationary fluctuations of the outer flow 
velocity and thereby the shear stress at the interface, and their large length scale would make the 
spatial distribution of this shear stress approximately constant. This case could also represent a 
simple pulsating external flow.
Using the specific case of z  = Zq+ A sm {27rft)  the evolution of the profile can be illustrated by 
plotting a graph of the trailing edge position against time. The spatial distribution of height at all
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times matches that of the case of constant shear stress. The trailing edge position is obtained from 
the global continuity requirement with h ^ - c o  (i.e. only for the self-similar solution) and in this 
specific case is:
Xte - v +
A
2;%-/
(l-cos(2;r//‘)) (6.92)
If A < T q the trailing edge always advances from its current position. If A = Tq the trailing edge can 
slow to a halt. If A > T q then the trailing edge can recede. But due to the positive mean shear stress 
the trailing edge always advances over an extended time period.
In the following examples, Tq = 1 Pa, // = 0.0964 Pas, f = 0.25 Hz
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Figure 41: Time against trailing edge position for the case A=1
Here xje is single-valued at all times and the trailing edge can be seen to be advancing, coming to a 
halt, and advancing again. As more time passes, the magnitude of the advance decreases as the film 
becomes thinner which confirms intuition that a thinner film ought to be less susceptible to 
fluctuations. By increasing the frequency, the kinks in the line disappear leaving a smooth quadratic 
(when viewed at the same resolution).
When Xte becomes multi-valued, this means that the trailing edge is receding on itself and then 
advancing again, as shown overleaf.
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Figure 42: Time against trailing edge position for the case A=4
The curvature in the mean trend of the lines in the above figures can be removed by plotting the 
function (6.92) against . Fitting a line of best fit through a sufficiently long duration of data and 
calculating the gradient is equivalent to obtaining the time-averaged gradient of the function itself:
dx.TE
dt
(fo +v4sin(2;z-yf)n = ^^ (6.93)
This is easily re-arranged for viscosity and thus represents an alternative method for finding the 
viscosity (albeit less practical and simple than the gravity method):
jj, — 2 j4qTq
\ -1
\ l i n e a r  tr e n d  J
(6.94)
This method has larger uncertainty than the gravity method because of the requirement to measure 
the initial cross sectional area of the oil drop as well as a shear stress. A very precise and well- 
characterised experimental rig is thereby required. Since this method is based on the self-similar 
solution, it can only be applied after a sufficient elapsed time such that h j «  1. As mentioned
earlier, the magnitude of the trailing edge position movement decreases as the film thins, and so by 
the time the self-similar solution is at all accurate, the movements may be very hard to measure 
with great accuracy. On top of this, there are surface tension and adhesion effects present.
All in all, this method of viscosity determination is more of a theoretical curiosity than a useful 
practical technique. Measuring at or near several millimetres off the trailing edge of the oil film 
should generally be avoided on account of surface tension and adhesion effects.
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6.4.7 CASE 4.3 -  TRAVELLING SHEAR STRESS WAVE WITH ZERO MEAN
This case serves as a means of analysing the response of a given film profile to a single period of a 
travelling shear stress wave disturbance. A travelling wave is a mixed function of space and time, 
and so an equation for the height of the oil film that considers the shear stress as a spatio-temporal 
function is required. To do this by separation of variables, the function needs to be some multiple of 
a spatial and temporal function. The only way to get a travelling wave out of such a function is by 
employing a phasor.
By separation of variables with h{x,t) = F{x)G{t) and r = L{x)M(t), (6.68) is reduced to 
separated form:
\ dG LdF  F dL ,
MG  ^ dt fÀ dx IjLi dx 
The temporal function is integrated to give
G = —-----1------ (6.95)
A: J Mdt + Cj
Re-writing the spatial function as
dF F dL juk
dx 2L dx L
^  + P(x)F = Q(x) 
dx
shows it to be of the form that can be solved using the integrating factor method of (6.53) (without 
the final change of variable). The integration factor here is J l  . Going through the motions 
eventually gives, with the constant of integration fi*om the spatial term set to zero to satisfy 
h(0,t) = 0 :
h = ------      (6.96)
jM (t)d t
1 rdX
J^l (x)J  ^L(x)
0
By comparing the above with (6.70) and (6.90) it appears that this equation is just a multiplicative 
conjunction of the respective solutions containing purely spatial and temporal shear stress functions.
Now, the travelling wave shall be represented by a phasor (after Euler’s formula) of the form
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/  \  
^ const. L ( x )  M ( t )  J
(6 .97)
where k = — and a  = i K f . It is convenient to let Z = 2R such that one may work in cycles per
X
drop diameter. By including a phase shift (j) in the phasor it is possible to have a travelling wave 
with any desired starting phase, and so one is not limited to only a pure cosine wave.
Integrating the spatial and temporal parts of the phasor as appropriate in (6.96) and collecting terms 
eventually gives:
 ^ 1 ^
A i J i -
ikx ^ 
“ -1
+ 1
Expanding the phasors into sines and cosines using Euler’s formula, then multiplying the numerator 
and denominator of the complex fraction by the complex conjugate of the denominator, and then 
doing the same for the result such that the solution for h is linearly composed of a real and 
imaginary part eventually yields:
Ak{C + iD)
+
4/ /6) (1- c o s ( | A x ) )  \
E
\ h0 y
h
+ G'
0 y
0^  = kx -  cot+  ^
9^  =kx + (j)
3^ = \kx  
B = \ -  cos 6. (6 .98)
C = B (cos <9j -  cos ^ 2 ) + sin ^  (sin 6^  -  sin 9^  )
D - B  (sin 9^  -  sin 9^)- sin ^  (cos 6^  -  cos 9^  )
E = f^ÀCoB 
F = AkC 
G = AkD
Careful inspection of the equation reveals that it is in fact limited to a maximum of 2 cycles per 
drop diameter (n=2) due to the cosine in the denominator of the intermediate expression. Any value 
of n greater than 2 results in an unphysical discontinuity appearing within the drop. Although it is 
possible to find an expression for the global maximum height with a given set of parameters, it 
turns out to be more fimitfril to investigate the special case of n=2. It so happens that with n=2 and 
^=0, the time at which the maximum height occurs during a period of the travelling wave turns out
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to be — . This greatly simplifies the collection of terms such that |C + /Z)| _j_ = 4 which
conveniently occurs when (1 -  cos^) = -2  (i.e. in the middle of the unperturbed drop). With these 
values, dividing (6.98) by ho results in an amplitude response equation. It is exact only in the case 
with n=2 and ^=6). For all other cases, the sine and cosine terms would have the equivalent effect of 
a correction factor. However it is the functional form that is of interest:
h 1
2//C
(6.99)
c is the propagation speed of the non-dispersive travelling shear stress wave and so is just the 
product of the frequency and wavelength. Since body forces are not involved, the amplitude 
response is independent of the oil density. This expression confirms intuition that the oil surface 
will have an increased response if deeper, if the amplitude is greater, if the viscosity is lower, and if 
the wave speed is lower (increased residence time of the same shear means more time to locally 
alter the surface profile). In order for the response to be sub-infinite, it must be the case that:
A
Ijii
(6.100)
Hq < 2/.iR
A plot of the effect of varying the wave speed and initial depth is shown below. In both cases, the 
wave had unit amplitude, unit frequency, and // = 0.0964 Pas.
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Figure 43: Maximum global amplitude as a function of varying wave speed c at a fixed Ao=lmm (blue curve), and 
as a function of varying initial depth ho at a fixed c=10mm/s (magenta cui’ve)
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Furthermore, viewing a simultaneous animation of the shear stress wave and the oil surface reveals 
that the surface perturbation is in phase with the minimum peak of the shear stress wave -  i.e. that 
the surface perturbation travels at the same speed as the shear stress wave. The appearance of the 
maximum is shown in the plot below for the case n=2 and (j)=0. The trailing edge is not adjusted to 
satisfy continuity in this figure due to the discontinuity that exists at the trailing edge position of the 
unperturbed film.
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Figure 44: Snapshot at the time of maximum global amplitude showing the perturbation of the surface being in
phase with the minimum of the travelling shear stress wave
A staggered plot of 0.25 s intervals is shown below and gives a good visualisation of the 
perturbation moving over the oil surface. Time is increasing in the vertical direction. A value of 
17=7.7 was used such that the trailing edge could move in order to satisfy continuity and not come 
into contact with the discontinuity. As before, the travelling shear stress wave has unit amplitude 
and frequency.
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Figure 45: Staggered plot of the oil surface profile during one period of the unit amplitude travelling shear stress 
wave. Time increases in the vertical direction in 0.25s increments.
At this stage it is worthwhile eonsidering the nature of the surfaee waves seen on the oil surface 
when the wind tunnel is started and brought rapidly up to speed. Murphy et al (1985) carried out a 
numerical investigation of these so-called surface waves and concluded that they are neither waves 
nor ripples in the accepted fluid mechanical sense -  gravity has nil effect on the surfaee 
perturbations and that they are formed by local accretions and deficits of oil caused by spatial 
variations of skin friction. They also state that the strongest parameter on the formation of these 
‘surface waves’ is the initial thickness of the oil film and that it is variations of surface friction (i.e. 
shear stress) that generate the waves. Finally, they state that the apparent wave velocity is a function 
of the imposed shear stress and phase angle and is not associated with the eddy convection 
velocities in the external boundary layer. The results presented above are in agreement with their 
statements -  but with the added benefit of an analytical expression giving further information about 
the effect of wave speed, amplitude, and oil viscosity.
An interesting question to ask is whether such waves would appear over a film on a vertical wall, 
and therefore determine whether gravity play any role at all. Blythe et al. (1972) (and references 
therein) carried out an extensive investigation into large amplitude shallow-water waves with an 
ambient shear flow and showed that they are neutrally stable disturbances that can also break.
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6.4.8 CASE 4.4 -  SHEAR STRESS AS A SUPERPOSITION OF SPATIAL & 
TEMPORAL FUNCTIONS, AND AN EQUATION FOR CASES 4.1 -  4.3
By closely examining the form of the solutions of all the previous main cases involving shear stress, 
one may now expect it to be possible to guess a solution for the case where the shear stress can be a 
completely arbitrary spatio-temporal hinction. Ultimately, in order for this guess to be valid, it must 
satisfy the governing PDE (6.68) and must collapse back to the appropriate specific case if, for 
example, the shear stress is a purely spatial or purely temporal function, or if it is a product of the 
two. Experience shows that where there are non-constant coefficients of a given dimension, there 
appears in the solution an integral of that particular variable. Thus one may interpret the integral as 
a means of recording the history of that variable. This implies that the guess in question must 
contain some form of integral or double integral around each appearance of r. The possible guesses 
eventually boil down to the question of the order of integration of the shear stress. By carrying out a 
simple trial with a shear stress function of the form t  = + kx + Asincot and checking the solution
in the case of either of the dimensions tending to zero and comparing to the known solutions carried 
out earlier (i.e. t = Tq-\- Asm cot and r  = + Ax ), it turns out that the only correct form is:
(6.101)
Unfortunately this equation does not satisfy the PDE in the general case, and is therefore not a 
general solution for shear stress as an arbitrary spatio-temporal function. It may however be used 
for the special cases of shear stress as a spatial function, temporal function, travelling wave and 
linear superposition of spatial and temporal funetions.
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7 CONCLUDING REMARKS
The equations governing the motion of a thin film of oil have been derived from first principles, 
showing each stage of approximation leading to the final linearised equations that are amenable to 
analytical solution and therefore practical use. A variety of analytical solutions for both static and 
dynamic spreading of an oil drop have been derived, giving particular attention to the case of shear 
stress, gravity pressure gradient forces in isolation and in combination under an external flow. 
Unfortunately it was not possible to obtain an analytical solution for the case of shear stress with 
shear stress gradient and pressure gradient and gravity forces altogether and it remains an item of 
future work to formulate a numerical solution strategy for this most general case.
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ABSTRACT
This brief report contains a full, step by step derivation of a two-dimensional (2D), incompressible 
panel method comprising flat panels with constant source strength. The code is validated using the 
test case of a circle whose analytical solution is known, and then applied to a specific case of the 
WALLTURB Surrey Bump.
An approach involving the use of open body profiles and an upstream reference station is also 
tested and yields visibly imperceptible differences in results over the standard closed body method. 
This approach can reduce the required computation.
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NOMENCLATURE
All symbols are defined where they appear for the first time. Vectors are in bold type, scalars in 
normal type. Standard vector algebra notation is used at all times. Double bars denote vector 
magnitude, single bars denote scalar magnitude.
1 INTRODUCTION
Models that are mounted in such a way as to join the wind tunnel walls either at a finite angle or 
with a cusped leading edge are suitable candidates for an inviscid analysis using a panel method 
comprising of source elements only. This is because, although the model may indeed generate lift, 
by virtue of the way it is mounted in the wind tunnel its circulation is zero and therefore there is no 
need to use vortex elements. With inviscid flows, the no-slip condition does not exist due to there 
being no viscous stresses at the surface and so there can be tangential velocity at the surface, but no 
normal velocity component is allowed by virtue of the surface itself being considered a streamline 
of the flow (where by definition there exists no flow perpendicular to a streamline). Therefore, the 
model itself is considered a streamline of the flow and the wind tunnel wall is in fact a streamline of 
symmetry of the wall-mounted model. By using a mirror image of the model to form a closed-body 
profile, the leading edge and trailing edge (in the case of finite contact angle) become stagnation 
points which implies that the centreline velocity must have zero vertical component and so the 
centre streamline is parallel and equivalent to the wind tunnel wall. If the model Joins with a cusp to 
the wall, there will not be a stagnation point, but the centre streamline argument is still valid.
stag.stag.
Figure 1.1: The inviscid flow over the top half of the circle and over the semicircle is identical
This can be illustrated a-posteriori by actually using the panel method of this report to solve the 
flow over a circle and plot the streaklines. Streaklines are plotted instead of the true streamlines 
since the latter are particularly cumbersome to obtain and so it is easier to simply hitch a ride on the 
velocity vectors. For sufficiently small incremental advances along the velocity vectors, the end 
result is visually identical:
Figure 1.2: Streaklines around a circle of zero circulation. The central stagnation streakline of symmetry is 
equivalent to an infinite parallel wall and so can be interchanged without altering the flow on the remaining half­
circle.
In order to make the body a streamline of the flow, it suffices by definition of a streamline to ensure 
that there is no flux through the body profile. This is achieved by the use of source elements placed 
along the body which are of appropriate strength to oppose the component of flow that is normal to 
the surface such that the flow at the surface is entirely tangential. The basic idea behind the panel 
method considered in this report is to construct the body as a contiguous set of straight line 
elements, each of which has attached to it a line of integrated point sources whose combined 
strength is determined by the kinematic boundary condition of no flux normal to the panels. Since 
inviscid flow elements satisfy Laplace’s equation and thereby superposition, the end result is a set 
of equations that sum up the influence of each panel on all the others as well as itself. Once this 
matrix of influence coefficients is solved for the panel source strengths, the strengths can be used in 
the original equation to obtain the velocity field, from which the pressure distribution can be 
obtained.
Firstly, it is necessary to define and derive equations for the potential function of a point source, and 
illustrate the construction process of creating the source panel integral. Subsequently, the 
conventions of the geometry must be defined, in particular the winding direction of the panels such 
that the normal vectors point to the outside of the body. At this point the matrix of coefficients can 
be generated and solved.
2 THEORY
2.1 Definition of the Scalar Potential Function and the Stream Function
In the usual manner with inviscid flows, the flow field can be regarded as a solenoidal (divergence 
fi*ee), irrotational (curl-ffee), conservative vector field with perturbations becoming zero at infinity. 
It is therefore sufficient to represent this field as the gradient of a scalar potential, (j). This potential 
function has the units of an area flow rate and automatically satisfies continuity and irrotationality:
continuity; V U  = V-(V^i) = = 0
irrotationality: VxU = Vx(V^) = 0
Thus the flow speed in any given direction is just the derivative of the potential function in that 
direction. The second identity reveals that the potential function also satisfies the Laplace equation 
which is a linear second order PDE. This means that solutions can be superimposed and therefore 
that complex flows can be built up by summing up simple flow elements. This procedure is the 
essence of the panel method. Note that while potentials and velocity components can be 
superimposed, pressures cannot since they are related to the square of the speed. The third identity 
is a standard vector algebra result (the curl of the gradient of a scalar is zero).
The statements above are coordinate-system independent, however in a computational approach it is 
often easier to work in cartesian coordinates as pixels on the screen are addressed in a cartesian 
manner. (2.1) therefore becomes:
d(j)
V
dx
(2 2)
d u  e v  aV aV 1------= ——4--- -
dx dy dx^  dy^
continuity: V • U = + —  = 0
' . . .  IV n  TT nirrotationality: V x U = ----------- = ----------------= 0
dx dy dxdy dydx
The dual of the potential function is the stream function. Streamlines are always perpendicular to 
equipotential lines and actually represent the fluid flow lines. The stream function also 
automatically satisfies continuity but also allows rotational flows. The velocity field may be derived 
fi*om the stream function as well. The relationship between the stream function and the potential 
function can be obtained by considering a holomorphic (complex-differentiable at every point) 
complex potential function in the complex plane:
z = x + îy 
f ( z )  =  ^+ ii//
The derivative of this function at some point in the complex plane can be formed using difference 
quotients. There are two paths to approach the point in question, either along the real axis or the 
imaginary axis, both of which must result in equivalent derivatives. By equating the expressions of 
the derivatives obtained from either path, the required relationship between the stream function and 
potential function is obtained.
For the path along the real axis, noting that dz = dx + idy :
df / ( z  + ‘3i(dz)) -  / ( z )
dz dx
= lim T) + + dx, y) -  ^ (x, -  iy/{x, y)
dx
r
= lim
d x - > 0  y
(p(x + dx ,y)-^ (x ,y) _ .i//(x +dx,y)-i//(x ,y)
 r  I---------
dx
_d(j) ^ .dy/ 
dx dx
For the path along the imaginary axis:
df / ( z  + 3((6)) -  / ( z )
dz -^>0 i(^ y
^ lim T + y + dy)~  ^ (x, ;/) -  iy/{x, y)
^^0 idy
= limÉ^->0
^y/{x,y + dy)-y/{x ,y) _ .^{x,y + d y ) - (!){x,yŸ 
V 4 / y
dy/ .d(j)
Equating the real and imaginary parts gives:
u  = ^  = ËE.
dx dy
v  = ^  = - ^
dy dx
C2 3)
which are just the Cauchy-Riemann equations. Finally, to show that the streamlines and 
equipotential lines are indeed orthogonal, the dot product of the functions (as well as their 
gradients) must be zero. With the aid of (2.3):
= + = = 0 (2.4)
dx dx dy dy dy dx dx dy
2.2 Derivation of the Basic Fiow Eiements
2.2.1 Uniform Free Stream
Consider first a uniform free stream of constant speed and angle of incidence to the horizontal axis. 
Using the definition of the scalar potential in (2.1), the potential function ^  representing a uniform
free stream can be obtained:
1
=Uoo •i = ||U^||cosa 
^ = U ^ ' j  = K | |s in ^
(2 5)
<^00 = j  Uoc • j  Jx + j  dy = ||u^ II (x cos «  + sin «) 
Using (2.3) to get the stream function:
0^0 = JUoo *dn = ^ U ^ dy-^ V ^ dx= \vJ\{ycosa-xû na) (2.6)
2.2.2 Point Source
By continuity it must be the case that the radial flow speed, Ur, is proportional to the area flow rate 
(the source ‘strength’), cr, and is inversely proportional to the radial distance from the source origin. 
This can be shown by considering the flux through a ring perimeter of radius r.
G -  2nrU„
(2.7)
2nr
The potential function easily follows:
(f) = \u  dr = —  { —dr = — Inr 
In cartesian coordinates, with the source origin at (xo, yo)-
+ {y -y ( ,)  j  = + ( :y -% y )
(2 .8 )
(2.9)
The equivalent stream function is given by:
O' ^  _ i
V^s = — tan 
In
( T-To
y X Xq y
(2.10)
2.2.3 Source Panel
The source panel is constructed by placing equally spaced point sources of the same strength 
sequentially in a line. As more sources are added, the strengths of all the sources are diminished 
such that there exists a streamline that just encloses all the point sources and may be considered as 
the solid body (often referred to as the ^  = 0 streamline, but in fact it may have any value and 
depends on the position of the panel in space). Ultimately, for a large number of panels, the source 
strengths are altogether reduced such that the enclosing streamline actually lies on the panel (i.e. it 
becomes a streamline of the flow). The panel itself is assigned a panel strength (or source density) 
which is chosen such that the panel satisfies the boundary condition of flow tangency. Basically, 
this amounts to stating:
The panel source strength on the side of the panel facing the oncoming flow must he sufficient to 
oppose the component of the oncoming flow that is normal to the panel surface such that there is no
flux through the panel.
±o- = _U .n  = -||U cos { P - a )
Figure 2.1: Kinematic boundary condition on an isolated panel 
with normal angle p to the horizontal datnm
The construction process is best illustrated graphically. The following sequence illustrates the effect 
of an increasing number of point sources on the streamlines in their vicinity. The equation to
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generate the stream function field is obtained by superimposing the individual stream functions of 
the free stream and all the sources at every point in space:
i)/(x,y) = yy^  =||U„||(> 'cosa-xsinor) + ^ y ; t a n - '
/  A
(2.11)
Since the sources are of equal strength, cmay be taken out of the summation. For simplicity, a  is 
set to zero and the panel is made vertical. The flow is right to left in order to resolve an issue of 
quadrants with the inverse tangent function, which must be evaluated using the atan2 function.
n=7
n=25
n=ll
n=100
Figure 2.2: The effect on the streamlines of increasing the number of sources, n, to make up a panel. Red
colouration indicates the desired body streamline
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The streamlines are coloured using the modulo function on the stream function field values rounded 
to the nearest integer. This explains the apparent thickening of the streamlines near the stagnation 
point and is merely an artifact of the rendering method. The effect of increasing the number of 
sources is primarily to iron out the wiggles in the body streamline, as well as to allow the body 
streamline to approach closer to the panel and increase its degree of tangency as required. As the 
number of sources increases, their strengths must decrease.
In the above manner it is impossible to represent a true source panel since the summation would 
have to be infinite and therefore be unfeasible on a computer. Thus the potential or stream function 
for the panel must be found analytically. In the limit as the number of sources tends to infinity, the 
distance between them becomes infinitesimal so the function is just an integral along the panel 
surface direction s over the entire length L of the panel:
‘Pp(.^>y) =  =  -^1 In y  +  { y - y ,  f ) d s
0 0
L
Vp(x,y) = \ v , d s = ~
(2.12)
y - y , ds
where and ys that used to represent the origin of the individual sources must now vary linearly as 
a function of s over the panel from the start point to the end point. The source strength is taken 
outside the integral because it is here considered constant over the panel.
Dealing with the potential function alone from this point forward, the cartesian coordinates in (2.12) 
must first be transformed into panel coordinates:
Figure 2.3: Definition of panel angle 0, panel normal 
angle p, and direction along panel
Therefore
= Xq+S' cos 0
y ,
(2.13)
Substituting (2.13) into the potential function in (2.12) gives
L
=  - 5 - c o s 6 » ) % ( y - y o  - 5 - s i n ^ ) ^ j ds (2.14)
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which, after expansion and collection becomes
cr
47T
In (5“ + Ejr + F^ds
~  ^ -^ 0 
E = COS0 + Sy sin 0^
(2.15)
I = ^ 4F -E -
Using a table of standard integrals (i.e. Dwight), (2.15) can be evaluated and, after manipulation:
cr I  + y l l n ( i ( i  + £:) + F ) ) - y ln ( F )  + /tan-'
2F + EL
2L (2.16)
Again, the inverse tangent function should be evaluated with the atan2 function to correct the 
quadrants automatically.
The free stream potential can be superimposed and an example output of this is shown below. Note 
that the stream function can be obtained in a similar way, but the resulting expression is rather more 
cumbersome.
m
m m'Hi'l I'!','m'I,Ill I I i|
isiisi
«
Figure 2.4: Equipotential lines of an isolated source panel (left) and with a uniform flow right to left (right). The 
perpendicularity of the lines at the panel in the right image implies parallel streamlines at the panel surface.
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2.3 Formulation of the Constant Strength Panel Method
With an isolated panel, the source strength is determined solely by the normal component of the 
freestream flow to the panel. With multiple panels, the influence of all the other panels on each 
other must also be taken into consideration. This results in a matrix of influence coefficients. These 
coefficients are computed directly from the equation expressing the kinematic boundary condition 
of no normal flux, known as the Neumann boundary condition. In order to actually do this, it is 
necessary to choose a special point on each panel known as the collocation point or control point. 
This is the point at which the boundary condition is exactly satisfied. Typically this is chosen to be 
the middle of the panel, but can be anywhere on the panel except for the end points where in fact 
the velocity jumps to infinity (by inspection of (2.9) or (2.10) one sees that the velocity is 
undefined).
Before continuing, it is paramount to clarify the notation for a multi-panel setup. When importing 
numerical (x, y) data into the program, it is necessary to ensure that the winding of the panels is 
consistent with the manner in which the code computes the panel normal angle (simply by a 
clockwise or anti-clockwise rotation of the panel direction vector itself, depending on the winding). 
The panels themselves may be stored as vectors, P;, and an abstract panel structure can be created 
which stores all the information relevant to the panel such as its starting point, angles to the datum 
(obtained from the components of the panel vector itself), length and strength.
1+1
Panel i+1 i+l
n
Panel i
n. =(cosyg,,sinyg.) 
P, = (cos< .^, sin )
Figure 2.5: Multi-panel configuration nomenclature. Corner points shown with filled 
circles, control points in hollow circles
When examining the influence of each panel on the other, the panel with subscript i is taken to be 
the panel under consideration and the panels with subscript j  are those being looped through to sum 
up their effects on panel i. Thus in the matrix of influence coefficients, which is a square matrix, i 
represents the row number and j  the column number as shall be clarified henceforth.
Using (2.5) and (2.12), the potential function at the control point on panel i (normalised by the free 
stream speed) of a multi-panel configuration of m panels in a uniform free stream is given by:
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1 /W ^
(^(4. y, ) = ||U. II cos a  + y, sin a )  + — %| o 'J  In (2.17)
2^ 7=0 0
M
(The case i=j is examined later). The Neumann boundary condition is, for panel /:
on.
Thus the matrix of equations is obtained by explicitly writing out the operation of (2.18) on (2.17):
0 = ||u„ |-£ -  (x, COS a  + sin a )  + ^  cTj j  ^ ( i n  )) dsj (2.19)
Noting that
and that
(2.19) becomes:
^ ( 4 > 4 )  = cosApSin/?, (2.20)
on,
|U^II(cosyg,. c o s + s i n s i n = ||U^||cos(yg,. -  ar) = «n. (2.21)
r-j^ i
After substitution of (2.13) into the logarithm term in (2.22), the integral can, eventually, be reduced 
to two integrals that can be evaluated analytically:
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L,
_d
dn
- |ln ((x ,- x „ j f  +{y,  -% , y ) )  = G —ds.+ H  
s ■ + Es ■ + F
^ ~^0j  ^T/ -  To; )
A = S^  COS J3.
B = ôy siny .^
C = COS COS Oj
D = sin p^  sin 6j
E = -2  COS 9j + ôy sin 6. ) = -2  (ô • P^ . j
F — 5^ + Ôy = Ô • Ô
G = - ( c  + D) = -cos(^ . -  ^, ) = - (n , • P, )
H = A + B = b*n.
I = ^AF-E^ = 2 Jô * ô -(8 * P ,.) (2.23)
Note that the constants G and H  can be taken out of the integral because the panels are flat. If they 
had varying curvature in the direction of s, then this would not be possible and the integration 
becomes much more involved. The second integral in (2.23) can be solved by completing the square 
in the denominator and making an appropriate substitution:
H
L,+-
—ds. =H
72 J
+ F --
1
Setting X  = Ktan?j eventually gives the result:
H 1 ^ 2H- CdS. —
s.:^+Es,+F  " /
tan-1
f lLj+E']  
I
tan-1 ^ t a n -
2Ljl ^
r + E [ 2 L j + E )
^ t a n -
2F + ELjj
(2.24)
It is important to note that if the final form of the result in (2.24) is used, the Atan2 function must be 
employed. The standard Atan function can however be employed if the first form of the result is 
used -  at the expense of evaluating an extra trig, function. The first integral in (2.23) can be solved 
in two steps. First, split the integral into two parts as follows:
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.  G —as — 
s ,^+Es,+F  '  2
2s .+E   ^ GE
— -------------ds. -------
s ,^+Es,+F  '  2
—----   ds.
s,:^+Es,+F "
The second integral is similar to (2.24) but with a different constant. The first integral can be 
evaluated by making the substitution u = sj  ^+ ESj + F such that du = (2sj + E^  dSj.
G
2
2sj+E  G .
- —  ds. = —In
^■vEs,+F  '  2
f,, 4(4+4
1+ F
V
(2.25)
Collecting all the solutions together gives the grand solution to the integral in (2.23), presented 
below for all cases of :
2
J ,  4 (4 + 4
F
+
2H-GE^  _ /  L Jtan'
^2F + ELj^
 ^ Lj [Lj + e ) ]  2 H - G E f  L, I
F
+ tanh" 2F + ELj^
^ In
2
1 + 4 ( 4 + 4
F
V
L,
P = 0
(2.26)
The solution for P  = 0 can be found by using HôpitaTs rule on the terms involving I or by using 
the fact that tan"’ (a)  ^a for a -> 0. In the case of f  <0  the argument inside the square root is of 
course negated before evaluation.
Before the matrix can be constructed, the case of z = j  must be considered. Attempting to evaluate 
the integral in (2.26) with i = j  results in the undefined ln(0). However, this situation is quickly 
rectified by recalling Figure 2.1. This states that the influence coefficient of the panel on itself is 
just twice the normal component of the free stream velocity towards the panel. Adding this case into 
(2.22) finally gives the set of equations for the influence coefficient matrix, S :
(2.27)
2 2n 7=0
Therefore, the coefficients inside S are given explicitly by:
A....
2n
hj (2 .28 )
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This implies that the matrix is well conditioned, with a well defined diagonal structure. The 
problem ultimately boils down to solving the following linear system of the form [S][o] = [V] :
In
n ^0,1 ~ (^ 0 "
■^ 1,0 n ^\,m Uoo-Ai
n ^m-\
_ m^.O ^m,\ n .^m  _
(2.29)
Upon solution (i.e. by Gaussian elimination after scaling and pivoting) of this matrix for the panel 
strengths, these strengths can be used in (2.17) to obtain the potential function at any desired point 
in space. Taking derivatives of (2.17) allows one to obtain velocity components in the direction of 
the derivative, which can be used to calculate the pressure distribution and other aerodynamic 
loading terms. If the pressure distribution is required on the body surface, it is in fact easier to 
differentiate (2.17) along the panel surface direction and directly calculate the tangential velocity at 
the control point (since there cannot be any other component at the surface by definition of the 
boundary conditions).
2A  Calculation of Surface Pressure Coefficients
As stated above, the surface pressure coefficient is best obtained by taking the tangential derivative 
of the velocity potential function over the panels. Fortunately this does not require any further work 
since, by inspection, all one needs to do to obtain the tangential velocity is to use the same equation 
as occurred in deriving the normal velocity boundary condition expression, but here swap all the 
normal angles for the panel angles (i.e. swap all occurrences of P for 0). Thus the tangential velocity 
at the control point of panel i is given by:
d 1 ^  ^
u,  (x, ,y,) = U = —  <^ (x, 7 T/ ) = • P; + — ^  a. Aij
ds. 2nPo
(2.30)
where P^. is the unit direction vector of panel i and Kij has exactly the same form as (2.26), but 
with modified coefficients (those not modified are omitted):
A = cos 6^
B = Sy sin 6^
C = cos Ô. cos 9j
D = sin 9^  sin 9. 1 )
G = -{C  + D) = -co s(61.-61,) = -(P ; • P ,)
= ^  + 5  = 0 « P
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The pressure coefficient is defined as
CAx„y,) = CPi
_ P -P „
i p |u .
Using the Bernoulli equation for an incompressible, irrotational fluid in the steady state, this can be 
re-expressed solely in terms of velocities as
(2.32)
and is valid only at the surface where the velocity vector is entirely tangential. Lift and drag 
coefficients of each panel can be obtained by scaling the pressure coefficient at each control point 
by the projection of the panel onto the firee stream velocity direction vector and onto a vector 
perpendicular to it respectively. Thus:
A = c „ , ( p , . û „ )  = c , i , ( p , . û ^ )
A , = A  (||Pi X Û„ I)sgn (p, X Û„ )  =  L, ( P XU jsgn(p, xû„)
(2.33)
The overall lift and drag coefficients are found by appropriate summation of the individual panel 
coefficients over the surface. A necessary check for the validity of the code is that the overall drag 
coefficient is zero (by d’Alembert’s paradox of zero drag for a body in a potential flow). Moments 
and so forth may be obtained as usual.
2.5 Calculation of Pressure Coefficient at Any Point
If a plot of the pressure contours or smooth-shaded pressure field is desired in the vicinity of the 
body, the procedure of obtaining the derivative along the panel direction is invalid since the velocity 
vector direction is only tangential at the body surface. Since the velocity direction at any point in 
space is unknown a-priori, it is necessary to decompose the vector into two orthogonal components. 
It is convenient to use the cartesian (x, y) basis to obtain the horizontal and vertical components of 
velocity, U and V respectively. These are:
ox
— y )
I ^
Uoo
u „ * j+ T - L ° 'A ,v
2?r ,_o
(2.34)
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Once again, Â/j and Aij have exactly the same form as (2.26), but with modified coefficients:
8 = (x-Xo7,T-To;)
• i j X component of velocity 
~ (^ 7 * j) y component of velocity 
Ô • i X component of velocity
G = (2.35)
H =
Ô • j y component of velocity
In the case of (x, y) = (x., y,.) (which typically does not occur due to numerical error, or by the
usefiil implementation of an interior and boundary point exclusion subroutine), (2.34) cannot be 
used and the velocity components at those points are:
( U ( x „ y y
Hx„y,)
d .. .
-^^(x„y,)
OX
— 4>{x„y,)
A
cr,
U„*i  + ^ cosy9,
U ^ ' j  + y s in ^ ,
(2.36)
In a similar manner to the previous subsection, the pressure coefficient is:
Cp{x,y) = \ -
U
(2.37)
2.6 Streaklines and Particle Tracks
In the simplest manner, the streaklines or particle tracks are found by selecting a starting point in 
space, calculating the velocity vector components at that point and then stepping forward a very 
small increment in time in the direction of the vector. Smaller time steps result in lines that more 
closely represent streamlines. Below is the lowest order Euler method approach. Of course one may 
use higher order methods to reduce the truncation error by considering the point(s) ahead and 
behind as well.
^x(r + Af)^
y(t + At)
^x(OV . / 7 /(x(0 ,t (0)^+ Ar
V ^(x(0>y(0)
(2.38)
Storing these coordinates in a dynamic array eventually results in a series of points that can be 
joined to give a streakline. Alternatively, after computing these points to a high resolution, one may 
only join successive intervals of points to save computation time. Particle traces are obtained in 
such a manner, but instead of joining the dots, a coloured dot is moved along them at a desired 
interval. Smoke tracers can be simulated by using modulo arithmetic to colour the streaklines a 
certain colour for a given number of points, the location of these intervals can then be advanced in 
time to give the appearance of moving tracer lines. The following figures illustrate some end results 
for a circle in a uniform flow left to right.
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Figure 2.6: Streaklines of potential flow around a circle. The length of the lines is indicative of the flow speed in
that region
Figure 2.7: Particles of potential flow around a circle. Notice the particle stuck at the stagnation point
Figure 2.8: Potential flow pressure field around a circle
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The RGB components of the colours in Figure 2.8 are calculated using a modified Bernstein 
polynomial of degree 2:
^  _ ^ P ~  F^min
max min
Cj = 1 -  /
2^ = 255q
(2.39)
R  =  255-in t(qc2)
G = int(4c2f)
R = 255 -in t(2 5 5 /')
2.7 S u m m a r y
•  The solution procedure can be summarised in the following five steps:
• Import { x ,  y )  data for panel comer points, as well as data for fi-ee stream direction and
magnitude
• Calculate and store panel control points, lengths, direction vectors and normal vectors 
(Figure 2.5)
• Formulate the Neumann boundary condition (eqns. (2.17) -  (2.27)) and use it to constmct
the matrix of influence coefficients as in (2.28)
• Solve linear matrix equation (2.29) for the panel source strengths
• Use solution to obtain velocity and pressure fields and surface C? distribution as desired 
(eqns. (2.30) -  (2.39))
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3  V A L ID A T IO N
The code can be validated by comparing the potential flow pressure distribution over a circle with 
the known analytical solution. It must hold that:
• the pressure distributions are identical (within tolerance)
• the drag is zero
• continuity is satisfied
3 .1  P o t e n t i a l  F l o w  P r e s s u r e  D i s t r i b u t i o n  o v e r  a  C i r c l e
A circle body streamline can be produced using a doublet element. This is constructed by bringing 
together a source and sink pair separated by distance 2 x o  while simultaneously increasing their 
identical strengths such that the product of the strength and separation remains constant. For the 
present case, it suffices to have them lying on the x axis with the source to the left of the sink. For 
the product of strength and separation to remain constant, it must be the case that
jj, — 2XqC7 cr = JL
2Xn
The potential function is, after combining the logarithms:
( h j .  = lim
%o->0
In
Using HôpitaTs rule, the end result eventually comes out as:
0  anti-clockwise positive
Including a free stream parallel to the x-axis going left to right, the overall potential function and the 
flow speeds in the radial and tangential directions are:
r
-  — < I > D + F S  -  0^0 C0s6> 
o r
1 -
U p  =  - — (!>d + f s  -  “ ^ 0 0  sin <9 
r  d o
1 + F
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Now, if the doublet strength is adjusted sueh that // = I n U ^ r ^  then the radial veloeity at the surface 
of arbitrary radius r  is zero and the tangential veloeity reduces to:
U Q  = - l U ^  sin 6  
The pressure coefficient easily follows and is:
' u .
C p { 6 )  =  \ -
y
= l -4 s in  6 (3.1)
Circles consisting of 8, 12 and 90 panels were constructed, and in each ease the panel strengths 
were obtained and used to find the pressure distribution around the circle. Two eases illustrating the 
effect of orientation have been tested, best illustrated with the octagon:
Flow
Case 1
Flow
Case 2
0 . 5
0 . 4 0.60.2
- 0 . 5
o
- 1 . 5
- 2 . 5
x / c
 a n a l y t i c a l
X  8  p a n e l s  
O  1 2  p a n e l s
o  9 0  p a n e l s
Figure 3.1: CASE 1 - comparison between panel method and analytical solution for the inviscid pressure
distribution around a circle
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0.60.40.2
-0.5
O
-1.5
x/c
 analytical
X 8 panels 
O 12 panels
o 90 panels
Figure 3.2: CASE 2 - comparison between panel method and analytical solution for the inviscid pressure
distribution around a circle
Case 1 reveals excellent agreement with the analytical solution even with a sparse number of 
panels. Of course the agreement is only at the control points and the flow streamlines elsewhere are 
not exactly correct and contain wiggles near the comer points. Case 2 reveals that there exists a 
sensitivity to the orientation of the panels to the oncoming flow when the body is insufficiently 
represented, since the 90 panel solution is visibly identical in both orientations with the largest 
relative error being around 0.00087%.
In all cases the drag is exactly zero by the symmetry of the pressure distribution. Continuity can be 
checked by summing up all the source strengths, the value of which should be zero in the case that 
all the panels are of the same length. Physically this means that the body is not altogether somehow 
producing or destroying fluid in the manner of a source or sink respectively (i.e. the velocity field is 
divergence free). Indeed continuity was satisfied to within 0.00008% at worst in all cases.
Thus the code using the equations derived in this report is indeed valid.
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4  A P P L I C A T I O N  T O  T H E  S U R R E Y  W A L L T U R B  B U M P
4 .1  T h e  O p e n  B o d y  M e t h o d
In this section, the method of using open panels and walls to analyse the flow is developed. The 
basic idea is to represent only half of the body and to actually place source panels in place of the 
wind tunnel walls (i.e. replace the stagnation streamline with source panels). This technique also 
allows one to simulate the effective contraction of the wind tunnel cross-seetion due to the growth 
of a boundary layer on the tunnel walls by appropriately contracting them by an amount equal to the 
displacement thickness. An alternative approach would be to include a transpiration flow normally 
out of the panels, but this is not covered in this report.
With a reference station 1 chord length ahead of the model as in the actual experiment it was found 
that extending the tunnel walls by 1 chord length upstream of the reference station and 1 chord 
length downstream of the model results in imperceptibly different pressure distributions when 
compared to the analysis of the upper half of the closed body with the walls placed on both sides 
(themselves closed and thus incurring much added computation). The results are good even with no 
extension and this is probably due to the fact that the body has a eusped leading edge. For a bluff 
leading edge this may not be the case. Below is a graph of the pressure distributions of the bump 
solved as a closed body and as an open body with the walls equally extending varying amounts 
upstream and downstream. Here the bump is not bounded by any wall above it and so this 
represents a good control for modelling open bodies in free air.
-0.
-0.6
- 0 . 4
-0.2 0 . 5- 0 . 5O
0.2
0 . 4
0.6
x/c
' O p e n ,  2 c  
Q o s e d  
O p e n ,  O c
Figure 4.1: Effect of varying wall extension equally upstream and downstream of bump in multiples of the chord
length c
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4 . 2  E x p e r i m e n t a l  D a t a
Of course, the best way to validate the panel method is to put it against experimental data. Below is 
a graph of pressure coeffieient distributions over the bump at varying free-stream referenee speeds. 
In this graph, the wind tunnel walls were sloped by the displacement thickness of an empirieal 
turbulent boundary layer to aeeount for its effeet on the potential core. The ealeulated pressure 
distribution was subsequently re-scaled (after shifting by the differenee between the reference 
values obtained from experiment and from ealculation) sueh that its minimum value matched that of 
the experimental data. This was necessary since the boundary layer behaviour over the bump and 
the opposing wall in the vicinity of the bump is unknown.
-1.5
2 tube sep.
-0,5
mo A157(1170970570170-30-230-430
#
endtangent start
0.5
A 5 tn/s ♦ 10 m/s O 15 m/s X 20 m/s inv_5m/s inv_10m/s inv_15m/s  inv_20m/sX (mm) aft of Bump LE
Figure 4.2: Graph of shifted and re-scaled calculated pressure coefficient distributions against experimental data 
over WALLTURB bump at different freestream reference speeds
There is excellent agreement between calculations and experiment in the region where the boundary 
layer is very thin or has minimal effeet on the external flow (in the region of favourable pressure 
gradient up to and, interestingly, substantially beyond, the crest). Of course the inviscid panel 
method fails to capture the effects of separation and reattachment. This excellent agreement 
suggests that the constant strength panel method is an invaluable tool for predicting pressure 
coefficient distributions and lift coefficients for sueh geometries.
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Figure 4.3: Smooth-coloured pressure field over the bump in the computational wind tunnel. The stagnation 
point at the trailing edge corner is shown up by the red colouration in the area
In combination with experimental data the inviscid solution also helps one ascertain in which 
regions of flow the effects of viscosity are important and necessary to consider. An example of this 
involves superimposing experimental and inviscid vertical velocity profiles taken at various 
streamwise stations over the bump. This allows one to ascertain the extent of the viscous effects and 
to estimate the boundary layer thickness. With this data, the calculated velocity profiles were only 
shifted (and not rescaled) to match the real flow in a region well away from the surface. Since the 
measurements were made using a single hot wire, the magnitude of the calculated horizontal and 
vertical components of velocity was used. The excellent agreement in the inviscid region of the 
flow is clearly seen in the graph below.
 1550
■e 385300 ! ■«—769.72
■«—836
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Figure 4.4: Streamwise velocity profiles measured in the vertical direction with a single hot wire at various 
streamwise stations (given in distance aft of the bump leading edge) superimposed with the shifted inviscid
calculations (black lines)
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5  C O N C L U S I O N
The constant strength source panel method is certainly a useful and indeed accurate tool for 
predicting the flow field around wall mounted wind tunnel models where the effects of viscosity are 
negligible. The code developed using the equations derived in this report has proved successful and 
efficient.
Of course, the method could be extended to higher order by means of having linearly or 
quadratically varying panel strengths (eliminating the discontinuity at the comer points that may 
cause the streamlines to wiggle for a body represented by few panels only), or by allowing for 
curved panels. Inspection of literature reveals a very rapid increase in complexity of higher order 
methods, and as seen in the experimental data in the previous section one must wonder whether the 
lowest order constant strength panel method applied to a body represented by many very small 
panels may indeed suffice for general use.
The method may also be extended to 3D, with the overall approach to the derivation as given in this 
report not changing except for the integrals along the panels now being surface integrals -  which 
themselves become very cumbersome.
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