Segmentation of the entire aorta and true-false lumen is crucial to inform plan and follow-up for endovascular repair of the rare yet life threatening type B aortic dissection. Manual segmentation by slice is time-consuming and requires expertise, while current computer-aided methods focus on the segmentation of the entire aorta, are unable to concurrently segment true-false lumen, and some require human interaction. We here report a fully automated approach based on a 3-D multi-task deep convolutional neural network that segments the entire aorta and true-false lumen from CTA images in a unified framework. For training, we built a database containing 254 CTA images (210 preoperative and 44 postoperative) obtained using various systems from 254 unique patients with type B aortic dissection. Slice-wise manual segmentation of the entire aorta and the true-false lumen for each 3-D CTA image was provided. Upon evaluation of another 16 CTA images (11 preoperative and 5 postoperative) with ground truth segmentation provided by experienced vascular surgeons, our method achieves a mean dice similarity score(DSC) of 0.910,0.849 and 0.821 for the entire aorta,true lumen and false lumen respectively.
Introduction
Type b aortic dissection(TBAD) is a rare yet lifethreatening aortic disease caused by an intimal tear in the descending aorta or aortic arch.The blood flows through the tear into the middle layer of aorta leading to the formation of true lumen and false lumen.Accurate and automated measurement of TBAD parameters such as the diameters and volume of true lumen and false lumen is highly desired for the planning and follow-up of thoracic endovascular aortic repair (TEVAR) [5, 22, 9] . Segmentation of aortic dissection(i.e.,true-false lumen including aortic wall and dissection membrane) is the prerequisite to the measurement of TBAD parameters which are obtained manually with the help of commercial software in current clinical practice. Previously,most of similar studies reported in literature focus on the segmentation of aorta [3, 27, 28, 29, 31, 2, 16, 32, 23, 24] while aortic dissection has been in the focus of only a limited number of related previous efforts [13, 14, 17, 15, 6, 7, 8] . We here report a fully automated approach based on a 3-D multi-task deep convolutional neural network that segments the entire aorta ,true lumen and false lumen from CTA images in a unified framework. In our method,the entire aorta, true lumen and false lumen can be segmented separately and concurrently using one network.Aortic wall including the dissection membrane can be obtained in a straightforward way based on the segmentation.Our model is derived from 3-D UNet [25, 36] which is widely used in medical image segmentation.Three task branches are extended from the deconvolutional layers of UNet,each corresponding to the segmentation of one of the lumen(i.e.,the entire aorta,true lumen and false lumen).
To train our segmentation model, we built a database containing 254 CTA images from both preoperative and postoperative TBAD patients.Slice-wise manual segmentation of the entire aorta, true lumen and false lumen is provided using 3D Slicer [1] .The model can be trained in an end-toend manner on the database. We test our method on another 16 CTA images from 11 preoperative and 5 postoperative TBAD patients.Ground truth segmentation for these images is provided by experienced vascular surgeons in the same way as in training set.Our method achieves a mean dice similarity score(DSC) of 0.910,0.849 and 0.821 for the entire aorta,true lumen and false lumen respectively.
Manuscript Outline
In Section 2,the CTA database with manual segmentation of the entire aorta,true lumen and false lumen is introduced.In Section 3,we introduce the proposed multi-task deep convolutional neural network including preprocessing and postprocessing strategies for the segmentation of TBAD.In Section 4, experiments are conducted to evaluate the proposed method on the test set.Other deep learning based methods are also compared and evaluated with our proposed network in this section. In Section 5,the results in Section 4 are analyzed.We also qualitatively describe several approaches to optimizing a multi-objective cost function.A variant to the proposed multi-task framework is introduced and analyzed qualitatively.Potential clinical applications as well as the comparison and contrast to other published methods in literature are also discussed.Section 6 concludes the manuscript.
Dataset

Training Set
Overall For training,we built a dataset containing 254 3-D CTA images from 254 unique TBAD patients. The dataset includes 210 preoperative cases and 44 postoperative cases and are acquired from multiple manufactures including GE Medical Systems, Siemens, Philips and Toshiba.Considering the diversity of data source, the image quality, noise level, slice thickness and voxel size are varied.For all patients,CT scan starts from neck to pelvis and stent-graft can be seen around true lumen in CTA images from postoperative patients as can be seen in Figure  1 Slice-wise Manual Segmentation Each CTA image in training set is manually segmented in a slice-wise manner using 3-D Slicer[1] by a group of senior medical students under the guidance of three experienced vascular surgeons.For each manual segmentation, we defined 4 classes for all the voxels in a CT volume: 0 for background,1 for aortic wall (including the dissection membrane),2 for true lumen and 3 for false lumen.The combination of class 1, 2 and 3 therefore represents the entire aorta.The manual segmentation started from the left coronary artery origination level and ended at the bifurcation of the abdominal aorta. Figure 2 shows an example of manual segmentation. Various dissection morphologies We analyzed the 254 CTA images in training set and categorized them into 8 groups based on their dissection morphologies (i.e.,the relative position of true lumen and false lumen). Figure. 3 illustrates the 8 dissection morphologies in axial view which includes the right-left position (1 and 6), posterior-anterior position (2,4 and 7), false lumen surrounding true lumen (3) , multi-channel aortic dissection (8) and dissection with aneurysm (5) . Among these dissection types,the right-left and posterior-anterior position are the most common situations in training set while other types only account for a small fraction.The 8 types of aortic dissection represent the typical dissection morphologies for TBAD including the rarer cases. 
Test Set
We select another 16 CTA images from 16 TBAD patients(including 5 postoperative cases) outside the training set to evaluate the segmentation model.Ground truth manual segmentation of these images is provided totally by experienced vascular surgeons in the same way as in training set.To have a reliable test result,the dissection types of the 16 CTA images have included all the types that appear in training set.
Methodology
The architecture of our proposed multi-task deep convolutional neural network is illustrated in Figure 4 . It originates from 3-D U-Net [25, 36] and the network parameters are shared by three segmentation tasks,i.e.,the segmentation of the entire aorta, true lumen and false lumen. To adapt the manually segmented label discussed in Section 2 to our multi-task framework, three binary labels for the entire aorta,true lumen and false lumen are derived from each manual segmentation for each CTA image.The entire aorta here refers to the combination of true lumen ,false lumen and aortic wall(including the dissection membrane) stated in Section 2.The binary labels can be seen in Figure 2 (bottom). By defining the three labels this way, the aortic wall including the dissection membrane can be obtained by subtracting the label of true lumen and false lumen from the label of the entire aorta. Our method to obtain the dissection membrane is more straightforward compared to [15] which uses a semi-automatic method. The network in Figure 4 takes as input the original 3-D CTA image and pro-duces three masks in the task branches which corresponds to the entire aorta, true lumen and false lumen.The three tasks share the same convolutional-deconvolutional parameters except that each task has their own separate convolutional components in their branch. Figure 4 . The proposed multi-task framework for the segmentation of the entire aorta(green),true lumen(yellow) and false lumen(brown)
Tailored Preprocessing Strategy Based on the Statistical Analysis of the Training Data
Considering the huge diversity of the data,the CTA images are normalized regarding voxel size and voxel value based on the statistics in Table 1 before used for training. Table  1 , we can see that the voxel size variation can be largely attributed to the difference of slice thickness 1 .For each input volume,we resample the voxel size to 1mm 3 by adjusting the pixel size to 0.707 mm and slice thickness to 2 mm using cubic spine interpolation.
Voxel Size Normalization Based on the statistics in
Voxel Value Normalization
We first calculate the maximum and minimum value of voxels in the volume of interest and set the voxel value out of that range to zero given an input volume which can substantially reduce computation and disturbance from other tissues.The voxel values are then normalized to zero mean and unit variance. Figure 5 shows the result after voxel value normalization.The volume of interest in a CTA image is obatained using the ground truth mask.
Data Augmentation Based on Dissection Morphologies
As is described in Section 2.1,the CTA images are categorized into 8 groups based on their dissection type and the number of images in each group is imbalanced.In order to prevent the network from biasing towards the dominant dissection types, the less frequent types are augmented by rotation (to a random angle) so that the number of CTA images 
Multi-task Objective Function
In this section, we introduce the cost function used for optimizing the multi-task network in training.
Background Common for 3-D medical images ,the anatomy to be segmented (anatomy of interest) only accounts for a small fraction of the entire medical volume.This is especially true when it comes to the segmentation of vessels from the entire CT volume. In this situation,the background voxels far outnumber the foreground voxels(anatomy of interest) so that the loss generated in each training epoch comes mainly from the background and the effect of foreground voxels to the loss will be overwhelmed. The class imbalance can severely undermines the training and inference of deep learning networks [20] .
Solution Inspired by [20, 33] ,we choose to adopt a cost function derived from dice coefficient.The cost function is written as Eq.1:
ς and ρ are the 3-D ground truth mask and model prediction respectively which are one-hot encoded so that ς, ρ ∈ R 2×128×128×128 .ς 0 ,ρ 0 are for foreground and ς 1 , ρ 1 for background,ς 0 , ρ 0 , ς 1 , ρ 1 ∈ R 1×128×128×128 .ς i c and ρ i c represents the i th voxel in ς c ,ρ c ,(c=0,1). N is the number of classes.Considering that each task is binary segmentation(foreground and background),we set N=2. Dice coefficient measures the overlap between two volumes Ω 1 and Ω 2 and is originally defined as dice = 2|Ω1∩Ω2| |Ω1|+|Ω2| which is non-differentiable and cannot be used as cost function directly.Eq.1 provides the differentiable version of dice coefficient. By looking at the definition of above,we can see that the calculation of dice coefficient for foreground voxels does not involve the background voxels so that the problem cause by the imbalance between foreground voxels and background voxels can be avoided.
For each segmentation task,we define the cost function for the entire aorta,true lumen and false lumen as: dice entire , dice true , dice false .Since we expect to maximize the dice coefficient between groung truth and model prediction, the following cost function is minimized in training:
where α,β and γ are hyper parameters needing careful tuning.
Postprocessing
In this section we propose a simple postprocessing strategy to deal with voxels that are classified as both true lumen and false lumen by the two segmentation tasks.Assuming that a voxel v is classified as true lumen by its corresponding task branch , the probability for the prediction is P 1 for foreground and P 2 for background, P 1 > P 2 . In the task branch for false lumen segmentation,the voxel is also classified as foreground (false lumen) and the probability is P 3 for foreground and P 4 for background P 3 > P 4 . In this situation where a single voxel is classified as foreground by two segmentation tasks simultaneously, we calculate:
voxel v is finally classified as true lumen.Otherwise,its classified as false lumen. The same technique also applies to a voxel classified as false lumen by both task branches.The output segmentation is further processed using Gaussian filter to smooth surface.
Experiments and Results
Implementation and Training
The networks are implemented in Tensorflow (version 1.4.1) on a machine with 125G memory, Intel Xeon E5-4600v4 CPU and two NVIDIA GeForce GTX1080 Ti GPUs.Twenty percent of the training data are used as validation set. Training stops when loss value stops to decrease on validation set with patience set to 20 steps.Adaptive learning rate is adopted with initial value set to 0.01 and learning rate is decreased to 0.95 of previous value every 100 epochs. The initialization parameters are drawn from normal distribution and batch size is set to 1 considering the limited GPU memory. Softmax activation function is used in the last layer in all task branches. Before feeding into the networks,the CTA images are preprocessed and resized to 128 × 128 × 128.Data augmentation by rotation is also applied.The hyper parameters α,β and γ are set to 1,3 and 6 respectively.
Results
The trained multi-task network in Figure 4 are evaluated on test set and dice similarity score(DSC,DSC = 2|Ω1∩Ω2| |Ω1|+|Ω2| ) is adopted for quantifying model performance.DSC for each CTA image can be found in Table 2-3. Figure 6 shows the boxplot of DSC for the entire aorta,true lumen and false lumen respectively. Figure 7 shows some examples of the automated segmentation results in 3-D.The average inference time for each CTA image is less than 30 seconds on our machine including preprocessing and postprocessing.
Visualization of Segmentation Results
Experiments on other TBAD Segmentation Networks
Besides the proposed multi-task framework, we experimented another two network structures for the segmentation of TBAD,namely,three standard 3-D UNet to segment the entire aorta,true lumen and false lumen separately (Figure 8 (Figure 8(d) ).For comparison purpose, convolutional and deconvolutional layers for these networks are kept the same as that of the proposed multi-task network in Figure  4 .After training, the networks in Figure 8 are also evaluated on the 16 CTA images in test set and the results can be seen in Figure 9 . 
Discussion
Analysis of the Results in Section 4
From Figure 6 we can see that the proposed multitask network performs better in segmenting the entire aorta than true lumen and false lumen in terms of dice similarity score(DSC).This is understandable considering that the aorta occupies larger volumen in the entire CTA volume and has clearer boundary against the background than true lumen and false lumen so that it's easier to be segmented. Figure 9 show the comparison of DSC produced by 3 UNet,the multi-class network and the proposed multi- Table 3 . DSC for test sample 9-16,p for postoperative case 9 10 11 Figure 9 . Boxplot of DSC for the entire aorta,true lumen and false lumen by 3 UNet,multi-class network and multi-task network respectively task network.First of all,all the networks show their feasibility in segmenting the entire aorta,true lumen and false lumen based on the dataset.Second,the proposed multi-task network achieves the highest DSC compared to three individual UNet and a multi-class network.A sensible explanation of this phenomenon is that,in a multi-task network, the parameters of the convolutional and deconvolutional layers are shared by three segmentation tasks which can lead to improved performance for each correlated task compared to using several task-specific models to solve each task separately [26] .Besides,the multi-task network can be trained in an end-to-end manner while the three UNet has to be trained separately.
Optimization Strategies for the Multi-task Loss Function
Updating Network Parameters in Training Optimizing a multi-task loss function can be tricky since three loss functions(i.e., dice entire , dice true , dice false ) should be minimized simultaneously during training.There are several approaches to optimizing a multi-task loss function which can lead to varied results. The most commonly adopted approach is to sum up the three loss functions and use the combined loss function total as the target for minimization as in Eq.2.The network parameters are updated only once by the gradients generated by the combined loss.The second approach also uses the combined loss function as the target for minimization but the network parameters are updated three times per training epoch,each time by one loss function.According to our experiment, the network in Figure 4 trained using the second approach converges slower but at a smaller loss than using the first approach.
Pretraining and Finetuning The multi-task segmentation framework can be trained end-to-end directly as in our experiment in Section 4 or in Pretraining and Finetuning mode.As can be seen in Figure 10 ,the whole network is trained end-to-end on training set in the first stage.In the second stage, the parameters in the convolutional and deconvolutional layers of the network are frozen while the parameters in the task branches are finetuned,also trained end-to-end. Figure 10 . Pretraining and Finetuning strategy for training the multi-task network Selection of Hyper Parameters α,β and γ According to our observations, DSC for the entire aorta in test phase is always much higher than that of true lumen and false lumen which can be attributed to the fact the loss contributed to the combined loss total by true lumen dice true and false lumen dice false is much smaller than that by the entire aorta dice entire (the loss by true lumen and false lumen are overwhelmed so that true lumen and false lumen are under-trained) because there are more voxels in the latter than in the former. Its straightforward to think of giving more weight to the loss generated by true lumen and false lumen than that by the entire aorta so that the contribution can be balanced.In our case,a weight coefficient α,β and γ is assigned to the three loss functions respectively to balance the contribution.
A Variant to the Multi-task Network
In Figure 4 ,the three task branches originate from the same layer and share the same convolution-deconvolution parameters. In Figure 11 , the task branch for the entire aorta is kept as it is while the true lumen branch and the false lumen branch is moved downwards. Note that by moving the task branch downwards,additional deconvolutional layers are required to upsample the feature map to the same size as input. According to our abservations,moving the task branch downwards tends to deteriorate the performance of the corresponding task. The difference between Figure 4 and Figure 11 is that the three tasks share more parameters in the former network which is expected to yield a better result. Figure 11 . A variant to the proposed multi-task network.
Segmentation of Undissected Aorta
While the three tasks in our multi-task framework are closely linked to each other in training, they can work independently. Therefore, when a 3-D CTA image without dissection is given, the model can still produce the mask for the entire aorta in the corresponding task branch.
Comparison to Related Works in the Literature
Automated aorta segmentation methods have long been investigated in literature most of which are based on classical image processing technologies such as region-growing [28] ,hough transform [2, 16] and 3d levelset [16] .Rarely,an artificial neural network(ANN) based method was adopted in a very early work [11, 12] for aorta segmentation.With the prevelance of deep learning in medical image segmentation [20, 18, 25, 35, 21] ,some recent studies propose to segment the aorta using deep convolutional neural networks(CNN) [23, 24] .Both of the methods work in 2-D and use a dataset of 30 CT scans which is very limited. More specifically, [23] segment the ascending aorta, the aortic arch, and the descending aorta separately and achieves a dice coefficient of 0.83, 0.86 and 0.88 for the three aorta parts respectively. [24] adopt a fully Convolu-tional Network (FCN).The advantage of the two methods is that they can work on low-contrast CT scans.A more recent work uses a CNN-based method to segment the abdominal aortic thrombus in post-operative CTA images [19] and [34] use CNN to segment the abdominal aortic aneurysm(AAA). Segmentation of aortic dissection is relatively less studied compared to aorta segmentation considering the complexity of the disease.Most of the published methods segment true lumen and false lumen by segmenting the aorta boundary first and detecting the dissection membrane which is used to distinguish true lumen and false lumen [7, 6, 15, 13] .These methods are evaluated on a very limited of dataset and based mainly on classical image processing theories.To our best knowledge so far,no deep learning related methods have been reported publicly for the segmentation of aortic dissection. In this work,a multi-task deep convolutional neural network is used to segment the enitre aorta(ascending aorta,descending aorta and aortic arch), true lumen and false lumen in a unified framework based on a large,annotated TBAD database.Our methods works in 3-D and achieves a mean dice similarity score(DSC) of 0.910,0.849 and 0.821 for the entire aorta,true lumen and false lumen respectively.In inference,the proposed network can produce the mask for these lumens in 3-D in less than 30 seconds which is much faster than current segmentation methods based on classical image processing technologies. Figure 12 . Summary of the manuscript.Left:the 3-D CTA database with manual annotation of the entire aorta,true lumen and false lumen.Right:the proposed multi-task deep convolutional neural network for automated TBAD segmentation.
Clinical Relevance
A personalized and precise management of TBAD is highly clinically desired and requires that the TBAD parameters be measured accurately and automatically.The parameters include the diameters and volume of true lumen and false lumen that are useful in TEVAR planing,followup and long-term ourcome prediction.Automated segmentation of aortic dissection(the entire aorta,true lumen and false lumen) is the prerequisite to realizing automated measurement of TBAD parameters which can ease the decisionmaking process of medical experts and improve the objectivity and reproducibility of TBAD measurements.So,our work is the first step towards this goal.We do not present in this work the comparison between automatically obtained parameters based on the proposed approach and manually measured parameters.Qualitatively,the accuracy of obtaining these parameters is in positive correlation with the accuracy of segmentation(i.e.,the dice similarity score) according to our observations. Besides TBAD parameter measurement,the realistic 3-D model of aorta plays a key role in aorta related simulations. [4, 10, 30] 6. Conclusion Figure 12 shows the main contribution of this study which is the introduction of a TBAD database with manual annotation of the entire aorta,true lumen and false lumen as well as a fully automated TBAD segmentation method based on deep convolutional neural network.First,building such a database is of singificant value and requires huge efforts considering the rarity of the disease and the difficulty of manual annotation.The database is expected to facilitate the development of machine learning/deep learning technologies in dealing with type B aortic dissection.Second,a multi-task deep convolutional neural network is proposed to segment the entire aorta,true lumen and false lumen in a unified network fully automatically.A comparison to several other deep learning networks is conducted which shows the superiority of the method.The work bears profound clinical meaning and is the first step towards automated and accurate measurement of clinically relevant parameters of TBAD which facilitates personalized and precise management of the disease.The main limitation of the study lies in three aspects.First,we do not present in this work the comparison between automatically obtained parameters based on our segmentation method and manually measured TBAD parameters such as the diameters of true lumen and etc.What we focus on in this manuscript is the segmentation itself because a positive correlation between the segmentation accuracy(DSC) and the accuracy of parameter estimation is observed according to our experiments not stated in this manuscript.This indicates that it's reasonable to use DSC to evaluate the performance of the segmentation model.By imporving the segmentation algorithms, the accuracy of parameter estimation can be concurrently improved. Second,the methods we describe in the manuscript including preprocessing,postprocessing and the structure of the deep convolutional neural network are not necessarily the optimal.We encourage researchers from around the world to work jointly to improve the segmentation accuracy when our dataset is made public under certain conditions.Third,as is stated in Section 2,type b aortic dissection can be further classified into several subgroups based on the dissection morphology.The CTA images for some subtypes are limited in number in the current training set as these subtypes are not common in clinic.The ability of the proposed method to segment these rare cases has not been fully validated.
