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ON THE SUPERSINGULAR LOCUS OF THE SHIMURA VARIETY FOR
GU(2, 2) OVER A RAMIFIED PRIME
YASUHIRO OKI
Abstract. We study the structure of the supersingular locus of the Rapoport–Zink integral model
of the Shimura variety for GU(2, 2) over a ramified odd prime with the special maximal parahoric
level. We prove that the supersingular locus equals the disjoint union of two basic loci, one of which
is contained in the flat locus, and the other is not. We also describe explicitly the structures of
basic loci. More precisely, the former one is purely 2-dimensional, and each irreducible component
is birational to the Fermat surface. On the other hand, the latter one is purely 1-dimensional, and
each irreducible component is birational to the projective line.
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1. Introduction
This paper contributes to the study of bad reductions of integral models of unitary Shimura
varieties. More precisely, we study the geometric structure of an important part, which is called
the supersingular locus, of the geometric special fibers of the Rapoport–Zink integral models of
Shimura varieties for some unitary groups over certain ramified primes.
Before describing our results, we recall notions of integral models and supersingular loci of
Shimura varieties for unitary similitude groups. Let L = Q(
√
∆) an imaginary quadratic field,
where ∆ ∈ Z<0 is square-free. Fix an isomorphism L ⊗Q R ∼= C, and let U an L/Q-hermitian
space of signature (r, s). Put G := GU(U), the unitary similitude group of U , and denote by X
the Grassmanian of negative definite s-dimensional subspaces of U ⊗Q R. Then the pair (G,X) is
a Shimura datum. Hence, for a sufficiently small compact open subgroup K of G(Af ) where Apf
is the finite ade`le ring of Q, we obtain the (canonical model of) Shimura variety ShK(G,X) over
Er,s, where
Er,s :=
{
Q if r = s,
L otherwise.
It is known that ShK(G,X) is of dimension rs.
Next, we consider an integral model of ShK(G,X). Let ν be a place in Er,s, and p a prime which
lies below ν. We assume p 6= 2 if p does not split in L. Moreover, we assume that K = KpKp,
where Kp is a sufficiently small compact open subgroup of G(Apf ), and Kp is a Bruhat–Tits
subgroup, that is, a subgroup of G(Qp) which is a stabilizer of a self-dual lattice chain in U ⊗QQp
in the sense of [RZ96, Definition 3.13]. Here Apf is the finite ade`le ring of Q without p-component.
Then, Rapoport and Zink constructed in [RZ96] a scheme SK,U over the ring of integers of Er,s,ν ,
which is defined as the moduli space of (families of) abelian varieties and additional structures.
Here Er,s,ν is the completion of E at ν. It is known that the generic fiber of SK,U is isomorphic
to ShK(G,X) ⊗Er,s Er,s,ν . We define the supersingular locus S ssK,U of SK,U as the locus of the
geometric special fiber of SK,U where the corresponding abelian varieties are supersingular.
It is known that studying the structure of supersingular loci is important for number theory. For
example, it can be applied to study some relations between intersection multiplicities of special
divisors of Shimura varieties and the first derivatives of Eisenstein series. If G = GU(1, n − 1),
then it is conjectured by [KR14, Conjecture 14.5.1], and recently solved in [LZ19].
We recall some results on the descriptions of S ssK,U . First, suppose that p splits in L. If
(r, s) = (1, n − 1) and Kp is hyperspecial, then S ssK,U is a finite set of Fp-valued points. On the
other hand, Fox [Fox18] (for p 6= 2) and Wang [Wan19b] (for any p) gave explicit descriptions of
S ssK,U for (r, s) = (2, 2) and Kp is hyperspecial. In this case, any irreducible component is birational
to P1.
Second, consider the case that p inerts in L. For (r, s) = (1, n− 1) and Kp is hyperspecial, the
structure of S ssK,U is given by Vollaard [Vol10] (for n = 3) and by Vollaard and Wedhorn [VW11]
(for general n). Moreover, Cho [Cho18] analyzed in the case (r, s) = (1, n−1) and Kp is a parahoric
subgroup which is the stabilizer of a single lattice in U ⊗Q Qp. On the other hand, Howard and
Pappas [HP14] described concretely a structure of S ssK,U when (r, s) = (2, 2) and K is hyperspecial.
In this case, every irreducible component is birational to the Fermat surface.
Third, we assume that p ramifies in L. For (r, s) = (1, n − 1) and Kp is the stabilizer of a
self-dual lattice, then Rapoport, Terstiege and Wilson [RTW14] considered a description of the
structure of S ssK,U . Note that K is not parahoric if n is even. On the other hand, Wu [Wu16]
studied when (r, s) = (1, n− 1) and Kp is given by the stabilizer of a single lattice Λ in V ⊗Q Qp
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satisfying Λ∨ =
√
∆
−1
Λ if n is even, or Λ ⊂ Λ∨ ⊂ √∆−1Λ and length(Λ∨/Λ) = n− 1 if n is odd.
Here Λ∨ is the dual lattice of Λ with respect to the hermitian form on V ⊗Q Qp. In this case, the
corresponding Shimura variety has good reduction (which is called “exotic good reduction”).
In this paper, we consider the case where p ramifies in L and (r, s) = (2, 2). For it, we also
consider the similar problem on the corresponding Rapoport–Zink spaces. We explain our results
in the sequel.
1.1. Main results. Keep the notations as above (in particular, p is an odd prime). We assume
the following:
• (r, s) = (2, 2),
• p is ramified in L and ν = p,
• G⊗Q Qp is quasi-split over Qp,
• Kp is a special maximal parahoric subgroup of G(Qp).
Then the reflex field of the Shimura datum (G,X) is E2,2 = Q, and the integral model SK,U of
ShK(G,X) ⊗Q Qp is defined over Zp. Moreover, the Zp-scheme is defined as a moduli space of
quadruples (A, ι, λ, ηp), where
• A is an abelian 4-fold,
• ι : O → End(A) is a ring homomorphism,
• λ is a polarization of A such that
ordp(# ker(λ)) = ordp(# ker(ι(
√
∆))),
• ηp is a Kp-level structure on A.
Here O is an order of L which is maximal at p. We will give a more precise definition of SK,U in
Definition 8.2.
Theorem 1.1. (Theorem 8.5 (i)–(iii))
(i) There is a decomposition into open and closed subschemes
SK,U = S
loc
K,U unionsq (SK,U \S locK,U).
(ii) The scheme S locK,U is flat over Zp and regular of dimension 5.
(iii) The scheme SK,U \S locK,U is smooth over Fp and 3-dimensional.
Theorem 1.2. (Theorem 8.8) The supersingular locus S ssK,U consists of two basic loci SK,U,[b0]
and SK,U,[b1], where SK,U,[b0] ⊂ S locK,U , and SK,U,[b1] ⊂ SK,U \S locK,U .
We give concrete descriptions the structure of these two basic loci.
Theorem 1.3. (Theorem 8.10 (i), (ii))
(i) The scheme SK,U,[b0] is purely 2-dimensional. Any irreducible component is birational to
the Fermat surface Fp defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in P3Fp = ProjFp[x0, x1, x2, x3].
(ii) Let C be an irreducible component ofSK,U,[b0]. Then, for any irreducible component C
′ 6= C
of SK,U,[b0], the intersection C ∩ C ′ is either the empty set, a single point or birational to
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P1Fp. Moreover, the following hold:
#{C ′ | C ∩ C ′ is a single point} ≤ p(p+ 1)(p2 + 1),
#{C ′ | C ∩ C ′ is birational to P1Fp} ≤ (p+ 1)(p2 + 1).
Theorem 1.4. (Theorem 8.12)
(i) The scheme SK,U,[b0] is purely 1-dimensional. Any irreducible component is birational to
P1Fp.
(ii) Let C be an irreducible component ofSK,U,[b1]. Then, for any irreducible component C
′ 6= C
of SK,U,[b1], the intersection C ∩C ′ is either the empty set or a single point. Moreover, we
have
#{C ′ | C ∩ C ′ is a single point} ≤ p(p2 + 1).
Remark 1.5. We have more precise results on non-smooth points of S locK,U and numbers of con-
nected and irreducible components of SK,U,[bj ]. See Theorems 8.10, 8.11 and 8.13.
To prove Theorems 1.3 and 1.4, we deduce them from an explicit description of the underlying
topological spaces of the corresponding Rapoport–Zink spaces by using the p-adic uniformization
theorem [RZ96, Theorem 6.30]. Next, we explain the results on Rapoport–Zink spaces as mentioned
above.
1.2. Results on the Rapoport–Zink spaces. Let F be a ramified quadratic extension of Qp,
and OF the ring of integers of F . We denote by a 7→ a the non-trivial Galois automorphism of F
over Qp. We fix a uniformizer $ of F . Put W := W (Fp), the ring of Witt vectors over Fp. Then,
for a W -scheme S in which p is locally nilpotent, we consider a triple (X, ι, λ), where
• X is a p-divisible group of dimension 4 and height 8 over S,
• ι : OF → End(X) is a ring homomorphism,
• λ : X → X∨ is a quasi-polarization,
satisfying the following conditions for any a ∈ OF :
• det(T − ι(a) | Lie(X)) = (T 2 − TrF/Qp(a)T + NF/Qp(a))2,
• λ ◦ ι(a) = ι(a∗)∨ ◦ λ.
Let us fix such a triple b = (X0, ι0, λ0) over SpecFp such that X0 is isoclinic of slope 1/2 and λ0 is
an isogeny satisfying Ker(λ0) = Ker ι0($). We define M(0)b,µ (the subscript µ will be introduced in
Section 2.1) to be the deformation space of (X0, ι0, λ0) by OF -linear quasi-isogenies. It is a formal
scheme over Spf W , which is formally locally of finite type. We denote by M(0),redb,µ the underlying
reduced subscheme of M(0)b,µ.
With a fixed b, we associate an F/Qp-hermitian space Cb of dimension 4. Then the Qp-valued
points of the unitary group U(Cb)(Qp) of Cb acts on M(0)b,µ. We say that a lattice T in Cb is a
vertex lattice if T ⊂ T∨ ⊂ $−1T . We call t := lengthOF (T∨/T ) the type of T . The type t is an
even integer satisfying 0 ≤ t ≤ 4. We denote by VLb(t) the set of all vertex lattices of type t, and
put VLb :=
⋃2
t=0 VLb(2t). We construct a locally closed stratification of Mredb,µ by means of vertex
lattices in Cb.
We consider two cases whether Cb is split or not as an F/Qp-hermitian space. We say that b is
µ-neutral if Cb is split.
Case 1. The µ-neutral case. In this case, VLb(2t) is non-empty for any t ∈ {0, 1, 2}. We
introduce an order ≤ on VLb as follows. For distinct T, T ′ ∈ VLb, we have T < T ′ if one of the
following holds:
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• T ∈ VLb(4), T ′ ∈ VLb(0) and T ⊂ T ′,
• T ∈ VLb(4), T ′ ∈ VLb(2) and T ⊂ (T ′)∨,
• T ∈ VLb(0), T ′ ∈ VLb(2) and T ⊂ (T ′)∨.
Moreover, put
db(T ) :=

0 if T ∈ VLb(4),
4 if T ∈ VLb(0),
6 if T ∈ VLb(2).
With T ∈ VLb, we associate a reduced locally closed subscheme BT(0)b,µ,T ofM(0),redb,µ . See Section
6.2.
Theorem 1.6. Suppose that b is µ-neutral.
(i) (Theorem 3.1 (i), Theorem 6.7 (iv)) The formal scheme M(0)b,µ is flat over Spf W , and
regular of dimension 5. The non-formally smooth locus of M(0)b,µ equals
∐
T∈VLb(4) BT
(0)
b,µ,T .
(ii) (Theorem 5.27) There is a decomposition into open and closed formal subschemes
M(0)b,µ =M(0,0)b,µ unionsqM(0,1)b,µ .
Moreover, M(0,i),redb,µ :=M(0,i)b,µ ∩Mredb,µ are connected and isomorphic to each other.
(iii) (Theorem 6.7 (i)) There is a locally closed stratification
M(0),redb,µ =
∐
T∈VLb
BT
(0)
b,µ,T .
(iv) (Theorem 6.7 (ii)) For x ∈ VLb, let M(0)b,µ,T be the closure of BT(0)b,µ,T in M(0),redb,µ . Then we
have
M(0)b,µ,T =
∐
T ′≤T
BT
(0)
b,µ,T ′ .
(v) (Theorem 6.7 (iii), Theorem 6.8) For T ∈ VLb, every connected component of BT(0)b,µ,T is
isomorphic to a generalized Deligne–Lusztig variety for the split SOdb(T ) (it is non-classical
if T ∈ VLb(0) unionsq VLb(2)). Moreover, the following hold:
• if T ∈ VLb(4), then M(0),redb,µ,T is a single point,
• if T ∈ VLb(0), then M(0),redb,µ,T is isomorphic to two copies of P1,
• if T ∈ VLb(2), then M(0),redb,µ,T is isomorphic to two copies of the Fermat surface Fp.
In particular, M(0),redb,µ is purely 2-dimensional.
Case 2. The non-µ-neutral case. In this case, VLb(2t) is non-empty if and only if t ∈ {0, 1}.
Moreover, put
db(T ) := 4− t(T ).
With T ∈ VLb, we associate a reduced locally closed subscheme BT(0)b,µ,T of M(0)b,µ.
Theorem 1.7. Suppose that b is not µ-neutral.
(i) (Theorem 3.1 (ii)) The formal scheme M(0)b,µ equals M(0)b,µ×Spf W SpecFp, which is formally
smooth of dimension 3 over SpecFp.
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(ii) (Theorem 7.12) There is a decomposition into open and closed formal subschemes
M(0)b,µ =M(0,0)b,µ unionsqM(0,1)b,µ .
Moreover, M(0,i),redb,µ :=M(0,i)b,µ ∩Mredb,µ are connected and isomorphic to each other.
(iii) There is a locally closed stratification
M(0),redb,µ =
∐
x∈VLb
BT
(0)
b,µ,T
(iv) (Theorem 7.8 (ii)) For T ∈ VLb, let M(0)b,µ,T be the closure of BT(0)b,µ,T in M(0),redb,µ . Then we
have
M(0)b,µ,T =
∐
T ′⊂T
BT
(0)
b,µ,T ′ .
(v) (Theorem 7.6, Theorem 7.13) For T ∈ VLb, the stratum BT(0)b,µ,T is isomorphic to the dis-
joint union of two (classical) Deligne–Lusztig varieties for the non-split SOdb(T ) associated
with Coxeter elements. Moreover, the following hold:
• if T ∈ VLb(2), then M(0),redb,µ,T consists of two points,
• if T ∈ VLb(0), then M(0),redb,µ,T is isomorphic to two copies of P1.
In particular, M(0),redb,µ is purely 1-dimensional.
First, we sketch the proof of Theorem 1.6. For the proof, we use the results of [Oki19] on
a Rapoport–Zink space for GU2(D), the quaternion unitary similitudes group of degree 2. Let
M(0)D be the height 0 locus of the Rapoport–Zink space for GU2(D) appeared in [Oki19]. Then
we construct a closed immersion of M(0)D into M(0)b,µ, and prove equality of topological spaces
U(Cb)(Qp)M(0),redD =M(0),redb,µ . On the other hand, in the same argument as [HP14], we construct
a 6-dimensional quadratic space Lb,0 over Qp as a subspace of End0(X0) := End(X0) ⊗Z Q which
realizes an exceptional isomorphism associated to the identity A3 = D3 of Dynkin diagrams.
Moreover, we introduce the notion of the vertex lattices in Lb,0. Then Theorem 1.6 (ii) follows by
using some properties of vertex lattices in Lb,0 and the closed immersionM(0)D →M(0)b,µ. Moreover,
we attach a closed formal subschemeM(0,0)b,µ,Λ ofM(0,0)b,µ for each vertex lattice Λ in Lb,0, and construct
a locally closed stratification of M(0,0),redb,µ indexed by the vertex lattices in Lb,0. Finally, we give
a connection between the vertex lattices in Lb,0 and those in Cb, and construct a locally closed
stratification of M(0)b,µ indexed by the vertex lattices in Cb by using the correspondence of vertex
lattices as above and the stratification of M(0,0)b,µ .
Second, we give an outline of the proof of Theorem 1.7. The proof is essentially the same as
[Wu16]. In this case, we more directly construct a locally closed stratification indexed by the
vertex lattices in Cb.
Remark 1.8. We can also describe the whole structure of the supersingular locus of the Rapoport–
Zink integral model for (r, s) = (1, 3) when p and K are as in Section 1.1. It consists of two basic
loci, one of which is contained in the flat closure, and the other is not. The former one is studied by
[Wu16]. More precisely, it is purely 1-dimensional, and each irreducible component is isomorphic
to P1. The latter one is purely 2-dimensional, and each irreducible component is isomorphic to the
Fermat surface Fp.
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Organization of this paper. In Section 2, we define Rapoport–Zink spaces which will be con-
sidered in this paper. In Section 3, we study the singularities of the Rapoport–Zink spaces, and
prove Theorem 3.1. In Section 4, we investigate the generalized Deligne–Lusztig varieties for even
special orthogonal groups that are appeared in Theorems 1.6 and 1.7. In Sections 5 and 6, we
consider the Rapoport–Zink space Mb,µ in the µ-neutral case. More precisely, in Section 5, we
construct a 6-dimensional quadratic space Lb,0 over Qp, and give the definition of vertex lattices.
Moreover, we construct the Bruhat–Tits stratification of M(0,0)b,µ indexed by vertex lattices in Lb,0.
In Section 6, we introduce the notion of the vertex lattices in Cb, and construct the Bruhat–Tits
stratification of M(0)b,µ. In particular, we prove Theorem 1.6 in this section. In Section 7, we con-
struct the Bruhat–Tits stratification of the Rapoport–Zink space Mb,µ in the non-µ-neutral case,
and prove Theorem 1.7. In Section 8, we recall the precise definition of the Rapoport–Zink integral
models of some Shimura varieties for (G,X), and prove the results in Section 1.1.
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Notations. We use the following notations in this paper.
• p-adic fields and their extensions. For an algebraically closed field k of characteristic
p, let W (k) be the ring of Witt vectors over k. We denote by σ the p-th power Frobenius
on k or its lift to W (k). If k = Fp, write W and K0 for W (k) and Frac(W (k)) respectively.
We normalize the p-adic valuations ordp on Q, Qp and Frac(W (k)) so that ordp(p) = 1.
• For a scheme S, we denote by Irr(S) the set of irreducible components of S.
2. Rapoport–Zink spaces for a ramified GU(2, 2)
2.1. Local PEL datum. We fix a datum which will be used until Section 7. Let F be a ramified
quadratic extension field ofQp, and OF the integer ring of F . Fix a uniformizer$ of OF , and denote
by a 7→ a the non-trivial Galois automorphism of F over Qp. Moreover, let V be a 4-dimensional
F -vector space, and ( , ) a Qp-valued alternating form on V satisfying (ax, y) = (x, ay) for any
a ∈ F and x, y ∈ V . Note that there is a unique F/Qp-hermitian form 〈 , 〉 on V such that
( , ) =
1
2
TrF/Qp($
−1〈 , 〉).
In this paper, we assume that the F/Qp-hermitian space (V, 〈 , 〉) is split, that is, there is a
F -basis e1, . . . , e4 of V such that 〈ei, ej〉 = δi,5−j. We fix e1, . . . , e4 as above, and put
Λ := OFe1 ⊕OFe2 ⊕OF ($e3)⊕OF ($e4).
Then it is a $-modular lattice, that is, Λ∨ = $−1Λ.
We define an algebraic group G over Qp by
G(R) = {(g, c) ∈ GLF⊗QpR(V ⊗Qp R)×R× | (g(x), g(y)) = c(x, y) for all x, y ∈ V ⊗Qp R}
for any Qp-algebra R. Note that G is reductive and quasi-split over Qp. We denote by simG : G→
Gm the similitude character of G.
We regard G as a subgroup of ResF/Qp GLF (V ) by the fixed basis e1, . . . , e4, and put
µ : Gm → G; z 7→ diag(1, 1, z, z).
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2.2. p-divisible groups and isocrystlas with additional structures. Let Nilp be the category
of W -schemes in which p is locally nilpotent. For S ∈ Nilp, put S := S ×SpecW SpecFp.
Definition 2.1. Let S ∈ Nilp.
(i) A p-divisible group with (G, µ)-structure over S is a triple (X, ι, λ) consisting of the fol-
lowing data:
• X is a p-divisible group over S of dimension 4 and height 8,
• ι : OF → End(X) is a ring homomorphism,
• λ : X → X∨ is a quasi-isogeny so that λ∨ = −λ,
satisfying the following conditions for any a ∈ OF :
• (Kottwitz condition) det(T − ι(a) | Lie(X)) = (T 2 − TrF/Qp(a)T + NF/Qp(a))2,
• λ ◦ ι(a) = ι(a)∨ ◦ λ.
(ii) For two p-divisible groups with (G, µ)-structures (X, ι, λ) and (X ′, ι′, λ′) over S, a quasi-
isogeny from (X, ι, λ) to (X ′, ι′, λ′) is an OF -linear quasi-isogeny f : X → X ′ satisfying
ρ∨ ◦ λ′ ◦ ρ = c(ρ)λ for some locally constant function c : S → Q×p .
Remark 2.2. For Definition 2.1 (i), the cocharacter µ appears in the Kottwitz condition. In fact,
the right-hand side can be written as det(a | V0), where
V0 := {x ∈ V ⊗Qp K0 | µ(z)x = x for all z ∈ Gm} = K0e1 ⊕K0e2.
See [RZ96, 3.23 a)].
It is convenient to introduce the notion of isocrystals with G-structures. For an algebraically
closed field k of characteristic p, we denote by σ the map idF ⊗σ on F ⊗Zp W (k). Moreover, we
extend the map a 7→ a to F ⊗Zp W (k) as a FracW (k)-linear map.
Definition 2.3. (i) An isocrystal over k is a triple (N,FN , ( , )N), where
• N is a finite-dimensional F ⊗Zp W (k)-vector space,
• FN : N → N is a σ-linear map,
• ( , )N : N × N → FracW (k) is a non-degenerate alternating satisfying (ax, y)N =
(x, ay)N for any a ∈ F ⊗Zp W (k).
(ii) For two isocrystals with G-structures (N,FN , ( , )N) and (N
′,FN ′ , ( , )N ′), a morphism of
isocrystals with G-structures is a homomorphism of F ⊗ZpW (k)-vector space ϕ : N
∼=−→ N ′
and c ∈ (F ⊗Zp W (k))× such that ϕ ◦FN = FN ′ ◦ ϕ and (ϕ(x), ϕ(y))N ′ = c(x, y)N for any
x, y ∈ N .
We can construct isocrystals with G-structure by elements of G(K0) or p-divisible groups with
(G, µ)-structures as follow:
(i) For b ∈ B(G), we define an isocrystal over Fp as follows:
(Nb,Fb) := (V ⊗Qp K0, b(id⊗σ)).
Then (Nb,Fb, ( , )) is an isocrystal with G-structure over Fp by the natural way. Then,
for two elements b and b′ of G(K0), there is an isomorphism between (Nb,Fb, ( , )) and
(Nb′ ,Fb′ , ( , )) if and only if b and b
′ are σ-conjugate, that is, there is g ∈ G(K0) such
that b′ = gbσ(g)−1. Hence this correspondence induces a bijection between the set of
all σ-conjugacy class of G(K0) and the set of isomorphism classes of isocrystals with G-
structures over Fp.
SUPERSINGULAR LOCUS OF GU(2, 2)-SHIMURA VARIETY 9
(ii) Let k is an algebraically closed field of characteristic p, and a p-divisible group with G-
structure (X, ι, λ) over Fp. Consider the covariant rational Dieudonne´ module D(X)Q of
X. Then ι and λ induces an F -action and a non-degenerate alternating form on D(X)
respectively, and D(X) becomes an isocrystal with G-structure over k by their structures.
2.3. Definition of the Rapoport–Zink spaces. Let b ∈ G(K0). Here we assume that (Nb,Fb)
is isoclinic slope 1/2. Take a p-divisible group with (G, µ)-structure (X0, ι0, λ0) over SpecFp such
that D(X0)Q ∼= Nb as isocrystals with G-structures over Fp and Ker(λ0) = Ker(ι0($)). We define
Mb,µ, the Rapoport-Zink space for (G, b, µ), as the functor that parameterizes the equivalence
classes of (X, ι, λ, ρ) for S ∈ NilpW , where (X, ι, λ) is a p-divisible group with (G, µ)-structure over
S, and
ρ : X ×S S → X0 ⊗Fp S
is a quasi-isogeny of p-divisible groups with (G, µ)-structures. Two p-divisible groups with G-
structures with quasi-isogenies (X, ι, λ, ρ) and (X ′, ι′, λ′, ρ′) are equivalent if (ρ′)−1 ◦ ρ lifts to an
isomorphism X → X ′ over S.
The functor Mb,µ is representable by a formal scheme over Spf W , which is formally locally of
finite type. Moreover, there is a decomposition into open and closed formal subschemes
Mb,µ =
∐
i∈Z
M(i)b,µ,
where M(i)b,µ is the locus (X, ι, λ, ρ) of Mb,µ where Im(c(ρ)) ⊂ piZ×p . These follow from [RZ96,
Theorem 3.25].
We define an another F/Qp-hermitian space Cb associated to b. Consider the isocrystal with
G-structure (Nb,Fb, ( , )) over Fp. Fix a square root η ∈ W× of p−1$2, and put Fb,0 := η$−1Fb.
By [RTW14, p. 1171], we have
(Fb,0(x),Fb,0(y)) = σ((x, y)), 〈Fb,0(x),Fb,0(y)〉 = σ(〈x, y〉)
for any x, y ∈ Nb. Moreover, (Nb,Fb,0) is isoclinic of slope 0. Let Cb be the Fb,0-fixed part of
Nb. Then we can consider ( , ) and 〈 , 〉 on Cb. Moreover, (Cb, 〈 , 〉) is an F/Qp-hermitian space of
dimension 4.
We call an algebraic group Jb over Qp defined by [RZ96, 1.12]. It is defined by
Jb(R) = {g ∈ G(R⊗Qp K0) | g ◦ Fb = Fb ◦ g}
for any Qp-algebra R. Let simJb : Jb → Gm be the character induced by simG. As in [RZ96, 1.12],
the group Jb(Qp) acts on Mb,µ by
Jb(Qp)×Mb,µ(S)→Mb,µ(S); (g, (X, ι, λ, ρ)) 7→ (X, ι, λ, g ◦ ρ).
This action induces an isomorphism M(0)b,µ ∼=M(i)b,µ for each i ∈ Z. Moreover, M(0)b,µ is stable under
J1b (Qp), where
J1b := {g ∈ Jb | simJb(g) = 1}.
The structure of Jb is as follows:
Proposition 2.4. ([RTW14, Proposition 1.5]) There is an isomorphism of Qp-algebraic groups
Jb ∼= GU(Cb).
Moreover, simJb equals the composition of the similitude character of GU(Cb) and the above iso-
morphism.
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Let k/Fp be a field extension. We give a description of the set of k-rational points of M(0)b,µ
by means of linear algebra. Put Nb,W (k) := Nb ⊗W W (k), and let DiL$(Nb,W (k)) be the set all
OF˘ ,W (k)-lattices M in Nb,W (k) satisfying the following conditions:
• M∨ = $−1M ,
• pM ⊂ F−1b (pM) ⊂M ,
• lengthOF˘ ,W (k) M/F
−1
b (pM) = 4 and lengthOF˘ ,W (k) $M + F
−1
b (pM)/F
−1
b (pM) ≤ 2.
Proposition 2.5. There is a J1b (Qp)-equivariant bijection
M(0)b,µ(k) ∼= DiL$(Nb,W (k)).
Proof. These follow from the theory of windows. See [Zin01]. Note that the third condition on
DiL$(Nb,W (k)) is equivalent to the Kottwitz condition. 
2.4. The neutralness condition. Here we introduce the notion of the neutralness condition
which is defined in [RV14, Definition 2.5]. For this, we recall the Kottwitz map defined by [Kot85].
Let B(G) be the set of all σ-conjugacy classes of G(K0), and pi1(G) the Borovoi’s algebraic funda-
mental group of G. We denote by Γ the absolute Galois group of Qp. Then the Kottwitz map is
the map
κG : B(G)→ pi1(G)Γ.
By [RR96, Theorem 1.15], it induces an isomorphism
B(G)basic
∼=−→ pi1(G)Γ,
where B(G)basic is the set of σ-conjugacy classes of G(K0) which is basic in the sense of [Kot85].
We can find an explicit description of κG in [PR09, Section 1.2] and [RSZ17, Section 3.3]. More
precisely, there is an isomorphism
ψ : pi1(G)Γ
∼=−→ Z× Z/2.
Moreover, the composite ψ ◦ κG is induced by
κG : G(K0)→ Z× Z/2; b 7→ (ordp(simG(b)), detF˘ (b)/ simG(b)2 mod $OF˘ )
(note that detF˘ (g)/ simG(g)
2 has F˘ /K0-norm 1).
Definition 2.6. Let µ be as in Section 2.1, and denote by µ\ the image of µ under the map
X∗(G)→ X∗(Gab)Γ ∼= pi1(G)Γ.
An element b ∈ G(K0) or [b] ∈ B(G) is said to be µ-neutral if κG([b]) = µ\.
Remark 2.7. In [RV14, Definition 2.5], the neutral condition is defined among elements in B(G)
which is acceptable with respect to µ. However, the above definition makes sense for any b ∈ B(G).
For b ∈ G(K0), put [b] := {gbσ(g)−1 ∈ G(K0) | g ∈ G(K0)}. We determine and consider the
µ-neutral condition on the set
B(G)1,basic := {[b] ∈ B(G)basic | ordp(simG(b)) = 1}.
Take [b] ∈ B(G)1,basic. Then it is represented by one of the following:
b0 :=

$
$
$
$
 , b1 :=

$
$ 0
0 −$
$

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Hence we have an equality
B(G)1,basic = {[b0], [b1]}.
Note that κG([bj]) = (1, j) for j ∈ {0, 1}, and (Nbj ,Fbj) is isoclinic of slope 1/2. On the other
hand, we have ψ(µ\) = (1, 0). Hence [b] is µ-neutral if and only if [b] = [b0].
We also obtained a criterion for the basic condition by means of an isocrystal.
Proposition 2.8. An element b ∈ G(K0) satisfies [b] ∈ B(G)1,basic if and only if (Nb,Fb) is
isoclinic of slope 1/2.
Proof. By the argument as above, (Nb,Fb) is isoclinic of slope 1/2 if [b] ∈ B(G)1,basic. On the other
hand, suppose that (Nb,Fb) is isoclinic of slope 1/2. Then it is clear that ordp(simG(b)) = 1. On
the other hand, Proposition 2.4 implies that Jb is an inner form, that is, b is basic. Hence we have
[b] ∈ B(G)1,basic. 
Remark 2.9. Both [b0] and [b1] are acceptable with respect to µ. This follows from the weak
admissibility (this can be checked directly) and [RV14, Proposition 2.9].
Finally, we give a characterization of the µ-neutralness condition for b ∈ G(K0) satisfying
[b] ∈ B(G)1,basic by means of linear algebra.
Proposition 2.10. Let b ∈ G(K0) satisfying [b] ∈ B(G)1,basic. Then the following are equivalent:
(i) [b] is µ-neutral,
(ii) detF˘ (b)/ simG(b) ∈ 1 +$OF˘ ,
(iii) Cb is split as an F/Qp-hermitian space,
(iv) lengthOF˘ $M + Vb(M)/Vb(M) is an even integer for any (some) M ∈ DiL
$(Nb), where
Vb := F
−1
b .
Proof. The assertion (i) ⇐⇒ (ii) follows from the description of the Kottwitz map as above. The
assertion (iii) ⇐⇒ (iv) follow from [RSZ17, Lemma 3.3] and the isomorphism
Vb : M + Fb,0(M)/M
∼=−→ $M + Vb(M)/Vb(M).
We prove (i) ⇐⇒ (iv). We may assume that b equals either b0 or b1. Note that the lattice Λ is
stable under Fbj and Vbj for j ∈ {0, 1}. On the other hand, we have
$Λ + Vb0(Λ) = $Λ,
$Λ + Vb1(Λ) = OF˘ ($e1)⊕OF˘e2 ⊕OF˘ ($e3)⊕OF˘ ($2e4) ) $Λ.
Note that the latter implies that lengthOF˘ $Λ + Vb1(Λ)/Vb1(Λ) = 1. Hence the equivalence
between (i) and (iii) follows. 
3. Singularities of the Rapoport–Zink spaces
In this section, we prove the following:
Theorem 3.1. Let b ∈ G(K0) be as in Section 2.3.
(i) If b is µ-neutral, then the formal scheme Mb,µ is regular. Moreover, it is formally smooth
over Spf W outside the discrete set of Fp-rational points such that the corresponding p-
divisible group with (G, µ)-structure (X, ι, λ, ρ) over Fp satisfies ι($) = 0 on Lie(X).
(ii) If b is not µ-neutral, then we have Mb,µ =Mb,µ×Spf W SpecFp, and it is formally smooth
of dimension 3 over SpecFp.
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To prove Theorem 3.1, we determine the singularity of certain scheme, which is called the local
model for (G, µ). Let Λ be as in Section 2.1, and put Λ0 := $
−1Λ.
Definition 3.2. (i) We define an Zp-scheme Mnaiveµ as the functor which parametrizes F of
Λ0,OS := Λ0 ⊗Zp OS satisfying the following conditions:
• det(T − a | F) = (T 2 − TrF/Qp(a)T + NF/Qp(a))2 for any a ∈ OF ,
• F is a maximally totally isotropic subspace with respect to the pairing
(1) Λ0,OS ×Λ0,OS $×id−−−→ ΛOS ×Λ0,OS
( , )−→ OS.
Note that Mnaiveµ is representable by a projective scheme over Zp.
(ii) We define M locµ as the scheme theoretic closure of the generic fiber M
naive
µ,Qp of M
naive
µ .
We denote by [ , ]0 the pairing (1), and define an affine group scheme G over Zp by
G(R) = {(g, c) ∈ GLOF⊗ZpR(Λ0 ⊗Zp R)×R× | [g(x), g(y)]0 = c[x, y]0 for all x, y ∈ Λ0 ⊗Zp R}
for any Zp-algebra R. Note that we have G(Qp) = G(Qp), and G(Zp) is the stabilizer of Λ0 in
G(Qp). Moreover, there is an action of G on Mnaiveµ by
G(S)×Mnaiveµ →Mnaiveµ ; (g,F) 7→ g(F)
for any Zp-scheme S.
Proposition 3.3.
(i) There is a decomposition into open and closed subschemes
Mnaiveµ = M
loc
µ unionsq (Mnaiveµ \M locµ ).
(ii) The scheme M locµ is regular and irreducible of dimension 5. The singular locus of M
loc
µ
consists the unique Fp-rational point y0 such that the corresponding subspace F0 of Λ0,Fp
satisfying $F0 = 0. Moreover, there is an isomorphism
OM locµ ,x0 ∼= (Zp[t0, t1, t2, t3, t4]/(t20 + t1t2 + t3t4 −$2))(p,t0,t1,t2,t3,t4).
(iii) The scheme Mnaiveµ \M locµ is the locus of Mnaiveµ where the rank of $ on the corresponding
subspace equals 1. Moreover, it is a smooth Fp-scheme of dimension 3.
Proposition 3.3 ⇒ Proposition 3.1. By [RZ96, Theorem 3.33], there is a diagram
Mb,µ ϕ←− M˜b,µ ψ−→ M̂naiveµ ,
where M̂naiveµ is the p-adic completion of M
naive
µ ×SpecZp SpecW . Moreover, ϕ is a G-torsor, and
ψ is formally smooth. Moreover, there is a decomposition of open closed formal subschemes
corresponding to Proposition 3.3 (i):
M̂naiveµ = M̂
loc
µ unionsq (Mnaiveµ \M locµ ).
Now take x ∈ Mb,µ(Fp) and y ∈ M˜b,µ(Fp) satisfying ϕ(y) = x. By Propositions 2.5 and 2.10, the
image of y under ψ lies in M̂ locµ if b is µ-neutral, and M
naive
µ \M locµ if b is not µ-neutral. Hence the
assertions follow from Proposition 3.3 (ii), (iii). 
We also obtain a moduli description of M locµ as follows:
Corollary 3.4. The scheme M locµ equals the spin local model M
spin
µ (see [PR09] or [Smi2014] for
the definition of the spin local model).
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Proof. This follows from the equality (M spinµ )
red = M locµ in [Smi2014, Theorem A] and Proposition
3.3. 
We turn to prove Proposition 3.3. For it, we recall the structure of the generic fiber of M locµ .
Proposition 3.5. ([PR09, 1.5.3]) The generic fiber Mnaiveµ,Qp of M
naive
µ is connected and smooth of
dimension 4 over Qp.
We rewrite a Zp-basis of Λ0 as follows:
f1 := $
−1e1, f2 := $−1e2, f3 := e3, f4 := e4,
f5 := e1, f6 := e2, f7 := $e3, f8 := $e4.
Then the Gram matrix of [ , ]0 with respect to the above basis is
J =

J2
−J2
−J2
J2
 ,
where J2 is the anti-diagonal matrix of size 2 with coefficient 1.
Let OGr(Λ0) be the Grassmanian of maximally totally isotropic subspaces of Λ0. Note that it
has exactly two connected components. Then there is a natural closed immersion
Mnaiveµ → OGr(Λ0).
Since Mnaiveµ,Qp is connected by Proposition 3.5, there is a unique connected component OGr
+(Λ0)
of OGr(Λ0) containing the image of M
naive
µ,Qp under the above closed immersion. We denote by
OGr−(Λ0) the other connected component of OGr(Λ0).
We write the special fiber of Mnaiveµ as M
naive
µ,Fp . For r ∈ {0, 1, 2}, let Cr be the locus of Mnaiveµ,Fp
where the rank of pi on the corresponding subspace equals r. Then we have a decomposition into
locally closed subschemes
Mnaiveµ,Fp = C0 unionsq C1 unionsq C2.
Note that the above decomposition is also the decomposition into G-orbits. Moreover, we have
Mnaiveµ,Fp ∩OGr+(Λ0) = C0 unionsq C2, Mnaiveµ,Fp ∩OGr−(Λ0) = C1
by [PR09, 7.1.4]. In particular, C1 is open and closed in M
naive
µ,Fp .
Remark 3.6. The spin local model M locµ equals M
naive
µ,Fp ∩ OGr+(Λ0) = C0 unionsq C2 by the definition
of the spin condition. See [PR09, 7.1.4, 7.2.1].
Now put
F0 := Fpf5 ⊕ Fpf6 ⊕ Fpf7 ⊕ Fpf8,
F1 := Fpf1 ⊕ Fpf5 ⊕ Fpf6 ⊕ Fpf7,
F2 := Fpf1 ⊕ Fpf2 ⊕ Fpf5 ⊕ Fpf6.
Then we have Fr ∈ Cr(Fp) for all r. Moreover, for r ∈ {0, 1, 2}, put
F cr :=
⊕
1≤i≤8,ei 6∈Fr
Fpfi,
14 Y. OKI
and define an open neighborhood Ur of Fr in Mnaiveµ by
Ur(S) = {Fr,f ∈Mnaiveµ,Fp | f ∈ HomOS(Fr,F cr )},
for any Zp-algebra R, where
Fr,f := {x+ f(x) ∈ Λ0,OS | x ∈ Fr}.
Then we can represent Fr,f as a column space with respect to f1, . . . , f8 whose submatrix with
respect to {i ∈ {1, . . . , 8} | fi 6∈ Fr} is a unit matrix of size 4.
To study Ur, we express the isotropicity condition (with respect to [ , ]0) and the $-stability
condition by means of column spaces. Let(
X
Y
)
∈Mµ.
Then the isotropicity condition is equivalent to
(2)
(
tX tY
)
J
(
X
Y
)
= 0.
On the other hand, the $-stability condition is equivalent to
(3)
(
$2Y
X
)
=
(
X
Y
)
R
for some 4× 4-matrix R. Moreover, the Kottwitz condition is equivalent to the equality
(4) det(T −R | F) = (T −$2)2.
Proof of Proposition 3.3 (iii). By the above consideration, it suffices to prove that U1 is a smooth
Fp-scheme of dimension 3. The open set U1 can be written as
1
x1 z11 z12 z13
x2 z21 z22 z23
x3 z31 z32 z33
1
1
1
y1 y2 y3 y4

.
Then (2) is equivalent to the following equalities:
y1 = 0, y2 = x3, y3 = x2, y4 = −x1,
z13 = z22 = z31 = 0, z23 = z12, z32 = −z21, z33 = z11.
Hence the matrix R in (3) equals 
$2
1
x1 z11 z12 0
x2 z21 0 z12
 .
Hence (4) is equivalent to the equalities
z12 = 0, p = 0.
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In particular, we have R2 = 0. This is equivalent to
z11 = z21 = 0.
Consequently, we have U1 ∼= SpecFp[x1, x2, x3] as desired. 
Proof of Proposition 3.3 (i), (ii). By Proposition 3.5 and the above consideration, it is enough to
prove that there are isomorphisms
U0 ∼= SpecZp[t0, t1, t2, t3, t4]/(t20 + t1t2 + t3t4 −$2), U2 ∼= A3Zp .
First, we consider the open set U0. Then U0 can be written as(
Y
E4
)
,
where E4 is the unit matrix of size 4. If we write Y = (yij)1≤i,j≤4, then (2) is equivalent to the
following equalities:
y11 = −y22 = −y33 = y44, y12 = y34, y13 = −y24,
y14 = y23 = y32 = y41 = 0, y21 = y43, y31 = −y42
On the other hand, the matrix in (3) equals Y , and hence we have Y 2 = $2E4. Note that (4) is
then satisfied. The equality Y 2 = $2E4 is equivalent to
y211 + y12y21 + y13y31 = $
2.
Therefore we have U0 ∼= SpecZp[y11, y12, y21, y13, y31]/(y211 + y12y21 + y13y31 −$2) as desired.
Second, we consider the open set U2. Then U2 can be written as
E2 0
X1 X2
0 E2
Y1 Y2
 ,
where E2 is the unit matrix of size 2. Then the matrix R in (3) equals(
0 $2E2
E2 0
)
.
Note that (4) is then satisfied. Moreover, (3) amounts to saying that
X1 = Y2, X2 = $
2Y1.
On the other hand, if we write Yk = (y
(k)
ij )1≤i,j≤2 for k ∈ {1, 2}, then (2) is equivalent to the
following equalities:
y
(1)
11 = −y(1)22 , y(1)12 = y(1)21 = 0, y(2)11 = y(2)22 , y(2)12 = y(2)21 .
Therefore we have U2 ∼= Zp[y(1)11 , y(1)12 , y(2)11 , y(2)12 ] as desired. 
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4. Generalized Deligne–Lusztig varieties for even special orthogonal groups
In this section, we study some generalized Deligne–Lusztig varieties for even special orthogonal
groups.
First, we recall the definition of generalized Deligne–Lusztig varieties. Let G0 be a connected
reductive group of Fp, and put G := G0⊗FpFp. We denote by Φ the Frobenius of G. Moreover, fix a
Φ-stable maximal torus T of G, and a Φ-stable Borel subgroup B containing T . Let W = W (B, T )
be the Weyl group associated to (B, T ), and write as ∆∗ = ∆∗(B, T ) the set of simple roots in W .
For I ⊂ ∆∗, let WI be the subgroup of W generated by I. Moreover, put PI := BWIB, which is a
parabolic subgroup of G. Then there is a canonical isomorphism pi : PI\G/PΦ(I)
∼=−→ WI\W/WΦ(I).
Hence we obtain a map
inv : G/PI ×G/PΦ(I) (g,g
′) 7→g−1g′−−−−−−−→ PI\G/PΦ(I) pi−→ WI\W/WΦ(I).
Definition 4.1. Let I ⊂ ∆∗ and w ∈ WI\W/WΦ(I). A generalized Deligne–Lusztig variety for
(G0, I, w) is a locally closed subscheme of G/PI as follows:
XPI (w) := {g ∈ G/PI | inv(g,Φ(g)) = w}.
Here we consider them for even special orthogonal groups. Let (Ω2d,0, [ , ]) be a quadratic space
over Fp of dimension 2d ≥ 4, and put Ω2d := Ω2d,0 ⊗Fp Fp. Fix a basis e1, . . . , ed, f1, . . . , fd of Ω2d
satisfying [ei, ej] = [fi, fj] = 0, [ei, fj] = δij, and
Φ(ei) =

ei if 1 ≤ i ≤ d− 1,
ed if i = d and Ω2d,0 is split,
fd if i = d and Ω2d,0 is non-split,
Φ(fi) =

fi if 1 ≤ i ≤ d− 1,
fd if i = d and Ω2d,0 is split,
ed if i = d and Ω2d,0 is non-split.
Moreover, put
L2d,i := Fpe1 ⊕ · · ·Fpei (i ∈ {1, . . . , d− 1}),
L+2d,d := L2d,d−1 ⊕ Fped, L−2d,d := L2d,d−1 ⊕ Fpfd.
Put G2d,0 := SO(Ω2d,0) and G2d := G2d,0 ⊗Fp Fp. We regard G2d as a subgroup of GL(Ω2d) by
the above basis. Furthermore, let B2d ⊂ G2d be the upper-half Borel subgroup, and T2d ⊂ G2d the
diagonal torus. Then there is an isomorphism
W2d := W (B2d, T2d) ∼= {w ∈ A2d | w(i) + w(2d+ 1− i) = 2d+ 1 for all i ∈ {1, . . . , 2d}}.
Moreover, we have ∆∗2d := ∆
∗(B2d, T2d) = {sd,1, . . . , sd,d−2, t+d , t−d }, where
• s2d,i = (i i+ 1)(2d− i 2d+ 1− i) for i ∈ {1, . . . , d− 2},
• t+2d = (d− 1 d)(d+ 1 d+ 2),
• t−2d = (d− 1 d+ 1)(d d+ 2).
Note that we have Φ(s2d,i) = s2d,i for any i and
Φ(t±2d) =
{
t±2d if Ω2d,0 is split,
t∓2d if Ω2d,0 is non-split.
Definition 4.2. For a quadratic space Ω0 over Fp of dimension n, we denote by OGr(Ω0)Fp be the
moduli space of maximally totally isotropic subspaces of dimension m of Ω0⊗Fp Fp. Moreover, put
SΩ0,Fp := {L ∈ OGr(Ω0)Fp | rank(L ∩ (id⊗σ)∗(L)) ≥ m},
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where
m :=

n
2
− 2 if n ∈ 2Z and Ω0 is split,
n
2
− 1 if n ∈ 2Z and Ω0 is non-split,
n−1
2
if n ∈ Z \ 2Z,
Here (id⊗σ)∗(L) is the submodule generated by (id⊗σ)(L). It is a closed subscheme of OGr(Ω0)Fp
by definition.
The maps g 7→ g(L+2d,d) and g 7→ g(L−2d,d) induce an isomorphism
(G2d/P
+
2d,0) unionsq (G2d/P−2d,0) ∼= OGr(Ω2d,0)Fp .
We denote by OGr±(Ω2d,0)Fp the image of G2d/P
±
2d,0 under the isomorphism above. Note that
OGr±(Ω2d,0)Fp are the connected components of OGr(Ω2d,0)Fp . Then, for two elements L,L′ in
OGr(Ω2d,0)Fp(k) where k is an algebraic closed field extension over Fp, L and L′ are contained in
the same connected component if and only if dimk(L/L ∩ L′) = dimk(L′/L ∩ L′) ∈ 2Z. On the
other hand, put S±Ω2d,0 := SΩ2d,0 ∩OGr±(Ω2d,0)Fp .
Now we give a connection between SΩ2d,0 and generalized Deligne–Lusztig varieties for G2d,0.
Case 1. The case for Ω2d,0 split. For i ∈ Z≥0, put
P±2d,i :=
{
P{s2d,1,...,s2d,d−2−i,t±2d} if i ≤ d− 3,
P{t±2d} otherwise.
Then the following hold:
• P±2d,0 is the stabilizer of L±2d,d,
• P±2d,i is the stabilizer of the flag L2d,d−1−i ⊂ · · · ⊂ L2d,d−2 ⊂ L±2d,d if 1 ≤ i ≤ d− 3,
• P±2d,i is the stabilizer of the flag L2d,1 ⊂ · · · ⊂ L2d,d−2 ⊂ L±2d,d if i ≥ d− 2.
Proposition 4.3.
(i) There is a locally closed stratification
S±Ω2d,0 = XP±2d,0(id) unionsqXP±2d,0(t
∓
2d).
Moreover, the closure of XP±2d,0
(t∓2d) in G2d/P
±
2d,0 equals S
±
Ω2d,0
.
(ii) The schemes S±Ω2d,0 are irreducible.
Proof. (i): The proof is the same as [RTW14, Proposition 5.3] or [HP14, Lemma 3.7].
(ii): It suffices to prove the irreducibility of XP±2d,0
(t∓2d) by (i). However, this follows from [BR06,
Theorem 2]. 
Proposition 4.4. There is a locally closed stratification
S±Ω6,0 = XP±6,0(id) unionsqXP±6,1(t
∓
6 ) unionsqXP±6,1(t
∓
6 s6,1).
Moreover, we have
XP±6,1(t
∓
6 ) = XP±6,0(id) unionsqXP±6,1(t
∓
6 ), XP±6,1(t
∓
6 s1) = S
±
Ω6,0
.
Here we denote by X the closure of a subset X of G6/P
±
6,1.
Proof. This follows from the same argument as the proof of [RTW14, Proposition 5.5] by using
Propositoion 4.3. 
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Remark 4.5. If d ≥ 4, then we have
S±Ω2d,0 = XP±2d,0(id) unionsqXP±2d,1(t
∓
2d) unionsqXP±2d,1(t
∓
2ds2d,d−2) unionsqXP±2d,1(s2d,d−2s2d,d−3t
∓
2ds2d,d−2).
The variety XP±2d,1
(s2d,d−2s2d,d−3t∓2ds2d,d−2) parametrizes all flags Ld−2 ⊂ Ld in Ω2d where rankLi = i
satisfying Ld−2 = Ld ∩ Φ(Ld) and rank(Ld−2/Ld−2 ∩ Φ(Ld−2)) = 2.
Next, we give a connection between generalized Deligne–Lusztig varieties for SO2d−1. Let ωd :=
ed − fd ∈ Ω2d,0, which is an anisotropic vector. We denote by Ω2d−1,0 the perpendicular of ωd in
Ω2d,0. Then we have dimFp(Ω2d−1,0) = 2d− 1. Moreover, for i ∈ {1, . . . , d− 1}, put
L2d−1,i := L2d,i+1 ∩ Ω2d−1.
On the other hand, put G2d−1,0 := SO(Ω2d−1,0) and G2d−1 := G2d−1,0⊗Fp Fp. We regard G2d−1 as
a subgroup of GL2d−1 by the basis e1, . . . , ed−1, ed + fd, fd−1, . . . , f1. Moreover, let B2d−1 ⊂ G2d−1
be the upper-half Borel subgroup, and T2d−1 ⊂ G2d−1 the diagonal torus. Then there is an
isomorphism
W2d−1 := W (B2d−1, T2d−1) ∼= {w ∈ S2d−1 | w(i) + w(2d− i) = 2d for all i ∈ {1, . . . , 2d− 1}}.
Moreover, we have ∆∗2d−1 := ∆
∗(B2d−1, T2d−1) = {s2d−1,1, . . . , s2d−1,d−2, t2d−1}, where
• s2d−1,i = (i i+ 1)(2d− i 2d+ 1− i) for i ∈ {1, . . . , d− 2},
• t2d−1 = (d− 1 d+ 1).
For i ∈ Z≥0, put
P2d−1,i :=
{
P{s2d−1,1,...,s2d−1,d−2−i} if i ≤ d− 3,
B2d−1 otherwise.
Then P2d−1,i is the stabilizer of the flag L2d−1,d−1−i ⊂ · · · ⊂ L2d−1,d−1. Moreover, there is an
isomorphism
G2d−1/P2d−1,0
∼=−→ OGr(Ω2d−1,0)Fp ; g 7→ g(L2d−1,d−1).
Lemma 4.6. There is a commutative diagram
G2d/P
±
2d,0
g 7→g(L±2d,d) //
g 7→g|Ω2d−1

OGr±(Ω2d,0)Fp
L7→L∩Ω2d−1

G2d−1/P2d−1,0
g 7→g(L2d−1,d−1) // OGr(Ω2d−1,0)Fp ,
where the all maps are isomorphisms.
Proof. The commutativity of diagram is clear. The isomorphy of the horizontal maps are already
mentioned. On the other hand, [HP14, Lemma 3.4] and the definition of OGr±(Ω2d,0)Fp imply the
isomorphy of the vertical map in the right-hand side. Hence the isomorphy of the remaining map
follows. 
Proposition 4.7.
(i) For d ≤ 3, the isomorphism in Lemma 4.6 induces isomorphisms
S±Ω2d,0
∼= SΩ2d−1,0 , XP±2d,0(id) ∼= XP2d−1,0(id), XP±2d,0(t
∓
2d)
∼= XP2d−1,0(t2d−1).
(ii) The isomorphism XP±6,0(t
∓
6 )
∼= XP5,0(t5) in (i) induces isomorphisms
XP±6,1(t
±
6 )
∼= XP5,1(t5), XP±6,1(t
∓
6 s6,1)
∼= XB5(t5).
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Proof. (i): First, we prove S±Ω2d,0
∼= SΩ2d−1,0 . By [Oki19]. It is clear if d = 2. On the other
hand, if d = 3, then we obtain a closed immersion SΩ2d−1,0 → S±Ω2d,0 . On the other hand, we
have dimSΩ2d−1,0 = 2 by [Oki19, Propositions 6.5], and S
±
Ω2d,0
is irreducible of dimension ≤ 2 by
Proposition 4.3 (ii). Hence the above map SΩ2d−1,0 → S±Ω2d,0 is an isomorphism.
Next, we prove the remaining isomorphisms. By [Oki19, Proposition 6.4 (ii)], there is a locally
closed stratification
S±Ω2d,0 = XP±2d,0(id) unionsqXP±2d,0(t
∓
d ),
Hence it suffices to prove the isomorphism XP±2d,0
(id) ∼= XP±2d−1,0(id). However, this follows from
the definitions of XP2d−1,0(t2d−1) and OGr
+(Ω2d,0)Fp .
(ii): Set
S1,±Ω6,0 := {(L1,L3) ∈ P(Ω6,0)Fp ×OGr±(Ω6,0)Fp | L1 = L3 ∩ Φ(L3)},
S1Ω5,0 := {(L′1,L′2) ∈ P(Ω5,0)Fp ×OGr(Ω5,0)Fp | L′1 = L′2 ∩ Φ(L′2)}.
By the definitions of XP±6,0(t
∓
6 ) and XP5,0(t5), we obtain an isomorphism
S1,±Ω6,0
∼= XP±6,0(t
∓
6 )
∼= XP5,0(t5) ∼= S1Ω5,0 .
This isomorphism is equal to (L1,L3) 7→ (L1 ∩ Ω5,L3 ∩ Ω5), and hence we obtain L1 ∩ Ω5 = L1.
Therefore, for (L1,L3) ∈ S1,±Ω6,0 , we have Φ(L1) = L1 if and only if Φ(L1 ∩ Ω5) = L1 ∩ Ω5. This
equivalence implies the desired isomorphisms. 
Case 2. The case for Ω2d,0 non-split. For i ∈ Z≥0, put
P2d,i :=
{
P{s2d,1,...,s2d,d−2−i} if i ≤ d− 3,
B2d−1 otherwise.
Then the following hold:
• P2d,i is the stabilizer of the flag L2d,d−1−i ⊂ · · · ⊂ L2d,d−1 if 0 ≤ i ≤ d− 3,
• P±2d,i is the stabilizer of the flag L2d,1 ⊂ · · · ⊂ L2d,d−1 if i ≥ d− 2.
Proposition 4.8. ([HP14, Proposition 3.8]) There is a locally closed stratification
SΩ2d,0 =
d−1∐
i=0
(XP2d,i(t
+
2ds2d,d−2 · · · s2d,d−i) unionsqXP2d,i(t−2ds2d,d−2 · · · s2d,d−i)).
Moreover, for any r ∈ {0, . . . , d− 1}, the closure of XP2d,r(t±2ds2d,d−2 · · · s2d,d−r) in G2d/P2d,0 equals
r∐
i=0
XP2d,i(t
+
2ds2d,d−2 · · · s2d,d−i).
5. Bruhat–Tits stratification in the neutral case, I
In this section, we describe the structure of M(0)b,µ for a µ-neutral b by means of certain 6-
dimensional quadratic space over Qp.
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5.1. Preliminaries. Here we recall the basic notions on Clifford algebras and spinor similitude
groups.
Let L a quadratic space over a ring A. We denote by C(L) the Clifford algebra of L. Then there
is a Z/2-grading
C(L) = C+(L)⊕ C−(L),
where C+(L) is the 0-th part, which is an R-subalgebra of C(L). The ring C+(L) is called the
even Clifford algebra.
We regard L as an R-submodule of C−(L). Let v 7→ v′ be the involution on L satisfying
(v1 · · · · · vd)′ = vd · · · v1 for v1, . . . , vd ∈ Lb. Then we define an affine group scheme GSpin(L) over
A by
GSpin(L)(R) = {g ∈ C+(L⊗A R)× | g(L⊗A R)g−1 = L⊗A R, g′g ∈ R×}
for any A-algebra R.
If R = k is a field, we define an action of GSpin(L)(k) on L by the exact sequence
0→ Gm → GSpin(L)→ SO(L)→ 0,
where GSpin(L)→ SO(L) is defined by g 7→ [v 7→ gvg−1].
5.2. Hodge star operator. Here we will define a quadratic space Lb,0 over Qp which will be used
to describe M(0)b,µ.
Until Section 5.8, we fix ε ∈ W× satisfying σ(ε) = −ε.
Lemma 5.1. There is an F˘ -basis e1, e2, e3, e4 such that
F(e1) = $e3, F(e2) = $e4, F(e3) = p$
−1e1, F(e4) = p$−1e2.
and
〈ei, ej〉0 :=

$−1 if (i, j) = (1, 3),
$ if (i, j) = (2, 4),
0 otherwise.
Proof. Put
b′ :=

−p
p
1
−1
 .
Then we have detF˘ (b
′)/ simG(b′)2 = 1, which implies that [b′] is µ-neutral by Proposition 2.10.
Hence we may assume b = b′. Then
e1 := e1, e2 := $e2, e3 := −$−1e4, e4 := e3
gives a desired F˘ -basis. 
From now on, replacing (X0, ι0, λ0) to (X, ι, λ) satisfying (X, ι, λ, ρ) ∈ M(0)b,µ if necessary, we
assume
M0 = OF˘ ($e1)⊕OF˘ e2 ⊕OF˘ ($e3)⊕OF˘ e4.
Definition 5.2. Put
ω := e1 ∧ e2 ∧ e3 ∧ e4 ∈
4∧
F˘
Nb,
SUPERSINGULAR LOCUS OF GU(2, 2)-SHIMURA VARIETY 21
where e1, . . . , e4 are as in Lemma 5.1. Then we define a Hodge star operator v 7→ v? on
∧2
F˘ Nb
(with respect to ω) by y ∧ x? = 〈y, x〉ω for any y ∈ ∧2F˘ Nb.
By definition, we have (av)? = av? for any a ∈ F˘ and v ∈ ∧2F˘ Nb. Moreover, we have (x?)? = x
for any x ∈ ∧2F˘ Nb. Now put
Lb :=
v ∈
2∧
F˘
Nb
∣∣∣∣∣∣ v? = v
 .
Then it is a K0-vector space of dimension 6 which is spanned by the following elements:
x1 := e1 ∧ e2, x2 := e3 ∧ e4,
x3 := e1 ∧ e3 −$−2e2 ∧ e4, x4 := $e1 ∧ e3 +$−1e2 ∧ e4,
x5 := e1 ∧ e4, x6 := e3 ∧ e2.
Note that Lb depends on the choice of e1, . . . , e4, cf. [HP14, Section 2.2].
We regard
∧2
F˘ Nb as a K0-subspace of EndK0(Nb) by the injection
2∧
F˘
Nb → EndK0(Nb);x ∧ y 7→ [z 7→ 〈x, z〉y − 〈y, z〉x].
Note that the image of the above injection consists of K0-endomorphisms f of Nb such that
f(ax) = af(x) for a ∈ F˘ and x ∈ Nb.
We will frequently use the following relation between v 7→ v′ on C(Lb) and bilinear forms on Nb:
Lemma 5.3. Let v ∈ Lb. Then we have 〈vx, y〉 = −〈x, vy〉 and (vx, y) = (x, vy) for any x, y ∈ Nb.
Proof. The proof is the same as [Oki19, Lemma 3.6]. 
Proposition 5.4.
(i) For v ∈ Lb, as an element in EndF˘ (Nb), we have
v2 = 〈v, v〉.
In particular, the map Q : Lb → EndK0(Nb); v 7→ v2 is K0-valued quadratic form. We
regard Lb as a quadratic space over K0 by Q, and put
[ , ] : Lb → EndK0(Nb); (v, w) 7→
1
2
(v ◦ w + w ◦ v) = 1
2
(Q(v + w)−Q(v)−Q(w)).
(ii) The W -submodule L0 := {v ∈ Lb | v(M0) ⊂M0} of Lb is a W -lattice. Moreover, we have
L∨0 = {v ∈ Lb | v(M0) ⊂ $−1M0}, lengthW (L∨0 /L0) = 1.
(iii) The inclusion L0 ⊂ EndW (M0) induces isomorphisms
C(L0) ∼= EndW (M0), C+(L0) ∼= EndOF˘ (M0).
Proof. (i): This follows from the same argument as the proof of [HP14, Proposition 2.4 (2)] by
considering ei ∧ ej for all i, j.
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(ii): By computation, the Gram matrix of [ , ] with respect to the basis x1, . . . x6 as above is as
follows: 
0 −1
2−1
2
0
−$−2 0
0 1
−1
2
0
0 −1
2
 .
Moreover, we have
L0 = Wx1 ⊕Wx2 ⊕W ($2x3)⊕Wx4 ⊕Wx5 ⊕Wx6
by definition. Hence L0 is a W -lattice in Lb. Moreover, we have L0 ⊂ L∨0 and lengthW (L∨0 /L0) = 1.
On the other hand, if we put
L′0 := {v ∈ Lb | v(M0) ⊂ $−1M0},
then we have
L0 = Wx1 ⊕Wx2 ⊕Wx3 ⊕Wx4 ⊕Wx5 ⊕Wx6
and L′0 ⊂ L∨0 by definition. Since lengthW (L∨0 /L0) = 1 and L0 ( L′0, we obtain the equality
L′0 = L
∨
0 as desired.
(iii): This follows from the same argument as the proof of [HP14, Proposition 2.4 (4)]. 
We define a σ-linear bijection
Φb : EndK0(Nb)→ EndK0(Nb); f 7→ Fb ◦ f ◦ F−1b .
Then the isocrystal (EndK0(Nb),Φb) over Fp is isoclinic of slope 0. Moreover, there is an isomor-
phism End(Nb)
Φb ∼= End0(X0). On the other hand, we have
Φb(x ∧ y) = p−1Fb(x) ∧ Fb(y)
under the inclusion
∧2
F˘ Nb ⊂ EndK0(Nb). We can prove that Φb commutes with ? by the same
argument as [Oki19, Lemma 3.9]. Hence we obtain an isocrystal (Lb,Φb) over Fp which is isoclinic
of slope 0. We denote by Lb,0 the Φb-fixed part of Lb. Then (Lb,0, Q) becomes a quadratic space
of dimension 6 over Qp.
We compute a basis of Lb,0 explicitly. The K0-vector space Lb,0 is spanned by the following
elements:
y1 := x1 + p
−1$2x2, y2 := ε(x1 − p−1$2x2),
y3 := εx3, y4 := εx4,
y5 := x5 + x6, y6 := ε(x5 − x6).
The Gram matrix of [ , ] with respect to the basis y1, . . . , y6 is as follows:
−p−1$2
p−1$2ε2
−$−2ε2
ε2
−1
ε2
 .
Hence the discriminant and the Hasse invariant of (Lb,0, [ , ]) are −$2 and −1 respectively.
We will use the following in Sections and :
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Lemma 5.5. We have ι0($) = −pε4y1 · · · y6 in C(Lb) ∼= EndK0(Nb).
Proof. This follows from direct computation. 
5.3. Exceptional isomorphism. We define a left action of G(K0) on EndK0(Nb) by
G(K0)× EndK0(Nb)→ EndK0(Nb); (g, f) 7→ g · f := g ◦ f ◦ g−1.
Then we have
(5) g · (x ∧ y) = simG(g)−1g(x) ∧ g(y)
for any g ∈ G by the inclusion ∧2F˘ Nb. On the other hand, let
G0 := {g ∈ G | simG(g)2 = detF (g)}.
Then, for g ∈ G(K0), the action v 7→ g · v on
∧2
F˘ Nb commutes with ? if and only if g ∈ G0(K0).
See [HP14, Section 2.3].
Proposition 5.6.
(i) The isomorphism C+(Lb) ∼= EndF˘ (Nb) in Proposition 5.4 (iii) induces an isomorphism
GSpin(Lb) ∼= G0 ⊗Qp K0,
which is compatible with the actions on Lb.
(ii) For any algebraic closed field k of characteristic p, the isomorphism in (i) induces an
isomorphism
StabGSpin(Lb)(FracW (k))(L0,W (k))
∼= StabG0(FracW (k))(M0,W (k)).
Proof. (i): This follow from the same argument as the proof of [HP14, Proposition 2.7] by using
Lemma 5.3.
(ii): This follows from (i) and the definition of L0. 
We denote by Jderb the derived group of Jb, and put
J0b := {g ∈ Jb | simG(g)2 = detF (g)}.
Corollary 5.7. The isomorphism GSpin(Lb) ∼= G0 in Proposition 5.6 induces an isomorphism
GSpin(Lb,0) ∼= J0b
and a central isogeny
Jderb → SO(Lb,0),
which are compatible with the actions on Lb,0.
Proof. This follows from of Proposition 5.6 (i). 
5.4. Description of a subset of field valued points. Here we fix an algebraically closed field
k of characteristic p. We set M0,W (k) := M0 ⊗W W (k).
Definition 5.8. For j ∈ Z/2, put
DiL$M0,j(Nb,W (k)) := {M ∈ DiL$(Nb,W (k)) | lengthOF˘ ,W (k)(M +M0,W (k))/M0,W (k) ≡ j mod 2}.
Moreover, let M(0,j)b,µ (k) be the subset of M(0)b,µ(k) corresponding to DiL$M0,j(Nb,W (k)) under the
bijection M(0)b,µ ∼= DiL$(Nb,W (k)) in Proposition 2.5.
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By definition, we have
M(0,j)b,µ (k) =M(0,j)b,µ (k) unionsqM(0,j)b,µ (k).
Moreover, the action of s ∈ Jb(Qp) satisfying κG(g) = (0, 1) induces a bijection
M(0,j)b,µ (k) ∼=M(0,j)b,µ (k).
Note that M(0,j)b,µ (k) is stable under field extension, that is, for an algebraically closed field k′
containing k and j ∈ Z/2, the image of the canonical mapM(0,j)b,µ (k)→M(0)b,µ(k′) lies inM(0,j)b,µ (k′).
Here we will describe the set M(0,0)b,µ (k) by means of certain lattices in Lb,W (k) := Lb ⊗W W (k).
Definition 5.9. A special lattice in Lb,W (k) is a W (k)-lattice L in Lb,W (k) satisfying
lengthW (k) L+ Φb(L)/L ≤ 1.
We denote by SpL(Lb,W (k)) the set of all special lattices in Lb,W (k). We prove the following:
Proposition 5.10. For any M ∈ DiL$M0,0(Nb,W (k)),
L(M) := {v ∈ Nb,W (k) | v(Vb(M)) ⊂ $−1Vb(M)}
is an element of SpL(Lb,W (k)). Moreover, the map
DiL$M0,0(Nb,W (k))→ SpL(Lb,W (k));M 7→ L(M)
is a Jderb (Qp)-equivariant bijection.
We give a proof of Proposition 5.10. Let Lat$M0(Nb,W (k)) be the set of $-modular OF˘ ,W (k)-lattices
in Nb,W (k) satisfying lengthOF˘ ,W (k)(M +M0,W (k))/M0,W (k) ∈ 2Z.
Lemma 5.11. For g ∈ Gder(FracW (k)), we have g(M0) ∈ Lat$M0(Nb,W (k)). Moreover, the map
Gder(FracW (k))/Kp,W (k) → Lat$M0(Nb,W (k))
is bijective, where Kp,W (k) := StabGder(FracW (k))(M0,W (k)).
Proof. The first assertion is a consequence of [RSZ17, Lemma 3.2]. The injectivity of the map is
clear. To prove the surjectivity, take M ∈ Lat$M0(Nb,W (k). By [Jac62, Proposition 8.1], there is
g ∈ G such that detF (g) = 1 and M = g(M0,W (k)). Then we have detF (g) ∈ 1 + $OF˘ ,W (k) by
[RSZ17, Lemma 3.2]. On the other hand, Hilbert satz 90 implies that there is t ∈ G(FracW (k))
such that simG(t) = 1, detF (t) = detF (g) and t(M0,W (k)) = M0,W (k) (note that we use the condition
detF (g) ∈ 1 + $OF˘ ,W (k) to prove t(M0,W (k)) = M0,W (k)). Then we have gt−1 ∈ Gder(FracW (k))
and gt−1(M0,W (k)) = M . 
Let Lat1(Lb,W (k)) be the set of W (k)-lattices L in Lb,W (k) satisfying L
∨ ⊂ L and
lengthW (k)(L/L
∨) = 1.
Lemma 5.12.
(i) For any M ∈ Lat$M0,0(Nb,W (k)), L](M) := {v ∈ Nb | v(M) ⊂ $−1M} is an element of
Lat1(Lb,W (k)). Moreover, we have L
](M)∨ = {v ∈ Nb,W (k) | v(M) ⊂M}.
(ii) The map
Lat$M0,0(Nb,W (k))→ Lat1(Lb,W (k));M 7→ L](M)
is a Gder(FracW (k))-equivariant bijection.
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Proof. (i): This follows from Lemma 5.11 and Proposition 5.4 (ii).
(ii): The Gder(FracW (k))-equivalence is clear by definition. The injectivity follows from Lemma
5.11 and Proposition 5.6 (ii). The surjectivity follows from [Shi10, Lemma 29.9] (by considering
dual lattices) and Proposition 5.6 (i). 
We regard G⊗Qp K0 as a subgroup of ResF˘ /K0 GL(Nb) by the basis e1, . . . , e4, and put
w0 := $ idNb,W (k) , w1 := diag(1, 1, $
2, $2).
Note that w0 and w1 are elements of G
(∗,0)(FracW (k)). We set
X(b0)Kp,W (k) :=
g ∈ Gder(FracW (k))/Kp,W (k)
∣∣∣∣∣∣ g−1b0σ(g) ∈
⋃
i∈{0,1}
Kp,W (k)wiKp,W (k)
 ,
where b0 ∈ G(K0) is an element defined in Section 2.4. Note that we have simG(b0)2 = detF (b0) =
$2. On the other hand, we regard SO(Lb) as a subgroup of GL(Lb,0) by the basis x1, . . . , x6, and
put
w′0 := idLb,W (k) , w
′
1 := diag(p
−1, p, 1, 1, 1, 1).
We denote by K ′p,W (k) the stabilizer of L0,W (k) in SO(Lb)(FracW (k)). Note that the surjection
pi : G0 → SO(Lb) maps $−1wi to w′i for each i ∈ {0, 1}, and we have pi(Kp,W (k)) = K ′p,W (k). Now
put b′0 := pi($
−1b0), and set
X(b′0)K′p,W (k) :=
h ∈ SO(Lb)(FracW (k))/K ′p,W (k)
∣∣∣∣∣∣h−1b′0σ(h) ∈
⋃
i∈{0,1}
Kp,W (k)w
′
iKp,W (k)
 .
Then the surjection pi induces an isomorphism
ψ : X(b0)Kp,W (k)
∼=−→ X(b′0)K′p,W (k) .
Remark 5.13. On can prove that X(b0)Kp,Fp is the affine Deligne–Lusztig variety for (G, b0, µ).
See [Wu16, 2.3].
Lemma 5.14. There are bijections
X(b0)Kp,W (k)
∼=−→ DiL$M0,0(Nb,W (k)), X(b′0)K′p,W (k)
∼=−→ SpL(Lb,W (k))
such that the following diagram commutes:
X(b0)Kp,W (k)
ψ //
∼=

X(b′0)K′p,W (k)

DiL$M0,0(Nb,W (k))
M 7→L(M)
// Lat1(Lb,W (k)).
Here the right-hand side of the vertical map is the composite
X(b′0)K′p,W (k)
∼=−→ SpL(Lb,W (k)) ⊂ Lat1(Lb,W (k)).
Note that Lemma 5.14 immediately implies Proposition 5.10.
Proof of Lemma 5.14. Let g ∈ G(FracW (k)). By the Cartan decomposition, we have the follow-
ing:
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• g−1b0σ(g) ∈ Kp,W (k)w0Kp,W (k) if and only if g(M0) ∈ DiL$(Nb,W (k)) and
$g(M0) = Vb(g(M0)),
• g−1b0σ(g) ∈ Kp,W (k)w1Kp,W (k) if and only if g(M0) ∈ DiL$(Nb,W (k)) and
lengthOF˘ ,W (k) $g(M0) + Vb(g(M0))/Vb(g(M0)).
On the other hand, for h ∈ SO(Lb)(FracW (k)), we have the following:
• h−1b′0σ(h) ∈ K ′p,W (k)w′0K ′p,W (k) if and only if
Φb(h(L(M0))) = h(L(M0)),
• h−1b′0σ(h) ∈ Kp,W (k)w′1Kp,W (k) if and only if
lengthW (k) h(L(M0)) + Φb(h(L(M0)))/h(L(M0)) = 1.
Hence we obtain bijections
X(b0)Kp,W (k) → DiL$M0,0(Nb,W (k)); g 7→ g(M0),
X(b′0)K′p,W (k) → SpL(Lb,W (k));h 7→ h(L(M0)).
The commutativity of the diagram follows from the definitions of the above bijections. 
5.5. Rapoport–Zink space for the quaternion unitary group of degree 2. To understand
the structure of M(0,0)b,µ , we will use a closed immersion from the Rapoport–Zink space for the
quaternion unitary similitude group of degree 2. We recall the definition and the Bruhat–Tits
stratification of it constructed by [Oki19].
From now on, put D := F [y6] and OD := OF [y6], which are subrings of End
0(X0). Note that
D is the quaternion division algebra over Qp, and OD is the maximal order of D. We define an
involution ∗ on D by
∗ : D → D; d 7→ y6(TrdD/Qp(d)− d)y−16 .
Let GD be the quaternion unitary similitude group of degree 2. We regard GD as a subgroup of G
by the natural way in the sequel. For S ∈ Nilp, a p-divisible with GD-structure is a triple (X, ι, λ),
where
• X is a p-divisible group over S of dimension 4 and height 8,
• ι : OD → End(X) is a ring homomorphism,
• λ : X → X∨ is a quasi-isogeny so that λ∨ = −λ,
satisfying the following conditions for any d ∈ OD;
• (Kottwitz condition) det(T − ι(d) | Lie(X)) = (T 2 − TrdD/Qp(d) + NrdD/Qp(d))2,
• λ ◦ ι(d) = ι(d∗)∨ ◦ λ.
We define a quasi-isogeny of p-divisible groups with GD-structures by the same manner as Defini-
tion 2.1 (ii).
Now we define ι′0 : OD → End(X0) by the composite of the actions of OF and y6 on X0, and put
λ′0 := (y6 ◦ ι($))−1 ◦ λ0. Then (X0, ι′0, λ′0) is a p-divisible group with GD-structure over SpecFp.
Furthermore, λ′0 is an isomorphism since Ker(λ0) = Ker(ι0($)) and y6 is an isomorphism. We
define MD as the functor which parametrizes (X, ι, λ, ρ) for S ∈ Nilp, where (X, ι, λ) is a p-
divisible group over S of dimension 4 and height 8, and
ρ : X ×S S → X0 ⊗Fp S
is a quasi-isogeny of p-divisible groups with GD-structures. We define an equivalence of two p-
divisible groups with GD-structures by the same manner as that of two p-divisible groups with
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(G, µ)-structures. The representability ofMD is a consequence of [RZ96, Theorem 3.25]. Moreover,
there is a decomposition into open and closed formal subschemes
MD =
∐
i∈Z
M(i)D ,
where M(i)D is the locus (X, ι, λ, ρ) of MD for Im(c(ρ)) ⊂ piZ×p .
Let JD be the algebraic group over Qp defined by
JD(R) = {(g, c) ∈ (EndOD(X)⊗Zp R)× ×R× | g∨ ◦ λ′0 ◦ g = cλ′0}
for any Qp-algebra R. The group JD(Qp) acts onMD by the same manner as the action of Jb(Qp)
on Mb,µ. It is known that there is an isomorphism JD ∼= GSp4. See [RZ96, 1.42].
Next, we recall the Bruhat–Tits stratification of MD constructed in [Oki19, Section 5.3]. Put
LD := ι0(y6$)
−1{f ∈ End0D(X0) | TrdD/Qp(f) = 0, f∨ ◦ λ′0 = λ′0 ◦ f}.
We call a lattice Λ in LD is a vertex lattice if we have pΛ ⊂ Λ∨ ⊂ Λ. If Λ is a vertex lattice in
LD, we call t(Λ) := dimFp(Λ/Λ
∨) as the type of Λ. Note that we have t(Λ) ∈ {1, 3, 5} by [Oki19,
Lemma 5.9]. We denote by VL(LD, t) the set of all vertex lattices in LD of type t for t ∈ {1, 3, 5},
and put VL(LD) := unionsqt∈{1,3,5}VL(LD, t).
For Λ ∈ VL(LD), letM(0)D,Λ be the locus (X, ι, λ, ρ) ofM(0)D where ρ−1 ◦Λ ◦ ρ ⊂ End(X). It is a
closed formal subscheme of M(0)D
Proposition 5.15. ([Oki19, Corollary 5.25, Theorems 5.26, 5.27])
(i) For Λ,Λ′ ∈ VL(LD), we have
M(0)D,Λ ∩M(0)D,Λ′ =
{
M(0)D,Λ∩Λ′ if Λ ∩ Λ′ ∈ VL(LD),
∅ otherwise.
(ii) For Λ ∈ VL(LD), the formal scheme M(0)D,Λ is a reduced scheme over SpecFp. Moreover,
the following hold:
• if t(Λ) = 1, then M(0)D,Λ is a single point,
• if t(Λ) = 3, then M(0)D,Λ is isomorphic to P1Fp,
• if t(Λ) = 5, then M(0)D,Λ is isomorphic to the Fermat surface Fp defined by
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in P3Fp = ProjFp[x0, x1, x2, x3].
In particular, M(0)D,Λ is projective smooth and irreducible of dimension (t(Λ)− 1)/2.
(iii) We have equalities
M(0)D =
⋃
Λ∈VL(LD)
M(0)D,Λ =
⋃
Λ∈VL(LD,5)
M(0)D,Λ.
In particular, any irreducible component ofM(0)D is of the formM(0)D,Λ where Λ ∈ VL(LD, 5),
which has 2-dimensional.
We give a relation between MD and Mb,µ. Let N0b,W (k) be the eigenspace of y6 on Nb,W (k) with
respect to ε. Then the restriction to N0b,W (k) of the alternating form ( , ) on Nb is non-degenerate.
Moreover, N0b is stable under the σ-linear map Fb,0. Hence we obtain a 4-dimensional symplectic
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subspace C0b of Cb over Qp. Note that the perpendicular of C0b in Cb with respect to ( , ) equals
$C0b .
Proposition 5.16. The morphism
iy6 : MD →Mb,µ; (X, ι, λ, ρ) 7→ (X, ι|OF , λ ◦ y6 ◦ ι0($), ρ)
is a closed immersion. The image of the closed immersion iy6 equals the locus (X, ι, λ, ρ) of Mb,µ
where ρ−1 ◦ y6 ◦ ρ ∈ End(X).
To prove Proposition 5.16, we need to pay attention to the Kottwitz condition. Let Z(y6) be
the locus (X, ι, λ, ρ) of Mb,µ where ρ−1 ◦ y6 ◦ ρ ∈ End(X).
Lemma 5.17. For any algebraically closed field k of characteristic p, the last assertion in Propo-
sition 5.16 holds for the sets of k-valued points.
Proof. Put Z(0)(y6) := Z(y6) ∩M(0)b,µ. It suffices to show the equality
iy6(M(0)D )(k) = Z(0)(y6)(k).
Let DiL$y6(Nb,W (k)) be the subset of DiL
$(Nb,W (k)) consisting of y6-stable elements. Then the
bijection in Proposition 2.5 induces a bijection
Z(0)(y6)(k) ∼= DiL$y6(Nb,W (k)).
Put N0b,W (k) := N
0
b ⊗W W (k), and Lat2(N0b,k) be the set of lattices M0 in N0b,W (k) satisfying the
following:
• M0 ⊂ (M0)∨ ⊂ p−1M0 and lengthW (k)((M0)∨/M0) = 2,
• M0 ⊂ Fb,0((M0)∨) ⊂ p−1M0,
• p(M0)∨ ⊂ Fb,0(M0) ⊂ (M0)∨.
Claim. For M ∈ DiL$y6(Nb,W (k)), M ∩N0b,W (k) is an element of Lat2(N0b,W (k)).
We prove this claim. Since (M0)∨ = ($−1M)0, all the inclusion relations hold. Moreover, we
have
1 ≤ lengthW (k)(Fb,0((M0)∨)/M0) ≤ 3
by the equality y26 = ε
2 and the Kottwitz condition for the p-divisible group with (G, µ)-structure
over k corresponding to M . On the other hand, we have lengthW (k)((M
0)∨/M0) ∈ 2Z, and hence
lengthW (k)((M
0)∨/M0) = lengthW (k)(Fb,0((M
0)∨)/M0) = 2,
as desired.
By Claim, we obtain a map
DiL$y6(Nb,W (k))→ Lat2(N0b,W (k));M 7→M ∩N0b,W (k).
This is bijective since
Lat2(N0b,W (k))→ DiL$y6(Nb,W (k));M0 7→M0 ⊕$((M0)∨)
gives an inverse map. On the other hand, the bijection in Proposition 2.5 induces a bijection
iy6(M(0)D )(k)
∼=−→ Lat2(N0b,W (k)),
cf. [Wan19a, Proposition 2.4]. Hence we obtain iy6(M(0)D )(k) = Z(0)(y6)(k) as desired. 
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Proof of Proposition 5.16. The injectivity of iy6 as a functor is a consequence of the rigidity of
quasi-isogenies (the assertion after [RZ96, 2.9]). To prove the rest of the assertions, it suffices
to show the equality iy6(MD) = Z(y6). Indeed, this equality and the rigidity of quasi-isogeneies
implies that iy6 is a closed immersion.
The inclusion iy6(MD) ⊂ Z(y6) is clear. Let us prove the another inclusion. Let x = (X, ι, λ, ρ) ∈
Z(y6)(S) where S ∈ Nilp. By localization, we may assume that S = SpecR, where R is a local
ring. For i ∈ {0, 1}, let Liei(X) be the eigenspace of y6 on Lie(X) with respect to (−1)iε. Then
the both are locally free of rank 2 by applying Lemma 5.17 for the base change of x to an algebraic
closure of the residue field of R. Hence we have x ∈ iy6(MD)(S). 
Proposition 5.18. For any algebraically closed field k of characteristic p, the set iy6(M(0)D )(k) is
contained in M(0,0)b,µ (k).
Proof. Take x = (X, ι, λ, ρ) ∈ M(0)D (k), and let M ∈ DiL$(Nb,W (k)) be corresponding to ιy6(x) ∈
M(0)b,µ(k). Then there is g ∈ GderD (FracW (k)) such that M = g(M0,W (k)) (see also the proof of
Lemma 5.17). Hence we obtain M ∈ DiL$(Nb,W (k)) by Lemma 5.11. 
5.6. Vertex lattices, I.
Definition 5.19. A vertex lattice in Lb,0 is a Zp-lattice Λ satisfying pΛ ⊂ Λ∨ ⊂ Λ. We call
t(Λ) := dimFp(Λ/Λ
∨) as the type of Λ.
We denote by VL(Lb,0) the set of all vertex lattices in Lb,0.
Lemma 5.20. For Λ ∈ VL(Lb,0), we have t(Λ) ∈ {1, 3, 5}.
Proof. This follows by the same argument as the proof of [Oki19, Lemma 5.9]. 
For t ∈ {1, 3, 5}, we denote by VL(Lb,0, t) the set of vertex lattices in Lb,0 of type t.
We study some properties on vertex lattices in Lb,0.
Lemma 5.21. For Λ,Λ′ ∈ VL(Lb,0), there is a sequence of vertex lattices in Lb,0
Λ0 = Λ,Λ1, . . . ,Λn = Λ
′
such that Λi ⊂ Λi+1 or Λi ⊃ Λi+1 for each i ∈ {0, . . . , n− 1}.
Proof. The proof is the same as [HP17, Proposition 5.1.5]. 
Lemma 5.22. The perpendicular of Qpy6 in Lb,0 equals LD.
Proof. This follows from the same argument as the proof of [Oki19, Proposition 3.20] by using
Lemma 5.5. 
Lemma 5.23. For Λ ∈ VL(Lb,0), there is g ∈ SO(Lb,0) and Λ′ ∈ VL(LD, t(Λ)) such that g(Λ) =
Λ′ ⊕ Zpy6.
Proof. Take Λ′ ∈ VL(LD, t(Λ)). By Lemma 5.22, we have Λ′ ⊕ Zpy6 ∈ VL(Lb,0, t(Λ)). Hence
[Shi10, Lemma 29.9] implies that there is g ∈ SO(Lb,0) such that Λ = Λ′ ⊕ Zpy6. 
Proposition 5.24. For L ∈ SpL(Lb,W (k)), there is the minimum integer r ∈ {0, 1, 2} such that
L(r) := L+ Φb(L) + · · ·+ Φrb(L)
is Φb-stable. Then, we have L
(r) ∈ VL(Lb,0, (r + 1)/2) and (L(r))∨ = {v ∈ L | Φb(v) = v}.
Proof. This follows from the same argument in the proof of [RTW14, Proposition 4.3]. 
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For Λ ∈ VL(Lb,0), letM(0,0)b,µ,Λ(k) be the subset ofM(0,0)b,µ (k) corresponding to {L ∈ SpL(Lb,W (k)) |
Λ∨ ⊂ L} under the bijection in Proposition 5.12.
Corollary 5.25. We have equalities
M(0,0)b,µ (k) =
⋃
Λ∈VL(Lb,0)
M(0,0)b,µ,Λ(k) =
⋃
g∈Jderb (Qp)
⋃
Λ∈VL(LD,5)
g(iy6(M(0)D,Λ))(k).
Proof. The first equality follows from Proposition 5.24. The second equality follows from Lemma
5.23, Corollary 5.7 and Proposition 5.15 (iii). 
5.7. Connected components. Here we study the connected components of the underlying topo-
logical spaceM(0),redb,µ ofM(0)b,µ. For x ∈M(0)b,µ, we denote by k(x) an algebraic closure of the residue
field of x.
Definition 5.26. For j ∈ Z/2, we define a subset M(0,j),redb,µ of the topological space M(0),redb,µ as
follows:
M(0,j),redb,µ := {x ∈M(0),redb,µ | x ∈M(0,j),redb,µ (k(x))}.
By definition, we have
M(0),redb,µ =M(0,0),redb,µ unionsqM(0,1),redb,µ .
Moreover, the action of s ∈ Jb(Qp) satisfying κJb(s) = (0, 1) induces a bijection
M(0,0),redb,µ ∼=M(0,1),redb,µ .
Here we prove the following:
Theorem 5.27. The subsets M(0,0),redb,µ and M(0,1),redb,µ are the connected components in M(0),redb,µ .
By Theorem 5.27, we obtain a decomposition into open and closed formal subschemes
M(0)b,µ =M(0,0)b,µ unionsqM(0,1)b,µ
such that the underlying topological space of M(0,j)b,µ is M(0,j),redb,µ for each j ∈ Z/2.
From now, we give a proof of Theorem 5.27.
Lemma 5.28. We have an equality
M(0,0),redb,µ =
⋃
g∈Jderb (Qp)
⋃
Λ∈VL(LD,5)
g(iy6(M(0)D,Λ)).
Proof. This follows form Corollary 5.25. 
Corollary 5.29. Any element of Irr(M(0),redb,µ ) is of the form g(iy6(M(0)D,Λ)) where g ∈ J1b (Qp) and
Λ ∈ VL(LD, 5). In particular, any C ∈ Irr(M(0)b,µ) satisfies either C ⊂M(0,0),redb,µ or C ⊂M(0,1),redb,µ .
Proof. By Lemma 5.28, we have
M(0),redb,µ =
⋃
g∈J1b (Qp)
⋃
Λ∈VL(LD,5)
g(iy6(M(0)D,Λ)).
Hence the assertion follows from the above equality. 
SUPERSINGULAR LOCUS OF GU(2, 2)-SHIMURA VARIETY 31
Proof of Theorem 5.27. It suffices to show thatM(0,0),redb,µ is connected and open inM(0),redb,µ . Indeed,
these imply the same assertion for M(0,1),redb,µ , and hence the assertion follows.
First, we prove the connectedness of M(0,0),redb,µ . By Proposition 5.15 (i), it suffices to show the
following:
Claim. For any g, g′ ∈ Jder(Qp) and Λ,Λ′ ∈ VL(LD), there is a sequence
Λ0 = g(Λ),Λ1 = g1(Λ1), . . . ,Λn = g
′(Λ′)
where gi ∈ Jder(Qp) and Λi ∈ VL(LD) such that Λi ⊂ Λi+1 or Λi ⊃ Λi+1 for each i ∈ {0, . . . , n−1}.
However, this claim follows from Lemma 5.21.
Second, we prove thatM(0,0),redb,µ is open inM(0),redb,µ . Let x ∈M(0,0),redb,µ , and take a quasi-compact
open subset V ofM(0),redb,µ containing x. Then there are only finitely many irreducible components
which intersects with V . Now let Irr(M(0,0),redb,µ )U,1 be the set of C ∈ Irr(M(0,0),redb,µ ) satisfying
C ∩ U 6= ∅ and C ⊂M(0,1)b,µ . Then the set
U := V \
⋃
C∈Irr(M(0),redb,µ )U,1
C.
is an open neighborhood of x contained inM(0,0),redb,µ by Corollary 5.29 and the finiteness of the set
Irr(M(0),redb,µ )U,1. 
5.8. Bruhat–Tits stratification, I. Here we will describe the structure of M(0,0),redb,µ by means
of vertex lattices.
Definition 5.30. Let Λ ∈ VL(Lb,0). We define M(0,0)b,µ,Λ as the locus (X, ι, λ, ρ) of M(0,0)b,µ where
ρ−1 ◦ Λ∨ ◦ ρ ⊂ End(X). It is a closed formal subscheme of M(0,0)b,µ .
By definition, the set of k-valued points of M(0,0)b,µ,Λ equals M(0,0)b,µ,Λ(k) for any algebraically closed
field of characteristic p.
Proposition 5.31.
(i) For Λ ∈ VL(LD), the closed immersion iy6 in Proposition 5.16 induces an isomorphism
M(0)D,Λ ∼=M(0,0)b,µ,Λ⊕Zpy6 .
(ii) For Λ ∈ VL(Lb,0), there is g ∈ Jderb (Qp) and Λ′ ∈ VL(LD, t(Λ)) such that g induces an
isomorphism
M(0,0)b,µ,Λ ∼=M(0,0)b,µ,Λ′⊕Zpy6 .
Proof. (i): This follows from the description of the image of iy6 in Proposition 5.16.
(ii): This follows from Lemma 5.23 and Corollary 5.7. 
Corollary 5.32. For Λ ∈ VL(Lb,0), the formal scheme M(0,0)b,µ,Λ is a reduced scheme over SpecFp.
Moreover, the following hold:
• if t(Λ) = 1, then M(0,0)b,µ,Λ is a single point,
• if t(Λ) = 3, then M(0,0)b,µ,Λ is isomorphic to P1Fp ,
• if t(Λ) = 5, then M(0,0)b,µ,Λ is isomorphic to the Fermat surface Fp.
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Proof. These follow from Propositions 5.15 (i) and 5.31. 
Proposition 5.33.
(i) We have an equality
M(0,0)b,µ =
⋃
Λ∈VL(Lb,0)
M(0,0)b,µ,Λ.
(ii) For Λ,Λ′ ∈ VL(Lb,0), we have
M(0,0)b,µ,Λ ∩M(0,0)b,µ,Λ′ =
{
M(0,0)b,µ,Λ∩Λ′ if Λ ∩ Λ′ ∈ VL(Lb,0),
∅ otherwise.
Proof. The proof is the same as [Oki19, Theorem 5.26] by using Corollary 5.32. 
For Λ ∈ VL(Lb,0), we set
BT
(0,0)
b,µ,Λ :=M(0,0)b,µ,Λ \
⋃
Λ′(Λ
M(0,0)b,µ,Λ′ .
Note that the closure of BT
(0,0)
b,µ,Λ equals M(0,0)b,µ,Λ.
Theorem 5.34.
(i) We have an equality
M(0,0)b,µ =
∐
Λ∈VL(Lb,0)
BT
(0,0)
b,µ,Λ .
(ii) For Λ ∈ VL(Lb,0), we have
M(0)b,µ,Λ =
∐
Λ′⊂Λ
BT
(0)
b,µ,Λ′ .
Proof. These follow from Proposition 5.33. 
We call the equality in Theorem 5.34 (i) the Bruhat–Tits stratification of M(0,0)b,µ .
Theorem 5.35. The non-formally smooth locus of M(0,0)b,µ equals
∐
Λ∈VL(Lb,0,1)M
(0,0)
b,µ,Λ.
Proof. This follows from the same argument as the proof of [Oki19, Theorem 5.28] by using Propo-
sition 5.10 and Corollary 5.32. 
Corollary 5.36.
(i) Each irreducible component ofM(0,0)b,µ contains exactly (p+1)(p2 +1)-non-formally smooth
points of M(0,0)b,µ .
(ii) Each non-formally smooth point of M(0,0)b,µ is contained exactly (p + 1)(p2 + 1)-irreducible
components.
(iii) Let C ∈ Irr(M(0,0)b,µ ). For C ′ ∈ Irr(M(0,0)b,µ )\{C}, the intersection C∩C ′ is either the empty
set, a single point or isomorphic to P1. Moreover, the following hold:
#{C ′ ∈ Irr(M(0,0)b,µ ) | C ∩ C ′ is a single point} = p(p+ 1)(p2 + 1),
#{C ′ ∈ Irr(M(0,0)b,µ ) | C ∩ C ′ = P1Fp} = (p+ 1)(p2 + 1)
Proof. These follow from the Bruhat–Tits stratification of M(0,0)b,µ and Theorem 5.35. 
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6. Bruhat–Tits stratification in the neutral case, II
In this section, we give the definition of the vertex lattices in Cb, and give a connection between
them and the vertex lattices in Lb,0. Moreover, we construct a Bruhat–Tits stratification of M(0)b,µ
indexed by the vertex lattices in Cb.
6.1. Vertex lattices, II.
Definition 6.1. An OF -lattice T in Cb is called a vertex lattice if we have T ⊂ T∨ ⊂ $−1T . We
call t(T ) := dimFp(T
∨/T ) the type of T .
We denote by VLb the set of vertex lattices. By [RTW14, Lemma 3.2, Lemma 3.3], we have
VLb = VLb(0) unionsq VLb(2) unionsq VLb(4),
where VLb(t) := {T ∈ VLb | t(T ) = t} for t ∈ {0, 2, 4}.
We introduce a partial order ≤ on VLb. For distinct T, T ′ ∈ VLb, we have T < T ′ if one of the
following holds:
• T ∈ VLb(4), T ′ ∈ VLb(0) and T ⊂ T ′,
• T ∈ VLb(4), T ′ ∈ VLb(2) and T ⊂ (T ′)∨,
• T ∈ VLb(0), T ′ ∈ VLb(2) and T ⊂ (T ′)∨.
Remark 6.2. We can interpret vertex lattices in Cb,0 by means of the Bruhat–Tits building B of
Jderb (Qp) ∼= SU(Cb)(Qp). More precisely, the following are proved by [RTW14, Proposition 3.4]:
• VLb(4) corresponds to the set of special vertices in B,
• VLb(0) corresponds to the set of non-special vertices in B,
• VLb(2) corresponds to the set of midpoints of edges connecting two adjacent special vertices
in B. Here two special vertices in B are adjacent if and only if the sum of the corresponding
two vertex lattices of type 4 is a vertex lattice of type 2.
Let T0 be the Fb,0-fixed part of M0 (note that M0 is Fb,0-stable). Then put
VLb,T0(4) := {T ∈ VLb(4) | lengthOF (T + T0)/T0 ∈ 2Z},
VLb,T0 := VLb(0) unionsq VLb(2) unionsq VLb,T0(4).
We give a connection between VLb,T0 and VL(Lb,0). For T ∈ VLb,T0 , put
Λ(T ) := {v ∈ Lb,0 | v(T ) ⊂ $−1T}.
Then we have Λ(T ) ∈ VL(Lb,0) by definition.
Proposition 6.3.
(i) The map T 7→ Λ(T ) induces the following bijections:
VLb,T0(4)
∼= VL(Lb,0, 1), VLb(0) ∼= VL(Lb,0, 3), VLb(2) ∼= VL(Lb,0, 5).
In particular, T 7→ Λ(T ) is bijective.
(ii) The bijection T 7→ Λ(T ) gives an isomorphism of ordered sets
(VLb,T0 ,≤) ∼= (VL(Lb,0),⊂).
To prove Proposition 6.3, we need a preparation. Let VL(C0b ) be the set of lattices T
0 in C0b
satisfying T 0 ⊂ (T 0)∨ ⊂ p−1T 0. Then we have
VL(C0b ) = VL(C
0
b , 0) unionsq VL(C0b , 2) unionsq VL(C0b , 4),
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where VL(C0b , t) := {T 0 ∈ VL(C0b ) | lengthZp((T 0)∨/T 0) = t} for t ∈ {0, 2, 4}. Moreover, put
Edgehs(C0b ) = {(T 00 , T 02 ) ∈ VL(C0b , 0)× VL(C0b , 2) | T 02 ⊂ T 00 ⊂ p−1T 02 }.
By (the proof of) [Oki19, Proposition 5.35], the map
VL(C0b )→ VL(LD);T 0 7→ Λ(T 0) := {v ∈ LD | v(T 0) ⊂ $−1T 0}
induces the following bijections:
VL(C0b , 2)
∼= VL(LD, 1), Edgehs(C0b ) ∼= VL(LD, 3), VL(C0b , 0) unionsq VL(C0b , 4) ∼= VL(LD, 5).
Now put
VE(C0b ) = VL(C
0
b ) unionsq Edgehs(C0b ).
We introduces a partial order ≤ on VE(C0b ) For distinct x, y ∈ VE(C0b ), we denote by x < y if one
of the following holds:
• x = T 0 ∈ VL(C0b , 2), y = T 0• ∈ VL(C0b , 0) and T 0 ⊂ T 0• ,
• x = T 0 ∈ VL(C0b , 2), y = T 0• ∈ VL(C0b , 4) and T 0• ⊂ T 0,
• x = T 0 ∈ VL(C0b , 2), y = (T 00 , T 02 ) ∈ Edgehs(C0b ), and T 02 ⊂ T 0 ⊂ T 00 .
• x = (T 00 , T 02 ) ∈ Edgehs(C0b ), y = T 0 ∈ VL(C0b , 0) unionsq VL(C0b , 4) and T 0 ∈ {T 00 , T 02 },
Then the above three bijections induces an isomorphism of ordered sets
(VE(C0b ),≤) ∼= (VL(LD),⊂).
Proof of Proposition 6.3. (i): First, we prove VLb(4) ∼= VL(Lb,0, 1). We have the following com-
mutative diagram:
VL(C0b , 2)
T 0 7→Λ(T 0)
//
T 0 7→T 0⊕$(T 0)∨

VL(LD, 1)
Λ7→Λ⊕Zpy6

VLb,T0(4)
T 7→Λ(T )
// VL(Lb,0).
Hence T 7→ Λ(T ) induces a map VLb(4) → VL(Lb,0, 1). Moreover, combining Corollary 5.7 and
Lemma 5.23 with the above diagram, we can prove the bijectivity of the map.
Second, we prove VLb(0) ∼= VL(Lb,0, 3). We have the following commutative diagram:
Edgehs(C0b )
(T 00 ,T
0
2 )7→Λ(T 00 )∩Λ(T 02 ) //
(T 00 ,T
0
2 ) 7→T 00⊕$−1T 02

VL(LD, 3)
Λ 7→Λ⊕Zpy6

VLb(0)
T 7→Λ(T )
// VL(Lb,0).
Hence the same argument as the proof of VLb(4)→ VL(Lb,0, 1) implies that T 7→ Λ(T ) induces a
desired bijection.
Third, we prove VLb(2) ∼= VL(Lb,0, 5). We have the following commutative diagrams:
VL(C0b , 0)
T 0 7→Λ(T 0)
//
T 0 7→T 0⊕$T 0

VL(LD, 5)
Λ7→Λ⊕Zpy6

VLb(2)
T 7→Λ(T )
// VL(Lb,0),
VL(C0b , 4)
T 0 7→Λ(T 0)
//
T 0 7→T 0⊕$−1T 0

VL(LD, 5)
Λ 7→Λ⊕Zpy6

VLb(2)
T 7→Λ(T )
// VL(Lb,0).
Hence the same argument as the proof of VLb(4)→ VL(Lb,0, 1) implies that T 7→ Λ(T ) induces a
desired bijection.
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(ii): This follows from (i) and the definition of ≤ on VLb. 
6.2. Bruhat–Tits stratification, II.
Lemma 6.4. For T ∈ VLb,T0, the bijections M(0,0)b,µ (k) ∼= DiL$M0,0(Nb,W (k)) ∼= SpL(Lb) induces a
bijection
M(0,0)b,µ,Λ(T )(k) ∼=
{
{M ∈ DiL$M0,0(Nb,W (k)) |M ⊂ T} if t(T ) ∈ {0, 4},
{M ∈ DiL$M0,0(Nb,W (k)) |M ⊂ T∨} if t(T ) = 2
Proof. This follows from the same argument as the proof of Proposition 6.3 (i), (ii). 
Corollary 6.5. Let T ∈ VLb,T0, and a ∈ 1 + $OF a norm 1 element. Then there is h ∈ J1(Qp)
such that detF (h) = a, h(T ) = T and h(M(0,0)b,µ,Λ(T )) =M(0,0)b,µ,Λ(T ).
Proof. By Hilbert satz 90, there is h ∈ J1(Qp) such that detF (h) = a and h(T ) = T . Then one
can check the equality h(M(0,0)b,µ,Λ(T )) =M(0,0)b,µ,Λ(T ) by using Lemma 6.4. 
Let T ∈ VLb(4) \ VLb,T0(4). We define M(0,0)b,µ,T and BT(0,0)b,µ,T as the empty set, which is regarded
as a subset of M(0,0)b,µ .
Definition 6.6. For T ∈ VLb, we defineM(0)b,µ,T and BT(0)b,µ,T as follows. Take h ∈ Jb(Qp) satisfying
κJb(h) = (0, 1). Then put
M(0)b,µ,T :=M(0,0)b,µ,Λ(T ) unionsq h(M(0,0)b,µ,Λ(h−1(T ))), BT(0)b,µ,T := BT(0,0)b,µ,Λ(T ) unionsqh(BT(0,0)b,µ,Λ(h−1(T ))).
These are independent of the choice of h by Corollary 6.5 and the equality h(M(0,0)b,µ,T ) =M(0,0)b,µ,h(T )
for h ∈ Jderb (Qp).
Theorem 6.7.
(i) We have
M(0),redb,µ =
∐
T∈VLb
BT
(0)
b,µ,T .
(ii) For T ∈ VLb, we have M(0)b,µ,T =
∐
T ′≤T BT
(0)
b,µ,T ′.
(iii) Let T ∈ VLb.
• if t(T ) = 4, then M(0)b,µ,T is a single point,
• if t(T ) = 0, then M(0)b,µ,T is isomorphic to two copies of P1Fp,
• if t(T ) = 2, then M(0)b,µ,T is isomorphic to two copies of the Fermat surface Fp.
(iv) The non-formally smooth locus of M(0)b,µ equals
∐
T∈VLb(4)Mb,µ,T .
We call the equality in Theorem 6.7 by the Bruhat–Tits stratification of M(0)b,µ.
Proof. The assertions (i)–(iii) follow from Theorem 5.34. The assertion (iv) follows from Theorem
5.35. 
Finally, we give a connection beween the Bruhat–Tits strata of M(0)b,µ and some generalized
Deligne–Lusztig varieties for split even special orthogonal groups appeared in Proposition 4.7. For
T ∈ VLb, put
Bb(T ) :=
{
Λ/$Λ∨ if t(T ) ∈ {0, 4},
Λ∨/$Λ if t(T ) = 2.
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We regard it as a quadratic space over Fp by (x, y) 7→ ($x, y) mod p. Then Bb(T ) is a split
quadratic space over Fp of dimension 
0 if t(T ) = 4,
4 if t(T ) = 0,
6 if t(T ) = 2.
Theorem 6.8. Let T ∈ VLb.
(i) There is an isomorphism M(0)b,µ,T ∼= SBb(T ) (see Definition 4.2 for the definition of the
right-hand side).
(ii) If t(T ) = 0, then there is an isomorphism BT
(0)
b,µ,T
∼= XP+4,0(t
−
4 ) unionsqXP−4,0(t
+
4 ).
(iii) If t(T ) = 2, then there is an isomorphism BT
(0)
b,µ,T
∼= XP+6,1(t
−
6 s6,1) unionsqXP−6,1(t
+
6 s6,1).
In particular, every connected component of BTb,µ,T is isomorphic to a generalized Deligne–Lusztig
variety for SO(Bb(T )), which is non-classical if T ∈ VLb(0) unionsq VLb(2).
Proof. The assertion (i) for t(T ) = 0 is a consequence of Theorem 6.7 (iii). The remaining assertions
follow from Propositions 4.7, 5.31 and [Oki19, Corollary 6.10]. 
7. Bruhat–Tits stratification in the non-neutral case
In this section, we define the notion of vertex lattices, and construct a stratification of M(0)b,µ
by means of the vertex lattices for a non-µ-neutral b. The method is almost the same as [Wu16]
except for the handling of connected components.
Lemma 7.1. For M ∈ DiL$(Nb,W (k)), we have lengthOF˘ ,W (k)(M + Fb,0(M))/M = 1.
Proof. This follows from Proposition 2.10 and the non-µ-neutralness of b. 
Definition 7.2. A vertex lattice in Cb is an OF -lattice T in Cb satisfying T ⊂ T∨ ⊂ $−1T . We
call t(T ) := dimOF (T
∨/T ) as the type of T .
Proposition 7.3. For M ∈ DiL$(Nb), there is the minimum integer r ∈ {1, 2} such that
M (r) := M + Fb,0(M) + · · ·+ Frb,0(M)
is Fb,0-stable. Then we have M
(r) ∈ VLb(2r) and (M (r))∨ = {x ∈M | Fb,0(x) = x}.
Proof. This follows from the same argument as the proof of [RTW14, Proposition 4.3] (by consid-
ering dual lattices) by using Lemma 7.1. 
We denote by M0 the Dieudonne´ module of X0 in Nb.
Definition 7.4. Let T ∈ VLb.
(i) We denote by (XT , ιT , λT ) the p-divisible group with (G, µ)-structure over Fp corresponding
to T ⊗Zp W by the covariant Dieudonne´ theory. Then λT is an isogeny whose kernel is
contained in Ker(ιT ($)). Moreover, there is a quasi-isogeny ρT : X0 → XT such that the
following diagram commutes:
X0
λ0 //
ρT

X∨0
XT
λT // X∨T .
ρ∨T
OO
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(ii) We define M(0)b,µ,T as the underlying reduced subscheme of the locus (X, ι, λ, ρ) of M(0)b,µ
where the quasi-isogeny
X ×S S ρ−→ X0 ⊗Fp S
ρT⊗idS−−−−→ XT ⊗Fp S
lift to an isogeny. It is a closed formal subscheme of M(0)b,µ.
By definition,M(0)b,µ,T (k) corresponds to the set {M ∈ DiL$(M0,W (k)) |M ⊂ T ⊗ZpW (k)} under
the bijection M(0)b,µ(k) ∼= DiL$(M0,W (k)) for any field extension k/Fp.
We study the structure of M(0)b,µ,T for T ∈ VLb. For T ∈ VLb, put Bb(T ) := T/$T∨. We regard
it as a quadratic space over Fp by (x, y) 7→ ($x, y) mod p. Then it is a non-split quadratic space
of dimension 4− t(T ) over Fp.
Proposition 7.5. For T ∈ VLb, there is an isomorphism M(0)b,µ,T ∼= SBb(T ) (see Definition 4.2 for
the definition of the right-hand side).
Proof. Let (X, ι, λ, ρ) ∈ M(0)b,µ,T (S) where S ∈ Nilp is reduced (in particular, we have S = S).
Then (ρT ◦ ρ)∨ is an isogeny whose kernel is contained in Ker(ιT ($) ◦ λ−1T ) (note that ιT ($) ◦ λ−1T
is an isogeny). By [VW11, Corollary 4.7], Ker(D((ρT ◦ ρ)∨)) is an OS-direct summand of
Ker(D(ιT ($) ◦ λ−1T ))S = Bb(T )⊗Fp OS
(here we use S = S). Moreover, it is of rank 2− t(T )/2 since height(ιT ($) ◦ λ−1T ) = 2 height((ρT ◦
ρ)∨)). Hence we obtain a morphism
M(0)b,µ,T → OGr(Bb(T ))
By Lemma 7.1, this morphism induces a morphism
M(0)b,µ,T → SBb(T ),Fp ,
which is bijective on the sets of k-valued points for any field extension k/Fp. Since M(0)b,µ,T is
projective and SBb(T ),Fp is smooth, the induced morphism is an isomorphism by the same argument
as the proof of [HP14, Theorem 3.9]. 
Theorem 7.6. Let T ∈ VLb.
(i) If t(T ) = 2, then M(0)b,µ,T consists of two points.
(ii) If t(T ) = 0, then M(0)b,µ,T is isomorphic to two copies of P1Fp.
Proof. These follow from Proposition 7.5 and [HP14, Section 3.3]. 
Proposition 7.7.
(i) We have an equality
M(0),redb,µ =
⋃
T∈VLb
M(0)b,µ,T .
(ii) For T, T ′ ∈ VLb, we have Mb,µ,T ′ ⊂Mb,µ,T if and only if T ′ ⊂ T .
Proof. These follow from the same argument as the proof of [Vol10, Proposition 2.5] by using
Proposition 7.3 and Theorem 7.6. 
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For T ∈ VLb, set
BT
(0)
b,µ,T :=M(0)b,µ,T \
⋃
T ′(T
M(0)b,µ,T ′ .
Theorem 7.8.
(i) We have an equality
M(0),redb,µ =
∐
T∈VLb
BT
(0)
b,µ,T .
(ii) For T, T ′ ∈ VLb, we have
M(0)b,µ,T =
∐
T ′⊂T
BT
(0)
b,µ,T ′ .
Proof. The proof is the same as Theorem 5.34 by using Proposition 7.7. 
The equality in Theorem 7.8 is called the Bruhat–Tits stratification of M(0)b,µ.
For j ∈ Z/2, we define a subset DiL$M0,j(k) of DiL$(M0) and a subset M(0,0)b,µ (k) of M(0)b,µ by the
same way as Definition 5.8 for any field extension k/Fp. Moreover, we define a subspaceM(0,j)b,µ of
M
(0)
b,µ by the same manner as Definition 5.26.
Lemma 7.9. For T ∈ VLb, we have a decomposition into open and closed subsets
M(0)b,µ,T =M(0,0)b,µ,T unionsqM(0,1)b,µ,T ,
where M(0,j)b,µ,T :=M(0)b,µ ∩M(0),redb,µ . In particular, the decomposition as above becomes as schemes.
Proof. This follows from the definition of M(0,j)b,µ,T and Proposition 7.5. 
Corollary 7.10. Let C ∈ Irr(M(0,0)b,µ ). For C ′ ∈ Irr(M(0,0)b,µ )\{C}, the intersection C ∩C ′ is either
the empty set or a single point. Moreover, we have
#{C ′ ∈ Irr(M(0,0)b,µ ) | C ∩ C ′ is a single point} = p(p2 + 1)
Proof. This follows from Proposition 7.7 and Lemma 7.9. 
Next, we study the connected components of M(0),redb,µ .
Lemma 7.11. Any irreducible component of M(0)b,µ is of the form M(0,0),redb,µ,T or M(0,1)b,µ,T , where
T ∈ VLb(0).
Proof. This follows from Proposition 7.7 and Lemma 7.9. 
Theorem 7.12. The subsets M(0,0),redb,µ and M(0,1),redb,µ are the connected components of M(0),redb,µ .
Proof. The proof is the same as Theorem 5.27 by using Lemma 7.11. 
Finally, we give a relation between the Bruhat–Tits strata of M(0)b,µ and some Deligne–Lusztig
varieties for even special orthogonal groups appeared in Proposition 4.8.
Theorem 7.13. For T ∈ VLb, there is an isomorphism BT(0)b,µ,T ∼= XBdb(T )(w
+
db(T )
)unionsqXBdb(T )(w
−
db(T )
).
In particular, BT
(0)
b,µ,T is isomorphic to the disjoint union of two Deligne–Lusztig varieties for
SO(Bb(T )) associated with Coxeter elements.
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Proof. This follows from Propositions 4.8 and 7.5. 
Remark 7.14. We use the notations in Section 2.1. We have G⊗Qp F ∼= GL4,F ⊗FGm,F . Set
µ1 : Gm,F → G⊗Q F ; z 7→ (diag(1, 1, 1, z), z).
Then a non-µ-neutral b is µ1-neutral. Moreover, we have Mb,µ = Mb,µ1 , where Mb,µ1 is the
Rapoport–Zink space for (G, b, µ1) defined by the same manner as Mb,µ. In [Wu16], he first
determined the connected components M(0,0)b,µ1 and M
(0,1)
b,µ1
of M(0)b,µ1 , and constructed the Bruhat–
Tits stratification of M(0,0)b,µ1 . However, it seems to need a modification for determining M
(0,j)
b,µ1
.
Remark 7.15. Our method in this section can be generalized for the Rapoport–Zink space for
GU(1, n− 1) with even n and a neutral acceptable b appeared in [Wu16]. The results are exactly
the same as [Wu16, Theorem 1].
8. Supersingular loci of unitary Shimura varieties
In this section, we consider the supersingular loci of Shimura varieties for unitary similitude
group of signature (2, 2) associated to an imaginary quadratic field L over an odd prime p which
ramifies in L.
8.1. Rapoport–Zink integral models of unitary Shimura varieties. Let L = Q(
√
∆) be
an imaginary quadratic field, where ∆ ∈ Z<0 is square-free. We denote by a 7→ a the non-trivial
Galois automorphism of L/Q. Throughout of this section, we fix an injection ϕ : L → Q and an
isomorphism Qp ∼= C. Let (U, 〈 , 〉U) be an L/Q-hermitian space of signature (2, 2). For each prime
`, put
inv`(U) := det(〈xi, xj〉U) ∈ Q×` /NL`/Q`(L×` ),
where L` := L ⊗Q Q` and x1, . . . x4 is an L`-basis of U` := U`. Note that U` is split as an L`/Q`-
hermitian space if and only if inv`(U) = 1.
Let p > 2 be an odd prime number. Here we assume that p ramifies in L and invp(U) = 1.
Put
( , )U :=
1
2
TrL/Q(〈 , 〉U).
Then we have (ax, y)U = (x, ay)U for x, y ∈ U and a ∈ L. We define an algebraic group G over Q
by
G(R) = {(g, c) ∈ GLL⊗QR(U ⊗Q R)×R× | (g(x), g(y))U = c(x, y) for any x, y ∈ U}
for any Q-algebra R. It is a reductive connected group over Q. Note that G⊗Q Qp is quasi-split
over Q since invp(U) = 1.
Definition 8.1. Let S be an Zp-scheme. An abelian variety with G-structure over S is a triple
(A, ι, λ), where
• A is an abelian variety of dimension 4 over S,
• ι : O → End(A) is a ring homomorphism,
• λ : A→ A∨ is a polarization,
satisfying the following conditions for any a ∈ OL:
• det(T − ι(a) | Lie(A)) = (T − ϕ(a))2(T − ϕ(a))2,
• λ ◦ ι(a) = ι(a)∨ ◦ λ.
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From now on, we fix an order O of L which is maximal at p, and put Op := O ⊗Z Zp. Let Kp
be a sufficiently small compact open subgroup of G(Apf ), where A
p
f is the finite adele´ ring without
p-component. On the other hand, let Kp be a special maximal parahoric subgroup of G(Qp). More
precisely, it is a stabilizer of a
√
∆-modular Op-lattice in Up.
Definition 8.2. We define an Zp-schemeSK,U as the moduli space of the functor which parametrizes
equivalence classes of (A, ι, λ, ηp) for any noetherian scheme S, where
• (A, ι, λ) is an abelian variety with G-structure over S such that
ordp(# ker(λ)) = ordp(# ker(ι(
√
∆))),
• ηp is a Kp-level structure, that is, a pi1(S, s)-invariant Kp-orbit of an isomorphism
H1(As,Apf )
∼=−→ U ⊗Q Apf
which respects (L ⊗Q Apf )/Apf -hermitian forms up to an (Apf )×-multiple. Here s is a geo-
metric point of S.
Two quadruples (A, ι, λ, ηp) and (A′, ι′, λ′, (η′)p) are equivalent if there is a prime-to-p isogeny
A→ A′ which respects OL-actions, polarizations and Kp-level structures.
Set S := ResC/RGm. Fix a C-basis e1, . . . , e4 of U ⊗Q R whose Gram matrix of 〈 , 〉U is
diag(1, 1,−1,−1), and we regard G⊗Q R as a subgroup of ResC/R GL4 by the above basis. Let X
the G(R)-conjugacy class in Hom(S,G⊗Q R) containing
h : S→ G⊗Q R; z 7→ diag(z, z, z, z).
Then (G,X) is a Shimura datum whose reflex field is Q. Moreover, the generic fiber of SK,U
equals ShK(G,X)⊗QQp. This follows from that the Hasse principal holds for G, which is pointed
out in [Kot92, Section 7] or [Vol10, Section 6.3].
8.2. Non-emptiness of the basic Newton strata. Here we study the Newton strata of the
geometric special fiber SK,U,Fp := SK,U ⊗Zp Fp of SK,U .
Put F := Lp, OF := O ⊗Z Zp and V := Up. Set G := G⊗Q Qp, and let µ be the cocharacter of
G over Qp associated to the cocharacter
Gm
z 7→(z,1)−−−−→ Gm ⊗C Gm hC−→ G⊗Q C
and the fixed isomorphism Qp ∼= C. Then the datum (F,OF , V,G, µ) coincides with the one defined
in Section 2.1.
Definition 8.3. For [b] ∈ B(G), we define SK,[b] as the a locally closed subscheme of SK,U,Fp by
SK,U,[b](k) = {(A, ι, λ, ηp) ∈ SK,U(k) | D(A)Q ∼= Nb for some (all) b ∈ [b]}
for any algebraically closed field k of characteristic p. We call SK,U,[b] the Newton stratum of
SK,U,Fp with respect to [b].
The Newton stratum SK,U,[b] is non-empty only if ordp(simG(b)) = 1 for some (all) b ∈ [b].
Moreover, it is closed in SK,U,Fp if [b] ∈ B(G)1,basic.
Let b0 and b1 be elements of G(K0) defined in Section 2.4. We have [bj] ∈ B(G)1,basic for
j ∈ {0, 1}. We prove the following:
Proposition 8.4. The Newton strata SK,U,[b0] and SK,U,[b1] are non-empty.
This assertion implies the following:
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Theorem 8.5.
(i) There is a decomposition into open and closed subschemes
SK,U = S
loc
K,U unionsq (SK,U \S locK,U).
(ii) The scheme S locK,U is flat over Zp and regular of dimension 5.
(iii) The scheme SK,U \S locK,U is smooth over Fp and 3-dimensional.
(iv) The non-smooth locus of S locK,U is contained in S
ss
K,U .
Proof. These follow from Propositions 3.3, 8.4 and [Hai05, Theorem 6.4]. 
To prove Proposition 8.4, we introduce the notion of invariants for abelian varieties with G-
structures, which are essentially defined in [KR15, Section 3].
Definition 8.6. Let k be a field of characteristic p, and (A, ι, λ) an abelian variety with G-structure
over k.
• For a prime ` 6= p, consider the rational Tate module V`A of A. Then ι and λ induces
an L`-action and a non-degenerate alternating form ( , )` on V`A. Moreover, there is an
L`/Q`-hermitian form 〈 , 〉` on V`A satisfying the same formula as ( , )U . Put
inv`(A, ι, λ) := detL`(〈xi, xj〉`)1≤i,j≤4 ∈ Q×` /NL`/Q`(L×` ),
where x1, . . . , x4 is an L`-basis of V`A. It is independent of the choice of x1, . . . , x4.
• For a prime p, we consider the rational Dieudonne´ module D(A)Q with L-action and
non-degenerate alternating form ( , )p, cf. Section 2.2 (i). Then there is an (L ⊗Z
W (k))/FracW (k)-hermitian form 〈 , 〉p on D(A)Q satisfying the same relation as ( , )U .
Consider the isocrystal
(S(A),FS(A)) :=
 4∧
L⊗ZW (k)
D(A)Q,
4∧
L⊗ZW (k)
F

with the (L⊗ZW (k))/FracW (k)-hermitian form 〈 , 〉S(A) associated to 〈 , 〉p. Then there
is z ∈ S(A) \ {0} satisfying FS(A)(z) = p2z. Now put
invp(A, ι, λ) := 〈z, z〉S(A) ∈ Q×p /NLp/Qp(L×p ).
It is independent of the choice of z.
It suffices to show the following:
Proposition 8.7.
(i) There is a polarized OL-abelian 4-fold (A0, ι0, λ0) over Fp such that inv`(A0, ι0, λ0) =
inv`(U) for any prime `.
(ii) There is a polarized OL-abelian 4-fold (A1, ι1, λ1) over Fp such that inv`(A0, ι0, λ0) =
inv`(U) for any prime ` 6= p, and invp(A0, ι0, λ0) 6= invp(U).
Proposition 8.7 ⇒ Proposition 8.4. For j ∈ {0, 1}, let (Aj, ιj, λj) be as in Proposition 8.7. By
replacing Aj to an isogeneous one, we may assume that D(Aj) is a $-modular lattice in D(Aj)Q.
Note that there is an isomorphism of isocrystals with G-structures D(Aj)Q ∼= Nbj over Fp. This
follows from the equality of invariants at p.
We construct an isomorphism ηp : H1(Aj,Apf )
∼=−→ U ⊗Q Apf for j ∈ {0, 1}. Let S be the set of
primes ` satisfying at least one of the following:
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• ` ramifies in L,
• O ⊗Z Z` is not a maximal order in L`,
• inv`(V ) 6= 1,
• ` | deg(λ),
• ` = 2.
Put ZS :=
∏
6`∈S Z`. Then there is a lattice Λ0 in U and an isomorphism of (OL⊗ZẐS)/ẐS-hermitian
spaces
ηSj :
∏
`6∈S
T`A
∼=−→ Λ0 ⊗Z ZS.
On the other hand, there is an isometry of L`/Q`-hermitian spaces
ηj,` : V`Aj
∼=−→ U`
by the equalities of invariants at all ` ∈ S \ {p}. Combining with ηSj and ηj,` for ` ∈ S \ {p}, we
obtain an isomorphism of (L⊗Q Apf )/Apf -hermitian spaces
ηpj : H1(Aj,A
p
f )
∼=−→ U ⊗Q Apf .
Therefore (Aj, ιj, λj, η
p
j mod K
p) gives an Fp-valued point of SK,U,[bj ]. 
Proof of Proposition 8.7. (i): Let E be a supersingular elliptic curve over Fp. Fix an injection
ιE : OL → End(E) (note that End(E) is a maximal order of the quaternion algebra over Q which
is ramified exactly at p and ∞) and a principal polarization λE of E. Then we have λE ◦ ιE(a) =
ιE(a)
∨ ◦ λE for any a ∈ OL.
There is c ∈ Q× so that c = inv`(U) in Q×` /NL`/Q`(L×` ) for any prime ` of Q. In particular,
we have c > 0 and c ∈ NLp/Qp(L×p ). By replacing c to ce for some e ∈ NL/Q(L×) if necessary, we
may assume that ordp(c) = 0. Write c = c1/c2, where ci ∈ Z>0 and p - ci. Then, (E4, ι4E, (c1λE)×
(c2λE)
3) is a desired polarized L-abelian 4-fold over Fp.
(ii): Write Hom(L,Qp) = {ϕ1, ϕ2}. By the theory of complex multiplication [ST61], for i ∈
{1, 2}, there is an elliptic curve Ei over Zp with an action ιi on Ei such that Ei,Fp is supersingular,
and L acts on Lie(Ei,Qp) by ϕi. Put A := E1 × E2, and define an action ι of OL on A by ι1 × ι2.
Then we have
det(T − ι(a) | Lie(AQp)) = T 2 − TrL/Q(a)T + NL/Q(a)
for any a ∈ OL. By the same argument as the proof of [KR15, Lemma 3.5], there is a polarization
λ of A such that ker(λ) = ker(ι(√∆)). Note that we have inv`(AFp , ιFp , λFp) = 1 for any prime `.
On the other hand, by the same argument in the proof of (i), there is a polarized L-abelian surface
(A′, ι′, λ′) over Fp such that inv`(A′, ι′, λ′) = inv`(U) for any prime ` 6= p and invp(A′, ι′, λ′) 6=
invp(U). Hence (AFp × A′, ιFp × ι′, λFp × λ′) is a desired polarized OL-abelian 4-fold over Fp. 
8.3. Structure of the supersingular loci. We define the supersingular locus S ssK,U as the re-
duced closed subscheme of SK,U,Fp satisfying
S ssK,U(k) = {(A, ι, λ, ηp) ∈ SK,U(k) | A is supersingular}
for any algebraically closed field k of characteristic p.
Theorem 8.8. The supersingular locus S ssK,U equals SK,U,[b0] unionsqSK,U,[b1].
Proof. This follows from the equality B(G)1,basic = {[b0], [b1]} proved in Section 2.4 and Proposition
2.8. 
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We give a connection between S ssK,U the Rapoport–Zink spacesMb0,µ andMb1,µ. For j ∈ {0, 1},
let ŜK,U,[bj ] be the completion of SK,U ⊗Zp W along SK,U,[bj ].
Proposition 8.9. Let j ∈ {0, 1}. Then there is an isomorphism
Ij(Q)\(Mbj ,µ ×G(Apf )/Kp)
∼=−→ ŜK,U,[bj ]
of formal schemes over Spf W . Here Ij is an algebraic group over Q defined by
Ij(R) = {(g, c) ∈ (EndOL(Ai)⊗Z R)×R× | g∨ ◦ λi ◦ g = cλi}
for any Q-algebra R.
Proof. If we can apply the p-adic uniformization theorem [RZ96, Theorem 6.30], then the assertion
follows. For this, it suffices to show the non-emptiness of SK,U,[bj ] and that the Hasse principle
for G holds. However, the first assertion follows from Proposition 8.4, and the second assertion is
already pointed out in Section 8.1. 
Now we can prove the theorems on explicit descriptions of basic loci in Section 1.1 by using
Proposition 8.9 and the result on the Rapoport–Zink spaces.
Theorem 8.10.
(i) The scheme SK,U,[b0] is purely 2-dimensional. Any irreducible component is birational to
the Fermat surface
xp+10 + x
p+1
1 + x
p+1
2 + x
p+1
3 = 0
in P3Fp = ProjFp[x0, x1, x2, x3].
(ii) Let C be an irreducible component ofSK,U,[b0]. Then, for any irreducible component C
′ 6= C
of SK,U,[b0], the intersection C ∩ C ′ is either the empty set, a single point or birational to
P1Fp. Moreover, the following hold:
#{C ′ ∈ Irr(SK,U,[b0]) \ {C} | C ∩ C ′ is a single point} ≤ p(p+ 1)(p2 + 1),
#{C ′ ∈ Irr(SK,U,[b0]) \ {C} | C ∩ C ′ is birational to P1Fp} ≤ (p+ 1)(p2 + 1).
(iii) Each C ∈ Irr(SK,U,[b0]) contains at most (p+ 1)(p2 + 1)-non-smooth points of SK,U .
(iv) Each non-smooth point of SK,U is contained in at most (p+ 1)-irreducible components of
SK,U,[b0].
Proof. This follows from the same argument as the proof of [Oki19, Theorem 7.15] by using The-
orems 8.9, 6.7 and Corollary 5.36. 
Theorem 8.11.
(i) The number of connected components of SK,U,[b0] equals the cardinality of
I0(Q)\(J0,0b0 \Jb0(Qp)×G(Apf )/Kp),
where J0,0b0 := {g ∈ J0b0(Qp) | ordp(sim(g)) = 0}.
(ii) The number of irreducible components of SK,U,[b0] equals the cardinality of
I0(Q)\(Jb0(Qp)/Kb0,2 ×G(Apf )/Kp),
where Kb0,2 is the stabilizer of a vertex lattice in VLb0(2).
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(iii) The number of non-smooth points of SK,U equals the cardinality of
I0(Q)\(Jb0/Kb0,4 ×G(Apf )/Kp),
where Kb0,4 is the stabilizer of a vertex lattice in VLb0(4).
Proof. (i): The proof is the same as [Oki19, Theorem 7.13 (i)] by using Theorems 8.9 and 5.27.
(ii): The proof is the same as [Oki19, Theorem 7.13 (ii)] by using Theorem 8.9 and Corollary
5.29.
(iii): This follows from the same argument as the proof of [Oki19, Theorem 7.13 (iii)] by using
Theorems 8.9 and 6.7 (iv). 
Theorem 8.12.
(i) The scheme SK,U,[b0] is purely 1-dimensional. Any irreducible component is birational to
P1Fp.
(ii) Let C be an irreducible component ofSK,U,[b1]. Then, for any irreducible component C
′ 6= C
of SK,U,[b1], the intersection C ∩C ′ is either the empty set or a single point. Moreover, we
have
#{C ′ ∈ Irr(SK,U,[b1]) \ {C} | C ∩ C ′ is a single point} ≤ p(p2 + 1).
Proof. This follows from the same argument as the proof of [Oki19, Theorem 7.15] by using The-
orems 8.9, 7.6 and Corollary 7.10. 
Theorem 8.13.
(i) The number of connected components of SK,U,[b1] equals the cardinality of
I1(Q)\(J0,0b1 \Jb1(Qp)×G(Apf )/Kp),
where J0,0b1 := {g ∈ J0b1(Qp) | ordp(sim(g)) = 0}.
(ii) The number of irreducible components of SK,U,[b1] equals the cardinality of
I1(Q)\(Jb1(Qp)/Kb1,0 ×G(Apf )/Kp),
where Kb1,0 is the stabilizer of a vertex lattice in VLb1(0).
Proof. (i): The proof is the same as [Oki19, Theorem 7.13 (i)] by using Theorems 8.9 and 7.12.
(ii): This follows from the same argument as the proof of [Oki19, Theorem 7.13 (ii)] by using
Theorem 8.9 and Corollary 7.11. 
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