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1. Notation and XX Assumptions
We begin by reviewing the essential notation:
i: subject (i = 1; : : : ; n)
n: number of subjects
Di: death time for the ith subject
Ci: independent censoring time for the ith subject
Ti: treatment time for the ith subject
Xi: minfDi; Cig: observation time for the ith subject
Zi (t): covariate for ith subject at follow-up time t
Ei(t): treatment eligibility indicator of ith subject at time t
NTi (t) = I(Ti 6 t; Ti < Xi); note that dN
T
i (t) = Ei(t)dN
T
i (t)
Hi(t) = fZ

i (s); Ei(s); s 2 [0; t)g: history up to time t
 : pre-specied constant satisfying P (Xi > ) > 0 for all i.
k: cross section (k = 1; : : : ; K); K: number of cross-sections
Sik: follow-up time at calendar date of the kth cross section
Dik = Di   Sik, death time measured from date of kth cross section
Tik = Ti   Sik, treatment time measured from date of kth cross section
Cik = Ci   Sik, independent censoring time measured from date of kth cross section
Ni0k(t) = Ni(Sik + t)I(Ti > Sik + t)
Eik = Ei(Sik)
0k: pre-specied constant satisfying P (Dik ^ Tik ^ Cik > 0k) > 0
Ni1(t) = I(Ti < Xi)Ni(Ti + t)
1: pre-specied constant satisfying P (Di   Ti > 1jTi; Ti < Di) > 0
NCi (t) = I(Ci 6 t; Ci < Di)
2 Biometrics, January 2012
The following hazard functions are modeled:
Pre-treatment death hazard: 0(t; sjHi(s); Ei(s) = 1)
Cross-section stratied version: 0k(t; sjHi(Sik); Ei(Sik) = 1)
Post-treatment death hazard: 1(t;TijHi(Ti); Ti)
Treatment initiation hazard: Ti (tjHi(t); Ei(t))
Independent censoring hazard: Ci (t).
The following models are assumed:
1(t;TijHi(Ti); Ti) = 01(t) expf
0
1Zi1(Ti)g
0(t; sjHi(s); Ei(s) = 1) = 00(t) expf
0
0Zi0(s)g
0k(t; sjHi(Sik); Ei(Sik) = 1) = 00k(t) expf
0
0Zi0(Sik)g
Ti (tjHi(t); Ei(t)) = Ei(t)
T
0 (t) expf
0
0Zi(t)g
Ci (t) = 
C
0 (t) expf
0
0Zi(0)g:
XX We assume strong ignorability, which essentially equates hazard functions correspond-
ing to the counterfactuals (through which the target treatment eect is described) and hazard
functions based on observed data. Specically, we assume that
lim
dt#0
Pft 6 (D1   s) < t+ dtj(D1   s) > t;H(s); T = sg
= lim
dt#0
Pft 6 (D   s) < t+ dtj(D   s) > t;H(s); T ^D = s; T < Dg
and that
lim
dt#0
Pft 6 (D0   s) < t+ dtj(D0   s) > t;H(s); T = sg
= lim
dt#0
Pft 6 (D ^ T   s) < t+ dt;D < T j(D ^ T   s) > t;H(s); E(s) = 1g:
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2. Regularity Conditions
In deriving the asymptotic properties of the proposed estimators the following conditions
are assumed for i = 1; :::; n and k = 1; :::; K
(a) The vectors fXi; Ni(Xi); N
T
i (Xi);Hi(Xi ^ Ti)g are independent and identically dis-
tributed.
(b) jZil(t)j < l, for t 2 [0;  ] and Z

il(t) is the lth element of Z

i (t).
(c)
R 0k
0
0k(t)dt <1,
R 1
0
01(t)dt <1,
R 
0
T0 (t)dt <1 and
R 
0
C0 (t)dt <1.
(d) Continuity of the following functions:
r
(1)
T (t;) =
@
@
r
(0)
T (t;);
r
(2)
T (t;) =
@2
@@0
r
(0)
T (t;);
and r
(0)
T (t;), where
r
(p)
T (t;) = E[Ei(t)Yi(t)Zi(t)

p expf0Zi(t)g];
is the limiting value of
R
(p)
T (t;) = n
 1
nX
i=1
Ei(t)Yi(t)Zi(t)

p expf0Zi(t)g;
for p = 0; 1; 2, with r
(1)
T (t;) and r
(2)
T (t;) bounded and r
(0)
T (t;) bounded away from 0 for
t 2 [0;  ] and  in an open set, with z
0 = 1; z
1 = z and z
2 = zz0 for a vector z.
Continuity of the following functions:
r
(1)
0k (t;;W ) =
@
@
r
(0)
0k (t;;W );
r
(2)
0k (t;;W ) =
@2
@@0
r
(0)
0k (t;;W );
and r
(0)
0k (t;;W ), where
r
(p)
0k (t;;W ) = E[EikW
A
ik(t)Z

p
i0k exp(
0Zi0k)];
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is the limiting value of
R
(p)
0k (t;;W ) = n
 1
nX
i=1
EikW
A
ik(t)Z

p
i0k exp(
0Zi0k);
for p = 0; 1; 2, with r
(1)
0k (t;;W ) and r
(2)
0k (t;;W ) bounded and r
(0)
0k (t;;W ) bounded away
from 0 for t 2 [0; 0k] and  in an open set.
Continuity of the following functions:
r
(1)
1 (t;) =
@
@
r
(0)
1 (t;);
r
(2)
1 (t;) =
@2
@@0
r
(0)
1 (t;);
and r
(0)
1 (t;) where
r
(p)
1 (t;1) = E[Yi1(t)Z

p
i1 exp(
0
1Zi1)];
is the limiting value of
R
(p)
1 (t;1) = n
 1
nX
i=1
Yi1(t)Z

p
i1 exp(
0
1Zi1);
for p = 0; 1; 2, with r
(1)
1 (t;1) and r
(2)
1 (t;1) bounded and r
(0)
1 (t;1) bounded away from 0
for t 2 [0; 1] and 1 in an open set.
Continuity of the following functions:
r
(1)
C (t;) =
@
@
r
(0)
C (t;);
r
(2)
C (t;) =
@2
@@0
r
(0)
C (t;);
and r
(0)
C (t;)where
r
(p)
C (t;) = E[Yi(t)Zi(0)

p expf0Zi(0)g];
is the limiting value of
R
(p)
C (t;) = n
 1
nX
i=1
Yi(t)Zi(0)

p expf0Zi(0)g;
for p = 0; 1; 2, with r
(1)
C (t;) and r
(2)
C (t;) bounded and r
(0)
C (t;) bounded away from 0 for
t 2 [0;  ] and  in an open set.
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(e) Positive-deniteness of the matrices 
T (0), 
0(0), 
1(1) and 
C(0), where

T () = E
 Z 
0

r
(2)
T (t;)
r
(0)
T (t;)
  z(t;)
2

dNTi (t)

;
z(t;) = r
(1)
T (t;)=r
(0)
T (t;);

0() = E
 KX
k=1
Z 0k
0

r
(2)
0k (t;;W )
r
(0)
0k (t;;W )
  z0k(t;;W )

2

dNi0k(t)

:
z0k(t;;W ) = r
(1)
0k (t;;W )=r
(0)
0k (t;;W );

1() = E
 Z 1
0

r
(2)
1 (t;)
r
(0)
1 (t;)
  z1(t;)

2

dNi1(t)

:
z1(t;) = r
(1)
1 (t;)=r
(0)
1 (t;);

C() = E
 Z 
0

r
(2)
C (t;)
r
(0)
C (t;)
  zC(t;)

2

dNCi (t)

;
zC(t;) = r
(1)
C (t;)=r
(0)
C (t;);
(f) PfYi(t) = 1g > 0 for t 2 (0;  ]
3. Outline of Asymptotic Derivation
We derive the inuence functions of terms of interest as summations of independent and
identical distributed (i.i.d.) terms plus a term which converges to zero in probability. The
terms are as follows:
(1) n
1
2 (b   0)
(2) n
1
2fbT0 (t)  T0 (t)g
(3) n
1
2fbTi (t)  Ti (t)g
(4) n
1
2fcWAik(t) WAik(t)g
(5) n
1
2 (b0   0)
(6) n
1
2fb00(t)  00(t)g
(7) n
1
2fbi0(t;Si)  i0(t;Si)g
(8) n
1
2fbSi0(t;Si)  Si0(t;Si)g
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(9) n
1
2fbi0(Si)  i0(Si)g
(10) n
1
2 (b1   1)
(11) n
1
2fb01(t)  01(t)g
(12) n
1
2fbi1(t;Ti)  i1(t;Ti)g
(13) n
1
2fbSi1(t;Ti)  Si1(t;Ti)g
(14) n
1
2fbi1(Ti)  i1(Ti)g
(15) n
1
2 (b 0)
(16) n
1
2fbC0 (t)  C0 (t)g
(17) n
1
2fbCi (t)  Ci (t)g
(18) n
1
2f bGi(t) 1  Gi(t) 1g
(19) n
1
2fbi(t)  i(t)g
(20) n
1
2fbi(L) i(L)g
(21) n
1
2fb(t)  (t)g
(22) n
1
2 (b(L) (L))
The parameter 0 is consistently estimated by b, the solution to UT () = 0, where
UT () =
nX
i=1
Z 
0
fZi(t) Z(t;)gdN
T
i (t);
where Z(t;) = R
(1)
T (t;)=R
(0)
T (t;); R
(p)
T (t;) = n
 1
Pn
i=1 Yi(t)Ei(t)Zi(t)

p expf0Zi(t)g
for p = 0; 1; 2;. The Breslow (1972) estimator of T0 (t) is given by
bT0 (t) = n 1Pni=1 R t0 R(0)T (u; b) 1dNTi (u):
The parameter 1 is consistently estimated by b1, the solution to U 1() = 0, where
U 1() =
nX
i=1
NTi ()
Z 1
0
fZi1(Ti) Z1(t;)gdNi1(t); (1)
with Ni1(t) = Ni(Ti + t)I(Ci > Ti) denoting the counting process for post-treatment death;
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 is chosen to satisfy P (Ci > ) > 0 and will often be set to the maximum follow-
up time; Z1(t;1) = R
(1)
1 (t;1)=R
(0)
1 (t;1), Yi1(t) = Yi(Ti + t)I(Ci > Ti); R
(p)
1 (t;1) =
n 1
Pn
i=1N
T
i ()Yi1(t)Zi1(Ti)

p expf01Zi1(Ti)g, for p = 0; 1; 2, where, for a vector z, z

0 =
1, z
1 = z, z
2 = zz0 and 1 satises PfYi1(1) = 1g > 0 and will typically be set
to the maximum post-treatment follow-up time. The cumulative baseline hazard, 01(t) is
consistently estimated by the Breslow (1972) estimator,
b01(t) = n 1 nX
i=1
NTi ()
Z t
0
R
(0)
1 (u;
b1) 1dNi1(u):
The following quantities are pertinent to Theorem 1:
j(t) = V ()
 1

V1j(t) + V2j(t) +
Z 
0
f(t;u)  (t)gGj(u)
 1dNTj (u)

;
j(L) =
Z L
0
j(t)dt;
where
V () = E
 Z 
0
Gi(u)
 1dNTi (u)

;
V1j(t) = E
 Z 
0
'Sij(t)Gi(u)
 1dNTi (u)

;
V2j(t) = E
 Z 
0
i(t;u)'
C
ij(u)dN
T
i (u)

;
'Cij(t) = Gi(t)fD
C0
i (t)
C(0)
 1UCj (0) + J
C
ij (t)g;
'Sij(t) = Si0(t)fi0(t)Zi(Si)
0
 10 (0)U j0(0)  expf
0
0Zi(t)gj0(t)g;
 Si1(t)fi1(t)Z
0
i1

 1
1 (1)U j1(1)  expf
0
1Zi1gj1(t)g;
with
1(1),
0(0),U j1(1),U j0(0), i1(t), i0(t), j1(t), j0(t),D
C
i (t),
C(0),U
C
j (0)
and JCij (t) are dened in derivation provided in the next subsection.
4. Derivation of Asymptotic Properties
Several parts of the proof regarding the proportional hazards model are well-established
results. Therefore, they are simply listed without proof. For details, please refer to Andersen
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and Gill (1982), Fleming and Harrington (1991) and Andersen et al. (1993).
4.1 n
1
2 (b   0)
As n!1, we have
n
1
2 (b   0) = 
T (0) 1n  12 nX
i=1
UTi (0) + op(1);
where
UTi () =
Z 
0
fZi(t)  z(t;)gdM
T
i (t;);
dMTi (t) = dN
T
i (t)  Yi(t)d
T
i (t);
This is now a well-established Cox model result, derived through Martingale theory.
4.2 n
1
2fbT0 (t)  T0 (t)g
We induce the following decomposition:
n
1
2fbT0 (t)  T0 (t)g
= n
1
2fbT0 (t; b)  bT0 (t;0)g (2)
+n
1
2fbT0 (t;0)  T0 (t)g: (3)
We can express the rst term as
(2) = n 
1
2
nX
i=1
Z t
0
fR
(0)
T (u;
b) 1  R(0)T (u;0) 1gdNTi (u)
= bh0T (t;0)
T (0) 1n  12 nX
i=1
UTi (0)
= h0T (t;0)
T (0)
 1n 
1
2
nX
i=1
UTi (0) + op(1):
where the third line follows from the convergence in probability of
bh0T (t;) =  n 1 nX
i=1
Z t
0
R
(0)
T (u;)
 1Z(u;)dNTi (u) =  
Z t
0
Z(u;)dbT0 (u;);
b
T () = n 1 nX
i=1
Z 
0

R
(2)
T (t;)
R
(0)
T (t;)
 Z(t;)
2

dNTi (t);
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where Z(t;) = R
(1)
T (t;)=R
(0)
T (t;), to the quantities
h0T (t;) =  
Z t
0
z(u;)dT0 (u);
and 
T () respectively, with 
T () dened in Regularity Condition (e).
With respect to the second term in the decomposition, we have,
(3) = n 
1
2
nX
i=1
Z t
0
R
(0)
T (u;0)
 1dMTi (u)
= n 
1
2
nX
i=1
Z t
0
r
(0)
T (u;0)
 1dMTi (u) + op(1);
where the second line follows from continuity and Condition (d). Combining results, for the
decomposition, we have
n
1
2fbT0 (t)  T0 (t)g = n  12 nX
i=1
Ti (t;0) + op(1);
where
Ti (t;) = h
0
T (t;)
T ()
 1UTi () +
Z t
0
r
(0)
T (u;)
 1dMTi (u) =
Z t
0
dTi (u;);
and
dTi (u;) =  z
0(u;)dT0 (u)
T ()
 1UTi () + r
(0)
T (u;)
 1dMTi (u):
4.3 n
1
2fbTi (t)  Ti (t)g
We begin with another decomposition,
n
1
2fbTi (t)  Ti (t)g
= n
1
2
Z t
0
expfb0Zi(u)gdbT0 (u) 
Z t
0
expf00Zi(u)gdbT0 (u)

(4)
+n
1
2
Z t
0
expf00Zi(u)gdbT0 (u) 
Z t
0
expf00Zi(u)gd
T
0 (u)

: (5)
Considering the rst term,
(4) = n
1
2
Z t
0
fexpfb0Zi(u)g   expf00Zi(u)ggdbT0 (u):
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By a Taylor series expansion,
n
1
2fexpfb0Zi(u)g   expf0Zi(u)gg = Z 0i(u) expf0Zi(u)gn 12 (b   ) + op(1)
= Z 0i(u) expf
0Zi(u)g
T ()
 1n 
1
2
nX
l=1
UTl () + op(1):
Since bT0 (t) p ! T0 (t) for t 2 [0;  ], we obtain
(4) =
Z t
0
Z 0i(u)d
T
i (u)
T ()
 1n 
1
2
nX
l=1
UTl () + op(1):
By using Result 4.2, the second term can be written as
(5) = n
1
2
Z t
0
expf00Zi(u)gdfbT0 (t)  T0 (t)g
=
Z t
0
expf00Zi(u)gn
  1
2
nX
l=1
dTl (u;0) + op(1):
Combining results from the decomposition leads to
n
1
2fbTi (t)  Ti (t)g =
Z t
0
fZi(u)  z(u;0)g
0dTi (u)
T (0)
 1n 
1
2
nX
l=1
UTl (0)
+n 
1
2
nX
l=1
Z t
0
expf00Zi(u)gr
(0)
T (u;0)
 1dMTl (u) + op(1)
= D0i(t;0)
T (0)
 1n 
1
2
nX
l=1
UTl (0) + n
  1
2
nX
l=1
JTil(t;0) + op(1);
where we dene
Di(t;) =
Z t
0
fZi(u)  z(u;)g
0dTi (u) =
Z t
0
dDi(u;);
JTil(t;) =
Z t
0
expf0Zi(u)gr
(0)
T (u;)
 1dMTl (u):
4.4 n
1
2fcWAik(t) WAik(t)g
Consistent with the notation set in Section 1, when the subscript of quantities does not
involve the cross section notation k, t refers the time from study entry. If k is present in the
subscript, then t denotes the time from the kth cross section date.
Since WAik(t) = expf
T
i (t+ Sik)  
T
i (Sik)g and cWAik(t) = expfbTi (t+ Sik)  bTi (Sik)g, we
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then have
n
1
2fcWAik(t) WAik(t)g
= n
1
2fexpfbTi (t+ Sik)  bTi (Sik)g   expfTi (t+ Sik)  Ti (Sik)gg
= WAik(t)n
1
2 [fbTi (t+ Sik)  Ti (t+ Sik)g   fbTi (Sik)  Ti (Sik)g] + op(1)
= WAik(t)n
  1
2
nX
l=1
fD0ik(t;0)
T (0)
 1UTl (0) + J
T
ikl(t;0)g+ op(1);
where we dene
Dik(t;) =
Z Sik+t
Sik
fZi(u)  z(u;)g
0dTi (u) =
Z t
0
dDi(u;);
JTikl(t;) =
Z Sik+t
Sik
expf0Zi(u)gr
(0)
T (u;)
 1dMTl (u):
4.5 n
1
2 (b0   0)
It is straightforward to show that
n
1
2 (b0   0) = 
 10 (0)n  12 nX
i=1
KX
k=1
EikU i0k(0;cW ) + op(1);
where we dene
U i0k(;W ) =
Z 0k
0
fZi0k   z0k(t;;W )gW
A
ik(t)dMi0k(t);
dMi0k(t) = dNi0k(t)  Yi0k(t)di0k(t):
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The term n 
1
2
Pn
i=1
PK
k=1 EikU i0k(;
cW ) can be decomposed as follows,
n 
1
2
nX
i=1
KX
k=1
EikU i0k(;cW )
= n 
1
2
nX
i=1
KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;cW )gcWAik(t)dMi0k(t)
= n 
1
2
nX
i=1
KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;W )gW
A
ik(t)dMi0k(t) (6)
 n 
1
2
nX
i=1
KX
k=1
Eik
Z 0k
0
fz0k(t;;cW )  z0k(t;;W )gWAik(t)dMi0k(t) (7)
+n 
1
2
nX
i=1
KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;cW )gfcWAik(t) WAik(t)gdMi0k(t) (8)
+op(1):
Now, through the Functional Delta Method, combined with a lot of tedious algebra, (7)
converges in probability to 0.
Using Result 4.4
(8) = n 
1
2
nX
i=1
KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;W )gW
A
ik(t)
n 1
nX
l=1
D0ik(t;0)
T (0)
 1UTl (0)dMi0k(t) (9)
+n 
1
2
nX
i=1
KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;W )gW
A
ik(t)
n 1
nX
l=1
JTikl(t;0)dMi0k(t): (10)
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Switching the order of summation, we have
(9) = n 1
nX
i=1
KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;W )gW
A
ik(t)D
0
ik(t;0)dMi0k(t)

T (0)
 1n 
1
2
nX
l=1
UTl (0)
= cH 00(t;;W )
T (0) 1n  12 nX
l=1
UTl (0)
= H 00(t;;W )
T ()
 1n 
1
2
nX
l=1
UTl (0) + op(1);
where the last equality follows from the convergence in probability of
cH 00(t;;W ) = n 1 nX
i=1
KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;W )gW
A
ik(t)D
0
ik(t;0)dMi0k(t);
to the quantity
H 00(t;;W ) = E
 KX
k=1
Eik
Z 0k
0
fZi0k   z0k(t;;W )gW
A
ik(t)D
0
ik(t;0)dMi0k(t)

:
Switching the order of summation and integration
(10) = n 
1
2
nX
j=1
Z 
Sik

n 1
nX
l=1
KX
k=1
Eik expf
0
0Zi(u)g
Z  Sik
u Sik
fZi0k   z0k(t;;W )g
WAik(t)dMi0k(t)

r
(0)
T (u;0)
 1dMTl (u)
= n 
1
2
nX
l=1
Z 
Sik
bG0(u;  ;)r(0)T (u;0) 1dMTl (u)
= n 
1
2
nX
l=1
Z 
Sik
G0(u;  ;)r
(0)
T (u;0)
 1dMTl (u) + op(1);
where the last equality follows from the convergence in probability of
bG0(t1; t2;) = n 1 nX
i=1
KX
k=1
Eik expf
0
0Zi(t1)g
Z t2 Sik
t1 Sik
fZi0k   z0k(t;;W )gW
A
ik(t)dMi0k(t);
to the quantity
G0(t1; t2;) = E
 KX
k=1
Eik expf
0
0Zi(t1)g
Z t2 Sik
t1 Sik
fZi0k   z0k(t;;W )gW
A
ik(t)dMi0k(t)

:
Combining the equations (6) (9) and (10), we obtain
n
1
2 (b0   0) = 
0(0) 1n  12 nX
i=1
U i0(0) + op(1);
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where
U i0(0) =
KX
k=1
Z 0k
0
EikfZi0k   z0k(t;0;W )gW
A
ik(t)dMi0k(t)
+H 00(t;0;W )
T (0)
 1UTi (0)
+
Z 
Sik
G0(t;  ;0)r
(0)
T (t;0)
 1dMTi (t):
4.6 n
1
2fb00(t)  00(t)g
We dene
b00(t;0) = n 1 nX
i=1
KX
k=1
Z t
0
R
(0)
0 (u;0)
 1EikW
A
ik(u)dNi0k(u)
for t 2 (0; L], where R
(0)
0 (u;0) =
PK
k=1R
(0)
0k (u;0).
We begin another decomposition,
n
1
2fb00(t)  00(t)g
= n
1
2 [b00ft;cW;R0(b0;cW )g   b00ft;cW;R0(0;cW )g] (11)
+n
1
2 [b00ft;cW;R0(0;cW )g   b00ft;W;R0(0;cW )g] (12)
+n
1
2 [b00ft;W;R0(0;cW )g   b00ft;W;R0(0;W )g] (13)
+n
1
2 [b00ft;W;R0(0;W )g   00(t)] (14)
By using Result 4.5, we can express the rst term as
(11) = n 
1
2
nX
i=1
KX
k=1
Z t
0
EikfR
(0)
0 (u;
b0;cW ) 1  R(0)0 (u;0;cW ) 1gcWAik(u)dNi0k(u)
=  
Z t
0
Z
0
0(u;0;W )d00(u)
0(0)
 1n 
1
2
nX
i=1
U i0(0) + op(1)
= h00(t;0;W )
0(0)
 1n 
1
2
nX
i=1
U i0(0) + op(1);
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where we dene
Z0(t;;W ) = R
(1)
0 (t;;W )=R
(0)
0 (t;;W ):
R
(p)
0 (t;;W ) =
KX
k=1
R
(p)
0k (t;;W );
z0(t;;W ) = r
(1)
0 (t;;W )=r
(0)
0 (t;;W ):
r
(p)
0 (t;;W ) =
KX
k=1
r
(p)
0k (t;;W );
h0(t;;W ) =  
Z t
0
z00(u;;W )d00(u):
By using Result 4.4, we have
(12) = n 
1
2
nX
i=1
KX
k=1
Eik
Z t
0
fcWAik(u) WAik(u)gR(0)0 (u;0;cW ) 1dNi0k(u)
= n 1
nX
i=1
KX
k=1
Eik
Z t
0
R
(0)
0 (u;0;W )
 1WAik(u)D
0
ik(u;0)
T (0)
 1
n 
1
2
nX
l=1
UTl (0)dNi0k(u) (15)
+n 1
nX
i=1
KX
k=1
Eik
Z t
0
R
(0)
0 (u;0;W )
 1WAik(u)
n 
1
2
nX
l=1
JTikl(u;0)dNi0k(u) + op(1): (16)
Switching the order of summation, we have
(15) = bB00(t;0)
T (0) 1n  12 nX
l=1
UTl (0)
= B00(t;0)
T (0)
 1n 
1
2
nX
l=1
UTl (0) + op(1);
where the last equality follows from the convergence in probability of
bB0(t;) = n 1 nX
i=1
KX
k=1
Eik
Z t
0
R
(0)
0 (u;;W )
 1WAik(u)D
0
ik(u;)dNi0k(u)
to the quantity
B0(t;) = E

Eik
Z t
0
r
(0)
0 (u;;W )
 1WAik(u)D
0
ik(u;)dNi0k(u)

:
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Switching the order of summation and integration
(16) = n 
1
2
nX
l=1
Z t
0
bK0(u; t;0)r(0)T (u;0) 1dMTl (u)
= n 
1
2
nX
l=1
Z t
0
K0(u; t;0)r
(0)
T (u;0)
 1dMTl (u) + op(1);
where the last equality follows from the convergence in probability of
bK0(t1; t2;) = n 1 nX
i=1
KX
k=1
expf0Zi(t1)g
Z t2 Sik
t1 Sik
EikW
A
ik(u)R
(0)
0 (u;;W )
 1dNi0k(u);
to the quantity
K0(t1; t2;) = E

expf00Zi(t1)gEik
Z t2 Sik
t1 Sik
WAik(u)r
(0)
0 (u;;W )
 1dNi0k(u)

:
Combining equations (15) and (16), we obtain
(12) = B00(t;0)
T (0)
 1n 
1
2
nX
l=1
UTl (0)
+n 
1
2
nX
l=1
Z t
0
K0(u; t;0)r
(0)
T (u;0)
 1dMTl (u) + op(1):
We can write
(13) = n 
1
2
nX
i=1
KX
k=1
Eik
Z t
0
WAik(u)fR
(0)
0 (u;0;cW ) 1  R(0)0 (u;0;W ) 1gdNi0k(u):
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Now, through the Functional Delta Method,
n
1
2fR
(0)
0 (u;;cW ) 1  R(0)0 (u;;W ) 1g
=  R
(0)
0 (u;;W )
 2n 1
nX
i=1
KX
k=1
Eik expf
0Zi0kgn
1
2fcWAik(u) WAik(u)g
=  R
(0)
0 (u;;W )
 2n 1
nX
i=1
KX
k=1
Eik expf
0Zi0kgW
A
ik(u)n
  1
2

nX
l=1
fD0ik(u)
T (0)
 1UTl (0) + J
T
ikl(u)g
= R
(0)
0 (u;;W )
 2 bF 00(u;)
T (0) 1n  12 nX
l=1
UTl (0)
+R
(0)
0 (u;;W )
 2n 
1
2
nX
l=1
Z u+Sik
0
bQ0(s; u;0)r(0)T (s;0) 1dMTl (s)
= R
(0)
0 (u;;W )
 2F 00(u;)
T (0)
 1n 
1
2
nX
l=1
UTl (0)
+R
(0)
0 (u;;W )
 2n 
1
2
nX
l=1
Z u+Sik
0
Q0(s; u;0)r
(0)
T (s;0)
 1dMTl (s) + op(1);
where the last line follows from the convergence in probability of
bF 0(u;) =  n 1 nX
i=1
KX
k=1
Eik expf
0Zi0kgW
A
ik(u)D
0
ik(u;);
bQ0(t1; t2;) =  n 1 nX
i=1
KX
k=1
Eik expf
0Zi(t1)ge

0
Z i0kWAik(t2);
to the quantities
F 0(u;) =  E

Eik expf
0Zi0kgW
A
ik(u)D
0
ik(u;)

;
Q0(t1; t2;) =  E

Eik expf
0Zi(t1)ge

0
Z i0kWAik(t2)

:
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Substituting this result into the expansion of (13), we obtain
(13) = n 1
nX
i=1
KX
k=1
Eik
Z t
0
WAik(u)R
(0)
0 (u;0;W )
 2F 00(u;0)
T ()
 1n 
1
2

nX
l=1
UTl (0)dNi0k(u)
+n 1
nX
i=1
KX
k=1
Eik
Z t
0
WAik(u)R
(0)
0 (u;0;W )
 2n 
1
2
nX
l=1
Z u+Sik
0
Q0(s; u;0)
r
(0)
T (s;0)
 1dMTl (s)dNi0k(u):
Switching the order of summation for the rst term, and the order of summation and
integration in the second term, we have
(13) = bE0(t;0)
T (0) 1n  12 nX
l=1
UTl (0)
+n 
1
2
nX
l=1
Z t
0
bP0(u; t;0)r(0)T (u;0) 1dMTl (u)
= E0(t;0)
T (0)
 1n 
1
2
nX
l=1
UTl (0)
+n 
1
2
nX
l=1
Z t
0
P0(u; t;0)r
(0)
T (u;0)
 1dMTl (u) + op(1);
where the last line follows from the convergence in probability of
bE0(t;) = n 1 nX
i=1
KX
k=1
Eik
Z t
0
WAik(u)F 0(u;)
R
(0)
0 (u;;W )
2
dNi0k(u);
bP0(t1; t2;) = n 1 nX
i=1
KX
k=1
Eik
Z t2 Sik
t1 Sik
WAik(u)Q0(t1; u;)
R
(0)
0 (u;;W )
2
dNi0k(u);
to the quantities
E0(t;) = E

Eik
Z t
0
WAik(u)F 0(u;)
r
(0)
0 (u;;W )
2
dNi0k(u)

;
P0(t1; t2;) = E

Eik
Z t2 Sik
t1 Sik
WAik(u)Q0(t1; u;)
r
(0)
0 (u;;W )
2
dNi0k(u)

:
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We can also express
(14) = n 
1
2
nX
i=1
KX
k=1
Eik
Z t
0
WAik(u)
R
(0)
0 (u;0;W )
dMi0k(u);
= n 
1
2
nX
i=1
KX
k=1
Eik
Z t
0
WAik(u)
r
(0)
0 (u;0;W )
dMi0k(u) + op(1);
Combining the results of equations (11) (12) (13) and (14), we obtain
n
1
2fb00(t)  00(t)g
= h00(t;0;W )

 1
0 (0)n
  1
2
nX
i=1
U i0(0)
+[B00(t;0) +E
0
0(t;0)]
T ()
 1n 
1
2
nX
i=1
UTi (0)
+n 
1
2
nX
i=1
Z t
0
[K0(u; t;0) + P0(u; t;0)]r
(0)
T (u;0)
 1dMTi (u)
+n 
1
2
nX
i=1
KX
k=1
Eik
Z t
0
r
(0)
0 (u;0;W )
 1WAik(u)dMi0k(u)
= n 
1
2
nX
i=1
Z t
0
di0(u);
where
i0(t) = h
0
0(t;0;W )

 1
0 (0)U i0(0)
+[B00(t;0) +E
0
0(t;0)]
T (0)
 1UTi (0)
+
Z t
0
[K0(u; t;0) + P0(u; t;0)]r
(0)
T (u;0)
 1dMTi (u)
+
KX
k=1
Eik
Z t
0
r
(0)
0 (u;0;W )
 1WAik(u)dMi0k(u)
=
Z t
0
di0(u):
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4.7 n
1
2fbi0(t;Si)  i0(t;Si)g
We begin with another decomposition
n
1
2fbi0(t;Si)  i0(t;Si)g
= n
1
2fbi0(t; b;Si)  bi0(t;0;Si)g (17)
+n
1
2fbi0(t;0;Si)  i0(t)g: (18)
Consider the rst term and using Result 4.5
(17) = b00(t)n 12fexpfb00Zi(Si)g   expf00Zi(Si)gg
= 00(t) expf
0
0Zi(Si)gZi(Si)
0n
1
2 (b0   0) + op(1)
= 00(t) expf
0
0Zi(Si)gZi(Si)
0
 10 (0)n
  1
2
nX
j=1
Uj0(0) + op(1):
By using Result 4.6, the second term can be written as
(18) = expf00Zi(Si)gn
1
2fb00(t)  00(t)g
= expf00Zi(Si)gn
  1
2
nX
j=1
j0(t) + op(1):
Combining equations (17) and (18), we obtain
n
1
2fbi0(t;Si)  i0(t;Si)g
= i0(t;Si)Zi(Si)
0
 10 (0)n
  1
2
nX
j=1
U j0(0) + expf
0
0Zi(Si)gn
  1
2
nX
j=1
j0(t) + op(1):
4.8 n
1
2fbSi0(t;Si)  Si0(t;Si)g
Using the Functional Delta Method and Result 4.7, we have
n
1
2fbSi0(t;Si)  Si0(t;Si)g =  Si0(t;Si)n 12fbi0(t;Si)  i0(t;Si)g+ op(1):
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4.9 n
1
2fbi0(Si)  i0(Si)g
Dene i0(Si) =
R L
0
Si0(u;Si)du. By continuity and Results 4.7 and 4.8, we have
n
1
2fbi0(Si)  i0(Si)g
= n
1
2
Z L
0
fbSi0(t;Si)  Si0(t;Si)gdt
=  
Z L
0
Si0(t;Si)n
1
2fbi0(t;Si)  i0(t;Si)gdt+ op(1)
=  
Z L
0
Si0(t;Si)i0(t;Si)Zi(Si)
0
 10 (0)n
  1
2
nX
j=1
U j0(0)dt (19)
 
Z L
0
Si0(t;Si) expf
0
0Zi(Si)gn
  1
2
nX
j=1
Z t
0
dj0(u)dt+ op(1): (20)
For the second term, switching the order of integration and summation
(20) =  n 
1
2
nX
j=1
Z L
0
Z L
u
Si0(t;Si) expf
0
0Zi(Si)gdtdj0(u)
=  n 
1
2
nX
j=1
Z L
0
expf00Zi(Si)g

i0(Si) 
Z t
0
Si0(u;Si)du

dj0(t):
Combining equations (19) and (20), we have
n
1
2fbi0(Si)  i0(Si)g = Z L
0
Si0(t;Si)i0(t;Si)Zi(Si)
0
 10 (0)n
  1
2
nX
j=1
U j0(0)dt
 n 
1
2
nX
j=1
Z L
0
expf00Zi(Si)g

i0(Si) 
Z t
0
Si0(u;Si)du

dj0(t)
= n 
1
2
nX
j=1
'ij0(Si):
where
'ij0(Si) = Zi(Si)
0
 10 (0)U j0(0)
Z L
0
Si0(t;Si)i0(t;Si)dt
  expf00Zi(Si)g
Z L
0

i0(Si) 
Z t
0
Si0(u;Si)du

dj0(t):
4.10 n
1
2 (b1   1)
It is straightforward to show that
n
1
2 (b1   1) = 
 11 (1)n  12 nX
i=1
U i1(1) + op(1);
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where
U i1(1) =
Z 1
0
fZi1   z1(t;1)gdMi1(t);
dMi1(t) = dNi1(t)  Yi1(t)di1(t):
This is now a well-established Cox model result, derived through Martingale theory.
4.11 n
1
2fb01(t)  01(t)g
We begin with another decomposition,
n
1
2fb01(t)  01(t)g
= n
1
2 [b01(t; b1)  b01(t;1)] (21)
+n
1
2 [b01(t;1)  01(t)]: (22)
Consider the rst term,
(21) = n 
1
2
nX
i=1
Z t
0
fR
(0)
1 (u;
b1) 1  R(0)1 (u;1) 1gdNi1(u)
= bh01(t;1)
1(1) 1n  12 nX
i=1
U i1(1)
= h01(t;1)
1(1)
 1n 
1
2
nX
i=1
U i1(1) + op(1);
where the third line follows from the convergence in probability of
bh01(t;1) =  
Z t
0
z01(u;1)db01(u);
b
1(1) = n 1 nX
i=1
Z 1
0

R
(2)
1 (t;1)
R
(0)
1 (t;1)
  z1(t;1)

2

dNi1(t);
to the quantities
h01(t;1) =  
Z t
0
z01(u;1)d01(u);
and 
1(1) respectively, with 
1(1) dened in Regularity Condition (e).
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With respect to the second term in the decomposition, we have,
(22) = n 
1
2
nX
i=1
Z t
0
dMi1(u)
R
(0)
1 (u;1)
;
= n 
1
2
nX
i=1
Z t
0
dMi1(u)
r
(0)
1 (u;1)
+ op(1);
where the second line follows from continuity and Condition (d). Combining equations (21)
and (22), for the decomposition, we have
n
1
2fb01(t)  01(t)g
= h01(t;1)
1(1)
 1n 
1
2
nX
i=1
U i1(1)
+n 
1
2
nX
i=1
Z t
0
r
(0)
1 (u;1)
 1dMi1(u)
= n 
1
2
nX
i=1
Z t
0
di1(u);
where
i1(t) = h
0
1(t;1)
1(1)
 1U i1(1)
+
Z t
0
r
(0)
1 (u;1)
 1dMi1(u)
=
Z t
0
di1(u):
4.12 n
1
2fbi1(t;Ti)  i1(t;Ti)g
We begin with another decomposition
n
1
2fbi1(t;Ti)  i1(t;Ti)g
= n
1
2fbi1(t; b1;Ti)  bi1(t;1;Ti)g (23)
+n
1
2fbi1(t;1;Ti)  i1(t)g: (24)
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Considering the rst term, by a Taylor series expansion and Result 4.10, and b01(t) p !
01(t) for t 2 [0;  ], we obtain
(23) = b01(t)n 12fexpfb01Zi1g   expf01Zi1gg
= 01(t) expf
0
1Zi1gZ
0
i1n
1
2 (b1   1) + op(1)
= 01(t) expf
0
1Zi1gZ
0
i1
1(1)
 1n 
1
2
nX
j=1
U j1(1) + op(1):
By using Result 4.11, the second term can be written as
(24) = expf01Zi1gn
1
2fb01(t)  01(t)g
= expf01Zi1gn
  1
2
nX
j=1
j1(t) + op(1):
Combining results from the decomposition leads to,
n
1
2fbi1(t;Ti)  i1(t;Ti)g
= i1(t;Ti)Z
0
i1
1(1)
 1n 
1
2
nX
j=1
U j1(1) + expf
0
1Zi1gn
  1
2
nX
j=1
j1(t) + op(1):
4.13 n
1
2fbSi1(t;Ti)  Si1(t;Ti)g
Using the Functional Delta Method
n
1
2fbSi1(t;Ti)  Si1(t;Ti)g =  Si1(t;Ti)n 12fbi1(t;Ti)  i1(t;Ti)g+ op(1):
4.14 n
1
2fbi1(Ti)  i1(Ti)g
Dene i1(Ti) =
R L
0
Si1(u;Ti)du. By continuity and Results 4.12 and 4.13,
n
1
2fbi1(Ti)  i1(Ti)g = n 12 Z L
0
fbSi1(t;Ti)  Si1(t;Ti)gdt
=  
Z L
0
Si1(t;Ti)n
1
2fbi1(t;Ti)  i1(t;Ti)gdt+ op(1)
=  
Z L
0
Si1(t;Ti)i1(t;Ti)Z
0
i1
1(1)
 1n 
1
2
nX
j=1
U j1(1)dt (25)
 
Z L
0
Si1(t;Ti) expf
0
1Zi1gn
  1
2
nX
j=1
Z t
0
dj1(u)dt: (26)
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For the second term, switching the order of integration and summation
(26) =  n 
1
2
nX
j=1
Z L
0
Z L
u
Si1(t;Ti) expf
0
1Zi1gdtdj1(u)
=  n 
1
2
nX
j=1
Z L
0
expf01Zi1g

i1(Ti) 
Z t
0
Si1(u;Ti)du

dj1(t):
Combining equations (25) and (26), we obtain
n
1
2fbi1(Ti)  i1(Ti)g = Z L
0
Si1(t;Ti)i1(t;Ti)Z
0
i1
1(1)
 1n 
1
2
nX
j=1
U j1(1)dt
 n 
1
2
nX
j=1
Z L
0
expf01Zi1g

i1(Ti) 
Z t
0
Si1(u;Ti)du

dj1(t)
= n 
1
2
nX
j=1
'ij1(Ti);
where
'ij1(Ti) = Z
0
i1
1(1)
 1U j1(1)
Z L
0
Si1(t;Ti)i1(t;Ti)dt
  expf01Zi1g
Z L
0

i1(Ti) 
Z t
0
Si1(u;Ti)du

dj1(t):
4.15 n
1
2 (b 0)
It is straightforward to show that
n
1
2 (b 0) = 
C(0) 1n  12 nX
i=1
UCi (0) + op(1);
where we dene
UCi () =
Z 
0
fZi(0)  zC(t;)gdM
C
i (t;);
dMi1(t) = dNi1(t)  Yi1(t)dik(t):
This is now a well-established Cox model result, derived through Martingale theory.
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4.16 n
1
2fbC0 (t)  C0 (t)g
We start the following decomposition
n
1
2fbC0 (t)  C0 (t)g
= n
1
2fbC0 (t; b)  bC0 (t;0)g (27)
+n
1
2fbC0 (t;0)  C0 (t)g: (28)
We can express the rst term as
(27) = n 
1
2
nX
i=1
Z t
0
fR
(0)
C (u; b) 1  R(0)C (u;0) 1gdNCi (u)
= bh0C(t;0)
C(0) 1n  12 nX
i=1
UCi (0)
= h0C(t;0)
C(0)
 1n 
1
2
nX
i=1
UCi (0) + op(1);
where the third line follows from the convergence in probability of
bh0C(t;) =  n 1 nX
i=1
Z t
0
R
(0)
C (u;)
 1zC(u;)dN
C
i (u) =  
Z t
0
zC(u;)dbC0 (u;);
b
C() = n 1 nX
i=1
Z 
0

R
(2)
C (t;)
R
(0)
C (t;)
  zC(t;1)

2

dNCi (t);
to the quantities
h0C(t;) =  
Z t
0
zC(u;)d
C
0 (u);
and 
C() respectively, with 
C() dened in Regularity Condition (e).
With respect to the second term in the decomposition, we have
(28) = n 
1
2
nX
i=1
Z t
0
R
(0)
C (u;0)
 1dMCi (u)
= n 
1
2
nX
i=1
Z t
0
r
(0)
C (u;0)
 1dMCi (u) + op(1);
where the second line follows from continuity and Condition (d). Combining equations (27)
and (28), for the decomposition, we have
n
1
2fbC0 (t)  C0 (t)g = n  12 nX
i=1
Ci (t;0) + op(1);
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where
Ci (t;) = h
0
C(t;)
C(0)
 1UCi (0) +
Z t
0
r
(0)
C (u;0)
 1dMCi (u) =
Z t
0
dCi (u;0);
and
dCi (u;) =  zC(u;)d
C
0 (u)
C()
 1UCi () + r
(0)
C (u;)
 1dMCi (u):
4.17 n
1
2fbCi (t)  Ci (t)g
We start with another decomposition,
n
1
2fbCi (t)  Ci (t)g
= n
1
2
bCi (t; b)  bCi (t;)

(29)
+n
1
2
bCi (t;)  Ci (t)

: (30)
Considering the rst term,
(29) = bC0 (t)n 12fexpfb0Zi(0)g   expf00Zi(0)gg:
By a Taylor series expansion,
n
1
2fexpfb0Zi(0)g   expf00Zi(0)gg = Z 0i(0) expf00Zi(0)gn 12 (b 0) + op(1)
= Z 0i(0) expf
0
0Zi(0)g
C(0)
 1n 
1
2
nX
j=1
UCj (0) + op(1):
As bC0 (t) p ! C0 (t) for t 2 [0;  ], we obtain
(29) = Z 0i(0)
C
i (t) expf
0
0Zi(0)g
C(0)
 1n 
1
2
nX
j=1
UCj (0) + op(1):
By using Result 4.16, the second term can be written as
(30) = expf00Zi(0)gn
1
2fbC0 (t)  C0 (t)g
= expf00Zi(0)gn
  1
2
nX
j=1
dCj (u;0) + op(1):
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Combining result leads to
n
1
2fbCi (t)  Ci (t)g =
Z t
0
fZi(0)  zC(u;0)g
0dCi (u)
C(0)
 1n 
1
2
nX
j=1
UCj (0)
+n 
1
2
nX
j=1
Z t
0
expf00Zi(0)gr
(0)
C (u;0)
 1dMCj (u) + op(1)
= DC
0
i (t)
C(0)
 1n 
1
2
nX
j=1
UCj (0) + n
  1
2
nX
j=1
JCij (t) + op(1);
where we dene
DC
0
i (t) =
Z t
0
fZi(0)  zC(u;0)g
0dCi (u) =
Z t
0
dDC
0
i (t);
JCij (t) =
Z t
0
expf00Zi(0)gr
(0)
C (u;0)
 1dMCj (u):
4.18 n
1
2f bGi(t) 1  Gi(t) 1g
Since Gi(t)
 1 = e
C
i
(t) and bGi(t) 1 = expfbCi (t)g, we then have
n
1
2f bGi(t) 1  Gi(t) 1g = n 12fexpfbCi (t)g   expfCi (t)gg
= Gi(t)
 1n
1
2fbCi (t)  Ci (t)g+ op(1)
= Gi(t)
 1n 
1
2
nX
j=1
fDC
0
i (t)
C(0)
 1UCj () + J
C
ij (t)g+ op(1)
= n 
1
2
nX
j=1
'Cij(t) + op(1);
where
'Cij(t) = Gi(t)
 1fDC
0
i (t)
C(0)
 1UCj (0) + J
C
ij (t)g:
4.19 n
1
2fbi(t)  i(t)g
From Results 4.8 and 4.13, we have
n
1
2fbSi0(t;Ti)  Si0(t;Ti)g =  Si0(t;Ti)n 12fbi0(t;Ti)  i0(t;Ti)g+ op(1);
n
1
2fbSi1(t;Ti)  Si1(t;Ti)g =  Si1(t;Ti)n 12fbi1(t;Ti)  i1(t;Ti)g+ op(1);
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then using Results 4.7 and 4.12, we obtain
n
1
2fbi(t)  i(t)g
= n
1
2fbSi1(t;Ti)  Si1(t;Ti)g   n 12fbSi0(t;Ti)  Si0(t;Ti)g+ op(1)
= Si0(t;Ti)n
1
2fbi0(t;Ti)  i0(t;Ti)g   Si1(t;Ti)n 12fbi1(t;Ti)  i1(t;Ti)g+ op(1)
= n 
1
2
nX
j=1
'Sij(t) + op(1);
where
'Sij(t) = Si0(t)fi0(t)Zi(Si)
0
 10 (0)U j0(0)  expf
0
0Zi(t)gj0(t)g
 Si1(t)fi1(t)Z
0
i1

 1
1 (1)U j1(1)  expf
0
1Zi1gj1(t)g:
4.20 n
1
2fbi(L) i(L)g
Since bi(L) = R t0 bi(u)du and i(L) = R t0 i(u)du, using Result 4.19, we have
n
1
2fbi(L) i(L)g = n 12 Z L
0
fbi(u)  i(u)gdu;
= n 
1
2
Z L
0
nX
j=1
'Sij(u)du+ op(1);
where switch the integration and summation sign, we obtain
n
1
2fbi(L) i(L)g = n  12 nX
j=1
'Dij (L) + op(1);
where
'Dij (L) =
Z L
0
'Sij(u)du:
4.21 n
1
2fb(t)  (t)g
First dene
bV () = n 1 nX
i=1
Z 
0
bGi(u) 1dNTi (u);
V () = P (Ti 6 t; Ti < Di);
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and
bV (t) p ! Z 
0
E

dNTi (t)
Gi(t)

= P (Ti 6 t; Ti < Di) = V ():
Then by Slutsky's Theorem, we can write
b(t) = V () 1n 1 nX
i=1
Z 
0
bi(t;u) bGi(u) 1dNTi (u) + op(1):
Since we dene (t) = E[(t;T; Z(T ))], b(t)  (t) can then be decomposed as follows:
n
1
2fb(t)  (t)g
= n
1
2
Pn
i=1
R 
0
bi(t;u) bGi(u) 1dNTi (u)
nV ()
 
Pn
i=1
R 
0
i(t;u) bGi(u) 1dNTi (u)
nV ()

+n
1
2
Pn
i=1
R 
0
i(t;u) bGi(u) 1dNTi (u)
nV ()
 
Pn
i=1
R 
0
i(t;u)Gi(u)
 1dNTi (u)
nV ()

+n
1
2
Pn
i=1
R 
0
i(t;u)Gi(u)
 1dNTi (u)
nV ()
  (t)

+ op(1):
Then we can write
n
1
2fb(t)  (t)g
= V () 1n 1
nX
i=1
Z 
0
n
1
2fbi(t;u)  i(t;u)g bGi(u) 1dNTi (u) (31)
+V () 1n 1
nX
i=1
Z 
0
i(t;u)n
1
2f bGi(u) 1  Gi(u) 1gdNTi (u) (32)
+n 
1
2V () 1
nX
i=1
Z 
0
fi(t;u)  (t)gGi(u)
 1dNTi (u) + op(1): (33)
By Result 4.19 and Slutsky Theorem, we have the following decomposition
(31) = n 
1
2V () 1n 1
nX
i=1
Z 
0
nX
j=1
'Sij(t)Gi(u)
 1dNTi (u) + op(1)
= n 
1
2V () 1
nX
j=1
n 1
nX
i=1
Z 
0
'Sij(t)Gi(u)
 1dNTi (u) + op(1)
= n 
1
2V () 1
nX
j=1
bV1j(t) + op(1)
= n 
1
2V () 1
nX
j=1
V1j(t) + op(1)
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where
bV1j(t) = n 1 nX
i=1
Z 
0
'Sij(t)Gi(u)
 1dNTi (u);
V1j(t) = E
 Z 
0
'Sij(t)Gi(u)
 1dNTi (u)

:
By Result 4.18 we have
(32) = n 
1
2V () 1n 1
nX
i=1
Z 
0
i(t;u)
nX
j=1
'Cij(u)dN
T
i (u) + op(1)
= n 
1
2V () 1
nX
j=1
n 1
nX
i=1
Z 
0
i(t;u)'
C
ij(u)dN
T
i (u) + op(1)
= n 
1
2V () 1
nX
j=1
bV2j(t) + op(1)
= n 
1
2V () 1
nX
j=1
V2j(t) + op(1);
where
bV2j(t) = n 1 nX
i=1
Z 
0
i(t;u)'
C
ij(u)dN
T
i (u);
V2j(t) = E
 Z 
0
i(t;u)'
C
ij(u)dN
T
i (u)

:
Combining all the results above, we can have
n
1
2fb(t)  (t)g
= n 
1
2
nX
j=1
V () 1

V1j(t) + V2j(t) +
Z 
0
fj(t;u)  (t)gGj(u)
 1dNTj (u)

+ op(1)
= n 
1
2
nX
j=1
j(t) + op(1);
where
j(t) = V ()
 1

V1j(t) + V2j(t) +
Z 
0
fj(t;u)  (t)gGj(u)
 1dNTj (u)

:
4.22 n
1
2f[(L) (L)g
Finally, since b(L) = R L
0
b(t)dt and (L) = R L
0
(t)dt, we can have
n
1
2fb(L) (L)g = n  12 nX
j=1
j(L) + op(1);
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where
j(L) =
Z L
0
j(t)dt:
5. Simplied variance estimator
Simplied variance estimators for b(t) and b(L) are given by n 2Pni=1 bi (t)2 and n 2Pni=1 b2i
respectively, where
bj (t) = bV () 1 nX
i=1
Z 
0
b'Sij (t) bGi(u) 1dNTi (u) (34)
+bV () 1 Z 
0
fbj(t;u)  b(t)g bGj(u) 1dNTj (t);
bj =
Z L
0
bj (t)dt (35)
bV () = n 1 nX
i=1
Z 
0
bGi(t) 1dNTi (t);
with
'Sij (t) = Si0(t)fi0(t)Zi(Si)
0
 10 (0)U j0(0)  expf
0
0Zi(t)g

j0(t)g
 Si1(t)fi1(t)Z
0
i1

 1
1 (1)U j1(1)  expf
0
1Zi1g

j1(t)g
i0(t) =  
Z t
0
z00(u;;W )d00(u)

 1
0 (0)U i0(0) +
KX
k=1
Z t
0
Ai(Sik)W
A
ik(u)dMi0k(u)
r
(0)
0 (u;0;W )
;
i1(t) =  
Z t
0
z01(u;1)d01(u)

 1
1 (1)U i1(1) +
Z t
0
NTi ()dMi1(u)
r
(0)
1 (u;1)
;
dMi0k(t) = dNi0k(t)  Yi0k(t)di0(t);
dMi1(t) = dNi1(t)  Yi1(t)di1(t);
where z0(t;;W ), r
(0)
0 (t;0;W ), z1(t;1) and r
(0)
1 (t;1) are the limiting values of Z0(t;;W ),
R
(0)
0 (t;0;W ), Z1(t;1) and R
(0)
1 (t;1), respectively.
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6. Simulation results under model misspecication
In Tables 1 and 2 we evaluate the degree of bias introduced by mis-specifying the hazard
model for either pre-transplant death (3rd last column), post-transplant death (2nd last
column) or transplant (last column). In each case, a Bernoulli(0.5) is added to the data
generator, but not the tted models; the unobserved covariate has either a strong (Table )
or moderate (Table 1) impact on the hazard process aected. Results are biased, although
not considerably. The degree of bias seems to be impacted most through misspecication of
the transplant hazard model.
[Table 1 about here.]
[Table 2 about here.]
7. Additional analysis of liver transplant data
[Table 3 about here.]
[Table 4 about here.]
34 Biometrics, January 2012
Figure 1 present observed MELD trajectories by time since wait listing for 20 randomly
selected patients with initial MELD (at listing) of 15.
[Figure 1 about here.]
Figure 2 presents MELD trajectories for 8 randomly selected patients from those from
Figure 1 (initial MELD of 15).
[Figure 2 about here.]
[Figure 3 about here.]
The baseline hazard for death in the absence of transplantation is displayed in Figure
4. Note that the time axis is t time since transplantation (in days), such that the plot is
interpreted as being averaged over the transplanted patients, and depicting the hazard to
which their mortality experience would have been subject to had liver transplantation not
existed as a treatment option.
[Figure 4 about here.]
The baseline transplant hazard is presented in Figure 5.
[Figure 5 about here.]
Average cumulative incidence of transplant is shown in Figure 6. The subdistribution seems
to plateau at approximately 3 years post-wait-listing.
[Figure 6 about here.]
The post-transplant death hazard is presented in Figure 7.
[Figure 7 about here.]
Supplementary: Treatment Eect using Partly Conditional Regression 35
References
Andersen, P. K., Borgan, O., Gill, R. D., and Keiding, N. (1993). Statistical Models Based
on Counting Processes. New York: Springer-Verlag.
Andersen, P.K. and Gill, R.D. (1982). Cox's regression model for counting processes: A large
sample study. The Annals of Statistics 10, 1100{1120.
Fleming, T. R. and Harrington, D. P. (1991). Counting Processes and Survival Analysis.
New York: Wiley.
Schaubel, D.E., Wolfe, R.A., Sima, C.S. and Merion, R.M. (2009). Estimating the eect of
a time-dependent treatment by levels of an internal time-dependent covariate. Journal
of the American Statistical Association 104, , 49{59.
Sharma, P., Schaubel, D.E., Goodrich, N.P. and Merion, R.M. (2015). Serum sodium and
the survival benet of liver transplantation. Liver Transplantation 21, 308{313.
Received January 2012. Revised January 2012. Accepted January 2012.
36 Biometrics, January 2012
Figure 1. XX Spaghetti plot of MELD various randomly selected patients with MELD=15
at wait-listing (s = 0). The time axis is s, time since wait listing (in days).
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Figure 2. MELD trajectories for various randomly selected patients with MELD=15 at
wait listing. The time axis is s, time since wait listing (in days).
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Figure 3. MELD trajectories for various randomly selected patients with MELD=20 at
wait listing. The time axis is s, time since wait listing (in days).
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Figure 4. Smoothed estimator of 00(t), the baseline hazard for death in the absence of
transplantation, given by (12) in main manuscript; i.e., smooth increments of b00(t; b0),
given by (19) in the main manuscript. The time axis is t, time since cross-section (in days).
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Figure 5. Smoothed estimator of T0 (t), given by (14) in the main manuscript: the baseline
transplant hazard. The time axis is time since wait listing (in days).
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Figure 6. Average cumulative incidence of liver transplantation, given by (22) of the main
manuscript. The time axis represents time since wait listing (in days).
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Figure 7. Smoothed estimator of 01(t) from (11) in the main manuscript: the post-
transplant death hazard. The time axis is time since liver transplant (in days)
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Table 1
Raw Bias (year) Comparison for Moderate Mis-specied Models. M : The coecient of the extra dichotomous
variables in pre-/post-treatment/transplant model. Besides the two variables described in the manuscript, there is
one extra dichotomous variable with coecient M , which we mis-specied in the modeling process.
M =  0:70; 0:70; 0:70 in pre, post and transplant model respectively.
E[NCi ()] E[N
T
i ()] Case Term Pre Post Tran
10% 10%  > 0  0.025 -0.004 0.050
(1) 0.011 -0.001 0.018
(2) 0.010 -0.001 0.021
(3) 0.010 0.001 0.019
15% 15%  > 0  0.016 0.029 0.009
(1) 0.007 0.007 0.009
(2) 0.008 0.012 0.001
(3) 0.007 0.016 -0.008
20% 20%  > 0  0.016 -0.008 0.013
(1) 0.003 -0.006 0.001
(2) 0.008 -0.002 0.007
(3) 0.011 -0.001 0.003
10% 10%  = 0  0.023 0.035 0.029
(1) 0.004 0.008 0.013
(2) 0.011 0.013 0.011
(3) 0.015 0.018 0.012
15% 15%  = 0  -0.003 0.022 0.033
(1) 0.006 0.006 0.012
(2) -0.001 0.011 0.014
(3) -0.006 0.019 0.011
20% 20%  = 0  0.016 -0.027 0.014
(1) 0.008 -0.006 0.007
(2) 0.006 -0.013 0.003
(3) 0.005 -0.007 0.005
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Table 2
Raw Bias (year) Comparison for Mild Mis-specied Models. M : The coecient of the extra dichotomous variables
in pre-/post-treatment/transplant model. Besides the two variables described in the manuscript, there is one extra
dichotomous variable with coecient M , which we mis-specied in the modeling process. M =  0:32; 0:20; 0:32
in pre, post and transplant model respectively.
E[NCi ()] E[N
T
i ()] Case Term Pre Post Tran
10% 10%  > 0  0.017 -0.068 0.021
(1) 0.010 -0.006 -0.001
(2) 0.004 0.001 0.017
(3) 0.001 -0.004 0.017
15% 15%  > 0  0.008 0.029 -0.004
(1) 0.004 0.008 -0.001
(2) 0.005 0.012 0.001
(3) -0.001 0.014 -0.001
20% 20%  > 0  0.001 0.012 0.030
(1) 0.004 0.008 0.012
(2) 0.001 0.004 0.007
(3) -0.001 0.004 0.012
10% 10%  = 0  0.036 0.008 0.019
(1) 0.014 0.001 0.007
(2) 0.014 0.004 0.012
(3) 0.005 0.006 0.009
15% 15%  = 0  0.012 0.005 0.004
(1) 0.004 -0.001 0.003
(2) 0.003 -0.001 -0.004
(3) 0.008 0.009 0.006
20% 20%  = 0  0.011 0.020 0.066
(1) 0.003 0.001 0.007
(2) 0.010 0.011 0.010
(3) 0.001 0.011 0.019
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Table 3
Mean and Total Patient Years (Out of 5 Years) Saved by Observed Transplants
MELD b(5) Transplants Total Years Saved
6-8 0.11 2,874 316
9-11 0.29 3,687 1,069
12-14 0.59 4,000 2,360
15-17 1.00 5,028 5,028
18-19 1.06 2,985 3,164
20-22 1.23 3,633 4,468
23-25 1.07 3,303 3,534
26-29 0.99 2,748 2,720
30-35 1.45 3,067 4,447
36-40 2.38 3,214 7,649
Total 34,539 34,757
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Table 4
Results based on Sequential Stratication. The method is described in Schaubel et al. (2009), and the analysis
followed closely the description in Sharma et al. (2015). Results are based on a stratied proportional hazards model
with MELD-category-specic liver transplant eects, indexed by the parameter 0.
j MELD bj cSE p expfbjg
1 6-8 0.71 0.15 < 10 4 2.04
2 9-11 -0.34 0.12 0.004 0.71
3 12-14 -0.82 0.08 < 10 4 0.44
4 15-17 -1.22 0.06 < 10 4 0.30
5 18-19 -1.40 0.07 < 10 4 0.25
6 20-29 -1.50 0.04 < 10 4 0.22
7 30-39 -1.88 0.06 < 10 4 0.15
8 40 -2.05 0.07 < 10 4 0.13
