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Introduccio´
En l’actualitat un dels temes que cada cop es mira me´s amb lupa a l’hora d’adquirir un producte
o servei e´s l’ecologisme del mateix. I les TIC (Tecnologies de la Informacio´ i Comunicacio´) no
en so´n una excepcio´.
Els recursos de computacio´ i emmagatzematge tendeixen cada cop me´s a residir en el nu´vol
(cloud computing) en grans centres de processament de dades, per tal de poder obtenir un
millor aprofitament del recursos f´ısics al ser aquests compartits entre me´s d’un usuari, pel que
qualsevol petita millora en el rendiment energe`tic d’aquest grup de ma`quines (d’ara endavant,
cluster), ens pot generar un gran estalvi energe`tic.
La idea principal del paradigma de Cloud Computing e´s pensar que tot es pot processar
en el nu´vol (Internet), i que l’u´nica eina necessa`ria per accedir-hi e´s un navegador web o un
terminal.
Google va introduir i patentar el seu propi framework per a computacio´ distribu¨ıda de grans
conjunts de dades en un cluster de molts computadors, anomenat MapReduce.
Tot i ser un programari privatiu, el grup de desenvolupadors de software lliure de l’Apache
Foundation van fer la seva propia implementacio´ en un software anomenat Hadoop.
Per altra banda, en els u´ltims anys han aparegut una se`rie de processadors de baix consum
compatibles amb el joc d’instruccions x86 (i alguns tambe´ amb x86-64), i que alhora ofereixen
un rendiment acceptablement bo, donat que en la majoria de casos venen encapsulats me´s d’un
nucli en cada CPU (Central Processing Unit).
Un clar exemple d’aquest tipus de processadors son els Intel Atom [INT], que van comenc¸ar
a ser venuts a principis del 2008 i que so´n amb els que es desenvolupara` aquest projecte.
So´n processadors que gra`cies a la reduccio´ de components extres, a la consequ¨ent reduccio´ del
nombre de transistors, el tipus de tecno`loga de fabricacio´ (45nm) i la baixa frequ¨e`ncia a la que
funcionen, s’aconsegueixen pote`ncies que no sobrepassen els 13w. En contraposicio´, tenim els
processadors empresarials d’alt rendiment Intel Xeon, que implementen totes les noves opcions
tecnolo`giques, pero` que arriben a tenir uns pote`ncies de fins a 130W (deu vegades me´s).
Ara be´, tenir una potencia energe`tica deu vegades superior significa tenir deu vegades me´s
potencia de computacio´?
1.1 Descripcio´ del projecte
Aquest projecte prete´n analitzar el comportament en quant a consum d’energia es refereix en un
cluster Hadoop compost per ma`quines amb processadors amb diferents prestacions i consums.
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Amb l’ana`lisi d’aquestes dades es prete´n estudiar si e´s possible aplicar algun tipus de pol´ıtiques
de planificacio´ que millorin el comportament energe`tic del conjunt. Amb els resultats d’aquest
estudi, que un cop finalitzat ens ha donat un resultat afirmatiu, s’implementaria un prototip
d’scheduler que tingui en compte els consums energe`tics a l’hora de prendre les decisions.
1.2 Motivacio´
Des de que vaig comenc¸ar a avanc¸ar cursos en els estudis d’enginyeria en informa`tica, em vaig
adonar de que les mate`ries que me´s m’agradaven eren les de xarxes i les d’arquitectura de
computadors. A me´s, he tingut la sort de poder cursar assignatures en les que es tractava el
paral·lelisme com a opcio´ per incrementar el rendiment de les aplicacions i altres que tractaven
sobre la computacio´ distribu¨ıda.
Per altra banda, vaig tenir l’oportunitat de llegir l’informe An Energy Case for Hybrid
Datacenters [CII+09], en el qual e´s realitza un estudi sobre el rendiment i el consum de tres
processadors: Xeon L5420, Atom330 i AtomN270. Als processadors en questio´ se’ls apliquen
diferents benchmarks per tal d’obtenir una visio´ general sobre quines aplicacions podria ser
interessant treballar amb processadors de baix consum per al tractament de dades en un data-
center.
A partir de les idees i conclusions plantejades en aquest informe, se’ns va acudir que seria
interessant realitzar unes proves similars pero` aquest cop centrant-nos u´nicament en un Cluster
Hadoop
1.3 Plantejament d’objectius
• Objectiu 1: Familiaritzar-se en l’entorn hadoop i realitzar un estudi preliminar de les
proves a realitzar.
• Objectiu 2: Obtenir les mesures necessa`ries de les proves proposades i extreure’n els
resultats per a una o`ptima avaluacio´.
– Objectiu 2.1: Moure l’entorn de proves a un entorn real de pre-produccio´, compost
per varies ma`quines amb hardware i versions del sistema operatiu diferent.
– Objectiu 2.2: Preparar una serie de jocs de proves per tal d’automatitzar l’obtencio´
de resultats per a les diferents configuracions proposades.
– Objectiu 2.3: Executar, analitzar i extreure conclusions dels resultats obtinguts du-
rant tot el treball d’investigacio´.
– Objectiu 2.4: Proposar una metodologia d’obtencio´ i ana`lisis de resultats per a
futures proves.
• Objectiu 3: Amb les dades obtingudes, simular el comportament d’un planificador per a
diferents heur´ıstics de planificacio´ de tasques.
1.4 Plantejament d’hipotesis
• Hipo`tesi 1: Coneixent que el consum de recursos de processament del sistema de fitxers
distribu¨ıt implementat per Hadoop HDFS (Hadoop Distributed File System) e´s petit,
creiem que pot ser interessant desplegar aquest sistema de fitxers en ma`quines de baix
consum per tal d’alleugerir la carrega de les ma`quines amb processadors d’alt rendiment.
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Assumim tambe´ que un processador de baix consum no tindra` problemes alhora de ges-
tionar aquest proce´s, tot obtenint un major rendiment total del cluster amb un augment
poc significatiu del consum.
• Hipo`tesi 2: Coneixent que el rendiment que ofereix un processador no augmenta linealment
amb el consum, sino´ que ho fa d’una manera me´s discreta, suposem que podr´ıem fer el
mateix ca`lcul utilitzant me´s processadors tot obtenint un temps similar i un consum me´s
baix. O utilitzant el mateix nu´mero de processadors, obtenir un temps de processament
me´s alt i un consum bastant me´s baix.
1.5 Planificacio´
Segons la normativa del pla 2003 de la Facultat d’Informa`tica de Barcelona, per a un projecte
final de carrera de l’enginyeria en informa`tica s’estima una carrega de treball de 600 hores a
realitzar en un quadrimestre amb una dedicacio´ de 40 hores setmanals durant 15 setmanes.
Per tant, es proposa la planificacio´ representada en la figura 1.1. Com es pot observar, donat
la impossibilitat de realitzar una dedicacio´ de 40 hores setmanals, s’ha repartit el treball en el
transcurs 25 setmanes, comenc¸ant la primera setmana de Juliol i finalitzant la segona setmana de
Gener, una setmana abans del l´ımit de presentacio´ marcada en el calendari acade`mic 2010/2011.
Amb aquesta planificacio´ s’obte´ una dedicacio´ de 24 hores setmanals.
Figura 1.1: Diagrama de gantt de la planificacio´
1.5.1 Descripcio´ de la planificacio´
S’ha repartit el treball en deu seccions, algunes d’elles independents entre si, d’altres consecu-
tives i algunes fortament lligades entre si.
Documentacio´ Es comenc¸ara` quan es tingui prou informacio´ i l’estudi previ finalitzat. Du-
rara` fins a la finalitzacio´ del projecte.
Estudi previ Tindra` una duracio´ de quatre a cinc setmanes durant les quals s’obtindran
tots els coneixements necessaris per a la realitzacio´ d’aquest projecte. Bona part d’aquests
coneixements es reflectiran en el cap´ıtol de conceptes teo´rics.
Cluster Virtual En un espai de quatre setmanes s’aniran reflectint els coneixements obtinguts
de l’estudi previ en la creacio´ d’un Cluster de ma`quines virtuals, en les quals s’ha d’aconseguir
tenir un Cluster Hadoop en funcionament
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Modificacio´ scripts Un cop creat l’entorn virtual, hem d’entendre com funciona internament
Hadoop, com fa l’arrencada i l’aturada dels processos i modificar aquest comportament per a
que funcioni de la manera desitjada.
Preparar cluster real En l’espai d’una setmana s’ha de moure tot el Cluster implementat
en les ma`quines virtuals a les ma`quines proporcionades pel DAC, alhora que se’n garanteix el
correcte funcionament.
Preparar scripts d’automatitzacio´ i execucio´ de les proves inicials Les proves a re-
alitzar seran moltes, pel que conve´ tenir un me`tode d’automatitzacio´ de les mateixes. Durant
quatre setmanes es creara` aquest me`tode alhora que un cop obtingut es provara obtenint uns
resultats inicials.
Execucio´ i estudi de les proves Durant sis setmanes s’executaran i s’analitzaran totes les
proves que s’hagi decidit realitzar. L’ana`lisi d’una prova es realitzara` durant l’execucio´ de la
segu¨ent, ja que aquestes tindran una duracio´ d’hores.
Propostes d’scheduler Al final del projecte es proposara` un scheduler que permeti aprofitar
les conclusions de pol´ıtiques de planificacio´ extretes de les proves realitzades durant el projecte.
2
Conceptes teo`rics
2.1 Hadoop
Apache Hadoop e´s un software que do´na suport a aplicacions de computacio´ distribu¨ıdes que
requereixen grans quantitats de dades, sota llice`ncia lliure. Permet que una aplicacio´ treballi
sobre milers de nodes i petabytes de dades. Hadoop esta` inspirat en els documents publicats
per Google sobre MapReduce i GFS (Google File System). Hadoop e´s una aplicacio´ d’alt nivell
constru¨ıda per una comunitat de contribu¨ıdors, desenvolupada utilitzant Java com a llenguatge
de programacio´.
2.1.1 Paradigma MapReduce
MapReduce e´s un model de programacio´ per al tractament de grans volums de dades. A
me´s, MapReduce esta` dissenyat per a poder ser executat en un cluster format per ma`quines
dome`stiques, ja que basa el seu alt rendiment en la distribucio´ de les dades a processar en
comptes de en la pote`ncia de cada una de les ma`quines.
Funcionament de MapReduce
Els usuaris han d’especificar una funcio´ de map que processa una parella key/value per a generar
un conjunt, que pot ser buit, de parelles key/value, i una funcio´ reduce que combina tots els
valors obtinguts en la funcio´ map que tenen la mateixa key per a calcular el resultat final.
Un exemple t´ıpic e´s una aplicacio´ que donat una col·leccio´ de fitxers de text, conti el nombre
de vegades que apareix cada una de les paraules. Sense voler entrar en tots els detalls d’im-
plementacio´ del paradigma Map/Reduce, els codis que l’usuari hauria d’implementar so´n els
segu¨ents:
0 map(String key , String value){
// key : document name
// va lue : document content s
for each word w in value
EmitIntermediate(w, "1");
5 }
Codi 2.1: Exemple de map
5
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0 reduce(String key , Iterator values):
// key : a word
// va lue s : a l i s t o f counts
int result = 0;
for each v in values
5 result += ParseInt(v);
Emit(AsString(result));
Codi 2.2: Exemple de reduce
La funcio´ map 2.1 emet cada una de les paraules del fitxer acompanyades d’un ”1”. La
funcio´ reduce 2.2 suma el total de vegades que una paraula ha estat emesa, i en retorna el
resultat total.
Un cop aquestes funcions han estat implementades, poden ser executades en un Cluster
Hadoop.
Arquitectura de MapReduce
MapReduce te´ una estructura Master/Slave, el que significa que hi ha una ma`quina que dirigeix,
i d’altres (tantes com se’n vulguin) que executen, tal i com podem veure a la figura 2.1. La
ma`quina que fa la funcio´ de Master, ho fa mitjanc¸ant un proce´s anomenat JobTracker, que
s’encarrega de definir quines so´n les tasques a executar, i les ma`quines que executen, les Slaves,
ofereixen un nombre definit i variable de workers o slots, els quals s’ofereixen al JobTracker
per a que els vagi assignant tasques per processar. A aquest u´ltims e´s sobre els quals es poden
aplicar les pol´ıtiques de planificacio´, assignant-los la tasca d’un treball o d’un altre. Aquests
workers poden processar tant tasques de map com tasques de reduce. Per tant, e´s feina del
JobTracker assignar les tasques de manera o`ptima per a un correcte funcionament del sistema.
2.1.2 Paradigma HDFS
Com el seu nom indica Hadoop Distributed File Sistem e´s un sistema de fitxers distribuit pensat
per a ser executat en un hardware comu´. D’entrada va ser constru¨ıt com una infraestructura
per a l’Apache Nutch web search engine project, pero` ara ha passat a ser un subprojecte dins
Apache Hadoop.
L’HDFS te´ uns objectius molt clars en quant a avantatges que ha d’oferir:
• Deteccio´ de fallades f´ısiques: Donat que en un entorn amb centenars de ma`quines el
normal e´s que sovint hi hagi una fallada, un objectiu principal de l’HDFS e´s una deteccio´
ra`pida i posterior recuperacio´ automa`tica quan n’hi hagi una.
• Grans conjunts de dades: Les aplicacions que s’executen en un entorn en el que s’utilitza
HDFS, generalment requereixen una gran quantitat de dades, pel que ha estat implemen-
tat per a poder treballar fa`cilment amb aquesta gran quantitat de dades.
• Portabilitat sobre diferents plataformes Hardware/Software: HDFS ha estat disenyat per
a poder ser executat en un cluster compost per ma`quines amb diferent harware i diferent
sistema operatiu.
Arquitectura de l’HDFS
L’HDFS te´ una arquitectura, al igual que Map/Reduce, Master/Slave. Un cluster HDFS con-
sisteix en un sol NameNode, que e´s l’encarregat de gestionar els fitxers i regular l’acce´s dels
clients als mateixos. A me´s, es tenen els DataNodes, que s’encarreguen de gestionar les dades
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Figura 2.1: Arquitectura i funcionament de MapReduce
[DG04]
que li son enviades. Internament, cada una de les dades e´s dividida en un o me´s blocs d’una
mida definida, que usualment e´s de 64MB. L’existe`ncia de nome´s un NameNode facilita i sim-
plifica tota la gestio´ de fitxers i re`pliques, tot i introduir al cluster un punt u´nic de fallada. A
me´s, la manera en la que esta` implementat el sistema, fa que les dades mai passin a trave´s del
NameNode La figura 2.2 ens mostra gra`ficament el funcionament de l’HDFS.
El sistema de fitxers HDFS do´na suport al sistema de fitxers tradicional. Un usuari o
aplicacio´ pot crear directoris i guardar fitxers en aquests directoris. La jerarquia del sistema de
fitxers e´s similar a la majoria de sistemes de fitxers existents. Es permet crear i eliminar fitxers,
moure’ls i copiar-los d’un directori a un altre, etc. El NameNode s’encarrega de mantenir l’espai
de treball ordenat. Cada canvi en el sistema de fitxers hi quedara` enregistrat.
Replicacio´ de dades L’HDFS esta` dissenyat per emmagatzemar fitxers molt grans repar-
tits a trave´s de les moltes ma`quines que poden arribar a compondre un cluster. Emmagatzema
els fitxers en una sequ¨e`ncia de blocs, els quals so´n tots de la mateixa mida excepte l’u´ltim. Cada
un dels blocs e´s replicat una quantitat de vegades definides per l’administrador del cluster per
tal d’augmentar la fiabilitat envers una fallada i alhora augmentar el rendiment. A on estara`
situada cada re`plica d’un bloc e´s decisio´ del NameNode, que s’encarrega de repartir-les de la
millor manera possible a trave´s dels diferents DataNodes disponibles. Es pot veure un exemple
de la replicacio´ dels blocs a la figura 2.3.
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Figura 2.2: Arquitectura de l’HDFS [Bor]
A part de tot l’explicat, el NameNode tambe´ s’encarregara de tornar a replicar, redistribuir
i balancejar els blocs en cas de que detecti que un o me´s DataNodes han deixat d’estar presents
en el cluster, ja sigui per una fallada d’algun component Hardware o per un problema de xarxa.
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Figura 2.3: Replicacio´ de blocks en l’HDFS[Bor]
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3
Familiaritzacio´ amb l’entorn Hadoop
3.1 Instal·lacio´ i adaptacio´ de Hadoop 0.21.0 sobre un en-
torn virtual
3.1.1 Preparacio´ d’una imatge virtual
Per a la preparacio´ d’un entorn de proves local, es fara` servir primerament una ma`quina virtual
sobre VMWare Player 3.0. En aquesta ma`quina, per tal d’obtenir un entorn semblant al que
hi ha en el cluster proporcionat pel DAC (Departament d’Arquitectura de Computadors), s’hi
instal·lara` l’u´ltima versio´ disponible de la distribucio´ de GNU/Linux Debian.
Es realitzara` la instal·lacio´ mı´nima. Sense entorn gra`fic ni res que pugui perjudicar el
rendiment, ja que sera` una ma`quina molt limitada en quant a recursos de CPU i memo`ria.
Aquest entorn GNU/Linux haura` de tenir, a part de la instal·lacio´ base, un client i servidor
d’SSH, i l’u´ltima versio´ del JRE (Java Runtime Enviorement). Per a totes les proves es fara`
servir l’ultima versio´ disponible de Hadoop. La 0.21.0, que tot i que no e´s considerada una
versio´ estable, si que ens ofereix certes millores en quant a rendiment respecte a les versions
anteriors.
Figura 3.1: Esquema de blocs d’una ma`quina virtual executant Hadoop sobre una ma`quina amb S.O.
Windows.
Abans de comenc¸ar a configurar Hadoop s’ha de tenir clar quins so´n els fitxers de configuracio´
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que s’han de tocar, que representa cada un, i que s’hi de posar.
Tots els fitxers de configuracio´ es troben la directori ./conf i so´n els que es poden veure a
la taula 3.1.
Nom del fitxer Descripcio´ del contingut
masters Ma`quines que faran de Secondary Name Node
slaves Ma`quines que faran de DataNodes i TaskTrackers
core-site.xml Configuracio´ del nucli de Hadoop
hdfs-site.xml Configuracio´ dels DataNodes
mapred-site.xml Configuracio´ dels TaskTrackers
hadoop-env.sh Declaracio´ de les variables d’entorn de Hadoop
Taula 3.1: Fitxers de configuracio´ de Hadoop
3.1.2 Entorn Hadoop amb una sola ma`quina Virtual
Configuracio´ de l’entorn
Per a poder executar Hadoop, es requereix que les ma`quines tinguin acce´s via SSH (Secure
SHell) amb autenticacio´ per clau (sense haver d’introduir el password). Per tant, s’han de crear
una parella de claus pu´blica/privada, i a continuacio´ afegir la clau pu´blica fitxer id rsa.pub al
repositori de claus permeses authorized keys dins el directori .ssh.
Aixo´ es pot realitzar amb les comandes de la figura 3.1
0 ssh -keygen -t rsa -P ""
cat $HOME/.ssh/id_rsa.pub >> $HOME/.ssh/authorized_keys
Codi 3.1: Crear claus SSH
A continuacio´ s’han de modificar tots els fitxers de configuracio´ de la taula 3.1. Als quals
els farem una configuracio´ mı´nima per a que pugui funcionar el cluster Hadoop.
Com que en aquest primer experiment nome´s treballarem sobre una u´nica ma`quina, els
valors que hem d’introduir a conf/masters i a conf/slaves e´s localhost. Aix´ı la ma`quina fara`,
alhora, de NameNode, SecondaryNameNode, DataNode, JobTracker i TaskTracker.
0 localhost
Codi 3.2: Contingut dels fitxers masters i slaves
Seguidament s’han de modificar els tres fitxers XML (Extensible Markup Language), que
e´s on realment podrem definir el comportament dels elements del cluster Hadoop.
El fitxer en el que s’indica quin node fa de NameNode e´s el core-site.xml, que podem veure
al codi 3.3, i per tant se li indica que aquest servei el podra` trobar a localhost.
0 <configuration >
<property >
<name>fs.default.name</name>
<value>hdfs: // localhost:18000/</value>
</property >
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5 </configuration >
Codi 3.3: core-site.xml
En el fitxer hdfs-site que podem veure al codi 3.4 es defineixen els para`metres de configu-
racio´ de l’HDFS. Es podria deixar el fitxer sense cap configuracio´, ja que la replicacio´ mı´nima
per defecte e´s igual a 1, el que significa que amb un sol DataNode el cluster funcionari. Tot
i aixo`, com que la replicacio´ per defecte e´s igual a 3, e´s millor re-configurar aquest para`metre
per tal de que no es vagin mostrant adverte`ncies de que no es pot replicar tant com es voldria
cada vegada que es realitzi una accio´ sobre el DFS (Distributed File System).
0 <configuration >
<property >
<name>dfs.replication </name>
<value>1</value>
</property >
5 </configuration >
Codi 3.4: hdfs-site.xml
L’u´ltim dels fitxers de configuracio´ XML e´s mapred-site.xml, que podem veure al codi 3.5.
En aquest es defineix, de la mateixa manera que en core-site.xml, en quin node els TaskTrackers
podran trobar el JobTracker.
0 <configuration >
<property >
<name>mapred.job.tracker </name>
<value>localhost:18001 </value>
</property >
5 </configuration >
Codi 3.5: mapred-site.xml
Preparacio´ de l’entorn
Un punt molt important a tenir en compte e´s que, com en qualsevol sistema de fitxer, si es
vol que el nostre HDFS (Hadoop Distributed File System) funcioni correctament i no obtenir
errors inesperats, aquest s’ha de formatar cada cop que es produeix un canvi en els seus fitxers
de configuracio´.
Per formatar el sistema s’ha d’executar la comanda del codi 3.6.
0 #HADOOP_DIRECTORY/bin/hdfs namenode -format
Codi 3.6: Com formatar el HDFS
I la sortida esperada e´s el codi 3.7:
0 0/11/23 18 :38:44 INFO namenode.NameNode: STARTUP_MSG:
/************************************************************
STARTUP_MSG: Starting NameNode
STARTUP_MSG: host = debianMaster /127.0.1.1
STARTUP_MSG: args = [-format]
5 STARTUP_MSG: version = 0.21.0
STARTUP_MSG: classpath = /home/hadoop/hadoop/bin /..
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STARTUP_MSG: build = https: //svn.apache.org/repos/asf/hadoop/common/
branches/branch -0.21 -r 985326; compiled by ’tomwhite ’ on Tue Aug 17
01 :02:28 EDT 2010
************************************************************/
INFO namenode.FSNamesystem: defaultReplication = 1
10 INFO namenode.FSNamesystem: maxReplication = 512
INFO namenode.FSNamesystem: minReplication = 1
INFO namenode.FSNamesystem: maxReplicationStreams = 2
INFO namenode.FSNamesystem: shouldCheckForEnoughRacks = false
INFO security.Groups: Group mapping impl=org.apache.hadoop.security.
ShellBasedUnixGroupsMapping; cacheTimeout =300000
15 INFO namenode.FSNamesystem: fsOwner=hadoop
INFO namenode.FSNamesystem: supergroup=supergroup
INFO namenode.FSNamesystem: isPermissionEnabled=true
INFO namenode.FSNamesystem: isAccessTokenEnabled=false
accessKeyUpdateInterval =0 min(s), accessTokenLifetime =0 min(s)
INFO common.Storage: Image file of size 112 saved in 0 seconds.
20 INFO common.Storage: Storage directory /tmp/hadoop -hadoop/dfs/name has
been successfully formatted.
INFO namenode.NameNode: SHUTDOWN_MSG:
/************************************************************
SHUTDOWN_MSG: Shutting down NameNode at debianMaster /127.0.1.1
************************************************************/
Codi 3.7: Sortida esperada del formatat
D’aquesta, les l´ınies me´s interessants i que s’han de tenir en compte, so´n les que ens informen
de la replicacio´ per defecte, que ha de coincidir amb el valor introdu¨ıt en el fitxer de configuracio´
hdfs-site.xml, i el directori en el que es guardara` tota la informacio´ del NameNode, que en el
nostre cas e´s /tmp/hadoop-hadoop/dfs/name.
Execucio´ de l’entorn
Abans d’executar qualsevol aplicacio´ sobre el cluster, primer s’ha d’arrancar el servei HDFS i a
continuacio´ el servei MapReduce. Per tal d’arrancar-los i/o apagar-los, es disposa d’uns scripts
d’execucio´ i aturada.
0 hadoop@debianMaster :~$ hadoop -0.21.0/ bin/start -dfs.sh
starting namenode , logging to /home/hadoop/hadoop -0.21.0/ bin /../ logs/
hadoop -hadoop -namenode -debianMaster.out
localhost: starting datanode , logging to /home/hadoop/hadoop -0.21.0/ bin
/../ logs/hadoop -hadoop -datanode -debianMaster.out
localhost: starting secondarynamenode , logging to /home/hadoop/hadoop
-0.21.0/ bin /../ logs/hadoop -hadoop -secondarynamenode -debianMaster.out
Codi 3.8: start-dfs.sh
0 hadoop@debianMaster :~$ hadoop -0.21.0/ bin/start -mapred.sh
starting jobtracker , logging to /home/hadoop/hadoop -0.21.0/ bin /../ logs/
hadoop -hadoop -jobtracker -debianMaster.out
localhost: starting tasktracker , logging to /home/hadoop/hadoop -0.21.0/
bin /../ logs/hadoop -hadoop -tasktracker -debianMaster.out
Codi 3.9: start-mapred.sh
Per comprovar que tot s’ha executat correctament, podem executar la comanda jps per
veure les JVM (Java Virtual MAchine) que estan corrent en el nostre sistema. Si hi so´n tots,
e´s que l’arrancada ha estat correcta. En cas contrari, s’haura` de mirar els logs a la carpeta que
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ens indica a l’arrancada per tal de comprovar quin ha estat l’error.
0 hadoop@debianMaster :~/hadoop -0.21.0$ jps
9075 JobTracker
9228 TaskTracker
9288 Jps
8607 NameNode
5 8915 SecondaryNameNode
8763 DataNode
Codi 3.10: Sortida esperada del jps
En aquest punt ja esta` preparat l’entorn per executar qualsevol aplicacio´ desenvolupada per
co´rrer sobre Hadoop. Un exemple t´ıpic d’aplicacio´ e´s WordCount, que, a partir d’un o me´s
fitxers de text ens retorna el nombre de vegades que apareixen totes les paraules contingudes
en el/els fiter/s.
Com a fitxers d’entrada es fa servir un subconjunt de la biblioteca Gutenberg [GUT], que
conte´ aproximadament 33.000 llibres sense drets d’autor, o amb aquests expirats, pel que el seu
u´s e´s lliure.
Execucio´ d’una aplicacio´ MapReduce
Un cop es te´ l’entorn configurat i arrancat, e´s el moment de comenc¸ar l’execucio´ de l’aplicacio´
WordCount. Per a poder executar l’aplicacio´, necessitem tenir alguns fitxers de text disponibles
en el HDFS per tal de que l’aplicacio´ MapReduce hi pugui treballar.
0 hadoop@debianMaster :~$ hadoop/bin/hdfs dfs -copyFromLocal gut2
fitxersEntrada
Codi 3.11: Co`pia de fitxers al HDFS
On gut2 e´s el directori local on es troben els fitxers, i fitxersEntrada e´s el directori de l’HDFS
on es guardaran els fitxers. Podem comprovar que els fitxers s’han copiat correctament fent un
ls al HDFS, de la mateixa manera que ho far´ıem en un sistema de fitxers tradicional.
0 hadoop@debianMaster :~$ hadoop/bin/hdfs dfs -lsr
drwxr -xr-x - hadoop supergroup 0 2010 -11 -23 19:42 /user/
hadoop/fitxersEntrada
-rw-r--r-- 1 hadoop supergroup 52510 2010 -11 -23 19:42 /user/
hadoop/fitxersEntrada /10001. txt
-rw-r--r-- 1 hadoop supergroup 306901 2010 -11 -23 19:42 /user/
hadoop/fitxersEntrada /10002 -8. txt
...
5 -rw-r--r-- 1 hadoop supergroup 561045 2010 -11 -23 19:42 /user/
hadoop/fitxersEntrada /10012 -8. txt
-rw-r--r-- 1 hadoop supergroup 561124 2010 -11 -23 19:42 /user/
hadoop/fitxersEntrada /10012. txt
-rw-r--r-- 1 hadoop supergroup 65536 2010 -11 -23 19:42 /user/
hadoop/fitxersEntrada /10013 -8. txt
Codi 3.12: Sortida d’un ls dins el HDFS
I ara que ja esta` tot a punt, nome´s ens queda executar l’aplicacio´ WordCount
0 hadoop@debianMaster :~$ hadoop/bin/hadoop jar hadoop/hadoop -mapred -
examples -0.21.0. jar wordcount fitxersEntrada fitxersSortida
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10/11/23 19:50:18 INFO security.Groups: Group mapping impl=org.apache.
hadoop.security.ShellBasedUnixGroupsMapping; cacheTimeout =300000
10/11/23 19:50:19 INFO input.FileInputFormat: Total input paths to
process : 18
10/11/23 19:50:20 INFO mapreduce.JobSubmitter: number of splits :18
10/11/23 19:50:20 INFO mapreduce.JobSubmitter: adding the following
namenodes ’ delegation tokens:null
5 10/11/23 19:50:21 INFO mapreduce.Job: Running job: job_201011231935_0001
10/11/23 19:50:22 INFO mapreduce.Job: map 0% reduce 0%
10/11/23 19:50:47 INFO mapreduce.Job: map 5% reduce 0%
10/11/23 19:50:52 INFO mapreduce.Job: map 11% reduce 0%
...
10 10/11/23 19:53:04 INFO mapreduce.Job: map 88% reduce 25%
10/11/23 19:53:10 INFO mapreduce.Job: map 88% reduce 29%
10/11/23 19:53:18 INFO mapreduce.Job: map 100% reduce 29%
10/11/23 19:53:27 INFO mapreduce.Job: map 100% reduce 100%
10/11/23 19:53:30 INFO mapreduce.Job: Job complete:
job_201011231935_0001
15 10/11/23 19:53:30 INFO mapreduce.Job: Counters: 33
FileInputFormatCounters
BYTES_READ =5083743
FileSystemCounters
FILE_BYTES_READ =2277878
20 FILE_BYTES_WRITTEN =4556434
HDFS_BYTES_READ =5085993
HDFS_BYTES_WRITTEN =633593
Shuffle Errors
BAD_ID =0
25 CONNECTION =0
IO_ERROR =0
WRONG_LENGTH =0
WRONG_MAP =0
WRONG_REDUCE =0
30 Job Counters
Data - local map tasks =18
Total time spent by all maps waiting after reserving slots (ms)=0
Total time spent by all reduces waiting after reserving slots (ms)
=0
SLOTS_MILLIS_MAPS =315368
35 SLOTS_MILLIS_REDUCES =158021
Launched map tasks =18
Launched reduce tasks =1
Map -Reduce Framework
Combine input records =865162
40 Combine output records =158067
Failed Shuffles =0
GC time elapsed (ms)=2520
Map input records =91666
Map output bytes =8407978
45 Map output records =865162
Merged Map outputs =18
Reduce input groups =56517
Reduce input records =158067
Reduce output records =56517
50 Reduce shuffle bytes =2277980
Shuffled Maps =18
Spilled Records =316134
SPLIT_RAW_BYTES =2250
Codi 3.13: Resultat de l’execucio´
De la sortida de l’execucio´, se’n pot extreure informacio´ interessant, representada en la taula
[3.2]
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Camp Descripcio´ del contingut
Total input paths to process Nu´mero de fitxers a processar dins el HDFS
Number of splits Nombre de parts a processar. S’obte´ dividint cada un dels
fitxers per la mida del bloc del HDFS (per defecte: 64MB)
Running job Nom del treball que s’executara`
Taula 3.2: Camps a tenir en compte de la sortida de l’execucio´
Desafortunadament, com es pot observar, no hi ha cap camp de la sortida que ens indiqui
el temps que ha trigat l’execucio´ del WordCount. Tot i aixo`, es pot obtenir el temps d’execucio´
mirant la plana web que ens ofereix el JobTracker. Aix´ı, si entrem a la URL (Uniform Resource
Locator) http://jobtrackerIP:50030 obtindrem la informacio´ de la figura [3.3].
Figura 3.2: Plana Web d’administracio´ del JobTracker.
La plana principal nome´s do´na informacio´ de quins treballs estan sent executats, o com
mostra la figura, els que estan finalitzats. A part de la informacio´ sobre quants nodes (Task-
Trackers) hi ha disponibles. Per obtenir la informacio´ sobre els temps d’execucio´ s’han de seguir
els links de Retired Jobs, on es podra` obtenir la informacio´ sobre temps d’execucio´.
Per desgra`cia la interf´ıcie per comandes de Hadoop no permet l’obtencio´ de manera senzilla
de les dades mostrades en la plana Web, pel que quan es vulguin obtenir els temps d’execucio´
dels treballs executats, s’haura` d’implementar algun script per a obtenir-los.
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Figura 3.3: Plana Web d’administracio´ del JobTracker (Job Info).
3.1.3 Configuracio´ i prova d’un entorn Hadoop amb me´s d’una ma`quina
Virtual
Fins aquest punt s’ha estat treballant nome´s sobre una ma`quina virtual. Pero` com que l’entorn
de proves sera`, com e´s lo`gic, distribu¨ıt, s’ha de com a mı´nim, clonar un cop la ma`quina que
s’ha estat fent servir fins aquest moment i configurar-la per a que funcioni com es desitja.
Primer de tot s’ha d’aconseguir que l’usuari que executara` l’aplicacio´ pugui entrar d’una
ma`quina a l’altra sense haver d’introduir cap clau. Com que en l’entorn de proves no hi ha
requeriments de seguretat, copiant el directori .ssh d’una ma`quina a l’altra es soluciona aquest
requeriment.
Tambe´ s’han de modificar els fitxers de configuracio´ core-site.xml i mapred-site.xml del
directori ./conf/ a totes les ma`quines per tal d’indicar quina de les ma`quines fara` de NameNode
i JobTracker respectivament. A me´s, al fitxer slaves de la ma`quina principal se li ha d’indicar
la llista de totes les ma`quines que faran d’esclau (DataNodes i TaskTrackers).
El cluster quedara` com mostra la figura [3.4]
Si amb la configuracio´ actual es realitzen els mateixos passos que des del codi [3.6] cap
endavant, s’obtindran els mateixos resultats pero` amb menor temps d’execucio´, donat que es
tindran dos processadors a disposicio´ per a computar cada un dels fitxers. De la mateixa
manera, si s’observa la plana web d’administracio´ del JobTracker es veuria com el camp que
indica el nombre de nodes, en comptes de ser 1 e´s 2.
3.1.4 Configuracio´ i prova d’un entorn Hadoop amb me´s d’una ma`quina
Virtual i la configuracio´ desitjada
Tenim un Cluster Hadoop funcionant amb la configuracio´ per defecte, pel que s’han de fer
modificacions a certs fitxers de configuracio´ per a que funcioni de la manera desitjada com es
pot veure al diagrama de la figura [3.5].
Com s’ha indicat a les hipo`tesis, es creu que separant els DataNodes dels TraskTrackers
s’observara` un increment de rendiment alhora que es podria veure redu¨ıt el consum energe`tic.
Per tant, s’han de modificar els scripts d’arrancada (i alhora, per a un correcte funcionament,
els d’aturada) dels DataNodes i TaskTrackers per a que puguin ser arrancats per separat. Com
s’ha vist a la taula [3.1], es defineix en el fitxer slaves quines ma`quines arrencaran un DataNode i
un TaskTracker. L’objectiu e´s poder tenir un cluster com el de la figura [3.6]. Tal i com mostra
el diagrama de sequ¨e`ncia de l’arrancada del cluster [3.5(a)], l’script start-dfs.sh executa uns
altres scripts: hadoop-daemon i hadoop-daemons per a que aquests arrenquin els processos que
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Figura 3.4: Diagrama multinode de hadoop
(a) Diagrama de sequ¨e`ncia d’arrencada per defecte. (b) Diagrama de sequ¨e`ncia d’arrencada desitjada
Figura 3.5: Diagrames de sequ¨e`ncia: start-all.sh
s’executaran al master i els que s’executaran als esclaus respectivament. Per tant, la modificacio´
que s’ha de fer a start-dfs.sh (i per tant, tambe´ a start-mapred.sh consisteix en indicar que es
llegeixin uns nous fitxers de text que contindran els DataNodes i TaskTrackers a arrancar en
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comptes del fitxer slaves. Un cop fetes aquests modificacions l’script d’arrancada del cluster
funcionara` tal i com indica el diagrama de sequ¨e`ncia de la figura [3.5(b)].
Figura 3.6: Diagrama multinode de hadoop
3.2 Configuracio´ de l’entorn d’execucio´
El Departament d’Arquitectura de Computadors posa a disposicio´ d’aquest projecte un petit
cluster composat aproximadament per 10 ma`quines de caracter´ıstiques molt diferents, com es
pot observar a la taula 3.3.
Quantitat Model de CPU Num Cores Any de fabricacio Quantitat de Memoria
2 Xeon E5400 8 2009Q1 16GB
4 Atom A330 2 2008Q3 2GB
1 Xeon MP 4 2002 16GB
1 Xeon 15 4 8 ?? 16GB
2 Xeon 15 2 2 ?? 2GB
1 Xeon 15 1 4 ?? 2GB
Taula 3.3: Maquines del cluster
Per a la tria de sobre quines ma`quines es preparara` l’entorn d’execucio´ s’han seguit una
se`rie de requisits:
• Les ma`quines han de ser el me´s modernes possible
• Hi ha d’haver dos grups de ma`quines. Un d’alt rendiment i l’altre de baix consum.
• Hi ha d’haver una ma`quina especifica per a fer les tasques de NameNode i JobTracker, la
qual ha de tenir suficients recursos per no influir en els resultats de les proves. Aquesta
ma`quina no es tindra` en compte a l’hora de fer les mesures de consum.
• Per a una possible estimacio´ d’escalabilitat, les ma`quines dins de cada grup han de ser
iguals.
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Per a que l’eleccio´ compleixi els requisits demanats, es sel·leccionen dos conjunts de ma`quines.
Per una banda es sel·leccionen les dues ma`quines amb processador Intel Xeon E5400, ja que
so´n les me´s modernes i potents del cluster. A l’altra banda hi haura` dues de les ma`quines que
monten un processador Intel Atom A330. Per abreviar, d’ara endavant quan es parli de CXeon
o CAtom es fara` referencia, respectivament, als conjunts de ma`quines definits.
3.2.1 Instal·lacio´ de Hadoop
Per a realitzar-la, com s’ha vist en la seccio´ anterior, nome´s cal replicar el directori de Hadoop
juntament amb els fitxers de configuracio´ i els scripts que s’han modificat per a obtenir el
comportament de l’aplicacio´ desitjat. A me´s, gra`cies a que els homes d’usuari dins el cluster esta`
compartit via NFS (Network File System), amb crear una parella de claus per a l’autenticacio´
sense clau SSH, ja s’obtindra` acce´s a totes les ma`quines tal i com requereix Hadoop. Tot i
aixo`, com que totes les insta`ncies de Hadoop no poden ser executades des del mateix directori
donat que aquest e´s compartit per xarxa i podria fer que disminu´ıs el rendiment, s’hauran
d’exportar a un directori local en cada una de les ma`quines, i per tant aix´ı indicar-ho als
fitxers de configuracio´. De la mateixa manera, es canvia la configuracio´ per tal de que l’HDFS
emmagatzemi els fitxers del node en una particio´ amb suficient espai lliure.
3.2.2 Ana`lisis de les proves a realitzar
Pel que s’ha indicat en la primera hipo`tesi, el que es vol provar e´s el rendiment d’un processador
de baix consum fent la funcio´ de DataNode en una aplicacio´ MapReduce. Com en la mateixa
aplicacio´ de Hadoop descarregable des de la seva plana web conte´ suficients exemples, no s’ha
cregut necessari el crear una aplicacio´ que compleixi els nostres requisits. Per a aquest efecte
tenim un molt bon exemple: WordCount, del qual ja s’ha parlat del seu funcionament. La
caracter´ıstica principal d’aquesta aplicacio´, i la qual la fa altament u´til per a la verificacio´ de
la nostra hipo`tesi, e´s que fa un u´s molt intensiu de les dades. Aquesta caracter´ıstica permetra`
verificar si realment, externalitzant el HDFS en les ma`quines de baix consum, s’obtenen millores
en el rendiment i en el consum consum global del cluster.
Un cop coneguda l’aplicacio´ a usar, s’han de definir dos para`metres me´s. Per una banda
quin conjunt de dades es fan servir a l’entrada per a que siguin representatives i no puguin
donar lloc a errors, i per l’altra, per a quines diferents configuracions del cluster realitzarem les
mesures.
Sel·leccio´ del conjunt de fitxers a processar
Com a entrada de dades per a l’aplicacio´ a executar, per obtenir uns temps d’execucio´ su-
ficientment alts per a que siguin rellevants, pero` no excessius, es necessiten al voltant d’uns
10GB de fitxers de text. Es podrien generar automa`ticament fitxers que continguessin paraules
aleato`ries, pero` donat que es prete´n que l’¨ınput”de dades sigui el me´s representatiu possible de
la realitat, l’eleccio´ d’un conjunt de llibres gratu¨ıts com els que ofereix el Project Guttenberg e´s
el me´s adient. D’aquest conjunt de fitxer, i per tal d’evitar possibles problemes en la lectura
dels fitxers si aquest estan codificats en formats exo`tics, se sel·leccionen nome´s el que estan en
format UTF-8, i d’aquests, un subconjunt de 10 GigaBytes. Aquest conjunt conte´ aproximada-
ment 7000 fitxers, amb mides de fitxers d’entre pocs centenars de KiloBytes i algunes desenes
de MegaBytes.
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Diferents configuracions del cluster
Tenim dos parelles de ma`quines, CXeon i CAtom, a les que se’ls poden assignar dos rols
diferents: executar un DataNode o be´ executar un TaskTracker. Tot i que tambe´ hem de
contemplar l’opcio´ de que executin alhora els dos rols, com en la configuracio´ per defecte de
Hadoop.
Com que fins al moment no s’ha realitzat cap estudi en aquestes condicions, necessitem
d’entrada aconseguir uns valors de refere`ncia per a totes les possibles combinacions, com mostra
la taula [3.4]. En aquesta taula es pot veure quins conjunts de ma`quines formen part del sistema
de fitxers i quines s’encarreguen de l’execucio´.
E´s interessant fer una execucio´ per a totes les possibles configuracions, encara que alguna
pugui semblar innecessa`ria, per a fer-nos una idea el me´s general possible del comportament de
cadascuna.
Ma`quines HDFS Ma`quines MapReduce
CAtom CAtom
CAtom CXeon
CAtom CAtom + CXeon
CXeon CAtom
CXeon CXeon
CXeon CAtom + CXeon
CAtom + CXeon CAtom
CAtom + CXeon CXeon
CAtom + CXeon CAtom + CXeon
Taula 3.4: Configuracions del cluster
3.2.3 Mesura del consum
Per a la mesura del consum usarem dos mesuradors WattsUpMetter ”Watts up?”, que propor-
cionen una mesura del consum instantani en watts cada segon. S’hauran d’enregistrar aquestes
mesures des del moment en que comenc¸a l’execucio´ de l’aplicacio´ MapReduce fins a que acaba.
Un cop obtingudes les mesures s’haura` d’obtenir el consum total de l’aplicacio´ en KWh, ja que
amb aquests consum es podra` fer una conversio´ directa al seu valor en euros segons el preu
actual del KWh.
3.2.4 Aplicacio´ per a l’automatitzacio´ de les proves
Es necessari el desenvolupament d’una petita aplicacio´ per tal de poder realitzar les proves
necessa`ries amb la mı´nima intervencio´ possible.
Ana`lisi de requisits
L’aplicacio´ ha de ser capac¸, donada una entrada, de decidir quina prova realitzara`, quines dades
fara` servir i sobre quines ma`quines ho fara`. A me´s, se li ha de poder indicar quantes repeticions
de les mateixes proves es volen realitzar, per tal de poder comprovar que no s’han produ¨ıt errors
en cap de les execucions. Tambe´ ha d’enregistrar, per a cada prova, el temps d’execucio´, el nom
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de la prova, les seves caracter´ıstiques, el consum i l’us de cpu, memo`ria i entrada/sortida per a
cada una de les ma`quines que s’han fet servir.
Diagrama de sequ¨e`ncia
Figura 3.7: Diagrama de sequ¨e`ncia de l’aplicacio´
Codi de l’aplicacio´
Funcio´ PreparaEntorn Aquesta funcio´ de l’aplicacio´ realitza totes les tasques de preparacio´,
configuracio´, arrancada del cluster segons la configuracio´ donada. A me´s, copia els fitxers nec-
essaris per a la posterior execucio´ de l’aplicacio´ sobre la que s’han de fer les mesures .
0 function preparaEntorn {
esborraNodes.sh
$SCRIPTDIR/aplicConfHadoop.sh $1 $2
ssh $NAMENODE ’’$APLIC ’/ hadoop/bin/hdfs namenode -format ’
ssh $NAMENODE ’/aplic/imallafre/hadoop/bin/start -dfs.sh ’
5 ssh $JOBTRACKER ’/aplic/imallafre/hadoop/bin/start -mapred.sh’
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ssh $NAMENODE ’’$APLIC ’/ hadoop/bin/hdfs dfs -copyFromLocal guttest2
gutin ’
Codi 3.14: Prepara l’entorn per a una execucio´ des de zero
Funcio´ calculaTemps Aquesta altra funcio´ calcula el temps que ha trigat el treball en
executar-se, un cop s’han fet totes les execucions demanades amb la configuracio´ actual del
cluster. Aquesta informacio´ s’enregistra en un fitxer per a poder ser llegida posteriorment.
0 function generaTemps {
ssh $JOBTRACKER ’’$APLIC ’/ hadoop/bin/mapred job -list all > ’
$SCRIPTDIR ’/ tmpout.log ’
JOBS=‘cat $SCRIPTDIR/tmpout.log | grep SUCCEEDED | cut -f1 ‘
for job in $JOBS
do
5 lynx -dump http :// $MASTER :50030/ jobdetails.jsp?jobid=$job >
$SCRIPTDIR/jobdetails.log
Total_time=‘ cat ~/ scripts/jobdetails.log | grep "Finished At" |
cut -d"(" -f2 | cut -d")" -f1‘
DATA=‘date ‘
echo "La execucio del job $job ha trigat $Total_time: Datanodes: 
$1, TaskTrackers: $2; data: $DATA" >> $SCRIPTDIR/jobsTime.log
done
10 }
Codi 3.15: Funcio per a la monitoritzacio´ del temps d’execucio´
Funcio´ esborraNodes Per tal de que cada cop que s’arrenqui el cluster amb una con-
figuracio´ diferent no hi pugui haver problemes, s’han desborrar les dades dels DataNodes i els
fitxers temporals que han creat les diferents insta`ncies de Hadoop.
0 hosts=‘cat ~/ scripts/cluster.lst ‘
for host in $hosts
do
echo "datanode $host deleted"
ssh $host ’rm -fr /aplic/imallafre/dades/*’
5 done
Codi 3.16: Funcio´ per esborrar tota la informacio´ dels nodes
Funcio´ Principal Aquesta e´s la funcio´ principal. Sequ¨encialment va llanc¸ant les funcions
anteriors amb els para`metres indicats per a obtenir els resultats. A me´s, tambe´ llanc¸a dues
funcions no explicades donades la seva senzillesa. La primera d’elles e´s ”startMonitoritza.sh”,
que executa un vmstat 1 a cada una de les ma`quines del cluster i en redirecciona la sortida al
fitxer de text a partir del qual es generaran les gra`fiques. L’altre funcio´ e´s esborraCaches.sh
que l’u´nic que fa e´s esborrar la memo`ria cau de cada una de les ma`quines del cluster.
0 for test in ‘cat $SCRIPTDIR/tests ‘
do
DATA=‘echo $test | awk -F"_" ’{print $1}’‘
MAP=‘echo $test | awk -F"_" ’{print $2}’ ‘
preparaEntorn "-$DATA" "-$MAP"
5 for iter in $(seq 1 3)
do
start_monitoritza $DATA $MAP $iter
esborraCaches.sh
3.2. CONFIGURACIO´ DE L’ENTORN D’EXECUCIO´ 25
ssh $MASTER ’’$APLIC ’/ hadoop/bin/hadoop jar hadoop/hadoop -mapred -
examples -0.21.0. jar wordcount gutin/* gutout ’$iter ’’
10 stop_omonitoritza
done
generaTemps $DATA $MAP $iter
ssh $NAMENODE ’/aplic/imallafre/hadoop/bin/stop -dfs.sh ’
ssh $JOBTRACKER ’/aplic/imallafre/hadoop/bin/stop -mapred.sh ’
15 }
Codi 3.17: Funcio principal de l’aplicacio´
3.2.5 Execucio´ de prova
Per comprovar que l’aplicacio´ i la generacio´ de gra`fiques funciona correctament, realitzem una
execucio´ de prova en la farem funcionar totes les ma`quines alhora, fent-les processar un conjunt
de dades me´s petit del que sera` habitual.
Un cop comprovat que el sistema d’automatitzacio´ funciona correctament: guarda el temps
d’execucio´ i els fitxers a partir dels quals es generaran les gra`fiques i es generen les gra`fiques, es
podra` fer un petit ana`lisi de les proves realitzades i comenc¸ar a preparar les proves a realitzar.
Comentari de les gra`fiques
Per a cada execucio´ d’un treball en una ma`quina se’n recull l’informacio´ sobre els processos, la
memo`ria, l’entrada/sortida i l’activitat de CPU. Aquesta informacio´ es processa per tal d’obtenir
tres gra`fics per a cada ma`quina com els de la figura 3.8. Aquests gra`fics mostren l’activitat de
CPU en tant per cent (l´ınia vermella) [figures 3.8(a) i 3.8(b)], l’activitat d’entrada/sortida en
blocs (en verd l’entrada i en vermell la sortida) [figures 3.8(c) i 3.8(d)] i l’estat de la memo`ria
del sistema [figures 3.8(e) i 3.8(f)].
Ana`lisis de la configuracio´
Un primer ana`lisis de les gra`fiques obtingudes en l’execucio´ de prova, ens mostren que hi ha
de`ficits en la configuracio´ de Hadoop, i me´s concretament en els para`metres del fitxer que regeix
el comportament dels TaskTrackers.
Per una banda hi ha un problema de rendiment degut a la sel·leccio´ dels fitxers d’entrada,
ja que al haver-n’hi molts i de mida molt petita, el sistema ha de canviar de tasca molt sovint,
operacio´ que de per s´ı no e´s gaire costosa, pero` si e´s repeteix molts cops pot arribar a tenir un
impacte significatiu en el temps d’execucio´ total. Per aixo` s’observa una variacio´ molt gran en
quant a l’u´s de CPU al llarg de tota l’execucio´.
Per altra banda, la mitjana d’utilitzacio´ de la CPU en tant per cent, sobretot en les ma`quines
amb processador Xeon 3.8(b), es queda en una cota molt baixa. Aixo` e´s degut a que s’utilitza
la configuracio´ per defecte, i aquesta nome´s permet executar dues tasques concurrentment
per a cada un dels TaskTrackers del cluster. Aixo` implica que amb aquesta configuracio´ els
processadors no poden ser comparats, ja que no es poden fer lectures realistes sota la mateixa
escala de valors.
Tambe´ s’observa a la figura 3.8(a) que, tot i ser els processadors Atom menys potents que
els processadors Xeon, el JobTracker no ho te´ en compte a l’hora d’assignar les tasques de
Reduce, el que produeix que la finalitzacio´ de la mateixa s’allargui me´s en el temps, trigant
me´s a acabar el treball. Com ja s’ha explicat, la tasca de reduce de wordcount combina tots
els valors intermedis per a la obtencio´ del resultat final, i aquesta e´s una tasca que no pot
ser distribu¨ıda i e´s executada majorita`riament al final de l’execucio´. A les gra`fiques de CPU
analitzades e´s pot veure clarament com hi ha dos patrons, un per a les tasques de map i un
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(b) Xeon cpu.
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Figura 3.8: Gra`fiques de l’execucio´ de prova en un Atom i un Xeon.
altre per a la de reduce que utilitza una quantitat de CPU menor. Aquesta u´ltima tasca e´s
millor que sigui executada en un processador d’alt rendiment.
Per tal de solucionar aquests problemes, s’han de modificar els para`metres del fitxer mapred-
site.xml, tal i com s’ha vist en la taula 3.1.
3.2.6 Hadoop Tuning
La quantitat de nombre de fitxers a executar e´s una situacio´ que no pot ser solucionada, ja que
que forma part del joc de proves. El que si que es pot fer e´s preparar un altre conjunt de dades
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amb fitxers bastant me´s grans per a obtenir un altre conjunt de resultats per al seu posterior
ana`lisi i aix´ı tenir una visio´ me´s amplia sobre el comportament del sistema en les seves diferents
configuracions. Aquests fitxers s’obtindran concatenant alguns dels fitxers petits fins a obtenir
un u´nic fitxer d’aproximadament 200MB.
Per altra banda, s’han de configurar els TaskTrackers per a que puguin funcionar al cent per
cent de les seves possibilitats. La informacio´ que podem llegir en articles publicats que tracten
sobre Hadoop Tuning recomanen establir un ra`tio d’entre un i dos tasques de map concurrents
per a cada nucli del processador. Per tant, s’assignen vuit slots per a processar les tasques de
map als processadors Xeon i quatre als processadors Atom. A me´s, seguint les recomanacions
d’aquests documents, es reutilitzara` la mateixa JVM per a cada slot durant tota l’execucio´,
aix´ı el canvi entre tasques sera` me´s ra`pid i permetra` que millori el rendiment en el cas de que
es tinguin molts fitxers petits a processar disminuint l’overhead degut al canvi de tasca.
Un altre tema a tenir en compte, sobretot quan es tracta amb fitxers petits, e´s deshabilitat
qualsevol tipus de registre. Aixo` s’ha de fer donat que Hadoop registra informacio´ relativa a
cada una de les tasques que processa i per tant es poden arribar a generar grans volums de
dades en forma de registre.
I per u´ltim, es coneix que GNU/Linux emmagatzema en memo`ria totes les dades que circulen
per la ma`quina. Normalment aixo` e´s molt bo, ja que qualsevol dada usada recentment estara`
disponible per al sistema operatiu sense haver de fer un acce´s al disc, sempre i quan alguna
altra aplicacio´ no hagi requerit d’aquell espai de memo`ria. En una situacio´ real, el volum de
dades per DataNode sera` desenes de vegades me´s gran que la memo`ria del sistema, pel que
tampoc representaria un problema a l’hora de realitzar mesures de rendiment, pero` en el nostre
cas ens podr´ıem trobar en la situacio´ de que totes les dades estiguessin en memo`ria, pel que el
rendiment del DataNode seria molt millor, i el consum de recursos que faria seria menor, pel
que les mesures efectuades en aquest cas serien erro`nies.
Un cop realitzats aquests canvis en la configuracio´ es torna a executar el mateix joc de
proves i, un cop generats els gra`fics 3.9 i 3.10, s’hi observen les diferencies aconseguides. Com
es pot observar, ara la utilitzacio´ de CPU s’acosta me´s a l’esperat, que e´s pro`xim al cent per
cent.
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Figura 3.9: Gra`fiques de l’execucio´ de prova en un Atom amb la configuracio´ final.
Tal i com s’ha parlat en anterioritat, tambe´ s’executara` el joc de proves sobre un conjunt
de fitxers amb mida me´s gran. Es faran servir fitxers de 200MB, i degut a que l’HDFS els
distribuira` en blocks de mida igual a 64MB, s’obtindran quatre tasques per a cada un dels
fitxers. S’observa en els gra`fics 3.11(a) i 3.12(a) que l’u´s de CPU te´ menys variacions, el que
permet obtenir una utilitzacio´ total major degut a que per a cada una de les tasques a processar
aconsegueix utilitzar gairebe´ el cent per cent del nucli emprat. Per altra banda, en les mateixes
gra`fiques 3.11(b) i 3.12(b), podem veure com l’u´s de l’entrada sortida e´s puntual, pero` alhora
me´s elevat que en el cas de les mateixes gra`fiques referents a la prova amb fitxers petits. Aquest
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Figura 3.10: Gra`fiques de l’execucio´ de prova en un Xeon amb la configuracio´ final.
efecte e´s normal, ja que s’ha de tenir en compte que en el cas de fitxers petits es fan de l’ordre
de milers de peticions i en fitxers grans aquestes no arriben al centenar tot i ser la mida total
pra`cticament la mateixa.
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Figura 3.11: Gra`fiques de l’execucio´ de prova en un Atom amb fitxers grans i configuracio´ final.
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Figura 3.12: Gra`fiques de l’execucio´ de prova en un Xeon amb fitxers grans i configuracio´ final.
Altrament, tambe´ han estat canviats els directoris de treball de Hadoop, ja que per defecte es
munta tota l’estructura de directoris a la carpeta temporal del sistema operatiu, el que implicaria
que despre´s d’un reinici de la ma`quina aquestes dades es perdessin. Tambe´ e´s recomanable
canviar els directoris de treball per a garantir que no hi haura` problemes de capacitat.
4
Resultats i conclusions de les proves realitzades
En aquest cap´ıtol es realitzaran i s’estudiaran les diferents proves que s’ha decidit realitzar, tot i
que, degut als resultats obtinguts se’n realitzaran dues me´s que seran explicades me´s endavant.
Els resultats seran mostrats en una taula, en la que apareixeran les mesures de temps, consum
instantani, consum total de l’execucio´ i la configuracio´ usada. Aquests valors representen els
valors mitjos obtinguts en les diferents repeticions de cada una de les execucions, tot vigilant
que no s’hagin produ¨ıt valors at´ıpics notablement diferents a la resta i en tal cas comprovar
quin ha estat el motiu per tal de repetir l’execucio´ si es considera oportu´.
4.1 Representacio´ dels resultats
4.1.1 Estructura dels resultats
Per a cada experiment s’obtenen un conjunt bastant ampli de resultats. Aquests resultats es
mostraran en diferents apartats per obtenir una estructura homoge`nia per a tots els experiments.
Primerament es mostrara` una taula amb els resultats de temps, consum, etc, obtinguts de
l’execucio´ de l’experiment en les diferents configuracions del cluster. D’aquestes dades se’n
podran extreure unes primeres observacions. Seguidament, i per poder veure a que so´n deguts els
resultats obtinguts, es procedira` a fer una observacio´ de les gra`fiques d’utilitzacio´ dels recursos
de les ma`quines emprades durant l’execucio´ de l’experiment, juntament amb la presentacio´
d’alguns dels valors de la taula en forma de gra`fica per a la seva millor visualitzacio´. Finalment,
s’intentara` extreure algunes conclusions parcials per a cada un dels experiments.
4.1.2 Descripcio´ de les taules
El primer camp de la taula fa refere`ncia a quines ma`quines fan la funcio´ de DataNode i el
segon a quines ma`quines fan de TaskTracker. Quan un conjunt de ma`quines apareix en les
dues columnes, significa que aquestes ma`quines treballen en el mode per defecte de Hadoop, o
sigui, realitzant alhora de DataNode i TaskTracker. Per altra banda, si nome´s apareix a una
de les dues columnes, significa que nome´s realitza una de les dues funcions. La tercera i quarta
col·lumna so´n el mateix valor expressat de manera diferent: un en format Hores,Minuts,Segons
i l’altre convertit a hores. El cinque` camp fa refere`ncia a la pote`ncia instanta`nia que esta`
consumint el cluster, en watts. I el sise` camp representa el consum total de l’execucio´ de cada
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un dels treballs, obtingut a partir de les mesures de temps i de pote`ncia. Aquest valor esta`
representat en Quilowatts hora, tal i com apareixeria en una factura ele`ctrica.
4.1.3 Descripcio´ de les gra`fiques
Es mostraran gra`fiques de dos tipus, per una banda es tindran les obtingudes a partir dels valors
continguts a la taula de resultats. Aquestes gra`fiques ens mostraran visualment les difere`ncies
entre les diferents configuracions, alhora que ens permetra` veure com evolucionen algun camps
respecte a uns altres. Per altra banda, s’estudiaran els gra`fics d’utilitzacio´ de recursos de la
ma`quina, dels quals se n’obtindran tres per a cada ma`quina i experiment:
• U´s de CPU: Mostra com evoluciona el consum de CPU d’usuari i de sistema respecte al
temps. En cas de que pugui ajudar en l’ana`lisi, tambe´ es mostrara` el tant per cent de
repo`s.
• U´s de Memo`ria: Mostra com evoluciona la memo`ria, lliure i consumida, aix´ı com la
memo`ria cau (cache) usada.
• Entrada/Sortida: Mostra els blocs de dades que entren i surten dels processador.
4.2 WordCount de 3GB en fitxers petits
Aquesta e´s la primera prova que s’ha decidit realitzar. Consistira` en executar l’aplicacio´ Word-
Count per a que processi el conjunt de 7000 fitxers de text definits en el cap´ıtol anterior, sobre
totes les possibles configuracions del cluster.
Despre´s d’executar aquests treballs amb e`xit i comprovant que no s’han produ¨ıt errors s’obte´
la taula 4.1.
4.2.1 Resultats
DN TT Temps Exec Hores Pote`ncia Consum
2atom
2xeon
2atom
2xeon
15mins, 47sec 0.263h 855w 0.2248 Kwh
2atom 2atom
2xeon
15mins, 50sec 0.264h 855w 0.2257 Kwh
2xeon 2atom
2xeon
15mins, 34sec 0.259h 855w 0.23 Kwh
2atom
2xeon
2xeon 19mins, 54sec 0.332h 852w 0.2856 Kwh
2atom 2xeon 19mins, 48sec 0.33h 852w 0.2812 Kwh
2xeon 2xeon 19mins, 51sec 0.33h 770w 0.2541 Kwh
2atom
2xeon
2atom 43mins, 12sec 0.72h 743w 0.5349 Kwh
2atom 2atom 43mins, 12sec 0.72h 85w 0.0612 Kwh
2xeon 2atom 43mins, 20sec 0.722h 743w 0.5364 Kwh
Taula 4.1: Taula de temps d’execucio´ segons configuracio´ amb 3GB.
WordCount. Fitxers Petits.
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De les dades contingudes a la taula se’n poden extreure unes quantes observacions
• Els 16 nuclis de les ma`quines Xeon realitzen el treball 2.18 vegades me´s ra`pid que els 8
nuclis de les ma`quines Atom.
• Les ma`quines amb processador Xeon han consumit 4.1 vegades me´s d’energia, usant una
pote`ncia 10 vegades superior.
• Separar els DataNodes dels TaskTrakers no es tradueix en un increment del rendiment
pero` si en un increment del consum.
• Afegint 8 nuclis Atom als 16 nuclis Xeon s’obte´ una reduccio´ del temps de l’ordre d’1.25
vegades tot veient-se redu¨ıt el consum 1.28 vegades.
• La pote`ncia requeria per les dues ma`quines Xeon e´s 10 vegades superior a la de les dues
ma`quines Atom.
4.2.2 Gra`fiques
Utilitzacio´ de les ma`quines
Les figures 4.1 i 4.2 mostren la gra`fica d’utilitzacio´ de CPU i d’entrada/sortida per a una
ma`quina amb processador Xeon i una altra amb processador Atom respectivament executant
un WordCount sobre tres gigabytes repartits en 7000 fitxers.
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Figura 4.1: Gra`fiques d’un processador Xeon executant un WordCount amb fitxers petits
Com es pot observar, el grau d’utilitzacio´ del processador e´s molt variant, el que es tradueix
en un consum mig per sota del punt ma`xim d’utilitzacio´. Aixo` e´s degut als costos que es generen
al haver de canviar molt sovint de tasca.
Comparatives dels valors obtinguts
La gra`fica de la figura 4.3 mostra els valors de temps d’execucio´ i consum per a cada una de
les execucions de la taula 4.1. S’hi pot observar clarament com la configuracio´ que dona un
menor consum e´s la que utilitza u´nicament dues ma`quines amb processador Atom. Per contra,
aquesta configuracio´ ens dona un temps d’execucio´ molt elevat.
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Figura 4.2: Gra`fiques d’un processador Atom executant un WordCount amb fitxers petits
Figura 4.3: Gra`fiques de CPU d’un processador Atom executant un WordCount amb diferent nu´mero
d’slots
4.2.3 Conclusions de l’experiment
La conclusio´ me´s important que es pot extreure d’aquest experiment, e´s que separar els DataN-
odes dels TraskTrackers per tal de que els processadors d’alt rendiment puguin dedicar-se nome´s
a tasques de computacio´ no aporta cap benefici important degut al baix consum de CU que
realitzen els DataNodes i per tant la poca interfere`ncia que provoquen en els TaskTrackers si
comparteixen ma`quina, pero` en canvi si que implica un major consum provocat pel fet de tenir
dues ma`quines me´s engegades.
4.3 WordCount de 9GB en fitxers de 200MB
Aquesta prova consisteix en executar l’aplicacio´ de WordCount altre cop, pero` aquest cop
l’entrada no seran milers de fiters petits, sino´ 45 fiters de 200MB, el que do´na un total de
9GB aproximadament. Com s’ha vist anteriorment, un cop els fitxers so´n dins del sistema
de fitxers distribu¨ıt de Hadoop, aquests son dividits i distribu¨ıts pels diferents DataNodes en
blocs de 64MB, que so´n les unitats a processar. Per tant aquest cop s’hauran de processar
aproximadament 135 blocs en comptes del 7.000 de l’experiment anterior.
Despre´s d’executar aquests treballs amb e`xit i comprovant que no s’han produ¨ıt errors s’obte´
la taula 4.2
4.3.1 Resultats
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DN TT Temps Exec Hores Pote`ncia Consum
2atom
2xeon
2atom
2xeon
9mins, 36sec 0.16h 855w 0.137Kwh
2atom 2atom
2xeon
8mins, 59sec 0.149h 855w 0.127Kwh
2xeon 2atom
2xeon
8mins, 44sec 0.145h 855w 0.124Kwh
2atom
2xeon
2xeon 9mins, 25sec 0.157h 852w 0.133Kwh
2atom 2xeon 9mins, 24sec 0.156h 852w 0.133Kwh
2xeon 2xeon 9mins, 29sec 0.158h 770w 0.122Kwh
2atom
2xeon
2atom 59mins, 38sec 0.99h 743w 0.735Kwh
2atom 2atom 59mins, 27sec 0.99h 85w 0.084Kwh
2xeon 2atom 59mins, 40sec 0.99h 743w 0.735Kwh
4atom 4atom 39mins, 46sec 0.662 170w 0,112
Taula 4.2: Taula de temps d’execucio´ segons configuracio´ amb
8,5GB. WordCount. (TaskTracker+DataNode)
De les dades contingudes a la taula se’n poden extreure unes quantes observacions
• Els 16 nuclis de les ma`quines Xeon realitzen el treball 6.26 vegades me´s ra´pid que els 8
nuclis de les ma`quines Atom, i alhora 4.24 vegades me´s ra`pid que 16 nuclis Atom.
• Les ma`quines amb processador Xeon han consumit 1.43 vegades me´s d’energia, usant una
pote`ncia 9 vegades superior.
• Separar els DataNodes dels TaskTrakers no es tradueix en un increment del rendiment
pero` si en un increment del consum.
• Afegint 8 nuclis Atom als 16 nuclis Xeon s’obte´ una reduccio´ del temps de l’ordre d’1.06
vegades tot veient-se augmentat el consum 1.04 vegades.
4.3.2 Gra`fiques
Utilitzacio´ de les ma`quines
Les gra`fiques 4.4 ens mostren els comportament d’un processador Atom quan aquest treball
sota les condicions descrites per aquest experiment i realitzant nome´s la funcio´ de DataNode.
Com es pot observar, el consum de CPU (l´ınia vermella) en aquest cas e´s pra`cticament nul tot i
la gran quantitat d’entrada sortida que hi ha. Per aquest motiu no s’aprecia cap difere`ncia entre
utilitzar DataNodes externs a l’execucio´ MapReduce i tenir el DataNode dins de les mateixes
ma`quines que executen els TaskTrackers.
Les gra`fiques 4.5 mostren l’utilitzacio´ de CPU de dues de les ma`quines del cluster, una amb
processador Atom i l’altre amb processador Xeon, realitzant les dues tant de TaskTracker com
de DataNode. A la gra`fica de la ma`quina amb processador Xeon es pot observar clarament
les dos fases map i reduce, alhora que tambe´ es pot observar, me´s subtilment, quan acaba una
tasca i en comenc¸a una altra. La tasca de reduce es pot observar al final de la gra`fica de CPU,
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Figura 4.4: Gra`fiques de l’execucio´ d’un Atom fent nome´s de DataNode.
 0
 20
 40
 60
 80
 100
 0  100  200  300  400  500  600  700
C
P
U
vmstat iteration (5s)
us
sy
id
(a) Atom cpu.
 0
 20
 40
 60
 80
 100
 0  100  200  300  400  500  600  700
C
P
U
vmstat iteration (5s)
us
sy
id
(b) Xeon cpu.
Figura 4.5: Gra`fiques de cpu d’un Atom i un Xeon.
en l’instant en que el consum de CPU de l’Atom e´s zero i en el processador Xeon aquest e´s
d’una mica me´s del 10%. Es pot observar tambe´ que amb aquests tipus de fitxers, l’utilitzacio´
de CPU e´s pro`xima al l´ımit del processador, rao´ per la qual es fan me´s grans les difere`ncies de
temps entre una ma`quina amb processador Xeon i una altra amb processador Atom. A me´s,
podem observar com la funcio´ reduce nome´s s’executa en la gra`fica 4.5(b), tal i com s’havia
configurat.
Les gra`fiques obtingudes per a totes les altres configuracions del cluster, tot i que no siguin
adjuntades, mostren exactament el mateix comportament. Per una banda s’observa que les
ma`quines que u´nicament realitzen la funcio´ de DataNode tenen un consum de CPU molt baix,
pel que augmenten el consum energe`tic final sense aportar cap guany. Per altra banda, les
ma`quines que realitzen la funcio´ de TaskTracker, sigui u´nicament o realitzant tambe´ la funcio´
de DataNode, mostren un u´s semblant al de les gra`fiques 4.5.
4.3.3 Conclusions de l’experiment
Aquest experiment ens reforc¸a la conclusio´ de l’apartat anterior, en la que s’afirmava que separar
els DataNodes dels TaskTrackers no produ¨ıa cap increment substancial del rendiment pero`
alhora si que introdu¨ıa un augment del consum energe`tic. Per altra banda amb la realitzacio´
de l’experiment utilitzant nome´s ma`quines amb processador de baix consum Atom, s’obte´ un
consum menor a si es realitza el mateix utilitzant nome´s ma`quines d’alt rendiment.
4.4 PI
En aquest experiment consistira` en calcular decimals del nombre PI utilitzant una modificacio´
del me`tode BBP (Bailey-Borwein-Plouffe) per tal de poder-ho fer de manera distribu¨ıda [Bai06].
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Amb aquest experiment es prete´n observar com es comporten els diferents tipus de processadors
quan s’enfronten a una tasca que requereix una carrega de CPU molt elevada.
4.4.1 Resultats
En aquesta prova la distribucio´ de l’HDFS e´s indiferent, ja que aquest no afecta al resultat
degut a la nul·la utilitzacio´ del sistema de fitxers per part de l’aplicacio´.
DN TT Temps Exec Hores Pote`ncia Consum
indiferent 2atom
2xeon
8mins, 10sec 0.136h 855w 0.116Kwh
indiferent 2xeon 5mins, 25sec 0.09h 770w 0.069Kwh
indiferent 2atom 58mins, 45sec 0.979 85w 0.083Kwh
Taula 4.3: Taula de temps d’execucio´ segons configuracio´. Pi 128
1000000000
De les dades contingudes a la taula se’n poden extreure unes quantes observacions:
• En aquest cas, un processador Xeon e´s pra`cticament onze vegades me´s ra`pid que un
processador de baix consum Atom.
• A part de trigar me´s, el consum final de la ma`quina amb processador Atom e´s me´s elevat
que la que te´ un processador Xeon.
• La combinacio´ de ma`quines Atom i Xeon fa que l’execucio´ sigui me´s lenta.
4.4.2 Gra`fiques
Utilitzacio´ de les ma`quines
Les gra`fiques de les figures 4.6 i 5.1 ens mostren l’us de CPU en una execucio´ conjunta de la
prova i l’us de CPU executant-la per separat respectivament.
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Figura 4.6: Gra`fiques de CPU executant PI conjuntament.
Com es pot observar, sempre que s’esta` executant una tasca el consum de CPU e´s pro`xim al
cent per cent, el que ens indica que s’esta` treballant al ma`xim de les possibilitats del processador,
que e´s el que es buscava amb la realitzacio´ d’aquest experiment. A me´s, les gra`fiques de la figura
4.6 ens mostren perque` al combinar els dos tipus de ma`quina el rendiment del sistema sembla
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Figura 4.7: Gra`fiques de CPU executant PI individualment.
empitjorar en comptes de millorar. Les dues gra`fiques han sigut obtingudes en la mateixa
execucio´, pel que el nombre de mostres e´s el mateix, pero` no acaben alhora, sino´ que la gra`fica
4.6(a) s’allarga me´s en temps. Aixo` e´s degut a que les ma`quines atom triguen molt me´s (10
vegades) a completar una tasca, el que unit a la coincide`ncia de que quan tot just s’assignen
les u´ltimes tasques a les ma`quines atom acaben les tasques de les ma`quines xeon, produeix un
overhead al final de l’execucio´ en el que les u´niques ma`quines que estan computant so´n les que
tenen processador atom, la qual cosa alenteix la finalitzacio´ del treball.
Comparatives dels valors obtinguts
La gra`fica de la figura 4.8, a difere`ncia de l’anterior, ens mostra com aquest cop un cluster
format per processadors Xeon no nome´s obte´ un temps d’execucio´ menor, sino´ que tambe´ obte´
un consum menor.
Figura 4.8: Gra`fica comparativa de l’execucio´ de PI
4.4.3 Conclusions de l’experiment
Aquest experiment ens dona una visio´ general del rendiment de les dues CPU quan se’ls exigeix
una gran carrega de treball. La conclusio´ que es pot treure d’aquest experiment e´s que, tot i
que se’ns venguin els processadors atom com a processadors de baix consum, el que se’ns esta`
venent so´n processadors de baix rendiment, el que directament proporciona un menor consum
instantani. A part, els processadors d’alt rendiment semblen estar millor optimitzats, tot i
compartir la mateixa tecnologia de fabricacio´ per a l’execucio´ de tasques d’aquest tipus, el
que implica que a la llarga, si es te´ un conjunt de treballs que requereixin molta pote`ncia de
computacio´ per a tenir les ma`quines ocupades durant dies, setmanes o fins i tot anys, resultara`
me´s sostenible l’us d’aquests tipus de processador en front dels de baix consum.
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4.5 Primeres conclusions
Dels resultats obtinguts dels experiments realitzats es poden extreure una se`rie de conclusions.
• No s’obte´ el rendiment esperat al separar els TaskTrackers dels DataNodes degut al baix
consum de CPU que requereixen aquests u´ltims tot i haver executat una aplicacio´ que fa
un u´s intensiu de les dades com e´s el WordCount.
• En aplicacions com el PI que fan un u´s molt intensiu de CPU, el rendiment per watt d’un
processador d’alt rendiment e´s major al d’un de baix consum, el que es reflecteix en que
aquest u´ltims triguen me´s en executar el treball alhora que consumeixen me´s.
• Resulta una bona idea utilitzar processadors de baix consum per a fer tasques de com-
putacio´ en aplicacions que no facin un u´s molt intensiu de CPU, com podria ser una
aplicacio´ que e´s comporte´s com el primer experiment, sempre i quan es premi¨ı el consum
per sobre del temps d’execucio´
Amb aquestes conclusions parcials, es decideix executar dues proves me´s. La primera con-
sistira` en repetir les execucions anteriors del WordCount amb fitxers grans i l’execucio´ del PI,
pero` aquest cop incrementant els slots que posara` a disposicio´ del sistema cada ma`quina, per
tal de poder comprovar com evoluciona el consum i el rendiment quan no s’esta` esprement el
processador al ma`xim de les seves possibilitats.
L’altra consistira` en afegir al cluster les ma`quines de les que es disposen pero` que havien
sigut descartades, i configurar-les com a TaskTracker, deixant nome´s com a DataNode una de les
ma`quines amb processador de baix consum. Amb aquest experiment el que es prete´n e´s intentar
veure fins a quin la ma`quina de baix consum pot suportar la transfere`ncia de dades a la que
sera` sotmesa. Alhora es realitzara` el mateix experiment pero` amb totes les ma`quines funcionant
amb la configuracio´ per defecte, per veure si en aquest cas s’experiment algun benefici en el
consum o en el rendiment.
4.6 Proves amb increment d’slots
En aquesta prova s’executara` altre cop el WordCount sobre 9GB de fitxers de text repartits
en fitxers d’uns 200MB cada un, pero` a difere`ncia de l’execucio´ realitzada amb anterioritat,
aquest cop, en cada una de les execucions es modificara` mitjanc¸ant els fitxers de configuracio´
de MapReduce el nombre d’slots (o treballadors) que posa a disposicio´ del cluster la ma`quina
sobre la que es realitzaran les mesures.
Com s’ha vist en els conceptes teo`rics, cada un dels TaskTrackers presents en el cluster,
ofereixen al JobTracker un nombre determinats d’slots, als quals els seran enviades tasques per
a la seva computacio´ cada cop que estiguin lliures mentre hi hagi tasques a realitzar.
Per a la realitzacio´ de les proves s’executara` el mateix treball vuit vegades sobre cada un dels
entorns de proves preparats. Per una banda s’ha preparat una ma`quina amb un processador
Xeon, a la qual se li executara` el treball variant el nombre d’slots entre u i vuit. Per altra
banda es tindran dues ma`quines amb processador Atom. En aquest cas, i degut a que per la
seva pote`ncia de ca`lcul e´s contraproduent assignar-li me´s de quatre slots, s’executara el treball
primer sobre una ma`quina variant el nombre d’slots entre u i quatre, i despre´s s’afegira` una
altra ma`quina al cluster, amb el que es tindra` la primera ma`quina amb quatre slots que no
variaran, i una segona ma`quina que variara` el nombre d’slots entre u i quatre altre cop. Amb
aixo` s’aconsegueix tenir al final de l’execucio´ dels treballs els valors, tant per als processadors
Atom com per als Xeon, de l’execucio´ en un rang d’entre un i vuit slots.
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4.6.1 WordCount de 9GB amb increment d’slots
Ma`quines Slots
Map
Temps Exec Hores Pote`ncia Consum SpeedUp
1xeon 0 283w
1xeon 1 49mins, 1sec 0.817 h 307.00 w 0.2508 Kwh 1.00
1xeon 2 33mins, 28sec 0.558 h 329.00 w 0.1835 Kwh 1.46
1xeon 3 26mins, 1sec 0.434 h 341.00 w 0.1479 Kwh 1.88
1xeon 4 21mins, 40sec 0.361 h 350.00 w 0.1264 Kwh 2.26
1xeon 5 19mins, 56sec 0.332 h 367.00 w 0.1219 Kwh 2.46
1xeon 6 18mins, 24sec 0.307 h 382.00 w 0.1171 Kwh 2.66
1xeon 7 17mins, 40sec 0.294 h 387.00 w 0.1139 Kwh 2.77
1xeon 8 17mins, 18sec 0.288 h 395.00 w 0.1139 Kwh 2.83
1atom 38.4w
1atom 1 4hrs, 54mins, 36sec 4.910 h 40.00 w 0.1964 Kwh 1.00
1atom 2 2hrs, 36mins, 29sec 2.608 h 41.20 w 0.1075 Kwh 1.88
1atom 3 2hrs, 6mins, 51sec 2.114 h 41.50 w 0.0877 Kwh 2.32
1atom 4 1hrs, 52mins, 41sec 1.878 h 42.20 w 0.0793 Kwh 2.61
2atom 5 1hrs, 24mins, 7sec 1.402 h 80.00 w 0.1122 Kwh 3.50
2atom 6 1hrs, 9mins, 54sec 1.165 h 81.20 w 0.0946 Kwh 4.21
2atom 7 1hrs, 3mins, 50sec 1.051 h 81.50 w 0.0857 Kwh 4.67
2atom 8 1hrs, 0mins, 7sec 1.002 h 82.20 w 0.0824 Kwh 4.90
Taula 4.4: Taula de temps i consum segons el numero d’slots i
tipus de ma`quina. 8.5GB. WordCount. Dos DataNodes separats
dels TaskTrackers
De les dades contingudes a la taula se’n poden extreure unes quantes observacions:
• Els processadors Atom obtenen una disminucio´ del temps major per cada slot que se’ls
afegeix que els processadors Xeon.
• Un sol nucli d’un processador Xeon e´s me´s rapid que 2 processadors Atom.
• Amb me´s de dos slots un processador Atom te´ un consum menor que qualsevol execucio´
en un processador Xeon.
• La variacio´ del consum d’un processador Atom segons la seva carrega de treball e´s rela-
tivament petita.
4.6.2 PI amb increment d’solots
Ma`quines Slots
Map
Temps Exec Hores Pote`ncia Consum SpeedUp
1xeon 0 inf x 283w x
1xeon 1 10mins, 21sec 0.172 h 307.00 w 0.0528 Kwh 1.00
1xeon 2 5mins, 15sec 0.087 h 329.00 w 0.0286 Kwh 1.98
1xeon 3 3mins, 54sec 0.065 h 341.00 w 0.0222 Kwh 2.65
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1xeon 4 2mins, 51sec 0.048 h 350.00 w 0.0166 Kwh 3.62
1xeon 5 2mins, 44sec 0.046 h 367.00 w 0.0167 Kwh 3.78
1xeon 6 2mins, 11sec 0.036 h 382.00 w 0.0139 Kwh 4.74
1xeon 7 2mins, 8sec 0.036 h 387.00 w 0.0138 Kwh 4.84
1xeon 8 1mins, 35sec 0.026 h 395.00 w 0.0104 Kwh 6.54
1atom 0 inf x 38.4w x
1atom 1 47mins, 34sec 0.792 h 40.00 w 0.0317 Kwh 1.00
1atom 2 23mins, 57sec 0.399 h 41.20 w 0.0164 Kwh 1.98
1atom 3 19mins, 57sec 0.333 h 41.50 w 0.0138 Kwh 2.38
1atom 4 15mins, 12sec 0.220 h 42.20 w 0.0093 Kwh 3.60
1atom 5 12mins, 4sec 0.201 h 80.00 w 0.0161 Kwh 3.94
1atom 6 10mins, 52sec 0.181 h 81.20 w 0.0147 Kwh 4.37
1atom 7 10mins, 6sec 0.169 h 81.50 w 0.0138 Kwh 4.69
1atom 8 7mins, 59sec 0.133 h 82.20 w 0.0109 Kwh 5.95
Taula 4.5: Taula de temps i consum segons el numero d’slots i tipus
de ma`quina. Pi 16 1000000000
De les dades contingudes a la taula se’n poden extreure unes quantes observacions:
• Els dos tipus de processador escalen d’una manera similar. A me´s, no gaire allunyat del
ma`xim possible.
• De la mateixa manera que en la prova de PI de la seccio´ 4.3 els processadors Xeon so´n
me´s eficients energeticament i computacionalment que els Atom.
4.6.3 Gra`fiques
Utilitzacio´ de les ma`quines
Les gra`fiques de les figures 4.9 i 4.10 mostren com varia l’utilitzacio´ de CPU segons el nombre
d’slots que posen a disposicio´ del JobTracker. Com pot observar-se, l’augment de l’utilitzacio´
de la CPU e´s proporcional al nombre d’slots utilitzats, aix´ı, quan son utilitzats tots els slots
l’utilitzacio´ e´s propera al cent per cent i quan el nombre d’slots e´s menor aquest te´ una utilitzacio´
aproximada de (nombre slots utilitzats / nombre slots ma`xims).
Comparatives dels valors obtinguts
Les gra`fiques de la figura 4.11 mostren la disminucio´ del temps d’execucio´ , el consum total de
l’execucio´ i el guany de rendiment segons el nombre d’slots respectivament. La gra`fica 4.11(a)
mostra, per a l’execucio´ del WordCount, com va disminuint el temps cada cop que s’afegeix un
slot de me´s per a les ma`quines Atom i Xeon. S’ha de tenir en compte que quants me´s slots te´
el sistema, menys impacte sobre la disminucio´ del temps tindra` afegir-ne un de me´s. Per aixo`,
tot i que sembli que la disminucio´ de temps e´s molt petita, aquesta e´s pro`xima a l’esperada.
Per altra banda, la gra`fica 4.11(c) ens mostra com afegir un slot no sempre proporciona una
millora en el temps d’execucio´. Aixo` e´s degut, igual que en l’experiment 4.4, a que no tots els
slots poden processar el mateix nombre de tasques al llarg de l’execucio´. Aixo` succeeix quan el
nombre de tasques no e´s mu´ltiple del numero d’slots en el cas de que totes les ma`quines siguin
del mateix tipus.
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(c) 3 slots.
 0
 20
 40
 60
 80
 100
 0  500  1000  1500  2000  2500
C
P
U
vmstat iteration (5s)
us
sy
id
(d) 4 slots.
Figura 4.9: Gra`fiques de CPU d’un processador Atom executant un WordCount amb diferent nu´mero
d’slots
4.6.4 Conclusions de l’experiment
Aquest experiment ens reafirma en la conclusio´ de que, per a una ca`rrega de treball de CPU no
molt elevada, pot ser interessant fer servir ma`quines de baix consum sempre i quan no tinguem
una condicio´ de temps determinada la qual no puguem superar. De la mateixa manera, si
la pote`ncia ele`ctrica disponible no ens permet introduir me´s ma`quines d’alt rendiment, s’hi
podrien afegir ma`quines de baix consum per a realitzar la tasca en un temps menor.
4.7 WordCount amb un sol DataNode
En aquesta prova es llanc¸ara` el mateix WordCount que en els apartats anteriors, pero` en
aquest cas no es fara` cap mesura de temps, ja que aquesta no te´ sentit al no ser comparable
amb cap altre mesura. El que interessa d’aquesta prova e´s comprovar si una sola ma`quina amb
processador Atom fent de DataNode por servir la demanda de dades de totes les altres ma`quines
del cluster que estaran executant el WordCount i observar com es comportar el consum de CPU,
per poder estimar on estaria el l´ımit de ca`rrega.
4.7.1 Gra`fiques
Utilitzacio´ de les ma`quines
Les gra`fiques de la figura 4.13 mostren que no hi ha hagut cap problema en l’execucio´ tot i
nome´s haver-hi un DataNode. Aquesta gra`fica mostra l’utilitzacio´ de la CPU d’una ma`quina
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(b) 4 slots.
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(d) 8 slots.
Figura 4.10: Gra`fiques de CPU d’un processador Xeon executant un WordCount amb diferent nu´mero
d’slots
(a) Temps execucio´. (b) Consum. (c) SpeedUp.
Figura 4.11: Gra`fiques de temps i consum segon sel nombre d’Slots en l’execucio´ d’un WordCount sobre
9GB
amb processadors Xeon. Aix´ı, veient que que ha tingut una ocupacio´ com en els experiments
anteriors, on hi havia me´s d’un DataNode, i sent aquesta una de les ma`quines me´s potents i que
per tant me´s flux continu de dades necessita per poder realitzar les diferents tasques que se li
assignen amb la major celeritat possible, es pot dir que les dades el DataNode ha servit a totes
les ma`quines les dades que li demanaven. Un cop sabut que no s’ha arribat al l´ımit, s’ha de
mirar quin marge ens queda encara per augmentar-li la carrega de treball. Es pot comprovar
que el disc te´ una transfere`ncia de dades ma`xima en condicions o`ptimes d’aproximadament
105MB/segon tot i que per les caracter´ıstiques del disc, en acce´s aleatori com el que es realitza
en els DataNodes, no acostumen a donar una transfere`ncia de dades majors de 40MB/segon.
Per altra banda, la tasca de map ha requerit 9GB i ha durat uns 400 segons, pel que podem
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Figura 4.12: Gra`fiques de CPU d’un processador Atom fent de DataNode
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Figura 4.13: Gra`fiques de CPU d’un processador Xeon executant un WordCount
estimar que hi ha hagut una transfere`ncia mitja de 21MB/segon. Aquest valor d’utilitzacio´ de
disc queda bastant lluny del ma`xim, pero` si observem la gra`fica de consum de CPU 4.12(a)
veurem que en certs casos, coincidint amb els ma`xims de la gra`fica 4.12(b), la l´ınia que marca
l’idle del processador disminueix fins a valors compresos entre el vint i el quaranta per cent tot i
que aquest consum no e´s degut al proce´s que fa de DataNode (l´ınia blava user), sino´ al waiting,
que no apareix a la gra`fica pero`, donat que per a cada mostra la suma dels 4 valors que ens
retorna l’vmstat ha de sumar cent, e´s de fa`cil deduccio´. Quan una CPU esta` en estat waiting,
significa que esta` esperant a que finalitzin les tasques d’entrada/sortida per a iniciar-ne unes
altres, el que significa que per al tipus d’acce´s a disc que realitza el proce´s del DataNode, el disc
esta` gairebe´ al l´ımit de les seves possibilitats.
4.7.2 Conclusions de l’experiment
Aquest experiment ens dona la certesa de que una sola CPU de baix consum podria manegar
una gran quantitat de dades i de peticions des dels TaskTrackers sempre i quant tingues un disc
o un conjunt de discs suficientment ra`pids per a servir totes les dades que els fossin demanades.
De tota manera, com que Hadoop esta` pensat per a treballar sobre ma`quines dome`stiques en
les quals actualment dif´ıcilment tindran una interf´ıcie de xarxa superior a Gigabit ethernet, les
quals suporten una transfere`ncia ma`xima teo`rica de 125MBytes per segon, es pot afirmar que
en cas de tenir un disc capac¸ de proporcionar al sistema en lectura aleato`ria aquesta quantitat
de dades per segon, la CPU de baix consum Atom330 ho podria manegar sense problemes.
5
Metodologia d’experimentacio´
En aquest cap´ıtol s’hi trobara` un resum de les conclusions que s’han anat extraient dels diferents
experiments realitzats. Per altra banda, i per tal de poder aplicar les conclusions obtingudes a
d’altres experiments s’enunciara` un procediment a seguir per a obtenir els resultats necessaris
i un diagrama de decisio´ per comprovar si e´s viable o no l’us de processadors de baix consum
en aquell experiment.
5.1 Resum de les conclusions
Aquest projecte va comenc¸ar amb la idea que un processador de baix consum podia ser una
opcio´ perfectament va`lida com a recurs de processament en un cluster Hadoop MapReduce.
Com s’ha anat veient i analitzant al llarg d’aquesta memo`ria, s’ha demostrat que algunes de
les hipo`tesis que s’havien plantejat han resultat no ser efectives i d’altres si que ho han sigut.
A trave´s de les hipo`tesis que han pogut ser verificades amb resultat afirmatiu, s’ha detectat
que per alguns tipus d’aplicacio´ el fet d’executar-les en computadors de baix consum proporciona
una disminucio´ del consum energe`tic. Com a contrapartida, el fet d’utilitzar aquests tipus de
processadors fa augmentar, i bastant, el temps d’execucio´.
Les aplicacions que surten beneficiades de ser executades en aquest tipus de ma`quines so´n
aquelles que tenen un component important d’entrada/sortida de Dades. Com que aquestes
so´n transmeses a trave´s de la xarxa des dels DataNodes i triguen el mateix en ser rebudes en
els dos tipus de ma`quina implica que el temps d’espera entre processos e´s el mateix en totes les
ma`quines, sortint-ne perjudicada la ma`quina amb processador d’alt rendiment, ja que durant
aquest per´ıode podria haver processat moltes me´s dades que no els processadors de baix consum.
A l’altra extrem tenim les aplicacions amb molt poc o gens acce´s a dades allotjades en el HDFS,
el que implica que es pot extreure el ma`xim rendiment del processador, entorn en el qual els
processadors d’alt rendiment estan millor preparats per treballar-hi.
Per aixo`, es proposa un procediment per a poder obtenir un conjunt de mesures a partir
de les quals poder decidir quina topologia e´s la me´s adient o s’ajusta me´s a les condicions
demandades per a l’execucio´ de l’aplicacio´. Aquestes dades ens seran de vital importa`ncia a
l’hora de configurar el planificador de tasques, ja que d’aquesta configuracio´ en dependra` que
es faci un u´s dels me´s intel·ligent recursos i per tant, me´s eficient.
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5.2 Procediments
El me´s important per a poder realitzar una bona decisio´ de quins tipus de ma`quines so´n me´s
convenients per a executar l’aplicacio´ e´s obtenir pre`viament un bon conjunt de mesures i haver
realitzar una bona configuracio´ de l’entorn. A me´s, tant important com la configuracio´ e´s
l’utilitzar un joc de proves convenient-ment generat. Un cop obtinguts aquests valors, mostrar-
los textualment en una taula i, alhora, mostrar-los en diferents gra`fiques pot facilitar, i molt,
la tasca d’ana`lisis i decisio´.
5.2.1 Obtencio´ de mesures
Per a l’obtencio´ de les dades de refere`ncia s’haurien de seguir una se`rie de passos:
1. Seleccionar un subconjunt de les dades per a processar. S’ha de tenir en compte que no
tots els conjunts de dades so´n va`lids. Com s’ha vist en la seccio´ 4.4, ens podem trobar
amb que apareixen stragglers (elements endarrerits), que s’acaben computant sols en un
slot mentre els altres ja no tenen me´s tasques per processar i fan que l’execucio´, tenint
me´s recursos a la seva disposicio´, retorni un temps d’execucio´ major.
Per tant, s’han d’ajustar les dades de la prova per a que aquests elements apareguin
en la menor mesura possible, o que se sa`piga en quins experiments apareixeran per tal
d’obviar-los.
2. Ajustar els para`metres dels nodes MapReduce. Es recomana que el nombre d’Slots que
ofereix un node varii entre una i dues vegades el nombre de nuclis que posseeix la ma`quina.
Per a trobar aquesta el valor o`ptim d’slots s’haurien de realitzar unes execucions per a
cada tipus de processador que es volen provar. Inicialment l’execucio´ s’hauria de realitzar
amb 1, 1.5 i 2 vegades el nombre de nuclis de la CPU.
Llavors aquestes dades haurien de ser analitzades per veure quina e´s la millor configuracio´
i perque` les altres dues so´n me´s lentes. En cas que es creie´s convenient, s’hauria d’afinar
me´s la prova.
3. Coneixent el nombre o`ptim d’slots que podra` contenir cada tipus de ma`quina, s’haurien
de repetir les proves incrementant els slots disponibles entre 1 i el ma`xim possible tal
i com s’ha fet a l’apartat 4.6. Com que el que e´s prete´n amb aquesta prova e´s poder
obtenir una corba de comportament de l’aplicacio´ segons s’hi vagin afegint me´s slots per
a me´s d’una ma`quina, s’haurien d’utilitzar com a mı´nim tres ma`quines de cada tipus, i fer
augmentar els slots disponibles seguint una se`rie que eviti els stragglers no sobrepassant
mai el nombre ma`xim d’slots. Si s’han d’utilitzar me´s slots dels disponibles en una
ma`quina, es configuraran les n primeres ma`quines amb el nombre ma`xim i la u´ltima
amb els restants.
4. Per tal de poder generar una funcio´ que ens permeti estimar el temps, pote`ncia i consum
per a un nombre definit d’slots s’hauran d’ordenar les mesures de temps i consum instan-
tani en una taula i posteriorment obtenir el consum per a cada parell de dades. En la
seccio´ segu¨ent es veura` un exemple de com generar-les i utilitzar-les.
5. Per tal de fer me´s senzilla la decisio´ es poden representar els punts i funcions en una o
me´s d’una gra`fica.
Amb aquest conjunt de dades hauria de ser possible decidir si surt a compte planificar el
treball per a ser executat en un tipus de ma`quina o en un altre, i en quina mesura s’obte´ un
benefici d’aquesta decisio´. A part, aquestes mesures tambe´ ens permetran indicar-li al scheduler
quins para`metres es volen per a la realitzacio´ de l’execucio´.
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5.2.2 Generacio´ de les funcions
Per tal de veure com generar les funcions que ens permetin obtenir el temps, consum i pote`ncia
donat un nombre determinat d’slots, no hi ha res millor que mostrar-ho amb un exemple amb
les dades recollides fins al moment.
Es faran servir els resultats de la seccio´ 4.6, s’ampliaran els resultats de la prova, es generaran
les gra`fiques i mostrar els diferents escenaris que se’ns presenten.
Ma`quines Slots
Map
Temps Exec Hores Pote`ncia Consum SpeedUp
1xeon 0 283w
1xeon 1 49mins, 1sec 0.817 h 307.00 w 0.2508 Kwh 1.00
1xeon 2 33mins, 28sec 0.558 h 329.00 w 0.1835 Kwh 1.46
1xeon 3 26mins, 1sec 0.434 h 341.00 w 0.1479 Kwh 1.88
1xeon 4 21mins, 40sec 0.361 h 350.00 w 0.1264 Kwh 2.26
1xeon 5 19mins, 56sec 0.332 h 367.00 w 0.1219 Kwh 2.46
1xeon 6 18mins, 24sec 0.307 h 382.00 w 0.1171 Kwh 2.66
1xeon 7 17mins, 40sec 0.294 h 387.00 w 0.1139 Kwh 2.77
1xeon 8 17mins, 18sec 0.288 h 395.00 w 0.1139 Kwh 2.83
2xeon 9 14mins, 34sec 0.242 h 702.00 w 0.1699 Kwh 3.38
2xeon 10 12mins, 58sec 0.216 h 724.00 w 0.1564 Kwh 3.78
2xeon 11 11mins, 59sec 0.199 h 736.00 w 0.1465 Kwh 4.11
2xeon 12 11mins, 11sec 0.186 h 745.00 w 0.1386 Kwh 4.39
2xeon 13 10mins, 34sec 0.176 h 762.00 w 0.1341 Kwh 4.64
2xeon 14 10mins, 21sec 0.172 h 777.00 w 0.1336 Kwh 4.75
2xeon 15 10mins, 13sec 0.170 h 782.00 w 0.1329 Kwh 4.81
2xeon 16 10mins, 6sec 0.168 h 790.00 w 0.1327 Kwh 4.86
1atom 38.4w
1atom 1 4hrs, 54mins, 36sec 4.910 h 40.00 w 0.1964 Kwh 1.00
1atom 2 2hrs, 36mins, 29sec 2.608 h 41.20 w 0.1075 Kwh 1.88
1atom 3 2hrs, 6mins, 51sec 2.114 h 41.50 w 0.0877 Kwh 2.32
1atom 4 1hrs, 52mins, 41sec 1.878 h 42.20 w 0.0793 Kwh 2.61
2atom 5 1hrs, 24mins, 7sec 1.402 h 82.20 w 0.1152 Kwh 3.50
2atom 6 1hrs, 9mins, 54sec 1.165 h 83.40 w 0.0972 Kwh 4.21
2atom 7 1hrs, 3mins, 50sec 1.051 h 83.70 w 0.0890 Kwh 4.67
2atom 8 1hrs, 0mins, 7sec 1.002 h 84.40 w 0.0846 Kwh 4.90
3atom 9 52mins, 22sec 0.872 h 124.40 w 0.1084 Kwh 5.63
3atom 10 46mins, 45sec 0.779 h 125.60 w 0.0978 Kwh 6.30
3atom 11 44mins, 17sec 0.738 h 125.90 w 0.0929 Kwh 6.65
3atom 12 43mins, 0sec 0.717 h 126.60 w 0.0908 Kwh 6.85
4atom 13 54mins, 39sec 0.911 h 166.60 w 0.1581 Kwh 5.39
4atom 14 49mins, 3sec 0.817 h 167.80 w 0.1371 Kwh 6.01
4atom 15 44mins, 52sec 0.748 h 168.10 w 0.1257 Kwh 6.56
4atom 16 39mins, 46sec 0.663 h 168.80 w 0.1119 Kwh 7.41
Taula 5.1: Taula de temps i consum segons el numero d’slots i
tipus de ma`quina. 8.5GB. WordCount. Dos DataNodes separats
dels TaskTrackers
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(a) Pote`ncia i Consum
(b) Temps
Figura 5.1: Gra`fiques de temps, pote`ncia i consum.
En aquestes gra`fiques [5.1(a)] i [5.1(b)] es pot veure que s’hi ha inclo`s una funcio´ de regressio´,
la qual permetra` estimar el temps, consum i pote`ncia donat un nombre determinat d’slots i tipus
de ma`quina. A me´s, a partir d’aquestes funcions, se’n poden obtenir d’altres que donin com a
resultat el nombre d’slots a emprar donat un temps, pote`ncia o consum ma`xim. D’aquestes tres
funcions, podem comprovar que la funcio´ de temps dona valors correctes pels valors coneguts,
pero` no quan es vol estimar valors per a un nombre d’slots major que amb els que s’han realitzat
les proves. Tot i aixo`, la recta de regressio´ de l’speedup si que e´s correcta i ens permet estimar
speedups futurs, pel que es pot definir una funcio´ de temps a partir d’aquesta. Igualment, com
que el consum e´s el resultat del producte del temps pel consum instantani, la funcio´ resultant
tambe´ e´s erro`nia. Com que interessa poder generalitzar, i vist que el comportament en els
dos tipus de ma`quina e´s bastant semblant, es poden escriure les tres funcions en funcio´ de la
pendent de la corba (b) i en valor de la recta a l’origen (a) . Sent s el nombre d’slots i m la
mida de l’experiment (en el cas de l’exemple, 8.5GB) i M la mida de l’experiment pel qual es
vol saber el temps d’execucio´.
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power(s) = a+s×bm ×M
speedup(s) = a + s× b
temps(s) = temps(1)speedup(s)×m ×M
consum(s) = power(s)× temps(s)
Pero`, me´s que cone`ixer els valors de temps, pote`ncia i consum per un nombre donat d’slots,
el que interessa e´s poder cone`ixer quin e´s el nombre o`ptim si s’estableixen uns llindars de temps,
pote`ncia i consum. Les funcions amb les quals es pot cone`ixer el nombre d’slots necessaris per
a complir els l´ımits es poden aconseguir a¨ıllant s de les equacions anteriors.
slots(power) =
power×mM−b
a
slots(speedup) = speedup(1)×M−a×m×tempsb×m×temps
1
A mode d’exemple, es pot suposar que s’han realitzat aquests ca`lculs com a tasca pre`via
a la computacio´ d’un conjunt de fitxers que sumen en total 100TB (terabytes), pels quals ens
demanen un temps aproximat de ca`lcul. 100TB de dades, repartits en fitxers grans, suposen un
mı´nim de 1.638.400 tasques. Si pretengue´ssim computar-ho amb els computadors de l’exemple,
dues ma`quines amb processador Xeon o quatre amb processador atom trigar´ıem, respectiva-
ment, 84.38 i 332.60 dies. Si se’ns demane´s una limitacio´ de temps i/o power, es podria calcular,
primerament si e´s possible, i llavors buscar el nombre d’slots necessaris de cada tipus de ma`quina
per a complir els requisits.
1a i b de la funcio´ slots(temps) so´n els valors de la recta de regressio´ per a l’speedup
48 CAPI´TOL 5. METODOLOGIA D’EXPERIMENTACIO´
6
Politica de planificacio´ de tasques conscient de
l’energia
En aquest cap´ıtol es proposara` una plit´ıtica de planificacio´ per a ser implementada en el sched-
uler de hadoop. L’objectiu d’aquestes modificacions so´n que el planificador condicioni el reparti-
ment de les tasques entre les diferents ma`quines tenint en compte no nome´s el temps d’execucio´
sino´ tambe´ el consum energe`tic.
6.1 Introduccio´
L’scheduler de Hadoop e´s la part del mateix que s’encarrega de gestionar en quin ordre es
processen els diferents treballs que s’envien per a la seva execucio´. Per defecte Hadoop porta
un scheduler molt simple. Crea una cua en la qual s’hi van afegint els treballs i els executa un
darrere l’altre, sempre d’un en un.
El que ens permet la pol´ıtica de planificacio´ de l’Adaptative Scheduler [PCB+10] de la que
partim e´s, donat una se`rie de treballs a executar, donar-lis una certa prioritat per tal de que,
executant-los tos a l’hora, tots ells o, en cas de que sigui impossible, el major nombre, acabin
dins d’un temps demanat.
L’objectiu ara e´s anar un pas me´s enlla` i fer que no nome´s tingui en compte un llindar
de temps, sino´ que tambe´ se li pugui aplicar un llindar de potencia alhora que sempre faci
l’assignacio´ energe`ticament millor dins el llindar de temps. Per tal de realitzar aquesta tasca es
proposaran diferents pol´ıtiques de planificacio´ que seran avaluades en primera insta`ncia en un
simulador i despre´s, per tal de validar que aquesta proposta e´s correcta, es fara` una execucio´
del planificador que contingui la pol´ıtica de planificacio´ proposada en el cluster en el qual s’han
realitzat les proves dels cap´ıtols anteriors.
6.2 Simulador del planificador
Com que plantejar una proposta de planificador sense provar-ho e´s una mica agosarat i realitzar
directament una modificacio´ sobre el planificador actual suposaria allargar el projecte me´s del
previst, s’implementara` un petit simulador d’un cluster MapReduce el qual, a partir de les dades
de rendiment i pote`ncia que tenim per als diferents tipus de processador, ens fara` una estimacio´
per a cada treball,del temps emprat, la potencia energe`tica en cada instant de l’execucio´ i
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el consum final requerit. A part, permetra` l’us de diferents pol´ıtiques de planificacio´ per al
processat dels treballs, pel que sera` me´s senzill fer-ne una comparacio´.
6.2.1 Requisits del simulador
El simulador del cluster Hadoop/MapReduce ha de complir els segu¨ents requisits:
• Permetre l’u´s de diferents tipus de processador, els quals tindran una potencia i/o un
consum diferents.
• Permetre afegir dina`micament treballs de diferents tipus, dels quals haura` de ser possible
especificar el seu comportament en cada tipus de processador.
• Permetre l’u´s de diferents heur´ıstics en el planificador de tasques.
• Enregistrar l’estat del cluster en cada instant de temps i permetre l’ana`lisi d’aquestes
dades a posteriori.
A part, com a requisits del software, donat que e´s molt probable que en un futur se’n vulgui
modificar alguna part o ampliar-ne les funcionalitats, hauria de tenir una alta mantenibilitat,
testabilitat i flexibilitat.
6.2.2 Funcionament del simulador
El simulador ha de funcionar com un planificador de tasques d’un cluster MapReduce. Aixo`
significa que, des de l’instant en el que comenc¸a, ha de mirar si hi ha treballs pendents de
ser executats i, en cas de que n’hi hagi, seleccionar el treball que, proporcionalment, me´s lluny
estigui de complir els requisits de temps, pote`ncia i consum desitjats (el que s’anomenara` menor
utilitat). Les tasques d’aquests treballs les ha d’anar repartint entre els slots disponibles en el
cluster. Un esquema resumit de com funciona el simulador es pot veure a la figura 6.2.2.
6.2.3 Diagrama de classes de l’aplicacio´
Com es pot veure a la figura 6.2.3 es necessitaran cinc classes per a representar el cluster
MapReduce.
Aquestes classes a la vegada es reparteixen en tres conjunts. En una part es representen
les ma`quines que formaran el cluster. Aquestes ma`quines, en resum, han de tenir tal i com
tenen les ma`quines reals, una pote`ncia de un consum energe`tic un determinat per a cada un
dels processadors que continguin. Per altra banda tenim les classes que en permeten simular els
treballs, els quals poden ser de diferents tipus i contenir tasques de diferents mides. I finalment
tenim la classe que simula el planificador. La qual tindra` les funcions necessa`ries per simular
el funcionament del cluster MapReduce sota diferents pol´ıtiques de planificacio´.
6.2.4 Diagrames i pseudocodis de les funcions
El simulador a desenvolupar tindra` tres funcions principals que guiaran tot el proces d’assignacio´
i processament de les tasques dins els diferents planificador que voldrem provar.
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Planificador
La funcio´ de planificador e´s la de controlar que per a cada instant de temps, els slots dels que
es disposen estiguin ocupats de la manera en que ho marca la pol´ıtica de planificacio´.
0 /∗ comentari ∗/
funcio place() {
mentre (! f i ){
eliminaTasquesFinalitzades ();
mentre (slotsDisponibles () >0 && tasquesNoAssignades () >0) {
5 seleccionaTreball(enter planificador).getTask ().assignaASlot(
boolea prioritza);
}
tempsActual ++;
f i =( tasquesNoAssignades ()+tasquesRunning () == 0)
}
10 }
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Codi 6.1: Pseudocodi per a distribuir els treballs
Per a fer-ho, seleccionara` el treball adient segons alguna de les funcions de planificacio´ dels
que disposara` el simulador i que me´s endavant seran explicats. D’aquest treball en seleccionara`
una tasca que no estigui en execucio´ ni finalitzada i, finalment, l’assignara` a un dels slots que
estiguin lliure. En l’assignacio´ de la tasca al slots es podra` triar si es vol que aquesta assignacio´
sigui intel·ligent o no.
Calcula utilitat
La funcio´ d’utilitat e´s aquella que ens retorna per a un treball, a partir de les dades actuals de
tasques que s’estan executant, pote`ncia i consum acumulat, com d’aprop o de lluny estem de
complir els objectius. Com a exemple podem veure el pseoudocodi 6.2, que mostra com calcular
la utilitat de temps d’un treball.
0 /∗ comentari ∗/
funcio calculaUtilitat(Job treball) retorna flotant {
s i (treball.tasquesEnExecucio ()==0) retorna Integer.MIN_VALUE;
s i (treball.tempsRequerit <tempsActual+treball.tempsPerAcabar ())
retorna Integer.MIN_VALUE /2;
f lotant utilitat = (treball.tempsRequerit -( treball.tempsPerAcabar ()+
treball.instantDeCreacio) / treball.tempsRequerit;
5 s i (utilitat <0) utilitat *=5;
retorna utilitat;
Codi 6.2: Pseudocodi per a calcular la utilitat temporal d’un treball
Aquesta funcio´ retorna la utilitat calculada com a la diferencia entre el temps demanat i el
temps en que s’estima que finalitzara` el treball. Pero`, per tal de forc¸ar que sempre hi hagi com
a mı´nim una tasca de cada treball executant-se, es retorna un valor de menys infinit si no hi ha
cap tasca executant-se. A me´s, tambe´ s’assigna un valor fixe i negatiu si el temps de finalitzacio´
es calcula que sera` major al temps demanat.
El valor retornat per aquesta funcio´ e´s el que guiara` al planificador per tal d’aconseguir que
les aplicacions acabin dins els temps requerits.
Assignacio´ d’una tasca
Aquesta funcio´ e´s la que, donada una tasca l’assigna a un slot. Segons el que se li indiqui,
assignara` la tasca a un slot qualsevol del que hi hagi lliures al cluster o tindra` en compte quin
tipus de processador va millor a la tasca que es vol assignar per intentar executar-la en el slot
d’un processador que li sigui beneficio´s, aconseguint aix´ı que l’assignacio´ sigui conscient de
l’arquitectura. En cas de que se li demani que assigni a un determinat processador i aquest no
tingui cap slot disponible, s’assignara` igualment a qualsevol altre processador del sistema amb
slots lliures.
0 /∗ comentari ∗/
funcio assignaASlot(Tasca task , boolea prioritza) {
task.tempsInicial=tempsActual;
task.estat=RUNNING;
s i (prioritza && quedenSlots(task.tipus) {
5 task.assigna(task.tipus)
}
sino {
task.assigna ()
}
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10 }
Codi 6.3: Pseudocodi per a assignar una tasca
6.3 Pol´ıtiques de planificacio´ a simular
Com ja s’ha dit, Hadoop per defecte ja incorpora un planificador que fa servir un algorisme
FIFO (Firs In First Out) sense cap tipus de consideracio´ sobre els tipus de ma`quina que pugui
contenir. Aquesta sera` la pol´ıtica de planificacio´ que d’entrada s’haura` d’implementar i provar
per a tenir uns valors de refere`ncia. Tambe´ s’haura` de provar quins resultats dona la pol´ıtica
del planificador que actualment hi ha desenvolupat i que es prete´n millorar, alhora que se li
realitzaran els canvis convenients per a que tingui en compte el consum energe`tic. Tambe´ s’im-
plementaran altres pol´ıtiques que d’entrada ja se sap que no donaran bons resultats, pero` que
serviran per a tenir me´s mostres amb que comparar i per poder observar el correcte funciona-
ment del simulador.
El comportament de la pol´ıtica de planificacio´ sera` simulat mitjanc¸ant la funcio´ de seleccio´
de tasques. Aquesta seleccionara` una tasca per a ser assignada al cluster. A me´s, depenent dels
para`metres donats a les funcions descrites anteriorment el comportament del cluster variara`.
Per a cada una de les pol´ıtiques de planificacio´ proposades, se’n fara` una descripcio´ de
funcionament, es presentara` un pseudocodi de l’implementacio´ si aquesta e´s diferent al dels
altres planificadors proposats i se’n mostraran i comentaran els resultats obtinguts. A me´s, per
a cada un es mostraran un conjunt de gra`fiques en les que es podra` observar el nombre de slots
de cada tipus que esta` fent servir cada un dels treballs que es volen executar, alhora que tambe´
sera` interessant poder observar com evoluciona la funcio´ d’utilitat al llarg de l’execucio´ sempre
que aquesta sigui utilitzada.
Les pol´ıtiques a simular so´n les que es mostren a la taula 6.1.
Pol´ıtica Descripcio´
FIFO El primer treball que entra a la cua e´s el primer que es processa
LIFO L’u´ltim treball que entra a la cua e´s el primer que es processa
Estandard Segons el comportament descrit de l’Adaptative Scheduler
Conscient El mateix comportament que l’estandar pero` tenint en compte l’arqui-
tectura
Estricte Aquesta pol´ıtica forc¸a que un treball nome´s pot ser executat en un tipus
de processador determinat
Taula 6.1: Taula de descripcio´ de les pol´ıtiques de planificacio´
6.3.1 Joc de proves
El joc de proves a utilitzar sera` el conjunt de treballs de la taula 6.2. Aquest joc de proves
constara` de cinc treballs de diferents mides i de tipus diferents. Els treballs tenen un nombre
de tasques a ser processades, i cada una de les tasques te´ una mida, que e´s la mateixa dins de
cada treball. Aquests sera`n de dos tipus, amb entrada/sortida, que es comportaran com un
WordCount i altres sense entrada/sortida, que ho faran com si fos un Pi. A aquests treballs
se’ls assigna un temps ma`xim de finalitzacio´, que haura` estat ajustat durant l’execucio´ de les
primeres proves del planificador, per tal d’assegurar que el que es demana e´s possible.
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JobID Tasques Mida per tasca Tipus Temps Ma`xim Creacio´
1 3000 7 in/out 3000 0
2 3000 6 no in/out 2000 0
3 4000 4 in/out 4000 0
4 4000 3 no in/out 3500 0
5 1000 1 no in/out 50 1000
Taula 6.2: Joc de proves del simulador
A me´s, necessitem uns valors de refere`ncia per al ca`lcul dels temps d’execucio´. Basant-
nos en els resultats obtinguts de les execucions realitzades en els cap´ıtols anteriors, definim la
taula 6.3 on es mostra els temps d’execucio´ d’una tasca de mida 1 segons el tipus de tasca i el
processador en el que s’executa.
Tipus de processador
Xeon Atom
Tipus de tasca
Amb E/S 1 6
Sense E/S 1 11
Taula 6.3: Temps d’execucio´ unitari
Per a calcular el temps d’execucio´ d’una tasca, s’ha de multiplicar la mida de la tasca pel
temps unitari d’una tasca del seu mateix tipus en el processador en el qual ha estat processada.
6.3.2 FIFO
Aquest e´s es comportament per defecte del planificador de Hadoop, i el me´s senzill. Agafa
la primera tasca disponible del primer treball i l’assigna al primer slot disponible. En aquest
cas no es tenen en compte les restriccions de cap tipus i tampoc el comportament de la tasca
segons el tipus de processador. La realitzacio´ de mu´ltiples execucions amb aquest heur´ıstic ens
permetra` ajustar el joc de proves per als segu¨ents heur´ıstics.
Pseudocodi
El pseudocodi de l’implementacio´ es pot veure al codi 6.4.
0 /∗ comentari ∗/
funcio seleccionaFIFO () retorna Treball {
retorna treballs.primerTreball ();
Codi 6.4: Pseudocodi per a seleccionar el primer treball disponible
Resultats
Com es pot veure a la taula 6.4 amb aquest algorisme nome´s es compleix la restriccio´ de temps
en el primer treball, ja que aquest te´ d’entrada tota la pote`ncia de ca`lcul del clu´ster.
Es pot observar tots els treballs serien executats en menor temps del demanat si fossin
executats en exclusivitat dins el cluster, la qual cosa fa viable que en els segu¨ents heur´ıstics es
puguin finalitzar totes les tasques dins el temps establert.
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JobID Temps Ma`xim Temps Exec Temps desde Creacio Consum
1 3000 1232 1232 1925.84
2 2000 1091 2288 1650.72
3 4000 939 3168 1465.6
4 3500 712 3861 1100.16
5 50 69 2905 91.28
Taula 6.4: Taula de temps i consums per a cada un dels treballs simulats FIFO
Gra`fiques
Les gra`fiques de la figura 6.3.2 mostren el nombre de tasques per cada treball que hi ha assig-
nades a cada tipus de processador i una tercera gra`fica amb la suma de les dues anteriors. Com
es pot observar el comportament e´s completament lineal, comenc¸ant pel Treball 1 i acabant
amb el 5.
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Figura 6.1: Nombre d’slots assignats a cada treball separat per tipus de processador amb planificador
FIFO
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6.3.3 LIFO
Es comporta igual que el FIFO, pero` al reves. Agafa sempre l’ultim treball que ha estat encuat
en el planificador. El funcionament el podem veure en el codi 6.5
Pseudocodi
0 /∗ comentari ∗/
funcio seleccionaLIFO () retorna Treball {
retorna treballs.ultimTreball ();
Codi 6.5: Pseudocodi per a seleccionar l’u´ltim treball de la cua
Resultats
La taula 6.5 ens mostra els resultats obtinguts. De la mateixa manera que amb el planificador
FIFO, nome´s es compleix el requisit de temps dels primers treballs que s’executen, que en aquest
cas so´n els u´ltims que han sigut encuats. Es dona el cas de que el treball que entra me´s tard
que els altres sol·licita un temps d’execucio´ molt petit, pel que amb aquest algorisme acabaria
a temps.
JobID Temps Ma`xim Temps Exec Temps desde Creacio Consum
1 3000 1211 3897 1923.6
2 2000 1080 2739 1650.72
3 4000 996 1683 1466.88
4 3500 693 693 1100.16
5 50 66 67 91.92
Taula 6.5: Taula de temps i consums per a cada un dels treballs simulats LIFO
Gra`fiques
Les gra`fiques de la figura 6.3.3 mostren el nombre de tasques per cada treball que hi ha assig-
nades a cada tipus de processador i una tercera gra`fica amb la suma de les dues anteriors. El
comportament e´s pra`cticament igual pero` invertit que en els gra`fics per la pol´ıtica FIFO [6.3.2]
pero` en aquest cas, el treball que entra a la cua me´s tard que els altres (el treball nu´mero 5),
e´s automa`ticament processat.
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Figura 6.2: Nombre d’slots assignats a cada treball separat per tipus de processador amb planificador
LIFO
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6.3.4 Planificador sense consciencia de l’arquitectura
Amb aquesta pol´ıtica de planificacio´, que anomenarem estandard per tal d’abreviar, simulem
el comportament d’un planificador en el qual se li poden incorporar restriccions de temps, pel
que fara` u´s de la funcio´ d’utilitat per a decidir de quin treball assignar una tasca en quan hi
hagi algun slot disponible. El treball a seleccionar sempre sera` el que tingui una menor utilitat.
En aquest cas, igual que en els dos anteriors (FIFO i LIFO), no es prioritzara` l’assignacio´ del
slots segons el consum energe`tic.
Pseudocodi
El codi 6.6 ens mostra una possible implementacio´ de l’algorisme.
0 /∗ comentari ∗/
funcio seleccionaPitjor () retorna Treball {
Treball treballAux=treballs.primerTreball ();
pertot treball t fer
s i (t.utilitat <treballAux.utilitat) {
5 treballAux=t;
}
retorna treballAux;
Codi 6.6: Pseudocodi per a seleccionar el treball amb pitjor utilitat
Resultats
La taula 6.6 ens mostra els resultats de l’execucio´ del joc de proves amb aquest planificador.
Com es pot observar tots els treballs acaben gairebe´ dins el temps demanat, excepte la u´ltima
en entrar que ja se sabia que es demanava un impossible. El fet de que els treballs no acabin
dins els temps demanat e´s degut a que no es te´ en compte la duracio´ del processat de la u´ltima
tasca a l’hora d’assignar-la a un processador o a un altre. D’aixo` en resulta que un treball es
pugui allargar una mica me´s del demanat, pero` aquest temps mai sera` superior al temps de
processat d’una tasca d’aquest treball en el processador me´s lent.
JobID Temps Ma`xim Temps Exec Temps desde Creacio Consum
1 3000 3007 3007 1948.24
2 2000 2006 2006 1620.0
3 4000 3905 3905 1479.68
4 3500 3503 3503 1093.44
5 50 78 78 92.24
Taula 6.6: Taula de temps i consums per a cada un dels treballs simulats Utilitat
Gra`fiques
Les gra`fiques de la figura 6.3.4 mostren el nombre de tasques per cada treball que hi ha assig-
nades a cada tipus de processador i una tercera gra`fica amb la suma de les dues anteriors. A
me´s, s’afegeix tambe´ el gra`fic que mostra l’evolucio´ de la funcio´ d’utilitat.
En aquest cas podem observar com el treball que te´ un termini de finalitzacio´ me´s proper,
s’endu´ la major part dels recursos i la resta so´n repartits, utilitzant la mateixa pol´ıtica, entre
els treballs restants. Es pot observar a me´s en la gra`fica de la funcio´ d’utilitat com d’entrada
60CAPI´TOL 6. POLITICA DE PLANIFICACIO´ DE TASQUES CONSCIENT DE L’ENERGIA
amb la planificacio´ inicial tant el treball nu´mero 1 com el nu´mero 2 tenen ja utilitat positiva, el
que significa que ja compliran els objectius demanats. Me´s endavant, quan finalitza el primer
treball, comencen a executar-se els segu¨ents assignant-los un nombre de slots proporcionals a
la prioritat marcada per la funcio´ utilitat.
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Figura 6.3: Nombre d’slots assignats a cada treball separat per tipus de processador amb planificador
sense consciencia de l’arquitectura
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6.3.5 Planificador conscient de l’arquitectura
Amb aquest heur´ıstic es fara` servir el mateix algorisme per a seleccionar el treball descrit en
el codi 6.6 pero`, en aquest cas si que es prioritzara` l’us d’un determinat tipus de processador
que sigui me´s favorable a la tasca que es vol executar sempre que sigui possible. Aixo` es fara`
donant valor c¸ert”al boolea` de la funcio´ assignaASlot.
Resultats
Comparant la taula de resultats [6.7] amb la taula de l’algorisme anterior [6.6] podem observar
que, alhora que els temps demanats es compleixen d’una manera similar, els consums son
significativament me´s baixos degut a l’us dels processadors que van millor a cada treball.
JobID Temps Ma`xim Temps Exec Temps desde Creacio Consum
1 3000 3007 3007 1890.0
2 2000 2004 2004 1509.3
3 4000 3708 3708 1452.0
4 3500 3496 3496 932.76
5 50 68 68 85.77
Taula 6.7: Taula de temps i consums per a cada un dels treballs simulats Conscient de l’arquitectura
Gra`fiques
Les gra`fiques de la figura 6.3.5 mostren el nombre de tasques per cada treball que hi ha assig-
nades a cada tipus de processador i una tercera gra`fica amb la suma de les dues anteriors. A
me´s, s’afegeix tambe´ el gra`fic que mostra l’evolucio´ de la funcio´ d’utilitat. Amb aquesta pol´ıtica
de planificacio´ observem com durant una bona estona el treball nu´mero 1 te´ tot el cluster a la
seva disposicio´ i, a mesura que va disminuint el temps que falta per a la seva finalitzacio´ va
entrant el segon treball per a ser processat en el clu´ster. Tambe´ s’observa clarament l’entrada
del treball numero 5 en l’instant 1000, aturant-se tots els processos per a processar les seves
tasques.
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Figura 6.4: Nombre d’slots assignats a cada treball separat per tipus de processador amb planificador
conscient de l’arquitectura
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6.3.6 Planificador conscient de l’arquitectura i amb restriccions en
l’assignacio´
Aquest heur´ıstic e´s el mateix que l’anterior amb l’afegit d’una restriccio´ extra. La tasca a
assignar es seleccionar utilitzant la funcio´ d’utilitat pero` en aquest cas, nome´s es seleccionara
una tasca del treball per al qual hi hagi algun slot disponible en algun dels processadors dels
que li so´n energe`ticament favorables.
Resultats
En aquest cas, i tal i com es pot observar a la taula 6.8 nome´s es poden complir els objectius
de temps marcats per aquells treballs en els que, energe`ticament parlant, e´s me´s favorable
executar-los en processadors d’alt rendiment. Aixo` e´s degut a que les maquines de baix consum
no disposen de suficient pote`ncia per a poder executar dins els temps marcats els treballs que
els son favorables.
Tot i aixo`, els consums obtinguts amb aquest planificador so´n els me´s baixos de tots els
experiments.
JobID Temps Ma`xim Temps Exec Temps desde Creacio Consum
1 3000 2098 2098 1890.0
2 2000 3258 3258 1519.56
3 4000 2314 2314 1440.0
4 3500 3678 3678 916.29
5 50 384 384 60.0
Taula 6.8: Taula de temps i consums per a cada un dels treballs simulats Estricte
Gra`fiques
Les gra`fiques de la figura 6.3.6 mostren el nombre de tasques per cada treball que hi ha assig-
nades a cada tipus de processador i una tercera gra`fica amb la suma de les dues anteriors. A
me´s, s’afegeix tambe´ el gra`fic que mostra l’evolucio´ de la funcio´ d’utilitat. En aquest cas s’ob-
serva clarament com les tasques nome´s so´n processades en el tipus de processadors que li so´n
me´s favorables. Aixo`, juntament amb que en el cluster no hi ha prou pote`ncia per a processar
els treballs amb molta entrada/sortida u´nicament amb el tipus de ma`quines que li so´n favor-
ables, fa que s’aprecii com si els treballs fossin processats amb una pol´ıtica FIFO separant-los
pre`viament en dos grups per a ser executat cada grup en un tipus de processador.
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Figura 6.5: Nombre d’slots assignats a cada treball separat per tipus de processador amb planificador
conscient de l’arquitectura i amb restriccions en l’assignacio´
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6.4 Conclusions de les simulacions
La taula 6.9 ens mostra els temps totals d’execucio´, aix´ı com el consum total per al conjunt de
treballs del joc de proves per a cada un dels planificadors proposats.
Planificador Temps Execucio´ Consum
FIFO 3906 6233
LIFO 3898 6233
Estandard 3906 6233
Conscient 3709 5869
Estricte 3679 5825
Taula 6.9: Taula comparativa de temps d’execucio´ i consums segons el planificador usat
Com es pot observar, tant els planificadors FIFO i LIFO com el planificador no conscient
de l’arquitectura, donen un temps d’execucio´ similar i un consum pra`cticament igual. Nome´s
varien els decimals que no estan representats a la taula. Aixo` e´s degut a que, al cap i a la fi,
executar els treballs desordenats per acomplir uns objectius o un rere l’altre e´s el mateix en
quan a consum energe`tic. En canvi, executar els treballs sent conscients de que hi ma`quines
que ens so´n favorables, repercutira` positivament en el consum energe`tic, obtenint entre un 5% i
un 6% d’estalvi segons si es fa servir el planificador no restrictiu o el restrictiu respectivament.
6.4.1 Gra`fiques
Les gra`fiques de la figura 6.4.1 mostren, per una banda, el temps empleat en l’execucio´ del joc
de proves per a cada un dels planificadors i per l’altra el consum final de l’execucio´ d’aquest
joc de proves. E´s la representacio´ de forma gra`fica dels valors de la taula 6.9.
Tenim tambe´ la representacio´ gra`fica [6.7] de cada una de les taules de temps per treball
de cada un dels planificadors. Aquesta gra`fica mostra a me´s els temps demanats amb els que
comparar.
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Figura 6.6: Gra`fiques de temps i consum segons el planificador utilitzat
Figura 6.7: Gra`fiques de temps per a cada treball executat segons el planificador utilitzat
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6.5 Implementacio´ de la pol´ıtica
Un cop comprovat que la pol´ıtica de planificacio´ conscient de l’arquitectura pot aportar un
estalvi energe`tic, es realitza un prototip de la mateixa per a ser executada amb l’Adaptative
Scheduler en el cluster que s’ha fet servir durant els experiments.
Per a fer aquesta prova hem executat un treball de WordCount i un altre de PI molt
me´s petits que els de les proves per a comprovar el correcte funcionament del prototip. En
aquest, es marca una afinitat a cada un dels treballs sobre un dels conjunts de computadors.
El Wordcount s’inicia a l’instant 0 i el PI al instant 60, i tenen unes restriccions temporals de
800 i 500 respectivament.
6.5.1 Resultats de l’execucio´
Els gra`fics de la figura 6.8 ens mostren l’evolucio´ de la reparticio´ de les tasques entre els quatre
computadors que han executat els treballs. En elles es poden veure les assignacions d’slots que
te´ WordCount en vermell i les que te´ PI en verd.
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Figura 6.8: Gra`fiques d’assignacio´ d’slots amb la pol´ıtica de planificacio´ proposada
Com es pot observar en les gra`fiques, l’scheduler esta` prioritzant l’u´s en la ma`quina amb
processador atom les tasques provinents del WordCount i en les ma`quines amb processador
xeon de les provinents del PI. A me´s, per tal de poder acabar PI totes les seves tasques abans
del temps d’acabament demanat, fa un u´s puntual dels slots de les ma`quines atom.
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6.5.2 Execucio´ en l’adaptative scheduler
Per a poder fer una comparacio´ amb l’scheduler original, es realitza una execucio´ del mateix
joc de proves sobre el mateix cluster, que podem veure en els gra`fics de la figura 6.9
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Figura 6.9: Gra`fiques d’assignacio´ d’slots amb la pol´ıtica de planificacio´ de l’adaptative scheduler
Com es pot observar, en aquest cas es reparteixen les tasques indistintament de quina sigui
la seva afinitat amb la ma`quina, pel que nome´s s’encarrega d’intentar complir amb els objectius
de temps marcats.
Malauradament no s’ha pogut realitzar aquesta prova utilitzant el nombre ma`xim d’slots
possibles per a un millor rendiment, pel que els temps d’execucio´ obtinguts no so´n comparables
amb els de l’experiment anterior.
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7
Conclusio´
7.1 Resum
Al llarg d’aquest projecte s’ha estudiat el comportament dels processadors de baix consum Intel
Atom respecte als processadors d’alt rendiment Intel Xeon majorment utilitzats en els CPD
(Centre de Processament de Dades) sobre un cluster Hadoop MapReduce. S’ha vist com, tot
i ser els Atom me´s lents per naturalesa de fabricacio´ i estar dissenyats per a ser utilitzat en
plataformes dome`stiques, depe`n de l’aplicacio´ a executar que tinguin un rendiment per watt
major o menor respecte als processadors d’alt rendiment. Tambe´ s’ha estudiat l’evolucio´ del
temps d’execucio´ d’un treball i el consum requerit per executar-lo a mida que s’afegeixen me´s
slots a un cluster. Amb aquestes dades, s’ha enunciat un procediment per a obtenir les mesures
necessa`ries per a l’obtencio´ d’unes funcions que permetin estimar el cost temporal i energe`tic
de l’execucio´ d’una aplicacio´ en un cluster Hadoop segons el nombre de slots de que es disposin.
Posteriorment amb totes les dades obtingudes s’ha desenvolupat un petit simulador d’un
cluster MapReduce per tal de proposar una pol´ıtica de planificador per al scheduler de Hadoop.
Amb aquesta nova pol´ıtica es poden aconseguir petits estalvis energe`tics gra`cies a l’us de
les ma`quines adequades dins els requisits establerts per a l’execucio´ de mu´ltiples treballs. A
me´s, s’ha introdu¨ıt aquesta pol´ıtica de planificacio´ en l’Adaptative Scheduler per tal de poder
comparar-les en el mo´n real, amb un resultat satisfactori.
7.2 Planificacio´ final
Com es pot observar al diagrama de gantt de la figura 7.1 el projecte finalment s’ha allargat
fins a les 44 setmanes degut a la impossibilitat de dedicar-hi me´s de 20 hores setmanals. El
nombre d’hores dedicat a la realitzacio´ del projecte ha estat major a la marcada pel nombre de
cre`dits, ja que s’hi han dedicat 660 hores.
Tot i aixo`, les proporcions s’han mantingut, respectant aix´ı el nombre d’hores previst de
dedicacio´ a cada una de les tasques.
7.3 Ana`lisi de costos
Per a realitzar l’ana`lisi de costos, aquests es dividiran en dos parts. Per una banda tenim les
despeses referents al diferents rols que he desenvolupat durant la realitzacio´ d’aquest projecte
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Figura 7.1: Diagrama de gantt de la planificacio´
Objectiu Rols Hores Cost
Estudi Previ E/S 90 2160e
Preparacio´ Cluster Administrador 200 3400e
Automatitzacio´ i decisio´ de proves E/S + Administrador 60 1230e
Obtencio´ i ana`lisi de resultats E/S 280 6720e
Implementacio´ Simulador i conclusions E/S + Programador 150 3075e
Total: 680 16585e
Taula 7.1: Taula de costos per objectiu i hores
i per l’altra tenim les despeses que s’haguessin generat si els DAC no ens hague´s proporcionat
un cluster amb les ma`quines adients en el que realitzar les proves.
Els rols personals, alhora, estaran dividits en dues categories. En una s’hi inclouran els rols
de l’enginyeria del software (a la taula 7.1 sota les sigles E/S ): Director de projecte, analista
i arquitecte. En l’altre s’hi incloura` tant la part de programacio´ com la d’administrador de
sistemes.
Per al calcul monetari s’ha pres com a sou mig dels rols de l’enginyeria del software 45.000e
bruts anuals. Per als programadors i administradors de sistemes s’ha fet servir un sou brut
anual de 32.000e.
A me´s, s’han de tenir en compte els costos dels recursos f´ısics del que s’han fet u´s per a
poder desenvolupar el projecte. Aquests seran els computadors i la infraestructura per a la
realitzacio´ de les proves me´s l’ordinador personal usat per a la redaccio´ de la memo`ria. Aquest
poden ser vistos a la taula 7.2, en la qual no s’hi han inclo`s costos variables com ara l’energia
consumida pel mateixos computadors ni per la refrigeracio´ necessa`ria per al bon funcionament
dels mateixos. Tampoc no s’hi ha inclo`s cap cost referent al software, ja que tant el sistema
operatiu emprat, com les eines de disseny, desenvolupament i la suite ofima`tica so´n distribu¨ıdes
sota llice`ncia lliure.
Component Quantitat Preu
Servidor Xeon 2 2500e
Servidor Atom 4 800e
Ordinador Porta`til 1 700e
Total: 8900e
Taula 7.2: Taula de costos materials
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7.4 Treball futur
Tot i que els objectius marcats pel projecte han estat resolts, durant la realitzacio´ dels mateixos
han anat sorgint idees que podrien ser desenvolupades en el futur.
Una de les primeres idees que va sorgir va ser la de repetir els experiments realitzats sobre
aplicacions reals, ja que les aplicacions provades so´n exemples simples que venen implementats
juntament amb Hadoop, pero` seria interessant tenir lectures del comportament de les aplicacions
que es fan servir en els diversos camps que fan us de la computacio´ distribu¨ıda.
Un altre tema a tractar seria el de les ma`quines utilitzades durant els experiments. Com ja
sabem no nome´s hi ha al mercat els dos tipus de CPUs amb les que s’ha estat treballant. Tambe´
s’hi poden trobar, a me´s dels processadors amb arquitectura x86 d’altres marques, processadors
dissenyats amb arquitectures diferents, com ara ARM o PowerPC. Sobretot ARM, ja que fa gala
del baix consum dels seus processadors dissenyats per a ser utilitzats en dispositius mo`bils i altres
aparells portables. Ara be´, faria falta saber quin e´s el consum d’un conjunt de processadors amb
aquesta arquitectura que permeti igualar la pote`ncia de calcul d’un processador d’alt rendiment.
Per altra banda, es podria millorar el simulador per a que el seu comportament fos el
me´s proper possible al d’una execucio´ en un entorn real. Per tal de que aixo` fos possible,
s’haurien d’implementar una serie de millores. Un d’elles seria que a l’hora de calcular els
temps d’execucio´, aquests seguissin les funcions obtingudes amb les proves realitzades. Tambe´
seria interessant tenir una interf´ıcie gra`fica que permete´s interactuar dina`micament amb el
simulador.
I per u´ltim, desenvolupar una versio´ definitiva de l’scheduler provat amb el prototip.
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HDFS Hadoop Distributed File System.
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JRE Java Runtime Enviorement.
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NFS Network File System.
SSH Secure SHell.
stragglers elements endarrerits.
TIC Tecnologies de la Informacio´ i Comunicacio´.
URL Uniform Resource Locator.
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