Abstract. The equivariant Toda conjecture says that the equivariant GromovWitten invariants of CP 1 are governed by the flows of the 2-Toda hierarchy. The 2-Toda flows can be presented on the bosonic Fock space C[[yi, y j | i, j ≥ 0]] via vertex operators and Hirota quadratic equations (shortly HQE). The key result in this paper is a formula expressing the vertex operators in terms of the equivariant mirror model of CP 1 . In particular we give a new proof of the equivariant Toda conjecture.
Introduction
Following A. Okounkov and R. Pandharipande, we will recall the definition of the 2-Toda hierarchy and the precise formulation of the equivariant Toda conjecture. For the applications to the Gromov-Witten theory, it is convenient in the definitions bellow to insert two constants Q and ǫ.
Let F be the fermionic Fock space, spanned over C by the semi-infinite monomials (1.1) {i 0 ∧ i 1 ∧ . . . | i k ∈ Z + 1/2, i 0 > i 1 > . . . , i k = i k+1 + 1 for k >> 0}
We introduce a Hermitian bilinear form , on F such that the monomials (1.1) form an orthonormal basis. The creation and annihilation operators ψ k and ψ * k are defined as follows:
. . if i s−1 > k > i s for some s, 0 otherwise.
where as usual the hat means that the corresponding term must be omitted.
Introduce the bosonic fields:
: ψ k−r ψ * k : , where : : is the normal ordering defined by : ψ i ψ According to [K] , the action of the linear operators α r , r ∈ Z on F defines a representation of the Heisenberg Lie algebra, i.e. [α r , α r ′ ] = rδ r+r ′ , 0 Id F .
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Recall that GL(∞) is the (infinite dimensional) Lie group of all Z × Z− matrices, such that if δ i,j +a i,j is the entry with coordinates (i, j), then only finitely many a i,j s are non-zero. For each matrix A ∈ GL(∞) we define a sequence of tau-functions of the 2-Toda hierarchy:
τ n (y, y) := Γ + (y)AΓ − (y)v n , v n Q n 2 /2 , n ∈ Z, where y = (y 0 , y 1 , . . .) and y = (y 0 , y 1 , . . .) are two infinite sequences of time variables, v n = (n − 1/2) ∧ (n − 3/2) ∧ . . . ∈ F are the so called charged vacuums, and
(y k /ǫ)α ±(k+1)   are vertex operators. For the applications to the Gromov-Witten theory it is necessary to generalize the above definition by allowing linear operators A which belong to a certain completion of GL(∞). For more details we refer the reader to [O] and [OP2] . For us it will be important, that the tau-functions of the 2-Toda hierarchy can be characterized by HQE (see the appendix in [O] ): the sequence of functions {τ n (y, y; ǫ, Q)} n∈Z is a sequence of tau-functions of the 2-Toda hierarchy iff for each integers m and n the following HQE hold: Res dλ λ λ −m e 2 (tn/ǫ)λ n+1 e − ǫ(∂/∂tn)λ −n−1 τ n (s + t, s + t)τ n+m+1 (s − t, s − t)−
The expansion in t and t is a formal series with coefficients Laurent series in λ −1 (finitely many positive powers of λ) whose coefficients are quadratic polynomials in τ n ,τ n+1 , τ n+m , τ n+m+1 , and their partial derivatives. The residue is defined as the coefficient in front of λ −1 . The vanishing of the residue is equivalent to an infinite system of partial differential equations and that is what the 2-Toda hierarchy is.
Next, we recall some basics on equivariant Gromov-Witten invariants. For more details the reader is referred to [G4] . Let T = (C * ) 2 be the two dimensional complex torus acting diagonally on X :
The following list of notations will be used through out the paper:
is the equivariant first Chern class of the hyperplane class bundle O(1); -0 = [1, 0] and ∞= [0, 1] are the fixed points of the T -action; -ν 0 and ν ∞ are the restrictions of p to the fixed points 0 and ∞ respectively; -H := H * T (X; Q) is the equivariant cohomology algebra; -( , ) is the equivariant Poincaré pairing; -φ 0 = p − ν ∞ and φ ∞ = p − ν 0 are the equivariant Poincaré duals of 0 and ∞ respectively; -{φ 0 , φ ∞ } is a basis of H dual to {φ 0 , φ ∞ } with respect to the equivariant Poincaré pairing.
Let X g,n,d be the moduli space of stable maps f : (Σ, p 1 , . . . , p n ) → X, such that Σ is a genus-g complex curve with at most nodal singularities, p 1 , . . . , p n are marked points on Σ, and f has degree d (i.e. f * ([Σ]) = d ∈ H 2 (X; Z)). The torus T acts on X g,n,d by translating the maps f . This action lifts naturally to an action on the line bundle L i on X g,n,d whose fiber at (Σ, p 1 , . . . , p n ; f ) is the cotangent line T * p i Σ at the i−th marked point. The equivariant descendant Gromov-Witten invariants are defined by:
where t i ∈ H * T (CP 1 ; Q), ev i is the evaluation map at the i−th marked point, ψ i is the equivariant first Chern class of L i , and [X g,n,d ] T is the equivariant virtual fundamental cycle.
Let q(z) = k≥0 q k z k = k≥0 (q k,0 φ 0 + q k,∞ φ ∞ )z k be a formal series with vector coefficients. We will refer to the coordinates q k,0 and q k,∞ as Gromov-Witten times. Then the equivariant total descendant potential is a formal series defined by:
where the summation is over all g, n, d ≥ 0. We remark that according to the definition here D is a function on H[z] which belongs to the formal neighborhood of −1z (1 is the unity in H). The standard generating function for Gromov-Witten invariants and their descendants differs from the one above by the so called dilaton shift.
Let y = (y 0 , y 1 , . . .) and y = (y 0 , y 1 , . . .) be two sequences of time variables related to the Gromov-Witten times as follows:
where ν = ν 0 − ν ∞ and A n and A n are linear combinations of bosonic fields defined through (1.4) and (1.5) respectively by comparing the coefficients in front of the powers of z. The transformation between y n and q n,0 (respectively y n and q n,∞ ) is determined by (1.2)(respectively (1.3)) by comparing the coefficients in front of each bosonic field
The equivariant Toda conjecture is the content of the following Theorem. The proof of Theorem 1.1 will be given in section 4. We would like to conclude this section with few remarks. The change of variables (1.2)-(1.5) was conjectured by E. Getzler. In the appendix of [O] it is proved that the definition of tau-functions of the 2-Toda hierarchy as vacuum expectations of linear operators from GL(∞) is equivalent to the definition given by K. Ueno and K. Takasaki, [UT] . In the paper [OP2] , A. Okounkov and R. Pandharipande show, by using fixed point localization, that the equivariant total descendant potential of CP 1 can be written as the vacuum expectation of a linear operator which belongs to a certain completion of GL(∞). In particular, their formula implies Theorem 1.1.
Our goal here, besides giving a new proof of the equivariant Toda conjecture, is to explain the connection between the vertex operators of the 2-Toda hierarchy and the equivariant mirror model of CP 1 . Many of the constructions and the computations can be generalized to CP n and other toric manifolds. However we are still missing the generalization of the HQE.
Acknowledgments. I am grateful to my adviser A. Givental for the many helpful discussions on this project and for showing me some computations (see sections 2 and 3 bellow) which indicated that the equivariant Toda conjecture can be proved by applying the methods from [G1] to the equivariant mirror model of CP 1 .
Changing the variables
The goal in this section is to change the time variables y and y according to the rules (1.2)-(1.5). In this way we will obtain HQE in terms of the Gromov-Witten times {q n,0 } and {q n,∞ }.
Let us begin by recalling the quantization formalism which will be used through out the paper. We equip the loop space
where ( , ) is the equivariant Poincaré pairing. Note that H = H + ⊕ H − , where
, is a polarization of H, which may be used to identify H with the cotangent bundle T * H + . An element f ∈ H can be written as
The coordinates {p k,i , q k,i } k≥0, i=0,∞ are Darboux coordinates on H. Thus the following quantization rules:
define a representation of the Heisenberg Lie algebra generated by the linear Hamiltonians on H into the Lie algebra of differential operators. Given a vector f ∈ H we define a differential operator f by quantizing the linear Hamiltonian Ω( , f ). Finally, expression like e f , f ∈ H are quantized by first decomposing f = f − + f + , where f + (f − ) is the projection of f on H + (H − ), and then setting e f = ef − ef + . For future convenience, we provide some examples of the quantization rules:
Example 2.1. The vectors from the Darboux basis quantize as follows:
Let us change the variables in Γ ±y . To avoid cumbersome notations we identify the vectors from H with their quantizations. Note that the transformation between {∂/∂y n | n ≥ 0} and {∂/∂q n,0 | n ≥ 0} is given by the same formula as (1.4), except that we need to substitute A n and α k with ∂/∂q n,0 and ∂/∂y k−1 respectively. According to E. Getzler (see [Ge] ), formula (1.4) can be inverted:
where ∂ n,0 := ∂/∂q n,0 and the square binomial coefficient n k is defined as the coefficient in front of x k in the polynomial:
Expand the summand on the RHS of (1.4) into powers of z:
Comparing the coefficients in front of z n+1 :
Substituting this formula in (1.2) and then comparing the coefficients in front of α n+1 , we get:
We arrive at the following formula for Γ ±y :
Comparing formulas (1.2) and (1.4) with (1.3) and (1.5), we see that the formula for Γ ±y is obtained from the one for Γ ±y by switching index 0 and index ∞. Note that ν = ν 0 − ν ∞ , thus when switching 0 and ∞ we need to change ν to −ν:
For our future goals, it is more convenient to write the HQE in terms of the vertex operators
2 In this formula ±χ and ±χ stand for the characters of the torus action on the tangent spaces
T0CP
1 and T∞CP 1 respectively
Note that, except for the terms corresponding to d = 0, the vertex operators Γ ±χ and Γ ±χ are the same as Γ ±y and Γ ±y respectively: 
From descendants to ancestors
In this section, following A. Givental [G2] , we express the descendants of the Gromov-Witten invariants in terms of their ancestors. The generating function for ancestor Gromov-Witten invariants is called total ancestor potential and we will show that it satisfies HQE similar to the ones in Proposition 2.2. Moreover, thanks to the tameness property of the total ancestor potential we will see that the HQEs can be interpreted not only as a formal residue but as an actual residue of rational 1-forms on the projective plane.
Let π : X g,m+l,d → M g,m be the stabilization of the map:
We equip M g,m with the trivial T −action and we let ψ i = π * (ψ i ) be the equivariant pullbacks of the ψ i −classes on M g,m . The ancestor Gromov-Witten invariants are defined by
where τ, t i ∈ H * T (CP 1 ; Q) and Q is the Novikov variable. The total ancestor potential is defined by:
where the summation is over all integers g, n ≥ 0 and τ ∈ H is a parameter. Introduce the operator series S τ = 1+ S 1 z −1 + S 2 z −2 + . . . , S k ∈ End(H), defined by:
The series S τ plays a central role in Gromov-Witten theory. Let us review only the facts which will be needed later (for more details see [G2] ). Starting from here, we will assume that the cohomology class τ is proportional to p : τ = t p. The series S τ can be computed explicitly via fixed point localization (see [G4] ). The columns of S τ with respect to the basis {φ 0 , φ ∞ } are given by
where the cohomology class p is identified with the linear operator acting on H by equivariant multiplication by p. Note that we view the cohomology classes φ k and φ k as polynomials in p, so φ k (z∂ t ) simply means the differential operator obtained from φ k by substituting p with z∂ t .
The relation between ancestors and descendants is as follows:
where F (1) is the genus-1 non-descendant Gromov-Witten potential and the hat above S −1 τ means quantization, which we explain now. The operator series S τ is a symplectic transformation of H. Thus A := log S τ is an infinitesimal symplectic transformation. Set S −1 τ := exp(− A), where A is the quantization of the quadratic Hamiltonian Ω(Af, f )/2, f ∈ H and the quadratic Hamiltonians are quantized according to the following rules:
We remark (although we do not need this fact in the sequel) that the quantization of quadratic Hamiltonians defines only a projective representation of the Lie algebra of quadratic Hamiltonians into the Lie algebra of differential operators on H + . Finally, we need a formula for conjugating vertex operators by S τ :
where W τ (q, q) = (W k,l q l , q k ) is the quadratic form defined by:
Formulas (3.2) and (3.3) imply that the HQE from Proposition 2.2 are equivalent to:
where
, f χ and f χ are the exponents in (2.1) and (2.2) respectively, and
We can cancel the operator in the ( )−brackets in equation (3.4)as follows. After the substitutions
and the cancellation of the terms which do not depend on λ, the 1-form in (3.4) becomes a formal series in x, Q, and ǫ with coefficients which depend polynomially on finitely many of the modes I χ . This fact is due to the so called tameness of the total ancestor potential and it is explained in details in [G1] , section 8. We will show bellow that after choosing a new (formal) coordinate x in a neighborhood of λ = ∞, the modes I (k) χ and I (k) χ will become rational functions in x. Thus the residue in (3.4) can be interpreted as the residues of rational 1-forms, which appear as the coefficients in a formal series in x, Q, and ǫ. Moreover, the action of the operator (note that it is independent of λ)
is well defined: it results in transforming the formal series into a formal series with coefficients which have the form of a rational 1-form multiplied by the exponential of a rational function, thus the residue still makes sense.
Recall that the quantization of linear Hamiltonians is a representation of Lie algebras. Thus we have the following commutation relation: ef eĝ = e Ω(f,g) eĝef . The operator (3.5), applied to (3.4), will cancel the term in the ( )−brackets, however the two terms in the { }−brackets will gain commutation factors which are exponentials of the following expressions:
We get that the total descendant potential D satisfies the HQE in Proposition 2.2 iff for each integer m ∈ Z the total ancestor potential A τ satisfies the following HQE:
We need to perform two computations: to find explicit formulas for the phase factors We begin with the vertex operators. Recalling formula (3.1) with i = 0, we get:
Note that (−z∂ λ + (ν/λ))f χ = f χ . Thus for each d ∈ Z we have:
Formulas (3.7) and (3.8) imply
where the second formula is obtained from the first one by switching indexes 0 and ∞.
Recall that the mode I
χ (τ, λ) is the coefficient in front of z 0 in (3.9). With respect to λ, it is some complicated formal series in λ. We will show, and this is the key point in the paper, that by choosing a new coordinate near λ = ∞, the mode I 0 χ assumes a particularly simple form which is directly related to the oscillating integral of the equivariant mirror model of CP 1 (see next section).
Commuting e (Qe t /λ+tν 0 )/z across (−z∂ λ + ν/λ) n in (3.9), we get:
χ (τ, λ)(−z) n and note that
, and (3.11)
Let us introduce the auxiliary function λ = λ(ξ) defined implicitly by
where the last equality follows from the Taylor's formula. Introduce the function (3.14)
Substituting in (3.14) the formula for ξ from (3.13), we get that x can be viewed as a function in λ. In order to find the direct relation between x and λ, substitute in (3.13) ξ with ξ − (Qe t /λ(ξ)) − tν 0 :
Note that, again by (3.13), we have ξ − (Qe t /λ(ξ)) = λ − ν log λ. Thus (3.15) λ − ν log λ = x − ν log x + Qe t x + tν 0 and we have proved the following Proposition.
Proposition 3.1. Let x = λ(1 + a 1 λ −1 + . . .) be the unique solution of (3.15) near λ = ∞. Then
Slightly abusing notations we let I 
b) The integration constants in 
Comparing the coefficients in front of z n+1 we prove a). b) We will prove that for all n ≥ 0 the integration constants in I (−n) χ are uniquely determined and that I (−n−1) χ is a Laurent polynomial in x. For n = 0 the statement is obvious. Assume that
where a(x) = i a i x i and b(x) = j b j x j are Laurent polynomials. Due to a):
The coefficient in front of x −1 in the integrand must be 0, otherwise I (−n−2) χ will contain log x and since x = λ(1 + O(λ −1 )), we will get that I (−n−2) χ is not single valued near λ = ∞ -contradiction. In particular, I (−n−2) χ is a Laurent polynomial. The vanishing condition is equivalent to :
Thus the integration constants a 0 and b 0 in I (−n−1) χ are uniquely determined. The corresponding statements for Γ χ τ are the same, except that we need to switch 0 and ∞. Proposition 3.3. Let x = λ(1 + a 1 λ −1 + . . .) be the unique solution near λ = ∞ of
Proposition 3.4. a) For all n ∈ Z we have:
b) The integration constants in
are uniquely determined from the fact that the modes are single valued functions in λ. The modes I
Let us compute the commutation factors W χ and W χ . We have:
where for the third equality we used Proposition 3.2, a) and for the fourth equality we used the definition of the quadratic form W τ .
Lemma 3.5.
Proof. Direct computation. In order to fix the integration constants, note that f
where the last equality is obtained from (3.7). Hence (3.16)
In the derivation of the last formula we used Lemma 3.5 and the definition (3.15).
Similarly, we have:
Using the formulas from our computations, we will prove that the residue sum in (3.6) can be interpreted as the sum of the residues of a single differential form.
Theorem 3.6. The translations {e ǫn∂ D} n∈Z of the total descendant potential of CP 1 form a sequence of tau-functions of the 2-Toda hierarchy iff for each m ∈ Z, the total ancestor potential A τ satisfies the following HQE:
Proof. Write the residue sum in (3.6) as a difference of two residues. In the first one substitute λ with x according to the change (3.15):
Similarly, substituting in the second residue term λ with x (see Proposition 3.3), we get:
Note that
Hence the substitution x = Qe t /x transforms Γ −χ τ into Γ χ τ . The residue (3.20) equals
The difference between the exponents in the exponential factors in (3.19) and (3.21) is:
The theorem is proved.
Vertex operators and the equivariant mirror model of CP 1
In this section we will relate the vertex operators Γ ±χ τ to the oscillating integrals in the equivariant mirror model of CP 1 . This will allow us to apply the methods from [G1] and to prove that the total ancestor potential satisfies the HQE (3.18).
Let f : C 2 → C be the multi-valued function defined by
Denote by f t the restriction of f to the hypersurface {X 0 X ∞ = Qe t } and introduce the oscillating integrals:
where the cycles Γ i are defined as follows. Let X i and u i , i = 1, 2 be the critical points and the critical values of f t respectively. Choose a path γ i in C, starting at u i , avoiding the other critical value, and approaching ∞ in such a way that Re γ i → −∞. The function f t is a double covering in a neighborhood of the critical point X i , hence f
Using the homotopy lifting property, we extend X + (Λ) and X − (Λ) for all Λ ∈ γ i . The cycle Γ i is the union of two branches Γ + i and Γ − i , parametrized by X + (Λ) and X − (Λ), Λ ∈ γ i , respectively, with orientation from X − to X + .
Choosing a different path γ i and respectively a different cycle Γ i affects the integral in a non-trivial way, because the function f τ is not single-valued. However, for us it will be important that there are cycles Γ i , i = 1, 2 such that the matrix J = (J ik ) k=0,∞ i=1,2 , J ik = φ k (z∂ t )J Γ i satisfies the following two conditions: (1) J ∼ ΨRe U/z as z → 0, where Ψ = Ψ(τ ) is the transition matrix between the basis {φ 0 , φ ∞ } and the orthonormal basis {1 1 , 1 2 } which diagonalizes the equivariant quantum cup product, R = 1 + R 1 z + . . . is a formal power series with matrix coefficients depending on τ , and U = diag{u 1 , u 2 } is a diagonal matrix.
(2) The classical limit (i.e. Q → 0) of R is a diagonal matrix with i-th entry on the diagonal given by:
where B 2k are the Bernoulli numbers and the sign is + or − depending on weather i is 1 or 2.
Proof of Theorem 1.1. It is enough to show that the total ancestor potential A τ satisfies the HQE (3.18). We identify the 1-form in (3.18) with a 1-form on the hypersurface {X 0 X ∞ = Qe t } ∼ = C * ⊂ CP 1 by choosing the coordinate x = X ∞ . With respect to the coordinate x we have f t (x) = Qe t /x+ x− ν log x+ tν 0 + ν 0 log Q. Comparing with Proposition 3.2 we see that the only possible poles of the vertex operators Γ ±χ τ are at x = 0, ∞, x 1 , or x 2 , where x i , i = 1, 2 are the critical points of f t (x). Thus if we want to prove that the total ancestor potential A τ satisfies the HQE (3.18), it is enough to show that the residue at each critical point x i is zero.
Let us restrict x to a neighborhood of x i . Using the change Λ = f t (x), we transform the residue at x i into a residue at the critical value u i . Since f t is a double covering we have the following formula:
where g(x) is an arbitrary function meromorphic in a neighborhood of x i and x ± are the two branches of f −1 t (note that the RHS is single-valued in Λ). In order to keep track of the branches of f −1 t , we pick a reference point Λ 0 ∈ γ i , sufficiently close to u i . The value of x ± at Λ 0 is fixed by requiring that x ± (Λ 0 ) ∈ Γ ± i (γ i and Γ ± i are the same as in the definition of Γ i ). For arbitrary Λ (close to u i ), the value x ± (Λ) depends on the choice of a path connecting Λ 0 and Λ.
The residue at x = x i of the 1-form in (3.18) transforms as follows:
where f
. We will prove that the 1-form in the { }-brackets in (4.1) is analytic in Λ. In particular this would imply that the residue (4.1) is 0. Our argument follows closely the one in [G1] . Let us recall the main steps.
• The total ancestor potential can be expressed in terms of the Witten-Kontsevich tau-function D pt :
where ΨRe U/z is the asymptotic of the matrix of oscillating integrals introduced above and q i are the coordinates of Ψ −1 q with respect to the basis {1 i }.
• Write the oscillating integral J Γ i as a Laplace transform:
χ − . According to [G1] , Theorem 3, we have:
The integration path in the definition of W i is any path connecting Λ and u i + ǫ and ǫ → 0 in such a way that u i + ǫ → u i along a straight segment.The integration path in w i is the straight segment connecting Λ − u i and Λ. The branch of √ Λ in Γ ± is determined by the straight segment between Λ − u i and Λ and the branch of √ Λ − u i . The later one is determined by the expansion:
• Factor the vertex operators Γ 
(χ + +χ − )/2 (τ, ξ) dξ.
We transform the sum in (4.1) in the following way:
where the index i in Γ ± (i) is just to emphasize that the vertex operator is acting on the i-th factor in the product i=1,2 D pt (q i ) and the coefficients c ± are given by the following formula: (4.3) log c ± = 2 Qe t νx ± − log(x ± − νx ± − Qe t ) + W i + w i ± 2K + γ ± dξ 2ξ ,
where γ + and γ − are two paths connecting 1 and Λ and such that γ ± dξ/(2ξ) = ± √ 2Λ (note that γ −1 − • γ + is a simple loop around 0).
We will prove that with respect to Λ the functions c + and c − are analytic and coincide in a neighborhood of u i . This would finish the proof of the theorem because, according to A. Givental [G1] , the 1-form
is analytic in Λ whenever T is a tau-function of the KdV hierarchy. Thanks to the Konstevich's theorem [Ko] , D pt is a tau-function of the KdV hierarchy, thus the theorem follows. Thanks to Lemma 3.5 we have the following formula:
χ ± (τ, ξ) dξ + Λ/ν + C ± where the constants C ± are independent of Λ (they depends only on x ± (Λ 0 )) and satisfy
χ − (τ, ξ), I
(0)
where γ ′ is a small loop around u i starting and ending at Λ 0 . Formula (4.3) transforms into log c ± = lim 
(χ + +χ − )/2 (τ, ξ) dξ +
In the first integral put χ ± = (χ ± +χ ∓ )/2+(χ ± −χ ∓ )/2. After a simple computation we get:
(χ ± +χ ∓ )/2 (τ, ξ), I where γ ′ ± is the composition of the paths: γ ± -starting at 1 and ending at Λ, the straight segment between Λ and Λ − u i (see the definition of w i ), and the path from
