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Weuse a recent result concerning the eigenvalues of a generic (non-
Hermitian) complexperturbationof aboundedHermitian sequence
of matrices to prove that the asymptotic spectrum of the product of
Toeplitz sequences, whose symbols have a real-valued essentially
bounded product h, is described by the function h in the “Szegö
way”. Then, usingMergelyan’s theorem, we extend the result to the
more general case where h belongs to the Tilli class. The same tech-
nique gives us the analogous result for sequences belonging to the
algebra generated by Toeplitz sequences, if the symbols associated
with the sequences are bounded and the global symbol h belongs
to the Tilli class. A generalization to the case of multilevel matrix-
valued symbols and a study of the case of Laurent polynomials not
necessarily belonging to the Tilli class are also given.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and basic notations
Let L2(T) be the usual Hilbert space of square-integrable functions on the circle T = {z ∈ C :
|z| = 1} and let H2 be the Hardy space composed of those functions in L2(T)whose negative Fourier
coefﬁcients are equal to zero. The Toeplitz operator with “symbol” the function f is the operator
Tf : H2 −→ H2 deﬁned by Tf (g) = P(fg) where P is orthogonal projection from L2 to H2. Such an

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operator is bounded if and only if f ∈ L∞(T) = the space of (essentially) bounded functions on the
circle, and its inﬁnite matrix T(f ) in the canonical orthonormal basis B = {1, z, z2, . . .} is constant
along the diagonals, that is, it is of the form T(f ) = [fˆj−r]∞r,j=1, fˆk being the Fourier coefﬁcients of f ;
see [9].
Now, let f be any integrable function on T and, for each n ∈ N, let Tn(f ) be the n × n matrix
[fˆj−r]nr,j=1. The sequence of operators on H2 associated with the sequence {Tn(f )}∞n=1 is an obvious
approximating sequence for the Toeplitz operator Tf when f ∈ L∞(T) and so we call {Tn(f )}∞n=1 a
Toeplitz sequence. It is natural to ask how the spectrum or set of eigenvalues Λn = {λ1, λ2, . . . , λn} of
Tn(f ) is related to the spectrumof T(f ) if f ∈ L∞(T) and to study the “convergence” of the sequence of
sets {Λn}∞n=1 or that of the sequence {Γn}∞n=1 whereΓn is the set of singular values of thematrix Tn(f ).
(These sets are also interesting in and of themselves, even for unbounded f ∈ L1(T).) An essential
result concerning the sequence of sets of eigenvalues is the famous Szegö theorem which says that, if
f is real-valued and essentially bounded then
lim
n→∞
1
n
∑
λ∈Λn
F(λ) = 1
2π
∫
[−π ,π ]
F(f (exp(it)))dt, i2 = −1 (1)
for every continuous function F with compact support (see, for example, [11]).
In the 1990s, independently, Tilli and Tyrtyshnikov/Zamarashkin showed [24,28] that Eq. (1) holds
for any integrable real-valued function f . The corresponding result for a complex-valued function f
and the sequence of sets of its singular values (with |f | in the place of f ) was ﬁrst obtained by Parter
(continuous times uni-modular symbols [13]), Avram (essentially bounded symbols [1]), and by Tilli
and Tyrtyshnikov/Zamarashkin [24,28], independently, for any integrable symbol f . Finally, the Szegö
theorems were established for functions of several variables (the multilevel case) by Linnik, Widom,
Doktorski, and Tyrtyshnikov see Section 6.9 in [8] for references. Szegö-like results using different
choices of families of test functions can be found in [6,18,24] (see [8, Chapters 5 and 6] for a synthesis
of all these results).
Further extensions of the Szegö result for eigenvalues or singular values can be and often are
considered [4,8,11,12,14,19,20,22,23]. An important direction is represented by the algebra generated
by Toeplitz sequences and this is the main subject of this note. We study the asymptotic spectral
behavior of a product of Toeplitz sequences (in the usual, matrix valued, and multilevel cases), by
using and extending tools from matrix theory and ﬁnite dimensional linear algebra. We have tried to
tie together and generalize many results which have already appeared using either operator theory,
basic linear algebra, or a mix of the two (see [5,8,27,29]).
We proceed as follows. In Section 2 we discuss some relationships between the notions of dis-
tribution in the sense of eigenvalues and clustering/attracting properties of matrix sequences. In
particular, Theorem2.1 gives a tool forworkingwith non-Hermitian perturbations ofHermitianmatrix
sequences. In Section 3, as a straightforward consequence of these results, we obtain the distribution
of the eigenvalues of Toeplitz sequences products when the linear combination of the products of
the symbols is a real-valued (Hermitian-valued) essentially bounded function. Finally, in Section 4
we introduce some tools based on the Mergelyan theorem and use them in Section 5 to deal with
more complicated cases, that of the Tilli class and of sequences belonging to the algebra generated by
Toeplitz sequences,when the global symbol lies in the Tilli class. A generalization to the case ofmatrix-
valued symbols is also given together with a more speciﬁc study in the case of Laurent polynomials.
The conclusion in Section 6 ends the paper.
We would like to point out for those who have not worked with the Szegö theorem that there are
many cases where the eigenvalue result does not hold. For example, if f (t) = exp(−it), then Tn(f )
has only zero eigenvalues and (1) becomes F(0) = 1
2π
∫
[−π ,π ] F(exp(it))dt which is far from being
satisﬁed for all continuous functions with compact support.
1.1. Basic notations
Webeginwith some formaldeﬁnitions. ForAann × nmatrixoverCwithsingularvaluesσ1(A), . . . ,
σn(A), and p ∈ [1,∞]we deﬁne ‖A‖p, the Schatten p-norm of A to be the p norm of the vector of the
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singular values ‖A‖p = [∑nk=1(σk(A))p] 1p . We will be especially interested in the norm ‖ · ‖1 which
is known as the trace norm, and the norm ‖ · ‖∞ which is equal to the operator norm. Now, if matrix
A is an n × n matrix with eigenvalues λj(A), j = 1, . . . , n, and F a function deﬁned on C, we write
Σλ(F, A) for the mean
Σλ(F, A) := 1
n
n∑
j=1
F
(
λj(A)
) = 1
n
∑
λ∈Λn
F(λ)
and Σσ (F, A) for the corresponding expression with the singular values replacing the eigenvalues.
Throughout this paper we speak of matrix sequences as sequences {An} where An is an n × n matrix
and Toeplitz sequences as matrix sequences of the form {An} with An = Tn(f ) and
Tn(f ) = [fˆj−r]nr,j=1,
where f is an integrable function and fˆk are the Fourier coefﬁcients of f .
The following deﬁnition is motivated by the Szegö and Tilli theorems characterizing the spectral
approximation of a Toeplitz operator (in certain cases) by the spectra of the elements of the natural
approximating matrix sequence An, where An is formed by the ﬁrst n rows and columns of the matrix
representation of the operator.
Deﬁnition 1.1. Let C0(C) be the set of continuous functions with bounded support deﬁned over the
complex ﬁeld, d a positive integer, and θ a complex-valued measurable function deﬁned on a set G ⊂
Rd of ﬁnite and positive Lebesgue measurem(G). Here G will be equal to [−π ,π ]d so that exp(iG) =
Td. A matrix sequence {An} is said to be distributed (in the sense of the eigenvalues) as the pair (θ , G),
or to have the distribution function θ , if, ∀F ∈ C0(C), the following limit relation holds
lim
n→∞Σλ(F, An) =
1
m(G)
∫
G
F(θ(t)) dt. (2)
Whenever (2) holds ∀F ∈ C0(C)we say that {An} ∼λ (θ , G).
If (2) holds for every F ∈ C0(R+0 ) in placeof F ∈ C0(C),with the singular valuesσj(An), j = 1, . . . , n,
in place of the eigenvalues, and with |θ(t)| in place of θ(t), we say that {An} ∼σ (θ , G) or that the
matrix sequence {An} is distributed in the sense of the singular values as the pair (θ , G) :more speciﬁcally
for every F ∈ C0(R+0 )we have
lim
n→∞Σσ (F, An) =
1
m(G)
∫
G
F(|θ(t)|) dt. (3)
We can also treat block Toeplitz matrices by considering measurable functions θ : G → MN ≡
MNN , where MNM is the space of N × M matrices with complex entries and a function is considered
to be measurable if and only if the component functions are. In this case {An} ∼λ (θ , G) means that
M = N and, deﬁning Σλ(F, An) as before (using the eigenvalues of the block Toeplitz matrix, we say
that {An} is distributed as the pair (θ , G) if;
lim
n→∞Σλ(F, An) =
1
m(G)
∫
G
∑N
j=1 F
(
λj(θ(t))
)
N
dt, (4)
∀F ∈ C0(C), where the λi(θ(t)) in Eq. (4) are the eigenvalues of the matrix θ(t).When considering θ
taking values in MNM , we say that {An} ∼σ (θ , G)when for every F ∈ C0(R+0 )we have
lim
n→∞Σσ (F, An) =
1
m(G)
∫
G
∑min{N,M}
j=1
(
F(λj(
√
θ(t)θ∗(t)))
)
min{N,M} dt.
Finally, we can treat Toeplitz matrices corresponding to functions of several variables, ormultilevel
Toeplitz matrices, in the same way, once they are deﬁned. In the following, for the sake of readability,
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we shall often write n for the d-tuple (n1, . . . , nd), nˆ = n1 · · · nd, zr for the function exp(itr), and zj ,
j = (j1, . . . , jd), for the monomial zj11 · · · zjdd . We write n → ∞ to indicate that min1 r  d nr → ∞.
Then, for f : Td → MMN,we deﬁne theMnˆ × Nnˆ multilevel Toeplitz matrix as in [24] by
Tn(f ) =
n1−1∑
j1=−n1+1
· · ·
nd−1∑
jd=−nd+1
J(j1)n1 ⊗ · · · ⊗ J(jd)nd ⊗ fˆ(j1 ,...,jd)(f ), (5)
where ⊗ denotes the tensor or Kronecker product of matrices and J()m ,−m + 1 m − 1, is the
m × m matrix whose (i, j)th entry is 1 if i − j =  and 0 otherwise; thus {J−m+1, . . . , Jm−1} is the
natural basis for the space of m × m Toeplitz matrices. In the usual multilevel indexing language, we
say that [Tn(f )]r,j = fˆj−r where (1, . . . , 1) j, r  n = (n1, . . . , nd), i.e., 1 j  n for 1  d. For
those who are not accustomed to this notation, we prefer to interpret this matrix in terms of the usual
Toeplitz operator on H2 of the polydisc. To do this, we let En be the subspace of H
2 spanned by the set
of monomials of degree “less than” zn, that is:
En = span{zj}0 j1  n1−1,...,0 jd  nd−1.
Then, if Pn is orthogonal projection from H
2 onto En and we deﬁne T
f
n(g) = Pn(fg) from En to En it is
not hard to see that T
f
n = PnTf Pn where Tf is the usual Toeplitz operator, and that Tn(f ) is the matrix
of T
f
n in the basis
{zj : j = (j1, . . . , jd), j1 = 0, . . . , n1 − 1; . . . ; jd = 0, . . . , nd − 1}.
This is theperspective thatweshalluse inprovingLemma2.3.However, for thesakeof clarity,whenever
the extension from scalar to matrix valued functions is simple enough, we shall prove our theorems
(especially theones concerningmultilevel Toeplitz) only in the caseM = N = 1. (See [24] for adetailed
matrix deﬁnition and [8] for an explanation with examples in the case d = 2.)
Now, notice that a matrix sequence {An} is distributed as the pair (θ , G) if and only if the sequence
of linear functionals {φn} deﬁned by φn(F) = ∑λ(F, An) converges weak-∗ to the functional φ(F) =
1
m(G)
∫
G F(θ(t)) dt as in (2). In order to describe what this really means about the asymptotic qualities
of the spectrum, we will derive more concrete characterizations of {Λn} such as “clustering” and
“attraction”, where, as above, Λn is the set of eigenvalues of An.
Deﬁnition 1.2. A matrix sequence {An} is strongly clustered at s ∈ C (in the eigenvalue sense), if for
any ε > 0 the number of the eigenvalues of An off the disc D(s, ε) can be bounded by a pure constant
qε possibly depending on ε, but not on the size n of An. A matrix sequence {An} is said to be strongly
clustered at a nonempty closed set S ⊂ C (in the eigenvalue sense) if for any ε > 0
qε(n, S) := #{j : λj(An) /∈ D(S, ε)} = O(1), n → ∞, (6)
where D(S, ε) := ∪s∈SD(s, ε) is the ε-neighborhood of S. We replace the term “strongly” by “weakly”,
if
qε(n, s) = o(n), (qε(n, S) = o(n)) , n → ∞
in the case of a point s or a closed set S. If we replace eigenvalues with singular values, we obtain
all the corresponding deﬁnitions for singular values. Finally, if for each n ∈ N, Λn is the set of eigen-
values of the matrix An and s ∈ C then we say that s strongly attracts {An} (with inﬁnite order) if
limn→∞ dist(s,Λn) = 0. (Here the distance between the point s and the set Λn means the shortest
Euclidean distance between s and a point of Λn.)
In this paper we will show that several matrix sequences are distributed as pairs (θ , G) as in
Deﬁnition 1.1. The following theorem will allow us to deduce weak clustering and strong attraction
from each of these results.
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Theorem 1.3. Let θ be a measurable function deﬁned on G with ﬁnite and positive Lebesgue measure, and
S(θ) be the essential range of θ ,i.e. S(θ) is the set of points s ∈ C such that, for every ε > 0, the Lebesgue
measure of the set θ(−1)(D(s, ε)) := {t ∈ G : θ(t) ∈ D(s, ε)} is positive. Let {An} be a matrix sequence
distributed as θ in the sense of eigenvalues; in that case, deﬁningΛn to be the set of eigenvalues of An, the
following facts are true:
(a) S(θ) is a weak cluster for {An};
(b) Each point s ∈ S(θ) strongly attracts {An} (with inﬁnite order),
(c) Thereexists a sequence {λ(n)},whereλ(n) is aneigenvalueofAn, such that lim infn→∞ |λ(n)| ‖θ‖∞.
The same statements hold in the case of a N × N matrix-valued function θ.
Proof. For items (a) and (b) see [10], Theorem 2.4, for a proof. Then notice that, by (b), each point
s ∈ S(θ) is a limit of a sequence {λ(n)} where λ(n) is an eigenvalue of An. Hence item (c) follows from
the deﬁnition of S(θ). The extension to the matrix-valued case is trivial. 
It is clear that {An} ∼λ (θ , G), with θ ≡ s equal to a constant function if and only if {An} is weakly
clustered at s ∈ C (for more results and relations between the notions of equal distribution, equal
localization, spectral distribution, spectral clustering, etc., see [17, Section 4]).
Remark 1.4. It is easy to see that any of the notions introduced in this section for eigenvalues has a
natural analogue for singular values, as explicitly described for the concept of distribution in (2) and
(3).
As mentioned in the introduction, many mathematicians have worked to obtain generalizations of
the Szegö theorem to functions with ’thin spectrum’, a concept which varies a bit from one author to
another. We will be working with the deﬁnition used by Tilli.
Deﬁnition 1.5. We say that a function f is in the Tilli class if f is essentially bounded, and such that its
(essential) range does not disconnect the complex plane and has empty interior.
1.2. Toeplitz sequences: deﬁnition and previous distribution results
Let f be an integrable function on Td the d-fold Cartesian product of the unit circle in the complex
plane. The Fourier coefﬁcients of f are deﬁned in the usual way and, if f is a matrix-valued function of
d variables whose component functions are all integrable, then the (j1, . . . , jd)th Fourier coefﬁcient is
considered to be the matrix whose (r, s)th entry is the (j1, . . . , jd)th Fourier coefﬁcient of the function[f (eit1 , . . . , eitd)]r,s.
The asymptotic distribution of eigenvalues and singular values of a Toeplitz sequence has been
deeply studied in the last century, and strictly depends on the generating function f (see, for example,
[8,24,28] and references therein). Now, let {fα,β} be a ﬁnite set of L1(Td) functions and deﬁne the
measurable function h by:
h =
ρ∑
α=1
qα∏
β=1
f
s(α,β)
α,β , s(α,β) ∈ {±1}, (7)
where fα,β is sparselyvanishing (i.e., theLebesguemeasureof the setof its zeros is zero)when s(α,β) =
−1. The function h may not belong to L1 in which case {Tn(h)} is not deﬁned according to the rule
in (5) simply because the Fourier coefﬁcients are not well-deﬁned. However we can still consider the
sequence of matrices
{∑ρ
α=1
∏qα
β=1 T
s(α,β)
n (fα,β)
}
. In [19,20,27] it has been proved that
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ρ∑
α=1
qα∏
β=1
Ts(α,β)n (fα,β)
⎫⎬⎭ ∼σ (h,Td)
and ⎧⎨⎩
ρ∑
α=1
qα∏
β=1
Ts(α,β)n (fα,β)
⎫⎬⎭ ∼λ (h,Td)
if the matrices
∑ρ
α=1
∏qα
β=1 T
s(α,β)
n (fα,β) are Hermitian, at least for n large enough (which implies
necessarily that N = M). In this context, the symbol Ts(α,β)n (fα,β)with s(α,β) = −1 and fα,β sparsely
vanishing means that we are (pseudo) inverting the matrix in the sense of Moore–Penrose (see [2]),
since Tn(fα,β) is not necessarily invertible, but the number of zero singular values is at most o(nˆ), for
n → ∞.
Notice that in deﬁning the symbol h when matrix-valued symbols are involved, it is necessary
to consider compatible dimensions and to use correct ordering in the products, owing to the lack of
commutativity in the matrix context.
When ρ = 1, N = M = 1, and q1 = 1 this result concerns standard Toeplitz sequences and is
attributed to Tyrtyshnikov, Zamarashkin, and Tilli [24,26,28]; see also [16] and references therein for
the evolution of the subject. The case where s(α,β) = 1 for every α and β is considered and solved
in [16,27] by using matrix theory techniques. The case where the matrices in Eq. (7) are all Hermitian
has been treated in two different ways in [8,20] for both singular values and eigenvalues. In this paper
we ﬁrst assume only that the symbol of the product is real-valued.
Remark 1.6. It should be noted that, according to [20], the distribution result for singular values holds
for any sequence belonging to the algebra generated by Toeplitz sequences with L1(Td) symbols,
where the allowed algebraic operations are linear combination, product, and (pseudo) inversion.
Finally it is worth mentioning that the above results also hold when starting from the set of block
multilevel sequences generated by matrix-valued N × M symbols; (see [7,20]).
2. Eigenvalue distribution and clustering
The following result, based on a Mirski theorem (see Proposition III, Section 5.3 of [2]), establishes
a link between distributions of non-Hermitian perturbations of Hermitian matrix sequences and the
distribution of the original sequence.
Theorem 2.1 [10,29, Theorem 3.4]. Let {Bn} and {Cn} be two matrix sequences, where Bn is Hermitian
and An = Bn + Cn. Assume further that {Bn} is distributed as (θ , G) in the sense of the eigenvalues, where
G is of ﬁnite and positive Lebesgue measure, both ‖Bn‖ and ‖Cn‖ are uniformly bounded by a positive
constant Ĉ independent of n, n being the size of the involved matrices, and ‖Cn‖1 = o(n), n → ∞. Then
θ is real-valued and {An} is distributed as (θ , G) in the sense of the eigenvalues. In particular, if S(θ) is the
essential range of θ , then {An} is weakly clustered at S(θ), and S(θ) strongly attracts the spectra of {An}
with an inﬁnite order of attraction for any of its points.
The next theorem is a slight extension of a theorem from [10] concerning strong clustering.
Theorem 2.2. Let {Bn} and {Cn} be two matrix sequences, where Bn is Hermitian and An = Bn + Cn. Let
E be a compact subset of the real line. Assume that {Bn} is strongly clustered at E, ‖Cn‖1 = O(1), n → ∞
and ‖An‖ is uniformly bounded by a positive constant Ĉ independent of n. Then {An} is strongly clustered
at E.
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Proof. The casewhere the compact set E is a union ofm disjoint closed intervals (possibly, degenerate)
has been treated in [10] (Theorem 3.6) and a similar result has been established without using the
Mirsky theorem in [29]. The general case follows since, for the notion of strong clustering we have to
consider the  fattening of E, or D(E, ) deﬁned as in relation (6). It is clear that for every compact set
E, the closure of D(E, ) is a ﬁnite union of closed intervals and so the general case is reduced to that
handled in [10]. 
Now we give a simple technical result which is useful in our subsequent study and which is due
to SeLegue: it can explicitly be found in Lemma 5.16 in [8]. We present an elementary matrix proof as
an alternative to the (elementary) operator theory proof given in [8] . This proof seems to be the most
natural one to extend to the multi-level case, as explained in the proof of Lemma 2.4.
Lemma 2.3. Let f , g ∈ L∞(T), An = Tn(f )Tn(g), and let h = fg. Then ‖An − Tn(h)‖1 = o(n).
Proof. In order to estimate ‖An − Tn(h)‖1, i.e., the Schatten 1 norm of An − Tn(h), we will use some
classical results from approximation theory.
For a given θ ∈ L1(T), let pk,θ be its Cesaro sum of degree k, i.e., the arithmetic average of Fourier
sums of order q with q k (see [3,32]). From standard trigonometric series theory we know that
pk,θ converges in L
1 norm to θ as k tends to inﬁnity and also that ‖pk,θ‖L∞  ‖θ‖L∞ , whenever θ ∈
L∞(T)with L∞(T) ⊂ L1(T). Furthermore, the norm inequality ‖Tn(θ)‖p ((2π)−1n)1/p‖θ‖Lp holds
for every θ ∈ Lp(T) if 1 p∞ (see [1,21], Corollary 4.2). Now, by adding and subtracting and by
using the triangle inequality several times we get:
‖An − Tn(h)‖1  ‖An − Tn(pk,f )Tn(g)‖1 + ‖Tn(pk,f )Tn(g) − Tn(pk,f )Tn(pk,g)‖1
+ ‖Tn(pk,f )Tn(pk,g) − Tn(pk,f pk,g)‖1 + ‖Tn(pk,f pk,g) − Tn(h)‖1 (8)
and, by using Hölder inequalities for the Schatten p norms ‖XY‖1  ‖X‖1‖Y‖ and the previously
mentioned norm inequality from [21], we infer that
‖An − Tn(pk,f )Tn(g)‖1 = ‖(Tn(f ) − Tn(pk,f ))Tn(g)‖1  ‖Tn(f ) − Tn(pk,f )‖1‖Tn(g)‖
 n(2π)−1‖f − pk,f ‖L1‖g‖L∞;
‖Tn(pk,f )Tn(g) − Tn(pk,f )Tn(pk,g)‖1 = ‖Tn(pk,f )(Tn(g) − Tn(pk,g))‖1
 ‖Tn(g) − Tn(pk,g)‖1‖Tn(pk,f )‖
 ‖Tn(g − pk,g)‖1‖pk,f ‖L∞
 n(2π)−1‖g − pk,g‖L1‖f‖L∞;
‖Tn(pk,f pk,g) − Tn(h)‖1 = ‖Tn(h − pk,f pk,g)‖1  n(2π)−1‖h − pk,f pk,g‖L1 .
Thus, we see that the sum of the ﬁrst, second and fourth terms of (8) equals (k)nwhere, since the
Cesaro operator converges to the identity in the L1 topology, we have
lim
k→∞ (k) = 0.
We treat the third term of (8) in a different way. Let En and Pn be deﬁned as in Section 1.2; recall
that pk,f and pk,g are Laurent (or trigonometric) polynomials of degree at most k, that is they are of the
form:
pk,f (e
it) =
k∑
j=−k
ajexp(ijt), pk,g(e
it) =
k∑
j=−k
bjexp(ijt).
Now,we recall that Tn(pk,g) is thematrix of the Toeplitz operator T
pk,g
n where T
pk,g
n = PnTpk,g Pn;with
Tpk,g the classical Toeplitz operator onH
2 and Pn orthogonal projection on the space En of analytic poly-
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nomials of degree less than n. So, since for k  n − 1 − k, the function φ(eit) = pk,g(eit)exp(it)
is in En we see that:
T
pk,g
n (exp(it)) = Pn(pk,g(eit)exp(it)) = pk,g(eit)exp(it), (k  n − k − 1),
and so
T
pk,f
n T
pk,g
n (exp(it)) = Pn(pk,f (eit)pk,g(eit)exp(it)) = Tpk,f pk,gn (exp(it)), (k  n − 1 − k).
This means that the image of the operator T
pk,f pk,g
n − Tpk,fn Tpk,gn is generated by the image of the
set {exp(it)}0  k−1 or n−k  n−1 and so its dimension is less than or equal to 2k. Thus, since
Tn(pk,f pk,g) − Tn(pk,f )Tn(pk,g) is just thematrixof theoperatorTpk,f pk,gn − Tpk,fn Tpk,gn in thebasis {exp(it)} ,
we see that the rank of the matrix Tn(pk,f pk,g) − Tn(pk,f )Tn(pk,g) is at most 2k.
Now, since the trace norm is bounded by the rank times the spectral or operator norm, we see that:
‖Tn(pk,f )Tn(pk,g) − Tn(pk,f pk,g)‖1  2k‖Tn(pk,f )Tn(pk,g) − Tn(pk,f pk,g)‖
 2k(‖Tn(pk,f )‖‖Tn(pk,g)‖ + ‖Tn(pk,f pk,g)‖)
 2k(‖pk,f ‖L∞‖pk,g‖L∞ + ‖pk,f pk,g‖L∞)
 2k(‖pk,f ‖L∞‖pk,g‖L∞ + ‖pk,f ‖L∞‖pk,g‖L∞)
= 4k‖pk,f ‖L∞‖pk,g‖L∞
 4k‖f‖L∞‖g‖L∞
for each k ∈ N. Thus, ifM = 4‖g‖L∞‖f‖L∞ and (k) is deﬁned above, then
‖An − Tn(h)‖1  (k)n + kM (9)
for each k ∈ N. Now, for each  > 0, by ﬁrst choosing k0 so that (k0) < 2 then choosing N˜ > 2Mk0 ,
we see that n N˜ gives ‖An−Tn(h)‖1
n
  which ﬁnishes the proof. 
Next, we notice that the reasoning above applies to multilevel Toeplitz matrices. Let Tn represent
the multilevel nˆ by nˆ Toeplitz matrix with symbol f (as in Section 1.2).
Lemma 2.4. Let f , g ∈ L∞(Td), n = (n1, . . . , nd) ∈ Nd and nˆ = n1n2 · · · nd. Then for An = Tn(f )Tn(g)
and h = fg we have:
‖An − Tn(h)‖1 = o(nˆ).
The only part of the proof which is slightly different from that of Lemma 2.3 is the treatment
of the third term of (8). To get the analogous inequality, we consider the multi-variable equivalents
Pn and En, n = (n1, . . . , nd), and see that if k = (k1, . . . , kd), pk,f and pk,g are the multivariate Laurent
polynomials approximating f andg, then fork1  1  n1 − 1 − k1, . . . , kd  d  nd − 1 − kdwehave
(writing zr = exp(itr), and z = z11 · · · zdd )
zpk,g ∈ En
and so, for k1  1  n1 − 1 − k1, . . . , kd  d  nd − 1 − kd, we ﬁnd
Tn(pk,f )Tn(pk,g)(z
) = Tn(pk,f pk,g)(z).
Thus, by the same logic as in the proof of the one variable case, the rank of the matrix
Tn(pk,f )Tn(pk,g) − Tn(pk,f pk,g)
is less than nˆ − (n1 − 2k1) · · · (nd − 2kd). So, setting
γ (k) = nˆ − (n1 − 2k1) · · · (nd − 2kd),
we can replace equation (9) with the equation:
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‖An − Tn(h)‖1  (k)nˆ + γ (k)M
for each k ∈ Nd, and choose, for  > 0, a d-tuple k such that (k) < 
2
and an N˜ such that N˜ >
2Mγ (k)

.
Then, if nˆ > N˜ we will have
‖An − Tn(h)‖1
nˆ
< ,
which shows that ‖An − Tn(h)‖1 = o(nˆ) and ﬁnishes the proof.
3. Preliminary results
We start with the case of a sequence {An} where An = Tn(f )Tn(g); f , g ∈ L∞(T) such that fg is
real-valued (even though f and g are not necessarily real-valued); for the simpler, all real-valued case,
see [20] or [27]. The idea is to look at An as the Hermitian matrix Tn(h), h = fg, plus a correction term
Cn such that ‖Cn‖1 = o(n) as n → ∞, where each of the matrix sequences is uniformly bounded in
operator norm (see Lemma 2.3). This will permit us to use the powerful Theorem 2.1.
Theorem 3.1. Let f , g ∈ L∞(T) be such that h = fg is real-valued. Then {An} ∼λ (h,T) with An =
Tn(f )Tn(g), S(h) is a weak cluster for {An}, and any s ∈ S(h) strongly attracts the spectra of {An} with
inﬁnite order.
Proof. It is well known (see [11]) that {Tn(h)} ∼λ (h,T) and ‖Tn(θ)‖ ‖θ‖L∞ for every θ ∈ L∞(T).
Thus ‖Tn(h)‖ ‖h‖L∞ and ‖An‖ ‖Tn(f )‖‖Tn(g)‖ ‖f‖L∞‖g‖L∞ . As a consequence, since ‖An −
Tn(h)‖1 = o(n) by Lemma 2.3, the desired results follow by applying Theorem 2.1 with Bn = Tn(h),
Cn = An − Tn(h), and invoking Theorem 1.3. 
Now we once again notice that the same theorem holds for multilevel Toeplitz matrices.
Theorem 3.2. Let d ∈ N+ and let f , g ∈ L∞(Td) be such that h = fg is real-valued. Then, if
An = Tn(f )Tn(g),
we have that {An} ∼λ (h,Td), S(h) is a weak cluster for {An}, and any s ∈ S(h) strongly attracts the
spectra of {An} with inﬁnite order.
Proof. In 1993, Tyrtyshnikov showed that the relation (1) holds for multilevel Toeplitz sequences (see
[8, Theorem6.41]) so thatweonce again have {Tn(h)} ∼λ (h,Td).Also, by the deﬁnition of the Toeplitz
operators it is again true that
‖Tn(h)‖ ‖h‖L∞
and‖An‖ ‖Tn(f )‖‖Tn(g)‖ ‖f‖L∞‖g‖L∞ . As a consequence, since‖An − Tn(h)‖1 = o(nˆ) by Lemma
2.4, the desired results follow by applying Theorem 2.1 with Bn = Tn(h) and Cn = An − Tn(h), and
invoking Theorem 1.3. 
Remark 3.3. Let f , g, hand An be deﬁned as in Theorem 3.1 and suppose that either f or g is a Lau-
rent polynomial of degree q. Then, if h = fg, by the same type of reasoning as above, An − Tn(h)
has rank less than or equal to q. Therefore, again using the fact that the sequences {‖An‖} and{‖Tn(h)‖} are both bounded by ‖f‖L∞‖g‖L∞ and the Schur decomposition, it follows that ‖An −
Tn(h)‖1  4q‖f‖L∞‖g‖L∞ . As a consequence, since S(h) is a compact real set, Theorem 2.2 implies
that S(h) is a strong cluster for the spectra of {An}.
Remark 3.4. Lemma 2.3 and Theorem 3.1 remain valid in a block multidimensional setting, i.e., when
considering symbols belonging to L∞N (Td)with d 2, N  2. In fact, we can follow verbatim the same
proof as in Lemma 2.3 (see also [7]) and in Theorem 3.1 since all the tools, such as the Cesaro operator
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and the tracenormestimateshaveanatural counterpart in severaldimensionsand in thematrix-valued
setting (see [21,32]). The only change is of notational type: in fact all the terms o(n)will become o(nˆ),
since the dimensions in the multidimensional Toeplitz setting are Nnˆ, with nˆ = n1 · · · nd and with
n = (n1, . . . , nd) being a multi-index, see Section 1.2.
In light of the previous remark, it is natural to state the following generalizations without proof.
Theorem 3.5. Let f , g ∈ L∞N (Td) such that h = fg is Hermitian-valued (real-valued for N = 1). Then
{An} ∼λ (h,Td)with An = Tn(f )Tn(g), S(h) is a weak cluster for {An}, and any s ∈ S(h) strongly attracts
the spectra of {An} with inﬁnite order.
Theorem 3.5 is the basis for the subsequent general result concerning the algebra generated by
Toeplitz sequences with L∞N (Td) symbols. Its proof works by induction on the structure of h and of An
and by using Theorem 3.5 and is also implied by our results in Section 5.
Theorem 3.6. Let fα,β ∈ L∞N (Td) with α = 1, . . . , ρ , β = 1, . . . , qα , ρ , qα < ∞. Assume that the
function
h =
ρ∑
α=1
qα∏
β=1
fα,β
is Hermitian-valued (real-valued for N = 1) and consider the sequence {An} with An = ∑ρα=1∏qαβ=1
Tn(fα,β). Then {An} ∼λ (h,Td), S(h) is a weak cluster for {An}, and any s ∈ S(h) strongly attracts the
spectra of {An} with inﬁnite order.
Remark 3.7. A result related to Theorem 3.6 is obtained by Böttcher et al. in [7] where the authors
assume that the given sequence {An} is normal.
4. Further tools for general matrix sequences
Before generalizing the results of the previous section to the case where the product symbol h
belongs to the Tilli class, we establish a series of general results for matrix sequences. In particular,
we give some generalizations of Theorem 2.2 from [10]. We begin by stating this theorem in a slightly
different, but equivalent way. The basic ideas used here come from the paper [25], where the same
questions were considered in a different context. The following theorem is a direct consequence of
Theorem 2.2 of [10] or [30, top of p. 390].
Theorem 4.1 [10]. Let {An} be a matrix sequence and S a subset of C. If:
(a1) S is a compact set and C\S is connected;
(a2) the matrix sequence {An} is weakly clustered at S;
(a3) the spectra Λn of An are uniformly bounded, i.e., ∃C ∈ R+ such that |λ| < C, λ ∈ Λn, for all n;
(a4) there exists a function θ measurable, bounded, and deﬁned on a set G of positive and ﬁnite Lebesgue
measure, such that, for every positive integer L, we have limn→∞ tr(A
L
n)
n
= 1
m(G)
∫
G θ
L(t) dt, i.e., relation
(2) holds with F being any polynomial of an arbitrary ﬁxed degree;
(a5) the essential range of θ is contained in S;
then relation (2) is true for every continuous function F with bounded support which is holomorphic in the
interior of S. If it is also true that the interior of S is empty then the sequence {An} is distributed as θ on its
domain G, in the sense of the eigenvalues.
Next, we show that the hypotheses (a3) and (a slightly stronger form of) (a4) imply (a1), (a2),
and (a3) for the set S deﬁned by “ﬁlling in” the essential range of the function θ from (a4) (or its
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strengthened version). This will show that, when our set S(θ) has empty interior ourmatrix sequence
has the desired distribution.Whenwe say “ﬁlling in”wemean taking the “Area” in the following sense:
Deﬁnition 4.2. Let K be a compact subset of C.We deﬁne
Area(K) = C\U,
where U is the (unique) unbounded connected component of C\K.
Theorem 4.3. Let {An} be a matrix sequence. If
(b1) the spectra Λn of An are uniformly bounded, i.e., ∃C ∈ R+ such that |λ| < C, λ ∈ Λn, for all n;
(b2) there exists a function θ measurable, bounded, and deﬁned on a set G of positive and ﬁnite Lebesgue
measure, such that, for all positive integers L and l, we have limn→∞ tr((A
∗
n)
lALn)
n
= 1
m(G)
∫
G θ
l(t)θ L(t) dt;
thenS(θ) is compact, thematrix sequence {An} isweakly clustered at Area(S(θ)), and relation (2) is true for
every continuous function F with bounded support which is holomorphic in the interior of S = Area(S(θ)).
If it is also true that C\S(θ) is connected and the interior of S(θ) is empty then the sequence {An} is
distributed as θ on its domain G, in the sense of the eigenvalues.
Proof. Since θ is bounded, S(θ) is bounded, and so, since the essential range is always closed, the set
S(θ) is compact. Hence we can deﬁne S = Area(S(θ)).
We prove that S is a weak cluster for the spectra of {An}. First, we notice that, by (b1), the compact
set SC = {z ∈ C : |z| C} contains all the eigenvalues.MoreoverC canbe chosen such that SC contains
S. Therefore, we will have proven that S is a weak cluster for {An} if we prove that, for every ε > 0,
the compact set SC\D(S, ε) contains at most only o(n) eigenvalues, with D(S, ε) as in Deﬁnition 1.2. By
compactness, for any δ > 0, there exists a ﬁnite covering of SC\D(S, ε)made of balls D(z, δ), z ∈ SC\S
with D(z, δ) ∩ S = ∅, and so, it sufﬁces to show that, for a particular δ, at most o(n) eigenvalues
lie in D(z, δ). Let F(t) be the characteristic function of the compact set D(z, δ). Then restricting our
attention to the compact set D(z, δ)
⋃
S, Mergelyan’s theorem implies that for each  > 0 there exists
a polynomial P such that |F(t) − P(t)| is bounded by  on D(z, δ)⋃ S. Therefore, setting γn(z, δ)
equal to the number of eigenvalues of An belonging to D(z, δ), we ﬁnd
(1 − )γn(z, δ) 
n∑
i=1
F(λi)|P(λi)| (10)

⎛⎝ n∑
i=1
F2(λi)
⎞⎠1/2 ⎛⎝ n∑
i=1
|P(λi)|2
⎞⎠1/2 (11)
=
⎛⎝ n∑
i=1
F(λi)
⎞⎠1/2 ⎛⎝ n∑
i=1
|P(λi)|2
⎞⎠1/2 (12)
= (γn(z, δ))1/2
⎛⎝ n∑
i=1
|P(λi)|2
⎞⎠1/2 (13)
 (γn(z, δ))1/2 ‖P(An)‖2 (14)
= (γn(z, δ))1/2 (tr(P∗ (An)P(An)))1/2 (15)
= (γn(z, δ))1/2
⎛⎝tr
⎛⎝ M∑
l,L=0
clcL(A
∗
n)
lALn
⎞⎠⎞⎠1/2 (16)
= (γn(z, δ))1/2
⎛⎝ M∑
l,L=0
clcLtr((A
∗
n)
lALn)
⎞⎠1/2 , (17)
S. Serra-Capizzano et al. / Linear Algebra and its Applications 432 (2010) 2658–2678 2669
where inequality (10) follows from the deﬁnition of F and from the approximation properties of P ,
inequality (11) is Cauchy–Schwarz, relations (12)–(13) come from the deﬁnitions of F and γn(z, δ),
(14) is a consequence of the Schur decomposition and of the unitary invariance of the Schatten norms,
identities (15)–(17) follow from the entry-wise deﬁnition of the Schatten 2 norm (the Frobenius norm),
from the monomial expansion of the polynomial P , and from the linearity of the trace.
Given 2 > 0, we choose 1 > 0 so that the equation
1
M∑
l,L=0
|cl||cL| 2
is true and then, using (b2), we choose N so that for n > N, the equation∣∣∣∣∣ tr((A
∗
n)
lALn)
n
− 1
m(G)
∫
G
θ l(t)θ L(t) dt
∣∣∣∣∣ < 1
is true. Then, picking up from equation (17), we have that, for n > N;
(1 − )γn(z, δ)  (γn(z, δ))1/2
⎛⎝n
⎛⎝2 + 1
m(G)
∫
G
M∑
l,L=0
clcL(θ l(t)θ
L(t)) dt
⎞⎠⎞⎠1/2 (18)
= (γn(z, δ))1/2
(
n
(
2 + 1
m(G)
∫
G
|P(θ(t))|2 dt
))1/2
(19)
 (γn(z, δ))1/2 n1/2(2 + 2)1/2, (20)
where inequality (18) is assumption (b2), the latter two inequalities are again consequences of the
monomial expansion of P and of the approximation properties of P over the area delimited by the
range of θ , and 2 is arbitrarily small. So, choosing 2 = 2, we see that (10)–(20) imply that, for n
sufﬁciently large,
γn(z, δ) 2n2(1 − )−2,
which means that: γn(z, δ) = o(n).
Thus, hypotheses (a1)–(a5) of Theorem4.1 holdwith S = Area(S(θ)), which is necessarily compact
and with connected complement, and consequently the ﬁrst conclusion of Theorem 4.1 holds. Finally
if C\S(θ) is connected and the interior of S(θ) is empty then Area(S(θ)) = S(θ) and so all the
hypotheses of Theorem 4.1 are satisﬁed, and so we conclude that the sequence {An} is distributed in
the sense of the eigenvalues as θ on its domain G. 
Now,we give a second version, replacing hypotheses (a1)–(a5) with only (a3), (a4), and a condition
on the Schatten p norm for a certain p.
Theorem 4.4. Let {An} be a matrix sequence and S a subset of C. If
(c1) the spectra Λn of An are uniformly bounded, i.e., |λ| < C, λ ∈ Λn, for all n;
(c2) there exists a function θ measurable, bounded, and deﬁned over G having positive and ﬁnite
Lebesgue measure, such that, for every positive integer L, we have limn→∞ tr(A
L
n)
n
= 1
m(G)
∫
G θ
L(t) dt;
(c3) there exists a positive real number p ∈ [1,∞) such that, for every polynomial P there exists N ∈ N
such that, for n > N ‖P(An)‖pp  2n 1m(G)
∫
G |P(θ(t))|p dt;
then the matrix sequence {An} is weakly clustered at Area(S(θ)) := C\U (see Deﬁnition 4.2) and relation
(2) is true for every continuous function F with bounded support which is holomorphic in the interior of
S = Area(S(θ)). If, moreover
(c4) C\S(θ) is connected and the interior of S(θ) is empty;
then the sequence {An} is distributed as θ on its domain G, in the sense of the eigenvalues.
2670 S. Serra-Capizzano et al. / Linear Algebra and its Applications 432 (2010) 2658–2678
Proof. The proof goes as in Theorem 4.3 until relation (10). Then with q the conjugate of p (i.e., 1/q +
1/p = 1) we have
(1 − )γn(z, δ) 
⎛⎝ n∑
i=1
Fq(λi)
⎞⎠1/q ⎛⎝ n∑
i=1
|P(λi)|p
⎞⎠1/p (21)
=
⎛⎝ n∑
i=1
F(λi)
⎞⎠1/q ⎛⎝ n∑
i=1
|P(λi)|p
⎞⎠1/p (22)
= (γn(z, δ))1/q
⎛⎝ n∑
i=1
|P(λi)|p
⎞⎠1/p (23)
 (γn(z, δ))1/q ‖P(An)‖p (24)
 (γn(z, δ))1/q
(
2n
m(G)
∫
G
|P(θ(t))|p dt
)1/p
(25)
 (γn(z, δ))1/q (2n)1/p, (26)
where relation (21) is the Hölder inequality, relations (22) and (23) come from the deﬁnitions of F
and γn(z, δ), (24) comes from the fact that, for any square matrix, the vector with the moduli of the
eigenvalues is weakly-majorized by the vector of the singular values (see [2] for the precise deﬁnition
and for the result), inequality (25) is assumption (c3) (which holds for any polynomial of ﬁxed degree),
and ﬁnally inequality (26) follows from the approximation properties of P over the area delimited by
the range of θ . Therefore
γn(z, δ) 2np(1 − )−p
and since  is arbitrarily small, we have the desired result, i.e., γn(z, δ) = o(n).
The rest of the proof is the same as in Theorem 4.3. 
The next result tells us that the key assumption (c3) follows from the distribution in the singular
value sense of {P(An)} and that the latter is equivalent to the very same limit relation with only
polynomial test functions. We should mention here that the distribution results in the singular value
sense aremuch easier to obtain and to prove [19,20,23,24,28], thanks to the higher stability of singular
values under perturbations [31].
Theorem 4.5. Using the notation of Section 2, if the sequence {An} is uniformly bounded in spectral norm
then {An} ∼σ (θ , G) is true whenever condition (3) holds for all polynomial test functions. Moreover, if{P(An)} ∼σ (P(θ), G) for every polynomial P then claim (c3) is true for every value p ∈ [1,∞).
Proof. The ﬁrst claim is proved by using the fact that one can approximate any continuous function
deﬁned on a compact set contained in the (positive) real line by polynomials. The second claim follows
from taking as test function the function zp, with positive p, and exploiting the limit relation from the
assumption {P(An)} ∼σ (P(θ), G). Indeed, the sequence {P(An)} is uniformly bounded since {An} is,
so we are allowed to use as test functions continuous functions with no restriction on the support.
Therefore, by deﬁnition (see (3)), {P(An)} ∼σ (P(θ), G) implies that
lim
n→∞
1
n
n∑
j=1
σ
p
j (P(An)) =
1
m(G)
∫
G
|P(θ(t))|pdt.
Hence, by observing that
∑n
j=1 σ
p
j (P(An)) is by deﬁnition‖P(An)‖pp andusing the deﬁnition of limit,
we see that, for every  > 0, there exists an integer n¯ such that
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‖P(An)‖pp  n
1 + 
m(G)
∫
G
|P(θ(t))|pdt, ∀n n¯
and since, without loss of generality, we can assume that  < 1,we get (c3). 
5. The Tilli class and the algebra generated by Toeplitz sequences
As discussed in Section 1.1, we can write any matrix A in the form
Re(A)+ − Re(A)− + i Im(A)+ − i Im(A)−,
where the fourmatrices Re(A)+, Re(A)−, Im(A)+, Im(A)− are positive semi-deﬁnite so that their trace
coincides with the trace norm. As a consequence it is not difﬁcult to see that
|tr(A)| 2‖A‖1. (27)
Now we are ready to state and prove two important lemmas. An alternative proof using operator
theory methods can be found in [7].
Lemma 5.1. Let fα ∈ L∞(Td), α = 1, . . . , ρ , ρ < ∞, d 1, let An = ∏ρα=1 Tn(fα) := Tn(f1)Tn(f2) · · ·
Tn(fρ), n = (n1, . . . , nd), and let h = ∏ρα=1 fα. Then
‖An − Tn(h)‖1 = o(nˆ), nˆ = n1 · · · nd, (28)
lim
n→∞
tr(An)
nˆ
= 1
(2π)d
∫
[−π ,π ]d
h(eit1 , . . . , eitd) dt1 · · · dtd. (29)
Proof. For proving (28) we proceed by induction on the positive integer ρ . If ρ = 1 then there is
nothing to prove since An − Tn(h) is the null matrix. For ρ > 1, we write An = (∏ρ−1α=1 Tn(fα))Tn(fρ),
where, by the inductive step, we have
∏ρ−1
α=1 Tn(fα) = Tn(hρ−1) + En,ρ−1 with hρ−1 = ∏ρ−1α=1 fα and‖En,ρ−1‖1 = o(nˆ). As a consequence
An = Tn(hρ−1)Tn(fρ) + En,ρ−1Tn(fρ),
where
‖En,ρ−1Tn(fρ)‖1  ‖En,ρ−1‖1‖Tn(fρ)‖ ‖En,ρ−1‖1‖fρ‖L∞
by the Hölder inequality ‖XY‖1  ‖X‖1‖Y‖ and by the inequality ‖Tn(g)‖ ‖g‖L∞ , see e.g. [8]. Fur-
thermore, thanks to Lemma 2.4, we have
‖Tn(hρ−1)Tn(fρ) − Tn(h)‖1 = o(nˆ),
since h = hρ−1fρ . In conclusion An = Tn(h) + En,ρ where En,ρ = En,ρ−1Tn(fρ) + Tn(hρ−1)Tn(fρ) −
Tn(h) so that by the triangle inequality ‖En,ρ‖1 = o(nˆ), and therefore the proof of the ﬁrst part is
concluded.
The proof of the second part, i.e, relation (29) is plain since the statement is a straightforward
consequence of the ﬁrst part. In fact
tr(Tn(h)) = nˆhˆ0 = nˆ
(2π)d
∫
[−π ,π ]d
h(eit1 , . . . , eitd) dt1 · · · dtd,
where hˆ0 is the 0th Fourier coefﬁcient of h. So, by (27) and (28),
tr(An) = tr(Tn(h)) + o(nˆ) = nˆ
(2π)d
∫
[−π ,π ]d
h(t) dt + o(nˆ),
which implies (29). 
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Lemma 5.2. Let fα,β ∈ L∞(Td) with α = 1, . . . , ρ , β = 1, . . . , qα , ρ , qα < ∞, d 1, and let n =
(n1, . . . , nd) and nˆ = n1 · · · nd. Set
An =
ρ∑
α=1
qα∏
β=1
Tn(fα,β)
and h = ∑ρα=1∏qαβ=1 fα,β. Then ‖An − Tn(h)‖1 = o(nˆ) and
lim
n→∞
tr (An)
nˆ
= 1
(2π)d
∫
[−π ,π ]d
h(eit1 , . . . , eitd) dt1 · · · dtd. (30)
Proof. The ﬁrst claim is a trivial consequence of Lemma 5.1. For the second claim, just observe that the
linearity of the trace operator and of the limit operation implies that (30) is equivalent to the statement
that
ρ∑
α=1
lim
n→∞
1
nˆ
tr
⎛⎝ qα∏
β=1
Tn(fα,β)
⎞⎠ = ρ∑
α=1
1
(2π)d
∫
[−π ,π ]d
qα∏
β=1
fα,β(e
it1 , . . . , eitd) dt1 · · · dtd.
Hence, setting gα = ∏qαβ=1 fα,β , α = 1, . . . , ρ , the desired result follows from
lim
n→∞
1
nˆ
tr
⎛⎝ qα∏
β=1
Tn(fα,β)
⎞⎠ = 1
(2π)d
∫
[−π ,π ]d
gα(e
it1 , . . . , eitd) dt1 · · · dtd, (31)
which is a consequence of Lemma 5.1. 
Theorem 5.3. Let fα,β ∈ L∞(Td)withα = 1, . . . , ρ ,β = 1, . . . , qα ,ρ , qα < ∞, d 1. Assume that the
function
h =
ρ∑
α=1
qα∏
β=1
fα,β
belongs to the Tilli class and consider the sequence {An} with An = ∑ρα=1∏qαβ=1 Tn(fα,β). Then {An} ∼λ
(h,Td), S(h) is a weak cluster for {An}, and any s ∈ S(h) strongly attracts the spectra of {An}with inﬁnite
order.
Proof. We choose to apply Theorem 4.4. Assumption (c1) is easily obtained by repeated applications
of the triangle inequality to the inﬁnity norm of the function h since the module of the eigenvalues is
dominated by the inﬁnity norm of the symbol. Statement (c3) is true for every p by Theorem 4.5, since
{P(An)} ∼σ (P(h),Td) for every ﬁxed polynomial P (see Remark 1.6); assumption (c4) is veriﬁedwith
θ = h since h belongs to the Tilli class. The only thing left is statement (c2) which is a consequence of
Lemma 5.2, since any positive power of linear combinations of products is still a linear combination of
products. Therefore {An} ∼λ (h,Td) by Theorem 4.4 and the proof is completed by invoking (a) and
(b) from Theorem 1.3. 
5.1. The Tilli class in the case of matrix-valued symbols
With the same tools we can easily give the generalization of Theorem 5.3 to the case of N × N
matrix valued symbols. Lemmas 5.1 and 5.2 are easy to extend and indeed this extension can be found
in [7]. The only key point is to deﬁne the Tilli class in this context. We say that f belongs to the N × N
matrix-valued Tilli class if f is essentially bounded (i.e. this is true for any entry of f ) and if the union of
the ranges of the eigenvalues of f has empty interior and does not disconnect the complex plane. We
have to observe that the case where f (t) is diagonalizable, by a constant transformation independent
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of t, is special in the sense that the Szegö-type distribution result holds under the milder assumption
the every eigenvalue of f (now a scalar complex-valued function) belongs to the standard Tilli class.
This leaves open the question whether this weaker requirement is sufﬁcient in general.
Finally we remark that such results can be seen as a generalization of the analysis by Böttcher
and coauthors in [7], with the advantage that the technical and difﬁcult assumption of normality is
dropped.
5.2. The role of thin spectrum in the case of Laurent polynomials
In this sectionwe treat a problem suggested by Bottcher, the casewhere the symbol f of our Toeplitz
operator is a Laurent polynomial, i.e.,
f (z) =
s∑
j=−r
fˆjz
j, z ∈ T.
Given a Laurent polynomial f and given a value ρ > 0, we denote by f [ρ] the function
f [ρ](z) =
s∑
j=−r
fˆjρ
jzj. (32)
Clearly f [ρ] is still a Laurentpolynomial and, ifwedeﬁnethen × nmatrixDρ = diag(1, ρ , · · · , ρn−1)
then a straightforward computation shows that
DρTn(f )D
−1
ρ = Tn(f [ρ]). (33)
Now, if f is any Laurent polynomial, then, as shown in the book [5] the eigenvalues of the sequence
{Tn(f )} cluster along a certain set called the Schmidt–Spitzer set, and denoted byΛ(f ). It was shown
by Hirschmann (Theorems 11.16 and 11.17 of the book [5]), that, under certain hypotheses,
{Tn(f )} ∼λ (θf , Gf ), (34)
where θf is a suitable function supported on Gf = ⋂ρ>0 Area(S(f [ρ])), and where f [ρ] is deﬁned as
in (32).
Suppose now that the functions fα,β , α = 1, . . . , ν , β = 1, . . . , qα , ν , qα < ∞, are all Laurent
polynomials, then the function h deﬁned by
h =
ν∑
α=1
qα∏
β=1
fα,β
is also a Laurent polynomial. We want to prove that if h satisﬁes the hypotheses of the Hirschmann
theorem so that {Tn(h)} ∼λ (θh, Gh), then we can obtain the corresponding result for the sequence{An}, i.e., {An} ∼λ (θh, Gh).
Theorem 5.4. Let f , g be two Laurent polynomials, An = Tn(f )Tn(g) and let h = fg.WithDρ = diag(1, ρ ,
· · · , ρn−1), for each ρ > 0, ‖DρAnD−1ρ − DρTn(h)D−1ρ ‖1 = o(n).
Proof. This is a direct consequence of Lemma 2.3 applied to the functions f [ρ] and g[ρ] since (using
(33)) we have
DρAnD
−1
ρ = Tn(f [ρ])Tn(g[ρ]), and DρTn(h)D−1ρ = Tn(h[ρ])
and f [ρ]g[ρ] = h[ρ]. 
Lemma 5.5. Let fα ∈ L∞(T) be Laurent polynomials with α = 1, . . . , ν , ν < ∞. Let
h =
ν∏
α=1
fα
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be a new Laurent polynomial and let {An} be deﬁned as aAn = ∏να=1 Tn(fα). For each ρ > 0 we have
‖DρAnD−1ρ − DρTn(h)D−1ρ ‖1 = o(n),
lim
n→∞
tr(DρAnD
−1
ρ )
n
= 1
2π
∫
[−π ,π ]
h[ρ](t)dt.
Proof. The same reasoning as above shows that
DρAnD
−1
ρ =
ν∏
α=1
Tn(f
[ρ]
α ) and that DρTn(h)D
−1
ρ = Tn(h[ρ]),
so that the Lemma is a direct consequence of Lemma 5.1 with d = 1. 
Lemma 5.6. Let fα,β ∈ L∞(T) be Laurent polynomials with α = 1, . . . , ν , β = 1, . . . , qα , ν , qα < ∞.
Let
h =
ν∑
α=1
qα∏
β=1
fα,β ,
be a new Laurent polynomial and let {An} be deﬁned as An = ∑να=1∏qαβ=1 Tn(fα,β). For each ρ > 0 we
have
‖DρAnD−1ρ − DρTn(h)D−1ρ ‖1 = o(n),
lim
n→∞
tr(DρAnD
−1
ρ )
n
= 1
2π
∫
[−π ,π ]
h[ρ](t)dt.
Proof. Once again, we apply (33) to see that
DρAnD
−1
ρ =
ν∑
α=1
qα∏
β=1
Tn(f
[ρ]
α,β ) and that DρTn(h)D
−1
ρ = Tn
⎛⎝ ν∑
α=1
qα∏
β=1
f
[ρ]
α,β
⎞⎠ , (35)
so that a direct application of Lemma 5.2, with d = 1, gives the desired result. 
Theorem 5.7. Let fα,β ∈ L∞(T) be Laurent polynomials with α = 1, . . . , ν , β = 1, . . . , qα , ν , qα < ∞.
Let
h =
ν∑
α=1
qα∏
β=1
fα,β ,
be a new Laurent polynomial and let {An} be deﬁned as An = ∑να=1∏qαβ=1 Tn(fα,β). Denoting by S(h[ρ])
the essential range of h[ρ], for each ρ > 0, the set Area(S(h[ρ])) is a weak cluster for {An}.
Proof. We apply Theorem 4.4 to the sequence {DρAnD−1ρ }using the equations (35). Condition (c1) is
obtainedby repeatedly applying the triangle inequality to‖∑να=1∏qαβ=1 f [ρ]α,β‖L∞ ; (c2) is a consequence
of Lemma 5.6, since any positive integer power of a linear combination of products is still linear
combination of products; (c3) is true, in light of Theorem 4.5, since {P(D−1ρ AnDρ)} ∼σ (P(h[ρ]),T) for
every polynomial P as a consequence of Lemma 5.6. Therefore Theorem 4.4 implies that the sequence
{DρAnD−1ρ } is weakly clustered at Area(S(h[ρ])). Since An has the same eigenvalues as DρAnD−1ρ this
means that the sequence {An} is also weakly clustered at Area(S(h[ρ])). 
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Theorem 5.8. With the same notation as in Theorem 5.7,
⋂
ρ>0 Area(S(h[ρ])) is a weak cluster both for{An} and for {Tn(h)}.
Proof. This follows from Theorem 5.7. 
Now, the Hirschmann theorem (Theorem 11.16, p. 274 in [5]), shows that for h Laurent polynomial
satisfying certain assumptions we have
{Tn(h)} ∼λ (θh, Gh), (36)
where θh is a suitable function supported on Gh = ⋂ρ>0 Area(S(h[ρ])), so that S(θh) ⊆ ⋂ρ>0
Area(S(h[ρ])). We use this to prove the following result.
Theorem 5.9. Let fα,β ∈ L∞(T) be Laurent polynomials with α = 1, . . . , ν , β = 1, . . . , qα , ν , qα < ∞
and let
h =
ν∑
α=1
qα∏
β=1
fα,β
be a new Laurent polynomial satisfying the hypotheses of the Hirschmann theorem. Let {An} be deﬁned
as An = ∑να=1∏qαβ=1 Tn(fα,β), and set Gh = ⋂ρ>0 Area(S(h[ρ])). If C \ Gh is connected in the complex
ﬁeld and the interior of Gh is empty, then {An} ∼λ (θh, Gh)where θh is the distribution function of {Tn(h)}
indicated in (36), see [5] at page 274.
Proof. We will use Theorem 4.1. First we see that (a1) holds since Gh is compact by construction and
C \ Gh is connected by the hypotheses. Condition (a2) is a consequence of Theorem 5.8; while (a3)
follows from a repeated application of the triangle inequality to ‖∑να=1∏qαβ=1 fα,β‖L∞ .
Condition (a4) amounts in proving that
lim
n→∞
tr(ALn)
n
= 1
m(Gh)
∫
Gh
θ Lh(t)dt. (37)
In fact, from Lemma 5.2, with d = 1, we ﬁnd An = Tn(h) + Rn,h where ‖Rn,h‖1 = o(n) and, in
addition, by assumption {Tn(h)} ∼λ (θh, Gh) (this second claim is indeed the Hirschmann result).
With these ingredients, we now prove formula (37). Since
tr(X) = ∑
λ∈Λn(X)
λ =
n∑
k=1
[X]k,k
andsince tr(·) is a linear functional, theassumptionAn = Tn(h) + Rn,h implies that tr(An)−tr(Tn(h)) =
tr(Rn,h). Consequently∣∣∣∣1
n
tr(An) − 1
n
tr(Tn(h))
∣∣∣∣= ∣∣∣∣1
n
tr(Rn,h)
∣∣∣∣
(α)
2
n
‖Rn,h‖1
(β)
2
n
o(n) = o(1),
where (α) follows from (27) and (β) follows from Lemma 5.2 (with d = 1). Since Tn(h) is distributed
as θh over Gh, we infer
lim
n→∞
1
n
tr(An) = lim
n→∞
1
n
tr(Tn(h)) = 1
m(Gh)
∫
Gh
θh(t)dt,
therefore (37) is satisﬁed in the special case where L = 1.
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Now we consider all nonnegative integers L > 0. For L = 0, 1 the result is valid, so that we focus
our attention to the case where L 2. Relation An = Tn(h) + Rn,h implies
ALn = (Tn(h) + Rn,h)L = Tn(h)L + R˜n,h,
where R˜n,h is a term of the form
R˜n,h =
∑
Xi∈{Tn(h),Rn,h}
(X1 · · · XL) − Tn(h)L. (38)
In otherwords the errormatrix R˜n,h is the sumof all possible combinations of products of jmatrices
Tn(h) and kmatrices Rn,h, with j + k = L and the exception of j = L (obviously it is understood that all
the addends are pairwise different). By using a simple Hölder inequality involving Schatten p norms:
‖XY‖1  ‖X‖‖Y‖1, for every summand R in (38), we deduce that there exists j 1, k = L − j forwhich
‖R‖1  ‖Tn(h)‖k‖Rn,h‖j−1‖Rn,h‖1
(α) CkCj−1o(n), (39)
where (α) follows from the assumption:
‖Tn(h)‖ ‖h‖L∞  C < ∞,
‖Rn,h‖ = ‖An − Tn(h)‖ C < ∞.
Therefore by the triangle inequality and by applying inequality (39) to any summand in (38), we
ﬁnd ‖R˜n,h‖1  K̂o(n), with K̂ = K̂(L) constant independent of n. Consequently tr(ALn) − tr(Tn(h)L) =
tr(˜Rn,h), and, since λ(X
L) = λL(X), we have∣∣∣∣1
n
tr(ALn) −
1
n
tr(Tn(h)
L)
∣∣∣∣=
∣∣∣∣∣∣1n
∑
λ∈Λn(An)
λL − 1
n
∑
λ∈Λn(Tn(h))
λL
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
1
n
∑
λ∈Λn (˜Rn,h)
λ
∣∣∣∣∣∣∣

2
n
‖R˜n,h‖1

2
n
K̂o(n) = o(1).
Since Tn(h) is distributed as θh over Gh, we infer
lim
n→∞
1
n
tr(ALn) = limn→∞
1
n
tr(Tn(h)
L) = 1
m(Gh)
∫
Gh
θh(t)
Ldt.
The latter proves that (37) is satisﬁed for any nonnegative integer L.
Condition (a5) is true since S(θh) ⊂ Gh; ﬁnally Gh has empty interior by hypothesis.
Therefore we can apply Theorem 4.1 and we conclude that {An} ∼λ (θh, Gh). 
5.3. A complex analysis consequence for H∞ functions
Let us consider the spaceH given by L∞ functions deﬁned onTd, d 1; (whereT is the unit circle
in the complex plane) such that the Fourier coefﬁcient fˆj , j = (j1, . . . , jd) ∈ Zd, equals zero if jk < 0
for some k with 1 k d.
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Theorem 5.10. If h ∈ H, [S(h)]C is connected, and the interior of S(h) is empty, then h is necessarily
constant almost everywhere.
Proof. By Theorem 2 of [25] (or equivalently, by Theorem 5.3 with ρ = 1 and q1 = 1) we know that
{Tn(h)} ∼λ (h,Td). However Tn(h) is lower triangular with hˆ0 on the main diagonal since hˆj = 0 if
there exists k, 1 k d, with jk < 0. Therefore it is also true that {Tn(h)} ∼λ (hˆ0,Td), i.e., h ≡ hˆ0 and
the proof is concluded. 
In otherwords, if f ∈ H and it is not constant almost everywhere, then its essential rangenecessarily
divides the complex ﬁeld in (at least two) unconnected components or its interior is not empty. Since
a function is inH if and only if it is equal to the boundary values of a function in H∞ this rigidity is not
surprising.
A. Boettcher has suggested the following alternative proof. Since H is a closed subalgebra of L∞,
the spectrum of h in the subalgebra results from the spectrum of h in L∞ by ﬁlling in holes. Thus, if
the ﬁrst set has no holes, then the two sets coincide and are equal to a set without interior points. As
the second set is the closure of h over the polydisc, which contains interior points if h is not constant,
it follows that hmust be constant.
5.4. Some issues from statistics
This work was begun in search of an analysis of the asymptotic behavior of the function Wn :
C0(Π ,R) → R where C0(Π ,R) is the space of real continuous functions on the circle and Wn is
deﬁned by:
Wn(f ) = 1
2πn
∫
Π
f (t)
∣∣∣∣∣∣
n∑
j=0
Xjexp(ijt)
∣∣∣∣∣∣
2
dt,
where (Xn) is a centered stationary real Gaussian process. If the spectral density of (Xn) is the positive
bounded function g then
Wn(f ) = 1
n
Y (n)Tn(g)
1
2 Tn(f )Tn(g)
1
2 Y (n),
where the vector Y (n) has a Gaussian N (0, In) distribution. We hope that our results will help. In fact
the matrix Tn(g)
1
2 Tn(f )Tn(g)
1
2 is similar to Tn(g)Tn(f ) since Tn(g) is Hermitian positive deﬁnite. As
a consequence in view of item c) in Theorem 1.3 and in view of Theorem 3.1, we can claim that the
eigenvaluedistributionof the sequence
{
Tn(g)
1
2 Tn(f )Tn(g)
1
2
}
ish = fg and that itsmaximal eigenvalue
has lim sup bounded from above by ‖f‖L∞‖g‖L∞ and lim inf bounded from below by ‖h‖L∞ .
6. Concluding remarks and open problems
As a conclusion,we observe that tools frommatrix theory (Mirski Theorem, see [2]) and approxima-
tion theory in the complex ﬁeld (Mergelyan Theorem, see [15]), combinedwith those from asymptotic
linear algebra [17,24,25]havebeencrucial inourproof of results concerning theeigenvaluedistribution
of non-Hermitian matrix sequences. In particular, we have employed these tools to deduce general
results that we have applied, as a special case, to the algebra generated by Toeplitz sequences. An
interesting side effect, already implicitly contained in the Tilli analysis [25], is a characterization of
the range of L∞(Td) functions obtained as restrictions of functions of several complex variables in the
Hardy space H∞.
Some problems remain open. For instance it would be interesting to extend the results of this
paper to the case where the involved symbols are not necessarily bounded, but just integrable. As
already stressed in [20], in that case, the matrix theoretic approach seems more convenient, since the
corresponding Toeplitz operators are not well deﬁned if the symbols are not bounded.
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Finally, it should be observed that the conditions described in the Tilli class for the existence of
a canonical distribution corresponding to the symbol are sufﬁcient, but not necessary. In fact for
f (t) = exp(−it) the range of f is the complex unit circle, disconnecting the complex plane, while
the eigenvalues are all equal to zero. However, if one takes the symbol f (t) in (3.24), p. 80 in [8]
(f (t) = exp(2it), t ∈ [0,π), f (t) = exp(−2it), t ∈ [π , 2π)), then the range of f is again the complex
unit circle, that disconnects the complex plane, but the eigenvalues indeed distribute as the symbol
as discussed in Example 5.39, pp. 167–169 in [8]. It would be nice to understand how to discriminate
between these two types of generating functions which do not belong to the Tilli class.
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