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Abstract
We present some results on approximate GCD for univariate polynomials: given n polynomials
P1; : : : ; Pn, we would like to nd some perturbed polynomials ~P1; : : : ; ~Pn (w.r.t. a tolerance )
which have an exact GCD of maximal degree. We use both algebraic tools (generalized Sylvester
matrix) and numeric tools (Singular Value Decomposition). We give certication theorems for
the degree of an approximate gcd and also algorithms to compute a candidate gcd and the
associated perturbed polynomials. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 65Y20; 15A18; 68Q40; 65F30
1. Introduction
In this paper, we study the approximate GCD of univariate polynomials. The ques-
tion of computing the approximate GCD of two polynomials has been intensely studied
these last years [2{5,7,8,10]. The problem of approximate GCD arises whenever we
have to manipulate \imperfectly known" polynomials, when the coecients come from
measures or when we have to manipulate oating point coecients on a computer. The
computation of GCD is an unstable problem: a very small perturbation on one poly-
nomial changes completely the answer (the perturbed polynomials generically become
prime). With respect to some metrics, we consider the maximum degree for the gcd
of perturbations of the input polynomials within a given tolerance. Then the compu-
tation of approximate gcd provides us with a more stable result: for suciently small
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perturbations of the input polynomials, the result does not change in the sense that we
obtain the same degree for the gcd and, moreover, a new gcd near the previous one.
To compute an exact GCD for n polynomials, it is enough to know how to compute
it for two polynomials. For approximate GCD, the problem is quite dierent. If we
compute an approximate GCD G for 2 polynomials (i.e. perturbed polynomials and
their exact GCD) and try to use the results to compute an approximate GCD of G and
a third polynomial, we get perturbations for G and so new perturbations for the rst
two polynomials, which might exceed the xed tolerance. Therefore we shall introduce
adapted tools to treat all the polynomials together.
A possible approach, that we will not pursue, is one based on the zeros of the input
polynomials and trying to nd common zeros within a given tolerance. But our aim is
to manipulate and control the coecients of the polynomials. A classical example to
illustrate this dierence is given by the pair of polynomials P1=X d and P2=(X−1=2)d.
These polynomials are relatively prime. In the ‘zero approach’, we would like to say
that the -GCD is 1 (if  is smaller than 1=2) for all d. On the contrary, with the
‘coecients approach’, if 1=4d < , we would like to say that an -divisor is X − 1=4
as X−1=4 is a divisor of the perturbed polynomial ~P1=P1−1=4d and ~P2=P2−(−1=4)d.
For a good presentation of the ‘zero approach’ for two polynomials see [10]. This
algorithm could be adapted for more polynomials if we associate common zeros of
more than two polynomials with an appropriate algorithm. With the previous example,
we remark that the level of approximation plays a crucial role. Moreover, the result
is dierent from the innite precision one [11]. We insist on the fact that certied
approximate gcd computation is a really dierent and much more complicate task than
exact gcd computation.
The problem is to certify the maximum degree of the GCD, within a tolerance > 0.
However we cannot expect to do it for any such  but only outside some intervals of
R+. The size of these intervals will be bounded by a so-called ‘gap theorem’. Our
aim is to produce sharp gap theorems and corresponding algorithms for computing an
-GCD. We use both algebraic and numeric methods. The two main tools are Sylvester
matrices and SVD computation. We propose an algorithm and the corresponding gap
theorem (4:6) that are based on a generalization of the Sylvester matrix where the
symmetry is broken. We also provide, for the L2 norm, an heuristic algorithm obtained
by using a ‘natural’ generalization of the Sylvester matrix (Section 5): in many cases,
this will give us a correct answer together with an a-posteriori certication but the
complete procedure is not a priori controlled. Moreover these two algorithms lead to
an improved gap theorem for certifying the approximate GCD of two polynomials (6:1).
We illustrate both approaches with examples given by an implementation of the two
procedures using Maple.
2. Preliminaries
In this section, we introduce some notations and properties.
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2.1. Polynomial norms
We consider polynomials in C[x] and in R[x]. We will denote by Pn the set of
polynomials of degree less or equal to n. We use the usual euclidean norm, but we
may discuss the behavior of some other norms. So we dene polynomial norms
jPjl = (jp0jl +   + jpnjl)1=l; for l  1;
jPj1 =maxfjp0j; : : : ; jpnjg;
[P]l =
X jpijl
(mi )
l−1
1=l
; where P =
nX
i=0
pixn−i :
We need inequalities on the norm of a product. Let us denote by k : k a norm.
For some constants C(m; n) and C0(m; n) and for any P 2 Pn and Q 2 Pm we
have
C0(m; n)kPk kQk  kPQk  C(m; n)kPk kQk:
Tight bounds are well known for the usual norms and stated e.g. in [1,5]. We give
some bounds for the L2-norm:
Lemma 2.1. If degP = p and degQ = q then
jPj2jQj2
2p+q
 jPQj2 
p
p+ q+ 1 jPj2jQj2:
Proof. The left-hand side bound is in [9]. To prove the right-hand side bound, we
denote by (a0; : : : ; ap) the coecients of P and (b0; : : : ; bq) the coecients of Q.
If PQ =
P
ckX k , we get (with ai = 0 if i>p; bi = 0 if i>q):
jck j2 =

kX
l=0
albk−l

2
 (k + 1)
kX
l=0
jalbk−lj2  (p+ q+ 1)
kX
l=0
jalbk−lj2:
Then
jPQj22 =
p+qX
k=0
jck j2  (p+ q+ 1)
p+qX
k=0
 
kX
l=0
jalbk−lj2
!
 (p+ q+ 1)jPj22jQj22:
Let P1; : : : ; Pn be polynomials. We dene
k(P1; : : : ; Pn)k=
q
kP1k2 +   + kPnk2:
We use the same denition for the norm of a vector of polynomials V with Vi = Pi.
2.2. Denition of -GCD
The usual denition for -GCD (see [2,4,5,8] for 2 polynomials) is the following:
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Denition 2.2. Let P1; : : : ; Pn be polynomials of degree di respectively. An -divisor
of the polynomials Pi is an exact divisor D of some polynomials Pi + Pi where the
polynomial perturbations Pi satisfy deg Pi  di and k(P1; : : : ; Pn)k<. An -GCD
of the polynomials Pi is an -divisor of maximum degree.
In the previous articles on approximate gcd of two polynomials, the condition on the
norm of the perturbations is replaced by sup(kP1k; kP2k)<, so each polynomial
perturbation has to be lower than . We could use this condition or even any norm on
polynomial vectors. For our purpose, it is easier to consider the vector of perturbations
and the L2-norm of this vector.
We can give a more geometric denition for an -GCD. Let us consider the space
of polynomials E = Pd1      Pdn . In this space, we may consider the algebraic
subvarieties Gr of polynomials (P1; : : : ; Pn) 2 E with deg gcd(P1; : : : ; Pn)  r ([4]). It
gives us a descending chain of subvarieties of the space E. If we equip this space with
the polynomial norm dened above, we can dene the distance between (P1; : : : ; Pn)
and a subvariety Gr as usual
dist((P1; : : : ; Pn);Gr) = inf
(Q1 ;:::;Qn)2Gr
k(P1 − Q1; : : : ; Pn − Qn)k:
We have the other denition
Denition 2.3.
deg -gcd(P1; : : : ; Pn) = d ,

dist((P1; : : : ; Pn);Gd)  ;
dist((P1; : : : ; Pn);Gd+1)>:
This last denition could lead us to an other method for computing an -GCD. If
we could easily nd the distance of a point to a subvariety (and a projection of this
point), we would be able to compute an -GCD: we will compute the distance between
(P1; : : : ; Pn) and G0, G1; : : : until we nd an integer d such that dist((P1; : : : ; Pn);Gd+1)
>. The projection of (P1; : : : ; Pn) on Gd will give us a set of perturbed polynomials
and so an -GCD. Moreover, we could nd many other -GCD in the neighborhood
of the projection. However such computation is not straightforward as the structure of
the varieties Gd is not well known. This explains why it can be dicult to certify
GCD computation when using the minimization approach: this method returns a local
minimum for the distance between Gd and the set of input polynomials but we cannot
certify that it is a global minimum. If some algorithm can compute a certied approx-
imate GCD, we can use this minimization approach to get a better result (i.e. we can
minimize the perturbations near this GCD).
The purpose of this article is to obtain an acceptable answer to the following prob-
lem: given polynomials Pi and a tolerance , nd the degree of an -GCD, a set of
perturbations Pi and an -GCD (w.r.t. the perturbations). It is obvious that the de-
gree is unique whereas we can nd many -GCd. The following examples show the
diculty of the problem.
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First we consider the polynomials P1 = X n and P2 = (X − 1=2)n (where n is large
enough, in order to get small perturbations):
~P1 ~P2 GCD P
X n − 1=2n (X − 1=2)n X − 1=2 1=2n
X n (X − 1=2)n − (−1=2)n X 1=2n
X n − 1=2n−1X (X − 1=2)n − (−1=2)n−1(X − 1=2) X (X − 1=2) 3=2n
X n − 1=4n (X − 1=2)n − (−1=4)n (X − 1=4) p2=4n
P1 − (−14 )n − n4n−1 (X − 14 ) P2 − (−14 )n − n(−4)n−1 (X − 14 ) (X − 14 )2 ’ 6n4n
We could get X or X−1=2 for some perturbations and even X (X−1=2) for nearly the
same perturbations. However we get X − 1=4 or (X − 1=4)2 (and even larger degrees)
for smaller perturbations.
Now let us consider the two following polynomials: P1 = X n and P2 = X 2 − 1=4.
If n is even, then P1 − 1=2n and P2 have P2 has gcd. However, if n is odd, such
perturbations will only give X − 1=2 as gcd. Now with P1 + 1=2n and P2, we get
X +1=2. Small perturbations on P2 will only give small perturbations on the two roots
(the roots have multiplicity 1), that is why we do not really have to perturb P2. In
the tolerance = 1=2n, it is possible to nd two gcds of degree 1. However, it can be
shown that we cannot get x2 − 1=4 for gcd into this tolerance (we get X 2 − 1=4 with
the perturbed polynomial X n−X=2n−1). This example gives two distinct but acceptable
answers to the problem.
2.3. Matrices and singular value decomposition
We recall that any linear map  between Cp and Cq can be written in some or-
thogonal basis as a matrix whose only nonzero entries are real, nonnegative and on
the diagonal (see [6]). These entries are called the singular values of the mapping.
Ordering the singular values 1  2      min(p;q) and denoting by S1(F) the unit
sphere of a subspace F , we have
r = inf
codim F=r−1
(
sup
x2S1(F)
k(x)k
)
= sup
dim F=r

inf
x2S1(F)
k(x)k

:
We suppose now p  q. If we denote by  the minimal singular value, we have
 = inf
x2Cp
k(x)k
kxk = infx2Cp; kxk=1 k(x)k:
The linear mapping  has full rank if and only if > 0. Unlike exact rank which is
not numerically stable, singular values allow a discussion on the inuence of perturba-
tions. If the norm of a perturbation  of the mapping is lower than r , then the rank
of +  cannot go down to r − 1. The importance of the minimal singular value is
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that it permits to know if a mapping is \stably" injective: if  6= 0 for a mapping ,
the mapping +  is injective for any perturbation  whose norm is lower than .
3. A generalized Sylvester matrix for n polynomials
In this section, we introduce a generalized Sylvester matrix, which is well adapted,
for the computation of an -GCD. Nevertheless, all the following results concern exact
polynomials and exact matrices.
Let P1; : : : ; Pn be univariate polynomials with degPi = di. To a pair of polynomials
(P1; P2), one associates the usual subresultant mapping:
Syr :
(
Pd2−r−1 Pd1−r−1 ! Pd1+d2−r−1;
(U1; U2) 7! U1P1 + U2P2:
In the exact case, when we have found the greatest integer r such that this mapping is
not injective, we can compute a lcm of the two polynomials P1 and P2, then G=P2=U1.
The computation of an approximate gcd relies on this property in [2,4,5,8]. A natural
generalization is the mapping Syd : (U1; : : : ; Un) 7!
P
UiPi in degree d. However, a
single approximate syzygy between the polynomials Pi is not sucient to compute an
approximate gcd. We would have to compute n− 1 ‘independent’ syzygies in order to
compute this gcd and the corresponding set of perturbations. The computation of these
syzygies is not an easy task. We will develop this approach in a second algorithm.
In this section we propose another interesting generalization for the usual Sylvester
matrix.
In the rst algorithm, we will not directly compute an -GCD but go through a
generalized -lcm. For that purpose, our strategy consists in performing only divisions
by one polynomial P1, which is quite dierent from repeated divisions.
3.1. Denition
We consider an adapted generalized Sylvester mapping (or generalized Sylvester
subresultants) where we break the symmetry and give to P1 a special role, so we
choose P1 6= 0:
Sy:
8>>>>>>><
>>>>>>>:
nY
i=1
Pdi−1 !
nY
j=2
Pd1+dj−1;
0
B@
U1
...
Un
1
CA 7!
0
B@
U2P1 − U1P2
...
UnP1 − U1Pn
1
CA
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and the usual subresultant mappings
Syk :
8>>>>>>><
>>>>>>>:
nY
i=1
Pdi−k−1 !
nY
j=2
Pd1+dj−k−1;
0
B@
U1
...
Un
1
CA 7!
0
B@
U2P1 − U1P2
...
UnP1 − U1Pn
1
CA :
Notations. It is useful to express this mapping with the following bloc matrix
Sy =
0
BBB@
−P2 P1 0    0
−P3 0 P1    0
...
. . .
...
−Pn 0    0 P1
1
CCCA ;
and denote it by Sy(P1; : : : ; Pn) (without looking at the degree).
In the usual monomial basis of Pd, we obtain for Syk a matrix with d1+  +dn−n:k
columns and d1+   +dn−(n−1)k+(n−2)d1 rows (Syk stands for both the mapping
and its matrix). It is deduced from the previous matrix by replacing each block Pi by
a submatrix of the type0
BBBBBBBBBBBBB@
a(i)0 0    0
a(i)1 a
(i)
0
...
...
. . . 0
a(i)di a
(i)
0
0 a(i)di
...
...
. . .
...
0    0 a(i)di
1
CCCCCCCCCCCCCA
;
where Pi = a
(i)
0 + a
(i)
1 x +   + a(i)di xdi .
3.2. Key property and construction of the GCD
Proposition 3.1. Syr has full rank (i.e. is injective) if and only if deg(gcd(Pi))  r.
Proof. Let (U1; : : : ; Un) be in the kernel of Sy. We denote by G the GGD of P1; : : : ; Pn.
We have U1Pi=UiP1 for i=2; : : : ; n. Then for each i=2; : : : ; n, U1 is a multiple of the
polynomial P1=gcd(P1; Pi). So U1 is a multiple of P1=G. We can write U1=S:P1=G for
some polynomial S, which gives Ui = S:Pi=G for i = 2; : : : ; n. We must have degUi 
di − degG. The proposition follows.
The last proposition gives us a way to compute the GCD. Once we nd the minimal
integer r such that Syr is not injective, we can compute the kernel of this mapping. We
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are certain that this kernel has dimension 1 and if (U1; : : : ; Un) is one of its elements,
G = P1=U1 =    ; Pn=Un is the expected GCD.
It is important to notice that the polynomial P1 has a greater role. We have to make
a good choice for this polynomial.
In the case of an exact GCD, we better choose P1 such as d1 is minimal. So the
matrix Syr has few rows, but this is not crucial.
For approximate GCD, the situation is quite dierent and the choice of P1 will have
some inuence.
4. First algorithm { computation and certication
This section is divided into two parts. First, we present our strategy for the computa-
tion of an -GCD. Then we give lower and upper bounds for the degree (see Theorem
4.6 for a complete theorem).
4.1. The strategy
Fix an integer n and n non-zero polynomials P1; : : : ; Pn of degree d1; : : : ; dn respec-
tively. Suppose that k(P1; : : : ; Pn)k=1 (otherwise, we divide each Pi by k(P1; : : : ; Pn)k)
and kP1k  1=
p
n (as k(P1; : : : ; Pn)k=1, one of these polynomials satisfy this inequality
{ if it is not P1, change the indexes). Syk is the generalized subresultant associated to
those polynomials. We denote by k the minimal singular value of the matrix Syk . We
need a rst lemma:
Lemma 4.1. We have k+1  k .
Proof. Let us denote by R the mapping
R :
0
B@
U1
...
Un
1
CA 7!
0
B@
U2P1 − U1P2
...
UnP1 − U1Pn
1
CA ;
where Ui is a polynomial (no specied degree). We know that there exist polynomials
Ui 2 Pdi−k−2 such that
k+1 = kR(U1; : : : ; Un)k=k(U1; : : : ; Un)k:
As Pd1−k−2  Pdn−k−2Pd1−k−1  Pdn−k−1, the minimum of kR:Uk=kUk
in the second space is lower than one particular value.
Our strategy for certifying good bounds in a ‘gap theorem’ is the following. First we
want to nd the degree D of an -GCD. Theorem (4:2) asserts the existence of constants
Ck such that k >Ck: ) deg -gcd  k. If 0>C0:, the polynomials are strongly
relatively prime (we cannot nd polynomials ~Pi in the neighborhood of Pi which are
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not relatively prime). We consider the smallest value k such that this condition is not
satised. Then k + 1 is our candidate for the degree of an -GCD. We now have to
certify this degree. On the one hand, we have a relation between k and k+1 that
guarantees D  k +1. Then we can compute the perturbations and an -GCD. But, on
the other hand, we can rst compute some perturbations that give an -GCD of the
expected degree and then estimate the norm of these perturbations.
The gap theorem comes from the following algorithm: let us denote by (U1; : : : ; Un)
the unit vector associated to the singular value k (by SVD):
Syk(P1; : : : ; Pn)
0
B@
U1
...
Un
1
CA= V =
0
B@
v1
...
vn−1
1
CA ; with kVk= k :
We would like to nd polynomials ~Pi and ~Ui near Pi and Ui (with deg ~Pi  degPi
and deg ~Ui  degUi) such that
Syk( ~P1; : : : ; ~Pn)
0
B@
~U 1
...
~Un
1
CA= 0:
However this problem is dicult to solve directly. So we decide to x the polynomials
Ui (the idea is that the polynomials Ui are ‘minimal’ in the sense that they are the rst
polynomials which are in the kernel of one generalized subresultant, and so we would
like to say that these polynomials are strongly relatively prime and small perturbations
will not change this fact { we give a bound to certify that these polynomials are
strongly relatively prime) and search for polynomials Pi with k(P1; : : : ; Pn)k small
enough such that
Sy(U1; : : : ; Un)
0
B@
P1 + P1
...
Pn + Pn
1
CA= 0;
which is equivalent to
Sy(U1; : : : ; Un)
0
B@
P1
...
Pn
1
CA=−Sy(U1; : : : ; Un)
0
B@
P1
...
Pn
1
CA= V:
Once we have found a solution to this equation, we have
Sy(P1 + P1; : : : ; Pn + Pn)
0
B@
U1
...
Un
1
CA= 0;
with degUi  di−k−1. Hence the mapping Syk(P1+P1; : : : ; Pn+Pn) is not injective
and deg gcd((Pi + Pi))  k + 1. In other words, we have constructed an 0-divisor of
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degree k + 1 where 0 is the norm of the perturbations. If 0  , we have found an
acceptable set of perturbations.
The diculty is to solve this system with k(P1; : : : ; Pn)k as small as possible.
We propose to use euclidean divisions by U1, then the result can be compared to the
minimal solution. Let us call R = Sy(U1; : : : ; Un) and perform the euclidean divisions
vi = HiU1 + R0i . We will solve the equation
R:H (2) =
0
B@
R01
...
R0n−1
1
CA ;
and give upper bounds for kH (2)k. Moreover we will give a bound for kH (1)k where
H (1) =
0
BBB@
0
H1
...
Hn−1
1
CCCA ;
and obtain R:H=V , where H=H (1)+H (2). The gap theorem will express the condition
kHk<.
4.2. An upper bound for the degree
Notation. Let P1; P2; : : : ; Pn be n polynomials of respective degree d1; d2; : : : ; dn. Let d
be the maximum degree of these polynomials. We recall that k is the minimal singular
value of the generalized Sylvester subresultant Syk . We choose a polynomial norm k:k
(we will give the examples with the L2-norm). We denote by C(m; n) and C0(m; n)
the constants (depending on the norm) such that, for P 2 Pm and Q 2 Pn, we have
C0(m; n)kPk kQk  kPQk  C(m; n)kPk kQk:
(For the L2-norm, we have C(m; n) =
p
m+ n+ 1 and C0(m; n) = 1=2m+n.)
Theorem 4.2. With the previous notations; there exists constants Ck=
p
2maxfC(d1−
k − 1; d); C(d− k − 1; d1)g such that
k >Ck:) deg -gcd  k:
Proof. Suppose deg -GCD(P1; : : : ; Pn)>k. There exist perturbations Pi 2 Pdi and
polynomials U1; : : : ; Un such that
k(P1; : : : ; Pn)k  ;
degUi  di − k − 1 and k(U1; : : : ; Un)k= 1;8><
>:
U1(P2 + P2) = U2(P1 + P1)
...
U1(Pn + Pn) = Un(P1 + P1)
:
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We have8><
>:
U1P2 − U2P1 = −(U1P2 − U2P1)
...
U1Pn − UnP1 = −(U1Pn − UnP1)
:
So
2k 
∥∥∥∥∥∥∥
0
B@
U1P2 − U2P1
...
U1Pn − UnP1
1
CA
∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥
0
B@
U1P2 − U2P1
...
U1Pn − UnP1
1
CA
∥∥∥∥∥∥∥
2

nX
i=2
kU1Pi − UiP1k2  2
nX
i=2
(kU1Pik2 + kUiP1k2)
 2 ~C2
nX
i=2
(kU1k2kPik2 + kUik2kP1k2)
 2 ~C2(kU1k2 +   + kUnk2)(kP1k2 +   + kPnk2)
= 2 ~C
2
2;
where ~C =maxfC(d1−k−1; di); C(di−k−1; d1)g. The result follows with Ck =
p
2 ~C.
Remark. For the L2-norm, we have the following interesting result:
k >
p
2(d1 + d− k − 1):) deg -gcd  k:
4.3. Certication of the degree
We now have to certify the degree of the -GCD. Suppose that k+1>Ck+1: and
k  Ck:. The unit vector associated to this singular value k is U = (U1; : : : ; Un).
Its image is V = (v1; : : : ; vn−1) : Syk(U ) = V and kVk = k . We introduce the matrix
R= Sy(U1; : : : ; Un)
R=
0
BBB@
−U2 U1 0    0
−U3 0 U1    0
...
. . .
...
−Un 0    0 U1
1
CCCA :
Since the polynomials Ui come from the mapping Syk , we have degUi  di − k − 1.
Now let us consider the mapping
R0 :
8>>>><
>>>>:
F=Pd1−k−2     Pdn−k−2 ! Pd1+d2−2k−3     Pd1+dn−2k−30
B@
Q1
...
Qn
1
CA 7! R
0
B@
Q1
...
Qn
1
CA=
0
B@
Q2U1 − Q1U2
...
QnU1 − Q1Un
1
CA ;
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and denote by R0
R0 =
∥∥∥∥∥∥∥R
0
0
B@
Q01
...
Q0n
1
CA
∥∥∥∥∥∥∥= inf(Q1 ;:::;Qn)2S1(F)
∥∥∥∥∥∥∥R
0
0
B@
Q1
...
Qn
1
CA
∥∥∥∥∥∥∥
and to be done with our notations
R0
0
B@
Q01
...
Q0n
1
CA=
0
B@
S1
...
Sn−1
1
CA :
4.3.1. A lower bound for R0
A lower bound for R0 would give us a way to certify that the mapping R0 is injective
and therefore bijective from F onto its image. So we will have to nd a solution to
an equation R:H (2) = V 0 where V 0 lies in the image of R0.
Lemma 4.3. We have
R0  1
K 00
(K 000kU1kk+1 − K 0k);
with
K 0 = C(d1 − k − 1; d1 + d− k − 1);
K 00 = C(d1; d1 + d− 2k − 3);
K 000 = C0(d1 − k − 1; d1 + d− k − 2):
Moreover; we have some lower bounds for kU1k which only depend on k (see Eqs.
(1) and (2)).
Proof. We have kQ01(U1Pi−UiP1)k  C(d1−k−1; d1+di−k−1)kQ01k kU1Pi−UiP1k.
If we denote by C0 the maximum of these constants, and as kQ01k  1, we can deduce
from these relations that kQ01(U1Pi − UiP1)k  C0kU1Pi − UiP1k, which implies∥∥∥∥∥∥∥
0
B@
Q01(U1P2 − U2P1)
...
Q01(U1Pn − UnP1)
1
CA
∥∥∥∥∥∥∥  C
0
∥∥∥∥∥∥∥
0
B@
U1P2 − U2P1
...
U1Pn − UnP1
1
CA
∥∥∥∥∥∥∥  C
0
∥∥∥∥∥∥∥
0
B@
−h1
...
−hn−1
1
CA
∥∥∥∥∥∥∥= C
0:k :
In addition,
Q01(U1Pi − UiP1) =Q01U1Pi + P1(−Q01Ui)
=Q01U1Pi + P1(Si−1 − U1Q0i )
=U1(Q01Pi − Q0i P1) + P1Si−1:
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This gives us∥∥∥∥∥∥∥
0
B@
U1(Q01P2 − Q02P1)
...
U1(Q01Pn − Q0nP1)
1
CA
∥∥∥∥∥∥∥

∥∥∥∥∥∥∥
0
B@
Q01(U1P2 − U2P1)
...
Q01(U1Pn − UnP1)
1
CA
∥∥∥∥∥∥∥+
∥∥∥∥∥∥∥
0
B@
P1S1
...
P1Sn−1
1
CA
∥∥∥∥∥∥∥  C
0:k + C00:R0;
where C00=max(C(d1; d1 + di − 2k − 3))=C(d1; d1 + d− 2k − 3). As Q0i 2 Pdi−k−2,
the denition of k+1 leads us to∥∥∥∥∥∥∥
0
B@
Q01P2 − Q02P1
...
Q01Pn − Q0nP1
1
CA
∥∥∥∥∥∥∥  k+1:
If we choose C000=min(C0(d1−k−1; d1 +di−k−2))=C0(d1−k−1; d1 +d−k−2),
we have
C000kU1kk+1  C0:k + C00:R0 and so R0  1C00 (C
000kU1kk+1 − C0k):
A lower bound for kU1k is all we need to end the proof. We know that k(U1; : : : ; Un)k
= 1, so at least one of the polynomials Ui has its norm greater or equal to 1=
p
n.
If kU1k  1=
p
n, we do not need to go further. Otherwise, suppose that kUi0k  1=
p
n.
From the relation Ui0P1 = U1Pi0 − hi0−1, it follows that
C0(di0 − k − 1; d1)kUi0k kP1k  C(d1 − k − 1; di0 )kU1k kPi0k+ khi0−1k:
As kP1k  =
p
n, the previous equation becomes
1
n
C0(di0 − k − 1; d1)  C(d1 − k − 1; di0 )kU1k+ k ;
so we have
kU1k  1K1

K2
n
− k

if K2  n:k ; (1)
where
K1 = max(C(d1 − k − 1; di)) = C(d1 − k − 1; d);
K2 = min(C0(di − k − 1; d1)) = C0(d− k − 1; d1):
It is possible to nd another lower bound. We have
1
n
 kP1k2 = kP1k2(kU1k2 +   + kUnk2):
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Moreover, for i> 1,
kUik kP1k  1C0(d1; di − k − 1)kUiP1k 
1
C0(d1; di − k − 1)(kU1Pik+ khi−1k)
 1
C0(d1; di − k − 1)(C(d1; di − k − 1)kU1k kPik+ khi−1k)
 1
K2
(K1kU1k kPik+ khi−1k):
Putting together the previous equations, we get
1
n
 kU1k2

kP1k2 + 2K
2
1
K22
(kP2k2 +   + kPnk2)

+
2
K22
2k
 kU1k2

1 + 2
K21
K22

+
2
K22
2k ;
kU1k 
s
K22 =n− 22k
K22 + 2K
2
1
if K22 =n  22k i:e: K2 
p
2nk : (2)
Remark. The second condition K2 
p
2nk is better than the rst one K2  n:k .
For the usual L2-norm, we have K1 =
p
d1 + d− k − 1 and K2 = 1=2d1+d−k−1. If k is
much smaller than K2, the rst bound is nearly K2=(n
p
d1 + d− k − 1), and the second
bound K2=(
p
2n(d1 + d− k − 1)), which is a more interesting bound for kU1k.
4.3.2. Perturbations
We have to solve the following problem: we know that
R
0
B@
P1
...
Pn
1
CA=−
0
B@
v1
...
vn−1
1
CA with
∥∥∥∥∥∥∥
0
B@
v1
...
vn−1
1
CA
∥∥∥∥∥∥∥= k ;
and we want to nd some polynomials Pi, with deg Pi  di and kPik small such
that
R
0
B@
P1
...
Pn
1
CA=
0
B@
v1
...
vn−1
1
CA :
We need the following easy lemma ([5]):
Lemma 4.4. Let A and B be polynomials of degree  and  respectively (and  
). The euclidean division is written A = BQ + R. Moreover; let b0 be the leading
coecient of B; C = B− b0x and M > 1 + jC=b0j2; then (for the norm L2)
jQj2  jAj2jb0j
M−+1 − 1
M − 1 and jRj2  jAj2M
−+1:
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Remark. If we use another norm, we have to adapt the proof or we can use the
previous results and the equivalence of norms. We have to put some constants in
the inequalities: M > 1 +D0kCk=jb0j, kQk  D00(kAk=jb0j(M−+1 − 1)=(M − 1)) and
kRk  D00(kAkM−+1). If we write BQ = A− R and with D = C0(; − ), we get
DjQj2jBj2  jBQj2  jAj2(1 +M−+1);
jQj2  jAj2D:jBj2 (1 +M
−+1):
Now, we can perform the division of each hi by U1. Let us write hi = HiU1 + R0i .
We will give later a lower bound for the leading coecient of U1 as for Hi and R0i .
Let us consider
H (1) =
0
BBB@
0
H1
...
Hn−1
1
CCCA :
We have
R
0
BBB@
0
H1
...
Hn−1
1
CCCA=
0
B@
H1U1
...
Hn−1U1
1
CA :
We have to nd a vector H (2) such that
R:H (2) =
0
B@
R01
...
R0n−1
1
CA :
We prove the following lemma:
Lemma 4.5. (R01; : : : ; R
0
n−1) lies in the image of the mapping R
0.
Proof. We have degR0i  degU1 − 1  d1 − k − 2  d1 + di − 2k − 3 as di  k + 1.
Then 0
B@
R01
...
R0n−1
1
CA= R
2
6664
0
BBB@
0
H1
...
Hn−1
1
CCCA−
0
BBB@
P1
P2
...
Pn
1
CCCA
3
7775 :
So there exist some polynomials T1; : : : ; Tn such that R(T1; : : : ; Tn)=(R01; : : : ; R
0
n−1). Let
us write Ti = UiT 0i + Vi, the euclidean division of Ti by Ui. We get the relations
U1Ti − UiT1 = R0i−1 = U1Ui(T 0i − T 01) + (U1Vi − UiV1);
with deg (U1Vi − UiV1)  degU1Ui − 1  d1 + di − 2k − 3 as degVi < degUi. The
uniqueness of the decomposition in the euclidean division of R0i−1 by U1Ui gives us
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T 0i = T
0
1 and (U1Vi −UiV1) = R0i−1. As degVi  degUi − 1  di − k − 2, the lemma is
proved.
As we proved that (R01; : : : ; R
0
n−1) is in the image of R
0, we know there exists a
vector H (2) 2 F such that R0H (2) = (R01; : : : ; R0n−1). Moreover, the denition of R0
gives us
kH (2)k  1
R0
∥∥∥∥∥∥∥
0
B@
R01
...
R0n−1
1
CA
∥∥∥∥∥∥∥ :
Let us consider H =H (1) +H (2). We know that RH = h. With H = (−P1; : : : ;−Pn),
we have
R
0
B@
P1 + P1
...
Pn + Pn
1
CA= 0:
If the norm of perturbations is smaller than , we have computed an -GCD.
Let u1 be the leading coecient of U1 (we give a lower bound for ju1j in the next
section), let M be as in Lemma 4.4 and d the maximum of the degrees di for i> 1.
We have deg hi  d1 + di+1 − k − 1 an so
jHij2  jhij2ju1j
Mdi+1−k − 1
M − 1 
jhij2
ju1j
Md−k − 1
M − 1 :
And so we have
kH (1)k  kju1j
Md−k − 1
M − 1 :
This result stands for the L2-norm. For another norm, we have to introduce a constant
D000 like in Lemma 4.4. Moreover, we have jR0i j2  jhij2Md−k and
kH (2)k  1
R0
kMd−k  C
00k
C000kU1kk+1 − C0k M
d−k :
If we need a lower bound for kU1k, we can choose
kU1k  1K1

K2
n
− k

;
where K1 = C(d1 − k − 1; d) and K2 = C0(d− k − 1; d1), or
kU1k 
s
K22 =n− 22k
K22 + 2K
2
1
if K22 =n  22k :
4.3.3. A lower bound for the leading coecient u1 of U1
In this section, we give a lower bound for the leading coecient u1 of U1 when we
use the L2-norm. Let ui be the coecient of the monomial of degree di−k−1 in Ui. We
dene Vi by Ui=uixdi−k−1+Vi. In the same way, we dene pi and Ni by Pi=pixdi+Ni.
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Let us call kuk = max(kuik). We have k(V1; : : : ; Vn)k2 = 1 − ku1k2 −    − kunk2 
1−nkuk2. Moreover, we have UiP1−U1Pi=(uixdi−k−1P1−u1xd1−k−1Pi)+(ViP1−V1Pi)
and 0
B@
u2xd2−k−1P1 − u1xd2−k−1P2
...
unxdn−k−1P1 − u1xd1−k−1Pn
1
CA=−
0
B@
V2P1 − V1P2
...
VnP1 − V1Pn
1
CA+
0
B@
h1
...
hn−1
1
CA :
Since degVi  di − k − 2, the denition of k+1 implies

0
B@
V2P1 − V1P2
...
VnP1 − V1Pn
1
CA

  k+1


0
B@
V1
...
Vn
1
CA

  k+1
q
1− nkuk2:
Hence we have

0
B@
u2xd2−k−1P1 − u1xd2−k−1P2
...
unxdn−k−1P1 − u1xd1−k−1Pn
1
CA

  k+1
q
1− nkuk2 − k :
With kuixdi−k−1P1 − u1xd1−k−1Pik2  2kuk2(kP1k2 + kPik2)  2kuk2, we get the
equation
p
2nkuk  k+1
q
1− nkuk2 − k
,
p
2nkuk+ k  k+1
q
1− nkuk2  0:
This equation is equivalent to
kuk2(2n+ n2k+1) + kuk(2
p
2nk) + (2k − 2k+1)  0:
Since 2k − 2k+1  0, only one zero of the second degree polynomial is positive, so
kuk 
−p2nk + k+1
q
2n+ n(2k+1 − 2k)
2n+ n2k+1

p
2n(k+1 − k)
2n+ n2k+1
:
For some i0, we have kuk = kui0k. Looking at the monomial of highest degree in
Ui0P1−U1Pi0 = hi0−1, and if  is the leading coecient of hi0−1, we have the relation
ui0p1−u1pi0 =, which is equivalent to u1pi0 =p1ui0−. We get ju1j  jp1kui0 j−jj 
jp1kui0 j − k . We have
ju1j  jp1j
p
2n(k+1 − k)
2n+ n2k+1
− k :
To get a lower bound for M (see Lemma 4.4), we can use
kU1 − u1xd1−k−1k
ju1j 
1
ju1j :
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4.3.4. Main theorem
To summarize the dierent steps, we have the following theorem:
Theorem 4.6. With
K 0 = C(d1 − k − 1; d1 + d− k − 1);
K 00 = C(d1; d1 + d− 2k − 3);
K 000 = C0(d1 − k − 1; d1 + d− k − 2);
M = 1 +
 
jp1j
p
2n(k+1 − k)
2n+ n2k+1
− k
!−1
;
and k the last singular value of the mapping Syk ; if8<
:
k+1>
p
2maxfC(d1 − k − 2; d); C(d− k − 2; d1)g:;
1
ju1j
Md−k − 1
M − 1 +
K 00
K 000kU1kk+1 − K 0k M
d−k

:k  
then we have deg -gcd(P1; : : : ; Pn) = k + 1.
Remarks. We should notice that the leading coecient of P1 is important. In fact, if
this coecient is too small, we cannot really say that degP1 = d1. Otherwise, it may
be possible to solve this problem with unitary change of coordinates: we can write P1
as a homogeneous polynomial in two variables x and y of degree d1. After a unitary
change of coordinates:
x0
y0

=

 −
 

x
y

with jj2 + jj2 = 1;
the leading coecient of the new polynomial becomes P1(; ). For a good choice,
this coecient would be comparable to kP1k. We will not go further in this paper in
the study of the behavior of this change of coordinates.
5. A second algorithm
In this section, we propose an algorithm based on a more natural generalization
of the subresultant mapping Sylvd : (U1; : : : ; Un) 7!
P
UiPi, which does not break the
symmetry. We rst compute a minimal matrix of syzygies between the Pi’s. We obtain
a system:
0
B@
U (1)1 U
(1)
2 : : : U
(1)
n
...
...
...
U (n−1)1 U
(n−1)
2 : : : U
(n−1)
n
1
CA
0
B@
P1
...
Pn
1
CA=
0
B@
h1
...
hn−1
1
CA ;
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where khik is ‘small’. Then we construct some polynomials Pi such that0
B@
U (1)1 U
(1)
2 : : : U
(1)
n
...
...
...
U (n−1)1 U
(n−1)
2 : : : U
(n−1)
n
1
CA
0
B@
P1
...
Pn
1
CA=−
0
B@
h1
...
hn−1
1
CA :
Adding these two equations, we come down to exact relations and we are done.
We only use the L2-norm. We start with the exact case, then we show how to
construct a matrix of approximate relations and nally we show how to construct a set
of perturbations and give upper and lower bounds for the degree of an -GCD. However
these bounds do not lead to a certication theorem but only to an a-posteriori control.
We will end this part with some examples to illustrate the hardness of the problem
using this more natural generalization.
5.1. The exact case
Let P1; : : : ; Pn be n polynomials with degPi = di. We suppose d1  d2     
dn. First we compute a matrix of syzygies. We consider the Sylvester subresultant
(by convention Pd = f0g if d< 0):
Sylvk :
8>>>>>><
>>>>>>:
nY
i=1
Pk−di ! Pk ;0
B@
U1
...
Un
1
CA 7! nX
i=1
UiPi:
We start with the subresultant Sylvk , with k = d1. If this matrix has full rank we
increase k, otherwise we can compute a basis of its kernel and nd the rst syzygies.
We denote by (R1); : : : ; (Rp) these syzygies, where (Ri) is the vector of polynomials
(U (i)1 ; : : : ; U
(i)
n ). Moreover we denote by ri the degree of this relation (i.e. the number
k). If we have n−1 syzygies, we can stop this algorithm. Otherwise we increase k by
1. We know that in the kernel of the new Sylvester subresultant Sylvk we must nd the
relations (R1); : : : ; (Rp) and (X:R1); : : : ; (X:Rp). This gives us the expected dimension of
the kernel if there is no new relation. If the dimension is greater then we can compute
some new syzygies between the input polynomials. As long as we do not have enough
syzygies, we carry on the same way. We know that this algorithm will terminate. We
denote by U the matrix of syzygies. We need some lemmas:
Lemma 5.1. We can complete the matrix U in a unimodular matrix: there exist
some polynomials (V1; : : : ; Vn) such that
U (1)1 U
(1)
2 : : : U
(1)
n
...
...
...
U (n−1)1 U
(n−1)
2 : : : U
(n−1)
n
V1 V2 : : : Vn

= 1:
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Lemma 5.2. If i i the i th minor of U we get by deleting the ith column; then i
divides Pi and Pi=i is a GCD of the polynomials P1; : : : ; Pn.
Proof. We consider the mapping An P!A, where P= (P1; : : : ; Pn) and P t(U1; : : : ; Un)=P
UiPi. A Hermite reduction of P gives a unimodular matrix W (i.e. det(W ) = 1)
such that PtW = (0; : : : ; 0; G), where G is a GCD of the polynomials P1; : : : ; Pn. We
have
W =
0
BBBB@
U 0(1)1 U
0(1)
2 : : : U
0(1)
n
...
...
...
U 0(n−1)1 U
0(n−1)
2 : : : U
0(n−1)
n
V1 V2 : : : Vn
1
CCCCA ;
and the n − 1 rst lines of W gives a basis of the module of syzygies. We get the
following exact sequence:
0! An−1 t!UAn P!A! 0:
Moreover, if we denote by i the minor obtained by deleting the ith column of U ,
we can easily show that Pi = iG: using the previous notations, we have P:tW =
(0; : : : ; 0; G) and G =
P
PiVi. The equation tP =W−1t(0; : : : ; 0; G) leads to the result
(the last column of W−1 is (V1; : : : ; Vn)). All together, we prove the rst two lemmas.
Lemma 5.3. If we denote by r1; : : : ; rn−1 the degrees of the syzygies; then g = d1 +
d2 +   + dn − (r1 +   + rn−1) is the degree of the GCD of the polynomials Pi.
Proof. We denote by A the ring K[X ], and we suppose rst that the GCD of P1; : : : ; Pn
is 1. As in Lemma 5.1, the matrix U gives an exact sequence:
0! An−1 ! An ! A! 0:
We homogenize the polynomials. If we look at this sequence in a suciently high
(homogeneous) degree, we get
0!
n−1M
i=1
A(−ri)!
nM
i=1
A(−di)! A! 0;
and so
Pn−1
i=1 ri =
Pn
i=1 di. If the GCD of P1; : : : ; Pn is G with degG = g then we can
come down to the previous case with the polynomials Qi = Pi=G. We get the same
matrix U and the degrees of the syzygies become ri− g. This leads to
Pn−1
i=1 (ri− g)=Pn
i=1(di − g) which terminates the proof.
All together, this gives us a procedure to compute a GCD of n polynomials in the
exact case, we will adapt it for the approximate GCD computation.
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5.2. A lower bound for the degree
We still consider the mapping
Sylvk :
8>>>>>><
>>>>>>:
nY
i=1
Pk−di ! Pk ;0
B@
U1
...
Un
1
CA 7! nX
i=1
UiPi:
When k  d1 + dn, the gcd G of the polynomials is in the image of Sylvk .
If g=degG, then the rank of the mapping is k−g+1. If we denote by 1      k+1
the singular values of the mapping, we have k−g+1> 0 and k−g+2 = 0. This gives
us the following theorem:
Theorem 5.4. If 1      d1+dn+1 are the singular values of the mapping Sylvd1+dn ;
and if d1+dn−g+2>
p
d1 + dn + 1: then deg -gcd(P1; : : : ; Pn)<g.
Proof. We suppose there exists a set of perturbations (P1; : : : ; Pn), with k(P1; : : : ; Pn)k
<, such that deg gcd(P1 + P1; : : : ; Pn + Pn)  g. Take k = d1 + dn. We denote
by  the Sylvester mapping Sylvk associated to the polynomials (P1; : : : ; Pn) and 0
the Sylvester mapping Sylvk associated to the polynomials (P1 + P1; : : : ; Pn + Pn).
If 1()      k+1() are the singular value of , we recall that
r() = inf
codim F=r−1
(
sup
x2S1(F)
k(x)k
)
:
Now take F , with codim F = r − 1, and x = (U1; : : : ; Un) 2 S1(F).
k(x)k= k
X
UiPik  k0(x)k+ k
X
UiPik  k0(x)k+ ~C
X
kUik kPik;
where ~C = supC(di; k − di) =
p
k + 1. As (
P kUik kPik)2 P kUik2P kPik2, we
get
k(x)k  sup
x2S1(F)
k0(x)k+pk + 1:;
r()  sup
x2S1(F)
k(x)k  sup
x2S1(F)
k0(x)k+pk + 1::
Then we get
r()  r(0) +
p
k + 1::
Now, if deg gcd(P1 + P1; : : : ; Pn+ Pn)  g; k−g+2(0) = 0, the theorem follows.
This kind of reasoning cannot provide a lower bound for the degree. If k() is
small, we can nd a mapping 0 near  such that k(0) = 0. However, this new
mapping is not generically a Sylvester mapping, which would have given the perturbed
polynomials.
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5.3. Construction of a matrix of syzygies
Fix 0> 0. The aim of this section is to construct a matrix U =(U (j)i ) of 
0-syzygies
for (P1; : : : ; Pn): for each j = 1; : : : ; n− 1;
P
U (j)i Pi = hj with khjk<0. Moreover we
would like to construct these relations as ‘independent’ as possible. The idea is nearly
the same as for the exact case, but instead of considering the kernel of the Sylvester
mappings, we consider the last singular values of these Sylvester mappings. We start
with k = d1 and compute a SVD of Sylvk . Each singular value lower than 0 yields to
a 0-syzygy. Then we increase k by 1 and compute a SVD of Sylvk . If the number of
singular values lower than 0 is greater than the expected number (we should nd the
rst syzygies and their multiples), we can compute a new syzygy. However we have
to choose one out of all the syzygies given by the SVD. We suppose that r1; : : : ; rp
are the degree of the p rst syzygies and rp+1 is the degree of a new one. For each
candidate relations, we consider the minimal singular value of the mapping8>>>>>>>>>>>>><
>>>>>>>>>>>>>:
p+1Y
i=1
Prp+1−ri !
nY
j=1
Prp+1−dj ;
0
B@
T1
...
Tp+1
1
CA 7!
0
BBBBBBB@
p+1X
i=1
Ui1Ti
...
p+1X
i=1
UinTi
1
CCCCCCCA
;
and we decide to keep the syzygy which has the greatest minimal singular value. We
follow up while we do not have n − 1 0-syzygies. The dicult problem posed by
this algorithm is to certify that these approximate relations between the polynomials
P1; : : : ; Pn are strongly independent.
5.4. Perturbations
Now we suppose that we have computed a matrix of 0-relations U = (U (j)i ) withP
U (j)i Pi = hj and khjk<0. We still denote by di the degree of the polynomial Pi
and ri the degree of the ith syzygy. We denote by g the positive integer g =
P
di −P
ri. We know that g  d1. As g = d1 is nearly trivial, we suppose g<d1. In this
section we explain how we can compute a set of polynomials (P1; : : : ; Pn) such that
U:t(P1; : : : ; Pn) =−t(h1; : : : ; hn−1). We consider the following linear mapping:
Sq :
8>>>>>>><
>>>>>>>:
E=
nY
i=1
Pdi−q−1 !F=
n−1Y
j=1
Prj−q−1;0
B@
Q1
...
Qn
1
CA 7!
0
B@
U (1)1 U
(1)
2 : : : U
(1)
n
...
...
...
U (n−1)1 U
(n−1)
2 : : : U
(n−1)
n
1
CA
0
B@
Q1
...
Qn
1
CA
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The dimension of the source space is (
Pn
1 di − n:q), the dimension of the target space
is (
Pn−1
1 rj − (n − 1):q). These two dimensions coincide for q = g. As the mapping
dened by the matrix U is injective, if we choose q = g we get a bijection between
the two spaces. This bijection is the key property for the end of this part. Moreover, if
X 2 E and Y 2F satisfy the relation Y = Sg(X ) and if we denote by  the minimal
singular value of Sg, we have kX k  kYk=. Using this mapping, we can nd the set
of polynomial perturbations (P1; : : : ; Pn).
Theorem 5.5. Let h1; : : : ; hn−1 be polynomials with deg hj  rj and  the minimal
singular value of the above mapping Sg. Then there exists a vector of polynomials
P^ = (P^1; : : : ; P^n) such that
U
0
B@
P^1
...
P^n
1
CA=
0
B@
h1
...
hn−1
1
CA and kP^k 
p
d1 + d2 + 1

k(h1; : : : ; hn−1)k
Proof. The idea is to split up the polynomials hi in smaller polynomials. With =r1−g,
we can write
h1 = q
(1)
1 x
r1−+1 + q(2)1 x
r1−2+1 +   + q(p)1 ;
where deg q(k)1  − 1 = r1 − g− 1. For the other polynomials hj, we can write
hj = q
(1)
j x
r1−+1 + q(2)j x
r1−2+1 +   + q(p)j ;
deg q(1)j  (rj − (r1 − + 1)) = rj − g− 1;
deg q(k)j  − 1 = r1 − g− 1  rj − g− 1; for k > 1:
If we denote by Y (k) the vector (q(k)1 ; : : : ; q
(k)
n−1) (Y
(k) 2F), then there exists a unique
vector X (k) 2 E such that Y (k) = Sg(X (k)). As U (xr:X ) = xrU (X ), if we set
X = xr1−+1X (1) + xr1−2+1X (2) +   + X (p) =
0
B@
X1
...
Xn
1
CA ;
we get0
B@
U (1)1 U
(1)
2 : : : U
(1)
n
...
...
...
U (n−1)1 U
(n−1)
2 : : : U
(n−1)
n
1
CA
0
B@
X1
...
Xn
1
CA=
0
B@
h1
...
hn−1
1
CA :
Moreover, if X (k) = (x(k)1 ; : : : ; x
(k)
n ), then
deg xr1−k+1x(k)j  r1 − k+ 1 + dk − g− 1
 r1 − + dk − g
 dk :
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The polynomial Xi satises the condition degXi  degPi. Now we can give an upper
bound for the norm of the vector of perturbations. We know that kX (k)k  kY (k)k=.
So
kX k 
p−1X
k=1
kxr1−k+1X (k)k+ kX (p)k

pX
k=1
kX (k)k  1

pX
k=1
kY (k)k

p
p

 pX
k=1
kY (k)k2
!1=2
:
Moreover,
n−1X
i=1
khik2 = kxr1−+1Y (1) + xr1−2+1Y (2) +   + Y (p)k2
=
pX
k=1
kY (k)k2:
The degree r1 of the rst syzygy is lower than d1 +d2 (as (P2)P1 + (−P1)P2 =0). As
p  r1 + 1, this leads to p  d1 + d2 + 1. All together, we get
kX k 
p
d1 + d2 + 1

k(h1; : : : ; hn−1)k:
As for our rst algorithm, we got two theorems. The rst one gives a lower bound
for the degree. The other one allows us to control the norm of a set of perturbations
on the input polynomials in order to come down to an exact case and construct an
-divisor. However the bound on the perturbations depends on a number  which comes
from a tolerance 0 allowed on the relations. To give a certication theorem for the
degree, we must relate the 2 tolerances 0 and  (the number  allows us to certify that
the relations between the input polynomials are strongly independent). In other words,
we need a theorem that expresses a value for 0 depending on . We only provide a
heuristic algorithm:
 Find the greatest g such that the singular value d1+dn−g+2 does not fulll the con-
dition of Theorem 5.4.
 Fix 0, compute the matrix of approximate relations and check the degree of the
expected -GCD.
 If the two degrees coincide, compute the associated perturbations and check their
norm a posteriori.
 If it fails, choose another 0.
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5.5. An example
Here, we develop the following example to illustrate the second algorithm:
P1 = (x5 − 0:9999)(x + 4:0001);
P2 = (x5 − 0:9999)(x4 − 3:0003x − 2:9999);
P3 = (x5 − 1:0000)(x4 − x + 1);
P4 = (x5 − 1:0001)(x4 − 3:0001x + 0:9999):
The singular value of the matrix Sylv15 are
g 15−g+2 15−g+2=
p
15 + 1
6 1:4777 0:369
5 4:816 10−4 1:204 10−4
4 4:348 10−4 1:087 10−4
3 3:402 10−4 0:850 10−4
2 2:900 10−4 7:250 10−5
1 1:373 10−4 3:433 10−5
Now we take some value for 0 and look at the results:
0 g kPk 
10−1 5 6:2 10−4 0:105
10−2 5 6:2 10−4 0:105
10−3 5 6:2 10−4 0:105
5 10−4 5 6:2 10−4 0:105
3 10−4 3 6:9 9:2 10−6
10−4 0 1:1 6:3 10−6
10−5 0 1:3 10−7 1:3 10−5
When we look at the expanded polynomials, we may choose a precision  = 10−3.
Theorem 5.4 gives the rst bound for G = -gcd(P1; : : : ; Pn) : degG  5. Now we
choose a tolerance for the computation of the perturbations. With 0=3 10−4, we do
not get an interesting answer. Nevertheless, with 0 = 5 10−4, the procedure returns
a set of perturbations for the input polynomials which gives an -divisor of degree 5
(the norm of the perturbations is lower than 5 10−4): after 0:48 s, with 8 digits, the
procedure returns
G = x5 + 1:7426197 10−4 x − 1:0007731:
This a-posteriori control certies us the degree of an -GCD of the input polynomials
and return a candidate GCD.
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However, if we choose =2 10−4, the algorithm cannot certify any degree for an
-GCd. Finally, if < 3:433 10−5, the -GCD is 1.
6. New result for 2 polynomials
Using the results of the previous parts, we get a new theorem for 2 polynomials. This
theorem is an improvement for both [3,5] algorithms. It improves the previous result of
[5] in the sense that the gap theorem becomes really simple (and better): the relation
satised by k and k+1 is linear. This new algorithm improves Degot’s algorithm in
the sense that it is more constructive (we don’t have to factorize a polynomial) and
that we get better constants.
Let P1 and P2 be polynomials with respective degree d1 and d2. We use the L2-norm.
We denote by d=maxfd1; d2g and k the last singular value of the linear mapping.
Syk :

Pd2−k−1 Pd1−k−1 ! Pd1+d2−k−1;
(U1; U2) 7! U1P1 + U2P2:
We give the following theorem for the L2-norm:
Theorem 6.1. If i is the last singular value of the previous mapping Syi; if the rela-
tions
k+1>
p
2(d1 + d2 − k):; and
k+1>k:2d+d1+d2−2k−4
p
d+ d1 + d2 − 2k − 1

1 +
p
d1 + d2 + 1


are satised; then deg-gcd(P1; P2) = k + 1.
Proof. We use some ideas of both rst and second algorithm. Like in Section 4.3.1,
we can write
C0(d1 − k − 1; d1 + d2 − k − 2)kU1kk+1
 C(d1 − k − 1; d1 + d2 − k − 1)k + C(d1 − k − 1; d1 + d2 − 2k − 3)R0:
As P1 and P2 have a symmetric role, we can write
C0(d2 − k − 1; d1 + d2 − k − 2)kU2kk+1
 C(d2 − k − 1; d1 + d2 − k − 1)k + C(d2 − k − 1; d1 + d2 − 2k − 3)R0:
As one of the norm kU1k or kU2k is greater than 1=
p
2, we get
R0  1
C(d; d1 + d2 − 2k − 3)(C
0(d− k − 1; d1 + d2 − k − 2)k+1=
p
2
−C(d− k − 1; d1 + d2 − k − 1)k):
For the L2-norm, we obtain
R0  1p
d+ d1 + d2 − 2k − 2
 k+1
2d+d1+d2−2k−3
−
p
d+ d1 + d2 − 2k − 1:k

:
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Now we can lift perturbations using the same method as in the second algorithm and
get a norm lower than
p
d1 + d2 + 1:k =R0. The theorem expresses the conditionp
d1 + d2 + 1:k =R0<:
7. Comparison and timings
The tests (and timing) were done on a Pentium II-266 MHz, 64 Mo RAM. We use
the L2-norm. We give some examples for 2 polynomials then we compare the results
of the 2 algorithms for 3 or more polynomials. We use a rst implementation of the
previous algorithms in Maple. For more examples and implementations, you can go to
http://www-math.unice.fr/~rupprech.
7.1. Two polynomials
1. A rst example:
P1 = (x4 − 1:00001)(x2 − 3:00001x + 0:9999999);
P2 = (x4 − 0:99999)(x4 − 3:00003x2 − 2:9999999);
= 0:002; Digits = 10; time : 0:271 s;
-GCD= x4 + 2:00024 10−6x3 + 6:33275 10−6 x2
+ 1:69987 10−5x − 1:00000;
perturbations : 8:637611382 10−5:
2. A more complicated example:
P1 = x14 + 3:00001x10 − 7:99998x7 − 25:00002x6
+ 3:00001x13 + 9:00006x9 − 3:00001x5 − 2:00001x8
− 6:00005x4 + 16:00004x + 2:00001;
P2 = x13 − 3:00003x9 − 2:99999x6 + 2:99999x12 − 9:00006x8
− 8:99997x5 − 1:99998x7 + 5:99999x3 + 5:99994;
= 0:002; Digits = 15; time : 8:950 s;
-GCD = x6 + 3:000001x5 + 5:40062 10−6x4 + 1:08190 10−5x3
+ 3:87694 10−6x2 + 6:11089 10−7x − 1:99999;
perturbations : 1:396279 10−4:
3. A last example
P1 = (x11 + 3:00001x5 − 2:999999x − 1:000001)
(x9 − 3:000001x + 0:99999999);
P2 = (x11 + 2:99999x5 − 3:000001x − 1:)(x9 − 3:0000003x4 − 2:99999999);
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= 0:0002; Digits = 12; time : 2:9 s;
perturbations : 5:24587099446 10−5:
Finally, we compute and certify the -GCD of 2 polynomials of degree 100 (the gcd
has degree 51) in 6 min 26 s.
7.2. More polynomials
1. 3 polynomials:
P1 = (x4 − 1:000001)(x2 − 3:000001x + 0:99999999);
P2 = (x4 − 0:9999999)(x2 − 3:0000003x − 2:99999999);
P3 = (1:000001x4 − 0:9999999)(x3 − 1:000001x2 + 2:0000002x + 0:999999);
= 0:0002; Digits = 12:
First algorithm: perturbations: 1:406476 10−5 time: 0:371 s,
-GCD= x4 + 2:6383633 10−7x3 + 4:2024603 10−6x2
+ 9:9690219 10−7x − 0:99999842:
Second algorithm: perturbations: 5:804354 10−6, time: 0:151 s
-GCD= x4 + 2:4787189 10−7x3 + 5:4880919 10−6x2
+ 1:1078175 10−6x − 1:00000023:
2. 5 polynomials:
P1 = 3:000001x3 + 0:99999999x2 − 3:000004000x − 1:000000990;
P2 = 3:0000003x3 − 2:99999999x2 − 3:000000000x + 2:999999690;
P3 = 1:000001x4 + 10−7x2 − 0:9999989000;
P4 = 1:000001x3 + 3:000003200x2 − x − 3:0000002;
P5 = 2:000001x3 + 1:000002x2 − 2:000005000x − 1:000004000;
= 0:0002; Digits = 12:
First algorithm: perturbations: 6:25349280 10−6, time: 0:280 s.
Second algorithm: perturbations: 5:18284794 10−6, time: 0:269 s.
3. A last example:
P1 = x5 + :99999999x2 − 4:000001x3 − 4:0000009;
P2 = 3:0000003x4 − 14:0000009x2 + 7:9999998;
P3 = 1:000001x4 − 4:9999999x2 + 3:999996;
P4 = 1:000001x4 − 7:0000032x2 + 12:000001;
P5 = 2:000001x3 + 1:000002x2 − 8:000008x − 4:00001;
P6 = x3 + 1:000002x2 − 4:000001x − 4:000009;
P7 = 2:000003x5 + 1:000003x2 − 8:000008x3 − 4:00001;
= 0:0001; Digits = 15:
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First algorithm: perturbations: 2:22707411 10−6, time: 17:3 s
-GCd = x2 − 3:08120331 10−7x − 4:000000:
Second algorithm: perturbations: 1:88756917 10−6, time: 7:1 s
-GCD = x2 − 2:41758418 10−6x − 4:000000:
Remarks.
 If, in the last example, we construct the polynomials such that their gcd is near
x9− 4 instead of x2− 4, the second algorithm gives an answer in 8:1 s and the rst
algorithm in 36:2 s (with 15 digits) or in 4:6 s (with 10 digits).
 If, in the last example, we choose 12 digits, the rst algorithm ends in 7:2 s. This
shows the limitation of Maple for such numeric problems.
 All these gcd are ‘a priori’ certied.
 These examples show that the second algorithm could be really interesting, in par-
ticular when the gcd has a high degree.
 The second algorithm could be not ecient if the minimum and maximum degree
of the input polynomials are distant.
8. Conclusion
In this article, we detailed two algorithms to certify and compute the -GCD of n
polynomials. The rst algorithm is based on a generalization of the Sylvester matrix.
We get a gap theorem which certify the degree of an -GCd. The second algorithm
is based on a more natural generalization of the Sylvester matrix. However, this ma-
trix does not provide a gap theorem but only an a-priori control. Using the idea of
both algorithms, we give a new theorem for computing (and certifying) the GCD of
2 polynomials. Moreover, it seems dicult to nd a gap theorem using the second
algorithm. Nevertheless, this algorithm yields an approximate gcd for the input poly-
nomials if we are not too demanding for the tolerance (i.e. if we do not ask for the
best perturbations).
In this article, we supposed that the polynomials were independent. The algorithm
cannot directly be used to compute an -GCD of P and P0. Applying our algorithm
will provide us two perturbations P and P0. Unfortunately these perturbations do
not satisfy the relation (P)0 = P0 which is necessary for the result. The obstruction
comes from the fact that we decided to x the polynomials Ui. If we get a relation
U:P − V:P0 = h, some ‘common’ multiple roots appear in the polynomial V . We may
try to perturb this polynomial and x U . This direction is under study.
It was supposed that roundo error is very small. In this article, we used exact
divisions P=Q when Q is a divisor of P. When using oating point polynomials, we
could perform an euclidean division and put the remainder to 0.
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