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The polarizability α determines the absorption, extinction and scattering by small particles. Be-
yond being purely set by scatterer size and material, in fact polarizability can be affected by backac-
tion: the influence of the photonic environment on the scatterer. As such, controlling the strength
of backaction provides a tool to tailor the (radiative) properties of nanoparticles. Here, we control
the backaction between broadband scatterers and a single mode of a high-quality cavity. We demon-
strate that backaction from a microtoroid ring resonator significantly alters the polarizability of an
array of nanorods: the polarizability is renormalized as fields scattered from – and returning to – the
nanorods via the ring resonator depolarize the rods. Moreover, we show that it is possible to control
the strength of the backaction by exploiting the diffractive properties of the array. This perturbation
of a strong scatterer by a nearby cavity has important implications for hybrid plasmonic-photonic
resonators and the understanding of coupled optical resonators in general.
The scattering, absorption and extinction cross-section
of small scatterers is often attributed to the dielectric
properties of the particle, i.e., the scatterer’s volume,
shape and its refractive index with respect to the host
medium [1]. Central to this argument, for scatterers
with a physical size much smaller than the wavelength, is
the so-called polarizability, which contains the frequency-
dependent susceptibility that quantifies the strength of
the dipole moment induced in the scatterer by an incident
field. A rather subtle notion is that the polarizability also
depends on the mode structure offered by the photonic
environment (Fig. 1). To illustrate this, consider that
extinction, i.e., the total power that a scatterer extracts
from an incident beam [1] is directly proportional to the
imaginary part of polarizability. According to the optical
theorem [2], this power is distributed over Ohmic heating
and scattering, with the contribution of scattering being
proportional to the squared magnitude of polarizability
and the Local Density of Optical States (LDOS) [3]. The
fact that LDOS, i.e., the number of available photonic
modes for the scatterer to radiate into, enters the polar-
izability is known as backaction: a correction on the total
field that drives a polarizable scatterer. This correction
is neglected in standard (Rayleigh) scattering theory [1].
However, even for a single scatterer placed in free-space,
backaction leads to additional damping (depolarization)
and thus needs to be integrated in a self-consistent de-
scription of any system [2, 4]. Although backaction effects
on quantum emitters [5] have been routinely studied, the
only experiment in which backaction on a plasmonic scat-
terer was rigorously evidenced was performed by Buch-
ler et al. [6]. They showed that the spectral width of
the plasmon resonance of a nanoantenna can be modu-
lated when the nanoantenna approaches a reflector. How-
ever, to our knowledge no experiments have manipulated
∗ These authors contributed equally
the magnitude of the polarizability as a function of the
bath of photonic modes to which it couples, despite the
fact that the polarizability of nanoantennas directly con-
trols their effectiveness in their main application areas,
i.e., near-field enhancement and light-matter interaction
strength.
Here we experimentally investigate backaction on po-
larizability in a hybrid cavity-antenna system (Fig. 2a),
demonstrating a strongly modified extinction response
of an array of gold nanorods due to backaction imparted
by a single whispering-gallery-mode (WGM) of a micro-
toroid ring resonator. At conditions where the cavity
offers a high mode density for the scatterers to radiate
into, the nanorods’ susceptibility to an incoming field is
suppressed: the cavity mode density thus effectively de-
polarizes the nanorods (Fig. 1c), yielding an experimen-
tal signature that relates to electromagnetically induced
transparency [7]. Our experiments reveal that it is possi-
ble to control the strength of the measured backaction by
careful tuning of a diffraction order of the array, phase-
matching its wavevector with the WGM of the cavity.
Using a coupled-oscillator model we retrieve an antenna-
cavity cooperativity and provide a lower bound on the
cavity Purcell factor [8] at the lattice origin. Our results
have large relevance in the context of recent proposals on
hybrid plasmonic-photonic resonators [9–18] as a unique
venue for huge Purcell factors [8] and quantum strong
coupling with single emitters. While the most intuitive
consideration for such a proposal is to assess how scat-
terers perturb cavity resonances [19], in fact, this work
shows that one rather has to ask what opportunities the
cavity offers to control antenna polarizability.
An ideal experiment to probe cavity-induced backac-
tion would directly measure the complex-valued polariz-
ability α of a scatterer in presence and absence of the
microtoroid. This is not a trivial task: polarizability is
not a directly measurable quantity in optics. Instead one
has to rely on far-field measurements of extinction and
scattering cross sections to deduce Im[α] and |α|2 respec-
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FIG. 1. (a) Single polarizable scatterer. (b) A simple Fabry-
Pe´rot cavity modifies the Local Density of Optical States and
alters the scattering properties of a plasmonic scatter. (c)
A spectrally narrow cavity mode can suppress the imaginary
part of the polarizability of a plasmonic scatterer.
tively. Such quantitative polarizability measurements on
single nano-objects are challenging even for single scat-
terers in an uniform environment [20, 21]. The proximity
of the cavity further complicates the task of strictly prob-
ing the scatterers only. Practically, this means that direct
excitation of the cavity mode by the incident beam, as
well as radiation from the cavity directly into the detec-
tion channel, should be prevented, as both would con-
taminate the interrogation of the scatterer’s response.
We approach these constraints by a combination of ex-
perimental techniques. First, we use a WGM resonator
that only allows in- and outcoupling of light under select
wavevector matching conditions. Second, we use an array
of antennas, as opposed to a single antenna, to obtain a
strong extinction-like signal that can be probed in specu-
lar reflection with a nearly collimated plane wave, again
using wavevector conservation to separate the extinction
channel from all other scattering channels.
We use gold nanorods with length(width) of
400 nm(120 nm) and thickness of 20 nm placed on a glass
substrate in an array with 800(1500) nm pitch along the
long(short) axis of the rods. In absence of the cavity, the
array exhibits a broadband resonant response centered at
ωa/2pi ≈ 208 THz [19, 22] (linewidth γ ≈ 55 THz), while
the microtoroid [23] (linewidth κ ≈ 30 MHz) is resonant
at slightly red-detuned frequency ωc/2pi ≈ 194.4 THz.
The incident drive field is polarized (s-polarization) along
the principal dipole axis of the rods, which themselves
are oriented to match a high-Q TE-polarized mode of
the microtoroid. The response measurements on the ar-
ray involve a high-NA objective (NA ≈ 1.33, used with
index-matching oil) operated in reflection. Focusing the
incoming laser beam onto the back-focal-plane (BFP) of
the objective gives precise control over the angle of inci-
dence of the drive field. For scatterers arranged in a pe-
riodic array, scattering takes the form of diffraction into
well-defined angles (wavevectors, Fig. 2b). We discard
the (−2) and (−1) diffraction orders propagating back
into the substrate using Fourier-filtering such that our
detector is only sensitive to the specular reflection sig-
nal. In addition we employ a real-space filter, selecting
a circular area of ∼4.5 µm in diameter, to reduce back-
ground signals not originating from antennas coupled to
the cavity. To illustrate this experimental arrangement,
Fig. 2c displays an overlay of Fourier-space data obtained
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FIG. 2. (a) Cartoon of the hybrid cavity-antenna system.
(b) For some incoming field Ein, the (−2) diffraction order
associated with the array evanescently couples to the toroid.
Backaction from the cavity on the array is measured in the
specular reflection signal. We block the (−2) and (−1) diffrac-
tion orders back into the glass, as well as direct radiation of
the cavity into the glass substrate. (c) An overlay of Fourier-
images obtained via back-focal-plane imaging. The transpar-
ent white blobs indicated by arrows are diffraction orders.
The (−2) order overlaps with one of the cavity modes (indi-
cated with the color scale), exciting the cavity mode via the
antenna-array.
by BFP imaging (without Fourier-filter). We identify
1) the radiation profile of the two propagating cavity
modes, obtained by direct excitation of the cavity us-
ing an evanescently coupled tapered fiber (color scale),
and 2) the position of the three diffraction orders of the
array (indicated by arrows). The incoming wavevector
(k‖/k0 = 0.84) is chosen such that the (−2) diffraction
order of the array overlaps with one of the propagating
whispering gallery modes in the microtoroid, allowing the
incoming field to efficiently scatter to the cavity mode
via the antennas. Our system thus allows for a proper
backaction measurement: the antennas can couple to the
cavity, yet the detected signal is exclusively a probe of an-
tenna polarizability. Any change in detected signal upon
approaching the cavity can thus be directly attributed
to cavity-mediated backaction fields that renormalize the
antennas response.
In the experiment we probe the antennas through zero-
order reflectance at a small (around 30 degree) incident
angle, where zero-order reflectance is a direct measure of
extinction, i.e., Im[α] [24]. Since extinction is usually as-
sociated to zero-order transmittance and not reflectance,
this claim requires substantiation. The antennas lie on a
glass-air interface which in itself is reflective. To predict
the lineshape in reflectance, we quote an expression from
De Abajo [25] for the near-normal incidence specular re-
flection r′ of particle arrays
r′ = rglass +
2piikα
A
, (1)
where A is the unit-cell area of the array, k the wavenum-
ber and α the antenna polarizability [26]. Importantly,
one expects a reflection baseline given by the glass-air
interface (non-resonant, real-valued rglass) together with
a broadband plasmon feature. One can show [22] that in
our system the plasmon feature leads to a broadband
reflectance minimum that primarily reports on Im[α]
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FIG. 3. (a) Sketch of a typical reflectance signal |r′|2 as
measured in the experiment. The plasmon feature introduces
a broadband dip, with respect to the non-resonant |rglass|2
value. (b) Sketch of the extinction E, obtained from (a).
We expect the cavity mode to reduce the antenna-extinction
(and thus E) in a narrow frequency band. Dashed box: exper-
imentally accessible frequency regime. (c),(d): Experiment.
(c) With the cavity present (blue points), the extinction E
decreases by 1% at the cavity frequency, a feature that is
absent without cavity (orange points). (d) At smaller cavity-
array distance the dip increases to 25%, indicating a strong
suppression of antenna extinction. The cavity linewidth in-
creases compared to (c) as a result of increased cavity losses.
(Fig. 3a). In essence, destructive interference causes a
reduction in reflectance, similar to the textbook scenario
of extinction measurements that measure destructive in-
terference between forward scattered light and the direct
beam. In analogy to standard transmittance measure-
ments probing extinction, we here identify the extinction
E via E ≡ 1 − |r|2, with the normalized reflectance |r|2
given by |r|2 ≡ |r′|2/|rglass|2. The use of |r|2 has the
advantage that results obtained at different excitation
angles (leading to different values of rglass) are more eas-
ily compared. Moreover, the introduction of the variable
E simplifies the interpretation of our experiment: a de-
crease in antenna-extinction (increasing |r|2) is mapped
to decreasing values for E. Our prediction is that the
polarizability will show a reduction over a narrow spec-
tral region [12, 17], which will hence also appear as a
minimum in E (Fig. 3b), once the antennas are subject
to backaction through the cavity mode, i.e., once they
are offered the additional possibility of radiation damp-
ing due to the Purcell factor associated with the cavity
mode.
Figure 3c displays the response of the antenna array
in absence (orange points) and presence (blue points) of
the cavity for an incident beam with k‖/k0 = 0.84. The
narrow frequency window displayed in Fig. 3c is close
to the plasmon resonance. This is evident from the fact
that E is close to unity, meaning that |r|2 is close to zero.
Comparing the trace without cavity and with the cavity
approached to several microns distance away (antennas
weakly couple to the cavity) shows a small backaction ef-
fect of the cavity on the array, visible as a ∼ 1% dip in E.
This dip is tantamount to a reduction in the extinction
that the antennas cause when they are offered the cavity
as an additional channel to radiate into. Expressed in po-
larizability, our measurement implies a change in Im[α]
due to backaction, occurring over a narrow bandwidth
that is commensurate with the linewidth of the high-Q
cavity mode. In Fig. 3c the cavity-array distance was
several microns, limiting the backaction experienced by
the antennas. Moving the cavity closer to the array re-
sults in much larger effects. For instance, Fig. 3d shows
a > 25% change in polarizability when approaching the
cavity to within approximately 1 micron (about 4 times
the evanescent decay length of the mode) from the an-
tennas. This is direct evidence that the magnitude of
polarizability can be substantially controlled by the pho-
tonic environment.
While our experiment probes several antennas, it was
previously realized that for single antennas the polariz-
ability modification must be directly linked to the cavity
Purcell factor at the location of the antenna [12, 17]. In
other words, one viewpoint on our experiment is that
it evidences that the polarizability of a nano-antenna is
modified, which is mathematically expressed as α−1 =
α−10 − G, with Im[G] the LDOS and Re[G] the Lamb
shift [27] provided by the cavity mode. As such, an an-
tenna is analogous to a quantum emitter in the sense
that it probes the LDOS of the cavity. The effect of an
LDOS peak, however, is distinctly different: the antenna
emission is quenched on resonance rather than, as would
be the case for an emitter, enhanced.
The fact that in our experiment the mode density pro-
vided by the cavity results from a single Lorentzian mode
offers an alternative viewpoint. In essence, the reduction
of polarizability over the cavity bandwidth can be viewed
as a ‘transparency’ feature in direct analogy to electro-
magnetically/plasmon/optomechanically induced trans-
parency [7, 28–31]. In these systems, a broad resonator
(here: plasmonic scatterer) is rendered ‘transparent’ in
its susceptibility to driving over a narrow frequency band
due to coupling to a narrow resonator (here: WGM res-
onator), even though that narrow resonator is not di-
rectly driven. Beyond purely Lorentzian transparency
dips, one can obtain Fano-type [32] line shapes depend-
ing on the phase of the coupling constants that connect
the broad and narrow resonance. Inspired by this analogy
we explore the shape of the backaction feature by vary-
ing the angle of incidence of the incoming drive field. As
shown in Fig. 4a, this effectively sweeps the (−2) diffrac-
tion order over the finite k-space width of the cavity
mode, thus varying the degree to which the array and
the cavity mode are coupled. From the resulting spectra
(Fig. 4b) we qualitatively observe a dependence of the
backaction strength and lineshape on the incoming angle,
which is expressed as a varying depth and asymmetry of
the cavity-induced dip. In line with the phase-matching
argument, visual inspection of Fig. 4a and Fig. 4b shows
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FIG. 4. (a) Fourier-image overlay that shows the position of
the diffraction orders at the start (blue dot, k‖ = 0.69k0) and
stop (pink dot, k‖ = 0.88k0) values of the k‖ sweep displayed
in panel (b). (b) The strength and lineshape of the backaction
strongly depend on the incoming angle. The black lines are
fits of our coupled-mode model. (c) Values for the cooper-
ativity obtained from fitting our coupled-mode model to the
spectra in panel (b). Black line: fit with a Gaussian lineshape.
that cavity-mediated backaction is most prominent when
the cavity mode profile and the (−2) diffraction order
of the array experience better overlap. This behavior is
verified using analytical coupled dipole calculations [22].
Full quantification of the backaction is not straightfor-
ward, as it requires analysis of the Fano lineshapes. A
detailed multiple scattering analysis particular for our
system [22] shows that the plasmon antennas in our
experiment are simultaneously subject to the resonant
backaction of the cavity and a nonresonant backaction
term from the interface on which the antennas are placed
(glass-air) [3, 33]. The nonresonant backaction is gov-
erned by the complex Fresnel coefficient associated with
the interface, which exhibits a phase change for the
(evanescent) (−2) diffraction order upon sweeping k||/k0.
In our experiment we measure the scatterers’ response in
the presence of all backaction, which is a coherent sum of
the broadband interface-induced backaction plus the res-
onant cavity-mediated backaction. Sweeping k|| thus di-
rectly affects the Fano lineshape that we observe. We de-
velop a simple model based on coupled-mode theory [34]
that can disentangle the resonant backaction from the
nonresonant background. Treating the array and cav-
ity as resonators, coupled at rate g, both described by a
Lorentzian response with complex field amplitudes a and
c, respectively, we solve the driven system(
∆a + iγ/2 g
g ∆c + iκ/2
)(
a
c
)
=
(
i
√
γexsin
0
)
(2)
for a. Here we defined ∆a ≡ ω − ωa and ∆c ≡ ω − ωc,
where ω is the frequency of the incident field sin driv-
ing the array and γex the rate at which the array and
input/output channel are coupled. Next, we use the
input-output relation sout = sin −√γexa [34] (such that
r = sout/sin) and parameterize the coupling via the
cooperativity C = 4g2/(γκ), the determining quantity
for the strength of the sharp spectral feature observed
in electromagnetically/optomechanically induced trans-
parency [35, 36]. We obtain
|r|2 =
∣∣∣ exp(iφ)− 2η
1 + C2(∆c−∆)
iκ +1
∣∣∣2, (3)
where η ≡ γex/γ, ∆ a parameter capturing small changes
in ωc, φ an arbitrary phase pickup and we assumed
ω ≈ ωa. We use Eq. (3) to fit our experimental data in
Fig. 4b, yielding values for C as a function of k‖ (Fig. 4c,
blue points). A Gaussian lineshape (black line) is fit (cen-
ter(width): k‖/k0 ≈ 0.78(0.14)) to the blue data points,
giving a maximum cooperativity of C ≈ 0.5. Notably,
the width and center of the Gaussian agree with expected
values based on a cross-cut of the cavity mode profile ob-
served in Fig. 4a. The cooperativity in the limit of a sin-
gle scatterer and single cavity mode, is directly equivalent
to the product of the scatterer albedo (A) and the cavity
Purcell factor (F ) at the location of the scatterer [22].
In our experiment the cooperativity can not be directly
cast into a Purcell factor, as we probe an array of an-
tennas at specific wavevector, meaning that we probe a
lattice-sum dressed polarizability (see de Abajo [25]) that
experiences backaction from a wavevector resolved mode
density. Using calculations on a lattice of scatterers [22],
we estimate that the measured cooperativity of C = 0.5
actually corresponds to a value of C = 1.7 as it is felt by
a single antenna, without a lattice, located at the lattice
origin. Considering that A < 1, the backaction feature in
our experiment is tantamount to a modest Purcell factor
of F ≥ 1.7. Obviously this effect could be much stronger
in experiments where the scatterers are placed right in
the mode maximum, as opposed to the arrangement in
our set up where scatterers are placed at in the evanes-
cent tail (estimated decay length of 230 nm [37]) of the
cavity mode at approximately 1µm distance.
Concluding, we have shown that cavity backaction can
alter the polarizability of an array of scatterers, and that
the strength of the backaction can be controlled via the
incoming drive field. Whereas in this work the Purcell en-
hancement provided by the cavity effectively depolarizes
the nanorods, which is related to the fact that the cavity
and array are nearly resonant, it has been predicted that
both an increase and decrease in polarizability can be
obtained by controlling the detuning between cavity and
scatterers [17]. This type of control is instrumental for
exploration of the field of hybrid cavity-antenna systems
that promises to combine plasmonic field enhancements
derived from scatterers with microcavity Q’s with advan-
tages for single-photon sources, strong coupling to single
quantum emitters, as well as classical applications like
single-molecule sensing [12, 14, 17, 18, 38]. Our results
show the feasibility of such an approach.
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6Supplementary Material for “Controlling nanoantenna polarizability
through backaction via a single cavity mode”
I. EXTINCTION IN REFLECTION
In our main paper we claim that the specular reflectance signal as we measure it in our experiment primarily reports
on the imaginary part of the polarizability. We discuss and elucidate on this claim in this section.
In Ref. [1] De Abajo derives an expression (in cgs units) for the normal incidence specular reflection signal r′ that
one expects from a particle array (with real space lattice area A) in free space. The observed reflection depends on
the self-consistent single particle polarizability αE, corrected by the lattice Green’s function Gxx(0), and reads
r′ =
2piik/A
α−1E −Gxx(0)
. (S1)
Introducing the lattice dressed polarizability α−1 ≡ α−1E −Gxx(0) and the background reflection rglass of our interface
(see [2] for an elaborate discussion on properties of plasmonic nanoantenna arrays on interfaces) we arrive at Eq. (1)
of our main text:
r′ = rglass +
2piikα
A
. (S2)
Generally, the Fresnel coefficient rglass is real valued. Using this notion one can continue to write the specular
reflectance |r′|2 as
|r′|2 = r2glass − rglass
4pik
A
Im[α] +
4pi2k2
A2
|α|2, (S3)
which evidences that the imaginary part of the polarizability Im[α] leads to a reduction in specular reflectance, whereas
the scattering term scaling with |α|2 results in an increased reflectance. Alternatively one can express Eq. (S3) as a
function of the extinction cross section σext = 4pikIm[α] and scattering cross section σscat =
8
3pi
2k4|α|2, which gives
|r′|2 = r2glass −
rglass
A
σext +
3
2
1
A2k2
σscat. (S4)
From this expression we learn that a reduction in reflectance, with respect to the background signal coming from
the interface, can be associated with extinction. For a plasmon particle or array such a reduction is expressed over
a wide frequency range that is commensurate with its bandwidth (Fig. S7c/d). In addition, Eq. (S4) shows that
dilute lattices, such as the one we use, result in a more pure extinction measurement than dense lattices, for which
the scattering term contributes more strongly to the observed signal as a result of the larger proportionality factor
(A2k2)−1.
7FIG. S1. Normal-incidence transmittance spectrum of the antenna array.
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FIG. S2. Experimental setup that is used for response measurements on the array. See text for details. BFP: Back-Focal-Plane
EPI: EPI illumination using an infrared source.
II. EXPERIMENTAL DETAILS
In this section we describe the fabrication of samples and the experimental setup. More details about the experi-
mental arrangement can also be found in [3].
A. Fabrication
Gold nanoantennas are fabricated in an array (150µm by 150 µm) on a 170µm thick glass coverslide. To start,
a 130 nm layer of ZEP-520 resist is spin-coated on top of the coverslide. The nanoantennas are patterned into
the resist using electron beam lithography. After development, thermal evaporation of gold and a lift-off step yield
the desired antennas. The antennas width and thickness were designed to be 120 and 40 nm and the length is
approximately 400 nm. The pitch along the short axes of the antennas is 1500 nm, with a pitch along the long axes
of 800 nm. We characterize the spectral properties of the array (under normal incidence) using Fourier-Transform
Infrared spectroscopy, obtaining a resonance frequency ωa ≈ 208 THz and linewidth γ of γ ≈ 55 THz (Fig. S1 and
[3]).
In our experiment we use a high Q silica microtoroid (diameter ≈ 36 µm) that is fabricated on the edge of a
silicon sample. For the fabrication protocol we largely followed methods that have been previously reported in for
example [4, 5]. In this work, spin-coating (ma-N 2410) and subsequent cleaving of the sample enabled targeted e-beam
lithography of the disks on the edge of the sample.
B. Response measurements: experimental setup and calibration
A schematic of the optical setup used to probe the response of the array in the absence and presence of the
microtoroid is depicted in Fig. S2. The incident drive field is generated from a tunable laser source (New-Focus TLB-
6728) and focused on the back-focal-plane (BFP) of a high-NA objective (Nikon, CFI Apo TIRF 100x) to illuminate
our sample with a collimated laser beam. Using a translation stage we control the position of the focus in the BFP,
and thus the angle of incidence of the driving field. The reflection of the array back into the objective is Fourier
8N
or
m
al
iz
ed
 In
te
ns
ity(a) (b) (c)
kx
ky
kx
ky
kx
ky
0.2
0.4
0.6
0.8
1
FIG. S3. Fourier space images. The color scale next to panel (c) is similar for panels (a)-(c). (a) Epi-illumination on bare
glass allows us to fit the NA=1 (k‖ = k0) and maximum aperture circles. The fitted NA=1 circle is used as a ruler for (b) and
(c). (b) Diffraction orders on the antenna array obtained via BFP laser illumination. (c) The cavity mode profile as obtained
by directly exciting the cavity using an evanescently coupled tapered fiber.
kx /k0
0
10
20
30
-1.5 1.50 0.5 1-1 -0.5
fit
cavity mode cross cut
kc
ou
nt
s/
s
FIG. S4. Cross-cut of the cavity mode profile along the kx direction. The difference in intensity comes from the fact that we
primarily drive one of the two modes using the evanescently coupled tapered fiber. We fit (black solid line) both optical modes
with a Gaussian lineshape.
filtered to ensure that only specular reflection is recorded on the detector. In addition, the real space filter suppresses
background singles of antennas that are not coupled to the cavity. The tapered fiber is used to directly excite the
cavity mode (in a separate experiment) and obtain information on the cavity mode profile (Fig. S3c) and polarization
of the cavity mode. We also use the fiber to check that, with the cavity positioned in front of the glass substrate
away from the antenna array, we do not directly excite the cavity mode with the incident drive field (and associated
wavevectors) used in our experiment.
To generate the Fourier space images displayed in the main text we use three separately measured camera (Allied
Vision Goldeye P008) images (Fig. S3). Using epi-illumination on bare glass we obtain information on the objective:
The brighter red circular area on the edge of Fig. S3a is associated with Total-Internal Reflection (high reflectance).
Fitting the inner(outer) edge of this bright area with circular shapes (indicated by the dashed white lines) gives the
position of the NA=1 (k‖ = k0) and maximum aperture (NA≈1.33) circles. To obtain Fig. S3b we excite the array
using our tunable laser (focused in the BFP). The resulting figure provides information on the diffraction orders on
the antenna array and, together with the calibration (Fig. S3a), allows us to retrieve the wavevectors of specular and
higher order diffraction. We do so by taking a cross-cut along the horizontal (kx) direction. The zero order reflection
is indicated with an arrow and its position (obtained from a fit with a Gaussian lineshape) provides information on
the incident wavevector of the drive field. To generate the overlay of Fig. 2c (main text) we display the position of
the diffraction orders using a grey saturated colour scale. Fig. S3c shows the radiation profile of the cavity mode. To
obtain this profile we position the cavity mode close to the bare glass substrate and directly excite the cavity using an
evanescently coupled tapered fibre. From a fit to a cross-cut along the horizontal direction (Fig. S4) using a Gaussian
lineshape, we obtain a cavity width in Fourier space of approximately 0.15k||/k0, with the cavity mode to which we
couple via second order diffraction centered at −1.23kx/k0. Considering the incident free-space wavelength of 1540
nm and a pitch of 1500 nm, one would expect maximum coupling between the array and cavity (via the 2nd order
diffraction) for an incident wavevector of [−1.23 + 2× (1540/1500)] = 0.82kx/k0, which matches relatively well with
the experimentally observed incident wavevector 0.78kx/k0 for which we observe our maximum in cooperativity.
9III. ANALYTICAL DIPOLE-DIPOLE CALCULATIONS
In the main text we use a general coupled oscillator model to fit our experimental data. In this section we provide
additional support for our experimental results and the interpretation thereof using a full electrodynamic theory. Our
model treats each antenna in the array as a separate dipole and calculates the total response of the array using an
analytical point-dipole model (see for example Refs. [1, 6]). It is essential to understand that in such a coupled dipole
model a dipole is driven not only by the driving field and it’s own backscattered field, but also by the field scattered
by the other dipoles. For a lattice of N identical scatterers, the dipole moment of particle n reads
pn =
↔
α0
[
Ein(rn) +
N∑
m
↔
G (rn, rm, ω)pm
]
, (S5)
with Ein(rn) the driving field and
↔
α0 the electrostatic particle polarizability. The Green’s function
↔
G=
↔
Gbg +
↔
Gc is
the total Green’s function, consisting, in our case, of the background and the cavity contributions, respectively. To
gain more insight in our experimental results, we will solve Eq. (S5) in two different ways.
First, in Section III B we consider a finite array of scatterers placed in vacuum. To account for the presence of
the ring resonator cavity, we derive an analytical expression for
↔
Gc that takes into account the specific geometry of
a microtoroid ring resonator. This approach has the benefit that it allows us to assign a position dependent Purcell
factor that each individual antenna in the array is subject to. In other words, the strength of this approach is that
it can take into account important aspects of the cavity that include the cavity mode profile, Q and V, as well as
the fact that the toroid curvature means that only a finite set of particles are in its mode. While its strength is the
description of the finite-sized cavity, its weakness is that it can only deal with a finite number of particles and can
not account for the air-glass interface on which the particles are placed in the experiment.
The second method we discuss (Section III C) is complementary as it assumes an infinite array of scatterers including
all retarded electrodynamic interactions. However, because an infinite array requires Ewald summation in k-space,
this method approximates the cavity as a translation invariant resonantly reflecting slab. For an infinite periodic
array, the polarizability is entirely summarized by the polarizability of a particle at the origin [1]. Importantly, it has
recently been shown that the theory that typically describes such infinite arrays in vacuum [1] can be extended to take
into account a reflective surface on which the particles are placed [6]. As the resulting theory only requires Fresnel
reflection and transmission coefficients, in fact one can even use stacked (resonant) planar layers as an interface [2].
This is also the approach we take in this second model: we essentially lump the response of the interface and cavity into
a single Fresnel coefficient, and calculate the response of the array using the resulting ‘engineered’ metasurface. As
our calculation in this second scenario allows us to include interfaces such as the glass-air interface that characterizes
our sample surface, we are able to reproduce the Fano-lineshapes that are observed in our experiment (Fig. 4, main
text). However, before we solve these two systems that consist of multiple dipoles, we first get acquainted with the
most simple case: that of a single dipole coupled to an arbitrary single cavity mode.
A. A single dipole coupled to a cavity: The relation between backaction and the Purcell factor
For the limiting case of a single scatterer, the (radiative) decay rate enhancement (Im[
↔
Gc], essentially the LDOS
of the cavity [7]) offered by a single cavity mode directly relates to the cavity’s Purcell factor [8]. In this section we
introduce the Purcell factor into a coupled oscillator formalism, taking the approach described in [9], where both the
scatterer and single cavity mode are treated as a harmonic oscillator.
Consider an antenna with resonance frequency and linewidth ωa and γ, respectively, described as a point dipole
with dipole moment p = ppˆ, where we assume that it is only polarizable along pˆ. It is driven by an incident field and
coupled to a cavity with resonance frequency and linewidth ωc and κ, respectively. The fields {Ein, Ec} are projections
of the incident and cavity fields along pˆ, respectively, at the location ra of the antenna. In the Fourier domain the
resulting coupled equations read [9]
(ω2a − ω2 − iωγ)p− βEc = βEin, (S6)
− ω
2
0Veff
p+ (ω2c − ω2 − iωκ)Ec = 0, (S7)
where Veff is the effective mode volume of the cavity as it is felt by the antenna at position r0 [9],  = (ra) and β
is the antenna’s oscillator strength. From Eq. (S6) we recognize the antenna’s response αdyn as αdyn = pˆ·↔αdyn ·pˆ =
10
β/(ω2a−ω2− iωγ). Note that here the response of the antenna αdyn is the single particle polarizability that is corrected
for the Greens function of the embedding environment
↔
Gbg excluding the single cavity mode.
Combining Eqs. (S6) and (S7) yields an expression for the effective polarizability αeff , defined through p = αeffEin,
which reads
αeff =
[
α−1dyn − χc
]−1
. (S8)
Here we have defined the cavity’s response function χc via
χc ≡ Ec
p
=
1
0Veff
ω2
ω2c − ω2 − iωκ
. (S9)
On the other hand, for a single dipole with one polarization axis we can also rewrite Eq. (S5) as p = αeffEin, where
αeff =
[
α−1dyn −Gc(r0, r0, ω)
]−1
. (S10)
Here, Gc = pˆ·
↔
Gc ·pˆ and we have used that ↔αdyn=
[↔
α
−1
0 −
↔
Gbg
]−1
. Comparing Eqs. (S8) and (S10), we recognize
that χc = Gc(r0, r0, ω). We can now make a connection to the Purcell factor F , given by [8]
F =
6pi
k3
Q
Veff
, (S11)
with k = nω/c, n the refractive index of the medium embedding the scatterer and the quality factor Q = ωc/κ. It is
well known that F describes the emission rate enhancement that a dipolar emitter experiences at resonance with a
cavity. If we consider the response of the cavity at ω = ωc, we find
χc
ω=ωc=
i
0
Q
Veff
=
ik3
6pi0
F. (S12)
Using this relation and fact that γ = γi + γr, with γi the Ohmic losses and γr the radiative losses given as γr =
βω2n3/(6pic30) in a homogeneous medium [9], we can rewrite Eq. (S8) for ω = ωc as
αeff
ω=ωc=
β
ω2a − ω2c − iωcγ0 − iωcγr[1 + F ]
(S13)
This important result shows that, like a dipolar emitter, a single scatterer coupled to a single mode cavity experiences
an enhanced radiative loss rate that is directly given by the Purcell factor F (for ω = ωc). When antenna and cavity
are close in resonance frequency, the effect of this enhanced loss rate is that the antenna polarizability αeff is strongly
suppressed around the cavity resonance [10]. The strength of this suppression is thus a measure for Purcell factor.
This result and the connection to cooperativity and Albedo is further discussed in Section III D.
B. A finite dipole lattice with analytical cavity Green’s function
In our experiment we did not probe the response of a single scatterer, but instead measured on an array of dipoles.
Here we use a brute-force coupled dipole model to show that the response of an array qualitatively matches the
response of a single scatterer when coupled to a single cavity mode. The spectral lineshapes that we calculate in both
scenarios are similar, although lattice effects can lead to a significantly stronger response for some particles in the
array, compared to that of the single scatterer case. We first introduce the coupled dipole model, before deriving the
Greens function of a single whispering gallery mode (WGM) and finally showing the results that we obtain using our
model.
1. Retrieval of αeff in a finite lattice
For N dipoles, Eq. (S5) leads to a set of 3N coupled equations of motion. To simplify the math, we take the
particles to be only polarizable along the y-axis, reducing Eq. (S5) from 3N to N equations. Reshuffling the terms,
we can now write an equation of the form
↔
M
−1
P˜ = E˜in (S14)
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with
↔
M
−1
=

α−1yy −Gyy(r0, r0) −Gyy(r0, r1) ... −Gyy(r0, rN )
−Gyy(r1, r0) α−1yy −Gyy(r1, r1) ...
...
...
. . .
−Gyy(rN , r0) ... α−1yy −Gyy(rN , rN )
 (S15)
and where P˜ and E˜in are column vectors of length N containing the dipole moments of all particles and the driving
fields at their positions, respectively. We can solve this system of equations by setting up
↔
M
−1
and numerically
inverting it. One then multiplies it with the driving fields E˜in to get P˜. Dividing P˜ element-wise by E˜in, one obtains
the effective polarizability αeff of each particle, defined as usual through pn = αeffEin(rn).
2. The cavity Green function
In Section III A we related the Purcell factor and the cavity response χc to an arbitrary Gc(ra, ra, ω), the cavity
Green function at the location of a scatterer. However to couple multiple dipoles via the cavity, we can not simply deal
with a generic expression for Gc(ra, ra, ω), but instead require an explicit expression that describes or approximates
the full cavity Green function. Such an expression necessarily includes the cavity mode profile.
The field of a single cavity mode can be described as [9]
E(r, ω) = a(ω)ec(r), (S16)
where a(ω) is the frequency-dependent amplitude and ec(r) is the normalized field profile. We can set up an equation
of motion for a(ω) including a drive dipole p′ at position r′, similar to Eq. (S7) [9]. Solving this equation and taking
the small linewidth approximation (κ ωc), we get
a(ω) =
i
4
[e∗c(r
′) · p′] ωc−i∆ + κ/2 , (S17)
with ∆ = ω − ωc. Here e∗c denotes the conjugate transpose of ec. The cavity Green’s function is defined through the
cavity fields generated at position r by a dipole at position r′ as
E(r) = Gc(r, r
′, ω)p′. (S18)
Plugging in Eqs. (S16) and (S17) for E(r) and reshuffling terms, we get
Gc(r
′, r, ω) = L(ω) ec(r)e∗c(r
′) , (S19)
with L(ω) = i4
ωc
−i∆+κ/2 the Lorentzian lineshape function. Let us note that the modes are normalized such that
1
2
∫∫∫
0(r)|ec(r)|2dV = 1 (S20)
and that the effective mode volume experienced by a dipole p′, positioned at r′, as it is used e.g. in Eq. (S7), is
defined as
Veff(r
′) =
∫∫∫
0(r)|ec(r)|2dV
0(r′)|pˆ′ · ec(r′)|2 (S21)
=
2
0(r′)|pˆ′ · ec(r′)|2 (S22)
From Eq. (S19) it is clear that we need to find an expression for the spatial mode profile of the cavity. It was shown
that the mode profile of a fundamental TE WGM in a microtoroid with major radius R1 and minor radius R2, outside
the glass of the cavity, takes on the shape [5]
ec(r) = ec(y = 0, r = R1)e
−y2/2r2ye−κr(r−R1)e±ilφ, (S23)
where ec(y = 0, r = R1) is the field somewhere on the edge of the cavity, in the equatorial plane, ry is a Gaussian
width along the y-direction (which depends on R1, R2 and l), κr ≈ 2pi
√
c−
λ (with c and  the permittivities of the
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FIG. S5. A 2D array of antennas near a cavity. The antennas form a lattice in the x-y plane. The antennas have their dipole
moments oriented along the y-axis. The cavity is a microtoroid with major and minor radii R1 and R2, respectively.
cavity and the surrounding, respectively) is the radial decay length and l is the azimuthal mode number. r and φ
are cylindrical coordinates, where we have taken the origin to lie in the toroid center. See Fig. S5 for a sketch of the
geometry. A plus or a minus sign in the azimuthal dependence determines whether it is the counterclockwise (CCW)
or clockwise (CW) mode in the toroid. Note that the total cavity Green’s function is the sum of the CW and CCW
mode contributions. Since we only want to know the field in the plane of the antennas, close to where the toroid
approaches the lattice, we can make a Taylor expansion around x = 0 in the Gaussian term. Doing the same in the
last term describing the azimuthal dependence, we get for the field in the plane of the antennas
ec(r) = ec({x, y} = 0, z = R1)e−x2/2r2xe−y2/2r2ye−κr(|z|−R1)e±ikcx, (S24)
where rx =
√
z/4κr and kc = −l/z is the effective wavevector of the cavity mode in the antenna plane.
The cavity Green’s function in the z = z0 plane of the antennas can now be described as
Gc(r
′, r, ω) = L(ω)
↔
O e
−(x2+x′2)/2r2xe−(y
2+y′2)/2r2ye±ikc(x−x
′). (S25)
where r′ and r are the source and detection positions, respectively, and
↔
O = ec({y, x} = 0, z = R1)e∗c({y, x} = 0, z = R1)e−2κr(|z0|−R1) (S26)
= ec(r0)e
∗
c(r0) (S27)
is a matrix with the fields at the origin r0 of the lattice.
3. Results
For simplicity, we restrict ourselves to a lattice of scatterers in vacuum. The Greens function of the background
↔
Gbg (rn, rm, ω) is then a well-known expression [7]. We ignore its real part for rm = rn, taking the divergent
electrostatic contribution to be included in the polarizability. The cavity Greens function is the sum of the CW and
CCW contributions described in Eq. (S25). Since we assume the scatterers are only polarizable along the y-axis, we
only require the yy-component of
↔
O. Using Eq. (S22), we can relate this to the effective mode volume Veff(r0) felt by
a y-oriented dipole at the lattice origin, as
↔
Oyy= 2/(Veff(r0)0(r0)).
We assume particles with a Lorentzian polarizability α0 along the y-axis only, with resonance frequency ωa = 2pic/λa,
λa =1.5 µm, and an ohmic damping rate of ωa/10, matching literature values of gold [11]. The dipoles are positioned
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in a square lattice with pitches dx =1.5 µm and dy =0.8 µm, containing 465 particles, i.e. 31 (15) particles in the
x-(y-)direction. Our cavity is made of glass (n = 1.5) and surrounded by air, has a major radius of 18µm, l=100,
ωc = 2pic/λc with λc = 1.5 µm, Q = 3 · 106 and is located at 2µm distance from the lattice. This leads to a
cavity in-plane wavevector of kc = 1.19 k0 (in good correspondence with the experimentally observed 1.23 k0) and
a Gaussian width rx ≈ 1.46 µm, and we take ry = rx/2.6, corresponding to the measured cavity mode profile. We
choose Veff(r0) = 5 · 104λ3c for the CW and CCW modes, meaning that the cavity Purcell factor at the lattice origin
is 9.1. We excite the lattice with a plane wave at an angle with the normal, along the x-axis, i.e. k‖ = k‖xˆ.
(a)
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(f )
FIG. S6. Effective polarizability α in a finite lattice of dipolar scatterers coupled to a WGM cavity. (a-c) Narrowband spectra
of Im {α}, for three different incident parallel wavevectors k‖. We show Im {α} for a single dipole (located at the lattice origin
r0) without a lattice (red) and for dipoles in a lattice, where we show the dipole at the lattice origin (blue) and the mean
value of the dipoles within a spatial region of 4.5 µm diameter around the origin (green). (d) Broadband spectrum of Im {α}
for k‖/k0 = 0.8, where we have optimal phase matching to the cavity mode via the (-2,0) diffraction order. Color coding is the
same as in (a-c). (e-f) Spatial profiles of Im {α} in the x- and the y-direction, centered at the lattice origin. We show Im {α}
for a single scatterer that is moved in the plane of the lattice (red) and for the particles in the lattice (blue). We chose ω = ωc
and k‖/k0 = 0.8. Note that in these figures we use CGS units for α, i.e. αCGS = 4pi0 αSI, where αSI is the polarizability in
SI units, as used in our equations.
Figure S6 shows the effective polarizability of particles in this lattice. From Fig. S6 (a-c) we can see firstly that,
while the polarizability of a single particle coupled to a cavity does not depend on angle of incidence, that of particles
in a lattice does. We see exactly the type of phase-matching condition that was also observed in our experiment (Fig. 4
in the main text), where the effect of the cavity on polarizability is strongest when we are phase-matched to the cavity
mode via the (-2,0) diffraction order. Here this occurs at k‖/k0 = 0.8. Moreover, we see that if phase-matching is
achieved, the backaction effect introduced by the cavity can be stronger in a lattice than for a single particle: in a
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lattice, the particle at the origin has a more strongly modified polarizability than the single particle. This is because
of the constructive interference of all particles radiating into the cavity, leading to an enhanced backaction field for
particles near the origin. Figure S6 (d) displays the broadband polarizability of the dipoles, showing that both the
single particle and the lattice follow the same lorentzian lineshape outside the cavity spectral window. In Fig. S6 (e-f)
we see that the particles close to the origin are more strongly affected by the cavity, i.e., that the effect diminishes
for antennas at larger distance from the origin, roughly following the 2D Gaussian profile of the cavity mode. To
compare the analytical results with our experiment, we also show in Fig. S6 (a-d) the mean polarizability of particles
within a spatial region of 4.5 µm diameter around the origin, corresponding to the size of the real-space filter used in
our experiments. To first order, the field scattered by the dipoles within the filter area is proportional to their average
polarizability. We see that this shows the same line shape, but the averaging decreases the effect of the cavity.
To conclude, we have seen that the polarizability in a finite lattice of dipoles is qualitatively similar to the polar-
izability of a single dipole. We can thus use the ratio between the averaged lattice response and that of the single
particle to predict the response we would have obtained in our measurement if we would have measured on a single
particle, instead of on an array of dipoles. We do this prediction in Section III D, where we also discuss the relation
between Albedo, cooperativity and Purcell factor. Finally we point towards an important difference between the
single particle and lattice response: in a lattice, the backaction induced by the cavity mode can be tuned in strength
by changing the angle of incidence, which as expected is not possible for a single scatterer.
C. Infinite lattice
In this section we will discuss an infinite array of scatterers in front of an interface. With this model we aim to
justify a specific claim made in the main text, namely that the Fano lineshapes that we observe in our experiment
result from non-trivial background signals originating from the interface. Before we move to the details of our model,
we first recap the foundations of the theory that describes infinite arrays of scatterers (see for example [1, 6]).
The dipole moment p for a particle placed at the origin of an infinite array at a distance d from an interface, that
is excited by a plane wave with parallel wave vector k‖, is written as
p =
↔α−1int −∑
n6=0
↔
Gb ((Rn, d), (0, d)) e
ik‖·Rn
−1E′in. (S28)
Here the sum over
↔
Gb indicates the field at the origin generated by all particles, excluding the field generated by
the dipole placed at this position. Furthermore, Rn is the real space lattice vector for each dipole n (indicating
its position) and E′in the incident field including its reflection at the interface. Importantly, note that the single
particle polarizability
↔
α int in this formula is already corrected for its homogeneous (embedding) environment and the
interface [7], but not its neighbouring dipoles. The lattice summed Green function G over all point-dipoles except the
origin (n 6= 0) is then defined as
G 6= ≡
∑
n 6=0
↔
Gb ((Rn, d), (0, d)) e
ik‖·Rn , (S29)
which should be solved to find the response of the lattice. We will not discuss in detail on how to do this, but instead
point to the relevant literature (see e.g. [6, 12] for details). The formalism as it is described by Eqs. (S28) and (S29)
is well established for 2D lattices in homogeneous space, using Ewald summation for exponential convergence of the
lattice sums in the case that
↔
Gb is
↔
Ghom (with
↔
Ghom the Green function for homogeneous space) [1]. Recently, Kwadrin
et al. [6] showed how to generalize this approach for the case of lattices placed in front of a single reflective interface.
In this case, one separates
↔
Gb as the sum of
↔
Ghom and a reflected Green function
↔
Grefl, where
↔
Grefl is written in
the angular spectrum representation, taking the wave vector dependent Fresnel coefficient as an input. After solving
for G 6=, the subsequently obtained lattice- and interface-corrected polarizability αlat can used to calculate far-field
observables such as, for example, reflection and transmission properties [7].
1. Simple model for cavity interaction
Due to the curvature of the microtoroid cavity, lattice sum theory that relies on wave vector conservation arguments,
as is the case when considering infinite lattices, is not strictly applicable to our experiment. To nonetheless approximate
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FIG. S7. Lattice-sum calculations. (a) Cartoon explaining the position of the antennas in the lattice-sum calculation. In
contrast to the experiment, the antennas are placed inside the glass (which is given a refractive index of 1.5) environment. (b) In
our calculation, we capture the combined effect of the interface and cavity in a single Fresnel coefficient reff . (c) The calculated
specular reflectance of the array (for normal incidence) shows a clear broadband dip associated with the plasmon resonance.
The dashed line indicates the resonance frequency associated with the cavity mode. (d) For k‖/k0 = 0.78, we observe the same
signature. Note that due to the larger angle of incidence, the background signal coming from the glass-air interface is higher
than in (c). Importantly, the sharp feature that is visible at ωc is directly related to the presence (backaction) of the cavity. A
calculation exploring this effect over a more narrow bandwidth is given in Fig. S8.
the experiment, we propose to mimic the cavity response by a resonant planar structure. This is a feasible approach,
because the extension of lattice sum theory to lattices near mirrors (as reported by [6]) is not restricted to a single
reflective interface. Instead, one can also consider an array of scatterers positioned in a half space in front of an
arbitrary multi-layer stack [2]. This approach simply relies on replacing the Fresnel coefficient of the single interface
with the multi-layer reflection coefficient reff .
We refer to Fig. S7a/b for the proposed multilayer description. The antenna array is positioned at 50 nm from the
interface, and the reflection coefficient of the stack is given by
reff = rcav + rglass. (S30)
Due to the resonant nature of the single cavity mode (in frequency and wave vector), reff is equivalent to rglass, except
for very specific frequencies and wave vectors at which it is possible to excite the cavity. For our calculations, we
approximate rcav as
rcav ≡ −κex
(ω − ωc) + iκ/2 , (S31)
with κex defined as
κex ≡ κ
2
× e(−|k‖−k‖,c|2)/(2σ2). (S32)
Here κex constitutes a Gaussian lineshape centered at k‖,c (the wavevector of the cavity mode) with a width given
by σ. As a result of these definitions, rcav is only nonzero over a small (Lorentzian) frequency bandwidth and for
particular wave vectors, in close analogy the experimental situation and to the analytically derived Green’s function
for the microtoroid that is displayed in a compact way in Eq. (S19).
We note that the pre-factor κ/2 in Eq. (S32) is chosen such that Eq. (S31) yields unity reflection for perfect phase-
matching and ω = ωc, maximizing the effect of our resonant structure. A drawback of our model is that we can
not easily determine the ‘real’ pre-factor that we should use. In reality, the pre-factor should relate to the cavity-
array distance, and determine the strength of the backaction. This is easily realized when taking the limit of infinite
cavity-array separation, then reff should be entirely given by rglass such that rcav is always 0. To end this section,
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FIG. S8. For both (a) and (b) the sub panels are associated with incoming wave vectors (in units of k0) given by the values
in between (a) and (b). (a) Similar to our experiment, the calculation predicts a narrow bandwidth dip in reflectance resulting
from backaction, that is maximized for a wave vector for which the second diffraction order matches the wave vector of the
cavity. (b) The modification of Im[αlat] also displays this strong dependence on incoming wave vector. Interestingly, its shape
is more reminiscent of a Fano lineshape. We attribute this to the fact that we do not perform a pure extinction measurement,
solely probing Im[αlat], but are instead also sensitive to a term scaling with |αlat|2.
we mention two other approximations. First of all, we note the resonant planar structure has an equal interaction
with all antennas in the array. Although this is a requirement for the proper implementation of our calculations, it
is in contrast to our experiment, where the curvature of the microtoroid ensures that the single cavity mode only
interacts with a select number of antennas. A second difference between experiment and calculation is the positioning
of the antenna array inside the glass environment, which is necessary to approximate the interface+cavity as a simple
reflective multilayer. This positioning will slightly influence the total field at the position of the array. However,
taking into account that s-polarized fields are continuous across the boundary, and that we positioned our antennas
at a distance of λ/20 from the substrate, we estimate the resulting difference originating from this change in position
to be relatively small.
2. Calculation results
Using our model, we plot the specular reflectance spectra for two different illumination conditions in Fig. S7c
(normal incidence) and Fig. S7d (k‖/k0 = 0.78). In both scenarios we observe a broadband dip together with a glass
related background reflection signal. This means that the reduction in reflection can be attributed to the plasmon
resonance. Our calculations thus validate our claim that a dip in reflectance is a measure for extinction, and that an
increase in reflectance signals a reduction in extinction. Moreover, it is noteworthy that these analytical calculations
show very good agreement with the specular reflectance spectrum as predicted in the main text (Fig. 3a).
In addition to this broadband dip, we observe a small peak in the reflectance spectrum that is associated with the
presence of the cavity in Fig. S7d. To investigate this in more detail, Fig. S8 displays small frequency bandwidth
spectra for various k‖, in a similar presentation as previously discussed for the experiment. From this figure we directly
observe a dip in E (defined as E ≡ 1 − |r′|2/|rglass|2, see main text) similar to that we measured our experiment.
Moreover, the depth of this dip significantly depends on the angle of incidence, showing that the we can reproduce
the main feature of our experiment using our model. The benefit of doing these calculations is the access to the
(corrected) polarizability αlat of the array. Figure S8b shows the imaginary part of αlat as we obtain it from our
model. Similar to the reflectance, this plot shows that the backaction and its effect on αlat can be controlled via the
incident angle of the incoming drive field. Interestingly, whereas the specular reflectance (Fig. S8a) displays a clear
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dip, the polarizability has a more Fano-like resonant signature. The polarizability of the array thus quickly changes
around the cavity resonance frequency. We attribute this somewhat surprising discrepancy in shape between E and
Im[αlat] to the fact that we do not perform a pure extinction measurement, but instead also partly probe |αlat|2,
which can be related to scattering by the antennas. The interplay between these two contributions, scattering and
extinction, most likely gives rise to a more complex behaviour that results from the interplay between the real and
imaginary parts of
↔
Ghom,
↔
Grefl and
↔
Gc. Finally, we point towards an observed difference in Fano lineshapes for E
as we calculate them in Fig. S8a, and observe them experimentally in Fig. 4b (main text). For example, for large
angle of incidence (bottom panel in both figures) the Fano lineshapes have opposite asymmetry, i.e. opposite phase.
We attribute this difference to the positioning of the antennas. In the experiment we place the array on the air
side of the interface, while in the calculation we put them inside the glass environment. As scatterers positioned on
an interface also experience backaction that relates to reflections originating from the interface, the phase of these
reflections (contained in the complex Fresnel coefficient) is important. For evanescent waves (the (−2) diffraction
order) incident from the air side, this phase is opposite to that experienced by evanescent waves entering from the
glass side. This opposite phase changes the interference condition with the directly reflected (zero-order) light and
alters the observed shape of the reflectance signal.
D. On the relation between Albedo, Purcell factor and cooperativity
To conclude this theory section we make a connection between the cooperativity, a normalized value that is used to
quantify the coupling between two resonators in a general coupled oscillator model, and the Purcell factor of a single
cavity mode. To make this connection we compare Eq. (S13) with the coupled oscillator model from the main text.
To start, realize that is possible to rewrite Eq. (S13) in terms of the Albedo A, defined as A ≡ γr/γ, which is the
ratio between the radiative losses (excluding radiation into the cavity) and total losses. Approximating (ω2a − ω2c ) as
2ωc(ωa − ωc) we insert the Albedo and detuning ∆ = ωc − ωa such that Eq. (S13) gives
αeff
ω=ωc=
−β/ωc
2∆ + iγ(1 +AF )
. (S33)
From this expression we thus find that the effective response αeff of a single scatterer depends on the product of its
Albedo and the Purcell factor of a cavity at the scatterer’s position. More specifically, we can identify that the total
loss rate γ of the scatterer is modified from its original value: its loss rate increases with a factor that is given by the
AF product. In Section III B we showed that the single particle polarizability is identical in lineshape to the lattice
polarizability for the parameters studied here (Fig. S6). As a result, it is opportune to use Eq. (S33) together with
Eq. (S2) to predict the lineshape of a reflection signal coming from a particle array in the presence of a single cavity
mode.
To appreciate this result, we next want to identify a similar type of response function and associated reflection
signal, but retrieved from the coupled oscillator model introduced in the main text. To achieve this, we reiterate the
coupled oscillator model from the main text, starting at Eq. (2). The array and cavity are resonators coupled at rate
g and are described by a Lorentzian response with complex field amplitudes a and c, respectively. We solve the driven
system (
∆a + iγ/2 g
g ∆c + iκ/2
)(
a
c
)
=
(
i
√
γexsin
0
)
(S34)
for a, and assume that both resonators are linear in frequency. Here we defined ∆a ≡ ω−ωa and ∆c ≡ ω−ωc, where ω
is the frequency of the incident field sin driving the array and γex the rate at which the array and input/output channel
are coupled. Together with the input-output relation sout = sin −√γexa (such that the reflection r′ = sout/sin) this
results in
sout
sin
= 1− iγex
∆a + iγ/2− g2∆c+iκ/2
. (S35)
From here, we proceed by parametrizing the interaction between both resonators using the cooperativity C, defined
as C = 4g2/(γκ) with γ(κ) the total loss rate of the antennas(cavity). This yields
sout
sin
= 1− 2iγex
2∆a + iγ(1 +
C
2∆c
iκ +1
)
, (S36)
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FIG. S9. Polarizability spectrum of a single antenna coupled to the cavity (blue), and of a lattice of antennas (orange), where
we average the antennas with a 4.5 µm diameter real-space filter. Black lines show fits for |χarray| (Eq. (S37)). Data is the same
as shown in Fig. S6.
It is important to note that the second term on the right hand side of Eq. (S36) (the fraction) is associated with
the response of the array, and in that sense should be compared to Eq. (S33). Assuming that the incident field is
resonant with the cavity (ω = ωc, such that ∆c = 0 and ∆a = ∆), the response of the array χarray as a function of
cooperativity reads
χarray
ω=ωc=
−2iγex
2∆ + iγ(1 + C)
. (S37)
Comparing Eqs. (S33) and (S37) we learn that the Albedo Purcell factor product, the AF product, is equivalent to
the cooperativity C in a more general two couped oscillator model: Both the AF product and C increase the total
loss rate γ. As the Albedo by definition is always ≤ 1, the cooperativity thus provides us with a lower bound on
the Purcell factor. In the experiment we measured an average cooperativity of antennas in the lattice, as more than
one antenna was located within our real-space filter. In Section III B, we have seen that we can relate the average
antenna response to that of a single antenna. Thus, we can apply our knowledge of the lattice response to make an
estimate for the cooperativity felt by a single antenna. Figure S9 shows fits of the single particle and averaged lattice
polarizability from Fig. S6 (c) with Eq. (S37), from which we can extract a cooperativity for both responses. We find
a cooperativity of 1.4 and 0.41 for the single particle and the averaged lattice response, respectively. The former is in
good agreement with the AF product in these calculations, i.e A = 0.15, F = 9.1, AF = 1.37. We therefore expect
that the experimentally measured maximum cooperativity of 0.5 implies a cooperativity of 1.7 for a single particle (in
absence of other scatterers) located at the lattice origin. Thus the Purcell factor at the lattice origin must be higher
than 1.7.
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