Minimal zero-sum sequences of maximal length in C n ⊕ C n are known to have 2n − 1 elements, and this paper presents some new results on the structure of such sequences.
Introduction and main results
Many problems in graph theory, additive number theory and factorization theory translate into questions about zero-sum sequences in finite abelian groups. Thus the interest in investigating such sequences is large, and the reader is referred to e.g. [1, 7, 11] or the book [10, Chapter 5] for more details and literature.
In this paper we use notation and terminology from [6] . We denote by C n an (additively written) cyclic group of order n. Let n ≥ 2 be an integer and let G = C n ⊕ C n . Extensive studies E-mail addresses: guenter.lettl@uni-graz.at (G. Lettl), wolfgang.schmid@uni-graz.at (W.A. Schmid).
0195-6698/$ -see front matter c 2005 Elsevier Ltd. All rights reserved. doi:10.1016/j.ejc.2005. 12.008 have been made to investigate the structure of minimal zero-sum sequences in G. A sequence (or a multi-set) S in G is an element
of the free abelian (multiplicatively written) monoid generated by G. The length of S is denoted by |S| = l. Some T ∈ F (G) is called a subsequence of S if T divides S in F (G) (in symbols: T | S). The sequence S is called a zero-sum sequence if its sum σ (S) = l i=1 g i equals 0 ∈ G, and it is called a minimal zero-sum sequence if additionally each proper non-trivial subsum does not equal 0.
The maximal length of a minimal zero-sum sequence in a finite abelian group is called Davenport's constant of the group. Among other things, it is known that Davenport's constant of C m ⊕ C n , where m | n, is equal to n + m − 1, in particular Davenport's constant of G equals 2n − 1 (see [15] ). Given S as above, let supp(S) = {g 1 , . . . , g l } ⊂ G denote the support of S, i.e. the set of group elements appearing in the sequence S, and for g ∈ G let v g (S) = |{i : 1 ≤ i ≤ l and g i = g}| denote the multiplicity of the group element g in the sequence S. (a) Any g ∈ supp(S) has maximal order, i.e., ord(g) = n. (b) For any e 1 ∈ supp(S) with v e 1 (S) = n − 1, there exists some e 2 ∈ G such that {e 1 , e 2 } is a basis of G and
with a i ∈ Z and n i=1 a i ≡ 1 mod (n). In particular, all elements occurring in S apart from e 1 lie in a single coset of e 1 which has order n.
Notice that any sequence S ∈ F (G), given as in Proposition 1(b), is a minimal zero-sum sequence. Thus, this result provides a classification of all minimal zero-sum sequences of maximal lengths in G containing some group element with multiplicity n − 1. According to [6, Definition 3.2] , a natural number n ∈ N is said to have "Property B", if each minimal zerosum sequence of maximal length in C n ⊕ C n contains some element with multiplicity n − 1. It is known that all n ≤ 6 have Property B [6, Proposition 4.2] and that there are arbitrarily large n with Property B [6, Theorem 8.1] . A (positive) answer to the question of whether actually all n have Property B, would allow progress on various other problems (cf. [5, 6, 9] ).
It is easy to see that any minimal zero-sum sequence of maximal length in G contains at least three different group elements. We will prove that if such a sequence contains exactly three different elements, then it contains some element with multiplicity n − 1.
For the rest of this section we will concentrate on the case where n is prime. We denote by P the set of rational primes. Then one has further information about the structure of minimal zero-sum sequences of maximal length (see [7, Corollary 6.3] This result supports the belief that Property B holds for p ∈ P, since the former would be an easy consequence of the latter together with Proposition 1(b).
In the following result we obtain some information on the structure of any minimal zero-sum sequence S in C p ⊕ C p with maximal length containing p different elements. We recall that by Proposition 2 any two different elements in the support of S generate distinct cyclic subgroups of order p of C p ⊕ C p , and thus there exists a unique cyclic subgroup of order p of C p ⊕ C p that is not generated by an element occurring in S.
Theorem 3. Let p be an odd prime, G
. . , g p ∈ G, and suppose that 
Theorem 3 can be seen as a further small step towards proving that Property B holds for p ∈ P. Note that if p ∈ P has Property B, the sequence in Theorem 3 would have parameters λ 1 = p − 1 and λ 2 = m = 2.
Proof of Theorem 1
First, we will show that the analog of Proposition 2(a) for composite n only holds for sequences S with |supp(S)| = 3.
If three natural numbers λ i ≤ n − 1 sum up to 2n − 1, then any two of them have a sum of at least n. Similarly, if four natural numbers λ 4 ≤ · · · ≤ λ 1 ≤ n − 1 sum up to 2n − 1, then λ 1 + λ 2 , λ 1 + λ 3 , and either λ 2 + λ 3 or λ 1 + λ 4 have a sum of at least n. This observation yields the following corollary. The following example shows that Proposition 2(a) does not generalize for composite n and sequences S with |supp(S)| > 3, and also that in Lemma 1 the inequality λ 1 + · · · + λ j ≥ n is the best possible. Let n ∈ N be a composite number, put n = d 1 d 2 with integers d i ≥ 2, and let e 1 , e 2 be a basis of G = C n ⊕ C n . Then
is a minimal zero-sum sequence of maximal length, but {e 2 , d 1 e 1 + e 2 } is not a basis of G and the multiplicities of these two elements sum up to n − 1.
Proof of Lemma 1. Put λ 1 + · · · + λ j = 2n − 1 − l with 0 ≤ l ≤ n − 1 and suppose to the contrary that
of length l. Now we can find minimal zero-sum sequences A i ∈ F (C m ) (with lengths at most m) such that S = A 1 · · · A k with km ≥ l. From this we obtain some factorization
Thus, the length of S 0 exceeds Davenport's constant of G 0 (cf. the Introduction) and consequently the zero-sum sequence S 0 in G 0 is not minimal. It follows that the zero-sum sequence S in G is not minimal either, a contradiction.
For an integer m let |m| n denote the smallest non-negative integer which is congruent to m modulo (n).
Proof of Theorem 1. Let S be as in Theorem 1. Since by Corollary 1 any two elements of supp(S) = {g 1 , g 2 , g 3 } are a basis of G, we have g 3 = bg 1 + ag 2 with some 1 ≤ a, b ≤ n − 1 and gcd(a, n) = gcd(b, n) = 1. Knowing that S is a zero-sum sequence, we have
Since S is minimal, there exists no (x, y, z) ∈ N 3 with 0 < x ≤ λ 1 , 0 < y ≤ λ 2 and 0 < z < λ 3 satisfying
and M a = {z : 1 ≤ z ≤ n − 1 and there exists a y ∈ {1, 2, . . . , λ 2 } with y + az ≡ 0 mod (n)}.
which means 1 ≤ |νa| n ≤ λ 2 , and we get
If λ 3 = 1 we immediately obtain λ 2 = λ 1 = n − 1, which proves the assertion of the theorem in this case. Now suppose that λ 3 ≥ 2. Since S is a minimal zero-sum sequence, (1) and (2) hold and we can apply Lemma 2 below with l = λ 3 and L = λ 2 . So a = 1, and the second congruence of (1) yields λ 2 + λ 3 = n, and thus λ 1 = n − 1 as asserted.
Lemma 2. Let a, n
and
hold. Then a = 1.
Proof. From the suppositions of the lemma we obtain
We will use the theory of (simple) continued fractions as explained e.g. in [12, Chapter X] . Let a n = [0; a 1 , a 2 , . . . , a j ] be the continued fraction expansion of a n with a j ≥ 2 and with convergents
It is well known (e.g. [12, ) that a n
Case 1: Suppose that j is odd.
If j = 1 we obtain a n = 1 a 1
, and with gcd(a, n) = 1 conclude that a = 1. Now let j ≥ 3. Since
we can derive from (6) that
Having supposed that a j ≥ 2, we get n = a j q j −1 + q j −2 ≥ 3q j −2 , and with (5) we obtain q j −2 ≤ n 3 < n − l. Therefore the second congruence of (7) together with (4) implies n − a j ≤ L ≤ n − 2. Putting m = L + a j − n one has 0 ≤ m ≤ a j − 2, and adding m times the first congruence of (7) to the second one gives
Using (3) and 1 ≤ mq j −1 + q j −2 ≤ n − 1 we obtain mq j −1 + q j −2 = n − l. Now we insert L = n + m − a j and l = (a j − m)q j −1 into the last inequality of (5) to get the contradiction
where we used j − 1 ≥ 2 and q j −1 ≥ q 2 ≥ 2. Case 2: Suppose that j is even. From 0 < a n < 1 we see that j ≥ 2, and j being even implies
. This time we derive from (6) that
Now n − 1 > L together with (4) implies q j −1 > n − l > n 3 . On the other hand, n = a j q j −1 + q j −2 > a j q j −1 gives q j −1 < n a j . Thus a j = 2 must hold, and with n = 2q j −1 + q j −2 ≥ 2q j −1 + 1 we obtain
Let us first suppose that j = 2. Then a n = [0; a 1 , 2] = 2 2a 1 +1 implies a = 2, and with the estimation (9) we obtain
Using (4) and (5) Now we may suppose that j ≥ 4. Then n = 2q j −1 + q j −2 = (2a j −1 + 1)q j −2 + 2q j −3 > 5q j −3 yields q j −1 − a j −1 q j −2 = q j −3 < n 5 < n − l, and from (9) we have q j −1 > n − l. Therefore we can choose an integer m with 1 ≤ m ≤ a j −1 such that
Now subtracting m times the second congruence of (8) from the first one (remember that a j = 2) yields
and from (4) and (10) we obtain n − 1 − 2m ≤ L. Inserting these lower bounds for L and l into (5) now yields the contradiction
where we used q j −1 = a j −1 q j −2 + q j −3 ≥ mq j −2 + 1 and q j −2 ≥ q 2 ≥ 2.
Hamming codes and the proof of Theorem 2
For any prime power q let F q denote a finite field with q elements. We use the following terminology. Given a sum i∈I g i of elements of an abelian group, we call i∈J g i for some J ⊂ I a subsum of this sum; we call it a zero-subsum if i∈J g i = 0 and we call it proper (resp., non-trivial) if J = I (resp., J = ∅). We consider subsums given by distinct sets J, J as distinct, even if their sums are equal. Moreover, given a subset A of an abelian group, for brevity, we say "subsum of A" instead of "subsum of g∈A g".
Proof of Theorem 2.
Suppose to the contrary that supp(S) contains p + 1 elements, which by Proposition 2(a) are pairwise independent in G F 2 p . Now Theorem 4(a) below shows that supp(S) has a non-trivial zero-subsum, contradicting the minimality of S. (1, 1, . . . , 1) ∈ C, then there exists a codeword x ∈ C \ {0, 1} whose coordinates are only 0's and 1's.
Proof. (a) For 0
q be given such that each two of these vectors are linearly independent, and put
Then it is well known that H is the parity check matrix of the Hamming code i.e. the set of all vectors y which differ from x in at most one coordinate. It is known that C as given above is a perfect code with minimal distance 3, i.e. the balls of radius 1 around the codewords yield a partition of the whole space:
the set of all vectors with coordinates 0 or 1, and partition
where C 0 (resp., C 1 , C 2 ) denotes the set of those codewords x ∈ C with no (resp., exactly one, at least two) coordinate(s) belonging to F q \ {0, 1}. It is easy to check that in case x ∈ C 0 (resp., x ∈ C 1 , x ∈ C 2 ) one has |B(x) ∩ W | = q + 2 (or 2, or 0, resp.), and so we conclude that
Since q + 2 is odd, |C 0 | must be even, and since 0 ∈ C 0 , |C 0 | must be positive. Thus C 0 \ {0} is non-empty and has odd cardinality, thus proving the first assertion of part (b). If furthermore 1 ∈ C, one easily checks that the map
is an involution, i.e., ϕ • ϕ = id, without fixed points, therefore C 1 is the disjoint union of twoelement sets {x, ϕ(x)} and |C 1 | is even. Now from (11) we see that |C 0 | is divisible by 4, and consequently |C 0 | ≥ 4.
Remark.
With the same proof, Theorem 4 immediately generalizes to pairwise linearly independent v 1 , v 2 , . . . , v N ∈ F r q with even r ≥ 2 and N = (q r − 1)/(q − 1), and thus for linear Hamming codes C ⊂ F N q of even order r . But notice that only for the case r = 2 and q ∈ P is the number N of given vectors v i less than Davenport's constant of the underlying additive group, so only in this case does Theorem 4 give new mathematical insight.
Proof of Theorem 3
Throughout this section we use the notation and assumptions of Theorem 3. Thus, p is an odd prime, G = C p ⊕ C p , and
is a minimal zero-sum sequence of maximal length, i.e., |S| = p i=1 λ i = 2 p − 1. Moreover, supp(S) = {g 1 , . . . , g p } consists of p elements, which are pairwise independent by Proposition 2(a), and
with some 2 ≤ m ≤ p − 1. Let H ⊂ G be the cyclic subgroup of order p that is different from g i for each 1 ≤ i ≤ p. Proof. Let h ∈ H \ {0}. Since any two elements of the set {g 1 , . . . , g p , h} are independent, this set has a non-trivial zero-subsum by Theorem 4(a). Since S is a minimal zero-sum sequence, this subsum has to contain h as a summand, thus proving the existence of I h .
Put I h = I h ∩{m +1, . . . , p} and I −h = I −h ∩{m +1, . . . , p}, and suppose that I h ∩ I −h = ∅. We have
and T = i∈I h g i j ∈I −h g j is a zero-sum sequence. Since In the following we will make use of two well known results from Additive Number Theory, namely the Cauchy-Davenport Theorem [2, 3] and the Theorem of Dias da Silva and Hamidoune [4] (i.e., the confirmation of the Erdős-Heilbronn Conjecture), as well as of some consequences of these. For the convenience of the reader we recall these results in Proposition 3 below; refer to [14, Theorems 2.2 and 3.4] for a detailed exposition. Moreover, in Proposition 3(e) we recall a recent result on the structure of sequences in C p without zerosum subsequences of length p that we need in the proof of Theorem 3. This question is closely related to the problem of evaluating Brakemeier's function for C p -in fact, recent results on this function, obtained in [13] , were part of our first reasonings towards our result. i∈I U i is a proper zero-sum subsequence of S, again a contradiction.
