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Abstract
A set of proper subgroups is a covering for a group if their union is the whole group. Determining the
size of a smallest covering is an open problem for many simple groups. For some of the sporadic groups, we
find subgroup coverings of minimal cardinality. For others we specify the isomorphism types of subgroups
in a smallest covering and use graphs to calculate bounds for its size.
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1. Introduction
Let G be a non-cyclic finite group and let S be a set of proper subgroups of G. Then S is a
subgroup covering or simply a covering for G if G =⋃S.
Cohn [4] defined σ(G) to be the minimal number of proper subgroups needed to cover the
group G. We follow Tomkinson [12] in calling a covering of G consisting of σ(G) subgroups
a minimal covering. Some results on σ(G) for different types of groups G have been proved.
For example, Bryce and Serena [2] gives a characterisation of groups having a minimal covering
consisting of abelian subgroups and Bubbolini [3] considers groups that can be covered with only
two conjugacy classes of subgroups, or even one conjugacy class and only one other subgroup.
Praeger [9] looks at the coverings {Hα: α ∈ A} where Inn(G)AAut(G).
In a paper on covering soluble groups, Tomkinson [12] showed that σ(G) = pa + 1 where
pa is the size of the smallest chief factor group that has more than one complement. In this
paper he showed interest in knowing σ(G) for simple groups G. Bryce, Fedri and Serena begun
this project in [1] where they calculated σ(G) for some linear groups. Their main result was that
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PGL2(q), SL2(q) or GL2(q) and q = 2,5,7,9. Maroti [8] looks at the symmetric and alternating
groups and shows that σ(An) 2n−2 for n = 7 or 9 and σ(Sn) 2n−1. Lucido [7] investigates
the Suzuki groups and shows that σ(Szq) = q2(q2 + 1)/2. This paper also gives a survey of the
subject.
No investigation of the finite simple groups is complete without looking at the twenty six
sporadic simple groups. This paper considers seven of them.
1.1. Notation
ATLAS notation is used throughout the paper. Here we give a brief description of it.
Many non-abelian finite simple groups are denoted by a single capital letter, together with
some numbers if necessary. For example, PSLn(q) is written as Ln(q) and the Mathieu groups
are named M11, . . . ,M24. Elementary abelian groups of order pn are denoted by pn (or just p if
n is 1). A split extension, or semi-direct product, of H by K is written H : K , while a non-split
extension is written H ˙K .
Conjugacy classes are named by the orders of their elements and a letter. They are written in
descending order of centraliser size. For example, Janko’s second group J2 has two classes of
involutions. Centralisers of two different types of involution have orders 1920 and 240, so we
call the classes 2A and 2B .
1.2. Results
Table 1 gives minimal coverings that are unions of full conjugacy classes of subgroups.
First note that to find σ(G) it is clear that we only need consider the number of maximal
subgroups of G needed to cover all maximal cyclic subgroups of G. Let C be a conjugacy class
of cyclic subgroups. When an element of C appears in more than one conjugate of a maximal
subgroup H then a minimal covering might not be a union of conjugacy classes of subgroups. In
this case we define a certain graph, ΓG(H,C). Then we use the maximal size of an independent
set in ΓG(H,C) to calculate bounds for σ(G). (A set of vertices I is independent if no two
vertices in I are joined by an edge.) The definition of these graphs is in Section 3 and more
details are given in Section 4.
Table 2 gives bounds for coverings that are not unions of conjugacy classes of maximal sub-
groups. In these cases we will show that any minimal covering may only contain groups of the
isomorphism types listed in the second column of Table 2. We will also show that the total num-
ber of subgroups in a minimal covering lies between the bounds given in the third column.
Note that σ(M11) was calculated independently by Maroti in [8].
Table 1
G Maximal subgroups used σ(G)
M11 L2(11), M10 23
M22 M21, L2(11), 24 : A6 771
M23 L3(4) : 2 or 24 : A7, A8, 23 : 11 41079
Ly 2˙A11, 3˙MCL : 2, 37 : 18, 67 : 22, G2(5) 112845655268156
O’N 42˙L3(4) : 21, J1, L2(31) 36450855
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G Maximal subgroups used Bounds on σ(G)
J1 19 : 6, 23 : 7 : 3, D6 × D10, L2(11) 5165, 5415
MCL M22, 2˙A8, U4(3) 24541, 24553
Section 2 gives the results of Table 1, Section 3 the crucial result that ties subgroup coverings
to independent subsets of graphs, Section 4 the methods used to obtain the results in Table 2, and
Section 5 the proofs of the assertions of Table 2.
2. Some coverings
This section gives the results in Table 1. All the coverings found in this section are unions of
conjugacy classes of maximal subgroups.
2.1. Finding small coverings
Recall that to find σ(G) it is clear that we only need consider the number of maximal
subgroups of G needed to get all maximal cyclic subgroups of G. The power maps between
conjugacy classes of generators of the maximal cyclic subgroups are stored in the ATLAS [5] and
in the computer algebra package GAP [10]. Lists of all conjugacy classes of maximal subgroups
of most sporadic groups can be found in the ATLAS [5] and in GAP [10].
If H is a subgroup of G, then each conjugacy class of H consists of elements from one
conjugacy class of G. The map between the classes of H and the classes of G is called the
fusion map. The fusion maps between the conjugacy classes of the simple group and those of
its maximal subgroups are found in GAP. This information is enough to determine which sets of
conjugacy classes of subgroups of G are coverings of G.
We can also use the class fusion maps to count the number of conjugates of a subgroup H that
contain a given element c of a conjugacy class C. This is given by (G : NG(H))|H ∩ C|/|C|.
It is usually easy to determine which subgroups are best to use to cover a given conjugacy
class. But when the best subgroups for one conjugacy class are a bad choice for a different
conjugacy class then the situation is more complicated.
We wrote a GAP program to identify some groups where we do not have this sort of conflict.
This program outputs a minimal covering where one can easily be found. When exact sizes
cannot be produced but it is possible to state which conjugacy classes of subgroups are involved
in a minimal covering, then this partial information is given to the user.
In the next subsection we give an outline of our GAP program and in Section 2.3 we work
through an example by hand to show what the program does.
2.2. Our program
The input for the program is the GAP format character table for a finite non-abelian simple
group G. This is either read directly from the GAP character table library or, if not available,
input directly by the user. As well as the character table itself, these records also include a list of
the group’s conjugacy classes of maximal subgroups and the fusion maps between the conjugacy
classes of each maximal subgroup and those of G.
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conjugacy classes C. This list contains the name of exactly one G-class of generators for each
maximal cyclic group. The program also initialises an empty covering, S.
Next the program looks through the list C and uses the fusion maps to note which of the
classes of maximal subgroups contain elements from each class in C. If no element of a conju-
gacy class X appears in any conjugate of a maximal subgroup M , then we say M is impossible
for X. If the program finds a class X of elements with only one possible maximal subgroup M ,
then M must be essential to the covering. If each element of X is in more than one conjugate of
M then nothing is done yet. Otherwise all conjugates of M are added to the covering S and X
and any other classes in C that are provided by conjugates of M are deleted from C.
If the list C is empty then the program has found a unique minimal covering. It outputs the
covering and exits.
Otherwise C now consists of a list of conjugacy classes whose elements each appear in more
than one distinct maximal subgroup. For each class in C the program considers which single
class of maximal subgroups would be optimal to use in each case. Suppose each element of class
X appears in n1 distinct conjugates of a maximal subgroup M1. If we let m1 be the index of M1
in G, then the exact number of conjugates of M1 needed to obtain all elements of C is between
n1/m1 and n1. Let M2, . . . ,Mk be representatives of other conjugacy classes of maximal sub-
groups that contain elements of X. Let ni be the number of conjugates of Mi containing a given
element of X and let mi be the index of Mi in G for 2 i  k. If m1 mi/ni for 2 i  k then
M1 is best for X.
Note that this definition of best makes it possible for more than one subgroup to be best. This
can lead to genuinely different minimal coverings for the same group, such as those given for
M23 and MCL.
Suppose the program finds that a maximal subgroup M exists that is either best or impossible
for each remaining member of C. This class of subgroups is added to S and all members of C
for which it is best are deleted. If elements from all the newly-deleted classes are in more than
one conjugate of M then details are output and a flag is set, as some conjugates of M may not
be necessary. If a member of C has more than one best subgroup, then both cases are considered
and more than one covering may be output.
This process repeats until either C is empty or nothing else can be done. In the first case, S
is output. If the flag was not set in the previous paragraph then S is minimal. This is the case for
the groups considered in this section. If the flag was set, then S is a starting point for finding a
minimal covering, as in Section 5. If C cannot be emptied the program returns ‘fail’ and exits as
the problem is beyond the scope of this paper.
2.3. Example—the Mathieu group M22
The conjugacy classes of M22 are 1A, 2A, 3A, 4A, 4B , 5A, 6A, 7A, 7B , 8A, 11A and 11B .
An element of class 8A powers up to elements of classes 4A, 2A and 1A. A 6A powers up to a
3A and a 2A. Elements in classes 7A and 11A power to elements of 7B and 11B , respectively.
From this we deduce that the maximal cyclic subgroups of M22 are generated by elements from
classes 4B , 5A, 6A, 7A, 8A, 11A.
First we notice that the only maximal subgroups of M22 that contain elements of order 11 are
isomorphic to L2(11). Each element of order 11 is in exactly one conjugate of L2(11), so we
need all 672 conjugates of it. Elements of conjugacy classes 5A and 6A are also in L2(11), so
now we need only consider 4B , 7A and 8A.
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of the 231 maximal subgroups 24 : S5. Each of the 8A elements is in two of the 616 conjugates
of the maximal subgroups A6.2. Each conjugate of 24 : A6 contains 720 elements of 8A, each
maximal subgroup 24 : S5 gives 240 elements, and each A6.2 gives 90. So the best strategy for
8A is to use all 77 conjugates of 24 : A6.
Now we check that choosing this strategy for 8A does not interfere with the other conjugacy
classes of elements. All three classes of maximal subgroups that contain 8A also contain 4B , and
none have any 7A’s in them. So our choice has given all elements of 4B , and no other choice
could offer more.
Finally we find the best subgroups to use to cover the conjugacy class 7A. Elements of this
class are in the maximal subgroups 23 :SL3(2), A7 and L3(4). These subgroups cover respectively
192, 360 and 2880 elements of 7A, so we to use all 22 conjugates of L3(4).
This gives a covering of size 771 consisting of all conjugates of L3(4), 24 : A6 and L2(11).
2.4. The other groups
We do not give detailed proofs for the other groups. Instead we merely give the outcome of the
main decisions made by our GAP program. Anyone with access to the character tables involved
can verify that these really do give minimal coverings.
2.4.1. The Mathieu group M11
The maximal subgroups of M11 are M10, L2(11), 32 : Q8.2, A5.2 and 2˙S4 and the conjugacy
classes of elements are 1A, 2A, 3A, 4A, 5A∗, 6A∗, 8A∗, 8B , 11A∗ and 11B . Elements from
the starred classes generate the maximal cyclic subgroups. We need all conjugates of L2(11) to
cover the class 11A. This also gives us the classes 5A and 6A, so only 8A remains to be covered.
The best choice for 8A is to use all conjugates of M10.
2.4.2. The Lyons group Ly
To cover the classes 28A, 33A, 37A and 67A we need all conjugates of the subgroups 2˙A11,
3˙MCL : 2, 37 : 18 and 67 : 22. Then G2(5) is the best choice for 25A and 31A.
2.4.3. The O’Nan group O’N
We use all the maximal subgroups isomorphic to J1 to cover 11A and use 42 ˙L3(4) : 21 to
cover 20A and either conjugacy class of L2(31) to cover 31A.
2.4.4. The Mathieu group M23
First, 23 : 11 is the only maximal subgroup to give elements of class 23A. Then A8 is the
choice for 15A. Two distinct minimal coverings come from using either 24 : A7 or L3(4).
3. Using graphs to find coverings
When elements of a conjugacy class appear in more than one conjugate of a maximal subgroup
then a graph can be helpful. In this section we see how.
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An independent set of a graph Γ is a subset S of the vertices such that no two vertices in S
are joined by an edge in Γ . A maximum independent set is an independent set of maximum
cardinality.
A vertex covering is a set S of vertices such that each edge of the graph has at least one of its
end vertices in the set. A minimum covering is a vertex covering of minimum cardinality.
We will use the following theorem of Gallai [6]. (I am grateful to an anonymous referee for
directing me to this theorem.) Suppose that Γ = (V,E) is a finite simple graph without isolated
vertices, K is a minimum (vertex) covering of Γ , and I is a maximum independent set of vertices.
Then |K| + |I | = |V|.
3.2. The graph ΓG(H,C)
Let C be a conjugacy class of cyclic groups in G and H a maximal subgroup of G. Suppose
that each element of C is in exactly two conjugates of H . Then we may ask how few conjugates
of H are needed to get all elements of C. We denote this number by n(H,C). (We often abuse
notation by writing C′ instead of C, where C′ is a conjugacy class of generators for the groups
in C.)
We define ΓG(H,C) to be the graph with vertices labelled by the conjugates of H in G, and
(H1,H2) an edge if and only if H1 and H2 intersect in an element of C. Then each element of
C corresponds to exactly one edge and there are G : H vertices. Our problem is equivalent to
finding the size of a minimum covering of ΓG(H,C).
Let I be an independent set of ΓG(H,C). By Gallai’s theorem, every edge of ΓG(H,C) has
at least one vertex not in I and so the set of vertices not in I will be a vertex covering. The
corresponding conjugates of H will cover all elements of C. Let m(Γ ) be the maximum possible
size of an independent set in a graph Γ , so
n(H,C) = G : H − m(ΓG(H,C)
)
.
Calculating m(Γ ) is NP-hard in general, but we can find bounds for it using Soicher’s GAP share
package, GRAPE.
3.3. A group action on the graph
We can see a G-action on the graph Γ = ΓG(H,C). The vertices are labelled by a conjugacy
class of subgroups of G so if we let vH be the vertex labelled by H then vHg is also a vertex
of Γ for all g ∈ G. This action preserves edges because the intersection of two subgroups H1
and H2 contains an element c ∈ C if and only if the intersection of Hg1 with Hg2 contains cg for
every group element g.
Consider the permutation representation of G on the cosets of H . In this representation, each
point corresponds to a conjugate of H and hence a vertex of the graph. Every conjugate of H has
an orbit of length 1 (corresponding to H itself). The points that are joined to H in the graph are
the union of other orbits of H . In Section 5 this fact is used to draw the graphs.
The group G acts transitively on the vertices because conjugation transitively permutes the
subgroups in a conjugacy class. From this we deduce that Γ is regular.
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4.1. A lower bound for m(Γ )
It is well known that an independent set in a graph Γ corresponds to a complete subgraph in
the complement Γ . The GRAPE package contains a function that returns complete subgraphs of
graphs. When this function completes, it gives an exact value for m(Γ ). It works well on small
sparse graphs, but the complements of our graphs are not sparse enough or small enough to use
this function directly.
A randomised version of IndependentSets quickly finds maximal independent sets of Γ .
Considering independent sets that are preserved by some proper subgroup G1 of G under the
action of Section 3.3 sometimes gives larger independent sets than those found using a random
search, although this is not the case for any calculations in this paper. With a good choice of G1,
a method of Soicher [11] can calculate the exact size of the largest independent set stabilised by
G1 as follows.
The GRAPE function CollapsedCompleteOrbitsGraph takes G1 and Γ as input and
creates a graph Δ. The vertices of Δ are the orbits of G1 on which complete subgraphs are in-
duced in Γ . Two vertices are joined if the union of the two orbits form a complete subgraph in Γ .
We assign each vertex a weight given by the number of points in the corresponding G1-orbit.
Then a complete subgraph of maximum weight in Δ gives a complete subgraph of maximum
cardinality in Γ .
4.2. An upper bound for m(Γ )
We find an upper bound for m(Γ ) by chopping Γ into a partition. The vertices of any in-
dependent set remain independent if we delete edges from Γ , so m(Γ )  m(Γ0) where Γ0 is
a graph with vertex set V (Γ0) = V (Γ ) and the set of edges is E(Γ0) ⊂ E(Γ ). Deleting edges
from Γ leaves Γ0, a collection of say k disconnected subgraphs Γ0,i , where 1 i  k. The Γ0,i
must all be small enough for each complement Γ 0,i to be a useful input for the GRAPE function
CompleteSubgraphsOfGivenSize.
For each component Γ0,i we find the largest independent set Ii that we can. If there is no
complete subgraph of size |Ii | + 1 in Γ 0,i then m(Γ0,i ) = |Ii |. Then
m(Γ )m(Γ0) =
∑
i
m(Γ0,i ).
This method can be optimised by making each Γ0,i as dense as possible. A dense graph is
one with a high edge-to-vertex ratio. We look at the vertices one by one. Each vertex moves to
the region in which it has the largest degree (subject to keeping the size of each region below a
preset limit). This is a good idea for two reasons.
First, dense graphs have small independent sets. For example, a graph with every vertex joined
to exactly two others is a collection of cycles. Any maximal independent set in a cycle of size
n has size at most n/2, so this gives upper bounds for connected graphs with minimal degree at
least 2. In the extreme case, m(Γ ) = 1 if and only if Γ is complete.
The second reason is that the GAP function CompleteSubgraphs runs fastest when dense
graphs are input. We can afford to chop Γ into fewer different regions if each region is dense.
This makes Γ0 a closer approximation to Γ , so the bounds achieved are more accurate.
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Let G be a finite group, and let S be a minimal (or smallest) covering of G. Let UH be the
union of conjugates of a maximal subgroup H that are contained in S. A maximal subgroup K
of G is called an auxiliary subgroup (in the covering S) if, for every conjugacy class C of G, we
have |UK ∩ C| < |UH ∩ C| for some other maximal subgroup H .
For example, in the second Janko group J2 there is a class of maximal cyclic subgroups
generated by elements from class 6B . Two maximal subgroups that contain 6B elements are
H ∼= 22+43×S3 and K ∼= A4 ×A5. Each conjugate of K contains 60 elements of class 6B while
conjugates of H contain 192. Every element of 6B is in two conjugates of H and one conjugate
of K . To cover 6B using only conjugates of K would require all 840 conjugates of K . There are
only 525 conjugates of H so at first glance it would seem more efficient to use these subgroups
to cover 6B .
Now consider a covering of J2 that contains no conjugate of K and covers 6B using 400 of
the 525 conjugates of H . Some conjugates of H may contribute more elements to this covering
than others. For example, suppose that H1 and H2 are two conjugates of H such that deleting
H1 and H2 from S leaves a set whose union contains all group elements except 58 elements of
class 6B . Since each conjugate of K contains 60 elements of 6B , it is conceivable that one of
these conjugates K1 contains all 58 of the 6B elements that are contributed to S by H1 and H2.
Replacing H1 and H2 by K1 might give a covering S′ of J2 of size |S|−1. The maximal subgroup
K1 is not the major contributor of any conjugacy class to this covering, and so is an auxiliary
subgroup in S′.
We find that no auxiliary subgroups are needed in the coverings in this paper.
5. Two more coverings
In this section we use the above methods to investigate minimal coverings for the groups J1
and MCL.
5.1. The Janko group J1
The program described in Section 2.2 tells us that we need all 1540 conjugates of 19 : 6 and
2926 conjugates of D6 × D10. To get 11A we could use L2(11) or 11 : 10, and we use 23 : 7 : 3 or
7 : 6 to cover 7A.
Each element of 11A is in two conjugates of L2(11) and each 7A is in two conjugates of
23 : 7 : 3. So we need the methods of Sections 3 and 4.
First we construct the graph Γ = ΓJ1(L2(11),11A). To do this we use the representation of J1
on the 266 cosets of L2(11) taken from the Web Atlas [13]. Each conjugate of L2(11) intersects
12 others in an element of order 11. Section 3.3 suggests how we can use the permutation repre-
sentation of J1 on the cosets of L2(11) to find these twelve groups. For each point p we use the
orbits of Sp ∼= L2(11), the stabiliser of p, to determine which points correspond to these twelve
conjugates. The group Sp has orbit lengths 1, 11, 12, 110 and 132 on the 266 points. We compute
Sp and draw edges from p to each point in the Sp-orbit of length 12.
We use the version of the GAP function IndependentSets mentioned in Section 4.1 to
find a maximal independent set of size 70. Chopping Γ into a partition then working in each
partition as explained in Section 4.2 gives an upper bound of 104 for m(Γ ). These two methods
are used each time we calculate bounds on the size of an independent set in this section.
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of a minimum covering of Γ . By the correspondence between the graph and the group given in
Section 3, this means that the number of conjugates of L2(11) needed to cover all elements of
class 11A is between 162 and 196.
We now consider auxiliary subgroups. It is conceivable that we could improve our covering
by swapping two or more conjugates of L2(11) for a smaller number of conjugates of 11 : 10,
which is the only other class of maximal subgroups that contain elements of class 11A. We note
that 11 : 10 only contains one cyclic subgroup of order 11, so no conjugate of this group could
replace more than one conjugate of L2(11).
For the same reason we do not need any auxiliary subgroups of isomorphism type 7 : 6 so
we will cover 7A using only conjugates of 23 : 7 : 3. We calculate bounds for the number of
conjugates that we need. We draw the graph Γ (23 : 7 : 3,7A) and get bounds of 537 and 753 for
the number of conjugates of 23 : 7 : 3 needed in a covering.
This gives total bounds of 1540 + 2926 + 537 + 162 = 5165 and 1540 + 2926 + 753 + 196 =
5415 for σ(J1).
5.2. The McLaughlin group MCL
Our program tells us that there are two types of minimal coverings for the McLaughlin group
MCL. How this possibility could arise was discussed in Section 2.2. This group has two con-
jugacy classes of subgroups isomorphic to M22. One covering uses all 2025 conjugates of one
conjugacy class of M22 while the second one uses the other class. They both have all 22275
conjugates of 2˙A8, and use (at most 275) conjugates of U4(3) to cover class 9A.
There are 275 conjugates of U4(3), and each 9A-element is in two conjugates. We get bounds
of 22 and 34 for m(ΓMCL(U4(3),9A), so if we use only U3(4) to cover 9A then we need at least
241 and at most 253 conjugates.
There are 80640 cyclic subgroups generated by elements from class 9A in every U4(3).
The graph ΓMCL(U4(3),9A) is 112-regular, so that the 80640 cyclic groups of a conjugate of
H ∼= U4(3) are in 112 disjoint subsets each of size 720, and each subset is the intersection of H
with a distinct conjugate of H . In other words, each edge in the graph corresponds to 720 cyclic
groups. Again we can rule out the auxiliary subgroups. There are two possibilities. These are
31+4 : 2S5 and 34 : M10. Both of them provide 720 cyclic groups of order 9. So even if a conju-
gate of U4(3) only provided one edge to the covering, it would not be worth swapping it for an
auxiliary subgroup isomorphic to 31+4 : 2S5 or 34 : M10.
The bounds for σ(MCL) that we get are 24541 and 24553.
6. Conclusions
We have calculated σ(G) for G ∼= M11, M22, M23, Ly and O’N. In each case we identified
the subgroups in a minimal covering of G.
We demonstrated a link between minimal coverings of groups and independent subsets of
graphs, and found ways to calculate bounds for the maximal size of the latter. Then in Section 4
this connection gave bounds for σ(J1) and σ(MCL).
Finding the sizes and subgroup types of minimal coverings for the other sporadic groups
remains an open problem. Lack of detailed information about intersections of maximal subgroups
is a problem in some cases, e.g., Fi′ . In others, the graphs are too complicated to work with.24
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