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In this paper we show how using complex valued edge weights in a graph can completely suppress
the flow of probability amplitude in a continuous time quantum walk to specific vertices of the
graph when the edge weights, graph topology and initial state of the quantum walk satisfy certain
conditions. The conditions presented in this paper are derived from the so-called chiral quantum
walk, a variant of the continuous time quantum walk which incorporates directional bias with respect
to site transfer probabilities between vertices of a graph by using complex edge weights. We examine
the necessity to break the time reversal symmetry in order to achieve zero transfer in continuous
time quantum walks. We also consider the effect of decoherence on zero transfer and suggest that
this phenomena may be used to detect decoherence in the system.
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2I. INTRODUCTION
Quantum computing and quantum information hold the promise of alternative computing models which, using
quantum algorithms, are able to solve problems presently considered to be intractable on classical computers [1]. A
notable example is Shor’s factoring algorithm, which is able to solve the factoring and discrete logarithm problem
in polynomial time [2]. In addition to this, the field has found uses in areas such as quantum key distribution and
quantum teleportation [3, 4] and it has also been shown that with a universal quantum computer we will be able to
simulate local quantum systems efficiently [5] — a task seen as computationally infeasible on a classical computer [6].
One such model of quantum computing that has been shown to be universal [7] is the continuous-time quantum walk
(CTQW) model formulated by Farhi and Gutmann [8].
The CTQW is the quantum-mechanical analogue of the classical random walk, in which a “walker” traverses the
vertices of some graph via a sequence of randomly chosen “steps” along its edges. The classical random walk forms
the basis of many classical algorithms and has been used in a variety of fields such as modeling Brownian motion in
physics and algorithms for image colourisation in computer science [9, 10]. In the CTQW, the walker is quantum in
nature, in the sense that the walker can be present at several vertices at once with associated probabilities, analogous
to how a quantum particle can exist in a superposition of quantum states. Quantum interference between these
superposition states results in markedly different probability distributions for the walker’s position over time [11, 12].
This unusual property has allowed CTQWs to be extensively utilised in graph theoretical applications [13–16] and as
the basis of several quantum algorithms [16–21].
One limitation of the CTQW is that the transformation describing the evolution of the walker must be unitary.
As a result, the CTQW is restricted to undirected graphs and no directional biasing in terms of site transfer proba-
bilities between vertices of the graph can be obtained. To generalise the CTQW model Whitfield et al. formulated
the quantum stochastic walk, in which the walker evolves according to the Lindblad equation [22]. This model was
subsequently applied to directional graphs by letting the unitary part of the equation describe the standard CTQW
and using the classical non-unitary part of the equation to incorporate directionality [23].
More recently, Zimbora´s et al. have shown that by breaking a time-reversal symmetry (TRS) condition associated
with site transfer probabilities in continuous time quantum walks, transport enhancement/suppression in coherent
transport network models can be achieved [24]. This is done by using complex phase terms as edge weightings for the
respective graph such that the site transfer probability between two distinct vertices of the graph depends on which
direction the walker traverses. This is known as the “chiral” quantum walk. In addition to this Lu et al. showed
that by breaking an equivalent TRS condition associated with quantum circuits, perfect state transfer can occur [25].
Such a result suggests the possibility of other subroutines for dynamic quantum control [25].
In this paper we observe properties of the state vector obtained from the chiral quantum walk and deduce con-
ditions that must be satisfied to completely suppress information transfer to specific vertices of a graph given that
its initial state and the graph topology satisfy certain conditions. That is, the probability of observing the walker
at the vertex will be zero at all times. We then consider a quantum stochastic walk, and find that the zero transfer
phenomenon is no longer observed in the presence of decoherence (dissipation and dephasing scattering). Finally we
utilize this sensitivity to decoherence to construct a simple protocol for estimating the magnitude of decoherence in
a quantum system.
II. THEORY
A. Graph Theory
We first introduce some elementary graph theory which will be helpful later in describing some of our results.
Formally, a graph G comprises a vertex set V , together with an edge set E containing pairs of vertices (x, y) with
x, y ∈ V . For an undirected graph, (x, y) is interpreted as an unordered pair, while for a directed graph it represents
the edge from x to y. If an edge exists between the vertices x and y, we say that the vertices are adjacent, denoted
x ∼ y [26]. For both undirected and directed graphs the total number of vertices is denoted by |G|. Examples of an
undirected and directed graph are shown in figure 1. For the remainder of this section we will look at the properties
of undirected graphs; however, all properties mentioned apply to directed graphs as well.
3(a) (b)
FIG. 1. Examples of an undirected and directed graph shown in (a) and (b) respectively. Circles, lines and lines with arrows
represent vertices, edges and directed edges respectively.
A subgraph of a graph G is a graph Γ satisfying V (Γ) ⊆ V (G) and E(Γ) ⊆ E(G). A spanning subgraph is one for
which V (Γ) = V (G). A spanning subgraph can be obtained from a graph by deleting only edges of the graph [26].
Examples of a graph and a spanning subgraph are shown in figure 2.
(a) (b)
FIG. 2. Example of a graph (a) and a spanning subgraph (b).
The adjacency matrix, A, of a graph with |G| = n vertices is an n × n matrix where the ijth entry, Aij , repre-
sents the edge (i, j). If (i, j) ∈ E(G) then Aij = 1. If there are multiple edges between vertices, then Aij = m, where
m is the number of edges between i and j. Edges can also have weights which can be real or complex valued. If
(i, j) ∈ E(G) and has a weighting of w then Aij = w [27]. Note for graphs, which are unweighted, undirected and
have no multiple edges, the adjacency matrix will be real-symmetric and only consist of 1’s and 0’s.
A complete graph is an unweighted, undirected graph where every vertex is adjacent to every other vertex of
the graph (excluding itself). The complete graph consisting of n vertices is denoted Kn. A path is a sequence
x ∼ y ∼ ... ∼ z of distinct vertices, with each vertex adjacent to the previous one. A cycle is a path where the first
and last vertex in the sequence that describes the path is the same. The cycle graph with n vertices is denoted Cn
[26].
4B. Chiral Quantum Walks
The continuous-time quantum walk is the quantum analogue of the continuous time classical random walk [11].
Given a graph consisting of |G| = n vertices, the corresponding state vector, |ψ(t)〉, is represented in the n-dimensional
orthonormal basis {|1〉, |2〉, ..., |n〉}, where |i〉 denotes a state occupying vertex i. |ψ(t)〉 evolves from an initial state,
|ψ(0)〉, via the equation |ψ(t)〉 = U |ψ(0)〉 where U = e−iHt. Here, U is the time evolution operator and H is the
time-independent Hamiltonian of the system. The postulates of quantum mechanics dictate that the Hamiltonian,
H, of a quantum system must be Hermitian, implying that U will be unitary [1]. For CTQWs, H is usually defined
in terms of the adjacency matrix of G [11].
We now consider the case where time, t, flows in the opposite direction. The time-reversed CTQW is given by
the equation |ψ(−t)〉 = eiHt|ψ(0)〉 and therefore |ψ(−t)〉 = U†|ψ(0)〉. Next, consider the site transfer probabil-
ity (STP) between arbitrary vertices of the graph i and j. That is, if the walker is at vertex i we wish to find
the probability it will transfer to vertex j. The STP from vertex i to vertex j is given by |Uji|2 whilst the STP
from i to j in the time-reversed case is given by |Uij |2. We say that a CTQW exhibits time-reversal symmetry
(TRS) when the STPs in the forward and reverse time case between two arbitrary vertices of the graph, i and
j, are equal [25]. This gives the following TRS condition: |Uji|2 = |Uij |2. Note that if a CTQW satisfies the
TRS condition, since the STP from i to j in the reversed time case is the same as the transfer probability from j to
i in the forward time case, this implies that there is no directional bias in regards to STP along any edges of the graph.
Considering a CTQW on an unweighted, undirected graph, we have U = e−iAt =
∑∞
k=0
(−iAt)k
k! . It can be shown
that all terms of this sum will be symmetric and hence U must be symmetric too. Hence, we have |Uji|2 = |Uij |2.
Therefore, the TRS condition holds for all unweighted, undirected graphs. This poses an immediate problem when
trying to incorporate directional bias in a quantum walk when we choose the Hamiltonian of the walk to be the
adjacency matrix of the graph. It is also noted that if the Hamiltonian is chosen to be the adjacency matrix, then
one can only consider CTQWs on undirected graphs since otherwise its hermicity requirement will be violated. In
addition to incorporating directionality in CTQWs previous efforts have been made to also establish dynamic control
over the directional biasing of STP in a given graph [25].
To incorporate directional bias in STPs and break the TRS condition in a CTQW, Zimbora´s et al. propose
multiplying graph edge weightings with complex phase terms, eiα. In order to satisfy the hermicity condition of
H, the complex conjugate of this term must be multiplied on the diagonally opposite entry of the corresponding
adjacency matrix resulting in a directional graph with complex edge weights. An example of this phase appending
to K3 is shown in figure 3. This appendage of complex edge weights to break TRS is known as the “chiral” quantum
walk (CQW) [24].
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FIG. 3. K3 and the corresponding directed graph with complex edge weights shown in figures (a) and (b) respectively.
Previously the CQW has been shown to be able to achieve transport enhancement and suppression in various graphs
5[24]. It has also been shown that, for certain graph topologies, the TRS condition will unconditionally hold despite the
addition of phased appended graph edge weightings, and that perfect state transfer can be implemented in quantum
circuits using TRS breaking methods [25].
III. ZERO TRANSFER CONDITIONS
We will now show that by appending phase terms to graph edges complete suppression of probability amplitudes to
vertices of certain graphs can be achieved due to quantum interference similar in nature to that of the Aharonov-Bohm
effect [28]. This extends on work completed by Zimbora´s et al. where it was shown that complete suppression of
information transfer can be achieved to diametrically opposite vertices of even cycles provided the phases satisfy
certain conditions [24]. It is noted that breaking TRS is not a necessary condition to observe this phenomenon;
however, we will still refer to the quantum walk on graphs with complex edges weightings as a CQW.
Consider the simple path consisting of n vertices shown in figure 4. The orthonormal basis associated with this
path is {|1〉, |2〉, ..., |n〉} where |1〉 corresponds to the left most vertex and |n〉 corresponds to the right most vertex.
...1 2 3 n− 1 n
FIG. 4. Path with n vertices.
The corresponding adjacency matrix of this path is given by
Ajk =
{
1 for |j − k| = 1
0 otherwise
, (1)
where A is an n× n matrix. We now consider the case where phases have been appended to all edges such that the
resulting adjacency matrix is given by
A′jk =

e−iαj−1 for j = k + 1
eiαj for j = k − 1
0 otherwise
(2)
We also introduce the additional phase α0 = 0 for the sake of completeness. The action of the Hamiltonian is then
defined as such for both cases,
H|j〉 = A|j〉 =

|2〉 for j = 1
|j − 1〉+ |j + 1〉 for 1 < j < n
|n− 1〉 for j = n
, (3)
and for the phase appended case
H ′|j〉 = A′|j〉 =

e−iα1 |2〉 for j = 1
eiαj−1 |j − 1〉+ e−iαj |j + 1〉 for 1 < j < n
eiαn−1 |n− 1〉 for j = n
. (4)
We will let |ψ(t)〉 and |φ(t)〉 denote the state vector of the CTQW and CQW on this path respectively. Considering
the case where the walker is initialised at the left-most vertex of the path (|ψ(0)〉 = |φ(0)〉 = |1〉). We have
|ψ(t)〉 = e−iHt|1〉 (5)
= |1〉 − it|2〉 − t
2
2
(|1〉+ |3〉) + it
3
6
(2 |2〉+ |4〉) + t
4
24
(2 |1〉+ 3 |3〉+ |5〉) . . . (6)
=
n∑
j=1
αj(t)|j〉, (7)
6and likewise we have
|φ(t)〉 = e−iH′t|1〉 (8)
= |1〉 − ite−iα1 |2〉 − t
2
2
(
|1〉+ e−i(α1+α2) |3〉
)
+
it3
6
(
2e−iα1 |2〉+ e−i(α1+α2+α3) |4〉
)
(9)
+
t4
24
(
2 |1〉+ 3e−i(α1+α2) |3〉+ e−i(α1+α2+α3+α4) |5〉
)
. . .
=
n∑
j=1
e−i
∑j−1
l=0 αlαj(t)|j〉 (10)
=
n∑
j=1
βj(t)|j〉. (11)
With a little work it can be shown that the probability amplitudes denoted by βj(t) are related to the probability
amplitudes, αj(t), via the following:
βj(t) = e
−i∑j−1l=0 αlαj(t) for j = 1, 2, ..., n. (12)
That is, for a CQW initialised at |1〉 the probability amplitude at vertex j is found by multiplying the corresponding
amplitude for a CTQW by the sum of phases along the edges from vertex 1 to j.
We can generalise Eq.(12) to the case where the initial state for both the CTQW and the CQW is an arbitrary
basis state |k〉. Note that Uij is equivalent to a sum of all paths between i and j, and the phases cancel for all paths
which are traversed by the walker in both directions. This leaves only the phase components from i to i+ 1, i+ 1 to
i+ 2, ... j − 1 to j, which gives us the expression
βj(t) =

e−i
∑j−1
l=k αlαj(t) for j > k
αj(t) for j = k
ei
∑k−1
l=j αl for j < k
. (13)
We now consider a graph with b paths each with n vertices joined at their end vertex as shown in figure 5. We define
a CQW on this graph with an initial state to be superposition of the outermost states of all paths,
|φ(0)〉 =
∑b−1
j=0 |(n− 1)j + 1〉√
b
, (14)
where graph G is such that |G| = (n− 1)b+ 1.
Let the pth subgraph be the spanning subgraph where all edges are removed apart from the edges that belong
to the pth branch . We will let a superscript p denote the state vector of the CQW on the pth subgraph. First we
note that the state vector of the entire graph and the pth subgraph for all p must satisfy the Schro¨dinger equation.
We have
i
d |φ(t)〉
dt
= H |φ(t)〉 and id |φ
p(t)〉
dt
= Hp |φp(t)〉 . (15)
Likewise we have for the amplitudes
i
dβN (t)
dt
=
N∑
j=1
HN,jβj(t) and i
dβpN (t)
dt
=
N∑
j=1
HpN,jβ
p
j (t). (16)
Given that the vertex set is the same for all subgraphs and the original graph, no two paths have any common edges
and that, collectively, the edge sets of all subgraphs form a partition of the edge set of the original graph, we have
H =
∑b
p=1H
p.
We now consider the initial state |φp(0)〉 = |φ(0)〉 where |φ(0)〉 is given in Eq.(14) above. We can deduce that the
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1 2 n− 1
n n+ 1 2(n− 1)
(n− 1)b+ 1
(b− 1)(n− 1) + 1
(b− 1)(n− 1) + 2 (n− 1)b
1
2
n− 1
n
n+ 1
2(n− 1)
(b− 1)(n− 1) + 1
(b− 1)(n− 1) + 2
(n− 1)b
(n− 1)b+ 1
FIG. 5. Graph formed from merging b paths where every path consists of n vertices.
vertices of each p-subgraph with degree of 0 (excluding the vertices with initial non-zero probability amplitude) will
never be occupied. This implies that{
βpj (t) 6= 0 for (n− 1)(p− 1) + 2 ≤ j ≤ (n− 1)p or j mod (n− 1) = 1 or j = N.
βpj (t) = 0 otherwise.
(17)
Following this we can deduce that
HkN,jβ
p
j (t) = 0 for k 6= p and for all j. (18)
The reason for this is because the only non-zero entry of HkN,j is the (n− 1)kth entry but βp(n−1)k(t) = 0.
We now have
b∑
p=1
i
dβpN (t)
dt
=
b∑
p=1
N∑
j=1
HpN,jβ
p
j (t), (19)
and hence
i
d
∑b
p=1 β
p
N (t)
dt
=
b∑
p=1
N∑
j=1
HpN,jβpj (t) +∑
k 6=p
HkN,jβ
p
j (t)
 = N∑
j=1
HN,j
b∑
p=1
βpj (t). (20)
Comparing this with Eq.(16) and since |φ(0)〉 = |φp(0)〉 we have
βN (t) =
b∑
p=1
βpN (t) (21)
up to a differing normalization constant. This means that
βpN (t) = e
−i∑n−1l=0 αpl αpN (t). (22)
Since αpN (t) is same for all p-subgraphs we will drop the superscript p for this term. Note that this is not the same
as the probability amplitude of the original graph. We then have
βN (t) =
b∑
p=1
βpN (t), (23)
8and hence
βN (t) = αN (t)
b∑
p=1
e−i
∑n−1
l=0 α
p
l . (24)
If we wish to suppress information transfer to vertex |N〉 we must have βN (t) = 0 for all t. Therefore we must have
b∑
p=1
e−i
∑n−1
l=0 α
p
l = 0. (25)
Hence, given a graph which consists of b paths all with n vertices and all paths joined by their end vertex, a CQW is
initialised according to Eq.(14) can achieve zero state transfer to the merged end vertex provided the above condition
given in Eq.(25) is satisfied.
We can further extend the zero transfer phenomenon to graphs obtained by merging the outer most vertex of
each path as shown in figure 6. Let the initial state of the CQW on this graph be |φ(0)〉 = |1〉, one can see that, given
the relationship between the two types of graph, the initial states are equivalent such that zero transfer will occur to
|(n− 2)b+ 2〉 (labeled as |(n− 1)b+ 1〉 in the former case).
...
...
...
...
...
...
...
...
... ...
......
1
2 n− 1
n 2(n− 1)− 1
(n− 2)(b− 1) + 2 (n− 2)b+ 1
(n− 2)b+ 2
1
2
n− 1
1
n
2(n− 1)− 1
1
(n− 2)(b− 1) + 2
(n− 2)b+ 1
(n− 2)b+ 2
FIG. 6. Graph formed by merging the outer most vertices of the branches of the graph described previously.
IV. EXAMPLES
Consider the graph shown in figure 7 which is of the first type of graph described above with parameters b = 4 and
n = 3. The adjacency matrix of this graph is
A =

0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 1
0 1 0 1 0 1 0 1 0

. (26)
91
2
34
5
6
7 8 9
FIG. 7. First type of graph with parameters b = 4 and n = 3.
We will choose to append the terms eipi/2 to the directed edge (1, 2), eipi to the directed edge (3, 4), ei3pi/2 to
the directed edge (5, 6) and their respective complex conjugates in the opposing directions. The adjacency matrix
then becomes
A′ =

0 i 0 0 0 0 0 0 0
−i 0 0 0 0 0 0 0 1
0 0 0 −1 0 0 0 0 0
0 0 −1 0 0 0 0 0 1
0 0 0 0 0 −i 0 0 0
0 0 0 0 i 0 0 0 1
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 1
0 1 0 1 0 1 0 1 0

. (27)
The initial state of the CQW is chosen to be
|φ(0)〉 = |1〉+ |3〉+ |5〉+ |7〉
2
. (28)
Following this, one can check to see that the initial state and zero transfer condition stated in Eq.(14) and Eq.(25)
respectively are satisfied. Figure 8 shows the probability of observing the walker at vertices 1,2 and 9 for various
times where other vertices have been excluded due to symmetry of the walk. As it can be seen the probability of
observing the walker at |9〉 is 0 for all t shown.
Vertex 1
Vertex 2
Vertex 9
FIG. 8. Probability of observing the walker at a respective vertex during times, t = 0 to t = 5, for graph of first type with
parameters b = 4 and n = 3.
Next consider the cycle graph, C4, shown in figure 9. C4 falls under the category of the graph of the second type
10
described previously with parameters b = 3 and n = 2. We let the initial state of the CQW on this graph be
|φ(0)〉 = |1〉. We now append eipi to the directed edge (1, 2) and its complex conjugate in the opposing direction. It
can be shown that these phases satisfy the conditions given in Eq.(25) for zero transfer to vertex |4〉.
1
2
3
4
FIG. 9. Cycle with 4 vertices, C4.
The corresponding phase appended adjacency matrix of this CQW is given by
A′ =
 0 e
ipi 1 0
e−ipi 0 0 1
1 0 0 1
0 1 1 0
 . (29)
With some working one can show that for the time evolution operator corresponding to this adjacency matrix the
TRS condition is still satisfied, and is in fact satisfied for all bipartite graphs (which includes all cycle graphs of even
length) regardless of appended phase terms [25]. However, by using similar methods to the example of C4 (which
itself is an even cycle graph), all even cycle graphs can achieve zero transfer to any of its vertices. At first this may
seem counter-intuitive since we are achieving suppression of information transfer whilst TRS still holds. However, it
is noted that TRS only implies that the STP between two distinct vertices is the same in either direction. In the case
where zero transfer occurs there is an STP of 0 along one direction of the edge connected to this vertex and an STP
of 0 in the other direction of this same edge, hence the TRS condition is not violated. Figure 10 shows the probability
of observing the walker at vertices 1,2 and 4 for various times where vertex 3 has been excluded to due symmetry of
the walk. As can clearly be seen, the probability amplitude of |4〉 has been completely suppressed.
Finally we show that some edges of graphs can play a passive role in terms of exhibiting this phenomenon. Consider
a graph with the following adjacency matrix
A =

0 1 1 0 0 0
1 0 1 0 0 0
1 1 0 1 0 0
0 0 1 0 1 1
0 0 0 1 0 1
0 0 0 1 1 0
 , (30)
and let the initial state of this CQW be
|φ(0)〉 = |1〉+ |2〉√
2
. (31)
11
Vertex 1
Vertex 2
Vertex 4
FIG. 10. Probability of observing the walker at a respective vertex during times, t = 0 to t = 10, for C4.
If we wanted to achieve zero transmission to |3〉 (and subsequently |4〉 and higher) we think of 1 ∼ 3 and 2 ∼ 3 as
paths of 2 vertices each merged at vertex 3 as shown in figure 11. Note here 1 ∼ 2 does not play any active role due
to the symmetry of the graph. By appending eipi to directed edge (1, 3) and its complex conjugate in the opposing
direction the adjacency matrix becomes
A′ =

0 1 −1 0 0 0
1 0 1 0 0 0
−1 1 0 1 0 0
0 0 1 0 1 1
0 0 0 1 0 1
0 0 0 1 1 0
 . (32)
Figure 12 shows the probability of observing the walker at vertices 1,2 and 3 for various times. It can clearly be seen
that the probability amplitude of |3〉 has been completely suppressed and although excluded from the figure, one can
check to see that zero transmission is achieved to vertices 4,5 and 6 as well. In addition to this we observe the fact
that the system remains in its initial state for the entirety of the CQW.
12
1
2
3 4
5
6
2
1
3
FIG. 11. Miscellaneous graph and corresponding path decomposition.
Vertex 1
Vertex 2
Vertex 3
FIG. 12. Probability of observing the walker at a respective vertex during times, t = 0 to t = 10, for miscellaneous graph.
V. ADDITION OF DECOHERENCE AND APPLICATION
To assess its robustness to decoherence, the phenomenon was modeled in an open system using quantum stochastic
walks (QSWs). The QSW is a generalisation of the CTQW using the Lindblad equation [22] which can be used to
incorporate directionality in a quantum walk [23]. The Lindblad equation is given by
dρˆ
dt
= −(1− ω)i[Hˆ, ρˆ(t)] + ω
K∑
k=1
(
Lˆkρˆ(t)Lˆ
†
k −
1
2
(
Lˆ†kLˆkρˆ(t) + ρˆ(t)Lˆ
†
kLˆk
))
. (33)
Here the classical part of the equation is used to describe the non-unitary part of the stochastic walk which is used
to incorporate directionality. To simulate environmental interactions decoherence was introduced to the system in
the form of scattering, dissipation and dephasing through the use of the Lindblad operators, Lk, in QSWs. This was
done using the ‘QSWalk’ package by Falloon et al. [29], which computes quantum stochastic walks on graphs using
the Mathematica system.
Figure 13 shows the probability distribution once again for C4 with the same complex edge weights given in the
example before with decoherence introduced to the system. It can be seen that when decoherence is introduced to
13
the system the zero transfer phenomenon no longer occurs. In fact as t grows large the quantum walk eventually
becomes classical in its behaviour, on a time scale determined by ω.
Vertex 1
Vertex 2
Vertex 4
FIG. 13. Probability of observing the walker at a respective vertex during times, t = 0 to t = 10, for C4 with scattering,
dissipation and dephasing decoherence.
Hence, this phenomenon does not occur when decoherence is taken into consideration. Given that no physical system
can exist in perfect isolation this then eliminates many possibilities of utilising this phenomenon for information
processing/transfer applications. However it is proposed that this phenomenon can be used to detect the presence of
decoherence in a quantum system.
Consider the graph shown in figure 14. We let the initial state of a CQW on this graph be
|φ(0)〉 = |1〉+ |3〉√
2
, (34)
and will append the phase term eipi to the directed edge (1, 2) and its complex conjugate in the opposing direction.
The resulting adjacency matrix will then be given by
A′ =
 0 −1 0−1 0 1
0 1 0
 . (35)
One can see that the following initial conditions and edge weights are such that zero transfer will be achieved at |2〉.
Hence if the walker is measured to be at |2〉 and little time has elapsed for the CQW this indicates that there is likely
a large magnitude of decoherence present.
1 3
2
FIG. 14. A graph with three vertices.
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Classically, for a graph with n vertices, when decoherence is introduced to the system the probability of mea-
suring the walk at any vertex approaches an equal superposition, i.e. as t → ∞ the probability of measuring the
walker at any vertex is 1/n.
2 4 6 8 10
t
0.05
0.10
0.15
0.20
0.25
0.30
0.35
p
ω=0.025ω=0.05ω=0.1ω=0.25ω=0.5
FIG. 15. Probability of measuring the walker at vertex 2 for various values of ω.
Figure 15 gives the probability of observing the walker at vertex 2 over time for various values of ω. Using this
data as reference one can then obtain an estimate of the magnitude of deocherence in a quantum system using the
following. First one obtains a sample of measurements of the above quantum walk at a given fixed time to obtain the
probability of observing the walker at vertex 2 at a given time. Next, one uses the above table to find a corresponding
value of ω and hence an estimate of the magnitude of decoherence in the system.
VI. CONCLUSION AND FURTHER WORK
Continuous time quantum walks have been extensively studied in the domain of unweighted, undirected graphs.
In this paper we show that, by using chiral quantum walks, many graphs can exhibit a zero transfer phenomenon if
they can be treated as a union of paths such that all paths collectively satisfy a zero phase condition.
The conditions presented are general in the sense that we can observe the zero transfer phenomenon in a vari-
ety of graphs. Note that it is not necessary to break the time reversal symmetry condition in order for zero transfer to
be observed. Hence an interesting topic of further research is the exploration of phenomena or applications that can
be formulated by using complex-valued quantum walk Hamiltonians without the necessity to break the time reversal
symmetry condition.
Finally, we show that this phenomenon is not robust to environmental interactions by introducing decoherence
in the form of scattering, dissipation and dephasing via a quantum stochastic walk. We utilise this property to
construct a simple method for estimating the magnitude of decoherence in a given quantum system. We conclude by
asking if there are other applications or protocols that will benefit by utilising the zero transfer phenomenon.
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