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Regression machine learning is widely applied to predict various materials.
However, insufficient materials data usually leads to a poor performance. Here,
we develop a new voting data-driven method that could generally improve the
performance of regression learning model for accurately predicting properties of
materials. We apply it to investigate a large family (2135) of two-dimensional
hexagonal binary compounds focusing on ferroelectric properties and find that
the performance of the model for electric polarization is indeed greatly improved,
where 38 stable ferroelectrics with out-of-plane polarization including 31 metals
and 7 semiconductors are screened out. By an unsupervised learning, actionable
information such as how the number and orbital radius of valence electrons,
ionic polarizability, and electronegativity of constituent atoms affect polarization
was extracted. Our voting data-driven method not only reduces the size of
materials data for constructing a reliable learning model but also enables to
make precise predictions for targeted functional materials.
Introduction
Machine learning has been widely applied to materials and chemical sciences,1,2,3
such as designing perovskites,4,5 predicting properties of inorganic crystals6 and
catalytic properties of alloyed nanoclusters,7 discovery of organic photovoltaic
molecules,8 two-dimensional (2D) optoelectronic materials,9 and 2D ferromagnetic
materials, 10 etc. However, the advances of machine learning for materials discovery
are suffered from some constraints. For instance, high-precision machine learning
model requires a sufficient amount of data, but the limited variety of materials may
lead to inadequate data, and huge resource consumption also suppresses massive
collection of materials data. More importantly, the functional materials data is usually
limited or even insufficient, hindering a wide application of machine learning for the
discovery of advanced functional materials. Recently, it is proposed that the
data-driven methodology may relieve above restriction and has spurred several
applications for predictions of battery cycle life11 and chemical reactivity, 12 2D
ferromagnetic materials, 10 2D ferroelectric materials, 13 and electrocatalysts. 14 Up to
now, this technique is mainly used to improve the accuracy of classification machine
learning model, which depends on an iteration criterion that prioritizes the
decision-making process on next unexplored data that are iteratively added into
training dataset for retraining.10-13, 15 Unlike classification learning that identifies
candidates belong to a certain group, regression machine learning can predict the
properties of each material, and the latter is more important for functional material
discovery than the former. However, data-driven methodology has not been applied to
regression learning due to the lack of proper iteration criteria, thus hindering further
applications of regression learning for predicting and designing functional materials.
In this work, we propose a new voting data-driven regression learning approach,
which could generally improve the performance of the regression learning model for
accurately predicting better properties of functional materials. The method includes a
voting process of five different regression learning algorithms that select next new
data. The successful application of this method on the 2D hexagonal binary
compounds (HBCs) demonstrates the performance of regression learning model for
electric polarization can be remarkably improved under the restriction of limited
materials data. With the above high-precision model, the electric polarization of the
whole family (2135) of 2D HBCs has been studied, where 38 stable ferroelectric
materials including 31 metals and 7 semiconductors are screened out. Besides, we
classify the 2135 materials into two classes with high and low polarization by
utilizing unsupervised machine learning and extract an actionable principle
component for polarization that clarifies how the number and orbital radius of valence
electrons, ionic polarizability, and electronegativity of the constituent atoms affect the
polarization. The successful application of our method for the discovery of 2D
ferroelectric HBCs indicates that it could generally achieve a high-precision
regression learning model based on a relatively small amount of materials data for
designing a wide range of functional materials.
Results and Discussion
Voting data-driven regression learning method
A great challenge for the application of machine learning in materials science is
that inadequate materials data always lead to poor performance of the model. The
data-driven scheme employs an iterative strategy that may be taken as a reliable
choice, which adds new data into the training dataset to improve the performance of
machine learning model in next iteration. The principle is that these new data have the
greatest impact on the performance of model due to different contributions of each
data to the model.15 The key of the method is the iteration criteria, which determine
how these new data are chosen from the total dataset. For example, in a classification
learning model, the iteration criterion is defined as the prediction probability obtained
by the classification learning model such that new data with predicted probability in a
certain range are added into the training dataset.10-13 Regression learning model can
make predictions for the targeted materials properties, which is very critical for the
design of functional materials, however, current regression learning models do not
have such proper iteration criteria as they cannot give prediction probabilities. Here,
we provide a scheme to address this challenge by introducing the voting data-driven
scheme and a new iteration criterion for regression learning model. Specially, five
different regression learning algorithms are adopted to make predictions, respectively,
and the next new data are chosen by a voting process of these algorithms, i.e., the
candidates with the largest prediction error are selected as next new data adding to the
training dataset for retraining. These added dataset plays the most critical role in
improving the performance of model than other dataset. This can be viewed as five
regression learning expert votes to determine which data are the next most important
data for retraining. Notably, the voting process does not involve specific materials and
properties but only depends on the voting results of five different regression learning
algorithms. Therefore, this method could be general and suitable for various
properties of many functional materials. The detailed procedure is described as
follows.
Fig. 1 shows the voting data-driven regression learning method. A fraction of the
total dataset is randomly selected as initial dataset for training and test dataset, which
contains the proposed features (descriptors) and targeted properties of materials
generated from density functional theory (DFT) calculations.16 Five different
regression learning algorithms widely used in materials science, i.e., gradient boosting
regression (GBR), 17 adaboost regression (ABR), 18 bagging, 19 random forest
regression (RFR) 20 and light gradient boosting machine (LGBM) 21 algorithms are
adopted to train five different models, respectively, which establish different
mappings between features and targeted properties. For the remaining dataset, the
above five models are used to predict the targeted properties and to evaluate the
standard error for each material. The standard error has the form of σ =
(yGBR − y)2 + (yABR − y)2 + (yBag − y)2 + (yRFR − y)2 + (yLGBM − y)2 /5 , where yGBR,
yABR, yBag, yRFR and yLGBM are predicted values of the above five models, respectively,
and y is the average value of them. During the voting process, the top 30 materials
with the maximum standard error are selected and added to the initial training/test
dataset for retraining. With the updated training/test dataset, new models were then
obtained with improved precision. The above process is repeated until the coefficient
of determination value (R2) converges, which occurs at multiple iterations. Finally, the
model with the best R2 and mean absolute error (MAE) are chosen as the optimal
model, with which the targeted properties of remaining unexplored materials are
predicted for further investigation. More importantly, the above process only relies on
the standard error, which depends on the above five different algorithms, and it is
irrelevant to special materials and targeted properties. Thus, the scheme proposed here
could be widely applicable to improve the performance of regression learning model
for various properties of a broad range of functional materials.
Application to discovery of novel 2D ferroelectric materials
Recently, 2D ferroelectric materials 22-25 have begun to attract great attention due to
their promising applications in ferroelectric nonvolatile memory, 26 ferroelectric field
effect transistor27 and ferroelectric photocatalysts.28 Inspired by the experimentally
synthesized single-layer hexagonal GdAg2, GdAu2 and MgB2, 29-31 here we focus on
the family of 2D HBCs, which could be ferroelectric due to the potential spontaneous
inversion symmetry breaking. For instance, hexagonal CrB2 has been predicted to
possess both ferroelectricity and ferromagnetism.32 In order to evaluate the capability
and validity of above approach, we apply the method to investigate the 2D HBCs
family and discover the ferroelectricity among them. Fig. 2(a) illustrates the
schematic structure of 2D HBCs (MX2, M and X are different atoms), which can be
considered as M atoms (red balls) embedded in hexagonal lattice of X atoms (yellow
balls). As shown in Fig. 2(c), if M atoms are in the hexagonal plane, the structure has
space group P6/mmm (No.191) (Cmmm (No.65) for some materials), which
corresponds to non-polar point groups 6/mmm (or mmm) and we denote it as
“high-symmetric phase”. There are possible spontaneous inversion symmetry
breaking as shown in Fig. 2(b) or 2(d), where M atoms are above or below the
hexagonal plane and d is the vertical distance between M and the hexagonal plane of
X atoms. Meanwhile, the space group reduces to P6mm (No. 183) (or Cmm2 (No.
35)), which corresponds to polar point groups 6mm (or mm2), and we denote it as
“low-symmetric phase”. High-symmetric phase and low-symmetric phase correspond
to paraelectric phase and ferroelectric phase, respectively. Based on the above 2D
HBCs prototype, we generate diverse 2D HBCs in our practice by replacing M atoms
and X atoms by 50 elements across the periodic table (see Table S1). Note that MX2
and XM2 structures are stoichiometrically inequivalent and there are total 2450 MX2
structures. Data cleaning is a method to ensure the consistency of data by removing
abnormal and unnecessary data before machine learning training. By performing a full
relaxed geometric structure optimization, we discovered that two X atoms of 315
structures in 2450 MX2 are not sitting on the same plane, resulting in that they do not
possess a hexagonal lattice (see Fig. S1), and thus we only considered the remaining
2135 MX2 structures as a total dataset to ensure the consistency of data.
213 of 2D HBCs are randomly selected as the initial training/test dataset for
training initial regression learning model. These materials are described with 22 initial
features (listed in Table S2), and their optimized geometric structures and electric
polarization are calculated by using Vienna ab initio simulation package (VASP) 33
(the details of calculations can be found in supplementary information). With the
voting data-driven method described above, an iterative scheme is introduced to
obtain the high-precision model. Fig. 3(a) shows the performance of model at each
iteration for five different algorithms. Obviously, R2 obviously increases and MAE
decreases with the increase of iterations, revealing that the voting data-driven scheme
indeed improves the performance distinctly. At the 15th iteration, the R2 of GBR
model converges at the highest value (0.872) with the lowest MAE (0.040) (Figs.
3(a)), which corresponds to the optimal model comparing with others regression
models, indicating that to enhance the accuracy of the regression model is reliable.
The way to reduce the complexity of machine learning model is to choose a
suitable number of features that could perfectly reflect the properties of materials. We
utilized the GBR algorithm to perform a feature reduction engineering, in which the
features with less impact are successively excluded (see Fig. S4) and found that 16
features are sufficient to construct the optimal feature space with the highest R2 (0.883)
and the lowest MAE (0.038) of the model (Fig. 3(b)) of the model. The optimal
features mainly include the displacements (d) and 15 element-related properties of
constituent atoms, i.e., orbital radii of the inner valence electron, rM(in) and rX(in);
orbital radii of the outer valence electron, rM(out) and rX(out); the electronegativities
(Martynov-Batsanov scale34), EM and EX; ionization energies, IEM and IEX; the
number of valence electron, nM and nX; ionic radii, rM and rX; ionic polarizability of M,
PM; the number of inner valence electron of M, nM(in), and structural factor features to
distinguish two different MX2 and XM2 structures, Sf =
rM+rX
2rX
, where rM and rX are ion
radii for M and X, respectively (see Table S2 for details). Then we acquire the
importance of features by GBR algorithm, and the results reveal that d and Sf play
the most critical roles in determining the polarization, followed by rX(in) and rX(out) (Fig.
3(c)). Fig. 3(d) shows Pearson correlation coefficient matrices, which indicate the
positive and negative correlations between feature pairs. Interestingly, IEM has highly
negative correlation with rM(out), which is consistent with the case that larger IEM
implies the decreasing ability to lose outer valence electrons, resulting in smaller
rM(out).
To evaluate the validity of our new method, we applied the obtained optimal model
to predict the electric polarization of the remaining 1472 materials. As illustrated in
Fig. 3 (e), the comparison between the voting data-driven regression
learning-predicted and DFT-calculated results reveal that the R2 and MAE are 0.854
and 0.029, respectively, which are consistent well with that of the optimal model on
the training/test dataset. Figure 3 (f) shows that the absolute errors of more than 80%
of the materials are within +0.05 eÅ/ unit cell. These results prove that the validity of
the above method is very reasonable. We also compared the performance of our
method with GBR (without using the voting data-driven method) and found that the
R2 of our method is larger than the latter (Table S3), suggesting that our method could
indeed improve the performance. Apparently, we may conclude that the voting
data-driven regression learning method provides a reliable scheme to improve the
performance of regression model and a feasible way to accelerate searching for
advanced functional materials with a reasonable accuracy.
Actionable information extraction
Unlike supervised machine learning that makes accurate predictions for the targeted
materials properties or labels through training on dataset with existing properties or
labels, unsupervised machine learning could draw boundaries between different
clusters and extract information from the features regardless of whether the properties
or labels exist or not, such as agglomerative hierarchical clustering algorithm (AHC)
35 and principal component analysis (PCA)36, etc. AHC can identify the candidates
similar to the cluster with high ionic conductivity through training on all materials
containing lithium ion, 37 and PCA could extract actionable information for phase
transition38 and magnetoelectric effect.39 We utilized AHC method to train a
bottom-up clustering model of 2135 2D HBCs with only features based on
element-related properties of the constituent atoms. It turns out that this large family
can be classified into three clusters, as shown in Fig. 4 (a). Specially, the clustering
shows a good quality as the materials in the same group have similar characteristics,
and different clusters are well distinguished (Fig. S9(l)). In Fig. 4(b), the violin plot of
polarization for cluster I shows obviously high polarizations while that of clusters II
and III have similar shapes and low polarizations. We reduced the three clusters into
two groups, i.e., the high polarization cluster I and low polarization clusters II and III.
To check the robustness of clustering, we also adopted K-means clustering
algorithm40 and Gaussian mixture model clustering algorithm 41 to cluster 2135 2D
HBCs with the same features as AHC. Although the principles of the three clustering
algorithms are different, the results are almost consistent with each other (Fig. S7),
indicating the strong robustness of the unsupervised learning clustering of high
polarization and low polarization materials using only the features based on
element-related properties.
The key of PCA is to find a new set of feature vectors that capture the most
essential information by linearly combining initial features with weights, i.e., the
‘principal components’, and from which the actionable information can be extracted.
To obtain concise and essential ‘principal components’, we need to reduce the number
of inputting initial features for PCA. Since the unsupervised learning algorithm such
as PCA cannot give out the importance of features, we train a new regression learning
model to obtain the importance with only the features based on element-related
properties by GBR algorithm (Figs. S8 and S9). After a feature reduction engineering
aiming at the target of best clustering quality, we obtained a new optimal feature space
only containing 13 most important features (see supplemental information for details
of the features). Then we utilized the PCA technique to capture the essential
information and extract two principle components, which are constructed by linear
combinations of weighted contributions of the 13 features based on element-related
properties, thereby significantly reducing the dimensionality of the dataset from
thirteen to two. Fig. 4(c) shows the reduced two-dimensional feature space, in which a
distinct boundary between cluster I and cluster II/III materials can be observed.
Besides, the boundary line is nearly vertical to Component1, implying that
Component1 has much greater influence on polarization than Component2. The
polarization versus the Component1 for 2135 2D HBCs materials (see Fig. S10) also
reveals that the polarizations roughly increase with the increase of Component1.
Component1 can be expressed as 0.785PM − 0.126PX + 0.002EX − 0.01EM +
0.530rM out − 0.084rX out − 0.017nM + 0.003nX , revealing that if PX , EM , nM , and
rX out decrease, and PM , EX , nX , and rM out increase, then Component1 and
polarization will increase. In short, Component1 shows how these element-related
properties of the constituent atoms affect the polarization, which overcomes the black
box nature of supervised learning models. The sure independence screening and
sparsifying operator (SISSO) is a supervised learning algorithm that can also extract
critical information based on the compressed sensing technique.42 We have also tried
the SISSO algorithm and found that PCA algorithm shows better performance here in
the classification of materials with high and low polarizations (Fig. S11). The
unsupervised learning method adopted here provides a reliable way to extract the
actionable or chemical information for designing other functional materials.
Ferroelectrics
As shown in the bottom panel of Fig. S2, we screened out 38 stable ferroelectrics
with the criteria of polarization above 0.015 eÅ /unit cell and verified the dynamical
stabilities using the finite displacement method using a 5×5×1 supercell.43 To the end,
we investigated systematically the electronic structures of all 38 ferroelectric HBCs
by using the hybrid functional based on the Hyed-Scuseria-Ernzerhof
exchange-correlation functional, 44 finding 31 metals and 7 semiconductors (more
properties can be found in Table S4). We further calculated the energy versus
polarization profiles under different perpendicular electric fields for HgPt2 and YAu2
(Figs. S20), and the results show 1.0 and 0.8 V/Å could be the critical reversible
electric fields, respectively, which are nearly the same order of magnitude as that of
2D In2Se3 (0.66 V/Å), 22 suggesting their electric polarizations could be reversed by a
proper vertical external electric field.
To understand why some ferroelectrics MX2 composed by two types of metal atoms
are semiconductors, we employed the SISSO algorithm and obtained a new feature
for identifying ferroelectrics as metals or semiconductors (Fig. S13 (a)). The feature
has the form Feature1 = (nX in × IEM)/(nM + nX) , where nX in and nX are the
number of inner valence electrons and valence electrons of X atoms, respectively, and
IEM and nM are ionization energy and the number of valence electrons for M atoms,
respectively. More importantly, we discovered that the probability to become a
ferroelectric semiconductor increases when Feature1 increases (Fig. S13 (b)). If nM
and nX of a ferroelectric material decrease while IEM increases, the number of total
valence electrons of the material and the ability to lose electrons of M atoms will
decrease, resulting in the decrease of the number of itinerant electrons that shows
more ionic bonding character between M and X atoms, and thereby they could be
more likely to be semiconductors.
Ferroelectric metals
In 1965, Anderson and Blount firstly proposed the concept of ‘ferroelectric metal’,
pointing out that the electric polarization may appear in certain martensitic transitions
due to the inversion symmetry breaking, in contrast to the conventional belief that
ferroelectricity and metallicity could not coexist in a metal because conducting
electrons of metals always screen out the internal electric dipole moment.45 Recently,
the coexistence of ferroelectricity and metallicity have been observed experimentally
in two or three layers WTe2, 46 and 2D CrB2, CrN,32 and some 2D bimetal phosphates
ferroelectric metals 13 were also predicted. The above 31 ferroelectric metals can be
divided into two groups (Group M and X) according to the observation that the
conducting electrons densities ρ    (partial electron densities within energy range
|E− Ef|< 0.05 eV, and the details can be found in supplementary information) mainly
distribute around M or X atoms (Table S4). Here, we focus on YAl2 and CaRh2 as
typical examples of Group M and X, respectively. In Figs. 5 (a) and (b), the energy
bands of YAl2 and CaRh2 are crossing the Fermi level, indicating that they are metals.
In Figs. 5 (c) and (d), the projected electronic density of states (PDOS) reveal that the
electronic states at the Fermi level are mainly contributed by the d-orbital electrons of
Y atoms and Rh atoms, respectively. As shown in Figs. 5 (e) and (f), ρ    of YAl2
and CaRh2 exhibits a typical d-orbital character of Y atoms and Rh atoms,
respectively, which are both accordance with the observations from their PDOS. To
visualize the conducting electron density on x-y plane, we define a ‘reduced’
conducting electron density ρ   th = ρ     t  i.e., integrating ρ    over the z
direction. As illustrated in Figs. 5(g) and (h), the ‘reduced’ conducting electron
density (the blue surfaces) reveals clearly that the conducting electrons are mainly
distributed around Y atoms and Rh atoms, respectively. Besides, to describe the
spatial distribution of electrons that contribute to the electric polarization, a ‘reduced’
charge density difference ρ   th = ρ     − ρ      t  was also introduced,
where ρ     and ρ     are the total electron densities of a ferroelectric material
in ferroelectric and paraelectric phases, respectively. Thus, we term ρ   th as the
reduced ‘FE-PE electron density difference’ because it can clearly reflect the net
electron density related to the electronic contribution to polarization. As shown by the
red surfaces in Figs. 5(g) and (h), ρ   th exhibits an oscillating behavior and
displays the spatial distribution of polarization in overall x-y plane. It is critical to note
that for both materials ρ   th deviates obviously from that of ρ   th in x-y plane,
i.e., the conducting electrons and ‘FE-PE electrons density difference’ are spatially
separated in x-y plane (Figs. 5 (g) (h)), clearly manifesting the underlying mechanism
of the coexistence of ferroelectricity and metallicity in these 2D metals, which is
different from the spatial separation of 2D bimetal phosphates that occurs in the z
direction.13
To understand why the conducting electrons are mainly distributed either around M
atoms (Group M) or X atoms (Group X), we adopted the SISSO algorithm and
acquired a new feature to identify which ferroelectric metals belong to Group M or
Group X (Fig. S17), say, Feature2 = rX in − rX /(EM − EX) , where rX in and rX
are the orbital radius of inner valence electrons and ionic radius of X atoms,
respectively, EM and EX are the electronegativities of M and N, respectively.
Interestingly, when EM is smaller than EX, the ability to attract electrons of M atoms
is weaker than that of X atoms, where electrons are mainly distributed around X
atoms, resulting that ‘FE-PE electron density difference’ is also mainly predominant
around X atoms. Thus, the conducting electrons primarily distribute around M atoms
according to the spatial separation and the ferroelectric metal will belong to Group M,
otherwise, they belong to Group X. The conducting electrons mainly distribute around
the atoms that usually have weaker electronegativity, while the low-density areas
appear around another atoms (Figs. 5 (e) and (f)), implying that the conducting
electrons do not completely exclude the external electric fields, which thus rationalize
the coexistence of ferroelectricity and metallicity.
Conclusion
In summary, we presented a new voting data-driven regression learning method,
which only depends on the vote of different regression learning algorithms and could
be generally used to enhance the performance of regression learning model for
discovery of a broad range of advanced functional materials. With this method, we
showed that the performance of the regression learning model for acquiring the
electric polarizations of 2D HBCs can be indeed dramatically improved with only
limited training dataset. Based on the high-precision regression learning model, we
screened out 38 stable ferroelectric materials including 31 ferroelectric metals and 7
ferroelectric semiconductors from 2135 HBCs. In addition, by using the unsupervised
machine learning, we succeeded in clustering the materials with high and low
polarizations and obtained an actionable principle component for polarization, which
elaborates how the number and orbital radius of valence electrons, ionic polarizability,
and electronegativity of constituent atoms affect practically the electric polarization, a
key character of ferroelectric materials. We applied the SISSO algorithm to obtain the
novel interpretable descriptors for exposing the underlying mechanism of the origin
and characteristics of metallicity, which contain the number of valence electrons and
electronegativity of constituent atoms. Our approach provides an efficient and
accurate but yet successful strategy that may greatly alleviate the shortage of the
available materials data nowadays, which could dramatically accelerate to develop a
wide of advanced functional materials.
Methods
The density functional theory first-principles calculations are performed by
projected augmented wave (PAW)47 implemented Vienna ab initio simulation
package (VASP).33 The exchange-correlation interactions are treated using
Perdew-Burke-Ernzerhof generalized gradient approximation (PBE-GGA).48 The
cut-off energy of 450 eV was set for the plane-wave basis and 10 × 10 × 1 k-points are
used to sample the Brillouin zone. The convergence criteria were 1×10−6 eV for the
energy difference in the electronic self-consistent calculation and 1×10−3 eV/Å for the
residual forces on lattice geometries and atomic positions. All electronic structures are
calculated by using the hybrid functional based on the Hyed-Scuseria-Ernzerhof
exchange-correlation functional.44 Meanwhile, the on-site Coulomb correlated
potential for 3d, 4d and 5d transition metals were chosen as U = 4 eV, 2.5 eV and 0.5
eV, respectively, which are reasonable for them,49, 50 thus, the electronic structures
calculations were also performed by PBE-GGA+U.
Acknowledgements
This work is supported in part by the National Key R&D Program of China (Grant No.
2018YFA0305800), the Strategic Priority Research Program of CAS (Grant No.
XDB28000000), the NSFC (Grant No. 11834014), Beijing Municipal Science and
Technology Commission (Grant No. Z191100007219013), and University of Chinese
Academy of Sciences. The calculations were performed on Era at the Supercomputing
Center of Chinese Academy of Sciences and Tianhe-2 at National Supercomputing
Center in Guangzhou.
Author contributions
Qing-Bo Yan and Gang Su conceived the project and supervised the research.
Xing-Yu Ma performed all calculations. Xing-Yu Ma, Qing-Bo Yan, and Gang Su
developed the voting data-driven regression machine learning model, analyzed the
results, and wrote the manuscript. Hou-Yi Lyu, Xue-Juan Dong, Zhen Zhang, and
Kuan-Rong Hao participated in the discussion.
Competing interests
The authors declare that they have no conflict of interest.
References
(1) Hautier, G.; Fischer, C. C.; Jain, A.; Mueller, T.; Ceder, G. Finding nature’s
missing ternary oxide compounds using machine learning and density functional
theory. Chem. Mater. 2010, 22, 3762–3767.
(2) Le, T.; Epa, V. C.; Burden, F. R.; Winkler, D. A. Quantitative structure-property
relationship modeling of diverse materials properties. Chem. Rev. 2012, 112,
2889–2919.
(3) Burger, B.; Maffettone, P. M.; Gusev, V. V.; Aitchison, C. M.; Bai, Y.; Wang, X.;
Li, X.; Alston, B. M.; Li, B.; Clowes, R.; et al. A mobile robotic chemist. Nature 2020,
583, 237-241.
(4) Lu, S.; Zhou, Q.; Ouyang, Y.; Guo, Y.; Li, Q.; Wang, J. Accelerated discovery of
stable lead-free hybrid organic-inorganic perovskites via machine-learning. Nat.
Commun. 2018, 9, 3405.
(5) Balachandran, P. V.; Young, J.; Lookman, T.; Rondinelli, J. M. Learning from
data to design functional materials without inversion symmetry. Nat. Commun. 2017,
8, 14282.
(6) Isayev, O.; Oses, C.; Toher, C.; Gossett, E.; Curtarolo, S.; Tropsha, A. Universal
fragment features for predicting properties of inorganic crystals. Nat. Commun. 2017,
8, 15679.
(7) Panapitiya, G.; Avenda o-Franco, G.; Ren, P.; Wen, X.; Li, Y.; Lewis, J. P.
Machine-Learning Prediction of CO Adsorption in Thiolated, Ag-Alloyed Au
Nanoclusters. J. Am. Chem. Soc. 2018, 140, 17508-17514.
(8) Sun, Wenbo, et al. Machine learning–assisted molecular design and efficiency
prediction for high-performance organic photovoltaic materials. Sci. Adv. 2019, 5,
eaay4275.
(9) Ma, X. Y.; Lewis, J. P.; Yan, Q. B.; Su, G. Accelerated Discovery of
Two-Dimensional Optoelectronic Octahedral Oxyhalides via High-Throughput Ab
Initio Calculations and Machine Learning. J. Phys. Chem. Lett. 2019, 10, 6734−6740.
(10) Lu, S.; Zhou, Q.; Guo, Y.; Zhang, Y.; Wu, Y.; Wang, J. Coupling a Crystal
Graph Multilayer Descriptor to Active Learning for Rapid Discovery of 2D
Ferromagnetic Semiconductors/Half-Metals/Metals. Adv. Mater. 2020, 32, 2002658.
(11) Severson, Kristen A., et al. Data-driven prediction of battery cycle life before
capacity degradation. Nature Energy 2019, 4, 383.
(12) Granda, J.M., Donina, L., Dragone, V. et al. Controlling an organic synthesis
robot with machine learning to search for new reactivity. Nature 2018, 559, 377–381.
(13) Ma, X. Y.; Lyu, H.; Y.; Hao., K. R.; Zhao, Y. M.; Qian., X.; Yan, Q. B.; Su, G.
Large Family of Two-Dimensional Ferroelectric Metals Discovered via Machine
Learning. Sci. Bull. 2020.
(14) Tran, K.; Ulissi, Z. W. Active Learning across Intermetallics to Guide Discovery
of Electrocatalysts for CO2 Reduction and H2 Evolution. Nat. Catal. 2018, 1, 696-703.
(15) Zhou, Q., Lu, S., Wu, Y., Wang, J. Property-Oriented Material Design Based on
a Data-Driven Machine Learning Technique. J. Phys. Chem. Lett. 2020, 11, 10,
3920–3927.
(16) Kohn, W.; Sham, L. J. Self-consistent equations including exchange and
correlation effects. Phys. Rev. 1965, 140, A1133.
(17) Friedman, J. H. Greedy function approximation: a gradient boosting machine.
Ann. Stat. 2001, 29, 1189–1232.
(18) Freung, Y.; R. Shapire. A decision-theoretic generalization of on-line learning
and an application to boosting. J. Comput. Syst. Sci 1997, 55, 119-139.
(19) Breiman, L. Bagging predictors. Mach. Learn. 1996, 24, 123-140.
(20) Liaw, A.; Matthew W. Classification and regression by random Forest. R news
2002, 2, 18-22.
(21) Guolin, K.; Qi, M.; Thomas, F.; Taifeng, W.; Wei, C.; Weidong, M.; Qiwei, Y.;
Tie-Yan, L. LightGBM: A Highly Efficient Gradient Boosting Decision Tree.
Advances in Neural Information Processing Systems 2017, 30, 3149-3157.
(22) Ding, W.; Zhu, J.; Wang, Z.; Gao, Y.; Xiao, D.; Gu, Y.; Zhang, Z.; Zhu, W.
Prediction of intrinsic two-dimensional ferroelectrics in In2Se3 and other III2-VI3 van
der Waals materials. Nat. Commun. 2017, 8, 14956.
(23) Wu, M.; Zeng, X. C. Intrinsic ferroelasticity and/or multiferroicity in
two-dimensional phosphorene and phosphorene analogues. Nano Lett. 2016, 16,
3236-3241.
(24) Liu, Fucai, et al. Room-temperature ferroelectricity in CuInP2S6 ultrathin flakes.
Nat. Commun. 2016, 7, 1-6.
(25) Shirodkar, S. N.; Waghmare, U. V. Emergence of ferroelectricity at a
metal-semiconductor transition in a 1 T monolayer of MoS2. Phys. Rev. Lett. 2014,
112, 157601.
(26) Chang, K.; Liu, J.; Lin, H.; Wang, N.; Zhao, K.; Zhang, A.; Jin, F.; Zhong, Y.;
Hu, X.; Duan, W.; et al. Discovery of robust in-plane ferroelectricity in atomic-thick
SnTe. Science 353, 274-278 (2016).
(27) Si, M., Saha, A.K., Gao, S. et al. A ferroelectric semiconductor field-effect
transistor. Nat. Electron 2019, 2, 580–586.
(28) Li, Bo., et al. Ferroelectric-field accelerated charge transfer in 2D CuInP2S6
heterostructure for enhanced photocatalytic H2 evolution. Nano Energy 2020, 104972.
(29) Ormaza, M.; et al. High temperature ferromagnetism in a GdAg2 monolayer,
Nano Lett. 2016, 16, 4230.
(30) Fang, B; et al. Discovery of Weyl Nodal Lines in a Single-Layer Ferromagnet.
Phys. Rev. Lett. 2019, 123, 116401.
(31) Bekaert, J; et al. Free surfaces recast superconductivity in fewmonolayer MgB2:
Combined first-principles and ARPES demonstration. Sci. Rep. 2017, 7, 14458.
(32) Luo, W.; Xu, K.; Xiang, H. Two-dimensional hyperferroelectric metals: A
different route to ferromagnetic-ferroelectric multiferroics. Phys. Rev. B 2017, 96,
235415.
(33) Kresse, G.; Furthmüller, J. Efficient iterative schemes for ab initio total-energy
calculations using a plane-wave basis set. Phys. Rev. B 1996, 54, 11169–11186.
(34) Martynov, A. I.; Batsanov, S. S. Dielectric Methods of Studying the Chemical
Bond and the Concept of Electronegativity. Russ. Chem. Rev. 1982, 51, 684−697.
(35) Murtagh, F.；Legendre, P. Ward’s hierarchical agglomerative clustering method:
which algorithms implement Ward’s criterion? J. Classfic. 2014, 31, 274–295.
(36) Friston, K. J.; Frith, C. D.; Liddle, P. F.; Frackowiak, R. S. J. Functional
connectivity: the principal-component analysis of large (PET) datasets. J. Cereb.
Blood Flow Metab. 1993, 13, 5-14.
(37) Zhang, Y., He, X., Chen, Z. et al. Unsupervised discovery of solid-state lithium
ion conductors. Nat. Commun. 2019, 10, 5260.
(38) Li, L.; Yang, Y.; Zhang, D.; Ye, Z. G.; Jesse, S.; Kalinin, S. V.; Vasudevan, R.
K. Machine learning–enabled identification of material phase transitions based on
experimental data: Exploring collective dynamics in ferroelectric relaxors. Sci. Adv.
2018, 4, eaap8672.
(39) Trivedi, H., Shvartsman, V. V., Medeiros, M. S., Pullar, R. C., & Lupascu, D. C.
(2018). Sequential piezoresponse force microscopy and the ‘small-data’problem. npj
Comput. Mater. 2018, 4, 1-7.
(40) Arthur, D.; Vassilvitskii, S. k-means++: The advantages of careful seeding.
Stanford 2006.
(41) Reynolds, D. A. Gaussian Mixture Models. Encyclopedia of biometrics 2009,
741.
(42) Ouyang, R.; Curtarolo, S.; Ahmetcik, E.; Scheffler, M.; Ghiringhelli, L. M.
SISSO: A Compressed-sensing Method for Identifying the Best Low-dimensional
Descriptor in an Immensity of Offered Candidates. Phys. Rev. Mater. 2018, 2,
083802.
(43) Parlinski, K.; Li, Z. Q.; Kawazoe, Y. First-principles determination of the soft
mode in cubic ZrO2. Phys. Rev. Lett. 1997, 78, 4063–4066.
(44) Heyd, J.; Scuseria, G. E.; Ernzerhof, M. Hybrid Functionals Based on a
Screened Coulomb Potential. J. Chem. Phys. 2003, 118, 8207-8215.
(45) Anderson PW, Blount EI. Symmetry considerations on martensitic
transformations: ‘ferroelectric’ metals? Phys. Rev. Lett. 1965, 14, 217-219.
(46) Fei, Zaiyao, et al. Ferroelectric switching of a two-dimensional metal. Nature
2018, 560, 336.
(47) Blöchl PE. Projector augmented-wave method. Phys. Rev. B 1994, 50,
17953-17979.
(48) Perdew, J. P.; Burke, K.; Ernzerhof, M. Generalized gradient approximation
made simple. Phys. Rev. Lett. 1996, 77, 3865–3868.
(49) Dong X. J., You J. Y., Gu B., et al. Strain-induced room-temperature
ferromagnetic semiconductors with large anomalous hall conductivity in
two-dimensional Cr2Ge2Se6. Phys Rev Appl 2019, 12,014020.
(50) You J. Y., Zhang Z., Gu B., et al. Two-Dimensional room-temperature
ferromagnetic semiconductors with quantum anomalous hall effect. Phys Rev Appl
2019, 12, 024063.
Figure 1. The training and prediction projects of voting data-driven regression
learning method. The cylinders represent different datasets. Red, cyan, green, brown
and purple represent the gradient boosting regression (GBR), adaboost regression
(ABR), bagging (Bagging), random forest regression (RFR) and light gradient
boosting machine (LGBM) algorithms, respectively. “Max standard error dataset”
represents the top 30 dataset with maximum standard errors, which are evaluated by
the predicted values of the above five regression learning algorithms.
Figure 2. Schematic structure of 2D hexagonal binary compounds (MX2, the M and X
atoms are different atoms). (a) Top view. The yellow parallelogram indicates the unit
cell and gray dash lines denote a honeycomb lattice formed by X atoms. (c) Side view
of the high-symmetry phase. (b) and (d) Side views of low-symmetry phases with
different polarization directions. d is the vertical relative displacement between M
atoms and X atoms. The blue arrows (up/down) indicate the directions of out-of-plane
electric polarization (P). The red and yellow balls represent M atoms and X atoms,
respectively.
Figure 3. The results of voting data-driven regression learning model, importance and
correlation of 16 optimal features. (a) The results of voting data-driven regression
learning model. (b) The fitting results of the polarizations between DFT-calculated
values and ten-fold cross-validation predicted values for the training/test dataset. (c)
Features are ranked with importance using GBR algorithm. (d) Statistical heat map
shows the correlation of these features. (e) The fitting results of the polarization
between the DFT-calculated values and the voting data-driven regression learning
model predicted ones for predicting dataset (1472 materials). The reliability of the
model is evaluated by the coefficient of determination (R2) and the mean absolute
error (MAE). The red line is the fitting curve and the gray dash line is the guidance
line whose prediction error is zero. (f) Fraction of materials according to their errors
between the voting data-driven regression learning-predicted and DFT-calculated
polarizations.
Figure 4. Unsupervised machine learning (UML) clustering of 2135 HCBs. (a)
Bottom-up tree dendrogram of three clusters of 2135 HCBs obtained using the
agglomerative hierarchical clustering algorithm. The dashed line shows the position
where all materials are partitioned into three clusters, marked as I–III from left to
right in different colors. The spectral line maps the dendrogram to the polarization,
showing the clustering of 2135 HCBs. The color bar shows the scale of polarization.
(b) Violin plots of polarization of three clusters. The outer shells of the violins bound
all data, where the width represents the number of materials, narrow horizontal lines
bound 95% of the data, thick horizontal lines bound 50% of the data, and white dots
represent medians, respectively. (c) Visualization of all materials in the two principle
components by PCA method (cluster I: green, cluster II/III: red). The black line
represents the boundary of classification. Note that the two components are linear
combinations of the weighted contributions of the element-related properties of
constituent atoms.
Figure 5. Electronic properties of two ferroelectric metals: YAl2 and CaRh2. (a) and (b)
Band structures at PBE+U level for two materials. (c) and (d) Projected density of
states (PDOS). (e) and (f) Schematic views of partial electron densities within the
energy range |E− Ef|< 0.05 eV, i.e., ρc r  , respectively. (g) and (h) Blue surface
indicates the reduced partial electron density ρc(x,y), and red surface indicates the
reduced “FE-PE electron density difference” ρp(x,y), where the x and y axis denote the
spatial x and y coordinates the same as the geometrical structures in (e) and (f).
