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ABSTRACT 
 
 
The Indonesian government has proposed energy conservation and renewable energy 
as the main strategies to decarbonise the electricity sector. Energy conservation is 
expected to reduce 17% of total energy consumption at business as usual projections 
by 2025 while renewable energy is anticipated to grow from 20.3 million tonnes of oil 
equivalent (MTOE) in 2015 to 92.2 MTOE by 2025. Nevertheless, the implementation 
of these strategies has been hindered by recent unexpected policy changes. In 2017, 
the country withdrew its energy conservation regulations to solve financial problems 
caused by low electricity demand growths and overinvestment in new power plants. 
Similarly, the premium feed-in tariffs (FIT) for pulling up renewable energy investments 
had been slashed to provide tariffs that are lower than the fossil-fuelled electricity 
generation costs. This was a direct response to low electricity tariffs resulting from solar 
farm auctions in Dubai and electricity subsidy constraints. These circumstances forced 
a reboot of clean energy policies in Indonesia.  
This research was undertaken to seek and define more effective and efficient clean-
energy policy options using a diverse methodology approach consisting of a systematic 
literature review, time-series analysis, renewable energy projection evaluations, and 
hybrid energy models for distributed and centralised renewable energy systems. The 
systematic literature review discussed various renewable energy policies that are 
globally practised in on- and off-grid systems. The review also identified structural 
differences between developed and developing countries and the implications of using 
analytical tools for developing countries. The autoregressive distributed lag (ARDL) 
model, a time-series analysis, is used to understand the nexus of electricity demands, 
incomes and electricity prices in the residential, industrial, and commercial sectors. In 
addition, urbanisation and the number of electricity customers (representing dynamic 
transitions in developing countries) were used as control variables. 
Regarding renewable energy, their projection errors in developed countries were 
analysed to comprehend the most achievable renewables target and inaccurate 
assumptions applied in the projections. Thereafter, two hybrid energy models were 
developed which combined techno-economic analysis (TEA), input-output analysis 
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(IOA) and life-cycle analysis (LCA) to assess the impact of proposed policies to the 
economy and natural environment. The first model, called the Agent-based Renewables 
model for Integrated Sustainable Energy (ARISE), used socioeconomic data to estimate 
photovoltaic (PV) market potential emerged from alternative policy interventions. The 
second model, Power Generator – Agent-Based Modelling (PowerGen-ABM), included 
linear programming (LP) approach to optimise power plant expansions in 15 main 
electricity systems under emission reduction targets. PowerGen-ABM uses the results 
of the ARDL estimations and the evaluations of renewable energy projections. 
The findings suggested several policy implications on electricity demand and supply 
sides. The ARDL estimations revealed that electricity demands in all sectors during the 
period from 1969 to 2015 were significantly affected by income and urbanisation. This 
finding provided an opportunity for controlling electricity demand growth by mitigating 
urbanisation effects, e.g., higher electrical appliance ownership. Evaluation of the 
renewable energy projections concluded that solar energy has the lowest level of 
uncertainty as it has the most reachable capacity projections. However, other renewable 
energies entail policies that are more effective, and further researches are needed for 
the advancement of reliable technology and accurate weather predictions. This thesis 
also provided ranges for the projection uncertainties of six renewable energy 
technologies, drawing attention to ways that the dominant errors in these renewable 
energy projections may be rectified. The results of the ARISE simulations indicated that 
it would be beneficial to scrap the PV donor gift policy for rural households without 
electricity access, and instead to improve the production efficiency of the PV industry 
and establish after-sales services and rural financing institutions. Net metering is the 
most effective policy for encouraging those in urban areas to invest in PV in a climate 
where fossil energy prices are on the rise while PV prices are dropping. Lastly, the 
PowerGen-ABM simulations recommended the utilisations of geothermal, large hydro, 
micro-hydro, and wind energy as these are the most cost-effective technologies that can 
be used to meet emission reduction targets.  
This research offered two contributions to existing literature in renewable energy 
systems and modelling. The ARDL estimations addressed the limitations of previous 
studies, which could not verify co-integrated relationships between electricity demand, 
income and electricity prices in Indonesia. Moreover, to the best of author’s knowledge, 
ARISE is the first energy model that integrates the triple bottom line of the economy - 
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energy - environment (E3) to social behaviour analysis. PowerGen-ABM is also the first 
energy model that implements linear programming and E3 in the agent-based modelling 
(ABM) framework for analysing optimal expansions of power plants. As a pioneering 
model, ARISE and PowerGen-ABM have potentials to benefit from further 
improvements and integration of ARISE to PowerGen-ABM.   
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1 
 INTRODUCTION 
 
 
1.1 Emission Reductions and Renewable Energy in Indonesia 
Indonesia has long been committed to reducing global greenhouse gas (GHG) 
emissions (i.e., carbon dioxide (CO2), methane (CH4) and nitrous oxide (N2O)). Its first step 
was joining the United Nations Framework Convention on Climate Change in 1994; this was 
followed by ratifying the Kyoto Protocol in 2004 and committing for emission reductions. The 
primary target for emission reductions lies in the energy sector, which was the second highest 
emitting sector after agriculture and forestry sectors in 2010. The energy sector is projected to 
have the highest growth rate and energy-related emissions in 2030, estimated to be more than 
three times the levels emitted in 2010 (GOI, 2016). Total national emissions for 2030 under 
business as usual (BAU) scenario are projected to be around 2,869 million tonnes of carbon 
dioxide equivalent (MtCO2e), with the energy sector being the leading emitter, responsible for 
58% of total emissions. The emission reduction target for the energy sector is 314 MtCO2e, or 
398 MtCO2e with foreign support. This target is equivalent to 11% and 14% of the total 
emissions for 2030 (GOI, 2016).  
One of the major emission sources in the energy sector comes from the use of coal, a 
carbon-intensive but low-cost fuel with abundant domestic reserves. The Indonesian 
government has prioritised the development of coal-based power plants to reduce the share of 
oil-based power plants, which are commonly operated outside Java Island. Rural electrification 
in Indonesia was first developed in Java Island and then distributed to the outer islands, from 
a small isolated diesel programme in the 1950s to a micro-hydro plant programme in the 
1970s—the funding for which, while initially from foreign aid, came from the local 
government budget (McCawley, 1978). Oil-based power plants have been a priority in the 
acceleration of rural electrification since the Dutch colonisation period (McCawley, 1971). The 
massive development of oil-based power plants caused significant growth in capacity from 
230 MW in 1974 to 784 MW in 1984, 2,128 MW in 1994 and 3,354 MW in 2016. As a result, 
the electrification levels increased from below 10% in 1975 to 89.1% in 2016 (PLN, 2017a, 
McCawley, 1978, WB, 2017b). However, when oil prices suffered heavy increases from 2000 
2 
to 2011, electricity subsidies rose from 302 million USD to 7,538 million USD, to keep 
electricity at affordable prices1 (Ahadi and Al Irsyad, 2012). 
The subsidy burden prompted the Indonesian government to accelerate energy 
diversification in the electricity sector by two Fast Track Programmes (FTP) that massively 
increased the construction of power plants around the country. Initiated in 2006, FTP stage 1 
consisted of 34 units of coal-fuelled power plants, with a total capacity of 9,927 MW. In FTP 
stage 2 launched in 2010, of the 17,458 MW total planned capacity of power plants, the 
capacity of coal-fuelled power plants reached 10,520 MW. Additionally, the programme for 
35,000 MW power plants was started in 2015. In this programme, the government again raised 
the capacity of coal-fuelled power plants by 19,813 MW.  
The decision to use coal has been influenced by its low cost and Indonesia’s substantial 
coal reserve. In 2014, the proven coal reserve was 28 billion tonnes, and the coal production 
reached 458 million tonnes, with 22% of this supply used domestically (BP, 2015). It ranks 
Indonesia as one of the largest coal exporters in the world alongside Australia. Based on current 
coal production, Indonesia’s reserve to production ratio for coal is 61 years, and hence, it could 
secure coal supply for 28.3 gigawatts (GW) new coal-based power plants that have been or 
would be constructed from 2006 to 2019. Consequently, the intensifying use of coal will 
escalate the severity of climate change impacts. The annual growth rates of CO2 in Indonesia’s 
electricity system from 1987 to 2009 was 7.6% (Hasan et al., 2012). On the other side, 
archipelagic countries like Indonesia run higher risks from the effects of climate change such 
as drought and forest fires, shortage of food resources, declining public health, and coastal 
floods (Muis et al., 2015, Tripathi et al., 2016, Herawati, 2015, Wu et al., 2016).   
 Kumar (2016) advocated the use of renewables to decarbonise Indonesia’s electricity 
system. Indonesia is currently aiming to increase its renewable energy share from 5% in 2010 
to 31% of the total primary energy supply of 1,000 million tonnes of oil equivalents (Mtoe) by 
2050 (GOI, 2017b). If the current BAU scenario of electricity generations is maintained, it will 
lead to the emission of 1,000 MtCO2e by 2050. However, if renewable energy targets are 
achieved, CO2e emissions may decline by up to 610 MtCO2e (Kumar, 2016). The ability to 
achieve this target has come into question after Indonesia is currently predicted to fall short of 
its target of 13% renewables share of the total energy supply by 2020. This is easily illustrated 
                                                          
1 The exchange rate is assumed to be IDR 13,000/ USD. 
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by comparing the current geothermal capacity of Indonesia against its target; total geothermal 
energy production was tipped to be 4,340 MW in 2013, but in reality, only reached 1,345 MW.  
Renewable energy was also expected to have an essential role in rural electrification 
programs in Indonesia. The government launched a photovoltaic (PV) program for rural 
electrification in 1995, but it failed due to lack of coordination and capacity. Other renewable 
energy sources that were more suitable for rural villagers were also neglected (Sovacool, 2013). 
Nevertheless, the distribution of PV, as well as other renewable energy equipment, for free to 
rural villagers continues to be carried out by several ministries and institutions, especially 
through the Bright Indonesia Program (i.e., the Program Indonesia Terang) (MEMR, 2017a).  
Since 2016, the Ministry of Energy and Mineral Resources (MEMR) also encourages 
integrated independent power producers (IPPs) to do business in rural areas that lacked access 
to electricity (MEMR, 2016d), but the program has had an insignificant impact. 
Renewable energy is not the ultimate solution to decarbonise the electricity system. 
Though emissions in its operational stage are lower, renewable energy needs more material per 
generation unit compared to fossil energy and, therefore, renewable energy analysis should also 
consider the extracted materials used in its power plant construction (Fthenakis et al., 2009, 
Jacobson and Delucchi, 2011, Harmsen et al., 2013, Hertwich et al., 2014). The utilisation of 
renewable energy in meeting the growing energy demand should be supported by energy 
conservation measures. Government expects energy conservation in residential, commercial 
and industrial sectors to contribute up to 39% of the emission reduction target in the energy 
sector (GOI, 2011). Several econometric studies had estimated factors influencing electricity 
demands in Indonesia; however, they ignore long-run co-integration of used time-series data, 
leading to spurious regression problems (Rachmawati, 2007, Leonard, 2009).  
 
1.2 Research Objectives 
Understanding the complexity of the sustainable energy system is crucial to strengthen 
current renewable energy policies and energy conservation policies in Indonesia. Hence the 
main research question of this study: “what is the effectiveness and efficiency of alternative 
policies in achieving emission reduction targets in the electricity sector?”.  
More specifically, the main objective of this research is “to propose green electricity 
policies that respect various interests i.e., cost feasibility, economic growth, and environmental 
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issues”. This objective is then expounded to a set of specific objectives by answering the 
following specific questions:  
a. The first objective is to identify the approaches, advantages and weaknesses of existing 
analytical tools to analyse clean energy policies with the research questions as follows:  
i. What analytical tools can be used for clean energy policy analysis, and what are 
their advantages and disadvantages? 
ii. How accurate are renewable energy-based electricity generation projections 
generated from energy models? What are the sources of failing to achieve 
renewable energy projections? 
iii. What improvements could be made to current energy modelling approaches? 
b. To propose demand side management policies in the electricity sector, this study asks: 
i. What are the most influential factors governing electricity demands?  
ii. What policies are needed to increase efficiency in electricity demands in each 
sector? 
c. To propose supply-side management policies to decarbonise the electricity sector: 
i. How can economic input-output analysis (IOA), life-cycle analysis (LCA), and 
micro social data aspects be integrated to analyse electricity and renewable 
energy systems?  
ii. How efficient and effective are alternatives to renewable energy policy for rural 
electrifications and distributed electricity systems?  
iii. What is the minimum cost power generation mix required to reach emission 
reduction targets? Is it better than the current power plant expansion plan? 
iv. What are the impacts from achieving emission reduction target on electricity 
generation cost, environmental resources and economic? 
Based on the research questions and objectives, the term “renewable energy” is used in 
the rest of this thesis, which refers to renewable energy for electricity generation, unless stated 
otherwise.  
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1.3 Thesis Structure 
In addition to answering the research questions, this study contributes to energy-
environment-economy (3E) modelling literature as it presents the first energy model that 
combines three approaches, i.e. IOA to evaluate economic impacts, LCA to track emissions 
and extracted material, and micro socioeconomic data in agent-based modelling platform. 
While previous studies are mostly focussed on national or regional levels, this analysis uses 
provincial data on the potential of renewable energy, three different daily electricity loads, and 
analysed households’ characteristics to acquire higher validity of data. Simulation results from 
the provincial level are then accumulated at the national level.  
To support these claims, Chapter 2 reviews the literature on barriers in the deployment 
of renewable energy and available incentive schemes used around the world. It shows that 
developing and developed countries have different tendencies toward renewable energy 
policies. Chapter 2 also presents the differences in both types of countries, which require 
different analytical tools for renewable energy planning. Traditional energy use, dynamic 
transitions, high-income inequality, and informal economy are some characteristics of 
developing countries that may contradict the assumptions of mainstream analytical tools 
established in developed countries. This study found that not all studies accounted for emerging 
issues in developing countries, and therefore tackling these issues will improve the reliability 
of the results gathered. This chapter also extends on previous reviews of energy models for 
developing countries by adding system thinking, life-cycle thinking, and decision support 
analysis.  
Chapter 3 estimates the elasticity of electricity demands in Indonesia. Previous studies 
estimating electricity demand in Indonesia have several weaknesses and consequently, have 
produced unreliable results. Therefore, advanced time series econometrics is used to estimate 
the elasticity of income, electricity price, diesel oil price, urbanisation and number of electricity 
customers in residential, industrial and commercial sectors. The number of electricity 
customers and urbanisation rate represent specific characteristics of low electrification ratio in 
developing countries. Several recommendations for energy conservation policy are discussed 
based on the estimation results.  
Chapter 4 discusses that developed countries, although equipped with various 
incentives and advanced analytical tools, cannot fully achieve their renewable energy targets. 
This finding is derived from the estimations of the accuracy of renewable energy projections 
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in multiple countries to recognise the modelling gaps and challenges in implementing the 
projections. The chapter identifies which renewable energy technologies require further careful 
specifications in energy modelling work.  
Chapter 5 discusses the effectiveness and the efficiency of solar energy policy for 
Indonesia’s rural electrifications and distributed PV systems, which are not actively 
encouraged or incentivised in Indonesia. The analytical tool used in Chapter 5 is the Agent-
based Renewable energy model for Integrated Sustainable Energy (ARISE), an energy model 
integrating micro socioeconomic data of households, IOA, techno-economic analysis (TEA) 
and LCA (Al Irsyad et al., 2018a).  
Chapter 6 estimates electricity generation costs, emissions and renewables shares in 
Indonesia from three scenarios; existing power plant planning, 11% emission reduction and 
14% emission reduction targets. These estimations are conducted in 15 main electricity grid 
systems in Indonesia and have been integrated into four analytical approaches, i.e., linear 
programming, IOA, TEA, and LCA. This study confirms that the emission reduction targets in 
electricity production will increase the average production costs of the State-owned Electricity 
Company (PLN)on national level.  Meanwhile, the effects of emission reduction targets on 
regional electricity production costs vary depending on the availability of dispatchable 
renewable energy resources.  
Chapter 7 summarises analytical frameworks and findings, answers research objectives 
and questions, and discusses potential improvements for further researches.  
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 CURRENT POLICY, ENERGY MODEL REVIEWS, 
SYNTHESIS AND SIGNIFICANCE 
 
 
2.1 Global Renewable Energy Policies 
The need for widespread implementation of renewable energy technologies has become 
a global challenge as countries transition to low carbon, green economies. Around 176 
countries have defined their renewable energy targets, driven by various motivations (REN21, 
2017). Renewable energy technologies are regarded as one pathway to effectively 
decarbonising the energy sector and reducing fossil fuel dependency (Dannenberg et al., 2008, 
Taylor et al., 2014, Ozcan, 2017). For instance, 27 member states of the European Union (EU) 
expect significant increases in renewable energy production, rising from 137 Mtoe in 2010 to 
244.5 Mtoe in 2020 (Beurskens et al., 2011). Developing countries have also played a notable 
role in the global development of renewables. China is the leader in renewable power capacity 
with 647 gigawatts (GW) of the 2195 GW total installed capacity of global renewables in 2017. 
Another prominent developing economy is Indonesia, which is ranked third in geothermal 
power capacity and fifth in biodiesel production (REN21, 2018). Yet, the deployment of 
renewable energy still encounters various barriers that can be grouped into four interrelated 
categories as shown in Table 2.1. 
 The first category comprises economic feasibility and affordability. Renewables are 
known to have high investment costs, including their interconnection costs for renewable 
energy plants in remote areas (Blum et al., 2013, Byrnes et al., 2013, Wang et al., 2010, Painuly, 
2001, Urmee et al., 2009, Delucchi and Jacobson, 2011, Erdinc et al., 2015, Sadorsky, 2012, 
Ahmad et al., 2011, Dulal et al., 2013, Luthra et al., 2015, Nepal, 2012, Prasertsan and 
Sajjakulnukit, 2006). Investment costs are also influenced by economic scale as the renewables 
market in most countries is still small, except in China where global prices for renewables have 
been driven down (Masini and Menichetti, 2013, Dulal et al., 2013, Nepal, 2012, Painuly, 2001, 
Sadorsky, 2012, REN21, 2015). The economic stability of a country positively relates to the 
investment costs, since unsound macro-economic climate will escalate the risks and uncertainty 
of renewable energy investments (Zyadin et al., 2014, Painuly, 2001). Developing countries 
usually allocate subsidies for fossil energy prices instead of pricing the externality of fossil 
energy productions (Blum et al., 2013, Sadorsky, 2012, Zyadin et al., 2014, Ahmad et al., 2011, 
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Dulal et al., 2013, Luthra et al., 2015, Nepal, 2012, Painuly, 2001, Prasertsan and Sajjakulnukit, 
2006). Renewable energy may potentially play a vital role as an energy source in rural areas of 
developing countries, but it is challenged by the low-incomes of rural households, high 
geographical scattering and small electricity demands, which increase the transaction costs. 
There is also an absence of financing access and incentives (Sovacool, 2013, Blum et al., 2013, 
Schmidt et al., 2013, Bhattacharyya, 2013, Luthra et al., 2015, Nepal, 2012, Urmee et al., 2009, 
Byrnes et al., 2013, Delucchi and Jacobson, 2011, Zyadin et al., 2014, Ahmad et al., 2011, 
Dulal et al., 2013, Painuly, 2001, Prasertsan and Sajjakulnukit, 2006, Urmee and Harries, 
2009). International funding, such as loans or clean development mechanisms (CDM), is 
necessary, but such efforts are limited due to high transaction costs and currency exchange 
risks in loan repayments (Schmidt et al., 2013, Ahmad et al., 2011, Bhattacharyya, 2013, 
Sovacool, 2013). 
The second category comprises technology issues that halt renewable energy 
investments. The main technical problems include intermittent supply, technology reliability, 
low efficiency, and low energy density (Erdinc et al., 2015, Byrnes et al., 2013, Delucchi and 
Jacobson, 2011, Goh et al., 2014, Wang et al., 2010, Brouwer et al., 2014, Painuly, 2001, Dulal 
et al., 2013, Luthra et al., 2015, Masini and Menichetti, 2012, Tasri and Susilawati, 2014). 
Solar energy has a specific barrier, particularly in most developing countries, in that solar 
energy supply in the daytime mismatches electricity demands, which peak in the evening 
(Delucchi and Jacobson, 2011). Transmission loss problems may also arise when the location 
of renewables is far away from the centre of the electricity demand (Luthra et al., 2015). These 
problems all ultimately affect the power system stability and, therefore, energy storage, backup 
systems and reserve capacity are required (Blum et al., 2013, Erdinc et al., 2015, Brouwer et 
al., 2014, Luthra et al., 2015). Another sustainability issue for renewables is the need for rare 
earth materials in manufacturing the technology, such as neodymium for permanent magnets 
in wind turbines, and silver for electrodes in PV cells (Jacobson and Delucchi, 2011, Erdinc et 
al., 2015). Further, developing countries face specific technical barriers regarding a lack of grid 
infrastructure and no after-sales services (Byrnes et al., 2013, Dulal et al., 2013, Luthra et al., 
2015). The energy demands of most rural households are relatively low and they are highly 
remote and scattered (Luthra et al., 2015). The expense of providing grid infrastructure and 
after-sales services to these areas is generally prohibitively for countries to maintain. 
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Table 2.1 Barriers in renewable energy development 
Types Global barriers Additional barriers in developing countries 
Economic • High investment costs 
• New interconnection costs  
• Small market size 
• Unstable economic 
conditions 
  
• Unpriced environmental impacts of fossil 
energy productions 
• Competition with subsidised fossil-based 
electricity 
• Low-income, rural households 
• The lack of domestic financing scheme & 
incentives 
• High transaction costs for scattered small 
demand  
• Lack of international supports 
Technical • Intermittent supply  
• Unreliable and inefficient 
technology 
• Low energy density 
• Mismatched supply & 
demand 
• Transmission losses  
• Power system stability 
• Energy storage & reserve 
capacity 
• Particular and rare 
materials 
• Lack of other supporting infrastructures, e.g. 
transmission grid, smart grid 
• Lack of availability and access to spare parts 
for renewable energy technology in rural areas 
• Geographic conditions (remote area, scattered 
small energy demand) 
Social & 
Political 
• Public acceptance: 
technological risk attitudes, 
uncertain benefits 
• Ecological issues (e.g., 
noise pollution, land use 
change) 
• Trade barriers 
• Public acceptance: misperception of 
renewables as a grant, distrust of performance 
and safety 
• Lack of skilled labours 
• Lack of public awareness & society 
engagement 
• Weak political supports, political instability & 
clashing of interests.  
Institutional • The complex and not 
transparent permitting 
process 
• Multi- and contradictive 
policies 
• Frequent policy changes/ 
Policy credibility  
• Lack of regulation and standards 
• Lack of information and data  
• Inadequate research and development activities  
• Weak local capacity & lack of experience  
• Lack of coordination, communication & 
business network 
• The lack of domestic investor networks 
• The centralised industry of renewable energy 
• The monopoly of the electricity market 
 
 Social and political issues have also significantly hampered renewable energy 
development. In developed countries, public concern and issues faced by renewable energies 
include a preference for traditional energy, uncertainty in new technology, uncertainty in 
benefits, visual impacts/aesthetics, lack of local participation, “not in my backyard” arguments, 
faith/ belief, and other environmental impacts (e.g. noise pollution from wind turbine, land use 
change, habitat loss, and water consumption) (Masini and Menichetti, 2013, Ahmad et al., 
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2011, Dulal et al., 2013, Byrnes et al., 2013, Erdinc et al., 2015, Painuly, 2001, Luthra et al., 
2015). On the other hand, changes in land usage have potentially reduced renewable energy 
resources, due to the conversion of potential sites for other human activities (Luthra et al., 
2015). From a political perspective, higher energy costs from renewables threaten national 
industry competitiveness and economic stability (Dannenberg et al., 2008). Consequently, the 
renewables agenda is often synchronised with a country’s industrialisation agenda, to mitigate 
welfare loss using minimum local content regulation, such as in Indonesia (MI, 2012, 
Dannenberg et al., 2008). However, without adequate economic scale and national industry 
competitiveness, such technology import barriers further escalate technology costs. In 
developing countries, the public is more concerned with how locals access and trust renewables 
technology, and there are expectations for grants to provide renewable energy equipment 
(Erdinc et al., 2015, Schmidt et al., 2013, Masini and Menichetti, 2013). The lack of a skilled 
local people, public unawareness, and lack of public engagement also hamper the use of 
renewable energy for rural electrification in developing countries (Byrnes et al., 2013, Schmidt 
et al., 2013, Dulal et al., 2013, Luthra et al., 2015, Painuly, 2001, Prasertsan and Sajjakulnukit, 
2006, Urmee and Harries, 2009, Zyadin et al., 2014). Renewable energy business in developing 
countries also deals with weak political support, political instability, and the clash of various 
interests (Ahmad et al., 2011, Luthra et al., 2015, Dulal et al., 2013). Indonesia provided a clear 
example of these problems, when the premium feed-in tariff (FIT) issued by MEMR conflicted 
with the electricity subsidy reduction agenda by PLN, Ministry of Finance, and Ministry of 
State Enterprises in 2017.    
The last category of barriers is an institutional failure, especially with regulation, which 
is common in both developed and developing countries (Byrnes et al., 2013, Marquardt, 2014). 
Both economies have issues around overlapping, changing, inconsistent and conflicting 
policies, as well as complex and non-transparent permit processes (Byrnes et al., 2013, Zyadin 
et al., 2014, Luthra et al., 2015, Painuly, 2001, Urmee et al., 2009, Urmee and Harries, 2009, 
Tasri and Susilawati, 2014). Investors in renewable energy in developing countries additionally 
face specific barriers such as the lack of regulation, standards, information and data (especially 
data on renewable energy resources) (Schmidt et al., 2013, Dulal et al., 2013, Painuly, 2001, 
Prasertsan and Sajjakulnukit, 2006, Luthra et al., 2015). Cash-strapped countries also 
commonly have an inadequate level of funding for research and development, and a lack of 
local capacity and experience in renewable energy technology (Marquardt, 2014, Ahmad et al., 
2011, Bhattacharyya, 2013, Luthra et al., 2015, Nepal, 2012, Painuly, 2001). Moreover, 
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renewable energy stakeholders in developing countries commonly have poor coordination, 
communication and business networks (Marquardt, 2014, Schmidt et al., 2013, Painuly, 2001, 
Prasertsan and Sajjakulnukit, 2006, Urmee et al., 2009). As a consequence, the renewable 
energy industry is mostly centralised in cities, causing ineffective and inefficient management 
of renewable energy power plants in remote regions (Schmidt et al., 2013, Nepal, 2012). Most 
importantly, the monopolised energy market in developing countries is less attractive for 
investors because they cannot take advantages of strategic management to maximise their 
profits as happens in a liberal energy market (Schmidt et al., 2013, Ahmad et al., 2011, Painuly, 
2001, Nepal and Jamasb, 2015).    
Various incentive policies in Figure 2.1 have been used worldwide to tackle economic 
barriers to the adoption of green energy technology. FIT is the most successful and efficient 
policy for long-term renewable energy development as it provides the highest level of 
confidence for investors (Bürer and Wüstenhagen, 2009). As a result, FIT has been adopted in 
86 countries (Ayoub and Yuji, 2012, Sun and Nie, 2015, REN21, 2015). However, FIT requires 
accurate data on renewable energy costs; otherwise, it could be either too low to attract 
investment or too high, causing excessive subsidy. In Indonesia, FIT varied between different 
technology types, regions, electricity grid types, currency types, procurement processes and 
contract types (MEMR, 2016b, MEMR, 2016a, MEMR, 2015a, MEMR, 2015b), before 
eventually being replaced by a tariff that is lower than average PLN’s generation costs (MEMR, 
2017b). Other policies formulated by developed countries, such as quota obligation or CO2e 
emission taxes, may not be suitable for developing countries. Instead of using these policy 
options, lower income countries tend to use public investment and tax reductions, as shown in 
Figure 2.1. 
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Figure 2.1 Renewable energy policies used by countries with different levels of income  
(processed from REN21 (2015)) 
 
Global renewable energy policies for rural electrification have also continuously 
evolved from the donor gift paradigm from the 1970s to 1990s, the market creation paradigm 
from the 1990s to 2000s, and the new sustainable program paradigm established in the mid-
2000s (Sovacool, 2013). In the first paradigm, international donors provide a grant or a loan 
for renewable energy projects in rural areas. The second paradigm modifies the business 
scheme by selling renewable energy technologies, preventing the technologies from being 
freely distributed, as they once were. The current paradigm consists of cost-sharing 
programmes including a public-private partnership (PPP), micro-finance, the fee for service 
and revolving funds. In the PPP programme, IPPs that are supported by the government may 
receive funding assistance to construct, operate and maintain renewable energy plants. IPPs 
collect monthly payments from the public while the government subsidises the payment, so 
rural households pay for electricity at the same tariff as those in urban areas. In the micro-
finance scheme, several countries establish micro-finance institutions in each region to provide 
easy access to obtain soft loans and technology. Bangladesh is one country that has successfully 
adopted this policy, involving 93,600 households over four operational years (Urmee et al., 
2009). Conversely, the fee for service or leasing arrangement is a service where rural 
households lease renewable energy technology from an energy service company and pay the 
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lease monthly. Alternatively, the company might only provide charging services for batteries 
on LED lamps, mobile phones and flashlights (Urmee et al., 2009). 
Several Asian countries have successfully deployed renewable energy for rural 
electrification programmes. Bangladesh, China, Laos, Mongolia, Nepal and Sri Lanka have 
encouraged active community participation in deciding their technology preferences, business 
plans to generate income, financing mechanisms, and operation and maintenance processes 
(Sovacool, 2013). Intensive monitoring and maintenance activities ensure technology 
reliability, and therefore, the government needs to establish local or village-based institutions 
that employ local people to carry out the required maintenance (Bazilian et al., 2012, Sovacool, 
2013, Urmee and Harries, 2009). For example, Bangladesh has established more than 1,000 
local offices to provide better services and promotions to villagers. To meet societal needs, a 
wide range of technologies is provided; for instance, the poor can choose PV systems while the 
community with livestock may elect to use biogas. Another example is Nepal’s provision of a 
wide range of hydropower technology types.  
 
2.2 Renewable Energy Policy in Indonesia 
Secure access to affordable, reliable, sustainable and modern energy for all by 2030 has 
become a sustainable development goal. However, the achievement of this goal is challenged 
by low-density loads, especially in island countries like Indonesia. Island topography means 
that energy distribution via grid access is challenging and uneconomical because necessarily 
small electricity markets prohibit the significant scale economies of power plants (Timilsina 
and Shah, 2016). Therefore, most island economies are heavily dependent on oil-based power 
plants, which are available on a small scale and at low investment costs, but that makes these 
economies vulnerable to the effects of oil prices and climate change (Lazrus, 2012, Nurse et 
al., 2014). However, the island topography constraint also poses a unique opportunity to serve 
the electricity needs through distributed renewable energy (Khodayar, 2017, Kuang et al., 
2016). In Indonesia, regulations for the deployment of renewable energy in rural areas outside 
PLN’s grid can be distinguished as two types: government expenditure (MEMR, 2017a, 
MEMR, 2012a) and integrated IPPs (MEMR, 2016e).  
In the first type, renewable energy equipment was usually distributed at no cost to rural 
households. This policy contradicts the global trend towards active participation and cost 
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sharing by rural households, with financial institution support, and extensive after-sales service 
and maintenance (Sovacool, 2013). Donor gifts do not encourage villagers to invest in PV, 
resulting in an undeveloped PV market, a lack of maintenance, a lack of knowledge transferred 
to villagers about preserving the PV performance, and, consequently, a shorter PV system 
lifespan. To accelerate the electrification for 115 million Indonesians living without electricity 
access at the time, from 1997 to 2003, Indonesia, helped by an international agency, 
transformed the policy through a PV finance program for villagers (WB, 1996). However, it 
was not completed, due to mismanagement, and received overwhelming criticism (Sovacool, 
2013). From the target of 200,000 PV units for one million users, the program only installed 
8,054 PV units, that were enjoyed by 35,000 villagers. The PV units were distributed to 
Lampung (3,826 units), South Sulawesi (3,165 units), and West Java (1,063 units) (WB, 2004). 
Soft loan mechanisms for rural households had been introduced, but the imported PV price 
increased due to currency depreciation during the Asian financial crisis. Around 95% of the 
budget (i.e., 118.1 million USD) was dedicated to technology development without considering 
other aspects like capacity building, marketing and stakeholder engagement. The soft loan was 
only for PV sales, even though PV was not a suitable renewable energy source for all of the 
targeted communities. Another weakness of the program was the poor coordination between 
institutions, such as when PLN constructed electricity grids right after villagers installed PV 
systems in the village. The villagers then abandoned their PV systems, creating a poor image 
of the technology’s reliability, as most units directly went unmaintained (Sovacool, 2013).  
The second type of regulation encourages IPPs to invest in renewable energy in areas 
without access to PLN’s electricity. This policy was strengthened in 2016 when the integrated 
IPPs producing and selling renewable energy-based electricity directly to consumers in areas 
outside PLN’s grid were able to acquire electricity subsidies at a maximum of 84kWh per 
household per month (MEMR, 2016e). The subsidy amount is the difference between IPP 
generation costs and the lowest PLN electricity tariff.   
Other motivations for renewable energy development in Indonesia include 
decarbonising the electricity grid system and diversifying the energy mix in electricity supply. 
Indonesia has the potential to considerably expand its production of renewables, as its current 
utilisation rate of renewable energy is very low. The country has a 443 GW renewable energy 
potential, while the utilisation rate was only 1.9% of its potential in 2015 (GOI, 2017a). Two 
major policies have been enacted to encourage the expansion of the country’s renewables 
capacity. First, the National Energy Plan (GOI, 2017a) mandates that the minimum share of 
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renewables in the energy mix would be 23% by 2025 and 31% by 2030, equivalent to 92.2 
Mtoe and 130.5 Mtoe, respectively. The repercussions of this policy are felt in the electricity 
sector where PLN recently adjusted their renewables target to 23% of total electricity 
production in 2025 (PLN, 2018a). The second policy enacted is a mandatory goal to reduce 
emissions by 29%, or 41% with foreign aid assistance, from 2,869 MtCO2e, a business as usual 
(BAU) total emissions in 2030 as stated in the First Nationally Determined Contribution 
document (GOI, 2016). Specifically, the energy sector is expected to reduce its emissions by 
11%, or 14% with international supports. 
Strong government commitment is the key to achieve renewable energy targets (Al 
Irsyad et al., 2019b). MEMR has reformed its renewable energy policies several times in order 
to achieve targets. In 2002, the government assigned PLN to buy electricity generated by 
independent power producers (IPPs) coming from micro-hydro at tariffs for 60% to 80% of 
PLN’s electricity production costs (MEMR, 2002). During the period of 2011 to 2016, MEMR 
improved renewable energy tariffs so they became higher than PLN’s production costs and, 
indeed, used a foreign currency unit for the tariff to pull-up investment in renewables (MEMR, 
2013a, MEMR, 2013b, MEMR, 2014b, MEMR, 2014a, MEMR, 2014c, MEMR, 2015b, 
MEMR, 2015a, MEMR, 2016a, MEMR, 2016b, MEMR, 2011, MEMR, 2012b). However, 
PLN as a sole buyer rejected using these premium tariffs to avoid any increase in electricity 
subsidies. The auction result of low solar energy tariffs in Dubai and the reshuffle of the 
Minister of Energy and Mineral Resources in 2016 are other factors contributing to the 
revoking of premium tariffs, which were then replaced by a reference tariff with PLN’s regional 
generation costs as the maximum tariff that could be applied (MEMR, 2017b). In a region that 
has an electricity generation cost higher than the average national electricity generation cost; 
PLN could buy renewables-based electricity at a tariff equal to 85% of the regional cost. 
Otherwise, the tariff was set at equal or lower than the regional electricity generation cost. 
The most recent renewables policy in 2018 is the tariff for electricity export from PV 
rooftops. The tariff is equivalent to 65% of PLN’s electricity price (MEMR, 2018c). Even in 
an era of the premium feed-in tariffs, renewables investments by IPPs were still insufficient to 
meet renewable energy targets. Hence, there is pessimism over the effectiveness of new 
regulation alone in securing the future of renewable energy in Indonesia. Moreover, Indonesia 
applies a quota system for intermittent renewables to limit feeding in and, therefore, maintains 
grid stability. This is another policy contrast to developed countries that encourage PV 
investments by the residential sector through net metering and rebates (REN21, 2017, Schelly 
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et al., 2017, Rai and Robinson, 2015). These differences in energy systems between two 
contrasting economies have consequences when employing energy models as analytical tools 
(Al Irsyad et al., 2017, Siddaiah and Saini, 2016). 
 
2.3 Selecting Tools for Renewable Energy Analysis in Developing Countries 
(Published in the Frontiers in Energy Research) 
 
The differences of the energy system between developed and developing countries have 
consequences when using analytical tools for renewable energy planning. Energy modelling is 
a standard analytical tool to establish a renewable energy target and policy; however, most 
energy models have been initially designed for developed countries. Adopting energy models, 
without considering adequate adjustments, may produce bias in analysing its use in developing 
countries’ cases. Besides energy system discrepancy, unique economic characteristics of 
developing countries, in particular - the informal economy, income inequality, and 
environment protection ability- also have significant influences on the results of energy models 
(Van Ruijven et al., 2008b, Bhattacharyya and Timilsina, 2010a).   
Therefore, several studies had attempted to review the most appropriate analytical tool 
for developing countries but their recommendations did not converge (Bhattacharyya and 
Timilsina, 2010b, Meier, 1984, Bhattacharyya and Timilsina, 2010a, Pandey, 2002, Van 
Ruijven et al., 2008b, Shukla et al., 2006, Bhatia, 1987, Urban et al., 2007, Shukla, 1995, 
Hiremath et al., 2007). Furthermore, most of them only discussed conventional energy models, 
and none of them examined the applicability of life cycle thinking, systems thinking, and agent-
based modelling (ABM) methods. On the other hand, Ventosa et al. (2005) and Veselka et al. 
(2002) recommended the ABM for solving complex problems that could not be explained by 
the conventional energy models. Moreover, energy models should have the flexibility to allow 
model adjustments when an analysis is done in developing countries; and one of the modelling 
approaches with a high degree of flexibility is ABM (Chappin et al., 2017). Therefore, this 
chapter aims to update and extend previous studies by reviewing more relevant analytical tools. 
This chapter also attempts to provide clear guidance to select appropriate tools based on the 
purposes of analysis and features specific to developing countries.   
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2.3.1 The Debate on Selecting Analytical Tools for Developing Countries: What is missing? 
 This subchapter discusses the rationale of the incompatibility of existing conventional 
energy models for use in developing countries. Here, a developing country is defined as “a 
country that generally lacks a high degree of industrialisation, infrastructure, and other capital 
investment, sophisticated technology, widespread literacy, and advanced living standards 
among their populations as a whole” (Nfuka and Rusu, 2009). Regarding analytical facility 
supports, Bhattacharyya and Timilsina (2010b), Bhattacharyya and Timilsina (2010a) and 
Meier (1984) doubted the availability of computer infrastructure, data and skilled human 
resources in a developing country. However, these barriers might not be relevant in recent years 
and, most importantly, some energy models, such as the Rogeaulito’s model (Benichou and 
Mayr, 2014), are already designed for easy use by using free and popular spreadsheet software.  
In terms of the objective of the analysis, existing energy models aim for low carbon 
energy supply in developed countries while developing countries have additional concerns, 
such as energy access equity (Pandey, 2002, Van Ruijven et al., 2008b, Shukla et al., 2006). 
The issue of energy access calls for an analysis of decentralised energy systems, but most 
existing energy models do not integrate decentralised and centralised energy analyses at the 
same time (Pandey, 2002, Hiremath et al., 2007). Furthermore, Bhatia (1987) and Urban et al. 
(2007) emphasised the differences between power system performances in developed and 
developing countries. The electricity system in developing countries has characteristics of 
inadequate power supply, unreliable power plants, insufficient maintenance level, higher 
technical and non-technical losses, and subsidised electricity price. The characteristics are 
different from market-based and abundant energy supply in a developed country.   
Regarding economic nature, the informal economy is a significant business activity in 
most developing countries, though it is not recorded as part of the gross domestic product 
(GDP). In the meantime, energy models usually use GDP as one of the drivers for energy 
demands and, therefore, the inclusion of the informal economy to GDP will change the 
parameter values in the energy models significantly. Moreover, income inequality in 
developing countries is higher compared to developed countries; however, most existing 
energy models have neglected it by only using the average income (Bhattacharyya and 
Timilsina, 2010b, Van Ruijven et al., 2008b). As a result, those energy models underestimate 
energy demand behaviour of high-income households. Furthermore, environmental analysis 
has been a standard feature in recent energy models, though such models have also overlooked 
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the financial ability and willingness of developing countries to implement recommended clean 
energy technologies, which are usually imported at high costs (Pandey, 2002). Developing 
countries are also experiencing dynamic transitions, which are not entirely considered in 
existing energy models. These transitions include a shift from the traditional energy to modern 
energy system, rapid urbanisation, industrialisation, energy market transformation from 
monopoly to liberal market, and an increase of energy consumption intensity (Pandey, 2002, 
Urban et al., 2007, Van Ruijven et al., 2008b, Bhatia, 1987, Shukla et al., 2006, Shukla, 1995, 
Bhattacharyya and Timilsina, 2010a).  
The fundamental differences between the two economies may preclude the adoption of 
existing energy models since most energy models that have been used are replications of energy 
systems in developed countries. Thus, deciding the most appropriate energy models for 
developing countries has been debated for decades. Bhatia (1987) and Urban et al. (2007) 
argued that most of the top-down approaches are not suitable for developing countries due to 
contradictive economic assumptions, such as market behaviour, income distribution, informal 
economy, traditional energy and most importantly continuous dynamic transition. Among the 
bottom-up approaches, Urban et al. (2007)  suggested that a simulation model is more suitable 
for developing countries because the model does not assume optimal consumer behaviour and 
the perfect market as compared to the optimisation approaches do. The markets in developing 
countries are imperfect due to non-market-based economies and inadequate electricity supply. 
Moreover, the presence of rural households without access to modern energy does not represent 
optimal consumer behaviour. However, the downside is that the simulation model requires 
intensive data and advanced skills, which are limited in developing countries. In this light, 
Bhattacharyya and Timilsina (2010a), Bhattacharyya and Timilsina (2010b) recommended free 
to use and simple accounting-based simulation models, such as Long-range Energy 
Alternatives Planning System (LEAP).   
Moreover, Meier (1984) advises the top-down approaches, such as econometric, IOA 
and hybrid energy models, as well as the bottom-up approaches for applications in developing 
countries. Similarly, Shukla (1995) argued that adjusted top-down approaches should be 
complementary, primarily to validate projections from the bottom-up models, which usually 
depend on exogenous energy demand assumptions. Meier (1984) and Pandey (2002) 
proclaimed that all energy model approaches with adjustments will be suitable for developing 
countries’ characteristics. This argument is supported by Van Ruijven et al. (2008b), who 
concluded that six global top-down and hybrid models provide consistent results with 
19 
economic theories for Asia’s developing countries although the models do not consider any 
critical issues faced by developing countries. On the other hand, Urban et al. (2007) encouraged 
developing countries to make their specific energy models by modifying existing energy 
models. 
While the debates continue and are more focused on energy models, Hiremath et al. 
(2007) and Pandey (2002) also reviewed decision support analysis and, slightly, system 
dynamics (SD).  Hiremath et al. (2007) discuss two SD-based studies for the Bangladesh case 
while Pandey (2002) only explained an SD study in the United Kingdom (UK). Therefore, this 
thesis fills the gap by also reviewing system thinking, decision support analysis and life cycle 
thinking approaches. These emerging methods have been commonly used for renewable energy 
analysis in developed countries (Rai and Robinson, 2015, Ishizaka et al., 2016, Hertwich et al., 
2014).  
 
2.3.2 Analytical tools for Renewable Energy Planning 
Energy models can be categorised into economic-based (top-down) models, 
engineering-based (bottom-up) models, and hybrid energy models. Descriptions of those 
models and their applications are discussed in the following subchapter. 
2.3.2.1 Bottom-up Energy Modelling 
A bottom-up energy modelling is an engineering approach that features a 
comprehensive technical database related to power plant technology, costs, and electricity 
demand patterns. One of its features is the techno-economic analysis, such as the levelized cost 
of energy, that has a role in connecting the intervening policies (e.g., rebates and CDM) with 
the modelled energy systems (Tang, 2013, Rai and Robinson, 2015). Several applications of 
bottom-up models are for optimal expansion and operation of energy systems (Pfenninger et 
al., 2014), forecasting tools (Jebaraj and Iniyan, 2006, Suganthi and Samuel, 2012), energy 
market analysis (Foley et al., 2010, Möst and Keles, 2010, Ventosa et al., 2005) and clean 
energy system analysis (Bazmi and Zahedi, 2011). 
The optimisation model is mostly adopted to find the minimum electricity generation 
costs for given constraints, such as electricity demand, peak load, and resource availability. 
Examples of these optimisation models are Energy Flow Optimisation Model (EFOM), 
20 
MARKet Allocation (MARKAL), Integrated MARKAL-EFOM System (TIMES), Model for 
Energy Supply Strategy Alternatives and their General Environmental Impact (MESSAGE), 
Wien Automatic System Planning Package (WASP), Open Source Energy Modelling System 
(OSeMOSYS) and various optimisation techniques, such as Linear Programming (LP), Mixed 
integer LP (MILP), and Mixed Objective LP (MOLP) (Banos et al., 2011, Bhandari et al., 
2015). LP is a classic optimisation technique commonly used for energy modelling in 
developing countries due to its simplicity. Some of its applications in developing countries are 
for analysing renewable energy systems in rural areas (Chauhan and Saini, 2015, Bhandari et 
al., 2016, Ramakumar et al., 1986) and in the interconnected grid  (Dudhani et al., 2006); and 
for optimising biodiesel production (Leduc et al., 2009). Afful-Dadzie et al. (2017) employed 
MILP to optimise power plant capacity expansion in Ghana by considering budget limitation, 
which is a common problem in developing countries. Ramakumar et al. (1986) used LP to 
model firewood and solar stove in addition to modern renewable energy technologies, which 
include the solar PV, wind, and hydropower technologies. On the other hand, WASP is a 
commercial optimisation model, which focuses on engineering issues, so WASP studies 
usually ignore socio-economic problems in developing countries. For example, Chathuranga 
et al. (2016) focused on wind energy uncertainty in power plant planning in Sri Lanka while 
Hainoun et al. (2015) emphasised fuel availability to analyse optimal power plant expansion in 
Syria. A similar problem is found in EFOM application, Daniel et al. (2009) designed a cost-
minimising energy system for Tamil Nadu state – India by considering several constraints. 
Most commercialised optimisation models, such as MESSAGE and MARKAL, have 
been widely used for energy market and energy system analysis, including in the developing 
country setting. MESSAGE can reckon urban and rural dissimilarities such as the differences 
in income, infrastructure, and energy consumption pattern (Krey et al., 2012), though not all 
MESSAGE studies had modelled developing country issues (de Oliveira et al., 2016, Liu et al., 
2009). MARKAL-based studies already discussed features of developing countries, such as 
fuel switching from traditional biomass to commercial energy, and also had urban and rural 
settings (Yangka and Diesendorf, 2016, Shakya et al., 2012). Another well-known optimisation 
model is OSeMOSYS, an open-source energy model that is suitable for developing countries 
that are avoiding costly models. One of its applications in developing countries is an analysis 
of an optimal rural electrification program in Timor-Leste by considering various traditional 
energies, such as open firewood and kerosene stoves (Nerini et al., 2015). 
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Bottom-up models for forecasting purposes can have both narrow and broad analytical 
scope. Artificial Neural Network (ANN) has been used to predict the fluctuation of renewable 
energy productions, such as solar (Almaktar et al., 2015) and the wind (Ramasamy et al., 2015). 
Other common learning algorithms are Extreme Learning Machine (Golestaneh et al., 2016) 
and grey prediction model (Tsai et al., 2017). For broader applications, forecasting analysis 
typically uses social and economic data when integrated into optimisation and energy system 
analysis. For example, Azadeh et al. (2013) applied ANN to set optimal renewables in Iran by 
considering environmental and economic factors, which were CO2, CO, NOx, energy prices 
and GDP. In the meantime, Yu et al. (2012) used Particle Swarm Optimization and Genetic 
Algorithm Optimal Energy Demand Forecasting (PSO-GA EDE) to estimate the impacts of 
urbanisation, along with other factors, to forecast future energy demands in China. 
Another type of bottom-up approach is simulation modelling, which can be used for 
forecasting and energy system analysis. One of the well-known simulation models is LEAP, 
which provides energy system evolution scenarios instead of a single optimum path (Després 
et al., 2015). Nevertheless, many studies have still used an accounting-based approach just for 
simplicity and data availability reasons without further characterising the issues faced by 
developing countries. For example, Huang et al. (2011) utilised LEAP to simulate several 
scenarios for Taiwan’s energy demand but the only issue being modelled for developing 
countries was the presence of the agriculture sector in the model. Similarly, McPherson and 
Karney (2014), comparing the scenario-based projections of Panama’s electricity supply, used 
LEAP because of its simplicity and ready-to-use characteristics. On the other hand, Daioglou 
et al. (2012) and van Ruijven et al. (2011) established simulation bottom-up energy models for 
developing countries. They differentiate the households based on rural-urban area and income 
quintiles. Rural households consume most energy for cooking while urban households 
consume significant amounts of energy for appliances and space cooling. Moreover, the low-
income families are characterised as having a higher discount rate representing lower financing 
capability, and beyond the income issues, the families are assumed to have perceived costs, 
which are based on habit, convenience, culture and other non-monetary factors, which 
eventually influence energy uses. Other discussed features of developing countries include the 
shift from traditional to modern energies and urbanisation. The model then simulated the 
impacts of the carbon tax, rural electrification, and income distribution changes to energy 
consumptions, emissions, and energy market share.  
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2.3.2.2 Top-Down Energy Modelling 
The bottom-up approaches ignore macroeconomic interactions by assuming exogenous 
energy prices, demand and other economic theory-related inputs (Li et al., 2015a). In the 
contrary, the second category - economic-based approaches- or the so-called top-down 
approaches, endogenise energy demand to other macro and microeconomic variables. Top-
down approaches, such as Computable General Equilibrium (CGE), econometrics and IOA 
have been praised for their consistency with prevailing economic theories and empirical data. 
IOA may have  a weakness as a static model, but IOA is a useful analytical tool when data are 
limited (West, 1995). In fact, its simplicity becomes the basis for more complex models and, 
thus, its application is still growing in current literature concerning clean energy analysis (Chun 
et al., 2014, Simas and Pacca, 2014). 
With these features, top-down approaches are useful for analysing the economic 
impacts of energy policy (Nguyen, 2012, Wianwiwat and Asafu-Adjaye, 2011) and energy 
crisis (Vasconcelos and Carpio, 2015). Dai et al. (2016) used CGE to estimate economic and 
employment growths from renewable energy addition in China. In contrast, by using time series 
analysis, Zhao and Luo (2017) rejected the hypothesis of renewable energy as a job creator in 
China. Another example is Wesseh and Lin (2016) who employed a translog production model 
to find out that renewable energy use in African countries has higher economic impacts than 
fossil fuels.   
 
2.3.2.3 System Thinking Approach 
The complexity of renewable energy systems calls for a systems science-based 
understanding and approach, such as SD and ABM (Möst and Keles, 2010, Nakata et al., 2011, 
Pfenninger et al., 2014). SD could be defined as a methodology to visualise, learn, manage and 
communicate complex systems rigorously (Kelly et al., 2013, Maani, 2009). SD includes the 
identification of problems, primary variables, and interactions between variables; model 
validation; sensitivity analysis; and scenario simulations. SD has the flexibility to have 
properties of the bottom-up approach, top-down approach or both. Ahmad and bin Mat Tahar 
(2014) performed SD analysis to assess renewable energy targets in Malaysia by considering 
decision process, planning, construction and operational capacity. Hsu (2012), assessing the 
effectiveness of PV policy in Taiwan, narrow the analysis to financial problems such as cost, 
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incentives and learning rate. In analysing Colombia biodiesel market, Espinoza et al. (2017) 
discussed political, environmental, social, economic, technology, and especially social issues 
of energy and food security. Nevertheless, those studies still had not incorporated developing 
countries’ characteristics in their analyses. 
Another well-known model for systems approach is ABM, which is a dynamic model 
that could consist of agents with an ability for learning, adaptive capacity, heterogeneity, 
autonomy, local interaction, bounded rationality, and non-equilibrium dynamic characteristics 
(Fagiolo et al., 2007, Ringler et al., 2016). ABM could possess bottom-up and top-down 
features at the same time (Ehlen and Scholand, 2005, Gerst et al., 2013). Therefore, ABM could 
model the heterogeneous agents from different approaches, for example, microeconomic 
approach for profit maximisation problem, space theory for site selection problem, 
evolutionary programming for adaptive process problem, and experience -based decision 
models (An, 2012).  
These features allow modelling of how the different incomes of rural and urban 
households can influence energy systems, as pointed out by Meier (1984), Pandey (2002), 
Urban et al. (2007) and Van Ruijven et al. (2008b) when analysing rural electrification. 
Regarding ABM applications, Smajgl and Bohensky (2013) estimated the impacts of fuel 
subsidy policy on poverty and deforestation patterns in East Kalimantan, Indonesia. Other 
issues considered include traditional energy, informal economy and rural-urban households’ 
characteristics (e.g. income and education profiles). The model was based on survey data that 
is scaled-up to the provincial average. Alfaro et al. (2017) applied ABM for analysing rural 
electrification in Liberia by considering issues of job creation and income generation. Tang 
(2013) simulated the significance of CDM scheme for wind turbine investment in Brazil, China 
and India. Rai and Robinson (2015) provided a useful ABM example to be adopted by 
developing countries. Their ABM was based on survey data of social, economic and 
environmental factors to characterise household behaviour. Households will invest in rooftop 
PV by considering a rebate scheme, their values to the environment and their social network. 
Rai and Robinson (2015) deduced that economic feasibility alone is sufficient to explain 
investment behaviours. Alfaro et al. (2017) recommended that ABM should be a 
complementary analytical tool instead of a substitute for an integrated power plant planning 
system. 
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2.3.2.4 Decision Support Analysis 
Another tool used to understand the complexity of energy social system is decision 
support analysis, such as multi-criteria decision analysis (MCDA) (Pohekar and 
Ramachandran, 2004). MCDA usually extracts opinions from multi-disciplinary stakeholders 
in analysing energy issues. The most commonly used MCDA families are the Analytical 
Hierarchy Process (AHP), Preference Ranking Organisation Method for Enrichment 
Evaluation (PROMETHEE) and the Elimination and Choice Translating Reality (ELECTRE) 
(Pohekar and Ramachandran, 2004). AHP organises a complex system into the primary 
objective at the top, criteria in the level and sub-criteria in the sub-levels of hierarchy. By using 
underlying information and stakeholders’ judgments, elements at each level are then weighted 
to calculate the priorities of each decision alternative. Similarly, PROMETHEE is a simple 
ranking method to rank alternative actions from the best to the worst, and the rank is arranged 
by using weights and preference functions (Pohekar and Ramachandran, 2004, Behzadian et 
al., 2010). On the other hand,  ELECTRE uses binary outranking relations to identify and 
eliminate alternatives which are unacceptable (Vahdani et al., 2013, Pohekar and 
Ramachandran, 2004). Compared to AHP, PROMETHEE and ELECTRE have better 
performance to manage imprecise information due to the utilisation of thresholds and 
probability distributions (Cinelli et al., 2014).  
MCDA studies generally search for the optimal option in multi-perspectives and 
therefore could consider criteria from both bottom-up and top-down perspectives. For example, 
Ahmad and Tahar (2014) employed AHP analysis when concluding solar energy as the best 
renewable energy to be developed in Malaysia. Their study involved bottom-up data, such as 
investment costs, emission, efficiency and land requirement for renewable energy 
technologies, as well as top-down data, for example, job creation. However, Ahmad and Tahar 
(2014) did not further account the unique characteristics of developing countries, and all of the 
data were obtained from the US and other developed nations.  
 
2.3.2.5 Life Cycle Thinking 
Life cycle thinking methods are systemic tools to compare the characteristics of 
renewable energy technologies from cradle to grave in a comprehensive manner. For example, 
life cycle costing (LCC) estimates all direct costs of technology while environmental life cycle 
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analysis (LCA) has a similar purpose but focuses on the estimation of environmental impacts, 
instead of the monetary values. LCA is a useful analytical tool to assess the entire 
environmental impacts of a power plant across its lifespan.  
In a triple dimensional analysis of sustainability, social LCA (SLCA) is accounted with 
the other two (LCA and LCC) when analysing the sustainability impacts of technology 
utilisations in the society. For example, Manik et al. (2013) conducted an SLCA analysis to 
estimate the social effects of palm oil-based biodiesel industry in Indonesia. Their analysis 
covered 24 criteria and weighted the criteria by interviewing workers, local community, 
society, growers, transporter and mill owners in the palm-oil biodiesel supply chain.   
The integration of LCC, LCA, SLCA, and other tools, such as MCDA, SD and ABM, 
will result in life cycle sustainability assessment (LCSA) for the analysis of the complexity of 
emerging sustainable systems. However, these methods are challenged by data availability as 
a result of detailed calculations in each phase of technology lifespan (Halog and Manik, 2011). 
Therefore, regarding data requirement, life cycle thinking demands more detailed technical 
data than the bottom-up model. As a consequence, the results of life cycle studies become input 
data for previously discussed tools, for example, life-cycle emission in a MCDA study by 
Ahmad and Tahar (2014). Not only as a data-generating tool, but the life cycle thinking 
approach is also commonly combined with other methods to form hybrid energy analytical 
tools.  
 
2.3.2.6 Hybrid Energy Tools 
Each discussed analytical tool (as explained above) has advantages and disadvantages 
and, hence, using a single analytical tool is inadequate when analysing a complex system such 
as an energy system. Table 2.2 shows that bottom-up models have detailed specifications of 
energy demand, but the demand is usually exogenous without interactions to energy prices, 
income and other factors. On the other hand, top-down approaches typically have a high 
aggregated energy sector (Li et al., 2015a, Urban et al., 2007, Herbst et al., 2012). Aggregating 
all of the highly-diverse power plant technologies into a single electricity sector will produce 
inaccurate results (de Koning et al., 2015).  
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Table 2.2 Comparison of bottom-up and top-down models 
 Strengths Weaknesses 
Bottom-
up 
model 
• Endogenous variables 
of technical change/ 
learning 
• Detailed specification 
of energy sector 
technology 
• Specific and detailed 
energy demand 
• Limited diffusion behaviour 
• Ignored macroeconomic interactions 
• Exogenous electricity demand  
• Small changes in prices can influence the whole 
electricity sector. In reality, the influence is 
usually gradual. 
• Homogeneous markets, i.e. similar technology 
cost regardless of market location 
Top-
down 
model 
• Theoretically 
consistent with 
economic structures 
• Policy’s feedback/ 
response from all 
economic sectors  
• Limited electricity sector representation 
• Technical change is considered as an exogenous 
variable in the form of Autonomous Energy 
Efficiency Improvement parameter 
• Technology change cost is stated as the elasticity 
of substitution; however, the elasticity is rarely 
estimated 
• The simulation result is only an extrapolation of 
the past 
• The assumption that markets already have an 
optimal mix of technology 
Source: Herbst et al. (2012), Jacobsen (1998), McFarland et al. (2004), Koopmans and te Velde 
(2001), Böhringer and Rutherford (2008), Frei et al. (2003), Berglund and Söderholm (2006).  
 
Therefore, developing hybrid approaches is warranted to solve the weaknesses of the 
bottom-up and top-down approaches (Nakata et al., 2011). The integration could explore three 
alternative strategies. First, exogenous electricity demand in bottom-up approaches is modified 
into endogenous variables (Murphy et al., 2007, Murphy and Jaccard, 2011, Sarica and Tyner, 
2013, Strachan and Kannan, 2008). Second, a hybrid energy model is constructed by 
disaggregating the energy sector in the top-down data into several specific energy technologies 
(McFarland et al., 2004, Wing, 2006, Wing et al., 2008, Dai et al., 2011). Third, one of the 
energy models used data resulting from other independent models (Koopmans and te Velde, 
2001, Giraudet et al., 2012).  
An example of the first type of hybrid energy model for developing countries is 
provided by Meier and Mubayi (1983), who modified a highly complex LP model from 
developed countries into a simple, but a comprehensive model by reducing energy end-use 
sector details. Meier and Mubayi (1983) set iterative interactions between Reference Energy 
System and IO table to update energy demand and economic output. To capture issues in 
developing countries, Meier and Mubayi (1983) stipulated the upper and lower bounds on 
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variables to consider non-industry based energy demands and transition from traditional to 
commercial energy utilisation, including renewable energy. MARKAL-MACRO is another 
example where MARKAL as a bottom-up approach provides energy demand projection to 
MACRO as a top-down model to estimate the energy costs. The costs are then inputted back 
to the MARKAL to refine the energy demand projection (Ko et al., 2010). Chen (2005) and 
Ko et al. (2010) ran MARKAL-MACRO for assessing the renewable energy share in future 
energy consumptions of China and Taiwan respectively. Chen (2005) captured the developing 
countries’ characteristics by dividing energy demand into the agriculture sector, urban and rural 
households.   
The second type of hybrid energy model attempts to disaggregate the energy sector into 
several energy technologies. In a CGE model for Thailand, Wianwiwat and Asafu-Adjaye 
(2011) not only modelled traditional biomass energy but also further divided it into bagasse, 
firewood, paddy husk, crop residues and paper production residues. However, due to the issue 
of data availability, elasticity parameters for these energies were obtained from the Global 
Trade Analysis Project 6 database. Cai et al. (2011) disaggregated the electricity sector into 
nine power plant types to estimate green economy and green jobs created from renewable 
energy in China. Dai et al. (2011) analysed the impacts of carbon intensity reduction scenarios 
to renewable development in China by dividing the energy sector in hybrid AIM/CGE model 
into seven sub energy sectors and 12 power plant technologies. Rivera et al. (2015) evaluated 
the transition pathway to low-carbon energy system in Mexico by disaggregating electricity 
sectors into five renewable energy power plants and four fossil energy power plants in the 
ThreeME (Multi-sector Macroeconomic Model for the Evaluation of Environmental and 
Energy policy) model. 
In the third type of hybrid energy models, Extended Snapshot (ExSS) model combines 
IOA, for estimating new economic outputs, and bottom-up model, for processing the outputs 
into new energy demand and emissions (Hak et al., 2017). In its application, Hak et al. (2017) 
considered the family size of urban and rural households when estimating emission reduction 
from renewable energy development in Cambodia. Tomaschek et al. (2016) analysed four 
renewable energy policy scenarios in South Africa by combining three analytical tools, which 
were TIMES - Gauteng Energy and Emissions Cost Optimisation (TIMES-GEECO), Transport 
Emissions Modelling Tool (TEMT) and Geographic Information System (GIS). Tomaschek et 
al. (2016) also reckoned various characteristics of developing countries, such as different road 
characteristics in rural and urban areas, electrification ratio, income distribution, economic and 
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employment transitions from primary sector to service sector. Anger et al. (2016) used Energy-
Environment-Economy Model at the Global (E3MG) and Chemistry-Transport model and 
Atmospheric Chemistry model (CTM pTOMCAT) to evaluate the influence of renewable 
energy target to emission reduction in China. Bosello et al. (2016) integrated Intertemporal 
Computable Equilibrium System (ICES) and World Induced Technical Change Hybrid 
(WITCH) models to estimate the impacts of four scenarios for climate change strategy for 
renewable energy consumptions in Southeast Asia countries. 
Nevertheless, most of the studies using hybrid energy models still lacked analysis of 
the characteristics of key developing countries (Bosello et al., 2016, Rivera et al., 2015, Cai et 
al., 2011, Dai et al., 2011, Anger et al., 2016). Common practices to analyse characteristics of 
developing countries are to use the characteristics directly, for example, firewood consumption, 
as one of the variables in the model (Wianwiwat and Asafu-Adjaye, 2011) or to translate the 
characteristics into scenarios. Shukla et al. (2006) converted transitions of the population, GDP, 
urbanisation, land-use patterns, and structural changes in agriculture and livestock sectors into 
four emission scenarios. The scenarios were then simulated on Edmonds-Reilly-Barns (ERB) 
model for analysing renewable energy growth in India. The ERB model eventually is renamed 
Global Change Assessment Model (GCAM), an open source license model, which had been 
used to investigate energy demand in the building sector (Chaturvedi et al., 2014) and the 
effectiveness of renewable energy policy (Shukla and Chaturvedi, 2012) in India. Chaturvedi 
et al. (2014) directly counted developing countries’ issues by modelling rural and urban 
differences and traditional biomass consumption in assessing long-term path of energy 
consumption in the building sector. Moreover, Shukla and Chaturvedi (2012) estimated 
renewable energy generation from policy scenarios, which considered transitions in technology 
development and international cooperation.  
Hybrid energy models are not only integrating top-down and bottom-up approaches but 
also other analytical tools. Those tools are commonly used to generate inputs, which replace 
exogenous scenarios in bottom-up models. Bala (1997) worked on SD to forecast population, 
animal and wood resources and then the forecasting results were inputted to LEAP for 
estimating energy demands, including firewood, animal waste and crop residues in Bangladesh 
households. Similarly, Robalino-López et al. (2014) employed the Hodrick-Prescott (HP) filter 
to generate smooth time series data that was then used in SD to investigate emission changes 
from renewables growth in Ecuador. Van Ruijven et al. (2008a) used the SD-based Targets 
IMage Energy Regional (TIMER) to evaluate the impacts of hydrogen energy uses in India and 
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Western European countries. Though TIMER initially has various developing countries’ 
features (De Vries et al., 2001), Van Ruijven et al. (2008a) did not further discuss how to 
incorporate these features into the model. 
In a hybrid decision support analysis, Kabak and Dağdeviren (2014) integrated the 
Benefits, Opportunities, Costs and Risks (BOCR) and Analytic Network Process (ANP) to 
select the prioritised renewable energy technology in Turkey. The ANP involved 19 criteria 
whose weights were determined by eight national experts and concluded that, as Kabak and 
Dağdeviren (2014) suggested, hydropower as the most important renewable energy. Rahman 
et al. (2016) combined Stochastic Multi-criteria Acceptability Analysis (SMAA) and an 
accounting-based simulation model to propose biomass as the prioritised energy in Bangladesh. 
Several of the criteria used represented the characteristics of developing countries, for example, 
availability of local skilled workers and resources. Tahri et al. (2015) carried out an integrated 
GIS - AHP analysis to determine a specific location for a 500 MW solar farm in Morocco. 
Weights of criteria, such as location, orography, land use and climate, were derived from a 
group of experts.  
In a hybrid life cycle thinking, LCA is typically combined with other methods when 
advancing the systems modelling framework (Halog and Manik, 2011, Earles and Halog, 2011, 
Earles et al., 2013). Varun et al. (2010) used a hybrid IO - LCA model to estimate total energy 
uses and emission production from several hydropower plants in India. Nevertheless, Varun et 
al. (2010) excluded specific issues of developing countries in their model and indeed, used the 
US data due to similar production costs of the steel industry in India and the US. Kursun et al. 
(2015) designed a renewables-based rural electrification system in India by using three 
integrated tools, which were MOLP, LCA and emergy analysis. The MOLP had multiple 
objectives, whose parameters derived from LCA (i.e. minimum land use, water use and global 
warming potential) and emergy analysis (i.e. minimum environmental loading ratio, maximum 
renewability and maximum emergy yield ratio).  
 
2.3.3 Which tools to use? 
The above-discussed tools are just a few of a wide range of analytical tools in the energy 
sector with potential applications to developing country needs. More detailed descriptions of 
energy models are reviewed by Bhowmik et al. (2017), Calvin et al. (2012), Chen et al. (2016), 
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Connolly et al. (2010), Després et al. (2015), Foley et al. (2010), Pfenninger et al. (2014), 
Suganthi and Samuel (2012) and Weijermars et al. (2012).  
The selection of the most appropriate analytical tool should consider the purpose of the 
analysis (Cinelli et al., 2014, Kelly et al., 2013). Therefore, Table 2.3 summarises the 
characteristics of common analytical tools for energy systems in developing countries based 
on the purpose of analysis and the issues in the developing countries. Developing countries 
tend to minimise total energy costs, which could be estimated by using optimisation model and 
total life cycle costing, even though MCDA and LCA could also suggest the most favourable 
energy supply by considering other factors. In contrast, those tools are inappropriate for 
analysing the macroeconomic impacts of a clean energy policy. The capability to quantitatively 
measure the environmental impacts of a policy is a standard feature of energy analytical tools 
except for MCDA, which commonly uses expert opinions. Meanwhile, seeking alternative 
energy transition pathways could benefit from the bottom-up approaches and system thinking. 
One of the modelling benefits is to have knowledge and insights on how the tools can be used 
(DeCarolis et al., 2012). Each analytical tool will give a new understanding of the energy 
system, except the top-down approaches, which have less energy system specification. 
Moreover, system thinking provides more knowledge by structurally determining the 
relationships of influencing factors in the complex energy system.  
Table 2.3 Common features of energy analytical tools 
Criteria Sub criteria 1 2 3 4 5 6 7 8 
Analysis 
purposes 
To determine best options x 
  
x 
  
x x 
To estimate economic impacts of a policy 
  
x 
 
x x 
 
x 
To estimate environmental impacts of a policy x x x 
 
x x x x 
To estimate energy mix impacts of a policy x x 
  
x x 
 
x 
To understand energy systems x x 
 
x x x x x 
Developing 
country 
issues 
Rural electrification/ energy access equity  x x 
 
x x x x x 
Data availability and analysis capability  x x x x x x 
  
Informal economy 
        
Income inequality 
  
x x 
 
x 
 
x 
Affordability issue for green energy x x 
 
x 
 
x x x 
Traditional energy x x x x x x x x 
Free tools x x x x x x x x 
Note: 1: Optimisation model, 2: Simulation model, 3: Top-down model, 4: MCDA, 5: SD, 6: 
ABM, 7: Life-cycle thinking, 8: Hybrid tool, x: common features 
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The reviewed tools can incorporate most of the key developing countries’ issues, 
especially the traditional way of using energy as well as the availability of free or inexpensive 
software. Nevertheless, the top-down approaches are not suitable for rural electrification 
analysis and, therefore, they are usually applied at the national level. Moreover, the approaches 
rely on the variable of per capita electricity demands, which is incorrectly measured by 
ignoring unequal electricity access. In this respect, developing countries should use the 
number of electricity customers instead of using the per capita variable. On the other hand, 
bottom-up approaches and SD are not suitable for assessing the impacts of income inequality 
to the energy system because they usually use a homogenous energy consumer in the analysis. 
Most of the tools could also analyse affordability of renewable energy policy, for example by 
using a budget constraint in the bottom-up approaches, the cost criteria in MCDA, and the 
different incomes in ABM. Hybrid energy tools surely can solve the weakness of each 
approach but integrating multiple approaches can be hampered by data availability and 
modelling ability. Similarly, life cycle thinking needs more rigorous data, ranging from energy 
extraction data to power plant decommissioning data.  
Most of the studies across all tool types cannot consider the informal economy in their 
analysis (Van Ruijven et al., 2008b). Shukla et al. (2006) discussed the informal economy 
issue in their analysis, but they translated it into a scenario rather than changing the structure 
of the energy model. Ignoring the informal economy would have a significant adverse impact 
on the top-down approaches, which mainly use per GDP variables. MCDA potentially 
consider the issue, but it will be challenged by the availability of data and experts who could 
link the interaction of the informal economy and energy sector. As a suggestion, energy 
analytical tool should adopt the multiple-indicators multiple-causes (MIMIC) and dynamic 
MIMIC (DYMIMIC) methods which can be used to assess the size of the informal economy 
(Davidescu, 2017, Karaca, 2016).  
Beyond developing countries’ issues, as shown in Table 2.3, another emerging problem 
is energy market transition from monopoly to liberal energy market. The number of emerging 
economies liberalising their electricity market is growing, and such action should cautiously 
consider the negative impact of electricity price increase (Nepal and Jamasb, 2015). Though 
the bottom-up approaches may simulate liberal energy market, the conventional energy 
models cannot capture learning effect, asymmetric information, imperfect competition and 
strategic interaction including collusions between companies in the market (Sensuß et al., 
2007, Weidlich and Veit, 2008). In this case, ABM is preferable because it could simulate 
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strategic behaviours of electricity companies especially for pricing analysis (Koesrindartoto et 
al., 2005).  
Developing countries should develop hybrid ABM, combining four perspectives, which 
are engineering, economic, social and environmental issues. ABM is an excellent modelling 
platform, which can generate heterogeneous agents in the simulation. In conducting social 
analysis, the agents could represent households with differences in income, electricity access 
and location; while in engineering perspectives, the agents could be power plants with 
differences in cost, emission and capacity factor. The hybrid ABM should also identify optimal 
policies, which consider not only generation costs and environmental constraints, but also 
macroeconomic impacts and social acceptance. The proposed model should cover both on-grid 
and off-grid renewable energy systems at the same time to understand the interactions of two 
different renewable energy markets. Moreover, energy modelling studies in developing 
countries should pay attentions to the number of electricity customers. This indicator is 
necessary to measure the impacts of economic structure shifting or rural electrification program 
to the electricity demand of a nation. This indicator has been neglected in most existing 
electricity demand estimations (Adom et al., 2012, Arisoy and Ozturk, 2014, Atalla and Hunt, 
2016, Al Irsyad et al., 2018c).  
 
2.4 Synthesis 
The removal of barriers to the development of new renewable energy power plants in 
Indonesia requires policies that are broader than existing regulations. Several alternative 
renewable energy policies in other countries have been identified; however, existing energy 
models are not able to estimate the impact of these alternatives. Therefore, this study proposes 
green electricity policies by using methodologies in Figure 2.2 as follows: 
a. Identification of the most appropriate analytical tools as already discussed in previous 
subchapter 2.2 and evaluation of the implementation of analytical tools in making 
renewable energy targets. The analytical tools may have errors in assuming technology 
reliability and political willingness of a nation, and therefore Chapter 4 aims to identify 
these errors by measuring the accuracy of renewable energy projections in developed 
countries that have a strong willingness to invest in clean energy supplies, advanced 
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technology developments, and energy modellings enriched by large-scale databases and 
extensive knowledge. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 Interlinkage of methodologies used in the research 
 
b. Formulations of electricity conservation policies. In Chapter 3, this study estimates the 
significance of influential factors for electricity demand in residential, industrial and 
commercial sectors by using advanced time series econometric analysis, which has 
MAIN RESEARCH QUESTIONS: 
What is the effectiveness and efficiency of alternative policies in achieving emission reduction targets in the 
electricity sector? 
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policies  
PHASE 1: 
A systematic review 
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models and the 
accuracy of resulted 
renewable energy 
projections 
RESEARCH QUESTIONS 1: 
a. What analytical tools can be used for clean 
energy policy analysis, and what are their 
advantages and disadvantages? 
b. How accurate are renewable energy projections 
generated from energy models? What are the 
sources of failing to achieve renewable energy 
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energy modeling approaches? 
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RESEARCH QUESTIONS 3: 
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b. How efficient and effective are alternatives to 
renewable energy policy for rural 
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Propose clean energy policies that will be acceptable with respect to various interests, i.e. technology costs, 
economic growth, social acceptance and environmental issues 
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been widely used for similar purposes. The estimated elasticities of electricity demands 
have also been used for analysis in Chapter 6. 
c. Formulations of renewable energy policies. In Chapter 5, this study analyses the 
effectiveness and efficiency of four policy scenarios in creating PV markets in rural and 
urban areas. The effectiveness indicates the market size created by the proposed policies 
while the efficiency indicates subsidy allocation, natural resource consumption and 
macroeconomic impacts per watt-peak installed PV. Chapter 6 expands the analysis to 
national electricity grids in all provinces, which are grouped to 15 interconnecting 
systems. The analysis in Chapter 6 measures emissions reductions, generation costs, 
and renewable energy shares of scenarios in the PLN electricity supply business plan 
(RUPTL) from 2016 to 2025, with 11% and 14% emissions reduction targets. Analyses 
in Chapters 5 and 6 use an ABM which integrates TEA, IOA, and LCA. ABM for 
analysis in Chapter 5 has additional features of socioeconomic data of households while 
ABM for analysis in Chapter 6 uses LP. These features are based on findings Chapter 
2.2. 
 
2.5 Significance of the Study 
Analysing a power plant expansion at the lowest cost remains a growing research topic, 
especially for a monopoly electricity market like that of Indonesia. Table 2.4 shows that several 
studies have used LEAP for analysing power plant expansion in Indonesia. Most previous 
studies focused on the Java-Madura-Bali (Jamali) electricity system, the largest electricity 
system in Indonesia, while Kumar (2016) and Utama et al. (2012) conducted their energy 
analyses at the national level. In terms of the methodologies used, Tanoto and Wijaya (2011) 
and Wijaya and Limmeechokchai (2009), Wijaya and Limmeechokchai (2010) employed a 
basic accounting method, while others have also used optimisation methods. Utama et al. 
(2012) used external optimisation software, i.e., General Algebraic Models (GAMS), while the 
remaining studies used a built-in optimisation feature in LEAP. However, only Handayani et 
al. (2017) used a constraint on emissions reduction targets, while other LEAP studies analysed 
emissions reductions as the result of the optimisation. Handayani et al. (2017) concluded that 
achieving emissions reduction targets would increase electricity generation costs in the Jamali 
grid by anywhere between 1.18 and 1.99 billion USD by 2030. 
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Table 2.4  Previous studies for Indonesia power plant expansions 
Authors 
Spatial 
Coverage 
Analysis Periods 
(time resolution) 
Energy 
Models 
Scenario Objectives Resulted energy mix 
Al Hasibi et al. 
(2013) 
Jamali 
system 
2010 to 2025 
(5 years) 
LEAP Optimising the utilisations of geothermal 
and large hydro 
Coal 45%, CCGT 14%, OCGT 13%, geothermal 21% and 
hydro 7% of 48.5 GW total capacity in 2025. 
Handayani et al. 
(2017) 
Jamali 
system 
2016 to 2030 
(yearly) 
LEAP  The interactions of emission reduction 
target with: (1) Shifting coal to natural 
gas; (2) Expanding renewables; and (3) 
least-cost option 
Coal 40%, natural gas 34%, geothermal 7%, hydro 10%, 
wind 3%, biomass 2%, solar 5% of 102 GW total capacity 
in 2030 under 14% emission reduction target. 
Kumar (2016) National 2010 to 2050 
(10 years) 
LEAP (1) Achieving renewable energy targets; 
and (2) Maximising all renewable energy 
potential. 
Coal 28%, natural gas 32%, renewables 23%, nuclear 
11%, waste to energy 3% and oil 4% of 473.5 GW total 
capacity in 2050 under renewable energy target. 
Tanoto and Wijaya 
(2011) 
Jamali 
system 
2008 to 2027 
(2 and 4 years) 
LEAP  Optimising the utilisation of (1) low-rank 
coal; and (2) geothermal. 
Coal 51%, natural gas 42%, geothermal 6%, and hydro 
1% of 132 GW total capacity in 2027.  
Utama et al. (2012)  National 2009 to 2030 
(Final year) 
LEAP and 
GAMS 
Evaluating the cost competitiveness of 
nuclear and geothermal power plants 
Coal 52%, natural gas 29%, nuclear 0%, geothermal 13%, 
and hydro 6% of 150 GW total capacity in 2030.  
Wijaya and 
Limmeechokchai 
(2009), Wijaya and 
Limmeechokchai 
(2010) 
Jamali 
system 
2006 to 2025 
(5 years) 
LEAP (1) Optimising geothermal optimisation; 
(2) Reducing transmission and 
distribution losses; (3) Improving energy 
efficiency; (4) Combining three previous 
scenarios.  
Coal 39%, natural gas 39%, nuclear 6%, geothermal 12%, 
hydro 3%, and oil 1% of 59 GW total capacity in 2025 
under geothermal use optimisation. 
PLN (2016b) National 2016 to 2025  
(1 year) 
WASP Official power plant expansion plan Coal 47%, CCGT 21%, OCGT 4%, Geothermal 5%, large 
hydro 11%, micro hydro 3%, wind 0.1%, biomass 0.2%, 
waste to energy 0.2%, solar 0.1%, and oil 9% of 134 GW 
total capacity in 2025.  
Das and Ahlgren 
(2010) 
National 2000 to 2030  
(5 years) 
Markal (1) Analysing the presence of new 
energy technologies; (2) Reducing CO2 
emission; (3) Reducing primary energy 
supply.  
Clean coal 75%, nuclear 5%, geothermal 3%, hydro 5%, 
other renewables 2%, biomass 9%, solar 1%, and oil 1% 
of 1300 TWh electricity production in 2030.  
Siagian et al. (2017)  National 2005 to 2030 
(5 years) 
AIM/ CGE  Achieving emission reduction targets for 
(1) 29% and (2) higher. 
Coal 70%, natural gas 13%, geothermal 9, hydro 6, and 
oil 2% of 54 MTOE electricity production in 2030 under 
29% emission reduction target 
Abbreviations: LEAP (Long-range Energy Alternatives Planning System); GAMS (General Algebraic Models); WASP (Wien Automatic System Planning); Markal (Market 
Allocation); AIM/ CGE (Asia-Pacific Integrated Model/Computable General Equilibrium); CCGT (Combined Cycle Gas Turbine); OCGT (Open Cycle Gas Turbine). 
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Other studies simulating emissions reduction constraints or scenarios used more 
advanced energy models such as Wien Automatic System Planning (WASP), Market 
Allocation (Markal) model and general equilibrium models, as in Table 2.4. WASP is an energy 
model officially used by PLN to determine power plant expansions in RUPTL by considering 
capital, fuel, operational and maintenance costs, as well as the price of containing unserved 
energy and salvage values of power plants (PLN, 2016b). In a Markal-based study, Das and 
Ahlgren (2010) defined the emissions reduction constraint as a reduction that is simply higher 
than the reduction in BAU scenario. Meanwhile, by using the Asia-Pacific Integrated Model/ 
Computable General (AIM/CGE) model, Siagian et al. (2017) strictly defined the constraints 
following national emissions reduction targets in 2030. 
On the other hand, the application of ABM for energy systems is an emerging area of 
literature since it can integrate social analysis to energy systems. Table 2.5 shows several ABM 
studies considering social factors in renewable energy analysis. For instance, Rai and Robinson 
(2015) modelled the social characteristics of 2,738 PV-using households to evaluate the 
effectiveness of the PV rebate policy in Texas. Tang (2013) assessed the effects of the 
difference in the experiences of wind turbine developers in Brazil, China and India in response 
to financial support from the clean development mechanism (CDM). Alfaro et al. (2017) 
developed the Bottom-up Agent-Based Strategy Test-kit for Electricity with Renewables 
(BABSTER) model to compare the effects of five strategies for renewables development in 
Liberia. 
Several ABM applications in Indonesia have discussed socio-economic characteristics 
in developing countries such as energy access inequality, poverty, rural electrification and 
energy subsidies (Smajgl and Bohensky, 2013, Al Irsyad et al., 2019a). Moreover, social 
factors, such as income, have been recognised as significant drivers of renewable energy 
investments (Graziano and Gillingham, 2015). Developing countries usually have high levels 
of income inequality; however, this condition is ignored in most existing energy models by 
using an average income value (Bhattacharyya and Timilsina, 2010b). ABM can model income 
inequality as it can create agents representing households with heterogeneous characteristics.  
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Table 2.5 ABM studies for renewable energy analysis 
Studies Analysis scope Engineering analysis 
Techno-economic 
analysis 
Social analysis 
Macroeconomic 
analysis 
Environment 
analysis 
Tang 
(2013) 
Wind energy 
investment decisions 
by IPP 
Power plant capacity and 
related costs; capacity 
factor 
The effects of CDM 
credits and FIT to 
project feasibility 
IPP’s experiences N/A Certified 
emission 
reduction 
(CER) 
Rai and 
Robinson 
(2015) 
The determinants of 
PV adoptions in an 
urban area 
PV technical data and 
related costs; solar 
radiation 
Rebate values; 
investment tax credit; 
payback period 
Various household data 
(e.g., home location, 
values and environments); 
the distances between 
houses; household 
interactions, 
environmental awareness 
N/A N/A 
Alfaro et 
al. (2017) 
Selecting the most 
favourable 
technology (PV, 
biomass or micro-
hydro power) for 
rural electrification 
Power plant capacity and 
related costs; lifespan, 
efficiency; heat rate; 
transmission grid; peak 
and base electricity 
demand derived from the 
society and its patterns 
when using appliances 
Levelized cost of 
electricity 
N/A Employment and 
economic inflows 
N/A 
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The real motivation to use ABM in an energy system analysis is its ability to analyse 
the social behaviour of stakeholders in a nonlinear and complex system (Koesrindartoto et al., 
2005, Weidlich and Veit, 2008). Yet, Ma and Nakamori (2009) and Pfenninger et al. (2014) 
suggested that integrating ABM with linear optimisation, such as PowerACE-ResInvest and 
PowerACE-Europe energy models, is an important emergent topic in energy system modelling. 
Therefore, this study attempts to contribute to this growing literature in energy system 
modelling by developing two novel energy agent-based models. The first energy model uses 
socioeconomic data of households (i.e., income, electricity access types, dwelling ownership 
status, and urban-rural segregation) to estimate the photovoltaic (PV) market potential from 
policy interventions. The second energy model applies an optimisation-based ABM for 
analysing power plant expansions in Indonesia under emission reduction targets. The least-cost 
objective is relevant to PLN’s concerns regarding costs when using renewables. Both energy 
models successfully integrate three prominent analysis approaches of: 1) input-output analysis 
(IOA), to estimate new economic outputs from each proposed scenario; 2) life-cycle analysis 
(LCA), to understand policy impacts on emission and natural resource consumptions; and 3) 
techno-economic analysis (TEA), i.e., revenue requirement (RR) that considers construction 
costs instead of using overnight capital costs.  
To the best knowledge of the author, no ABM-based study has combined these 
approaches simultaneously for renewable energy analysis. Tang (2013) and Rai and Robinson 
(2015) excluded the macroeconomic perspective, while Alfaro et al. (2017) ignored 
environmental and social issues. This has left a gap of inconclusive analyses of energy 
modelling. Such integration will allow policymakers to understand the response of individual 
households to the proposed policy, as well as simultaneously enabling measurement of the 
associated costs and benefits from a national perspective. 
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 EXPLORING DRIVERS OF SECTORAL ELECTRICITY 
DEMAND IN INDONESIA 
(Published in the Energy Sources, Part B: Economics, Planning, and Policy) 
 
 
3.1  Introduction 
The ability of developing countries to provide a reliable electricity supply is vital to 
support their sustainable development goals (Rietveld et al., 1994, WEF, 2017). Hence, 
analysing factors influencing electricity demand is a classic but much-needed research area 
requiring continuous updating. Indonesia has been experiencing high growth in electrification 
levels and economic expansion in the last decade (Oberman et al., 2012, DJK, 2011, PLN, 
2017a) but the impacts of these growths to electricity demands are inadequately assessed.  
Failing to understand factors influencing electricity demand may result in two critical 
impacts, i.e. supply shortage or over capacity investments (Steinbuks, 2017). This dilemma 
occurs in Indonesia, which adopts a monopoly system for the electricity retail market. PLN 
distributes electricity at regulated tariffs for each customer category, which is differentiated by 
voltage-limit. The tariffs are determined politically, and most of the tariffs between 2005 and 
2011 were lower than the production costs. Therefore, electricity subsidy was given with the 
following formula (MOF, 2013):     
𝑆𝑢𝑏𝑠𝑖𝑑𝑦 = −(𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦𝑝𝑟𝑖𝑐𝑒 − 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑐𝑜𝑠𝑡 ∗ (1 + 𝑚𝑎𝑟𝑔𝑖𝑛)) ∗ 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦𝑠𝑎𝑙𝑒𝑠 
The fact that the given margin (i.e. 7 to 8%) was inadequate for infrastructure 
investments caused electricity deficit from 2008 to 2009 in Java in which 70% of total power 
plant capacity was located. Rolling blackouts and the limitations of operating hours for 
industrial productions and television broadcasts were common, along with the mandatory 
energy conservation. The government has raised the electricity tariffs gradually since 2011 to 
improve PLN’s financial ability. In 2017, PLN’s power plants in Java experienced over 
capacity, jeopardising PLN's financial balance in paying the investment costs. The government 
revokes several important energy conservation policies (MEMR, 2018b) and encourages more 
electricity consumptions in all sectors.  
Several studies analysed the relationship of electricity consumptions in Indonesia and 
influencing factors, but their results are unreliable without proofing the existence of a co-
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integration relationship. This thesis overcomes the laxity of those previous studies by applying 
the autoregressive distributed lag (ARDL) model in estimating electricity demands of 
residential, commercial and industrial sectors. The electricity demand (LEC) is specified as a 
function of income (LY), urbanisation (LURBAN), number of electricity customers (LCUST), 
electricity price (LPE), high-speed diesel price (LPO), and a dummy for the Asian economic 
crisis in 1998 – 2002:   
𝐿𝐸𝐶𝑡 = 𝛿0 + 𝛿1𝐿𝑌𝑡 + 𝛿2𝐿𝑈𝑅𝐵𝐴𝑁𝑡 + 𝛿3𝐿𝐶𝑈𝑆𝑇𝑡 + 𝛿4𝐿𝑃𝐸𝑡 + 𝛿5𝐿𝑃𝑂𝑡 + 𝛿6𝐶𝑟𝑖𝑠𝑖𝑠 + 𝜀𝑡 
          (3.1) 
where 𝛿 is the estimated coefficient, t is year, and 𝜀 is the error term. 
Annual data from 1969 to 2015 is used, converted to natural log form and defined as 
follows: LEC is PLN’s electricity sales in residential, industrial and commercial sectors and 
measured in kilowatt hours (kWh). LY, stated in constant 2010 Indonesian Rupiah (IDR), is 
proxied by real expenditure for residential sector and real value added for industrial and 
commercial sectors. LCUST is the total number of electricity customers in each sector. LPE is 
the average PLN revenue from each sector while LPO is the retail price for high-speed diesel 
(HSD) oil. LPO is chosen as the substitute fuel price because other substitute technologies (e.g. 
kerosene, candles and battery-integrated light emitted diode lamps) generally have a role as 
energy back-up in case of black-outs instead of competing the PLN’ electricity supply. The 
proxies for LPE and LPO are stated in constant 2010 IDR/ kWh and IDR/ litre respectively. 
LURBAN is the percentage of urban population in the total population. Appendix A contains 
the data that are mostly obtained from MEMR (unpublished) and PLN (2016a) except LY and 
LURBAN that were obtained from (WB, 2017a, WB, 2019).  
 
3.2  Literature Review 
The nexus of electricity demand and income has been widely recognised (Aslan, 2014, 
Hwang and Yoo, 2016, Sekantsi and Okot, 2016). Table 3.1 presents studies of electricity 
demand estimates in developing countries. These studies used various methods to estimate 
income and electricity price elasticity (Inglesi-Lotz and Pouris, 2016). Johansen co-integration 
test is a classical estimation method, but it requires all variables integrated of order one or I(1) 
series (Johansen, 1991, Johansen and Juselius, 1990). Based on this method, Jamil and Ahmad 
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(2011) discovered elastic electricity demands to price and income in Pakistan while Gam and 
Rejeb (2012) as well as Athukorala and Wilson (2010) derived inelastic demand in Tunisia and 
Sri Lanka correspondingly.  
Table 3.1 Selected study of electricity demand estimations in non-OECD countries 
Country Periods 
Long-run elasticity 
Authors 
Y PE PO Urban Cust 
Aggregate electricity demand 
Albaniaa 
Not 
explained 
0.95     
Bildirici and Kayikçi 
(2016) 
Ghanaa 1975 – 2005 1.59   0.62  Adom et al. (2012) 
Ghanaf 1971 – 2008 0.81   0.23  Adom and Bekoe (2013) 
Indonesiab 1971 – 2007 1.26 -0.05 0.06   Al Irsyad (2009) 
Northern 
Cyprusc 
1988 – 1997  -0.66   7.30 Egelioglu et al. (2001) 
Pakistand 1961 – 2008 1.56 -1.27    Jamil and Ahmad (2011) 
Tunisiad 1976 – 2006 0.86 -0.24  2.46  Gam and Rejeb (2012) 
Commercial electricity demand 
Indonesiac 1975 –2006 1.89 -0.9 0.35   Rachmawati (2007) 
Pakistand 1961 – 2008 1.47 -1.68    Jamil and Ahmad (2011) 
Industrial electricity demand 
Indonesiac 1975 – 2006 1.49 -0.11 0.21   Rachmawati (2007) 
Pakistand 1961 – 2008 1.61 -1.22    Jamil and Ahmad (2011) 
Residential electricity demand 
Bahraine 1985 – 2009 0.71 0.00    Atalla and Hunt (2016) 
Indonesiac 1986 – 2007 0.06 0.28    Leonard (2009) 
Indonesiac 1975 – 2006 1.63 -0.24 0.33   Rachmawati (2007) 
Irana 1967 – 2009 0.58 -0.11    
Pourazarm and Cooray 
(2013) 
Kuwaite 1985 – 2009 0.43 0.00    Atalla and Hunt (2016) 
Omane 1985 – 2012 0.86 -0.10    Atalla and Hunt (2016) 
Pakistand 1961 – 2008 1.97 -1.22    Jamil and Ahmad (2011) 
Qatar & 
UAEe 
1985 – 2012 0.00 0.00    Atalla and Hunt (2016) 
Saudi 
Arabiae 
1985 – 2012 0.48 -0.16    Atalla and Hunt (2016) 
Sri Lankad 1960 – 2007 0.78 -0.62 0.14   
Athukorala and Wilson 
(2010) 
Note: Y is income or value-added, PE is the price of electricity, PO is the price of oil, Urban is urbanisation, and 
Cust is the number of electricity customers. a) ARDL estimation; b) Haldrup co-integration; c) OLS estimation; 
d) Johansen co-integration; e) Kalman Filter; f) Fully modified OLS. 
 
ARDL bound co-integration test was used by Bildirici and Kayikçi (2016), who reached 
various conclusions on income elasticity in Eastern European countries, and Pourazarm and 
Cooray (2013), who observed inelastic demands in Iran's residential sector, as shown in Table 
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3.1. Adom et al. (2012) also used the ARDL model to derive income elastic of demand in 
Ghana, although this conclusion was revised to inelastic demand by Adom and Bekoe (2013) 
using the fully modified least square (FMOLS), which rectifies endogeneity and serial 
correlation problems.  
While previous methods are based on constant parameter estimations, Kalman Filter 
method estimates the dynamics and the evolution of time-varying parameters (Arisoy and 
Ozturk, 2014). Atalla and Hunt (2016) derived inelastic demands in the residential sector of 
Gulf Cooperation Council countries. Nonetheless, the use of this method is challenged by more 
complex estimation and less literature analysing its behaviour (Wilcox and Hamano, 2017).   
Other influencing factors commonly examined are substitute fuel price, urbanisation, 
and economic structural change. Most studies found that electricity demand is inelastic to 
substitute fuel price (Athukorala and Wilson, 2010, Rachmawati, 2007). Urbanisation may 
have higher elasticity since it is associated with better electricity access, economic scale for 
public infrastructure and higher electricity-based appliance uses (Adom et al., 2012, Dai et al., 
2018, Jones, 1991). However, the urbanisation effect varies between countries due to different 
lifestyles and cultures (Gam and Rejeb, 2012, Adom and Bekoe, 2013, Holtedahl and Joutz, 
2004). Economic structural changes, such as the Economic Recovery Program in Ghana, also 
have significant influence in electricity demand (Adom and Bekoe, 2013).  
Several studies have estimated electricity demand in Indonesia, but their findings were 
contradictory, as can be seen in Table 3.1. Al Irsyad (2009) and Rachmawati (2007) found that 
electricity demand was elastic with income, but in contrast, Leonard (2009) concluded it as 
inelastic demand. The main shortcoming of these studies is their non-cointegrated models, 
leading to the spurious regression problem. Leonard (2009) and Rachmawati (2007) only used 
the ordinary least square (OLS) method and ignored the co-integration test, which is crucial in 
order to examine the existence of a long-run relationship of series that are not stationary or not 
integrated of order 0 or I(0) (Haldrup, 1994). Al Irsyad (2009) found mixed results in the order 
of integration of the series, including two series integrated of order two or I(2), so Al Irsyad 
(2009) used a multi-cointegration technique by Haldrup (1994), but failed to obtain a co-
integrating equation. Therefore, analysis in this chapter uses multi-unit root tests and the ARDL 
cointegration technique to anticipate the presence of mixed results of the order of integration.  
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3.3  Methodology 
At first, a correlation test was utilised to inform the expected coefficient signs and the 
possibility of multicollinearity. Second, the unit root presence was inspected by using ADF, 
Ng-Perron (NP), and Perron (1989) tests. ADF test (Dickey and Fuller, 1981) is a standard unit 
root test but has a weakness of finite sample power and size, which could be solved by Ng and 
Perron (2001) test (Zivot and Wang, 2007). Meanwhile, Perron (1989) unit root test is a useful 
test in the presence of a structural break, causing bias in standard unit root tests. The purpose 
to use multi-unit root tests was to ensure no I(2) series, which was prohibited in the ARDL 
bound test for cointegration in the third step. The bound test is more useful than other 
cointegration approaches in the presence of mixed conclusions of unit root tests whether a 
series is I(0) or I(1) (Pesaran and Shin, 1998, Pesaran et al., 2001). Moreover, the ARDL bound 
test is suitable in small sample data and the mix of order integration of the series compared to 
other methods (Pesaran and Shin, 1998, Pesaran et al., 2001). The bound test examines the 
significance of coefficients of unrestricted error correction model (ECM) in Equation 3.2: 
∆𝐿𝐸𝐶𝑡 = 𝑎0 + ∑ 𝑎1𝑖∆𝐿𝐸𝐶𝑡−𝑖
𝑛
𝑖=1
+ ∑ 𝑎2𝑖∆𝐿𝑌𝑡−𝑖
𝑛
𝑖=1
+ ∑ 𝑎3𝑖∆𝐿𝑈𝑅𝐵𝐴𝑁𝑡−𝑖
𝑛
𝑖=1
+ ∑ 𝑎4𝑖∆𝐿𝐶𝑈𝑆𝑇𝑡−𝑖
𝑛
𝑖=1
+ ∑ 𝑎5𝑖∆
𝑛
𝑖=1
𝐿𝑃𝐸𝑡−𝑖 + ∑ 𝑎6𝑖∆
𝑛
𝑖=1
𝐿𝑃𝑂𝑡−𝑖 + 𝑎7𝐿𝐸𝐶𝑡−1 + 𝑎8𝐿𝑌𝑡−1
+ 𝑎9𝐿𝑈𝑅𝐵𝐴𝑁𝑡−1 + 𝑎10𝐿𝐶𝑈𝑆𝑇𝑡−1 + 𝑎11𝐿𝑃𝐸𝑡−1 + 𝑎12𝐿𝑃𝑂𝑡−1 + 𝑎13𝐶𝑟𝑖𝑠𝑖𝑠 
           (3.2) 
The presence of degenerate case that may void the cointegration results is evaluated through 
both F-test on lagged levels of all variables and t-test of the coefficient of the lag level of the 
dependent variable (Pesaran et al., 2001).  
Fourth, after the cointegrating relationship is confirmed, the next step of the analysis is 
to estimate the following ARDL (p1, q1, q2, q3, q4, q5) model (Pesaran and Shin, 1998): 
𝐿𝐸𝐶𝑡 = 𝑏0 + ∑ 𝑏1𝑖𝐿𝐸𝐶𝑡−𝑖
𝑝1
𝑖=1
+ ∑ 𝑏2𝑖𝐿𝑌𝑡−𝑖
𝑞1
𝑖=0
+ ∑ 𝑏3𝑖𝐿𝑈𝑅𝐵𝐴𝑁𝑡−𝑖
𝑞2
𝑖=0
+ ∑ 𝑏4𝑖𝐿𝐶𝑈𝑆𝑇𝑡−𝑖
𝑞3
𝑖=0
+ ∑ 𝑏5𝑖
𝑞4
𝑖=0
𝐿𝑃𝐸𝑡−𝑖 + ∑ 𝑏6𝑖
𝑞5
𝑖=0
𝐿𝑃𝑂𝑡−𝑖 + 𝑏7𝐶𝑟𝑖𝑠𝑖𝑠 
  (3.3) 
and to estimate coefficients for Equation 3.1 by using Equation 3.4 to 3.6: 
44 
𝛿0 =
𝑏0
1−∑ 𝑏1,𝑖
𝑝𝑖
𝑖=1
        (3.4) 
𝛿𝑗 =
𝑏𝑚
1−∑ 𝑏1,𝑖
𝑝𝑖
𝑖=1
         (3.5) 
𝛿6 =
𝑏7
1−∑ 𝑏1,𝑖
𝑝𝑖
𝑖=1
        (3.6) 
where j = 1, …, 5 and m = 2, …, 6. The lag length is selected based on the lowest Schwarz 
criterion (SC). The estimated coefficients are then inspected for any unexpected sign, higher 
standard error, and their significances. Other standard diagnostic tests are for normality 
(Jarque-Bera statistics), heteroscedasticity (Autoregressive conditional heteroskedasticity test 
and White test), misspecification (Ramsey Regression Equation Specification Error Test 
(RESET) test), stability (CUSUM, CUSUMQ), redundant variables, and omitted variable.  
 
3.4  Estimation Results 
Table 3.2 shows the results of the Spearman Correlation test that reveals high 
correlations between LY, LURBAN and LCUST, indicating the potential of multicollinearity 
problems in the estimations. Tables 3.3, 3.4 and 3.5 present the results of unit root tests based 
on ADF, NP, and Perron (1989) tests respectively. The unit root tests are conducted in level 
(I(0)-i), first differences (I(1)-i), and second differences (I(2)-i) with assumptions of a constant 
(i = 1), a constant with a trend (i =  2), and no constant (i = 3). Table 3.3 shows the results of 
ADF tests concluding mixed orders of integrations for LEC, LY and LPE in the residential 
sector; LEC in industrial sector, and LEC, LY and LCUST in the commercial sector. However, 
the NP and Perron tests in Table 3.4 and Table 3.5 firmly conclude I(1) dgp for those series. 
Therefore, the ARDL bound test can be used since no series is suffered by I(2) dgp.   
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Table 3.2 Results of the correlation test 
Variables LEC LY LURBAN LCUST LPE LPO 
Residential sectors 
LEC 1.0000 0.9961 0.9990 0.9918 -0.4800 0.8381 
LY 0.9961 1.0000 0.9932 0.9912 -0.4546 0.8362 
LURBAN 0.9990 0.9932 1.0000 0.9893 -0.4873 0.8354 
LCUST 0.9918 0.9912 0.9893 1.0000 -0.4045 0.8097 
LPE -0.4800 -0.4546 -0.4873 -0.4045 1.0000 -0.2824 
LPO 0.8381 0.8362 0.8354 0.8097 -0.2824 1.0000 
Industry sectors 
LEC 1.0000 0.9904 0.9640 0.9785 0.5792 0.5251 
LY 0.9904 1.0000 0.9473 0.9898 0.5489 0.5525 
LURBAN 0.9640 0.9473 1.0000 0.9479 0.5597 0.5984 
LCUST 0.9785 0.9898 0.9479 1.0000 0.5256 0.5978 
LPE 0.5792 0.5489 0.5597 0.5256 1.0000 0.4481 
LPO 0.5251 0.5525 0.5984 0.5978 0.4481 1.0000 
Commercial sectors 
LEC 1.0000 0.9886 0.9981 0.9961 -0.5865 0.8430 
LY 0.9886 1.0000 0.9882 0.9911 -0.5123 0.8560 
LURBAN 0.9981 0.9882 1.0000 0.9960 -0.5777 0.8354 
LCUST 0.9961 0.9911 0.9960 1.0000 -0.5729 0.8395 
LPE -0.5865 -0.5123 -0.5777 -0.5729 1.0000 -0.3593 
LPO 0.8430 0.8560 0.8354 0.8395 -0.3593 1.0000 
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Table 3.3 ADF unit root test results 
Tests LEC LY LPE LCUST LURBAN LPO 
Residential sector 
I(0)-1 -1.70 -1.08 -2.63*** -1.92 -3.73* -0.72 
I(0)-2 -0.07 -1.47 -3.06 -1.20 -0.63 -2.27 
I(0)-3 10.62 6.21 -0.55 1.20 -0.07 0.92 
I(1)-1 -7.55* -6.54* -8.77* -1.71 -0.97 -5.17* 
I(1)-2 -7.90* -6.65* -8.67* -2.24 -2.79 -5.05* 
I(1)-3 -0.34 -1.57 -8.47 -0.75 -0.36 -5.12* 
I(2)-1    -4.54* -5.31*  
I(2)-2    -4.54* -5.92*  
I(2)-3    -4.60* -5.37*  
Industrial sector 
I(0)-1 -3.60* -3.25** -3.59* -0.85 -3.73* -0.72 
I(0)-2 -0.14 -1.93 -4.29* -1.01 -0.63 -2.27 
I(0)-3 0.24 7.21 0.69 2.21 -0.07 0.92 
I(1)-1 -1.63 -5.76* -4.46* -5.95* -0.97 -5.17* 
I(1)-2 -6.63* -5.48* -4.41* -5.91* -2.79 -5.05* 
I(1)-3 -1.05 -1.92*** -4.48* -5.23* -0.36 -5.12* 
I(2)-1 -7.06*    -5.31*  
I(2)-2 -7.05*    -5.92*  
I(2)-3 -7.15*    -5.37*  
Commercial sector 
I(0)-1 -1.62 -1.62 -1.66 -1.12 -3.73* -0.72 
I(0)-2 -1.05 -1.05 -2.12 -1.49 -0.63 -2.27 
I(0)-3 6.07 6.07 -0.54 3.90 -0.07 0.92 
I(1)-1 -9.62* -9.62* -5.58* -8.12* -0.97 -5.17* 
I(1)-2 -9.89* -9.89* -5.52* -8.38* -2.79 -5.05* 
I(1)-3 -1.05 -1.05 -5.61* -0.74 -0.36 -5.12* 
I(2)-1     -5.31*  
I(2)-2     -5.92*  
I(2)-3     -5.37*  
Note: The asterisks (*), (**) and (***) indicate the rejection of the null hypothesis of unit root at 1%, 5%, and 
10%. 
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Table 3.4 NP unit root test results 
Sectors LURBAN Households Industry Service 
Series LEC LEC LEC LY LCUST 
I(0)-1 MZa -5.99*** -22.35* -0.08 -2.33 1.38 -5.08 
I(0)-1 MZt -1.54 -3.22* -0.05 -0.83 1.30 -1.37 
I(0)-1 MSB 0.26 0.14* 0.63 0.36 0.95 0.27 
I(0)-1 MPT 4.66** 1.49* 26.07 9.00 67.60 5.36 
I(0)-2 MZa -302.92* -1.93 -37.72* -4.94 -3.58 -4.84 
I(0)-2 MZt -12.26* -0.75 -4.26* -1.29 -1.32 -1.45 
I(0)-2 MSB 0.04* 0.39 0.11* 0.26 0.37 0.30 
I(0)-2 MPT 0.40* 33.67 2.85* 17.03 25.14 18.26 
I(1)-1 MZa  -22.03* -4.00 -19.69* -22.25* -4.01 
I(1)-1 MZt  -3.30* -1.32 -3.12* -3.33* -1.39 
I(1)-1 MSB  0.15* 0.33 0.16* 0.15* 0.35 
I(1)-1 MPT  1.18* 6.21 1.30* 1.10* 6.14 
I(1)-2 MZa  -21.66** -22.24** -19.05** -22.31** -21.84** 
I(1)-2 MZt  -3.28** -3.32** -3.08** -3.34** -3.30** 
I(1)-2 MSB  0.15** 0.15** 0.16** 0.15** 0.15** 
I(1)-2 MPT  4.25** 4.17** 4.84** 4.08** 4.18** 
Note: The asterisks (*), (**) and (***) indicate the rejection of the null hypothesis of a unit root at 1%, 5%, and 
10%. 
Table 3.5 Perron unit root test results 
Tests LURBAN Breakpoint 
LEC 
(Industry) 
Breakpoint 
LCUST 
(Commercial) 
Breakpoint 
I(0)-1 -3.75 1981 -3.45 1981 -3.89 1981 
I(0)-2 -2.41 1981 -1.25 1981 -3.89 1981 
I(1)-1 -5.82* 2000 -7.00* 1990 -6.72* 1982 
I(1)-2 -5.79* 2000 -6.99* 1990 -6.70* 1982 
Note: The asterisks (*), (**) and (***) indicate the rejection of the null hypothesis of a unit root at 1%, 5%, and 
10%. 
Table 3.6 displays the estimation results. The F-statistics and t-statistics confirm the 
cointegrating equation and the absence of a degenerate case in all sectoral electricity demand 
models. Table 3.6 also shows that the estimated long-run models pass all diagnostic tests. 
Several variables were excluded from the estimations due to undesirable results of the 
diagnostic tests. Residential demand estimation with crisis dummy has a serial correlation 
problem, and backward elimination for the insignificant dummy produces models in Table 3.6. 
Full variable specification for industrial sector produces problems of heteroscedasticity, 
misspecification, and redundant variables of LPE and LPO. The insignificant variables (i.e. 
LCUST and LPO) were then excluded without causing omitted-variable bias as reported by the 
omitted variable test. Similarly, the full variable specification for commercial sector concludes 
redundancy between LPE and LPO while excluding the most insignificant variables (i.e. LPO 
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and crisis) does not cause omitted variable bias. All specifications in Table 3.6 have lower 
Akaike Information Criterion and Schwarz Information Criterion than the full specifications in 
all sectors. Moreover, the estimated coefficients of full specifications and selected models in 
Table 3.6 are quite similar2. The results of the RESET Ramsey test in Table 3.6 supports the 
linearity assumption in all models.   
Table 3.6 Long-run models of sectoral electricity demand 
Variables Residential sector Industrial sector Commercial sector 
No. of observation 45 45 45 
ARDL models (1,1,2,0,2,0) (1,0,3,0) (1,1,2,2,2) 
LY 0.52* (0.12) 0.22* (0.05) 0.24* (0.03) 
LCUST 0.32* (0.07)  0.30** (0.12) 
LURBAN 1.31* (0.36) 4.25* (0.21) 3.03* (0.36) 
LPE -0.20* (0.08) -0.10 (0.21) -0.11 (0.09) 
LPO 0.02 (0.03)   
CRISIS  -0.39* (0.12)  
Diagnostic Test Results 
𝑅2  0.99 0.99 0.99 
?̅?2  0.99 0.99 0.99 
A (2)  1.31 [0.28] 0.67 [0.52] 0.26 [0.77] 
B 1.69 [0.43] 0.38 [0.83] 5.58 [0.06] 
C  1.27 [0.28] 1.83 [0.10] 1.40 [0.22] 
D 6.85* 6.89* 13.85* 
E -5.02** -4.15* -7.83* 
F(1) 0.35 [0.56] 2.92 [0.10]  
G:LPO  1.97 [0.17] 0.14 [0.71] 
G:LCUST  0.14 [0.71]  
Note: (Standard error); *significant at 1%, **significant at 5%, and ***significant at 10%; A:  Breusch-Godfrey 
Serial Correlation F- Stat (lags) [its probability]; B: Jarque-Bera Stat [its probability]; C: Heteroskedasticity tests 
(lags) [its probability]; D: F-Bound test statistic; E: t-Bound test statistic; F: Ramsey RESET F-stat (lags) [its 
probability]; G: Omitted variable test [its probability]. 
In general, Table 3.6 shows the signs of long-run coefficients are as expected in that, 
electricity demand is positively influenced by income, the number of customers, urbanisation 
and oil price; and negatively influenced by electricity price. A 1% income growth will raise 
electricity demands in residential, commercial and industrial sectors for 0.52%, 0.22% and 
0.24% respectively. Electricity price significantly influences the residential electricity demand 
that is reduced by 0.2% due to 1% price increase. One per cent urbanisation rate correlates to 
additional electricity demands by 1.31% in residential sector, 4.25% in industrial sector, and 
3.03% in commercial sector. The effect of the new electricity customers is also significant to 
residential and commercial electricity demands, which are both increased by 3% from 10% 
                                                          
2
 For an example, the estimation of residential electricity demand with crisis dummy: LEC = -4.92 + 0.56*LY + 
0.32*LCUST + 1.40*LURBAN – 0.23*LPE + 0.02LPO – 0.03CRISIS. *) means significance at 1%. 
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growth in the number of customers. Economic crisis reduces industrial electricity demand by 
0.39% while oil price does not have a significant influence on any sector. 
Table 3.7 shows the estimations of short-run relationships. The lagged error correction 
terms (ECT) of residential and industrial electricity demands indicates that, respectively, 86% 
and 46% of the disequilibrium is adjusted in a year. For commercial sectors, the ECT being 
higher than unity means that the deviation is entirely corrected in less than a year. 
Table 3.7 Short-run models for sectoral electricity demand 
Variables Residential sector  Industrial sector  Commercial sector  
No. of observation 45 45 45 
C -3.05* (0.44)   
@Trend 0.01* (0.001)   
ECT(-1) -0.86* (-0.12) -0.46*(0.08) -1.29* (0.15) 
d(LY) 0.21** (0.08)  -0.62** (0.26) 
d(LURBAN) 1.47 (2.38) 5.07 (5.60) 8.44 (5.15) 
d(LURBAN(-1)) -3.88*** (2. 22) 2.72 (8.24) -12.23** (5.40) 
d(LURBAN(-2))  20.24* (7.43)  
d(LCUST)   -0.18 (0.20) 
d(LCUST(-1))   -0.66* (0.21) 
d(LPE) -0.17* (0.03)  0.12 (0.11) 
d(LPE(-1)) 0.06** (0.03)  -0.27** (0.10) 
d(LPO)    
Crisis -0.01 (0.02) -0.18*(0.05)  
F-bound test 6.85* 6.89* 13.85* 
t-bound test -6.91* -5.47* -8.81* 
Note: (Standard error); *significant at 1%, **significant at 5%, and ***significant at 10%;  
 
3.5  Conclusions and Recommendations 
Previous studies estimating factors driving electricity demands in Indonesia overlooked 
cointegration issue by simply using OLS that may result in a spurious regression. This study 
uses ARDL method to estimate the influences of electricity price, oil price, income, along with 
urbanisation, number of electricity customers, and Asian economic crisis to electricity demands 
of different end-user sectors from 1969 to 2015. The estimation derives cointegrating long-run 
relationships in all sectors and the signs of error correction terms in the short-run models also 
meet the expectation. This study found that urbanisation as the highest contributor to rising 
electricity consumption in all sectors. Therefore, the government should accelerate the 
implementation of energy performance standards for home and office appliances. On the other 
hand, the government cannot effectively use price instruments to control consumption. 
Electricity in all sectors cannot be substituted by oil fuel and, therefore, electricity consumption 
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is inelastic to its price. The electricity price is highly subsidised, especially for the residential 
sector and, therefore, the price should be adjusted gradually to avoid excessive electricity 
consumption.  
Nevertheless, analysis in this chapter can be improved in several ways. First, future 
studies should use retail price for 34 electricity customer groups in all sectors, e.g., residential 
customers with subscripted capacity for 450 VA, 900 VA and 1300 VA. The use of average 
electricity revenue, which consists of the marginal price, block tariff, and fixed consumption 
charges, causes bias (Al Irsyad and Nepal, 2016, Alberini and Filippini, 2011). Second, using 
a measure other than HSD oil price could be a better substitute fuel price since it was not 
estimated in industrial and commercial demands due to the redundant variable problem. Third, 
an estimation by the fully modified OLS and bootstrap ARDL can provide more robust results 
in the presence of structural change, endogenous regressors, and inconclusive cointegration 
results (Adom and Bekoe, 2013, McNown et al., 2018).  
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 RENEWABLE ENERGY PROJECTIONS FOR CLIMATE 
CHANGE MITIGATION: AN ANALYSIS OF 
UNCERTAINTY AND ERRORS 
(Published in the Renewable Energy) 
 
 
4.1 Introduction 
Increasing energy demand and the ongoing global push towards decarbonisation to 
mitigate the adverse effects of climate change have led to an intensification of renewable 
energy to stabilise emissions growth in the energy sector (Luderer et al., 2014, Dulal et al., 
2013). Renewable energy has specific challenges such as higher investment costs, less reliable 
technology and intermittent supply issues. In light of these factors, political willingness 
profoundly influences the commitment to implement renewable energy targets by providing 
incentives, accepting higher electricity costs, settling contradicting policies and having 
weather-depended energy systems (Yi and Feiock, 2014, Jacobsson and Lauber, 2006). 
Nevertheless, government commitment does not necessarily guarantee the achievement of 
renewable energy targets3. Intermittency and unreliable technology can cause overestimations 
as to the capacity factor (CF) of renewable energy. Such technical issues can become the main 
barriers to implementing proposals for 100% renewable energy supply (Delucchi and Jacobson, 
2011, Jacobson and Delucchi, 2011, Heard et al., 2017, Lucas, 2017). For example, even China, 
the leader on renewable energy capacity, cannot maximise renewables-based electricity 
production as a consequence of grid connectivity problems and low-efficiency technologies 
(REN21, 2017, Wang et al., 2010). 
One of the most common reasons for inaccuracies in energy projection is the use of 
incorrect assumptions (O’Neill and Desai, 2005, Linderoth, 2002). O’Neill and Desai (2005) 
and Winebrake and Sakva (2006) suggested that incorrect macroeconomic assumptions are the 
source of fossil energy projection errors. On the other hand, Gilbert and Sovacool (2016) 
viewed inappropriate policy analyses and wrong assumptions on capital costs and CF as the 
sources of renewable energy projection errors. Policy—influenced by economic, 
environmental and political factors, which vary in each country—along with other institutional 
                                                          
3 The setting of renewable energy targets is usually based on renewable energy projections; thus, the terms 
target and projection are used interchangeably in this thesis. 
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issues, determines the achievement of renewable capacity targets (Marques et al., 2011, Lauber 
and Jacobsson, 2016). Conversely, technical issues (e.g., the reliability of technology, 
efficiency, the intermittency of resources and CF) affect the achievement of electricity 
production targets. 
Several studies have already analysed the accuracy of renewable energy projections, 
but the scope of their analyses is relatively limited for drawing broad conclusions. Gilbert and 
Sovacool (2016) focused on projections in the United States (US) Annual Energy Outlook 
(AEO), and thus their results could not capture global trends. In contrast, Metayer et al. (2015) 
analysed global-level projections in the World Energy Outlook (WEO) but ignored the 
effectual nullification caused by equality of failures and successes in projection implementation 
across each country. This chapter extends the scope of these previous studies to the US and to 
27 European Union (EU) countries, each of which has a strong motivation for green electricity 
supply. The US is the country with the second largest total capacity for renewable energy, and 
the EU countries are recognised to have the highest per capita capacity of non-hydro renewable 
energy (REN21, 2017). In addition, dominant error sources are examined by comparing errors 
in projections of capacity and production of renewable energy. 
Research questions in this chapter are as follows: What is the most achievable 
renewable energy target? What is the projection error ranges for different types of renewables? 
Which error is dominant? Analysis in this chapter uses three indicators: mean percentage error 
(MPE), mean absolute percentage error (MAPE) and the mean of the difference between 
absolute percentage error of capacity and absolute percentage error of production (MDAPE). 
These terms are defined in sub Chapter 4.3.2 on methodology. The contribution of this chapter 
is threefold. First, it guides policymakers to understand the uncertainties and errors in their 
renewable targets. Secondly, the results, by providing information about the most achievable 
renewable targets, may assist risk-averse countries to secure their energy supplies. Lastly, 
issues that need more attentions in renewable energy planning are identified. The remainder of 
Chapter 4 is organised as follows: sub Chapter 4.2 discusses previous studies on energy 
projection accuracy, sub Chapter 4.3 describes the data and methodology, and sub Chapter 4.4 
presents the analysis results. Sub Chapter 4.5 discusses the implications of the findings for 
renewable energy policy, and sub Chapter 4.6 concludes the analysis. 
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4.2 Literature Reviews 
The use of energy models for making energy projections has been widely criticised 
because of energy model limitations (Li et al., 2015a, Schwanitz, 2013, Jefferson, 2014). 
Energy models cannot correctly represent the complexity of future energy systems and 
commonly employ incorrect assumptions to address their unknown parameters (Schwanitz, 
2013, Pindyck, 2015, Trutnevyte et al., 2016, Weijermars et al., 2012). The consequences of 
wrong assumptions and inappropriate policy modelling are not only limited to projection 
errors; they may also result in inefficient resource usage, excessive emissions and weaker 
energy security (Metayer et al., 2015, Sohn, 2007, Winebrake and Sakva, 2006). 
Therefore, analysing the accuracy of energy models is vital for deriving insights related 
to the uncertainty and inaccuracy of sources, which may then be used for adjusting the 
remaining projection data (Winebrake and Sakva, 2006, O’Neill and Desai, 2005, Sanders et 
al., 2009). Metayer et al. (2015) analysed the projections for various renewables in the WEO 
published by the International Energy Agency (IEA) between 1994 and 2014. They found that 
the IEA intentionally underestimated the renewables projections by continually using linear 
growth assumptions, whereas historical data showed exponential growth. The underestimated 
projections were for photovoltaic (PV) and wind energy, while other renewables had 
overestimated or relatively accurate projections. Gilbert and Sovacool (2016), investigating the 
inaccuracy of six projections for renewables in the US AEO published by the US Energy 
Information Agency (EIA) from 2004 to 2014, found consistent underestimation of projections 
for wind and solar energies as a result of systemic errors in price assumptions as well as 
National Energy Modelling System (NEMS) structure failures to capture policy effectiveness. 
Carley (2009) and Shrimali et al. (2015) supported their conclusions by empirically 
demonstrating the effectiveness of renewable energy policy in the US. Gilbert and Sovacool 
(2016) recognised that the EIA initially overestimated CF for solar and wind energies but has 
ceased this practice in more recent projections. Nevertheless, both studies by Metayer et al. 
(2015) and Gilbert and Sovacool (2016) are not only limited in aggregate or confined to a single 
country; they also cannot determine which projection (i.e., capacity or production) produces 
greater error. Their analyses do not account for the influences of capacity projection errors in 
projection error analyses of renewable energy production. 
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4.3 Data and Methodology 
4.3.1 Data 
The analysis of renewable energy projections in multiple and committed countries will 
have more robust results than an analysis in a single country. The size of renewable energy 
capacities reflects a country’s commitment, and the six countries with the leading renewables 
capacities in 2016 were China, the US, Germany, Japan, India and Italy (REN21, 2017). 
However, China, Japan and India are excluded from this analysis because of the unavailability 
of projection data for renewables-based electricity production; ANRE (2014), METI (2015), 
MNRE (2011), MNRE (2017) and Moch (2014) only present the capacity projections for these 
countries. The EU countries have stated their targets for renewables capacities and production 
in the National Renewable Energy Action Plan (NREAP) (EC, 2016) and actual data from 2010 
to 2016 is available at EC (2018). The US EIA annually publishes various energy-related 
projections in the AEO, along with the actual data (EIA, 2016, EIA, 2018). As does that of 
Gilbert and Sovacool (2016), analysis in this chapter uses the reference case scenarios from 
AEO 2005 to 2016. Data and the calculation results for all countries are available as 
supplementary data in Al Irsyad et al. (2019b).  
Most capacity and production projections are available for all renewable energy types, 
except for solar thermal. Solar thermal production data for EU countries and solar thermal 
capacity data for the US are mixed with actual data for the photovoltaic. Consequently, solar 
thermal and PV are merged in this analysis. Further, all countries do not treat hydropower data 
equally; for example, Swedish’s actual data covers conventional and pumped-storage 
hydropower, whereas the UK retains only actual data for conventional hydropower. Therefore, 
in the analysis results provided in Table 4.3, a country is given a note if the analysis includes 
pumped-storage hydropower. In summary, the total renewable energy capacity target4 for the 
US and the EU in 2016 was 560.3 GW, consisting of hydropower (40.3%), wind energy 
(39.3%), solar energy (11.7%), geothermal energy (0.8%) and ocean energy (0.1%). 
 
                                                          
4 Based on AEO 2010 and NREAP. 
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4.3.2  Methodology 
This thesis uses the approach of Winebrake and Sakva (2006) who used the MPE to 
show error patterns in the short and long term. MPE is defined as the average error between ?̂? 
projection data and Y actual data for n number of projections in τ year projection horizon and j 
energy type as in Equation 3.1: 
𝑀𝑃𝐸𝜏,𝑗 =
∑
(?̂?𝑡,𝜏,𝑗−𝑌𝑡,𝜏,𝑗)
𝑌𝑡,𝜏,𝑗
𝑡
𝑛𝜏,𝑗
       (4.1) 
Here, t is the projection publication year. MPE shows the error direction; that is, whether the 
projection has been overestimated (MPE > 0) or underestimated (MPE < 0). 
The MAPE in Equation 4.2 is calculated to compensate the cancellation effect brought 
about by the overestimated and underestimated projections. 
 𝑀𝐴𝑃𝐸𝜏,𝑗 =
|∑
(?̂?𝑡,𝜏,𝑗−𝑌𝑡,𝜏,𝑗)
𝑌𝑡,𝜏,𝑗
𝑡 |
𝑛𝜏,𝑗
        (4.2) 
Analysing errors in projections related to production should exclude the influence of capacity 
projection errors. Therefore, the projections concerning production are adjusted using CF 
assumptions and the actual capacity as in Equation 4.4 and 4.5. Therefore, production 
projections with zero actual capacity are excluded from the analysis, since they would produce 
incorrect results, showing zero errors in projections about production. 
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟𝑡,𝑗 =
𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑡,𝑗
𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑡,𝑗∗𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑝𝑒𝑟𝑖𝑜𝑑
    (4.4) 
𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛𝑡,𝑗
= 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟𝑡,𝑗 ∗ 𝐴𝑐𝑡𝑢𝑎𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑡,𝑗 ∗ 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑝𝑒𝑟𝑖𝑜𝑑 
           (4.5) 
The production periods considered are 8,000 hours for wind projections in EU countries (EC, 
2018) and 8,760 hours (i.e. 24 hours x 365 days) for other projections. 
Here, understanding the dominant errors in capacity and production projections of 
renewable energy needs to calculate the mean of the difference between absolute percentage 
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error of capacity and absolute percentage error of production, termed MDAPE, as shown in 
Equation 4.6: 
𝑀𝐷𝐴𝑃𝐸𝜏,𝑗 =
∑(|
?̂?𝑡,𝜏,𝑗−𝑌𝑡,𝜏,𝑗
𝑌𝑡,𝜏,𝑗
|
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
− |
?̂?𝑡,𝜏,𝑗−𝑌𝑡,𝜏,𝑗
𝑌𝑡,𝜏,𝑗
|
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
)
𝑛𝜏,𝑗
    (4.6) 
Positive MDAPE means larger capacity projection error and vice versa. However, as a 
reminder, these errors may take the form of either underestimated or overestimated projections. 
Some errors are enormous for several reasons, including zero implementation and unplanned 
production. To enhance this analysis, the error value is limited to a minimum of minus 100 for 
vastly underestimated projections and a maximum of plus 100 for grossly overestimated 
projections. 
 
4.4  Results 
4.4.1 Wind Energy Projection Errors 
Table 4.1 shows the analysis results of wind energy projection errors. The positive 
figures for average MPEs mean that over-projections of wind capacity and production are 
common. Malta has not been able to implement wind turbine capacity targets at all and, 
consequently, its production projection errors cannot be analysed. Most countries find it 
increasingly difficult to achieve their capacity targets from longer-term projections, but some 
countries (e.g., the US) can enlarge their surpluses of target achievement. In contrast, average 
production projection errors are relatively stable with slightly larger errors in one-year 
projections, indicating the presence of technical barriers (e.g., commissioning tests) in the early 
stages of wind energy deployment.  
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Table 4.1 Errors of wind power projections 
Horizon  
(years) 
MPE of Capacity (%) MPE of Production (%) MDAPE (%) 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 
Austria 3.1 8.6 8.7 6.2 1.9 -2.0 -5.0 -4.4 3.5 4.3 3.9 4.5 3.7 3.2 -1.3 0.7 1.5 0.8 2.2 5.4 7.9 
Belgium -19.6 -12.3 -11.8 -13.7 -13.1 -11.9 -9.6 -4.6 -12.6 -2.8 8.3 12.2 12.9 15.5 15.0 -0.3 -2.2 -7.2 -9.2 -9.4 -11.9 
Bulgaria -31.1 -13.8 -4.5 7.5 17.9 28.6 37.1 29.0 21.1 14.0 7.9 5.2 2.1 0.1 2.1 -3.7 2.1 9.8 18.7 27.1 34.1 
Cyprus 0.0 -7.5 -12.5 -6.3 -2.6 0.2 2.1 1.3 48.1 42.6 33.5 33.7 31.3 29.2 -1.3 -40.6 -30.2 -21.1 -21.3 -18.7 -16.4 
Czech  14.1 25.8 28.2 33.6 38.8 44.9 51.7 18.8 10.5 13.6 11.8 12.3 9.8 10.2 -4.7 15.3 14.6 21.9 26.4 34.1 40.6 
Denmark -5.7 -5.1 -6.0 -7.6 -8.8 -10.3 -11.3 16.9 8.4 6.4 8.8 7.1 5.4 6.2 -11.2 -3.5 -0.5 -1.3 1.6 3.7 4.2 
Estonia 36.1 17.5 17.3 23.3 27.7 28.6 33.3 -10.6 -6.5 -9.3 -6.6 -5.8 -4.4 -3.5 25.5 12.1 8.7 16.5 21.7 23.2 28.4 
Finland -13.7 13.5 25.0 20.6 14.9 6.9 1.3 41.9 14.5 13.8 17.2 19.0 15.5 15.7 -28.2 -0.2 11.8 3.8 -0.7 4.7 6.1 
France -6.3 -2.0 2.0 6.5 10.7 14.2 17.1 24.8 20.6 16.9 16.1 16.6 15.4 16.5 -18.6 -16.4 -10.8 -6.5 -3.4 0.9 2.4 
Germany 2.9 3.0 2.4 1.4 -0.8 -3.7 -6.3 14.9 6.5 5.5 7.2 10.4 9.9 12.0 -12.0 -5.4 -4.4 -6.0 -7.5 -4.5 -4.2 
Greece 2.2 9.8 21.1 33.9 44.7 53.9 60.5 12.8 14.3 11.3 8.4 11.1 9.5 8.0 -10.5 -4.5 9.8 25.4 33.6 44.3 52.1 
Hungary 12.6 15.7 22.8 34.0 41.7 47.3 51.8 15.1 4.1 -1.2 -2.1 1.3 3.3 5.0 -2.4 4.7 11.5 24.4 31.1 36.3 40.2 
Ireland 52.0 47.3 43.0 43.2 40.9 38.9 35.1 12.6 4.1 7.7 9.3 10.4 8.4 10.3 39.4 38.7 32.3 31.6 28.6 28.4 23.0 
Italy 0.1 -3.5 -6.7 -7.3 -6.5 -5.5 -4.2 -8.1 -2.9 -5.7 -8.0 -9.3 -9.0 -10.5 -8.0 -1.5 -0.5 -1.8 -3.7 -4.2 -5.8 
Latvia -6.7 -1.9 -6.9 -6.7 -2.2 6.6 19.4 26.8 13.4 10.8 12.8 11.7 10.2 11.6 -20.2 -8.7 -2.0 -4.7 -2.0 6.3 16.3 
Lithuania 34.6 16.8 8.2 8.0 10.7 7.1 5.9 -1.5 -0.5 4.6 5.0 4.9 8.7 7.4 33.1 16.8 9.3 7.3 9.2 4.8 4.3 
Luxembourg -20.5 -15.8 -12.8 -4.0 7.5 16.9 14.1 37.1 31.0 32.9 31.6 31.9 29.0 39.2 -16.7 -15.2 -20.1 -16.4 -9.0 0.7 -13.3 
Malta 100.0 100.0 100.0 100.0 100.0 100.0 100.0 a a a a a a a a a a a a a a 
Netherland -0.7 -2.4 5.6 12.4 24.0 30.8 34.6 12.7 2.0 4.3 6.0 8.7 8.9 12.7 -12.0 -8.3 -1.3 4.5 13.8 20.6 20.8 
Poland -0.7 -7.3 -12.1 -15.7 -16.7 -18.5 -20.1 39.8 28.9 24.5 23.6 20.3 16.2 13.7 -39.1 -21.6 -12.4 -7.9 -3.5 1.0 4.9 
Portugal 12.1 14.0 18.3 19.1 18.3 19.3 19.3 -0.8 3.0 0.9 -2.7 -4.1 -4.6 -5.3 11.3 10.1 14.7 12.9 11.5 12.4 12.1 
Romania 44.0 35.2 24.0 15.1 9.8 8.6 9.1 4.4 9.1 13.9 14.5 13.2 9.6 8.0 39.5 26.2 10.1 6.4 5.8 3.8 4.8 
Slovakia 66.7 66.7 77.8 83.3 86.7 88.9 90.5 -30.0 -17.0 -31.3 -15.2 -16.1 -16.8 -17.2 36.7 49.7 46.4 51.5 57.2 61.0 63.7 
Slovenia 100.0 100.0 100.0 100.0 100.0 100.0 100.0 a a a 75.0 75.0 67.1 63.2 a a a 25.0 25.0 32.9 36.8 
Spain -2.6 -0.5 0.8 2.8 5.3 8.1 11.1 -5.0 -2.4 -4.1 -7.1 -7.7 -7.2 -6.8 -2.4 -0.5 -1.7 -3.1 -1.5 1.6 5.0 
Sweden -7.2 -15.0 -21.1 -24.8 -28.3 -31.1 -33.2 47.5 33.0 32.8 27.9 26.6 21.6 20.3 -40.3 -18.0 -11.7 -3.0 1.7 8.4 12.0 
UK 0.2 5.0 1.8 -1.0 -2.5 -2.2 -1.4 37.3 23.2 22.9 19.3 18.0 14.8 15.6 -37.2 -18.1 -18.0 -13.2 -11.5 -9.7 -10.8 
US -4.2 -11.1 -21.0 -29.6 -37.1 -44.1 -50.9 11.7 14.9 17.5 15.9 14.7 12.7 12.1 -8.6 -2.8 5.5 17.8 24.5 32.1 38.8 
Minimum -31.1 -15.8 -21.1 -29.6 -37.1 -44.1 -50.9 -30.0 -17.0 -31.3 -15.2 -16.1 -16.8 -17.2 -40.3 -40.6 -30.2 -21.1 -21.3 -18.7 -16.4 
Average 12.9 13.6 14.0 15.5 17.2 18.6 19.7 13.1 10.5 9.5 11.9 12.1 10.5 10.8 -2.8 0.2 2.4 6.2 8.9 12.9 14.7 
Maximum 100.0 100.0 100.0 100.0 100.0 100.0 100.0 47.5 48.1 42.6 75.0 75.0 67.1 63.2 39.5 49.7 46.4 51.5 57.2 61.0 63.7 
Note: a) excluded from the analysis because the production projection cannot be adjusted due to zero actual capacity 
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Therefore, revising initial high CF expectations to more realistic CF will reduce 
production errors in future projections (Gilbert and Sovacool, 2016). Denmark, Poland and 
Sweden were unable to reach production targets in 2010 and 2011, although they could meet 
their capacity targets. In later years, they were able to achieve their production targets, but their 
CFs were still not expected to equal that proposed in the NREAP. In Table 4.1, the average 
MDAPEs are positive and increasing—except regarding the one-year projection—which 
means that generally countries encounter more problems in the construction phase than 
technical issues during production. Other countries could learn from the US’s example in 
setting effective wind energy policy (Shrimali et al., 2015). 
 
4.4.2 Solar Power Projection Errors 
Table 4.2 is the results of solar energy projection analysis. On average, solar energy 
capacity targets are more achievable than those of wind power. The average MPEs of solar 
energy capacity projection are negative and increasingly so with longer horizons of projection. 
Technology development, economic scale, simple resource assessment, social acceptability, 
and short construction periods have remarkably reduced solar energy costs and investment risks 
(Li et al., 2015b, IRENA, 2018). In contrast, the average MPEs of production projection are 
positive and relatively constant, indicating that an overestimation of CF is common, which is 
consistent with Gilbert and Sovacool (2016) findings for the US. The average MDAPEs are 
positive, indicating vastly underestimated capacity projections. For example, Ireland did not 
have solar energy targets initially but produced PV-based electricity in 2011.  
Similarly, PV policies and declining technology prices have successfully attracted solar 
energy investments in the US, and thus solar energy supply has exhibited exponential growth 
since 2012 (Gilbert and Sovacool, 2016, Carley, 2009). Regarding the targets of solar thermal 
energy, most countries with a target cannot reach it. Cyprus, France, Italy and Portugal have 
been unable to attain their targets, while Spain meets its target only partially. An exception is 
Germany, which previously had no target but, since 2010, has reported a 2 MW solar thermal 
capacity. That other countries do not have solar thermal targets indicates higher risks associated 
with investments in this form of energy. 
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Table 4.2 Errors of solar power projections 
Horizon  
(years) 
MPE of Capacity (%) MPE of Production (%) MDAPE (%) 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 
Austria -41.6 -54.4 -58.6 -63.4 -66.7 -69.1 -70.9 63.4 68.4 46.4 35.3 27.2 21.9 18.0 -21.9 -14.0 12.2 28.1 37.5 43.9 48.5 
Belgium -61.3 -65.3 -70.6 -73.3 -74.5 -74.9 -74.9 40.2 21.5 15.5 10.4 6.3 3.2 1.5 21.1 43.7 55.1 60.4 62.2 62.6 63.1 
Bulgaria -64.0 -69.7 -77.3 -79.8 -80.2 -79.4 -78.7 100.0 100.0 83.7 62.8 51.9 43.6 37.6 -36.0 -30.3 -6.4 17.0 28.3 35.9 41.1 
Cyprus -14.3 -17.1 -21.2 -28.8 -17.1 -11.8 -5.2 7.7 21.5 21.8 20.9 33.8 35.6 34.4 6.6 -4.4 -0.6 7.9 -4.9 -9.0 -6.8 
Czech  -4.5 -8.8 -11.8 -13.6 -14.7 -15.4 -15.9 -1.8 -6.4 -5.7 -3.5 -3.0 -3.6 -3.3 2.7 2.4 6.1 8.5 10.4 10.7 11.7 
Denmark -57.1 -69.7 -79.6 -84.6 -87.5 -89.5 -90.9 -22.2 -23.3 17.8 6.7 0.6 0.1 -2.0 34.9 46.4 30.7 41.3 48.2 56.2 60.4 
Estonia* 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Finland -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
France -51.7 -61.9 -65.5 -66.6 -66.7 -66.4 -65.6 100.0 81.6 62.0 53.8 47.2 42.3 38.3 -48.3 -19.7 3.5 12.8 19.5 24.1 27.3 
Germany -12.3 -17.0 -21.4 -22.5 -21.8 -20.2 -18.4 -7.6 -8.3 -7.4 -8.5 -10.9 -12.9 -13.6 4.7 8.8 14.1 14.0 10.8 7.3 4.8 
Greece -8.9 -25.3 -38.7 -46.5 -49.3 -49.4 -48.0 68.1 50.1 39.8 28.1 20.4 15.4 12.4 -59.2 -24.8 -1.1 14.8 22.0 25.0 26.3 
Hungary -100.0 -75.0 -66.7 -68.6 -71.2 -74.1 -76.2 -100.0 0.0 33.3 50.0 59.3 63.9 61.1 0.0 -25.0 -33.3 -31.4 -28.1 -23.1 -13.5 
Ireland -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 0.0 -50.0 -66.7 -75.0 -80.0 -83.3 -85.7 100.0 50.0 33.3 25.0 20.0 16.7 14.3 
Italy -30.3 -51.8 -59.9 -63.7 -65.5 -66.4 -66.7 48.7 32.0 17.9 10.6 6.8 4.5 4.1 -18.4 19.8 35.1 42.4 46.8 49.6 52.1 
Latvia 0.0 0.0 33.3 50.0 60.0 66.7 57.1 0.0 0.0 0.0 0.0 0.0 0.0 33.3 0.0 0.0 33.3 50.0 60.0 66.7 42.9 
Lithuania 100.0 100.0 47.6 12.6 -7.6 -20.6 -29.9 0.0 0.0 50.0 60.4 46.9 42.1 44.9 100.0 100.0 52.4 42.1 50.1 52.2 48.5 
Luxembourg -6.9 -20.5 -29.7 -35.4 -36.3 -34.3 -32.0 2.3 9.6 22.0 15.7 9.8 5.2 3.1 4.6 11.0 7.7 18.2 19.8 17.5 16.2 
Malta 100.0 45.9 19.5 13.2 0.2 -10.4 -19.1 52.8 52.9 49.9 49.4 44.3 40.5 36.7 47.2 1.2 -2.8 -12.6 -4.5 3.3 11.0 
Netherland 2.2 1.1 -15.9 -29.2 -38.2 -45.0 -50.1 27.5 13.8 14.7 13.9 10.8 10.1 9.2 -25.3 -12.7 2.7 16.4 27.6 35.1 41.1 
Poland 100.0 50.0 66.7 50.0 21.5 1.5 -12.8 a 100.0 50.0 66.7 75.0 77.9 73.4 100.0 0.0 33.3 0.0 -1.5 0.2 7.1 
Portugal 16.4 33.2 36.4 41.6 41.7 44.9 50.8 -6.4 -6.0 -6.3 -5.5 -2.7 -3.9 -4.6 10.1 27.2 30.1 36.0 35.5 38.2 43.7 
Romania 0.0 50.0 35.0 3.8 -15.2 -27.5 -35.9 0.0 12.5 41.7 56.3 44.8 34.2 28.0 0.0 37.5 -6.7 -7.6 12.0 21.7 29.6 
Slovakia 100.0 12.1 -16.8 -31.0 -39.2 -44.3 -47.7 -44.1 -25.2 -9.8 -9.7 -9.9 -7.4 -6.3 55.9 62.7 59.7 60.9 60.9 61.5 62.5 
Slovenia 0.0 -35.1 -51.6 -60.1 -65.2 -68.4 -69.9 -7.7 -10.0 -11.0 -11.5 -11.8 -12.0 -12.1 -7.7 25.1 40.6 48.6 53.4 56.3 57.8 
Spain 0.0 3.4 3.8 5.0 7.4 10.4 13.7 5.2 2.1 1.5 1.8 1.5 1.7 2.6 -5.2 0.3 1.6 2.8 5.5 8.4 10.8 
Sweden -51.8 -52.6 -60.2 -66.6 -71.1 -74.9 -77.8 -67.7 -67.3 -64.6 -62.4 -60.3 -59.8 -58.9 -15.9 -14.7 -4.5 4.2 10.8 15.1 19.0 
UK -47.4 -66.7 -72.5 -75.2 -77.5 -79.4 -80.6 90.0 95.0 67.0 55.8 47.4 40.4 34.0 -42.6 -28.3 5.5 19.4 30.1 39.0 45.4 
US 64.5 52.7 30.5 3.4 -23.4 -48.2 -66.1 37.1 39.9 42.0 42.5 49.4 55.7 63.0 30.7 21.4 7.9 -3.5 -6.2 -3.7 3.0 
Minimum -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -59.2 -30.3 -33.3 -31.4 -28.1 -23.1 -13.5 
Average -10.0 -20.1 -27.6 -34.4 -39.2 -42.5 -44.9 11.0 15.0 15.0 13.5 11.3 9.5 9.2 8.8 10.5 15.2 19.1 23.2 26.4 28.4 
Maximum 100.0 100.0 66.7 50.0 60.0 66.7 57.1 100.0 100.0 83.7 66.7 75.0 77.9 73.4 100.0 100.0 59.7 60.9 62.2 66.7 63.1 
Note: * No target at all years so excluded from the average value; a) excluded from the analysis because the production projection cannot be adjusted due to zero actual capacity 
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4.4.3 Hydro Power Projection Errors 
Hydropower is another commonly proposed renewable energy source, along with wind 
and solar energy. The steadily low average MPEs in capacity projections suggest that the 
hydropower projections have been estimated more carefully, for example, by only counting 
feasible hydropower potentials. Although the average MPEs in production are also stable and 
small, the MDAPE signs are negative, indicating greater uncertainty on the production side, as 
shown in Table 4.3. Several countries have more under- (and over-) estimated production 
projections than capacity projections. For example, in the AEO, the US EIA initially expected 
to increase hydroelectricity production; however, the production has been relatively stable. It 
should be noted that incorrect reference data and projection inconsistency have caused 
significant projection errors in several countries. For examples, the initial NREAP data in 2005 
for France, the Netherlands and Spain differed from the actual data; therefore, the projections 
of these countries were inaccurate. Problems in data bias may also occur in Bulgaria, which 
has capacity targets but no production targets for pumped-storage hydropower. 
 
4.4.4 Marine Energy Projection Errors 
From 2010 to 2016, only France and Portugal had marine energy targets; the UK 
developed a target in 2016. Portugal failed to reach its 5 MW marine energy target in 2010 and 
had to wait until 2014 to achieve one MW of installed capacity, which surprisingly disappeared 
in the years that followed. France was able to build a significant capacity, though one that 
remained lower than its targets. The UK accelerated the construction of small marine energy 
plants in 2010. Even though the average MPEs in production were negative, it cannot be 
concluded that the production projections were more achievable, since projection errors in the 
UK highly influence the average MPEs in production. Correspondingly, the average MDAPEs 
in Table 4.4 suggest that the primary concern of countries with marine energy ambitions is the 
construction process. Analysis bias is possible as Italy did not have a capacity target in 2015 
but did have a production target while Finland did not have a production target but did have a 
capacity target and therefore may have been subject to projection errors. These mistakes may 
have arisen either from incorrect data inputs or from rounding-off problems. 
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Table 4.3 Errors of hydropower projections 
Horizon  
(years) 
MPE of Capacity (%) MPE of Production (%) MDAPE (%) 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 
Austria+ -1.5 -2.4 -2.9 -3.2 -3.5 -3.7 -4.2 0.8 7.1 1.6 -0.1 -0.4 1.1 1.8 0.7 -4.7 -5.0 -4.0 -2.6 -2.9 -2.4 
Belgium a  a a a a a a a a a a a a a a a a a a a a 
Bulgaria+ -2.3 -2.0 -2.5 -2.9 -3.1 -3.3 -3.3 -42.1 -25.3 -21.0 -22.5 -24.2 -27.2 -26.5 -39.8 -23.3 -18.5 -19.6 -21.1 -24.0 -23.1 
Cyprus* 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Czech  a a a a a a a a a a a a a a a a a a a a a 
Denmark 11.1 11.1 11.1 11.1 11.1 16.4 14.1 32.9 48.5 53.7 65.3 69.4 61.3 61.5 -21.7 -37.4 -42.6 -54.2 -58.3 -44.9 -47.5 
Estonia 20.0 38.0 24.5 17.8 25.4 26.2 26.7 -19.8 -27.8 -27.5 -16.0 -18.6 -17.9 -20.2 0.2 10.2 -1.3 -4.9 1.5 3.8 2.7 
Finland -3.0 -3.6 -3.8 -4.2 -4.5 -4.7 -4.9 13.5 16.4 7.0 9.4 10.1 6.7 5.2 -10.5 -12.8 -11.1 -11.2 -10.3 -9.3 -7.7 
France+ 3.1 4.0 4.9 5.7 6.5 7.4 8.1 6.5 24.5 20.0 13.0 10.6 11.4 10.6 -3.3 -20.5 -15.2 -11.3 -7.2 -6.6 -4.7 
Germany+ -6.0 -6.8 -6.5 -6.3 -6.1 -6.2 -6.1 -2.8 6.1 2.6 0.9 2.3 3.8 4.0 3.2 -2.1 -0.9 -0.4 -0.8 -1.5 -1.3 
Greece 0.7 0.7 2.5 4.6 5.0 5.2 5.5 -33.6 -4.1 2.2 -3.5 1.0 -1.3 -1.6 -32.9 -28.9 -22.1 -18.9 -17.6 -15.7 -13.0 
Hungary -3.8 -5.5 -6.7 -7.6 -8.2 -8.3 -7.4 7.2 0.5 0.2 0.4 -5.3 -5.8 -7.5 -3.5 -1.2 2.0 3.8 -0.5 -0.3 -2.6 
Ireland+ 100.0 100.0 66.5 49.7 39.7 33.0 28.2 a a a a a a a a a a a a a a 
Italy+ -11.8 -11.9 -11.9 -11.9 -11.8 -11.8 -11.7 -6.5 0.2 5.5 2.4 -1.3 0.2 2.1 5.3 5.3 2.1 2.8 1.4 1.8 1.1 
Latvia -2.5 -2.5 -2.5 -2.7 -2.9 -2.8 -2.5 -15.3 -4.6 -8.8 -5.8 5.7 15.3 15.8 -12.8 -8.2 -10.3 -7.7 -15.8 -23.4 -22.6 
Lithuania+ 1.3 1.3 1.3 1.4 1.4 1.5 1.5 -13.7 -3.9 3.8 4.0 3.9 4.9 5.3 -12.4 -8.5 -11.6 -9.5 -7.9 -8.0 -7.7 
Luxembourg+ 0.4 0.4 0.4 4.8 3.9 3.4 3.0 -39.5 -30.5 -28.1 -27.2 -24.2 -25.6 -26.6 -39.2 -30.1 -27.8 -22.4 -20.2 -22.2 -23.6 
Malta* 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Netherland 27.0 39.2 53.2 60.8 65.4 68.5 70.7 -4.8 35.1 22.1 13.5 8.7 8.5 7.3 22.2 -0.7 25.3 36.8 44.1 49.4 54.3 
Poland a a a a a a a a a a a a a a a a a a a a a 
Portugal+ 16.9 12.8 16.2 18.2 20.8 26.2 31.4 -49.6 -37.5 -14.2 -20.9 -26.3 -26.3 -30.6 -32.7 -24.7 -19.6 -19.0 -18.5 -10.9 -8.5 
Romania -0.9 -0.1 0.7 1.4 2.6 3.5 4.4 -15.9 -1.2 12.4 12.7 8.2 7.5 5.8 -14.9 -13.8 -21.7 -18.8 -15.5 -12.2 -9.7 
Slovakia a a a a a a a a a a a a a a a a a a a a a 
Slovenia+ -14.6 -14.6 -14.6 -14.1 -13.7 -12.7 -11.6 4.5 18.5 19.1 15.0 7.8 10.0 8.9 10.1 -4.0 -4.5 -0.9 -2.5 -4.2 -3.3 
Spain 0.8 4.0 5.1 4.8 4.7 3.9 4.8 -18.8 -5.5 15.8 10.4 6.2 10.3 7.9 -18.0 -9.3 -23.3 -18.0 -15.6 -18.1 -15.0 
Sweden+ -2.3 -1.8 -1.3 -1.2 -0.5 -0.4 -0.4 5.1 4.6 -1.4 2.0 2.5 0.4 1.9 -2.8 -2.8 -6.1 -7.4 -6.4 -6.9 -7.3 
UK 2.5 2.7 2.9 3.2 3.4 3.6 3.6 38.6 14.0 8.5 9.4 5.8 2.7 3.0 -36.1 -21.9 -14.3 -12.8 -11.1 -10.6 -9.3 
US -0.3 -0.6 -0.8 -0.6 -0.7 -0.9 -0.9 1.9 6.1 9.5 10.6 11.5 12.8 12.2 -4.8 -6.5 -10.0 -10.3 -11.6 -12.6 -12.1 
Minimum -14.6 -14.6 -14.6 -14.1 -13.7 -12.7 -11.7 -49.6 -37.5 -28.1 -27.2 -26.3 -27.2 -30.6 -39.8 -37.4 -42.6 -54.2 -58.3 -44.9 -47.5 
Average 6.1 7.4 6.2 5.9 6.1 6.5 6.8 -6.9 1.9 3.8 3.3 2.4 2.4 1.8 -11.1 -11.2 -10.8 -9.4 -8.9 -8.1 -7.4 
Maximum 100.0 100.0 66.5 60.8 65.4 68.5 70.7 38.6 48.5 53.7 65.3 69.4 61.3 61.5 22.2 10.2 25.3 36.8 44.1 49.4 54.3 
Note: * No target at all years so excluded from the average value; + includes pumped-storage hydropower analysis; a) excluded from the analysis because actual capacity data in 2005 likely 
consists conventional hydropower and pumped storage hydropower meanwhile the projection of pumped storage hydropower is not stated; 
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Table 4.4 Errors of marine power projections 
Horizon  
(years) 
MPE of Capacity (%) MPE of Production (%) MDAPE (%) 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 
Finland 0.0 0.0 0.0 0.0 0.0 16.7 28.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 16.7 28.6 
France 11.1 11.4 13.8 16.4 19.2 22.4 25.6 -5.5 -5.8 -2.1 4.7 6.6 8.4 9.9 5.6 5.6 8.1 5.9 7.9 10.2 12.4 
Italy 0.0 0.0 0.0 0.0 0.0 0.0 14.3 0.0 0.0 0.0 0.0 0.0 a a 0.0 0.0 0.0 0.0 0.0 a a 
Netherland 0.0 0.0 0.0 0.0 0.0 0.0 14.3 0.0 0.0 0.0 0.0 0.0 0.0 a 0.0 0.0 0.0 0.0 0.0 0.0 a 
Portugal 100.0 100.0 100.0 100.0 100.0 100.0 100.0 a a a a 100.0 100.0 100.0 100.0 100.0 100.0 100.0 80.0 83.3 85.7 
Spain 0.0 0.0 0.0 0.0 0.0 0.0 14.3 0.0 0.0 0.0 0.0 0.0 0.0 a 0.0 0.0 0.0 0.0 0.0 0.0 a 
UK -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -71.4 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -71.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Minimum -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -71.4 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -71.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Average 1.6 1.6 2.0 2.3 2.7 5.6 17.9 -17.6 -17.6 -17.0 -15.9 0.9 1.4 9.6 15.1 15.1 15.4 15.1 12.6 18.4 31.7 
Maximum 100.0 100.0 100.0 100.0 100.0 100.0 100.0 0.0 0.0 0.0 4.7 100.0 100.0 100.0 100.0 100.0 100.0 100.0 80.0 83.3 85.7 
Note: Country without target at all years are excluded from the table; a) excluded from the analysis because the production projection cannot be adjusted due to zero actual capacity 
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4.4.5 Geothermal Projection Errors 
Most EU countries did not set geothermal targets, and those that did set targets from 
2010 to 2016 failed to achieve them, as shown in Table 4.5. The Czech Republic and Hungary 
could not meet their targeted geothermal capacities; France was building a small portion of its 
capacity target in 2011 but was unable to generate electricity until 2016. The Czech Republic 
and Hungary had smaller MPEs than France because they set their capacity targets in 2013; 
thus, they had no projection errors from 2010 to 2012. Germany and Italy successfully 
developed new capacities, yet these are smaller than their projections. Only Portugal exceeded 
its electricity production targets from 2010 to 2014 based on its initial capacity, but since this 
period, the production targets have remained unachievable, as there has been no 
implementation of new capacity targets. The US expected a small increase in geothermal 
capacity in its AEO from 2006 to 2010, but later understood that these expectations were 
unrealistic; it then adjusted its addition target in the AEO from 2011 to 2016. The positive 
average MPEs in Table 4.5 shows each of these overestimated projections. The average 
MDAPEs have negative values, but these results cannot be generalised because of the small 
sample size and the fact that MDAPE for Austria was dominant. 
 
4.4.6 Biomass and Waste to Energy Projection Errors 
Many countries set high targets for biomass and waste to energy sources, but some had 
difficulty implementing these targets as shown in Table 4.6. For example, Malta had biomass 
and waste to energy target of 23.1 MW or 26% of its total renewables capacity target in 2016, 
but its actual capacity was only 5 MW. The CFs are generally underestimated, as shown by the 
small and negative average MPEs in production. As an exception, the US in several of its AEOs 
employed an unrealistic CF of higher than 100%. Meanwhile, actual production and capacity 
data in Poland produced an unrealistic CF of 537%; therefore, Poland is excluded from the 
analysis to minimise bias. The MDAPE clearly shows that, in general, capacity projection 
errors are superior to production projection errors. For example, countries such as France and 
Ireland largely overestimated their capacity targets, but their adjusted production targets (i.e., 
their CF assumptions) were underestimated and exhibit lower errors.   
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Table 4.5 Errors of geothermal projections 
Horizon  
(years) 
MPE of Capacity (%) MPE of Production (%) MDAPE (%) 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 
Austria 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 
Czech  0.0 0.0 0.0 25.0 40.0 50.0 57.1 0.0 0.0 0.0 a a a a 0.0 0.0 0.0 a a a a 
France 100.0 100.0 100.0 100.0 100.0 100.0 100.0 a 100.0 100.0 100.0 100.0 100.0 100.0 100.0 50.0 33.3 25.0 20.0 16.7 14.3 
Germany 25.0 62.5 75.0 72.9 78.3 81.9 84.5 -22.9 4.2 27.0 26.0 22.9 17.8 12.8 2.1 35.4 32.8 35.5 46.3 54.0 58.1 
Greece 0.0 0.0 0.0 0.0 20.0 33.3 42.9 0.0 0.0 0.0 0.0 a a a 0.0 0.0 0.0 0.0 a a a 
Hungary 0.0 0.0 0.0 25.0 40.0 50.0 57.1 0.0 0.0 0.0 a a a a 0.0 0.0 0.0 a a a a 
Italy 3.6 4.7 5.8 6.9 6.9 7.2 7.8 1.1 -1.4 -2.0 -2.6 -2.8 -3.7 -4.6 2.4 2.1 3.1 3.8 3.6 3.2 2.9 
Portugal 0.0 0.0 0.0 3.0 6.4 15.3 24.6 -17.3 -19.8 -9.3 -11.4 -13.2 -14.4 -13.1 -17.3 -19.8 -17.1 -14.2 -11.5 -3.0 8.1 
Slovakia 0.0 0.0 33.3 50.0 60.0 66.7 71.4 0.0 0.0 a a a a a 0.0 0.0 a a a a a 
US 2.4 4.4 6.1 7.7 9.2 8.7 8.9 5.0 5.5 6.9 8.4 9.9 11.1 11.1 -3.9 -2.2 -3.5 -4.1 -1.8 -2.0 -1.6 
Minimum 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -22.9 -19.8 -9.3 -11.4 -13.2 -14.4 -13.1 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 -100.0 
Average 13.1 17.2 22.0 29.1 36.1 41.3 45.4 7.3 18.9 24.7 31.5 36.1 35.1 34.4 -13.0 -3.4 -5.7 -7.7 -7.2 -5.2 -3.0 
Maximum 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 2.4 50.0 33.3 35.5 46.3 54.0 58.1 
Note: *Country without targets at all years are excluded from the table; a) excluded from the analysis because the production projection cannot be adjusted due to zero actual capacity 
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Table 4.6 Errors of biomass and renewable wastes projections 
Horizon  
(years) 
MPE of Capacity (%) MPE of Production (%) MDAPE (%) 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 
Austria -37.4 -38.6 -39.4 -34.1 -26.0 -21.1 -16.6 68.9 71.5 72.6 61.2 49.8 42.5 35.8 -31.5 -32.9 -33.2 -27.1 -21.3 -18.2 -14.7 
Belgium -29.6 -22.4 -14.7 -6.7 4.4 13.5 24.7 -1.4 -5.0 -10.6 -13.4 -14.7 -17.6 -19.7 28.2 17.4 4.6 2.3 7.5 10.8 17.8 
Bulgaria -100.0 -54.5 -17.3 -4.2 16.7 30.6 40.5 -100.0 -46.0 -25.4 -1.9 0.3 1.7 -0.3 0.0 0.5 14.2 2.3 20.0 31.9 40.0 
Cyprus -25.0 -29.2 -30.6 -27.9 -26.3 -21.9 -18.8 14.3 29.3 36.2 44.9 48.7 51.4 52.8 10.7 -0.1 -5.6 -16.9 -22.4 -29.4 -34.0 
Czech  a a a a a a a a a a a a a a a a a a a a a 
Denmark 7.3 0.5 -7.5 13.5 24.0 31.7 40.2 -23.4 -11.3 0.3 -5.8 -8.6 -9.8 -13.2 -16.2 -5.3 -3.6 10.3 17.5 23.6 28.5 
Estonia a a a a a a a a a a a a a a a a a a a a a 
Finland 0.4 6.4 10.3 12.6 14.6 16.4 18.8 -26.6 -28.1 -28.9 -30.2 -30.8 -30.8 -31.0 -26.2 -21.6 -18.5 -17.6 -16.2 -14.4 -12.3 
France 100.0 100.0 100.0 100.0 100.0 100.0 100.0 -39.0 -42.6 -42.0 -40.1 -38.9 -37.5 -36.3 61.0 57.4 58.0 59.9 61.1 62.5 63.7 
Germany 15.6 9.4 7.1 6.0 5.4 5.1 4.9 -17.4 -14.0 -15.9 -16.8 -17.6 -17.8 -17.8 -1.7 -4.6 -8.8 -10.8 -12.2 -12.8 -12.8 
Greece 46.3 39.8 45.1 52.3 61.8 68.2 72.7 -8.6 -8.1 -11.9 -16.8 -14.8 -13.5 -21.5 37.7 31.7 33.2 35.5 47.1 54.7 51.2 
Hungary -24.1 -22.9 -8.0 1.2 -1.3 -3.5 -5.5 12.2 23.7 15.5 8.9 13.8 15.2 13.4 11.9 -0.9 6.3 9.2 2.9 1.1 3.1 
Ireland 100.0 92.0 85.2 88.9 91.1 92.6 93.6 -48.3 -42.3 -40.5 -36.6 -35.4 -33.0 -34.7 51.7 49.7 44.7 52.3 55.7 59.5 59.0 
Italy 30.7 21.2 8.1 2.4 0.1 -0.3 -0.1 -30.0 -25.0 -15.3 -16.4 -18.3 -19.8 -20.6 0.8 -3.9 2.0 0.3 -3.1 -6.7 -9.2 
Latvia -18.8 -17.7 -25.4 -30.0 -28.1 -25.5 -23.9 34.3 44.8 42.5 39.1 32.9 27.2 24.0 -15.5 -27.1 -17.1 -9.1 -4.8 -2.1 -0.5 
Lithuania 17.2 20.7 17.6 28.0 41.2 51.0 58.0 -14.7 -5.6 -0.2 -6.3 -9.3 -11.9 -13.7 2.5 11.6 8.0 14.7 26.3 34.5 40.3 
Luxembourg 44.4 47.2 64.8 68.3 74.6 78.8 81.9 -41.6 -41.0 -40.8 -34.5 -33.7 -33.0 -33.7 2.8 6.2 24.0 33.8 40.9 45.8 48.2 
Malta 100.0 55.3 43.8 57.8 66.3 71.9 75.9 b 100.0 100.0 100.0 100.0 100.0 100.0 b -89.3 -84.3 -56.2 -42.2 -33.7 -28.1 
Netherland 58.0 62.8 75.2 81.4 85.1 87.6 89.4 -46.3 -44.9 -44.1 -42.8 -42.4 -42.0 -42.0 11.7 17.9 31.1 38.5 42.7 45.6 47.4 
Poland c c c c c c c c c c c c c c c c c c c c c 
Portugal 27.6 33.0 39.7 46.8 52.2 55.0 57.0 -28.1 -31.0 -32.0 -33.4 -34.0 -34.4 -34.4 -0.5 1.9 7.8 13.4 18.1 20.6 22.6 
Romania -30.0 35.0 56.7 67.5 74.0 78.3 81.4 -13.8 -20.3 -20.3 -18.3 -16.7 -12.5 -9.1 16.2 44.7 56.3 64.2 69.3 73.0 75.2 
Slovakia -33.7 -30.4 -27.4 -23.0 -20.3 -17.7 -15.6 39.0 34.0 29.9 29.4 22.9 16.6 12.0 -5.3 -3.6 -2.5 -6.4 -3.9 -5.0 -6.0 
Slovenia 8.5 8.9 10.4 14.7 17.4 20.1 23.5 26.0 25.2 29.1 31.0 34.0 40.7 43.1 -17.5 -16.3 -18.7 -16.3 -16.7 -20.6 -19.6 
Spain 0.3 0.1 -2.1 -2.5 -2.1 -0.5 1.9 12.2 6.7 6.0 2.6 2.4 1.5 1.0 -11.9 -6.5 -3.7 -3.8 -3.3 -2.2 0.2 
Sweden -16.2 -18.3 -23.1 -23.6 -25.8 -27.3 -28.3 -100.0 -100.0 -100.0 -100.0 -100.0 -67.6 -45.2 -83.8 -81.7 -76.9 -76.4 -74.2 -71.8 -69.4 
UK -1.7 -18.5 -22.0 -26.2 -29.2 -31.3 -32.7 2.3 24.8 25.5 24.6 20.7 14.6 11.3 -0.6 -6.3 -3.5 1.6 8.5 11.4 14.5 
US -49.2 -50.1 -51.0 -50.0 -48.7 -48.2 -47.0 10.4 28.0 58.0 71.5 84.3 91.8 94.9 21.9 19.8 -7.0 -21.5 -35.6 -43.5 -47.9 
Minimum -100.0 -54.5 -39.4 -34.1 -29.2 -31.3 -32.7 -100.0 -100.0 -100.0 -100.0 -100.0 -67.6 -45.2 -83.8 -89.3 -84.3 -76.4 -74.2 -71.8 -69.4 
Average 9.4 11.0 13.7 18.4 22.7 26.0 28.8 -13.2 -3.3 -1.4 -1.1 -1.4 -0.3 -0.4 0.7 -3.1 -0.7 2.3 6.0 8.2 9.8 
Maximum 100.0 100.0 100.0 100.0 100.0 100.0 100.0 68.9 100.0 100.0 100.0 100.0 100.0 100.0 61.0 57.4 58.0 64.2 69.3 73.0 75.2 
Note: a) excluded from the analysis because projection of solid biomass capacity is not reported while actual production data is a mix of all biomass technologies; b) excluded from the analysis 
because the production projection cannot be adjusted due to zero actual capacity; c) excluded from the analysis because actual capacity factors exceed 100%. 
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4.5 The Implications of Assessing Errors in Renewable Energy Projections 
Different error patterns in the projections imply different challenges affecting the full 
implementation of renewables. Capacity projections for solar energy are more achievable than 
those for the other analysed renewables. However, it should be noted that the total analysed 
solar energy targets are smaller than the sum of the wind and hydropower targets. The 
characteristics of easy installation, available data, a wide range of capacity sizes available on 
the market, demand-adjustable technology, predictable construction periods, low-cost resource 
assessments and being socially acceptable cause solar energy to be a low-risk investment. 
Policymakers could expect large solar capacity additions following attractive incentive policies 
because solar energy’s simple economic feasibility indicator is already adequate to influence 
investment decisions (Robinson and Rai, 2015). Nevertheless, the CF for solar energy and other 
renewables, aside from biomass, has been generally overestimated and, therefore, 
recalculations of the environmental life cycle of renewables are required. IRENA (2018) 
suggested the uses of solar tracking and high-efficient technologies to improve CF of solar 
energy systems. 
Many EU countries have struggled to implement wind energy capacity targets while 
exceeding the capacity target does not guarantee the achievement of production targets. As for 
solar energy, one problem is the incorrect CF assumption (Gilbert and Sovacool, 2016); this 
could be improved using more reliable wind pattern forecasts to address spatial and temporal 
variability, which are also affected by climate change (Widén et al., 2015). Compensating for 
such variability through advanced and wide-range wind turbine technology (Hirth and Müller, 
2016, Yin et al., 2017, IRENA, 2018) can improve the CF. Marine energy also carries high 
risks of technology failure and barriers delaying constructions, such as a lengthy permit process 
and financiers’ lack of knowledge about marine energy risks (Dalton, 2009). Consequently, 
marine energy growth will likely remain low until more reliable and feasible technology is 
made available. Future projections should carefully consider various marine energy challenges, 
as pointed out by Dalton (2009), MacGillivray et al. (2013) and Magagna and Uihlein (2015). 
Dispatchable renewables have different projection error patterns, such as relatively 
small and stable errors in hydropower targets. Nevertheless, more extended projection analysis 
may reveal larger errors because of declining efficiency and water supplies affected by climate 
change (Shrestha et al., 2014, Teotónio et al., 2017, Eisenmenger et al., 2017). Geothermal 
projections exhibited greater errors than hydropower projections, and gave larger risk of 
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failures (e.g., a more extended payback period and more complex processes of resource 
exploration in geothermal investments) could explain this finding (Li et al., 2015b). The 
underestimated CF in biomass, and renewable waste projections indicate that biomass-based 
technologies are more reliable than others. Therefore, governments should focus their efforts 
on rapidly increasing investments in biomass and waste to energy. This measure should be 
supported with a strategy to assure an affordable and sustainable supply of bioresource 
feedstock (Uri et al., 2015, IRENA, 2018). 
Table 4.7 summarises the projected and actual capacity factors in the analysed data. 
Renewable energy types with a wide range of CF require more comprehensive assessments for 
technology, for site selections and, most importantly, for failure-anticipation strategies. IRENA 
(2018) concludes that the trends of CF for wind- and solar energies, in general, are increasing 
over year. However, overconfidence in renewable energy production may decrease the 
reliability of electricity systems, as recently occurred in South Australia (Lucas, 2017), and 
may also increase uncertainty about the potential of renewable energy to decarbonise the 
electricity system. Table 4.7 also shows several unrealistic CF, such as the zero CF for 
projections and CFs higher than 100% for actual data, which may cause bias. Such data errors 
have been excluded from the analysis to minimise bias. 
 
4.6 Conclusions 
The role of renewable energy in the decarbonisation of the global energy system is 
dubious since many countries have failed to achieve their renewable energy targets. This 
chapter empirically evaluates errors in the capacity and production projections of renewable 
energy in the EU and the US. The results for the US are consistent with the findings of Gilbert 
and Sovacool (2016); however, analysis in this chapter has greater limitations, including a 
shorter horizon for harmonising the projection data from the EU countries. 
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Table 4.7 Projected and actual capacity factors in EU countries 
Renewable types  
Projected CF (%) Actual CF (%) 
2010 2011 2012 2013 2014 2015 2016 2010 2011 2012 2013 2014 2015 2016 
Wind Min 4.8 18.2 10.0 18.6 18.7 18.8 19.0 4.7 10.6 15.7 12.5 12.5 15.0 10.5 
 Average 22.9 25.0 25.2 26.8 27.2 27.5 27.3 21.2 24.1 24.0 24.3 24.5 26.7 24.6 
 Max 32.6 33.0 33.6 36.5 38.0 37.1 37.6 32.1 33.6 30.8 32.6 33.5 35.2 30.5 
Solar Min 0.0 3.5 3.7 4.1 4.3 4.6 5.0 0.0 0.0 2.2 5.7 3.0 6.0 0.0 
 Average 10.3 13.1 12.2 12.6 13.0 13.1 13.7 8.5 9.7 10.2 11.2 11.8 12.5 11.9 
 Max 18.5 28.5 20.6 21.6 27.8 27.3 25.4 18.0 19.5 20.6 21.1 22.0 22.1 21.4 
Hydro Min 5.6 5.6 5.6 5.6 5.7 5.7 5.7 2.5 1.6 2.9 3.0 2.3 2.6 3.0 
 Average 29.3 29.4 29.4 29.4 29.3 29.2 29.0 28.4 24.4 25.3 25.6 27.4 25.4 26.5 
 Max 53.0 53.0 53.0 53.0 53.0 53.0 53.2 51.4 68.5 60.2 45.5 61.6 58.9 66.6 
Marine power Min 2.3 4.6 6.8 10.3 11.4 0.0 0.0 5.7 2.9 5.1 7.1 0.0 2.5 0.0 
 Average 13.0 14.2 16.2 18.7 20.0 14.7 23.9 15.4 14.1 14.6 14.4 9.2 14.0 13.0 
 Max 23.8 23.8 25.5 27.1 28.5 29.8 43.5 25.2 25.3 24.2 21.7 25.0 25.5 26.0 
Geothermal Min 30.8 35.6 41.0 23.3 47.7 47.7 47.7 40.0 0.0 0.0 0.0 0.0 0.0 22.8 
 Average 64.4 65.8 69.5 65.7 69.9 70.2 70.4 71.4 52.9 44.5 54.2 57.0 61.0 66.0 
 Max 85.3 85.2 84.9 84.7 84.6 84.4 84.4 90.0 95.9 87.7 90.0 93.6 93.2 93.6 
Biomass and Renewable Wastes  Min 0.0 0.0 0.0 0.0 0.0 37.5 16.4 26.3 19.0 25.5 22.8 26.6 26.6 18.3 
 Average 57.6 62.2 60.4 59.6 59.6 61.8 60.5 80.7 70.7 67.6 64.7 67.6 67.7 69.8 
 Max 181.1 180.4 129.9 106.6 95.6 95.9 95.9 537.0 313.2 197.6 133.9 139.6 119.0 134.0 
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Inter-country comparison in this chapter provides benefits for energy-related climate 
analysis and renewable energy planning globally. First, the analysis findings conclude that 
solar energy is the most promising renewable energy source for meeting emission reduction 
targets in the electricity sector, especially if its price continues to decline over the long term. 
Second, a range for uncertainties and errors in renewable energy projections is provided so that 
policymakers may develop anticipatory measures. Third, analysis in this chapter found that 
renewable projections largely overestimated the CF, aside from those for biomass and 
renewable wastes. Fourth, countries aiming renewable energy supplies are suggested to learn 
policies and experiences of countries that have been more successful in this endeavour. 
Inappropriate policies may result in delays or even in the cancellation of viable investments 
(Tang, 2013). Governments must then communicate their policies to stakeholders and work to 
maintain the credibility of these policies (Taylor et al., 2014, Szabó et al., 2014). Finally, bias 
in the analysis emerges because of data inconsistency and the rounding off data values. 
Therefore, further studies should analyse renewable energy projections in other countries, 
especially in China and India; these should be conducted with an extended projection horizon 
to improve the robustness of the analyses. Another possible improvement would be to analyse 
the influences of countries’ economic levels and experiences for renewable energy projects on 
the achievements of renewable energy targets. 
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 ESTIMATING THE IMPACTS OF FINANCING SUPPORT 
POLICIES TOWARDS PHOTOVOLTAIC MARKET IN 
INDONESIA: A SOCIAL-ENERGY-ECONOMY-
ENVIRONMENT MODEL SIMULATION 
(Published in the Journal of Environmental Management) 
 
 
5.1     Introduction 
The aim of renewable energy development in Indonesia is for off-grid applications as 
well as on-grid applications. A lack of universal electricity access is a common problem 
encountered by developing economies (Doll and Pachauri, 2010, UN, 2017). The renewables-
based mini-grid provides a viable means of access to electricity for the rural population that is 
remote from power grids (Sovacool, 2013). Though advancements in technologies and the 
associated environmental benefits have placed off-grid renewables high on the global rural 
electrification agenda, the deployment of renewable energy still encounters various barriers, 
such as technical reliability, social acceptance, environmental impacts and economic feasibility 
(Blum et al., 2013, Byrnes et al., 2013, Nepal, 2012). For on-grid applications, the concern in 
promoting renewable energy is its negative macroeconomic impact, as a consequence of its 
relatively high electricity production cost. However, on the other hand, the renewables 
investment may foster economic output (Hasudungan and Sabaruddin, 2018, Dannenberg et 
al., 2008). 
These interrelated issues require an integrated assessment (Schlör et al., 2018). 
Therefore, this thesis aims to develop a hybrid energy model, called the Agent-Based 
Renewables model for Integrated Sustainable Energy (ARISE), which will consolidate these 
four issues (i.e., socio-energy-economic-environment (SE3) issues). The characteristics of 
developing countries are modelled through the purchasing power of rural households without 
electricity access. The model has been applied in the Indonesian context to assess the 
effectiveness and efficiency of five solar energy policies: donor gifts, feed-in tariffs, financing 
services, partial subsidies, and net metering. Effectiveness is defined as the number of installed 
PV capacities resulting from each policy. Meanwhile, efficiency is defined as the ratio of 
sustainability indicators and government expenditure to every Wp-installed PV. 
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The remainder of the chapter is structured as follows. Sub Chapter 5.2 describes the 
methodology and data, while sub Chapter 5.3 presents the results. Sub Chapter 5.4 discusses 
policy implications along with the performance of the energy model and sub Chapter 5.5 
concludes the chapter. 
 
5.2 Methodology and Data 
ARISE is developed and should be run in NetLogo 5.3.1, which is free ABM software 
from the Northwestern's Center for Connected Learning and Computer-Based Modeling (CCL) 
(Wilensky, 1999). Figure 5.1 shows the mechanism of interaction of engineering, techno-
economic, social, macroeconomic and environmental issues in ARISE. Initially, ARISE 
calculates costs of PV 100 Wp (for off-grid) and 1,500 Wp (for on-grid) based on technical 
data (e.g., capital, operational and maintenance costs) and policy interventions. Second, ARISE 
creates household agents with randomly distributed income according to data from the National 
Socioeconomic Survey (Susenas) 2010 (BPS, 2010). Third, ARISE estimates the number of 
households that can afford and are willing to invest in PV. Finally, ARISE uses the physical 
capacity and the monetary values of PV investments to calculate its corresponding 
environmental and macroeconomic impacts. The analysis period is 20 years, from 2010 to 
2029, that equal to the assumption of PV rated lifespan. Descriptions of each perspective are 
detailed in the following subsections and ARISE is available for download at Al Irsyad et al. 
(2018a).  
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Figure 5.1 The linkage of multi-perspectives in ARISE 
 
5.2.1 Engineering perspective: Policy scenarios 
This chapter juxtaposes the effectiveness and the efficiency of four PV policy scenarios 
and for this purpose; the solar energy quota is assumed to be discontinued to measure the 
potential of the PV market in urban households. Table 5.1 encapsulates the assumptions made 
in each scenario using the descriptions in the following paragraphs: 
a. Scenario 1: Previous renewable energy policy 
The effectiveness and efficiency of the previous FIT for solar energy (MEMR, 2016a) and 
the donor gift programme (i.e., 100% capital subsidy) are queried. This business-as-usual 
scenario will be compared with other scenarios.  
 
 
 
 
 
 
Engineering data: 
• Capacity factor 
• Lifespan 
• Efficiency 
• Investment costs 
• Operational and 
maintenance costs 
Policy scenario: 
• Donor gifts 
• FIT 
• Reference 
tariffs 
• Capital and 
interest subsidy 
• Net metering 
Social factors: 
• Urban and rural 
segregation 
• Income distribution 
• Electricity access 
• Dwelling 
ownership 
Techno-economic 
analysis 
Analysis of willingness for PV investments 
Number of PV 
investments 
Macroeconomic impacts: 
• Input–output 
analysis: New 
economic output 
• Government 
expenditure 
Environmental effects: 
CO2e emissions and the 
uses of steel, concrete, 
energy and aluminium 
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Table 5.1 Assumptions used in scenarios 
Parameters Scenario 1 Scenario 2 Scenario 3 Scenario 4 
PV capacity unit (Wp) 100 (rural) 
1,500 (urban)  
100 (rural) 
1,500 (urban)  
100 (rural) 
1,500 (urban)  
100 (rural) 
1,500 (urban)  
PV lifespan (years) 2 (rural) 
20 (urban)  
20 20 20 
Inverter lifespan (years)2) 10 10 10 10 
Capacity factor (%/year)1) 16 16 16 16 
PV price (USD/Wp)1) 1.91 1.15 1.15 1.15 
Inverter price (USD)1) 1,000 615.38 615.38 615.38 
Annual OM costs  
(¢USD/Wp) 1) 
0 (rural) 
2.96 (urban)  
11.54 (rural) 
2.96 (urban) 
11.54 (rural) 
2.96 (urban) 
11.54 (rural) 
2.96 (urban) 
Cost of equity (%/year) 7) 15 15 15 15 
VAT (%)3) 10 10 10 10 
Inflation (%/year) 4) 5.1 5.1 5.1 5.1 
Loan period (years) 0 (rural) 
5 (urban) 
0 (rural) 
5 (urban) 
5 5 
Equity ratio (%) 5) 0 (rural) 
30 (urban) 
30 30 30 
Loan interest rate (%/year) 4) 12 12 12 12 
Debt reserves for urban 
analysis (% of yearly loan 
instalment) 7) 
100 100 100 100 
Interest rate on debt reserves 
(%)6) 
1.3 1.3 1.3 1.3 
Incentives feed-in tariff new tariff new tariff nett metering 
Capital subsidy (%) 100 (rural) 
0 (urban) 
0 30 0 
Interest subsidy (%) 0 0 5 0 
Note/assumptions sources: exchange rate is assumed at IDR 13,000 = 1 USD; 1) Nafis et al. (2016); 2) after 
considering 5 to 12 years’ lifespan assumptions used by Nafis et al. (2016), Tarigan and Kartikasari (2015), and 
Veldhuis and Reinders (2015); 3) GOI (2009); 4) BPS (2017); 5) BI (2016); 6) BI (2018); and 7) UCDavis (2016). 
 
b. Scenario 2: Existing renewable energy policy 
This scenario explores the effectiveness and efficiency of the current reference tariff 
(MEMR, 2017b), which has been, from the outset, designed to compel advancements in 
the PV industry. On this basis, the central assumption is that PV industries successfully 
reduce PV prices until they have reached 40% of the original price and PV retailers have 
been established in the rural area. The government discontinues the donor gift programme 
but fails to provide the microfinance service in the rural area. The reference tariff is a 
yearly-adjusted tariff to the PLN generation cost, which is assumed to grow 9.25% per 
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annum growth, which is based on growth rate in the average retail electricity price between 
2010 and 2015. 
c. Scenario 3: Obligation for banks to finance renewable energy projects 
Scenario 2 has been revamped by subsuming the microfinance service in rural areas. The 
financing service is accessible for a five-year loan period with a 12% annual interest rate 
and a maximum loan amount of 70% of the PV price. As accompaniments, a 30% capital 
subsidy and a 5% interest subsidy are bestowed. 
d. Scenario 4: Net metering 
Instead of the reference tariff and subsidy, net metering is applied at the highest retail 
electricity price, which is the price for households with a 6,600 volt-ampere (VA) installed 
power capacity. This price is assumed to grow by 9.25% per annum.  
Based on the parameter assumptions in Table 5.1, ARISE uses the following techno-
economic analysis for PV investment costs in rural areas: 
𝑃𝑉 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 = 𝑃𝑉 𝑝𝑟𝑖𝑐𝑒 − 𝑃𝑉 𝑝𝑟𝑖𝑐𝑒 𝑠𝑢𝑏𝑠𝑖𝑑𝑦 
Additionally, where loan finance is available: 
𝑃𝑉 𝑑𝑜𝑤𝑛 𝑝𝑎𝑦𝑚𝑒𝑛𝑡 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑑𝑜𝑤𝑛 𝑝𝑎𝑦𝑚𝑒𝑛𝑡 ∗  𝑃𝑉 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 
𝑀𝑜𝑛𝑡ℎ𝑙𝑦 𝑝𝑎𝑦𝑚𝑒𝑛𝑡
=  (𝐿𝑜𝑎𝑛 ∗
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒
1 − (1 + 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒)−𝑙𝑜𝑎𝑛 𝑝𝑒𝑟𝑖𝑜𝑑 
) + 𝑂𝑀 𝐶𝑜𝑠𝑡 
Meanwhile, techno-economic analysis for PV investment costs in urban household is the 
revenue requirement advanced by UCDavis (2016): 
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦 =
𝐴𝑛𝑛𝑢𝑎𝑙 𝑟𝑒𝑣𝑒𝑛𝑢𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠
𝐴𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑠
=
𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ ∗  ( 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦 ∗  
(1+ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
(1+ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒−1
)
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 ∗ 𝐶𝐹 ∗ 24 ∗ 365
 
Here: 
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𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ
=  ∑ ( 𝐸𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡  
𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝐿𝑖𝑓𝑒
𝑡
+  𝐴𝑛𝑛𝑢𝑎𝑙 𝑂𝑀 𝐶𝑜𝑠𝑡𝑠𝑡 +  𝑇𝑎𝑥𝑒𝑠𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡 − 𝐼𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑠𝑡
− 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑜𝑛 𝑑𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡) ∗ (1 + 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)
−𝑡 
Full descriptions of the techno-economic analysis, parameter assumptions and the 
Overview, Design concept and Details (ODD) protocol is available in Appendix B. 
  
 
5.2.2  Social perspective: A heterogeneity of willingness for PV investments 
ARISE considers households in 33 provinces regarding urban-rural segregation, three 
types of electricity access (i.e., PLN electricity access, non-PLN electricity access and no 
electricity access) and two types of dwelling ownership status (i.e., owner and non-owner). 
Families living in rented houses will not invest in PV (Graziano and Gillingham, 2015). ARISE 
assumes that rural households that desperately need electricity access will invest in PV if the 
price is lower than the monthly expenditure threshold, as shown in Figure 5.2. If rural 
households could secure a loan, then two investment thresholds are applied; the equity 
threshold and the monthly expense threshold. In this case, rural investment needs one month’s 
income to be higher than the equity cost; further, the monthly costs should be lower than the 
monthly expense threshold.  
ARISE provides two monthly expense thresholds: the average monthly electricity 
expenditure for the region (BPS, 2010) and a 10% expenditure threshold, which is the average 
share of energy expenditure by rural households without access to electricity (Pereira et al., 
2010). The first monthly expense threshold is used in this article. Other assumptions are that 
PV investment requires a 3% minimum capacity factor (CF) to charge the battery in a light-
emitting-diode lamp system and a five-year minimum lifespan—which should be mandatory 
to preclude the circulation of poor-quality PV systems in the market. 
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Figure 5.2 Sub-flowchart for PV investment by rural households 
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As shown in Figure 5.3, a PV investment by urban households requires two conditions: 
that the PV price is lower than a household’s monthly expenditure and that the renewables 
tariff is higher than the revenue requirement. Where financing is available, then the equity cost 
must be lower than 30% of a household’s monthly expenditure5. A comparison of expenditure 
with monthly operational and maintenance (O&M) costs is unnecessary since PV prices (or 
equity costs) are already higher than O&M costs. For example, financing PV in urban areas 
under Scenario 3 requires an equity cost of USD 493 and a monthly cost of USD 24. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 Sub-flowchart for PV investments by urban households  
 
                                                          
5 30% is the maximum debt-to- income ratio applied by Indonesian banks to monthly loan instalments. In 
ARISE it is applied to equity costs to obtain a higher investment threshold. 
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Susenas 2010 is the primary data source used to characterise the household agent; it 
includes data for 293,715 household samples out of 61,387,200 households in 2010. ARISE 
simulates the growth of household agents in each category and their expenditures at rates based 
on total household growths (BPS, 2017) and the divergence of the average expenditures in 
Susenas 2010 and 2011 (BPS, 2010, BPS, 2011). In other words, ARISE uses historical data 
of electrification ratio rate, so not all households will have PLN’s electricity access in 2029.  
 
5.2.3  Macroeconomic perspective: Input-output (IO) analysis 
The latest IO table of economic transactions in 2010 for 185 sectors (BPS, 2015) has 
been modified for use in ARISE. By using a reference IO table as suggested by McDougall 
(2002), the electricity sector has been divided into 11 power plant (PP) technologies: coal-fired 
thermal power plant (coal PP); combined cycle gas turbine (CCGT); open cycle gas turbine 
(OCGT); geothermal PP; hydro PP; mini/ micro-hydro power plant (MHP); wind PP; waste to 
energy power plant (WTE); biomass PP; photovoltaic (PV); and oil-fired power plant (oil PP). 
For this, a modified IO table 2008 by Wargadalam (2014), who disaggregated electricity 
sectors into fossil and renewable energy technologies, is used as the reference table. Sectors in 
the IO table 2010 other than electricity sector are then aggregated into three economic groups 
for simplicity; namely, bank, service and industry sectors. Finally, ARISE assesses economic 
output changes by multiplying the transaction values of the PV sector (i.e., investments, costs, 
interest payments and electricity sales values) with the Leontief inverse matrix in Table B.9 
derived from the modified IO table 2010. 
 
5.2.4  Environmental perspective: Life-cycle analysis (LCA) 
Many countries have overestimated CF of renewables, causing clean energy 
productions from renewables were not as expected (Al Irsyad et al., 2019b). Moreover, most 
LCA studies only reported environmental factors per generated electricity unit by assuming a 
20 to 30-year lifespan (Peng et al., 2013, Nugent and Sovacool, 2014, Hertwich et al., 2014). 
However, the actual lifespan is often lower than these assumptions (Sambodo, 2015, 
Retnanestri and Outhred, 2009, Gustavsson, 2008) and, consequently, emissions per generated 
electricity unit from renewables are underestimated. This fact calls for a more accurate 
estimation of environmental impacts of renewables by the separation of impacts occurred in 
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power plant construction from overall impacts. The LCA scope of ARISE covers direct 
environmental impacts that materialise in the construction and operation stages of power plants. 
Data from Tahara et al. (1997), who provide data for the environmental impacts per constructed 
capacity, is used as shown in Table 5.2. The construction of 1 kWp PV system will release 
4,039 kg of CO2eq emissions and consume 103.5 kg of steel, 4 kg of aluminium, 50 kg of 
concrete, and 491.6 MJ of energy (Tahara et al., 1997). Data for emissions in the operation 
stage, in Table 5.2, is still within the range of emission values of other LCA studies (i.e., 1 to 
731 kgCO2e/ MWh) (Fthenakis and Kim, 2011, WNA, 2011, Peng et al., 2013, Skone et al., 
2013, Turconi et al., 2013, Varun et al., 2009, Nugent and Sovacool, 2014, Amponsah et al., 
2014, Varun et al., 2010, Hertwich et al., 2014). 
Table 5.2 Environmental impacts of PV 
Construction (per MW capacity) 
Emissions in operation 
stage (kg CO2e/ MWh) CO2eq (kg) 
Steel 
(tonnes) 
Aluminium 
(tonnes) 
Concrete 
(tonnes) 
Energy 
(GJ) 
4,039,116.9  103.5  4.0  50.0  491.6  148.0  
Source: Tahara et al. (1997). Abbreviations: MW = megawatt, kg = kilogram, GJ = gigajoule, CO2eq = carbon 
dioxide equivalent and MWh = megawatt hour.  
 
5.3  Simulation Results 
Table 5.3 shows the effectiveness of the proposed policies for creating PV markets in 
rural areas. Market potential from the cost reduction in Scenario 2 was 97 MWp—equivalent 
to 33% of the full market size under donor gifts in 2010. The market size will increase to 
235 MWp by 2029 due to household income growth. The financing programme in Scenario 4 
and the assistance of capital and interest subsidies in Scenario 3 effectively increased the initial 
market size in 2010 to 82% and 90% of the full market size respectively. However, as for 
Scenario 4, the full market capacity is not projected to be achieved, even by 2029. The main 
PV markets in the rural area are East Nusa Tenggara, Papua and the West Kalimantan 
provinces. The significant market size is created from the combination of lower electrification 
ratio and more prosperous rural households currently without electricity access.  
Table 5.3 also shows the potential PV market size in urban areas for each scenario. The 
accumulated PV capacity for Scenarios 3 and 4 reaches 19,877 MW and 1,224 MW, 
respectively, in 2029, while proposed policies in Scenarios 1 and 2 do not attract PV 
investments in urban areas. Capital and interest subsidies in Scenario 3 improve the 
attractiveness of the reference tariff in some regions with high PLN production costs (see Table 
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B.13 in Appendix B) and, in 2013 a market of 2 MWp potentially began to emerge in urban 
areas. The combination of growing PLN production costs and income is projected to increase 
the market to 1,224 MWp by 2029. Similarly, the net metering policy in Scenario 4 produces 
higher tariffs after 2021 than the reference tariff. Once the net metering tariff has exceeded the 
revenue requirements in 2021 (i.e., 15.9 ¢USD/ kWh), the PV market potential in urban areas 
is anticipated to reach 5,766 MWp. The main markets are cities in Java Island, which has an 
unattractive reference tariff in Scenario 3 but comprises a relatively more affluent population. 
As median income grows, more households in these cities will be able to afford PV and, 
therefore, the PV market in urban areas may rapidly increase to 19,877 MWp in 2029. 
Table 5.3 Accumulated PV capacity in rural and urban areas for each scenario 
Area PV investments in rural area (MW) PV investments in urban area (MW) 
Scenario 1 2 3 4 1 2 3 4 
2010  292   97   262   241   -     -     -     -    
2011  292   113   266   246   -     -     -     -    
2012  293   129   268   251   -     -     -     -    
2013  293   142   271   255   -     -     2   -    
2014  296   154   273   258   -     -     18   -    
2015  296   164   274   260   -     -     68   -    
2016  300   174   275   263   -     -     146   -    
2017  300   181   277   264   -     -     251   -    
2018  301   188   278   266   -     -     336   -    
2019  301   195   278   267   -     -     455   -    
2020  302   201   279   268   -     -     593   -    
2021  302   205   279   269   -     -     713   5,766  
2022  305   210   280   270   -     -     836   7,695  
2023  305   214   280   271   -     -     921   9,764  
2024  307   219   281   272   -     -     989   11,780  
2025  307   222   281   272   -     -     1,044   13,632  
2026  309   225   282   272   -     -     1,091   15,449  
2027  309   229   282   273   -     -     1,140   17,106  
2028  310   232   282   274   -     -     1,184   18,545  
2029  310   235   282   275   -     -     1,224   19,877  
2030  312   214   233   224   -     -     1,256   21,155  
 
Scenarios 1 and 3 require subsidies calculated by the multiplication of the number of 
PV investments, capital costs, interest rates and subsidy units shown in Table 5.1. Table 5.4 
shows that providing free 100 Wp PV systems for rural households without electricity access 
in 2010 could cost USD 558 million—a cost that will elevate by ten times to assist 3.1 million 
rural households with PV systems by 2029. Shifting donor gifts to subsidies for capital and 
interest can significantly reduce government expenditure. Initial expenditure for the subsidies 
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in 2010 was around USD 112 million, and this figure is projected to reach USD 682 million by 
2029. 
Table 5.4 shows the estimates of economic impacts from PV investments, O&M costs, 
interest payments and electricity sales to PLN. In 2010, the economic outputs of Scenarios 1, 
2, 3 and 4 were USD 156 million, USD 34 million, USD 95 million and USD 89 million 
respectively. Rapid PV investments in urban areas under the net metering program will have 
the most substantial accumulated economic output effects in 2029 at USD 105 billion, while 
other scenarios have expected outputs of USD 18 billion (Scenario 1), USD 10 billion 
(Scenario 3) and USD 2 billion (Scenario 2). 
Table 5.4 Accumulated government expenditure and economic impacts for each scenario 
 Government expenditure 
(Million USD) 
Economic impacts 
(Billion USD) 
Scenario 1 2 3 4 1 2 3 4 
2010  558   -     112   -     1.6   0.3   1.0   0.9  
2011  558   -     114   -     2   0   1   1  
2012  1,118   -     115   -     3   1   1   1  
2013  1,118   -     117   -     3   1   1   1  
2014  1,683   -     125   -     5   1   2   1  
2015  1,683   -     149   -     5   1   2   2  
2016  2,256   -     185   -     6   1   2   2  
2017  2,256   -     234   -     6   1   3   2  
2018  2,830   -     273   -     8   1   3   2  
2019  2,830   -     328   -     8   1   4   2  
2020  3,407   -     391   -     10   1   5   2  
2021  3,407   -     447   -     10   1   5   23  
2022  3,990   -     503   -     11   1   6   31  
2023  3,990   -     543   -     11   1   6   41  
2024  4,577   -     574   -     13   2   7   51  
2025  4,577   -     599   -     13   2   7   61  
2026  5,167   -     621   -     14   2   8   71  
2027  5,167   -     644   -     14   2   8   80  
2028  5,759   -     664   -     16   2   9   88  
2029  5,759   -     682   -     16   2   9   96  
2030  6,356   -     788   -     18   2   10   105  
 
Table 5.5 shows the environmental impacts of PV investments in rural and urban area. 
The accumulated impacts of Scenario 1 in 2029 are 13 MtCO2e, 12 kilo tonnes (kt) of 
aluminium, 1.5 petajoules (PJ) of energy, 312 kt of steel and 151 kt of concrete. The 
environmental impacts of Scenario 2 are the lowest with CO2e emissions of around 14.4% and 
other environmental impacts of around 9% in Scenario 1. PV investments by urban households 
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in Scenario 3 are moderate, so the accumulated environmental consequences for each indicator 
are lower than those in Scenario 1. Scenario 4 is anticipated to release 107 Mt of CO2e, and to 
consume 8 kt of aluminium, 9.9 PJ of energy, 2.1 Mt of steel and 1 Mt of concrete during 2010 
to 2029. These impacts are mainly caused by rapid PV investments in urban areas; however, 
the total emissions are smaller if the electricity is produced by fossil energy-fuelled power 
generation. For example, PV capacity in Table 5.3 produces 167,647 GWh in urban areas 
during 2021 to 2029, which, if produced from coal PP using the assumptions CF 85% and the 
data in Table B.10, will release emissions of 153.5 Mt of CO2e. 
Donor gifts and net metering may be the most effective programmes for encouraging 
PV investments in rural and urban areas respectively, but they have significant consequences 
for government subsidies and the environment. Therefore, policies should be compared in units 
per Wp of installed PV capacities to understand their financial and environmental efficiencies. 
Table 5.6 compares the efficiency of each scenario in terms of subsidy, emissions and material 
consumption. In 2029, the subsidy efficiency of Scenario 1 is expected to be around USD 19 
per Wp, while the environmental efficiencies are projected to be 43 kg of CO2e, 39 gr of 
aluminium, 4.7 MJ of energy, 1 kg of steel and 0.5 kg of concrete per Wp of operational PV. 
Efficiencies of consumptions for aluminium, energy, steel and concrete in Scenarios 2, 3 and 
4 equal their environmental factors in Table 5.2 because the PV lifespan in those scenarios is 
equal to the rated lifespan and analysis period. 
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Table 5.5 Accumulative emissions and consumptions of natural resources 
 Emissions 
(Mt of CO2e) 
Aluminium uses 
(kilo tonnes) 
Energy uses 
(Tera Joules) 
Steel uses 
(kilo tonnes) 
Concrete uses 
(kilo tonnes) 
Scenario 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 
2010  1.2   0.4   1.1   1.0   1.2   0.4   1.0   1.0   144   48   129   118   30   10   27   25   15   5   13   12  
2011  1   1   1   1   1   0   1   1   144   56   131   121   30   12   28   25   15   6   13   12  
2012  3   1   1   1   2   1   1   1   288   63   132   124   61   13   28   26   29   6   13   13  
2013  3   1   1   1   2   1   1   1   288   70   134   125   61   15   28   26   29   7   14   13  
2014  4   1   1   1   4   1   1   1   433   76   143   127   91   16   30   27   44   8   15   13  
2015  4   1   2   1   4   1   1   1   433   81   168   128   91   17   35   27   44   8   17   13  
2016  5   1   2   1   5   1   2   1   580   85   207   129   122   18   44   27   59   9   21   13  
2017  5   1   3   1   5   1   2   1   580   89   259   130   122   19   55   27   59   9   26   13  
2018  7   1   3   2   6   1   2   1   728   93   302   131   153   19   64   27   74   9   31   13  
2019  7   1   4   2   6   1   3   1   728   96   360   131   153   20   76   28   74   10   37   13  
2020  8   1   5   2   7   1   3   1   876   99   428   131   185   21   90   28   89   10   44   13  
2021  8   1   5   26   7   1   4   24   876   101   487   2,967   185   21   103   625   89   10   50   302  
2022  9   1   6   36   8   1   4   32   1,027   103   548   3,916   216   22   115   824   104   10   56   398  
2023  9   1   7   46   8   1   5   40   1,027   105   591   4,933   216   22   124   1,039   104   11   60   502  
2024  11   1   7   57   10   1   5   48   1,177   107   624   5,924   248   23   131   1,247   120   11   63   603  
2025  11   1   8   67   10   1   5   56   1,177   109   651   6,835   248   23   137   1,439   120   11   66   695  
2026  12   2   8   78   11   1   5   63   1,329   111   674   7,728   280   23   142   1,627   135   11   69   786  
2027  12   2   9   88   11   1   6   70   1,329   113   699   8,543   280   24   147   1,799   135   11   71   869  
2028  13   2   9   98   12   1   6   75   1,482   114   720   9,251   312   24   152   1,948   151   12   73   941  
2029  13   2   10   107   12   1   6   81   1,482   116   740   9,906   312   24   156   2,086   151   12   75   1,008  
2030  15   2   11   118   13   1   7   86   1,635   153   860   10,628   344   32   181   2,238   166   16   88   1,081  
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Table 5.6 The estimated efficiency of PV policy scenarios in 2029 
Policy 
Scenario 
Efficiency (per Wp) 
Subsidy (USD) 
CO2eq 
(kg) 
Aluminium 
(gr) 
Energy 
(kJ) 
Steel (gr) Concrete (gr) 
1  19   43   39   4,775  1,005   486  
2  0     7   4   492   104   50  
3  0.5   6   4   492   104   50  
4  0     5   4   492   104   50  
*Efficiency is measured based on projected operating PV capacity in 2029. Subsidy only covers capital and 
interest subsidies. Abbreviations: MWp = megawatt-peak, Wp = watt peak, kg = kilogram, gr = grams, 
kJ = kilojoule and CO2eq = carbon dioxide equivalent. 
 
5.4  Discussions 
5.4.1  Policy implications 
The simulation results suggest that the government should transform the donor gift 
programme into PV financing institutions in rural areas. These institutions, supported by partial 
subsidies, would be the best alternative even though the simulation results also indicate that 
significant numbers of targeted households would still be unable to afford PV investments 
under the proposed programme. The government may need to augment the programme with 
income-generating activities, which have been the key for successful rural electrifications in 
other developing countries (Sovacool, 2013). 
Meanwhile, net metering should be applied to urban areas, since its environmental 
efficiencies are similar, or even lower for CO2e emissions, to reference tariffs in Scenarios 2 
and 3. Both policies have an automatic tariff adjustment, but the net metering tariff refers to 
PLN’s electricity retail price, which is higher than the reference tariff that is only attractive in 
regions that have high PLN production costs. Those regions are usually undeveloped regions 
with a high dependence on oil-based electricity production, and few urban households in these 
regions can afford PV investment. Another benefit is that net metering would create distributed 
PV systems that are more stable than a centralised PV system (Brouwer et al., 2014, Adye et 
al., 2018). Nevertheless, the projected growth of PV investments under the net metering 
simulation seems very optimistic, which calls for an understanding of several drawbacks 
present in ARISE. 
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5.4.2  Evaluations of ARISE 
The current version of ARISE still has shortcomings, several of which are as follows: 
a. Cost data.  
ARISE uses international cost data selected from an extensive review of developed and 
developing countries. Moreover, costs and prices are similar for all provinces, 
neglecting differences in shipping and installing costs 
b. Estimated number of households.  
ARISE does not use the actual number of household types, which are available in the 
Census data. Instead, it uses estimated numbers, considering household sample sizes in 
Susenas, an alternative data in case a census is lacking.  
c. Ignored grid extension plan. 
ARISE has no information on electricity grid locations and grid expansion plans, so it 
ignores the influence of grid distance on PV investment decisions in rural areas 
d. Aggregated PLN customers.  
Households with PLN electricity access should be further categorised according to the 
installed capacity of circuit breakers. Customers with higher capacities have higher 
retail electricity tariffs and, consequently, the use of tariffs for 6,600 VA consumers 
causes an overestimation of PV investment under the net metering programme. 
e. Investment threshold criteria.  
Overestimation in the rural analysis may also occur by using the threshold of average 
electricity expenditure, since this expenditure represents the willingness to pay of 
households with electricity access, while households without electricity access may be 
less willing to pay. 
f. Static data 
ARISE assumes static values for PV prices, efficiency and the Leontief inverse matrix. 
g. Direct and indirect impacts.  
ARISE only accounts for the consequences of the construction and operation stages 
(direct effects) and neglects indirect effects.  
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Other weaknesses and suggested further developments are discussed in Appendix B, especially 
in the validation section. 
Therefore, the robustness of ARISE in terms of its assumptions concerning the main 
parameters is evaluated through sensitivity analysis. Figures 5.4 and 5.5 present the results of 
this sensitivity analysis regarding changes in the main parameters of PV investments by rural 
and urban households respectively. The horizontal axis shows the parameter changes, while 
the vertical axis represents the estimated operating PV capacity for 2029. The curve legend on 
the figures is termed ‘parameter name—scenario number’. 
 
(a) Capital costs    (b) CF 
 
(c) Lifespans      (d) O&M costs 
Figure 5.4 Sensitivity analysis of the estimated capacity of operating rural PV in 2029  
(in MWp) 
 
All scenarios in the rural area except Scenario 1 are sensitive to changes in the capital 
cost, as shown in Figure 5.4.a. Small fluctuations in Figure 5.4.a are the effect of random 
income distribution assigned to each household agent. The insensitivity of rural PV investment 
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to CF and lifespan, as shown in Figure 5.4.b and 5.4.c, is evident because these parameters are 
not part of the cost function and have roles as threshold parameters only. Similarly, O&M costs 
have a negligible influence on PV investments in Scenarios 3 and 4, which show that a 100% 
increase in O&M costs was only equal to between 1.43% and3.84% of the average income of 
rural households without electricity access in 2010. Meanwhile, the O&M cost does not affect 
the rural PV users in Scenario 2 who can buy PV without financing support. The main influence 
of Scenario 2 is the PV price that a 100% price increase significantly reduces PV investments 
from 220 MW to 141 MW. 
PV investment by urban households is more sensitive to the parameter changes as 
shown in Figure 5.5. Overall, these changes meet the expectations that investments by urban 
households increase as CF, lifespan and tariffs improve or as costs and prices reduce. Figure 
5.5.a demonstrates that a 20% price reduction will open a small urban PV market in Scenarios 
1 and 2, while an 80% price increase will diminish the influences of partial subsidies in 
Scenario 3. Meanwhile, urban PV investments in Scenario 4 will diminish at a rate of 6.8% on 
average if the capital costs increase by 20%. 
PV investments in urban area emerge in Scenarios 1 and 2 when CF improves by 20%, 
as shown in Figure 5.5.b. Further, an increase in CF does not affect PV investments in Scenario 
4 but has a significant influence on Scenario 3. In 2010, a CF of 29% induced the urban PV 
market; therefore, in 2029, the accumulated capacity of Scenario 3 is projected to be higher 
than that of Scenario 4, which experienced its initial urban PV investments in 2015. A similar 
effect has emerged from the increase of tariffs, as indicated by the similar trends seen in Figures 
5.5.b and 5.5.c. Figure 5.5.d shows that a 20% reduction in inverter prices will create 39 kWp, 
170 kWp and an additional 510 kWp in PV investments in Scenarios 1, 2 and 3 respectively. 
Scenario 4, on average, responds with a 2.7% change in PV investments following a 20% 
change in inverter price. 
As shown in Figure 5.5.e, PV investments under Scenario 3 become unattractive if a 
PV lifespan reduces by 60% or becomes an eight-year lifespan. Meanwhile, lifespan only plays 
a threshold role in Scenario 4, as once the five-year threshold has been met, then the number 
of PV investments becomes stable, regardless of any further increases in PV lifespan. In 
contrast, 20% and 40% increases in PV lifespan are adequate to create an urban PV market 
under Scenarios 1 and 2 respectively. This result indicates that FIT in Scenario 1 is more 
effective than the combination of a reference tariff and a price reduction in Scenario 2. 
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 (a) Capital costs (b) CF 
  
(c) Tariffs     (d) Inverter prices 
 
 (e) Lifespans     (f) O&M costs 
  
(g) Equity costs 
Figure 5.5 Sensitivity analysis of estimated operating urban PV capacity for 2029 (in GWp) 
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In Figure 5.5.f, 60% and 20% reductions in O&M cost could create PV investments in 
Scenarios 1 and 2 respectively, but further cost reductions would not have a significant effect. 
A 20% increase in O&M costs will reduce PV investments in Scenario 3 by 29%, while 
Scenario 4 remains insensitive to changes in the O&M cost. Most scenarios, except Scenario 
4, are sensitive to the reduction of equity costs, representing the level of investment risk. Figure 
5.5.g shows that a 20% reduction in equity costs will ignite the urban PV market under 
Scenarios 1 and 2. An 80% reduction in equity costs means that Scenario 3 will have a higher 
accumulated PV capacity than Scenario 4, due to its earlier creation of the urban PV market. 
 
5.5  Conclusions 
Analysis in this chapter integrates engineering, socio-microeconomic, macroeconomic 
and environmental perspectives in an agent-based model framework. The model, called 
ARISE, has been devised by using Indonesia’s specific datasets while retaining its flexibility 
for utilisation in other developing countries. ARISE uses free software and is available for free 
download. The only significant adjustment required is to change the GIS file containing 
socioeconomic data. 
ARISE’s ability is demonstrated by analysing the effectiveness and efficiency of 
several alternative solar energy policies. The analysis results suggest that there is a necessity 
to reform the PV donor gift programme to a PV financing service to efficiently deploy PV to 
rural households without electricity access. The financing service should be aided by capital 
and interest subsidies to encourage PV investments by urban households. However, the 
combination of declining PV prices and net metering is the most crucial factor for creating PV 
demand in urban households. 
ARISE still has weaknesses, especially in its assumptions about parameter values, and, 
therefore, a sensitivity analysis has been conducted to evaluate its robustness. Continually 
improving the existing ARISE structure and data by considering its current limitations remains 
an area for future research for which this study provides a foundation. Future studies should 
also integrate ARISE with a social life-cycle assessment to advance its feature of social 
analysis. 
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 ECONOMICAL AND ENVIRONMENTAL IMPACTS OF 
EMISSION REDUCTION TARGETS IN INDONESIAN 
ELECTRICITY SYSTEMS 
 
 
6.1 Introductions 
 Previous chapters have estimated the impacts of policy reforms to PV markets in 
Indonesia’s off-grid and on-grid systems. Current low renewables tariff is doubted to improve 
the progress of PV and other renewable energy investments in reaching their target, i.e., 23% 
of total energy supply in 2025 (Maulidia et al., 2019, GOI, 2017a). As a consequence, it also 
threats Indonesia’s commitment to reduce emissions in energy sector for 11% (or 14% with 
foreign aid assistance) of 2,869 MtCO2e the business as usual (BAU) emissions of energy sector 
in 2030 (GOI, 2016).  
This chapter attempts to address the prevailing scepticisms by estimating generation 
cost increases due to the implementations of the emission reduction target in Indonesia’s 
electricity system. Three scenarios of power plant expansions, i.ePLN’s electricity supply 
business plan (RUPTL) from 2019 to 2028 (PLN, 2019), and two scenarios of 11% and 14% 
emission reduction targets in energy sector, are analysed. The estimated costs can be a guide 
for re-formulating renewable energy tariffs in each region. Previous studies have analysed the 
interaction of renewables and emission reductions in the Indonesian electrical system, but their 
analysis scope is limited to a region or focussed on the aggregated national level (Handayani 
et al., 2017, Utama et al., 2012, Wijaya and Limmeechokchai, 2010, Kumar, 2016, Wijaya and 
Limmeechokchai, 2009, Tanoto and Wijaya, 2011, Al Hasibi et al., 2013).  
Therefore, this thesis attempts to contribute to the growing literature in energy system 
modelling by applying an optimisation-based agent-based modelling (ABM) for analysing 
power plant expansions in Indonesia under emission reduction policies. It is the first 
demonstration of the capability of ABM for optimal power plant expansion analysis in 
developing countries. The developed ABM has been successfully integrated with two 
prominent approaches of 1) input-output analysis (IOA) to estimate new economic outputs 
from each proposed scenario; 2) linear programming to optimise power plant capacity 
expansion. Hence, future studies may further integrate analyses on social behaviour of private 
investors and households investing in distributed renewables systems (Al Irsyad et al., 2019a). 
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Moreover, in contrast to previous studies in Indonesia, analysis in this chapter covers 15 main 
electricity grid systems that have varying characteristics.  
The rest of this chapter is organised as follows: Sub Chapter 6.2 discusses the 
methodology and data used. Sub Chapter 6.3 presents analysis results and sensitivity analysis. 
Sub Chapter 6.4 discusses policy implications and concludes the analysis. 
 
6.2 Methodology, Data and Policy Scenarios 
6.2.1 Methodology 
This thesis first developed an ABM model called Power Generation in ABM 
(PowerGen-ABM) by using Netlogo software and its several extensions including a linear 
programming solver (Wilensky, 1999, MacKenzie, 2016). Appendix C presents the overview, 
design concept and details (ODD) of PowerGen-ABM, while Figure 6.1 summarises the 
structure of PowerGen-ABM. The techno-economic analysis (TEA) indicator used is revenue 
requirement (RR) that can directly represent PLN’s generation costs from buying electricity 
from IPP. The used RR formula is a modification version of a RR formula developed by 
UCDavis (2016). One of the modifications is the use of construction duration and its incurred 
interest payments to calculate the construction costs. The modification affects IOA and 
environmental impact analysis, with the monetary and physical values of new investments 
distributed to several years based on construction cost profiles, which are assumed as linear 
distributions as in IEA and NEA (2015). 
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Figure 6.1 Flowchart of optimisation-based ABM 
 
Figure 6.2 more specifically depicts the analysis process of the model. PowerGen-ABM 
has seven main regional databases, which are (1) electricity demand data (i.e., peak load, 
electricity demands in residential, industrial, commercial and public sectors, and the average 
share of the demand for each sector); (2) BAU emissions of electricity sector; (3) renewable 
energy potential; (4) power plant technology specifications; (5) power plant capacity; (6) 
energy prices; and (7) power plant costs. Those databases are used to create three entities – 
technology, power plant, and region – that function as data storage. Technology entity reserves 
detailed “static” data specifications of existing power plants and energy technologies that can 
be selected for future power plants. Power plant entity keeps “dynamic” operational data of 
existing and simulated power plants, while regional entity stores sectoral electricity demands 
and regional simulation outputs.  
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Figure 6.2 Flowchart of optimisation-based ABM 
 
PowerGen-ABM allows users to establish different scenarios based on energy prices, 
urbanisation, energy efficiency targets, and the number of customers, e.g. improvement in the 
electrification ratio. Changes to these factors will adjust sectoral electricity demand levels and 
peak loads by considering the elasticities of the different demand levels (Al Irsyad et al., 
2018b). Total electricity demand in a year is then transformed to daily electricity demand in 
base load, cycle load, and peak load durations. Such load decomposition is crucial for optimal 
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power plant expansion analysis since each power plant’s technology has different ramping rate 
constraints to serve a load with rapid fluctuations. Other scenario settings are emissions 
reduction level and supply-side policies (e.g., capital subsidy, interest, incentives, and loan 
period), affecting the economics of renewable energy investments.  
Electricity demands in each load, power plant specifications, and emissions scenarios 
are then used as constraints in an optimisation problem. PowerGen-ABM applies two 
optimisation types: linear programming and a heuristic approach. Firstly, optimisation 
problems from 2010 to 2017 used a strict constraint in that optimal electricity production 
should be equal to actual electricity production in PLN’s statistics. However, optimisation 
problems in some regions cannot be solved due to data inconsistency issues. For example, 
electricity production data is lower than electricity demand data in several regions (e.g., 
Southeast Sulawesi region in 2010) so the production data is adjusted to be higher than demand 
data by considering the previous year’s data. Nevertheless, the adjustment may be incorrect 
and so the optimisation problem might not be solvable. In this case, the model does a re-
optimisation by allowing optimal power plant production lower than the actual electricity 
production. Optimisation problems from 2010 to 2017 provide electricity production reserve 
data and are a basis to generate random production reserves for analysis from 2018 to 2028. 
Policy scenarios on emission reduction targets can only address optimisation problems from 
2018 to 2028. The model solves the optimisation problems with an assumption that there are 
no new unplanned power plants. The model allows for new unplanned power plants in the 
optimisation problem if no optimal solution is found. For simplicity, PLN is assumed to have 
a financial limitation, and, therefore, all new unplanned power plants would be constructed by 
IPP. The LP objective of PowerGen-ABM is to minimise generation costs at region r in year t 
by producing electricity at load l from technology i:  
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑟,𝑡 = ∑ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙 ∗ 𝑐𝑜𝑠𝑡𝑟,𝑡,𝑖,𝑙 
Subject to: 
a. The electricity production from all power plants i should be higher than electricity 
demand plus production reserve in each load l:   
∑ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
𝑟,𝑡,𝑖,𝑙
≥ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑑𝑒𝑚𝑎𝑛𝑑
𝑟,𝑡,𝑙
∗ 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑟,𝑡 
b. Each power plant i has maximum electricity production constraints: 
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𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
𝑟,𝑡,𝑖
≤ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
𝑟,𝑡,𝑖
∗ 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟
𝑟,𝑡,𝑖
∗ 24 ℎ𝑜𝑢𝑟𝑠 
c. Electricity production of power plant i in each load l cannot violate capacity limitation:  
∑
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
𝑟,𝑡,𝑖,𝑙
𝐿𝑜𝑎𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑙
≤ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
𝑟,𝑡,𝑖
 
 
Additional constraints for optimisation for t = 2017 to 2028 are: 
d. minimum production for power plants owned by IPP as regulated at a power purchase 
agreement. For IPP’s power plants i:  
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖 ≥ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑟,𝑡,𝑖 ∗ 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑙𝑜𝑎𝑑 𝑓𝑎𝑐𝑡𝑜𝑟𝑟,𝑡,𝑖 ∗ 24 
e. emissions constraints:  
∑ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖 ∗ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟𝑖 ≤ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑡𝑎𝑟𝑔𝑒𝑡𝑟,𝑡 
f. renewables potential constraints. For new power plants of renewables technology i: 
∑
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙
𝐿𝑜𝑎𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑙
≤ 𝑅𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒𝑠 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑟,𝑖 
g. maximum intermittent renewables (for i = 7 and 10) in total electricity production:  
∑ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙 ≤ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡 ∗ 𝑚𝑎𝑥 𝑖𝑛𝑡𝑒𝑟𝑚𝑖𝑡𝑡𝑒𝑛𝑡 𝑠ℎ𝑎𝑟𝑒 
  
 The optimisation outputs are then categorised into monetary values and physical values 
of new power plant investments, electricity production, and loan interest payments. The 
monetary values are inputs for IOA, which use Leontief Inverse Matrix in Table C.6. The 
matrix is produced from IO table 2010 that has been modified by disaggregating the electricity 
sector into 11 power plant technologies and aggregating other sectors, except the banking 
sector, into industrial and commercial sectors (Al Irsyad et al., 2019a). The physical values are 
used to estimate environmental impacts by multiplying the physical values with environmental 
factors in Table C.7.  
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6.2.2 Data 
The primary data is the yearly PLN statistics from 2010 to 2017 (PLN, 2011, PLN, 
2013, PLN, 2014, PLN, 2015, PLN, 2016c, PLN, 2017b, PLN, 2012, PLN, 2018b), providing 
data for regional and sectoral electricity demand, peak loads, electricity production, fuel costs, 
maintenance and operational costs, fixed costs, and power plant capacity. PLN (2019) provides 
a projection for sectoral electricity demand, peak loads, and planned power plants from 2019 
to 2028 for analysis of data ranging from 2018 to 2028. The cost assumptions for new power 
plant technologies used in Table 6.1 are based on those Handayani et al. (2017), IEA and NEA 
(2015) and Lazard (2017) to obtain comparable results. Fuel price forecasts use prices in PLN 
(2017b), and growth in fuel price scenarios obtained from IEA (2017). The fuel prices are 
assumed equal in all regions. DGE (2017) provides emissions factors of electricity 
interconnection systems from 2010 to 2016. The emission factors, their growth and electricity 
production are then used to calculate BAU emissions data for 15 electricity systems from 2010 
to 2028. Costs for power plants are simply assumed to be similar across all regions due to data 
availability limitations. Previous studies have also used similar assumptions implying that 
future studies can enrich the literature on Indonesian energy modelling by using varied regional 
costs. This data and accompanying descriptions are available in the Supplementary Material 
and Appendix C.  
Table 6.1 Cost assumptions 
Technology 
Overnight cost 
(USD/kW) 
OM cost 
(USD/MWh) 
Fix OM cost 
(USD/MW) 
Source 
Coal PP 1,867  3.8  64,000  Handayani et al. (2017) 
CCGT 817  3.8  24,000  Handayani et al. (2017) 
OCGT 439  38.0  21,000  Handayani et al. (2017) 
Geothermal PP 2,675  0.7  53,000  Handayani et al. (2017) 
Hydro PP 2,200  3.8  56,000  Handayani et al. (2017) 
MHP 3,350  3.8  67,000  Handayani et al. (2017) 
Wind PP 1,756  0.8  44,000  Handayani et al. (2017) 
WTE 5,718  99.0  -    IEA and NEA (2015) 
Biomass PP 2,228  6.5  78,000  Handayani et al. (2017) 
PV 1,953  0.4  20,000  Handayani et al. (2017) 
Oil PP 650  10.0  10,000  Lazard (2017) 
Note: coal-fired thermal power plant (coal PP), combined cycle gas turbine (CCGT), open cycle gas turbine 
(OCGT), geothermal PP, hydro PP, mini/ micro-hydro power plant (MHP), wind PP, waste to energy power plant 
(WTE), biomass PP, photovoltaic (PV), and oil-fired power plant (oil PP). 
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6.2.3 Policy scenarios 
This thesis compares emissions, generation costs and renewables shares resulting from 
the following three scenarios:  
a. RUPTL scenario.  
RUPTL 2019 to 2028 (PLN, 2019) is PLN’s official power plant expansion plan. 
The planned new power plant capacity in the RUPTL was 70,305 MW consisting 
of coal-based power plants (38.2%), gas-based power plants (16%), renewables 
power plants including undecided types of power plants (41%), and oil-based power 
plants (4.8%). 
b. 11% scenario.  
The planned new power plant capacity in the RUPTL is excluded. Power plant 
capacity expansion is re-optimised by considering an 11% emission reduction of 
yearly BAU emissions in regional electricity systems and other constraints.  
c. 14% scenario.   
The planned new power plant capacity in the RUPTL is excluded. Power plant 
capacity expansion is re-planned based on a 14% emission reduction of yearly BAU 
emissions in regional electricity systems and other constraints.  
The emission reduction targets (i.e., 11% and 14%) are officially measured from BAU 
emissions in 2030; however, this thesis modestly applies the targets to yearly BAU emissions 
levels until 2028, which is the end of the projection period in RUPTL. Figure 6.3 shows BAU 
regional emissions. The Java & Bali (JAMALI) electricity grid system is the largest system 
and, therefore, it is responsible for 70.7% of the 4,640 Mt CO2e total emissions of the electricity 
sector during 2010 to 2028. The simulations for all scenarios are repeated 500 times to obtain 
average results.  
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Figure 6.3 BAU regional emissions of electricity sector in 2010 to 2028  
(processed from (DGE, 2015, PLN, 2018b)) 
Note for regional electricity systems: 1. Sumatera; 2. Riau Archipelago; 3. Bangka Belitung; 4. Java & Bali; 5. 
West Kalimantan; 6. South Kalimantan, East Kalimantan, North Kalimantan & Central Kalimantan; 7. North 
Sulawesi & Gorontalo; 8. South Sulawesi, Central Sulawesi & West Sulawesi; 9. Southeast Sulawesi; 10. West 
Nusa Tenggara; 11. East Nusa Tenggara; 12. Maluku; 13. North Maluku; 14. Papua; and 15. Papua Barat. 
 
6.3 Results 
6.3.1 Power plant capacity and electricity productions 
Figure 6.4 compares the power plant capacity of each scenario. The RUPTL scenario 
has the highest power plant capacity in 2028 because, unlike the emission reduction scenarios, 
the RUPTL scenario considered electricity demand beyond the analysis period, i.e., 2028. Out 
of a total 200.7 GW of capacity in the RUPTL scenario, the share of coal- and renewable-based 
power plants would be 46.6% and 22.3%, respectively. Figure 6.4 shows that the main 
renewables in 2028 under the RUPTL scenario are hydro PP (25,898 MW), geothermal PP 
(11,309 MW), and MHP (3,188 MW). On the other hand, the 11% and 14% scenarios have 
lower power plant capacities of 190.4 GW and 188.8 GW, respectively. All fossil-fuelled 
power plants have lower capacity shares while renewables have 34.9% and 33% higher 
capacity shares for the 11% and 14% scenarios, respectively, than the shares in the RUPTL 
scenario. Geothermal PP and wind PP capacities are the main contributors to the increasing 
capacity of renewables, while the hydro PP capacity under the emissions reduction scenarios 
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is lower than the hydro PP capacity planned in RUPTL. Differences in total capacity and 
renewables capacity in 2028 are caused by power plant selection results, as compared in Figure 
6.4. The 11% scenario has a larger coal PP serving base and cycle loads, so it then uses more 
hydro PP and MHP as load following and peaking power plants. On the other hand, the 14% 
scenario uses less coal PP and more reliance is on CCGT to serve cycle loads. Compared to 
renewables, CCGT has higher capacity factor and, therefore, the 14% scenario has less 
renewables share and total installed capacity.  
 
Figure 6.4 Power plant capacity in 2028 
 
Figures 6.5.a, 6.5.b and 6.5.c show the electricity production mix in each scenario. The 
share of coal-based electricity production in 2028 is still large across all scenarios at 61.2% of 
494,917 GWh in the RUPTL scenario, 43.6% in 11% scenario and 41.3% in 14% scenario. The 
difference in wind energy production (and its share in total electricity production) between the 
RUPTL, 11% scenario and 14% scenario is significant at 5,268 GWh (1.1%), 75,084 GWh 
(15.2%) and 64,472 GWh (13%), respectively, in 2028. The emission reduction scenarios also 
see a boost in the share of geothermal production in 2028 from 7.9% in the RUPTL scenario 
to anywhere between 20.5% and 20.8%, as shown in Figures 6.5.a, 6.5.b and 6.5.c. Table 6.2 
shows that the 3% higher emissions target cause lower renewable energy production in the 14% 
scenario. It indicates that PowerGen-ABM does not produce linear outputs because the selected 
power plants may have an emission factor much lower than the emission factor used in the 
constraint. The 14% scenario has higher renewables production in 2018 to 2020 and, thereafter, 
fossil-fuelled electricity production increases again while emission constraints are satisfied. 
Moreover, Table 6.2 shows that optimal electricity production under the RUPTL scenario is 
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slightly lower than the renewable energy production target (i.e., 23% of the energy mix in 
2025). In contrast, renewable energy production in all emission reduction scenarios exceeds 
the target by 31.7% or higher. 
 
                  (a) RUPTL scenario  (b) 11% scenario        (c) 14% scenario 
 
Figure 6.5 Electricity productions 
Table 6.2 Renewable energy productions 
Year 
Total electricity production 
(GWh) 
Renewable energy production (GWh) 
RUPTL 11% scenario 14% scenario 
2010 170,525  24,585  24,585                24,585  
2011 180,505  19,336  19,336                19,336  
2012 200,578  20,405  20,405                20,405  
2013 216,632  25,412  25,412                25,412  
2014 229,416  23,894  23,894                23,894  
2015 234,201  23,240  23,240                23,240  
2016 248,361  28,144  28,144                28,144  
2017 255,009  30,164  30,164                30,164  
2018 263,899  34,286  39,857                41,943  
2019 279,290  34,878  42,462                43,887  
2020 297,807  37,489  44,429                61,687  
2021 318,291  39,839  94,132                85,537  
2022 341,643  48,167  98,775                92,519  
2023 365,229  52,164  125,791              116,909  
2024 388,424  67,275  134,943              125,625  
2025 412,240  94,124  139,851              130,798  
2026 437,882  105,812  152,147              142,698  
2027 465,586  110,053  158,123              158,971  
2028 495,049  114,481  243,191              230,135  
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6.3.2 Emission reductions 
Table 6.3 compares GHG emissions for all scenarios. From 2018 to 2024, emissions 
from electricity production under the RUPTL scenario exceed BAU emissions. However, 
emission growth slows down, being only 9.8% lower than 488 MtCO2e BAU emissions by 
2028. Emissions are reduced due to an electricity production shift from coal PP to geothermal 
PP and hydro PP, as shown in Figure 6.5.a. In contrast, the 11% and 14% scenarios have lower 
emissions from power plant operations for all years, and their emissions in 2028 are equal to 
64.8% and 64.4% of the BAU emissions respectively. Higher emissions reduction than 
expected is caused by an increase in electricity productions of CCGT from 2018, as shown in 
Figure 6.5.b and 6.5.c. After 2020, geothermal production replaces CCGT’s electricity 
production and wind energy productions also substantially emerge. Consequently, emission 
reduction scenarios experience higher emissions in the power plant construction stages, as seen 
in Table 6.3. The rapid construction of geothermal PP causes surges on emissions in the 
construction stages in 2020. Nevertheless, the peak of emissions released from renewables 
construction in the emission reduction scenarios is in 2027 due to massive wind farm 
constructions. 
Table 6.3 Emissions in BAU and scenarios (in Mt CO2e) 
Year 
Emissions during electricity production Emissions during plant construction 
BAU RUPTL 11% scenario 14% scenario RUPTL 11% scenario 14% scenario 
2010 124.8  124.8   124.8   124.8   1.4   1.4   1.4  
2011 153.4  153.4   153.4   153.4   1.2   1.2   1.2  
2012 160.1  160.1   160.1   160.1   1.1   1.0   1.0  
2013 183.1  183.1   183.1   183.1   1.0   0.8   1.3  
2014 193.5  193.5   193.5   193.5   1.0   2.0   1.7  
2015 204.0  204.0   204.0   204.0   1.2   2.0   1.8  
2016 222.8  222.8   222.8   222.8   1.4   2.6   2.3  
2017 252.1  252.1   252.1   252.1   2.1   2.9   2.4  
2018 267.3  270.6   231.8   224.6   5.3   2.9   2.5  
2019 283.7  287.1   246.4   238.2   5.9   2.9   4.8  
2020 301.4  308.8   261.9   253.1   6.8   7.6   4.6  
2021 320.4  329.1   278.2   269.5   7.7   2.8   3.2  
2022 340.7  344.2   295.9   282.6   5.6   4.4   4.3  
2023 361.3  380.0   300.2   292.5   7.1   2.6   2.7  
2024 383.2  386.4   315.5   307.6   3.2   2.2   2.4  
2025 407.6  382.8   335.0   323.4   1.2   5.6   5.9  
2026 432.3  398.0   349.8   334.1   0.9   2.6   3.5  
2027 459.4  418.2   367.8   349.6   0.4   18.5   14.9  
2028 488.0  440.3   316.4   314.4   -     -     -    
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6.3.3 Economic impacts 
Table 6.4 shows the generation costs and new economic outputs of all scenarios. The 
average cost of RUPTL will decline from 84.2 USD/ MWh in 2017 to 60.1 USD/ MWh in 
2018 due to a significant electricity production transition from oil PP to coal PP and hydro PP. 
Over time, the cost would gradually increase again to 65.3 USD/ MWh in 2028 due to 
increasing fixed operational and maintenance (O&M) costs for new PLN power plants, and 
increased fossil fuel prices. The average generation costs of the 11% and 14% scenarios in 
2018 decrease to 66.2 USD/ MWh and 73.9 USD/MWh, respectively. This is the result of 
growing electricity production of coal PP, geothermal PP, and hydro PP, replacing a large 
amount of electricity production from oil PP. Nevertheless, oil PP is still required as a peaking 
power plant and therefore, the share of electricity generation of oil PP under 11% and 14% 
scenarios is still higher than that of RUPTL as illustrated in Figure 6.5. Consequently, the 
generation costs in the 11% and 14% scenarios in 2028 are higher than generation costs in 
RUPTL scenario.  
Table 6.4  Generation costs and economic outputs 
Year 
Average generation cost (USD/MWh) New economic output (billion USD) 
RUPTL 11% scenario 14% scenario RUPTL 11% scenario 14% scenario 
2010  67.9   67.9   67.9   261,630   261,630   261,630  
2011  71.8   71.8   71.8   237,038   236,752   236,752  
2012  81.4   81.4   81.4   229,049   228,823   228,903  
2013  82.4   82.4   82.4   206,390   206,154   209,684  
2014  86.6   86.6   86.6   164,169   172,446   170,866  
2015  69.4   69.4   69.4   143,844   149,564   148,088  
2016  66.0   66.0   66.0   98,784   107,481   105,705  
2017  84.2   84.2   84.2   88,537   115,033   102,130  
2018  60.1   66.2   73.9   73,639   101,017   102,816  
2019  59.8   68.6   80.4   75,198   107,334   127,479  
2020  60.4   77.5   76.2   79,135   149,661   118,965  
2021  61.5   69.2   71.2   84,791   96,076   99,667  
2022  62.7   80.1   81.7   93,167   120,838   121,555  
2023  62.4   71.6   72.5   97,393   107,544   113,954  
2024  63.1   71.3   72.1   100,095   110,597   117,260  
2025  62.6   73.2   74.1   103,520   139,429   146,458  
2026  63.4   67.7   67.9   107,090   121,979   130,557  
2027  64.2   71.0   70.8   113,609   208,133   190,053  
2028  65.3   68.3   68.3   121,446   114,463   115,049  
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New investment into power plants drives a high economic output of the electricity 
sector from 2010 to 2015 across all scenarios, as seen in Table 6.5. After 2015, the economic 
outputs from electricity sector will diminish due to fewer constructions of power plants. The 
RUPTL scenario may have the highest installed power plant capacities in 2028, but the 
investment values from 2018 to 2027 are the lowest, due to fewer capital-intensive power plants 
being used in RUPTL.  
Figure 6.6 shows the marginal abatement cost curve relative to RUPTL scenario. By 
assuming zero discount rate for simplicity, the 11% scenario reduces emissions to 123.9 Mt 
CO2e in 2028 and increases costs by 1,485 million USD. In other words, the 11% scenario has 
a marginal cost of 11.99 USD/ t CO2e. Meanwhile, the marginal cost of the 14% scenario is 
11.85 USD/ t CO2e, meaning that reducing emissions in RUPTL scenario for 125.9 Mt CO2e 
will increase the generation cost by 1,492 million USD. 
 
Figure 6.6 Marginal abatement cost curve in 2028 compared to RUPTL scenario 
 
6.3.4 Environmental impacts  
Table 6.5 shows material and energy consumptions during power plant construction in 
the three scenarios. Steel consumption in RUPTL is higher from 2018 to 2024 due to massive 
constructions of coal PP, geothermal PP and hydro PP. In 2027, the enormous wind PP capacity 
in the emission reduction scenarios would consume an immense amount of steel since steel 
consumption for wind energy is almost twice as high as that for coal PP. A similar explanation 
applies for concrete consumption. The concrete consumptions for geothermal PP and wind PP 
are 459 tonnes/ MW and 402 tonnes/ MW, more than double than concrete consumption for 
coal PP (i.e., 178 tonnes/ MW).  
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Table 6.5  Resource uses during construction stages 
Year 
Steel uses (tonnes) Aluminium uses (tonnes) Concrete uses (kilo tonnes) Energy uses (TJ) 
RUPTL 11% 14% RUPTL 11% 14% RUPTL 11% 14% RUPTL 11% 14% 
2010  459,203   459,203   459,203   7,827   7,827   7,827   1,201.93   1,201.93   1,201.93   5,093   5,093   5,093  
2011  391,717   377,259   377,259   8,454   7,019   7,019   1,048.86   1,010.11   1,010.11   4,548   4,284   4,284  
2012  428,058   403,950   407,200   8,743   6,406   6,827   919.60   852.45   856.64   4,054   3,589   3,603  
2013  295,037   262,847   406,049   9,024   6,477   25,021   777.12   661.03   845.66   3,501   2,617   3,266  
2014  229,230   540,843   476,723   9,038   53,389   45,211   613.79   864.10   775.69   3,268   3,289   2,942  
2015  267,026   527,346   468,215   11,719   53,274   45,745   685.11   829.68   747.54   3,711   3,412   3,085  
2016  400,524   658,247   586,824   12,542   74,240   65,037   959.21   933.35   835.66   4,885   3,961   3,586  
2017  565,025   792,721   631,816   24,953   80,294   69,869   1,352.87   1,319.20   977.80   7,817   5,028   4,218  
2018  956,188   789,006   791,132   53,674   80,260   70,523   2,744.31   1,305.17   1,182.91   17,251   4,464   5,491  
2019  1,171,874   791,511   908,561   53,499   80,257   64,282   3,028.14   1,322.39   2,346.05   19,056   4,582   15,967  
2020  1,239,235   1,067,899   714,884   54,087   70,593   56,772   3,216.37   3,813.38   2,275.86   21,865   30,992   22,484  
2021  1,664,181   416,990   484,331   56,931   37,919   44,598   3,258.62   1,221.21   1,400.50   24,866   9,058   10,230  
2022  1,024,825   485,815   520,129   52,763   30,207   37,026   3,008.60   2,080.05   2,013.34   24,327   17,216   16,258  
2023  1,971,911   264,097   357,583   44,206   13,075   21,644   3,287.32   1,257.49   1,369.02   25,422   10,987   10,785  
2024  490,620   219,925   319,173   25,554   9,768   18,595   1,664.59   1,071.72   1,214.39   13,754   9,918   9,988  
2025  251,096   508,814   609,789   2,471   16,613   25,426   725.52   2,880.14   3,034.32   5,108   31,131   31,290  
2026  192,138   254,476   452,460   1,646   9,817   26,608   532.37   1,324.42   1,841.04   3,916   13,272   23,257  
2027  172,544   2,483,493   1,979,287   632   174,496   138,313   259.96   10,346.74   8,259.05   1,999   215,025   167,546  
2028  -     -     -     -     -     -     -     -     -     -     -     -    
Total  12,170,433   11,304,443   10,950,617   437,763   811,931   776,344   29,284   34,295   32,188   194,442   377,920   343,373  
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The total aluminium and energy consumptions of power plant construction in the 
emissions reduction scenarios are higher than that of RUPTL. The emission reduction scenarios 
contain more geothermal PP and wind PP that consume more aluminium and energy than the 
coal PP. Aluminium consumption of geothermal PP is 768% higher than that of coal PP while 
energy consumption of wind PP is 216% higher than that of coal PP as shown in Table C.7. In 
summary, the RUPTL scenario requires 12.2 million tonnes of steel, 437 thousand tonnes of 
aluminium, 29 million tonnes of concrete, and 194 petajoules (PJ) of energy for power plant 
construction from 2010 to 2028. Meanwhile, power plant construction in the same period in 
the emission reduction scenarios requires 11 million tonnes of steel, 776 to 812 thousand tonnes 
of aluminium, 32 to 34 million tonnes of concrete, and 343 to 378 PJ of energy. Table 6.5 also 
shows that energy and material consumptions as well as emissions during construction (as 
shown in Table 6.3) and new economic outputs in Table 6.4 differ in all scenarios from 2010 
to 2016. This effect is due to the different construction periods for each power plant.  
 
6.3.5 Regional analysis  
Table 6.6 shows that most regional costs in 2028 under RUPTL would be lower than 
regional costs in 2017. Figures 6.7.a and 6.7.b show that there is a significant decrease in the 
share of oil-based electricity production in all regions from 7.5% of total electricity production 
in 2017 to 1.6% of total electricity production in 2028. Several exceptions are Riau 
Archipelago, Maluku and West Papua because electricity productions from oil PP and OCGT 
in these regions are still relatively high. This situation will not only add a financial burden to 
electricity subsidy but also to government efforts of providing a single oil price for 
transportation uses in all regions (MEMR, 2016c). Similarly, almost all regions under the 
emission reduction scenarios have lower generation costs than that in 2017. One of the 
exceptions is North Maluku that lacks hydropower potential, so it must rely on high-cost CCGT 
and oil PP to meet the emission limits. 
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Table 6.6 Regional electricity generation costs (USD/ MWh) 
Regions 2017 
2028 
RUPTL 
11% 
Scenario 
14% 
Scenario 
1: Sumatera  121.4   68.6   81.8   83.5  
2: Riau Archipelago  157.3   129.5   113.8   117.7  
3: Bangka Belitung  200.3   92.0   88.2   88.2  
4: Java, Madura & Bali (Jamali)  71.8   63.6   63.5   63.2  
5: West Kalimantan  91.0   55.3   61.9   63.3  
6: South Kalimantan, East Kalimantan, North 
Kalimantan & Central Kalimantan 
 116.3   58.5   66.2   66.2  
7: North Sulawesi & Gorontalo  122.6   62.8   82.5   78.2  
8: South Sulawesi, Central Sulawesi & West 
Sulawesi 
 71.0   53.0   60.4   60.7  
9: Southeast Sulawesi   155.1   57.1   63.8   64.4  
10: West Nusa Tenggara  136.8   65.8   93.7   80.6  
11: East Nusa Tenggara  122.9   60.3   74.0   74.4  
12: Maluku  139.0   118.1   81.2   85.4  
13: North Maluku  145.4   76.9   176.6   186.5  
14: Papua  126.5   73.9   68.5   71.0  
15: West Papua  127.0   115.7   93.0   89.6  
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(a) 2017     (b) RUPTL in 2028 
 
  (c) 11% scenario in 2028   (d) 14% scenario in 2028 
 
Figure 6.7 Regional electricity production mix 
Note for regional electricity systems: 1. Sumatera; 2. Riau Archipelago; 3. Bangka Belitung; 4. Java & Bali; 5. 
West Kalimantan; 6. South Kalimantan, East Kalimantan, North Kalimantan & Central Kalimantan; 7. North 
Sulawesi & Gorontalo; 8. South Sulawesi, Central Sulawesi & West Sulawesi; 9. Southeast Sulawesi; 10. West 
Nusa Tenggara; 11. East Nusa Tenggara; 12. Maluku; 13. North Maluku; 14. Papua; and 15. Papua Barat. 
 
A comparison of our study with that of Handayani et al. (2017) for the Jamali region 
under the 14% emission reduction target is presented in Table 6.7. Findings in this study 
suggest that a lower share of fossil-fuelled electricity production and, consequently, a higher 
share of renewable energy production than that proposed by Handayani et al. (2017). As a 
result, this study contradicts the findings by Handayani et al. (2017) who found increasing costs 
in the Jamali electricity system due to emission reduction targets. This study found that the 
target could reduce electricity generation costs in Jamali region by 0.4 USD/ MWh compared 
to RUPTL, as shown in Table 6.6. Handayani et al. (2017) estimated the cost for CO2e 
mitigation is 17.7 USD/ tCO2e in 2030, while this study shows that CO2e mitigation would 
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reduce the cost by 1.31 USD/ tCO2e in 2028. The comparison is conducted over different years 
because Handayani et al. (2017) did not provide results for 2028. 
Table 6.7 Result comparisons 
Results Handayani et al. (2017) PowerGen-ABM 
Emission reduction 14% 14% 
Analysis year 2030 2028 
Coal share (%)  63.00   49.29  
Natural gas share (%)  17.00   10.15  
Geothermal share (%)  10.00   16.45  
Hydro share (%)  4.00   7.29  
Wind share (%)  -     16.75  
Oil share* (%)  -     0.04  
Biomass share+ (%)  6.00   0.02  
Cost-effectiveness of CO2 mitigation (USD/ tCO2e) 17.70 -1.31 
Note: * rounded to zero; + including waste to energy  
 
6.4 Discussions 
6.4.1 Policy implications 
All scenarios suggested that coal is still the most cost-effective option in the Indonesian 
electricity sector, as shown in Figure 6.4. This finding calls for the accelerated commercial 
implementation of clean coal technologies, which are currently being piloted and researched in 
the country. However, this does not mean that PLN should only rely on a high share of clean 
coal technologies and reject the use of high-cost renewables. International coal prices have 
continuously increased since 2017 (MEMR, 2018a, Insider, 2019), and the Indonesian 
government relies on this to increase coal exports, improve the trade balance, and bolster 
foreign income. Hence, it potentially puts a pressure on domestic coal prices.  
Renewable energy is the most cost-effective option in the long term. Renewable energy 
may have higher costs in the short term, but the costs still can be covered by the reference 
tariffs that are relatively high due to the high share of oil-based electricity production. 
Renewables can significantly reduce electricity generation costs in regions, which are still 
planned to retain a high share of oil-based electricity production in RUPTL. Therefore, power 
plant expansion plans in RUPTL should be adjusted by minimising oil PP share and 
maximising renewables, especially geothermal, wind energy, and micro-hydro.  
However, the main problems hampering geothermal are non-technical issues. Several 
examples of the problems causing the delay or cancellation of geothermal projects in Indonesia 
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are regulation conflicts, especially with forest protection regulations, and rejection by 
communities. Consequently, geothermal development during the premium feed-in tariff (FIT) 
policy regime has not followed the path expected.  
Analysis results in this study, suggesting a more significant role of wind energy in 
Indonesia’s electricity system (see Figure 6.4), is supported by increasing global wind energy 
production (REN21, 2018). Indeed, many developed countries can achieve wind turbine targets 
over geothermal targets, indicating the lower risk of wind energy projects (Al Irsyad et al., 
2019b). Wind energy is also considered the most sustainable technology (Suomalainen and 
Sharp, 2016). Nevertheless, Indonesia does not have adequate skills and expertise to develop 
wind turbine power on a significant scale. PLN and several state-owned institutions have had 
wind turbine pilot projects in place for several years, but the performance of the projects did 
not meet expectations, and most have been closed. Reflecting these circumstances, our findings 
regarding wind energy capacity in 2028 (as in Figure 6.4) should be viewed as an ideal share 
of wind energy capacity and, therefore, it should act as a guide for policy formulation and 
research. This situation should alter in the near future with UPC Renewables, an investor from 
the United States, beginning to produce electricity from a 75 MW wind farm in Sidrap, South 
Sulawesi from April 2018 (construction started in 2015). This successful project at least will 
be followed by a 50 MW wind farm, Sidrap II, and a 72 MW wind farm, Tolo I, in South 
Sulawesi. Moreover, with 3.25 million km2 of sea surface, Indonesia has substantial off-shore 
wind energy potential (Roza, 2017). Off-shore wind turbines have more stable electricity 
production so off-shore wind turbines are predicted to grow at a faster pace than on-shore wind 
turbines (Perveen et al., 2014, Bilgili et al., 2011). PLN also has drastically changed their wind 
energy target from 92.4 MW in RUPTL 2016 – 2025 to 1,450 MW in RUPTL 2019 – 2028 
(PLN, 2019, PLN, 2016b).  
The next most cost-effective renewables are hydro PP and MHP, as suggested by all 
scenarios. The differences are that the emission reduction scenarios suggest higher electricity 
production from MHP and, at the same time, lower production from hydro PP. MHP industries, 
operating in small villages and isolated areas, often feel threatened by PLN’s grid expansions 
since their customers will likely shift to PLN’s electricity supply. Those industries cannot 
afford and do not have the resources to protect their market or to sell their electricity to PLN 
(moves that would attract high-cost business permits and commissioning). These problems 
need government intervention and also innovative funding, such as block chain technology 
(Mengelkamp et al., 2018, Basden and Cottrell, 2017).   
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6.4.2 Sensitivity analysis 
The results of the sensitivity analysis focus on four main parameters: capital costs, 
variable O&M costs, fuel prices, and capacity factor (CF). These are presented in Tables 6.8, 
6.9, 6.10, and 6.11. Parameter values of one of the technologies are changed to between -50% 
and 50%, while values for other technologies are held constant. An exception is the sensitivity 
analysis of CF, which is changed from -10% to 10%. Sensitivity analysis of CF of renewable 
energy power plants is essential since many of the renewables’ production projections were 
overestimations (Al Irsyad et al., 2019b).  
The resulting observations focus on changes in CO2e emissions from electricity 
generation, electricity supply costs, and renewable production shares. In general, coal PP is 
sensitive to capital cost increases in all scenarios, while geothermal PP, hydro PP, and wind PP 
are more sensitive to capital cost decreases in emission reduction scenarios, as shown in Table 
6.8. For instance, in the RUPTL scenario, where the capital cost of coal-based power plants is 
increased by 50%, emissions are found to decrease by 1.43%, and generation costs increased 
by 2.46%. These effects are more substantial in the emission reduction scenarios, as seen in 
Table 6.8. Interestingly, both increased and decreased capital costs of coal power plants cause 
higher electricity supply costs in the emission reduction scenarios. The reduced capital cost 
means more investment in coal power plants, and consequently, in the restricted emission 
circumstance, it also means more investments in renewables. On the other hand, 50% reduction 
of capital costs of geothermal PP, hydro PP, and wind PP will reduce electricity supply costs 
by 6.9%, 6.16% and 5.28% respectively in the 11% scenario. Increased capital costs of these 
power plants will also reduce the electricity supply costs, since other low-cost renewables 
power plants will substitute them. 
 
 
 
 
 
 
 
111 
Table 6.8 Sensitivity analysis results for capital cost 
Δ capital cost (%) 
RUPTL 11% Scenario 14% scenario 
A B C A B C A B C 
Coal PP 
-50 0.99 -2.91 -0.02 0.11 0.99 -0.41 0.38 1.55 1.92 
+50 -1.43 2.46 0.01 -7.74 2.37 3.80 -6.75 3.54 5.69 
CCGT 
-50 -0.23 -0.35 -0.01 0.38 1.90 -0.74 -0.13 -2.89 -4.34 
+50 0.34 0.25 -0.04 0.41 2.03 -0.36 0.07 0.52 -0.23 
OCGT 
-50 0.21 -0.08 -0.03 -0.21 -0.67 0.17 -0.16 0.48 0.17 
+50 0.27 -0.13 -0.02 -0.55 -1.71 0.58 -1.24 0.02 -2.46 
Geothermal PP 
-50 -1.17 -1.08 0.86 -0.83 -6.90 0.53 -4.51 -7.23 0.86 
+50 0.70 0.85 -1.05 3.00 -0.83 -3.32 2.71 -0.03 -3.12 
Hydro PP 
-50 -0.88 -0.78 0.90 -2.72 -6.16 2.16 -5.11 -0.75 3.36 
+50 -0.05 0.74 0.01 -0.24 -1.73 0.14 -1.02 2.07 0.76 
MHP 
-50 -0.93 -0.23 0.65 -0.07 -2.31 0.20 -1.51 -2.61 -2.46 
+50 -0.16 0.21 0.03 0.55 -0.12 -0.87 0.62 0.26 -0.49 
Wind PP 
-50 0.15 -0.17 -0.01 -0.50 -5.28 0.05 -0.23 -2.55 -0.34 
+50 0.26 0.25 -0.03 0.71 -1.01 -0.85 -0.23 0.23 -3.94 
WTE 
-50 -0.27 0.09 0.07 0.48 2.31 -0.69 -1.73 -1.42 -2.20 
+50 0.01 -0.13 0.01 0.19 0.73 -0.23 -0.11 -0.91 0.05 
Biomass PP 
-50 0.05 -0.10 -0.01 0.05 -1.31 0.21 -2.18 -3.27 -1.69 
+50 -0.02 0.00 0.00 -0.17 -1.67 0.24 -0.34 -2.01 0.28 
PV 
-50 0.44 -0.17 -0.07 0.23 0.18 -0.12 0.27 2.56 2.53 
+50 0.20 0.12 -0.05 -0.01 0.61 -0.08 0.05 1.98 2.68 
Oil PP 
-50 0.25 -0.44 -0.03 0.03 -0.15 -0.19 1.42 -0.10 -1.36 
+50 -0.09 0.01 -0.01 0.11 1.22 -0.33 -1.37 0.65 -2.81 
Note: A – Changes (%) on CO2e from electricity generation in 2025, B – Changes (%) on electricity supply costs 
in 2025, and C – Changes (%) on renewables production share in 2025. 
 
Coal PP is also sensitive to changes in variable O&M costs, as presented in Table 6.9. 
A 50% reduction of variable O&M costs in coal PP will increase emissions, reduce electricity 
generation costs and reduce the renewable energy share in all scenarios, and vice versa for 
higher variable O&M costs. The next most sensitive technology to variable O&M costs is 
OCGT, where a 50% increase in the variable O&M costs will increase emissions, electricity 
supply costs and renewables production shares by 1.97%, 6.27% and 1.82% respectively under 
the 14% scenario. Wind PP is also sensitive to both increases and decreases in O&M costs, 
resulting in each case in an escalation of the electricity supply cost in the 14% scenario. The 
decreased O&M costs naturally encourage more investments of wind PP, thus requiring more 
load follower power plants (i.e., OCGT).  
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Table 6.9 Sensitivity analysis results for variable O&M cost 
Δ variable OM cost (%) 
RUPTL 11% scenario 14% scenario 
A B C A B C A B C 
Coal PP 
-50 3.45 -10.85 -0.34 2.71 -8.61 -2.00 4.81 -8.87 0.52 
+50 -1.99 7.99 0.18 -1.88 7.02 0.38 -1.89 4.18 0.05 
CCGT 
-50 -0.01 -1.12 -0.08 0.21 1.10 -0.93 0.07 1.13 2.51 
+50 0.41 1.08 -0.03 0.00 2.76 0.11 -0.14 2.13 0.57 
OCGT 
-50 0.14 -0.93 -0.06 0.00 -1.05 -0.58 -0.02 0.67 -0.30 
+50 0.09 0.73 -0.02 0.21 0.95 -0.25 1.97 6.27 1.82 
Geothermal PP 
-50 -0.96 -1.24 1.14 -0.21 -0.47 0.27 0.01 -1.49 -0.28 
+50 0.42 0.36 -0.08 1.25 0.04 -0.88 1.60 -3.77 -4.28 
Hydro PP 
-50 -0.34 -0.71 0.05 -0.20 -1.03 -0.13 3.30 0.06 1.44 
+50 0.22 0.52 -0.20 0.10 0.89 -0.28 1.66 0.66 -0.53 
MHP 
-50 -0.43 -0.13 0.23 0.50 -2.20 -0.39 2.80 -1.05 -1.37 
+50 -0.20 0.08 0.02 0.33 -0.35 -0.40 2.32 2.30 1.50 
Wind PP 
-50 0.00 0.13 0.03 0.17 -0.11 -0.05 0.26 4.26 2.40 
+50 -0.34 0.27 0.04 -0.02 0.33 -0.21 -0.05 1.84 0.06 
WTE 
-50 -0.17 0.11 0.02 -0.06 -0.49 0.36 0.39 1.98 -0.51 
+50 -0.08 0.50 0.01 -0.18 -1.63 0.47 1.60 -1.84 -4.00 
Biomass PP 
-50 -0.11 0.00 0.02 -0.19 -0.60 -0.07 -1.85 0.40 0.63 
+50 -0.12 0.21 0.00 -0.15 -0.56 -0.09 -1.33 1.13 0.27 
PV 
-50 0.23 -0.10 -0.01 0.20 0.09 -0.32 -1.50 -1.74 -2.59 
+50 -0.04 0.01 0.03 0.44 0.68 -0.94 -0.28 -0.34 0.48 
Oil PP 
-50 0.10 -0.95 -0.01 0.34 -0.52 -0.72 0.26 3.85 2.30 
+50 0.16 0.79 -0.05 0.46 0.28 -0.68 -0.05 4.23 2.65 
Note: A – Changes (%) on CO2e from electricity generation in 2025, B – Changes (%) on electricity supply costs 
in 2025, and C – Changes (%) on renewables production share in 2025. 
 
Fossil-fuelled power plants are more sensitive to changes in fuel prices, as shown in 
Table 6.10. A 50% reduction of fuel price in coal PP, CCGT, OCGT, and oil PP will reduce 
average generation costs by 8.5% to 14.2%, 9.58% to 14.24%, 1.72% to 4.51%, and 3.54% to 
6.88%, respectively. In all scenarios, the decreased fossil fuel price will reduce renewables 
shares, but its effect on emissions is different, depending on the power plant type. The 
decreased coal price certainly will increase electricity production from emission-intensive coal 
PP, but the decreased gas price will reduce the emissions, since OCGT and CCGT make it 
economical to displace the electricity production by coal PP.  
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Table 6.10 Sensitivity analysis results for fuel price 
Δ Fuel price (%) 
RUPTL 11% scenario 14% scenario 
A B C A B C A B C 
Coal PP 
-50 1.84 -14.20 -0.37 2.09 -11.28 -1.75 3.96 -8.50 0.29 
+50 -2.63 13.27 0.24 -10.44 9.34 6.61 -21.31 8.47 7.47 
CCGT 
-50 -9.81 -9.58 -0.82 -12.89 -13.73 -14.44 -11.75 -14.24 -15.90 
+50 2.59 4.91 0.49 -1.04 2.04 2.40 1.00 1.96 0.73 
OCGT 
-50 -0.21 -1.72 0.01 -0.42 -4.51 0.08 -1.95 -4.08 0.88 
+50 -0.09 1.98 0.00 -0.42 0.97 0.08 0.18 3.24 -0.31 
Geothermal PP 
-50 -0.32 0.09 0.03 0.21 0.78 -0.39 0.14 4.16 2.69 
+50 -0.58 0.18 0.07 0.00 1.55 0.05 1.47 1.66 2.06 
Hydro PP 
-50 0.45 -0.29 -0.05 -0.44 -2.36 0.22 0.26 -1.57 -2.48 
+50 -0.03 0.08 0.00 -0.36 -0.98 0.21 0.72 2.43 -0.69 
MHP 
-50 0.24 -0.13 -0.04 0.48 -1.63 -0.10 0.52 -1.13 -0.37 
+50 -0.05 -0.03 0.00 -0.43 1.16 0.70 0.15 -1.97 -3.09 
Wind PP 
-50 -0.05 -0.02 0.01 -0.10 0.63 0.85 1.67 -1.35 -0.21 
+50 0.04 -0.26 0.00 -0.35 0.19 0.39 2.07 1.23 -1.05 
WTE 
-50 0.01 -0.16 0.00 -0.13 -0.38 -0.06 1.70 2.82 2.37 
+50 -0.04 -0.08 0.01 -0.21 -1.36 0.56 2.98 0.95 1.71 
Biomass PP 
-50 0.01 -0.35 0.00 -0.17 -0.24 0.18 -1.37 2.05 1.26 
+50 0.00 0.55 -0.01 -0.46 -2.85 0.12 -3.00 -0.28 -0.92 
PV 
-50 0.09 0.11 0.03 0.19 -0.02 -0.19 1.89 1.76 1.92 
+50 -0.13 0.17 0.04 -0.11 -0.99 0.41 0.17 0.49 0.05 
Oil PP 
-50 -0.32 -3.54 -0.03 0.15 -6.47 -0.24 0.00 -6.88 -0.16 
+50 -0.34 3.78 0.04 0.09 5.41 -0.33 0.09 8.62 2.64 
Note: A – Changes (%) on CO2e from electricity generation in 2025, B – Changes (%) on electricity supply costs 
in 2025, and C – Changes (%) on renewables production share in 2025. 
 
In contrast, renewable energy, especially geothermal PP, hydro PP, and wind PP, is 
more sensitive to CF changes, as shown in Table 6.11. As an example, under the emission 
reduction scenarios, a 10% reduction in geothermal PP’s CF will increase emissions by 2.51%, 
to 2.96%, while a similar reduction in wind PP will increase emissions by 1.53%, to 2.28%. 
The renewables share is also decreased from the CF reduction of geothermal PP and wind PP 
except for the CF reduction of wind PP under the 14% scenario. In this case, wind PP is 
substituted by other renewables, especially geothermal PP. In contrast, a 10% reduction of 
biomass PP’s CF will reduce the emissions and electricity supply cost due to higher electricity 
production of CCGT, geothermal PP and hydro PP; and, on the other hand, lower electricity 
productions of coal PP and oil PP. 
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Table 6.11 Sensitivity analysis results for capacity factor (CF) 
ΔCF (%) 
RUPTL 11% scenario 14% scenario 
A B C A B C A B C 
Coal PP 
-10 -0.23 0.93 0.02 -0.09 1.06 0.10 -0.23 -2.27 -3.42 
+10 0.32 -0.59 -0.01 -0.40 0.06 0.32 -0.41 -0.57 0.38 
CCGT 
-10 -0.22 0.01 0.07 -0.03 1.54 -0.10 -0.77 -3.98 -2.54 
+10 -0.49 0.04 0.00 0.11 1.86 -0.44 -0.06 -3.05 -2.34 
OCGT 
-10 0.20 -0.05 -0.04 0.02 0.85 0.05 1.55 0.21 2.08 
+10 0.28 -0.17 -0.04 0.18 -0.16 -0.39 -0.10 -1.42 -0.05 
Geothermal PP 
-10 0.05 0.06 -0.30 2.51 0.18 -2.54 2.96 0.66 -2.23 
+10 -0.52 -0.31 0.38 -0.30 -2.11 0.04 1.64 1.04 2.62 
Hydro PP 
-10 0.63 0.08 -0.40 0.28 2.01 -0.37 -1.13 2.33 0.58 
+10 -0.44 -0.13 0.42 1.20 0.78 -0.52 1.99 3.23 2.07 
MHP 
-10 0.21 0.31 -0.10 0.90 1.68 -1.22 0.56 2.43 -1.28 
+10 -0.55 0.20 0.20 0.65 -0.58 -0.67 2.02 -0.38 -0.86 
Wind PP 
-10 0.08 0.02 -0.14 1.53 -0.22 -1.81 2.28 2.93 1.36 
+10 0.22 -0.39 0.08 0.06 -1.24 -0.84 -0.29 0.66 0.45 
WTE 
-10 -0.24 0.24 0.03 0.00 0.19 0.09 1.73 0.24 -1.00 
+10 0.00 0.12 0.00 -0.12 -0.14 -0.11 0.26 0.91 2.49 
Biomass PP 
-10 0.24 -0.07 -0.08 0.41 -0.47 -0.09 -3.35 -1.67 -0.84 
+10 -0.14 0.16 0.02 0.43 -0.44 -0.22 -1.69 0.32 1.31 
PV 
-10 0.26 0.07 -0.13 0.03 2.00 -0.22 -0.07 -2.37 -2.72 
+10 -0.35 -0.25 0.14 -0.63 -0.92 1.09 -1.75 -1.43 -2.28 
Oil PP 
-10 -0.23 0.01 0.04 -0.24 -0.45 0.20 -1.09 1.45 0.28 
+10 -0.25 0.05 0.05 -0.11 -0.31 0.04 -2.95 0.78 -1.40 
Note: A – Changes (%) on CO2e from electricity generation in 2025, B – Changes (%) on electricity supply costs 
in 2025, and C – Changes (%) on renewables production share in 2025. 
 
6.5 Conclusions 
The motivation for this study comes from the need to understand the penetration rate 
of renewable energy technologies in the future power plant expansion mix under three 
scenarios, i.e. official power plant expansion plan stated in the PLN’s electricity supply 
business plan (RUPTL) from 2019 to 2028, and the two alternative scenarios related to 11% 
and 14% emission reduction targets of total emissions in the electricity sector. The study 
developed a linear optimisation problem enhanced with agent-based modelling (ABM), which 
has the flexibility to integrate economic input-output (IO) analysis and social behaviour 
analysis for the adoption of clean energy technologies.  
The results of this study showed that the power plant expansions proposed in RUPTL 
from 2019 to 2028 cannot meet the targets for renewable energy production and emission 
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reductions by 2028. RUPTL expects the significant contribution of coal PP and CCGT, and 
consequently, emissions growth from 2018 to 2024 will be higher than current emissions 
growth. In contrast, optimal power plant expansions under the emission reduction scenarios 
will reach both renewable energy and emission reduction targets. To achieve the targets, the 
government should prepare a policy and research agenda to encourage rapid investment in wind 
energy, hydro-power plants, and geothermal energy. The emission reduction scenarios may 
cause lower regional costs of electricity productions in some regions, but eventually, the 
emission reduction scenarios have higher average costs of electricity productions.  
This ABM-oriented study uses an algorithm combining linear optimisation and a 
heuristic approach. Linear optimisation aims to optimise yearly production costs of existing 
power plants and, if no optimal solution is found, then the heuristic approach adds new power 
plants into the linear optimisation problem. Though the algorithm may reflect a situation that 
maximises the economic returns of power plants investments, the algorithm may not produce 
a least-cost solution in the long term. Other issues to be addressed by future studies is utilising 
the feature of ABM as a social behaviour model. Our ABM simply assumes new power plants 
that would be constructed by IPP but, in reality, PLN determines the ownership of proposed 
new power plants by considering PLN’s investment portfolio. Therefore, future studies should 
revise our assumptions by modelling PLN’s investment behaviours. The behaviour modelling 
indeed should be extended to households that have a significant role in distributed renewable 
investments in developed countries. Another potential improvement is to add a sub-model that 
analyses seasonal correlations of renewable electricity production with other renewable energy 
production and electricity demand values to ensure the reliability of the recommended 
electricity production mix (Suomalainen et al., 2015). Moreover, changing our national IO 
table into regional IO tables proposed by IndoLab, an Indonesia’s Industrial Ecology Virtual 
Laboratory (IEALab) (Faturay et al., 2017), will greatly improve our IO analysis, especially to 
derive time-dynamic and higher resolution analysis. Future studies should also use different 
regional costs of investments, operations and maintenance of power plants. 
 
 
 
 
 
116 
 CONCLUSIONS 
 
 
7.1 Summary 
Renewable energy and energy conservation are major priorities for the decarbonisation 
of Indonesia’s electricity system (GOI, 2016). The country aims to have an efficient renewable 
energy policy by applying renewable energy tariffs that are lower than fossil-fuelled electricity 
generation costs. However, the effectiveness of the policy is questionable, as renewable energy 
investments under previous policies of premium feed-in tariffs did not meet expectations. This 
study aims to evaluate the effectiveness and efficiency of previous, current and alternative 
policies for renewable energy development, and at the same time, propose energy conservation 
policies based on electricity demand estimations.  
The motivation to prioritise efficiency over effectiveness in renewable policy is 
understandable for a developing country like Indonesia, which is burdened by energy subsidies. 
These financial constraints have forced Indonesia to resolve its chronic problems in electricity 
supply, such as problems of low electrification ratios, inadequate infrastructure investment, 
unreliable electricity production and an inefficient, monopolised electricity market. These 
conditions in Indonesia are different from the market-based, reliable electricity supplies found 
in developed countries. Adopting an effective renewable energy policy from developed 
countries requires a comprehensive assessment and understanding of the country’s individual 
characteristic compatibility and policy impacts on public acceptance, government expenditure, 
economic output and environmental impact. Analytical tools for such interdisciplinary 
assessments in developed countries are widely available. However, for developing countries, 
these tools need to be carefully modified to account for their specific characteristics because 
they have been initially designed for use in energy systems in developed countries. 
For example, time-series econometric modelling is a standard analytical tool used to 
estimate the drivers of electricity demand. However, Indonesian-based studies in this field of 
study have routinely failed to include developing country characteristics and have ignored the 
importance of co-integrating relationships between electricity demand and influencing factors. 
The consequence is electricity deficits or over investments of new power plants, both of which 
have been experienced by Indonesia in 2008/2009 and 2017 respectively. Most time-series 
studies focus on the nexus of electricity demand, electricity price and substitute energy prices; 
yet, developing countries like Indonesia also need to consider dynamic transition factors such 
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as rapid urbanisation and the high growth of electricity customers due to improved 
electrification ratios across the country.   
Analysis of renewable energy policy also commonly relies on energy modelling. Each 
energy model has different advantages and disadvantages, depending on the approach used; 
that is, engineering, economic, environmental or social behaviour approach. However, 
technical errors in energy modelling, especially the overestimations of capacity factor (CF) of 
renewable energies, are commonplace even in developed country analysis. Consequently, those 
countries may not achieve their renewables-based electricity production targets despite their 
renewables capacity exceeding the set target. Except solar energy, most developed countries 
cannot achieve their targets of renewable energy capacity, which reinforces that each type of 
renewable energy has its varying investment risks and barriers.  
Renewable energy can be utilised both for off-grid and on-grid applications. Therefore, 
this study analyses the effectiveness and efficiency of renewable energy policies from two 
perspectives. The first perspective is household behaviours for investing in PV, either for basic 
electricity supply in isolated rural areas or for monetary benefits in urban areas. The agent-
based modelling ARISE is developed by using household socio-economic data to measure the 
effectiveness and efficiency of policies that are donor gift, feed-in tariff, reference tariff, 
financing access, capital and interest subsidies, and net metering. The second perspective is 
renewables utilisations for on-grid application, in which 15 main electricity grid systems were 
modelled in PowerGen-ABM, an LP-based ABM for analysis of power generation expansion. 
PowerGen-ABM can estimate power generation costs, environmental impacts, economic 
growth and renewable energy share from three alternative policies. These are the existing 
power plant expansion plan; and the emissions reduction targets for 11% and 14% from 
business-as-usual emissions in 2010 to 2028.  
 
7.2 Lessons and Policy Implications 
7.2.1 Demand side management 
Different characteristics in economic sectors mean that these sectors also have 
dissimilar electricity demand drivers. The number of electricity customers in a sector is a 
significant driver of electricity demands in residential and commercial sectors, while the 
influence on electricity price is only significant to electricity demand in the residential sector. 
Therefore, the government cannot use electricity prices or a reduction in electricity subsidies 
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as an effective policy to control electricity demands in other sectors. Common significant 
drivers of electricity demands across all sectors are income and urbanisation. As the most 
significant driver, urbanisation relates to higher ownership of home appliances (Adom et al., 
2012) and, therefore, an energy labelling programme will be effective in increasing efficiency 
in electricity consumption.  
 
7.2.2 Implementation of renewable energy targets  
Regarding supply-side management, a country should analyse the feasibility of their 
renewable energy targets to avoid energy crises due to inappropriate power plant expansion 
planning. Several renewable energy targets, especially for solar energy, are more achievable 
because of their relatively lower investment risks; however, this does mean all countries have 
similarly successful performances. For example, the US successfully exceeds its solar and wind 
energy investment targets due to its effective policies where many EU countries have failed to 
do so (Al Irsyad et al., 2019b, Carley, 2009, Shrimali et al., 2015). A country should account 
for longer construction durations for most renewable energies than that they are normally 
employed in existing assumptions. In this vein, more leeway should be given to hydropower 
and geothermal energy targets because the construction of these technologies is relatively long 
and construction delays are so common that the resulting electricity production can be 
significant. The government should also establish reputable and effective renewable energy 
policies through strong commitment and adequate policy communication with stakeholders. 
Analysis of renewable energy systems should use lower CF assumptions, as most CFs 
in existing renewable energy projections have been overestimated. On average, 
overestimations are relatively small across the board for wind power (0.8–2.7%), solar energy 
(0.6–3.4%) and hydropower (0.9–5%), but can reach as high as 10.9% and 25% for marine and 
geothermal energy respectively (Al Irsyad et al., 2019b). Increasing the CF of renewable 
energies requires intensive research on technology efficiency, solar trackers, intermittent 
renewable energy forecasts and advanced low-speed wind power generators. Without this 
research agenda, foreign direct investments (FDI) could be an alternative for transferring 
advanced technologies, though this may need a policy reform to relax minimum local content 
restrictions on renewable energy projects in Indonesia.  
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7.2.3 Reforms in PV markets 
Indonesia should also reform its solar energy policy in rural and urban areas. The 
country is currently practising free PV distribution for rural households without electricity 
access. As an unintended result, PV industries rely heavily on government projects and then 
often abandon after-market service to maintain PV performances in rural areas. Conversely, in 
urban areas, the government only encourages centralised PV systems owned by IPPs, while 
households using PV may sell their generated electricity to the PLN at low tariff. Reforming 
these two policies will effectively and efficiently accelerate PV investments in Indonesia.  
There are at least two alternative policies for establishing PV markets in rural areas: 
financing institutions and protections for domestic PV industries. Market protection is not only 
related to the limitations of PV imports but also domestic threats, especially PLN grid 
expansions and government projects. At the same time, the government should ensure the 
banking sector finances PV system costs. Of rural households without electricity access, 82% 
could afford a 100Wp system under these combined policies. Helping the remaining rural 
households that cannot afford the PV system requires integration of PV policies along with 
income-generating measures.  
On the other hand, the policy for grid interconnected PV systems should be changed 
from favouring centralised PV systems to allowing distributed systems. A distributed PV 
system is more favourable than the centralised system in several example countries, including 
Queensland, Australia. A large-scale solar farm may have lower generation costs than the 
distributed rooftop PV systems in the long-run; however, the distributed PV systems offer 
better stability of electricity feed-in to the electricity grid (Brouwer et al., 2014, Adye et al., 
2018). The government may stoke the market for PV systems through rebates or capital subsidy 
policies; yet, as this study has shown, the most effective policy is net metering. Nevertheless, 
the net metering only attracts wealthy households who have been charged a higher electricity 
price. Therefore, the net metering generates higher revenue to those wealthy households than 
the revenue gained by households paying the subsidised electricity price. Although the net 
metering does not cause any expenditure for the government, PLN will lose profits from lower 
electricity sales and lower utilisation of the invested power plants. To compensate for the loss, 
instead of applying net metering, the government applies a tariff at 65% of the charged 
electricity price for exporting PV-based electricity into PLN’s grid (MEMR, 2018c).  
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7.2.4 Emission reduction targets and electricity generation costs 
Despite these renewable energy targets and initiatives, the national electricity supply of 
Indonesia is predicted to continue being dominated by coal as argued by many studies, 
including this study. The results of this thesis, with and without emission reduction targets, 
have found and derived similar predictions for the future until at least 2028 under the time span 
analysed. Therefore, the government should ensure the availability of domestic coal supplies 
in the future by restricting coal exports. Decarbonisation of the electricity sector should be 
enhanced by applying cleaner coal technologies, which in their current implementations in 
Indonesia, are still under demonstration levels.  
However, in the longer term, a higher renewable energy share will potentially provide 
lower average generation costs as the electricity system becomes less susceptible to increasing 
fuel price exposure. The most robust choices for renewables in the future energy supply are 
geothermal, large hydro, micro-hydro and wind turbines due to their current cost-
competitiveness. The Indonesian government should exploit this advantage by assisting the 
industries implementing these technologies. For example, micro-hydro industries operating in 
many rural areas are ready to feed-in their electricity to national grids; yet, instead of benefitting 
from the partnership, their business is threatened by national electricity grid expansion. 
Indonesia still has a long way to go in developing wind turbine technology and should, 
therefore, rely on FDI. A technology transfer agreement should be applied to growing wind 
energy investments to maximise new economic outputs from renewable energy. This cleaner 
electricity supply will reduce electricity generation costs and environmental impacts in the 
long-term and, at the same time, increase economic outputs.  
Another option to promote renewable energy in Indonesia is carbon pricing. Taxing 
fossil fuel usage in the electricity sector may not be a feasible option for Indonesia, which still 
struggles to reduce electricity subsidies. On the other hand, the emission trading system is more 
suitable as it may produces incentives for renewable energy investments. It is also related to 
the international supports required for the emission reduction target in the energy sector, i.e., 
14% of BAU emission by 2030. Indonesia’s experiences in global emission trading include 
202 clean development mechanism (CDM) projects and 29 joint crediting mechanism (JCM) 
projects, resulting in certified emission reductions for 32.2 Mt CO2e and 40 t CO2e, respectively 
(Hindarto et al., 2018).  
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7.3 Concluding Remarks and Further Research 
This study has identified the factors influencing sectoral electricity demands by 
incorporating a co-integrating test and developing country issues that have been ignored by 
previous studies. However, this study could be further improved using alternative data and 
methods. When data is available, three main economic sectors should be expanded to 34 
electricity customer types to obtain more robust estimations. Moreover, further studies could 
use substitute energy prices other than the high-speed diesel (HSD) price, as this study did not 
find significant influences of HSD price on electricity demands. Regarding alternative 
methods, fully modified ordinary least square and bootstrap autoregressive distributed lag 
estimations are comparable methods, especially in the presence of structural change and 
endogenous regressors (Adom and Bekoe, 2013, McNown et al., 2018). Lastly, Adom et al. 
(2012) used urbanisation as a proxy of home appliance ownership levels, so a significant 
influence of urbanisation calls for minimum energy performance standards for appliances. 
While this argument is intuitively reasonable, further studies could empirically prove the nexus 
of urbanisation and appliance ownership.  
This study measured the uncertainties of capacity and electricity production targets of 
renewable energies in 28 developed countries. A multi-country analysis with different 
electricity systems, climate conditions, economy and policy settings would derive robust 
conclusions. Further research could improve the study’s findings by broadening the analysis to 
multiple developing countries; once the appropriate data is available, the specific patterns that 
may emerge can be comprehended. Another potentially interesting area of research is an 
exploration of the nexus of renewable energy target achievements and specific country 
characteristics such as economic level, research budget, existing renewable energy capacities 
and applied policy instruments.  
This study had estimated the effectiveness and efficiency of several scenarios for solar 
energy policies by using ARISE. ARISE demonstrates the ability of agent-based modelling to 
analyse clean energy investment behaviours by using socioeconomic characteristics of 
households. Nevertheless, it could be said that ARISE is still at the stage of initial development 
and further work is needed to derive a more robust model. Once the data is available, ARISE 
in the future should be able to model the interactions between households making PV 
investment decisions (e.g., word of mouth marketing effects). ARISE should also consider the 
PLN electricity grid extension plan, which influences households’ decisions for PV 
122 
investments. Improvements to computing technology in the future may also allow a higher 
resolution analysis, as each household agent in ARISE may be able to represent one actual 
household. 
The simulations in PowerGen-ABM confirmed that emission reduction targets in 
Indonesia’s electricity sector could be achieved under the existing power plant expansion plan. 
Unlike ARISE, PowerGen-ABM does not utilise adaptation behaviour analysis as one of 
ABM’s advantages, but its LP feature is compatible for analysis in developing countries when 
seeking the lowest electricity generation costs. Future research should combine PowerGen-
ABM and ARISE to better understand the interactions of distributed and centralised electricity 
production systems. The most crucial development required is the ability to model PLN 
behaviour in deciding the ownership of proposed new power plants, as the current PowerGen-
ABM version assumes IPPs as the owners of all new power plants. Most importantly, the 
simulation results of ARISE and PowerGen-ABM should be communicated to the government, 
related stakeholders and households.  
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Appendix A 
Data for Electricity Consumption Estimations 
 
 
Table A.1 Data for residential electricity consumption 
Years 
Electricity 
consumption (kWh) 
Constant Income 
(IDR) 
Urbanization 
(%) 
Number of 
customers 
Constant electricity 
price (IDR/kWh) 
Constant HSD 
price (IDR/ litre) 
1969 803845000 360278400502800 16.8 810357 994.6 1217.0 
1970 890346000 360925049804300 17.1 832147 980.5 1083.3 
1971 944341000 375151408662900 17.3 866844 996.6 1038.0 
1972 1004523000 368901512855100 17.8 881789 995.2 1091.5 
1973 1077317000 389112699452900 18.3 913940 814.5 951.9 
1974 1162577000 461824881380300 18.8 964362 625.2 804.0 
1975 1290212000 508541241796200 19.3 1007689 724.4 782.0 
1976 1419532000 520470517260900 19.9 1064282 778.2 741.4 
1977 1609499000 533657362934200 20.4 1249521 716.8 934.7 
1978 1962213000 611913087340200 21.0 1584851 675.9 864.6 
1979 2427611000 647153853622000 21.5 2012855 591.4 743.7 
1980 2262368000 667793830439700 22.1 2478970 964.9 945.2 
1981 2985193000 932273369966000 22.8 2936326 794.0 842.1 
1982 3501633000 957149536831300 23.6 3475299 997.7 1245.4 
1983 4291531000 1044031788076000 24.4 4046692 1057.9 1900.4 
1984 4566791000 1106790148153100 25.2 4726927 1210.2 2610.5 
1985 5022534000 1180027913568700 26.1 5513729 1162.3 2741.8 
1986 5648823000 1200495928930700 27.0 6472759 1095.7 2141.2 
1987 6389857000 1217039165307300 27.8 7650914 1006.8 1959.5 
1988 7274626000 1126019843092800 28.7 8665543 929.1 1813.6 
A - 2 
1989 7067192000 1210015913059500 29.7 9658241 1499.7 1704.2 
1990 9099046000 1418168351980900 30.6 10742448 972.1 1936.4 
1991 10325764000 1531196464200300 31.6 11616959 909.4 2167.0 
1992 11671203000 1578607746838200 32.7 12637059 849.1 2015.4 
1993 13185342000 1764397773722500 33.8 14220225 890.4 2327.3 
1994 15161904000 1902504942581900 34.9 16473051 827.2 2144.6 
1995 18119964000 2141922992753600 36.1 18327788 808.8 1959.8 
1996 19550941590 2350137585225700 37.2 20696261 759.1 1815.1 
1997 22716261790 2533929593193400 38.4 23195810 876.8 1708.7 
1998 24856476000 2377631624013000 39.6 24903376 594.8 1561.4 
1999 26886419000 2487790280989100 40.8 25825088 493.6 1295.9 
2000 30563420000 2527173181362800 42.0 26796675 628.6 1363.0 
2001 33339780000 2615476055623500 42.8 27885612 516.8 1833.6 
2002 33993560000 2715801018595100 43.6 28903325 715.3 2531.2 
2003 35753050000 2821524255998900 44.4 29997554 892.7 2819.1 
2004 38588280000 2961674102253700 45.1 31095970 896.9 2653.4 
2005 41184290000 3078759908008300 45.9 32174485 819.8 3057.5 
2006 43753170000 3176457968350600 46.7 33118262 728.7 5535.0 
2007 47324910000 3335495020638900 47.5 34684540 691.7 6471.4 
2008 50184170000 3513482045478000 48.3 36025071 648.0 9629.2 
2009 54945405130 3684200188494900 49.1 37099520 619.6 5888.7 
2010 59824940233 3858821771782700 49.9 39324520 615.9 6050.5 
2011 65111571801 4054078894851900 50.7 42577542 586.5 8080.5 
2012 72132538784 4277706215427700 51.5 46219780 574.9 8145.8 
2013 77210709470 4512034909876800 52.3 50116127 592.0 8080.3 
2014 84086460000 4750900164025800 53.0 53309325 609.5 8297.4 
2015 88682130000 4981047730529400 53.7 56605260 632.7 5254.1 
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Table A.2 Data for industrial electricity consumption 
Years 
Electricity 
consumption (kWh) 
Constant Income 
(IDR) 
Urbanization 
(%) 
Number of 
customers 
Constant electricity 
price (IDR/kWh) 
Constant HSD 
price (IDR/ litre) 
1969 274270000 186242580865300 16.8 8082 530.7 1217.0 
1970 303784000 215080421507400 17.1 8327 523.2 1083.3 
1971 309859000 224579791068300 17.3 8674 511.4 1038.0 
1972 329608000 271744678644200 17.8 10763 510.7 1091.5 
1973 395952000 328034043529000 18.3 7145 468.2 951.9 
1974 737748000 356057533526200 18.8 6828 620.4 804.0 
1975 880214000 365235210336100 19.3 6472 694.8 782.0 
1976 978493000 409993266638800 19.9 6771 719.7 741.4 
1977 1141670000 466050436522800 20.4 6212 647.1 934.7 
1978 1443401000 490705521384900 21.0 8087 583.1 864.6 
1979 1909901000 518876221667700 21.5 8934 498.8 743.7 
1980 1723659000 571551382655200 22.1 9311 491.3 945.2 
1981 2469162000 606144092857700 22.8 10617 533.1 842.1 
1982 3017266000 571227426921100 23.6 15050 622.0 1245.4 
1983 3435866000 660870421757500 24.4 16879 762.0 1900.4 
1984 4012383000 732163701035100 25.2 18737 918.3 2610.5 
1985 4874447000 745882085831700 26.1 20181 865.5 2741.8 
1986 6183106000 798544781014800 27.0 22114 758.5 2141.2 
1987 7402029000 848962545204100 27.8 24831 683.6 1959.5 
1988 9052231000 907301991769700 28.7 27773 635.8 1813.6 
1989 11450195000 1053730190492900 29.7 31556 622.0 1704.2 
1990 14542855000 1161956026945300 30.6 36112 719.7 1936.4 
1991 16025854000 1277017158693800 31.6 36141 813.0 2167.0 
1992 17754615000 1503686756495200 32.7 36535 810.4 2015.4 
1993 19551615000 1482119880662300 33.8 38769 834.8 2327.3 
1994 22465083000 1647643312108300 34.9 42613 777.4 2144.6 
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1995 24708620000 1819329402675000 36.1 44994 746.7 1959.8 
1996 27946550000 2013806086902600 37.2 47847 698.2 1815.1 
1997 30766020000 2117949036253500 38.4 51047 673.1 1708.7 
1998 27993300000 1822466026611800 39.6 43088 570.7 1561.4 
1999 31336330000 1858334024795000 40.8 42516 491.4 1295.9 
2000 34013220000 1967791836600200 42.0 44337 687.2 1363.0 
2001 35593250000 2021590172211700 42.8 46014 736.9 1833.6 
2002 36831300000 2107764749213200 43.6 46824 806.6 2531.2 
2003 36497250000 2186913010032200 44.4 46818 906.1 2819.1 
2004 40324260000 2273100844234100 45.1 46520 899.2 2653.4 
2005 42448360000 2380026639458400 45.9 46476 829.7 3057.5 
2006 43615450000 2486855317982500 46.7 46366 797.5 5535.0 
2007 45802510000 2604234878138900 47.5 46818 751.6 6471.4 
2008 47968850000 2701585275030700 48.3 47536 685.5 9629.2 
2009 46204213821 2798525931939900 49.1 47900 677.4 5888.7 
2010 50985195123 2936192400000000 49.9 48675 661.0 6050.5 
2011 54725821639 3122633400000000 50.7 50365 660.1 8080.5 
2012 60175960380 3288298000000000 51.5 52661 646.2 8145.8 
2013 64381395287 3431080900000000 52.3 55546 681.2 8080.3 
2014 65908680000 3577694800000000 53.0 58350 786.1 8297.4 
2015 64079390000 3672595500000000 53.7 63314 863.7 5254.1 
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Table A.3 Data for commercial electricity consumption 
Years 
Electricity 
consumption (kWh) 
Constant Income 
(IDR) 
Urbanization 
(%) 
Number of 
customers 
Constant electricity 
price (IDR/kWh) 
Constant HSD 
price (IDR/ litre) 
1969 139967000 195208208980800 16.8 59184 1454.7 1217.0 
1970 155028000 206446623377600 17.1 60729 1348.8 1083.3 
1971 238871000 227259805237100 17.3 63260 1348.6 1038.0 
1972 254048000 236578252234900 17.8 71225 1348.5 1091.5 
1973 220898000 237346239194400 18.3 78080 1348.7 951.9 
1974 225538000 267837766433600 18.8 68407 1348.6 804.0 
1975 280023000 310992906546600 19.3 95327 1299.4 782.0 
1976 317633000 314918547254200 19.9 105349 1249.3 741.4 
1977 362552000 346422733000300 20.4 120119 1133.7 934.7 
1978 430893000 404111513638200 21.0 145588 1048.3 864.6 
1979 518695000 439307320880900 21.5 170946 877.7 743.7 
1980 732376000 477525114067200 22.1 192687 1346.4 945.2 
1981 584917000 537207919096900 22.8 210072 1638.8 842.1 
1982 953477000 576065959789000 23.6 223673 1329.6 1245.4 
1983 1002534000 615727687163000 24.4 239277 1632.1 1900.4 
1984 1054227000 650390434652600 25.2 256758 1986.9 2610.5 
1985 1152755000 679307564263600 26.1 277045 1914.0 2741.8 
1986 1297191000 726850027538400 27.0 301963 1792.1 2141.2 
1987 1490483000 771900198395700 27.8 329513 1625.6 1959.5 
1988 1740154000 823596054206100 28.7 356942 1499.8 1813.6 
1989 2870666000 853628202198700 29.7 375227 1426.3 1704.2 
1990 2345299000 949048865593500 30.6 404213 1606.2 1936.4 
1991 2831974000 1067282360381500 31.6 437612 1651.9 2167.0 
1992 3185427000 1044581145986600 32.7 472939 1545.9 2015.4 
1993 3771248000 1249802994267300 33.8 514816 1563.7 2327.3 
1994 4213350000 1338419007070700 34.9 571770 1441.9 2144.6 
A - 6 
1995 5090639000 1445799697616400 36.1 621444 1361.5 1959.8 
1996 6225673000 1537485000710700 37.2 700920 1270.8 1815.1 
1997 7249620000 1623331051666400 38.4 792547 1215.6 1708.7 
1998 8655960000 1356106403606900 39.6 847940 868.2 1561.4 
1999 9330310000 1342130626612800 40.8 982370 738.6 1295.9 
2000 10575971000 1411577528712900 42.0 1062955 864.4 1363.0 
2001 11395312000 1480551645865400 42.8 1172247 920.7 1833.6 
2002 11845040000 1557476496428000 43.6 1245709 1079.5 2531.2 
2003 13223840000 1656502147119600 44.4 1310686 1130.0 2819.1 
2004 15257730000 1774284727925200 45.1 1382416 1097.3 2653.4 
2005 17022840000 1913939217710100 45.9 1455797 1011.5 3057.5 
2006 18415520000 2054231540272200 46.7 1655325 968.5 5535.0 
2007 20608470000 2239091636131300 47.5 1610574 934.5 6471.4 
2008 22926290000 2432984352288200 48.3 1716046 937.3 9629.2 
2009 24825240904 2574719190700700 49.1 1879429 936.6 5888.7 
2010 27157221823 2791367700000000 49.9 1912150 934.3 6050.5 
2011 28307207825 3026143500000000 50.7 2049361 902.7 8080.5 
2012 30988636573 3232524100000000 51.5 2218342 878.5 8145.8 
2013 34498384973 3439089600000000 52.3 2418431 955.1 8080.3 
2014 36282420000 3645912000000000 53.0 2626160 1017.7 8297.4 
2015 36978050000 3847948000000000 53.7 2894990 970.6 5254.1 
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The Agent-based Renewables model for Integrated Sustainable Energy (ARISE) 
requires NetLogo 5.3.1, developed by the Northwestern's Center for Connected Learning and 
Computer-Based Modeling (CCL) (Wilensky, 1999). The overview, design concepts, and 
details (ODD) protocol by Grimm et al. (2006) and Grimm et al. (2010) is used to describe 
ARISE as follows. ARISE is published at 
https://www.comses.net/codebases/5903/releases/1.10.0/ or can be downloaded at 
https://drive.google.com/open?id=152ULtDObPjFCV0dHMfUt-1OQCYgFVj75.  
 
B.1 Purpose 
ARISE is an energy model that integrates three approaches: techno-economic analysis 
(TEA), input-output analysis (IOA) and life-cycle analysis (LCA). TEA is based on a revenue 
requirement (RR) formula by UCDavis (2016), and LCA accounts for resource consumption 
(i.e., steel, concrete, aluminium, and energy) and CO2e emissions during the construction and 
the operational stages of power plants.  
ARISE has been developed to assist in defining renewables policies that can 
effectively boost the renewable energy market, improve national economic output, and 
minimise government expenditure and environmental impacts. In this version of ARISE 
(v1.10.0), the analysed renewable energy is photovoltaic (PV) systems 100 watt-peak (Wp) 
and 1500Wp, and the simulated market is rural and urban households respectively. ARISE 
uses national surveys for socioeconomic data gathered in 2010 to model households’ 
characteristics. ARISE provides several user-inputs for policy scenarios that will influence 
RR. Households will invest in PV if the PV is affordable and profitable. ARISE addresses the 
following questions: (1) How many households could afford and will invest in a PV system 
due to policy intervention? (What is the PV market size from policy intervention?); (2) What 
are the costs of the policy? (The costs evaluated are both monetary costs and environmental 
costs); and (3) What are the benefits of the policy regarding new economic output?  
 
B.2 Entities, state variables, scales 
The only entity in ARISE v1.10.0 is households, which are grouped to provinces, 
urban and rural segregation, electricity access, and dwelling ownership as in Figure B.1. 
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Variables owned by household entities are described in Table B.1. One-time step in ARISE is 
a single year.  
In Figure B.1, households in each province are distinguished by urban and rural 
regions, electricity access types, and home ownership. Customers of the State-owned 
Electricity Company (PLN) in rural and urban areas are assumed to invest in renewable 
energy only if it has economic benefits, while rural households without electricity access will 
invest in renewable energy if it is affordable. Homeownership status also determines the 
investment decision, since rented houses are not likely to have renewable energy installed 
(Graziano and Gillingham, 2015).   
 
 
Figure B.1 Heterogeneity of household entities 
 
The Central Bureau of Statistics (BPS) provides socioeconomic data through the 
annual survey of socioeconomics (Susenas). ARISE uses data of Susenas 2010, which has a 
sample of 293,715 households from a total of 61,387,200 Indonesian households (BPS, 2017, 
BPS, 2010). Data collected in Susenas include income distribution, home ownership status 
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and electricity access type for households in rural and urban areas in each province. The 
sampling number in Susenas 2010 is converted into an actual household number by 
multiplying the sampling share with the actual household number in rural and urban areas. 
Income distributions for households with PLN electricity access, non-PLN electricity access 
and no electricity access are also derived from Susenas data. The growth of income and the 
number of households are estimated using data from Susenas 2010 and Susenas 2011. Data 
from Susenas is stored in Geographic Information Systems (GIS) files (i.e., map.dbf) with 
definitions in Table B.2. 
Table B.1 State variables 
Variable name Description 
Income A monthly income possessed by a household stated in Indonesian 
rupiah (IDR)1. Value is subject to income growths.  
Province A province is where households reside. The province variable has 
values 1 to 33, representing the 33 provinces in Indonesia. Value is 
fixed.  
Region Area characteristic where households reside. The region variable value 
is 0 for urban areas and 1 for rural areas. Value is fixed. 
E-type Electricity supply accessed by households. The E-type variable value is 
0 for electricity supply from PLN, 1 for electricity supply from non-
PLN, and 2 for no electricity supply. Value is fixed. 
InvestPV Indicates whether or not a household invests in PV. InvestPV variable 
value is 0 for no investment and 1 for investment in PV. The value is 
changed if the household invests in PV or the owned PV system reaches 
the end of its lifespan.   
HomeOwnership Ownership status of a dwelling containing a household. The 
HomeOwnership variable value is 0 if the household is also the owner, 
0 if otherwise. Value is fixed. 
PVTime A variable that identifies the year when a household invests in PV. 
Values are fixed. 
LoanTime Remaining years for loan repayments. Value is equal to loan duration 
when a household invests in a PV system and thereafter reduced by one 
year each year until 0. 
InvtTime Remaining life years of PV inverter. Value is equal to the lifespan of the 
PV inverter when a household invests in a PV system and is after that 
reduced by one year each year until 0. When the value reaches 0, and 
PV life has not reached PV lifespan, InvtTime value will be reset to its 
lifespan, meaning a household buys a new PV inverter.  
InterestToBank Loan interest paid by a household to the bank. Value is fixed during 
loan duration.  
                                                 
1 Analysis results are converted to US dollars (USD) by using a standard exchange rate of 13,000 IDR/USD. 
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Table B.2 Description of variables in the GIS database 
Name Description Unit 
Number Province code  
PROPINSI_ Province name, GIS file  
KODE_PROV Numerical code for province, GIS file  
KODE Numerical code for province, GIS file  
SHAPE_LENG GIS Data  
SHAPE_AREA GIS Data  
NO_HH Number of households in 2010 households 
G_HH_MIN Minimum growth of the household number % 
G_HH_MAX Maximum growth of the household number % 
G_HH_SD The standard deviation of growth of the household number  
G_HH_AVG The average growth of the household number % 
N_UPLNO Number of urban households – PLN customers and owners of a dwelling   households 
N_UPLNNO Number of urban households – PLN customers and non-owners of a dwelling     households 
N_UNPLNO Number of urban households – non-PLN customers and owners of a dwelling households 
N_UNPLNNO Number of urban households – non-PLN customers and non-owners of a dwelling     households 
N_UNEO Number of urban households – no electricity access and owners of a dwelling   households 
N_UNENO Number of urban households – no electricity access and non-owners of a dwelling   households 
N_RPLNO Number of rural households – PLN customers and owners of a dwelling   households 
N_RPLNNO Number of rural households – PLN customers and non-owners of a dwelling     households 
N_RNPLNO Number of rural households – non-PLN customers and owners of a dwelling households 
N_RNPLNNO Number of rural households – non-PLN customers and non-owners of a dwelling     households 
N_RNEO Number of rural households – no electricity access and owners of a dwelling   households 
N_RNENO Number of rural households – no electricity access and non-owners of a dwelling   households 
IM_UPLNO Mean monthly expenditure of urban households – PLN customers and owners of a dwelling   IDR 
ID_UPLNO The standard deviation of monthly expenditure of urban households – PLN customers and owners of a dwelling    
IMI_UPLNO Minimum monthly expenditure of urban households – PLN customers and owners of a dwelling   IDR 
IMA_UPLNO Maximum monthly expenditure of urban households – PLN customers and owners of a dwelling   IDR 
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IM_UPLNNO Mean monthly expenditure of urban households – PLN customers and non-owners of a dwelling     IDR 
ID_UPLNNO The standard deviation of monthly expenditure of urban households – PLN customers and non-owners of a 
dwelling      
IMI_UPLNNO Minimum monthly expenditure of urban households – PLN customers and non-owners of a dwelling     IDR 
IMA_UPLNNO Maximum monthly expenditure of urban households – PLN customers and non-owners of a dwelling     IDR 
IM_UNPLNO Mean monthly expenditure of urban households – non-PLN customers and owners of a dwelling IDR 
ID_UNPLNO The standard deviation of monthly expenditure of urban households – non-PLN customers and owners of a 
dwelling  
IMI_UNPLNO Minimum monthly expenditure of urban households – non-PLN customers and owners of a dwelling IDR 
IMA_UNPLNO Maximum monthly expenditure of urban households – non-PLN customers and owners of a dwelling IDR 
IM_UNPLNNO Mean monthly expenditure of urban households – non-PLN customers and non-owners of a dwelling     IDR 
ID_UNPLNNO The standard deviation of monthly expenditure of urban households – non-PLN customers and non-owners of a 
dwelling      
IMI_UNPLNN
O Minimum monthly expenditure of urban households – non-PLN customers and non-owners of a dwelling     IDR 
IMA_UNPLNN
O Maximum monthly expenditure of urban households – non-PLN customers and non-owners of a dwelling     IDR 
IM_UNEO Mean monthly expenditure of urban households – no electricity access and owners of a dwelling   IDR 
ID_UNEO The standard deviation of monthly expenditure of urban households – no electricity access and owners of a 
dwelling    
IMI_UNEO Minimum monthly expenditure of urban households – no electricity access and owners of a dwelling   IDR 
IMA_UNEO Maximum monthly expenditure of urban households – no electricity access and owners of a dwelling   IDR 
IM_UNENO Mean monthly expenditure of urban households – no electricity access and non-owners of a dwelling   IDR 
ID_UNENO The standard deviation of monthly expenditure of urban households – no electricity access and non-owners of a 
dwelling    
IMI_UNENO Minimum monthly expenditure of urban households – no electricity access and non-owners of a dwelling   IDR 
IMA_UNENO Maximum monthly expenditure of urban households – no electricity access and non-owners of a dwelling   IDR 
IM_RPLNO Mean monthly expenditure of rural households – PLN customers and owners of a dwelling   IDR 
ID_RPLNO The standard deviation of monthly expenditure of rural households – PLN customers and owners of a dwelling    
IMI_RPLNO Minimum monthly expenditure of rural households – PLN customers and owners of a dwelling   IDR 
IMA_RPLNO Maximum monthly expenditure of rural households – PLN customers and owners of a dwelling   IDR 
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IM_RPLNNO Mean monthly expenditure of rural households – PLN customers and non-owners of a dwelling     IDR 
ID_RPLNNO The standard deviation of monthly expenditure of rural households – PLN customers and non-owners of a 
dwelling      
IMI_RPLNNO Minimum monthly expenditure of rural households – PLN customers and non-owners of a dwelling     IDR 
IMA_RPLNNO Maximum monthly expenditure of rural households – PLN customers and non-owners of a dwelling     IDR 
IM_RNPLNO Mean monthly expenditure of rural households – non-PLN customers and owners of a dwelling IDR 
ID_RNPLNO The standard deviation of monthly expenditure of rural households – non-PLN customers and owners of a 
dwelling  
IMI_RNPLNO Minimum monthly expenditure of rural households – non-PLN customers and owners of a dwelling IDR 
IMA_RNPLNO Maximum monthly expenditure of rural households – non-PLN customers and owners of a dwelling IDR 
IM_RNPLNNO Mean monthly expenditure of rural households – non-PLN customers and non-owners of a dwelling     IDR 
ID_RNPLNNO The standard deviation of monthly expenditure of rural households – non-PLN customers and non-owners of a 
dwelling      
IMI_RNPLNN Minimum monthly expenditure of rural households – non-PLN customers and non-owners of a dwelling     IDR 
IMA_RNPLNN Maximum monthly expenditure of rural households – non-PLN customers and non-owners of a dwelling     IDR 
IM_RNEO Mean monthly expenditure of rural households – no electricity access and owners of a dwelling   IDR 
ID_RNEO The standard deviation of monthly expenditure of rural households – no electricity access and owners of a 
dwelling    
IMI_RNEO Minimum monthly expenditure of rural households – no electricity access and owners of a dwelling   IDR 
IMA_RNEO Maximum monthly expenditure of rural households – no electricity access and owners of a dwelling   IDR 
IM_RNENO Mean monthly expenditure of rural households – no electricity access and non-owners of a dwelling   IDR 
ID_RNENO The standard deviation of monthly expenditure of rural households - no electricity access and non-owners of a 
dwelling    
IMI_RNENO Minimum monthly expenditure of rural households – no electricity access and non-owners of a dwelling   IDR 
IMA_RNENO Maximum monthly expenditure of rural households – no electricity access and non-owners of a dwelling   IDR 
GI_UPLNO Income growth of urban households – PLN customers and owners of a dwelling   % 
GI_UPLNNO Income growth of urban households – PLN customers and non-owners of a dwelling     % 
GI_UNPLNO Income growth of urban households – non-PLN customers and owners of a dwelling % 
GI_UNPLNNO Income growth of urban households – non-PLN customers and non-owners of a dwelling     % 
GI_UNEO Income growth of urban households – no electricity access and owners of a dwelling   % 
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GI_UNENO Income growth of urban households – no electricity access and non-owners of a dwelling   % 
GI_RPLNO Income growth of rural households – PLN customers and owners of a dwelling   % 
GI_RPLNNO Income growth of rural households – PLN customers and non-owners of a dwelling     % 
GI_RNPLNO Income growth of rural households – non-PLN customers and owners of a dwelling % 
GI_RNPLNNO Income growth of rural households – non-PLN customers and non-owners of a dwelling     % 
GI_RNEO Income growth of rural households – no electricity access and owners of a dwelling   % 
GI_RNENO Income growth of rural households – no electricity access and non-owners of a dwelling   % 
S_UR_ELEX Percentage of electricity expenditure in total expenditure of urban households % 
S_RU_ELEX Percentage of electricity expenditure in total expenditure of rural households % 
G_URB_MO The growth of motorcycle ownership in urban households % 
G_RU_MO The growth of motorcycle ownership in rural household % 
R_MHP Micro-hydro resource potential MW 
R_HYD Hydro resource potential MW 
R_SUN Solar resource potential MW 
R_WND Wind resource potential MW 
R_GEO Proven geothermal reserves MW 
R_BMASS Biomass energy potential MW 
R_BGAS Biogas energy potential MW 
FIT2017 The feed-in tariff (FIT) issued in 2017 IDR/kWh 
HYD_FIT8 FIT for hydropower until 8-year operations IDR/GWh 
HYD_FIT9 FIT for hydropower after 9-year operations IDR/GWh 
GEO_FIT Maximum FIT for geothermal (as a reference in the tender process) IDR/GWh 
SUN_FIT Maximum FIT for solar energy (as a reference in the tender process) IDR/GWh 
WND_FIT Maximum FIT for wind energy IDR/GWh 
LDFILL_FIT Maximum FIT for sanitary landfill IDR/GWh 
CWASTE_FIT Maximum FIT for city waster thermochemical Tech IDR/GWh 
BMASS_FIT Maximum FIT for biomass IDR/GWh 
BGAS_FIT Maximum FIT for biogas IDR/GWh 
Note: HH is households, FIT is a feed-in tariff, PLN is the State-owned Electricity Company, GIS is geographic information systems, IDR is Indonesian rupiah currency, 
MW is megawatt, and GWh is gigawatt hours. 
B-10 
B.3 Process overview and scheduling 
Figure B.2 shows that simulation processes in ARISE consist of: 
a) Data load which will reset all variable values, set the values of several parameters 
(e.g. initial years, final years of simulation, counters), open default values of 
variables, open databases of Susenas in GIS files and Leontief inverse matrix in .txt 
files, and create household agents. 
b) Policy scenario settings by using user interface or a button to use values in sub model 
defaultvalue. Available policy scenarios in the user interface are: 
i. Capital subsidy, stated in % of PV price; 
ii. Interest rate subsidy, stated in % per year; 
iii. Loan duration, stated in years; 
iv. Production tax credit, stated in IDR/kWh; 
v. Production tax credit duration, stated in years; 
vi. Other undetermined monetary incentives that may influence operational and 
maintenance (O&M) costs, stated in % of O&M costs; 
vii. Changes in Indonesia’s feed-in tariff (FIT) in 2017, stated in % of FIT; 
viii. Accessibility of financing institutions in rural areas. 
c) Yearly schedule for: 
i. Calculation of PV investment costs for rural households (discussions in Sub 
Section B.4.1); 
ii. Calculation of revenue requirement (RR) of PV investments by urban 
households (discussions in Sub Section B.4.2); 
iii. PV investment decisions by rural households (discussions in Sub Section 
B.6.1); 
iv. PV investment decisions by urban households (discussions in Sub Section 
B.6.2); 
v. Calculations of investment impacts to macroeconomic and environment 
(discussions in Sub Section B.5.1); 
vi. Growth of income and household numbers. 
The income for each household type is assumed to grow as much as the mean income 
growth from 2010 to 2011 (BPS, 2010, BPS, 2011): 
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Figure B.2 Main flowchart of ARISE 
 
𝐼𝑛𝑐𝑜𝑚𝑒𝑖,𝑡+1 = 𝐼𝑛𝑐𝑜𝑚𝑒𝑖,𝑡 ∗ (1 + 𝑚𝑒𝑎𝑛 𝑖𝑛𝑐𝑜𝑚𝑒 𝑔𝑟𝑜𝑤𝑡ℎ𝑖) 
where i is the household type. 
Data for the growth of the number of households is available for total household 
growth from 2002 to 2014, which is then analysed to obtain annual growth rates as seen in 
Figure B.3. The growth rates do not have a discernible trend, so random household growth is 
calculated in ARISE by referring to minimum, maximum, average, and standard deviation 
values of growth from 2002 to 2014.  
Start 
a. Set initial values for variables & parameters; 
b. Open Leontief inverse matrix; 
c. Open Indonesia GIS containing data and HH 
growth assumption; 
d. Create agents of households having characteristics 
of urban-rural, dwelling ownership and income 
distribution. 
Set values for policy variables by default values or by 
user input 
 
Calculate investment costs for urban and rural households 
PV investment by rural households 
PV investment by urban households 
Policy impact estimations 
Growth of income & household numbers 
End of analysis year? 
End 
No 
Yes 
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Figure B.3 Growth rates of household numbers from 2002 to 2014 (BPS, 2017) 
 
Growth should not be similar in urban and rural areas. Figure B.4 shows that the 
urbanisation rate in the last ten years has continuously declined; thus, the rate is interpolated 
by using previous steady changes in the urbanisation rate from 2011 to 2012 and 2012 to 
2013. The interpolation result is used to estimate the shares of the urban and rural population. 
The randomised growth of households is then multiplied by the share:   
𝐻𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑𝑢𝑟𝑏𝑎𝑛,𝑖,𝑡+1 = 𝐻𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑𝑢𝑟𝑏𝑎𝑛,𝑖,𝑡 ∗ (1 + ℎ𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑 𝑔𝑟𝑜𝑤𝑡ℎ ) ∗ 𝑢𝑟𝑏𝑎𝑛 𝑠ℎ𝑎𝑟𝑒𝑡    
𝐻𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑𝑟𝑢𝑟𝑎𝑙,𝑖,𝑡+1 = 𝐻𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑𝑟𝑢𝑟𝑎𝑙,𝑖,𝑡 ∗ (1 + ℎ𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑 𝑔𝑟𝑜𝑤𝑡ℎ ) ∗ 𝑟𝑢𝑟𝑎𝑙 𝑠ℎ𝑎𝑟𝑒𝑡       
 
where i is the household type, e.g., a household with PLN access and owner.  
 
Figure B.4 Assumptions for a growth rate of urbanisation (BPS, 2017) 
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B.4 Basic principles 
ARISE uses three analytical approaches: TEA, IOA and LCA. TEA of investment 
costs for rural and urban households has an algorithm shown in Figure B.5 and descriptions 
in Sub Sections B.4.1 and B.4.2. These costs will be used for analysing household investment 
decisions discussed in Section B.6. The impacts of PV investments will be estimated by IOA 
and LCA, discussed in Sub Section B.5.1 and B.5.2 respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.5 Sub-flowchart for calculation of investment costs for urban and rural households 
 
B.4.1 PV investment costs for rural households 
For their basic electricity supply, rural households buy a 100Wp PV module by cash 
payment:  
 
𝑃𝑉 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 = 𝑃𝑉 𝑝𝑟𝑖𝑐𝑒 − 𝑃𝑉 𝑝𝑟𝑖𝑐𝑒 𝑠𝑢𝑏𝑠𝑖𝑑𝑦    (B.1) 
 
or, if loan finance is available, the rural households can pay by instalments with a down 
payment:  
 
𝑃𝑉 𝑑𝑜𝑤𝑛 𝑝𝑎𝑦𝑚𝑒𝑛𝑡 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑑𝑜𝑤𝑛 𝑝𝑎𝑦𝑚𝑒𝑛𝑡 ∗  𝑃𝑉 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 (B.2) 
Investment costs for urban and rural households 
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CRFLoan = 0 
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Calculate Loan & 
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Real revenue requirement 
End 
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𝑀𝑜𝑛𝑡ℎ𝑙𝑦 𝑝𝑎𝑦𝑚𝑒𝑛𝑡 =  (𝐿𝑜𝑎𝑛 ∗
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒
1−(1+𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒)−𝑙𝑜𝑎𝑛 𝑝𝑒𝑟𝑖𝑜𝑑 
) + 𝑂𝑀 𝐶𝑜𝑠𝑡 (B.3) 
 
if  𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒 = 0 : 
𝑀𝑜𝑛𝑡ℎ𝑙𝑦 𝑝𝑎𝑦𝑚𝑒𝑛𝑡 =  (
𝐿𝑜𝑎𝑛
𝑙𝑜𝑎𝑛 𝑝𝑒𝑟𝑖𝑜𝑑
) + 𝑂𝑀 𝐶𝑜𝑠𝑡 
 
where loan period is stated in months, while loan and effective interest rates are derived from: 
  
𝐿𝑜𝑎𝑛 =  𝑃𝑉 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 − 𝑃𝑉 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑠𝑢𝑏𝑠𝑖𝑑𝑦 −  𝑃𝑉 𝑒𝑞𝑢𝑖𝑡𝑦  (B.4) 
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒 =
𝐵𝑎𝑛𝑘 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒−𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑠𝑢𝑏𝑠𝑖𝑑𝑦
12
  (B.5) 
 
B.4.2 Revenue requirement (RR) of PV investments for urban households 
PV investments by urban households are estimated by using RR. Compared to other 
techno-economic analysis (e.g., the net present value (NPV), internal rate of return (IRR), and 
discounted payback period), RR is useful for direct comparisons of incentive scenarios. RR, 
stated in IDR/kWh, is formulated as follows:   
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦 =
𝐴𝑛𝑛𝑢𝑎𝑙 𝑟𝑒𝑣𝑒𝑛𝑢𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠
𝐴𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑠
=
𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ∗ ( 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦∗ 
(1+ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
(1+ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒−1
)
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦∗𝐶𝐹∗24∗365
   (B.6) 
 
where Capacity is PV capacity (kWp), CF is capacity factor (%), Cost of Equity is the rate of 
return on the equity portion of the investment, and Economic Life is the lifespan of the 
equipment. The total present worth is defined as:  
 
𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ =  ∑ ( 𝐸𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡  +
𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝐿𝑖𝑓𝑒
𝑡
 𝐴𝑛𝑛𝑢𝑎𝑙 𝑂𝑀 𝐶𝑜𝑠𝑡𝑠𝑡 +  𝑇𝑎𝑥𝑒𝑠𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡 − 𝐼𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑠𝑡 −
𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑜𝑛 𝑑𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡) ∗ (1 + 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)
−𝑡    (B.7) 
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which is derived from: 
a. equity recovery that is uniform annual revenue to earn a stipulated rate of return on 
equity: 
𝐸𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 = (𝑇𝑜𝑡𝑎𝑙 𝑒𝑞𝑢𝑖𝑡𝑦 ∗ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦) ∗
(1+ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
(1+ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒−1
)
           (B.8) 
b. debt recovery that is the fix annual debt payment:  
 
𝐷𝑒𝑏𝑡 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 = 𝐿𝑜𝑎𝑛 ∗
(1+ 𝐿𝑜𝑎𝑛 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠)𝐿𝑜𝑎𝑛 𝑝𝑒𝑟𝑖𝑜𝑑
(1+ 𝐿𝑜𝑎𝑛 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠)𝐿𝑜𝑎𝑛 𝑝𝑒𝑟𝑖𝑜𝑑−1
)   (B.9) 
 
where loan period is stated in years;  
c. annual O&M costs that consist of annual fixed O&M costs and periodic inverter 
replacement costs:  
 
𝐴𝑛𝑛𝑢𝑎𝑙 𝑂𝑀 𝑐𝑜𝑠𝑡𝑠𝑡 = (𝐹𝑖𝑥𝑂𝑀𝐶𝑜𝑠𝑡 + 𝐼𝑛𝑣𝑒𝑟𝑡𝑒𝑟 𝑐𝑜𝑠𝑡𝑠𝑡) ∗ (1 + 𝐸𝑠𝑐𝑎𝑙𝑎𝑡𝑖𝑜𝑛)
𝑡−1 (B.10) 
 
d. debt reserve is a guaranteed fund placed in the reserve account to warrant debt 
repayment. Debt reserve is assumed to be equal to debt recovery and will be returned 
at the end of the loan period. Hence, debt reserve gains interest annually; 
e. the incentive that is a parameter for a general incentive that may reduce O&M costs; 
and 
f. taxes for investment and operation of PV:  
𝑇𝑎𝑥𝑒𝑠𝑡 = (
𝑇𝑎𝑥 𝑟𝑎𝑡𝑒𝑠
1 − 𝑇𝑎𝑥 𝑟𝑎𝑡𝑒𝑠
) ∗ (𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡 + 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡
+ 𝐸𝑞𝑢𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡 − 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛𝑡 − 𝑇𝑎𝑥 𝐶𝑟𝑒𝑑𝑖𝑡𝑡) 
           (B.11) 
where: 
𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡 = 𝐸𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 − 𝐸𝑞𝑢𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑡   (B.12) 
𝐸𝑞𝑢𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑡 = 𝐶𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦 ∗ 𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1   (B.13) 
𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡 = 𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1 −
𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡  (B.14) 
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𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡
= 𝐷𝑒𝑏𝑡 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 − (𝐿𝑜𝑎𝑛 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 ∗ 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1) 
(B.15) 
𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡 = 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1 − 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡 
(B.16) 
𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛𝑡 =
1
𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
∗ 𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠     (B.17) 
𝑇𝑎𝑥 𝐶𝑟𝑒𝑑𝑖𝑡 = 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑡𝑎𝑥 𝑐𝑟𝑒𝑑𝑖𝑡 𝑟𝑎𝑡𝑒 ∗ 𝐴𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑠 (B.18) 
 
Real total presented worth is calculated by adding the inflation effect:  
 
𝑅𝑒𝑎𝑙 𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ = 𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ ∗ (
1+𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
1+𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛
− 1) ∗
(
(1+(
1+𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
1+𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛
))
𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
(1+(
1+𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
1+𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛
))
𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
−1
)       (B.19) 
   
B.5 Emergence 
The emergent effects that will be analysed from ARISE simulations include PV 
market size (i.e., PV installed capacity and PV-based electricity productions) discussed in 
Section B.6, economic and environmental impacts.  
B.5.1 Input-Output Analysis (IOA) 
Economic impacts are calculated after the number of PV investments have been 
simulated. Capital and OM costs are calculated yearly using these subsidies and treated as a 
final demand for government expenditure in IOA. Additionally, capital and interest subsidies 
paid by the government are also calculated by using the following equations:  
𝐶𝑎𝑝𝑖𝑡𝑎𝑙 𝑠𝑢𝑏𝑠𝑖𝑑𝑦𝑡 = 𝑃𝑉 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑡 ∗ 𝑃𝑉 𝑠𝑢𝑏𝑠𝑖𝑑𝑦 𝑢𝑛𝑖𝑡   (B.20) 
𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑠𝑢𝑏𝑠𝑖𝑑𝑦𝑡 = 𝑃𝑉 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡𝑡 ∗ (𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑚𝑒𝑛𝑡 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑠𝑢𝑏𝑠𝑖𝑑𝑦 −
𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑚𝑒𝑛𝑡 𝑤𝑖𝑡ℎ 𝑠𝑢𝑏𝑠𝑖𝑑𝑦)  
 
I-O analysis, developed by Wassily Leontief (1936), uses inter-industry transaction 
tables which show the flow of output produced by industry i to industry j as input and final 
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demand as illustrated in Table B.3. The following equation represents the I-O relationship 
among industries in the I-O table: 
𝑋𝑖 = ∑ 𝑋𝑖𝑗
𝑛
𝑗=1 + 𝐹𝑖 + 𝐸𝑖 − 𝑀𝑖 = ∑ 𝑎𝑖𝑗𝑋𝑗
𝑛
𝑗=1 + 𝐹𝑖 + 𝐸𝑖 − 𝑀𝑖  (B.21) 
alternatively, in matrix terms: 
𝑿 = 𝑨𝑿 + 𝑭 + 𝑬 − 𝑴       (B.22) 
where 𝑿 is a vector of sectoral gross outputs; 𝑨 is a matric of direct input or technical 
coefficients; 𝑭 is a vector of domestic final demand, which consists of household 
consumption, investment/capital formation, and government expenditure; 𝑬 is a vector of 
exports; and 𝑴 is a vector of imports. Let total final demand 𝒀 = 𝑭 + 𝑬 − 𝑴, then:  
𝑿 = 𝑨𝑿 + 𝒀         (B.23) 
𝑿 = (𝑰 − 𝑨)−𝟏𝒀        (B.24) 
Therefore, the final demand changes will influence industry output for:   
∆𝑿 = (𝑰 − 𝑨)−𝟏∆𝒀        (B.25) 
Table B.3 Illustration of I-O table for three production sectors 
Output allocation Intermediate 
demands 
Final 
demand 
Supply 
Input structure 1 2 3 Import Total output 
Intermediate 
inputs 
1 x11 x12 x13 F1 M1 X1 
2 x21 x22 x23 F2 M2 X2 
3 x31 x32 x33 F3 M3 X3 
Primary input V1 V2 V3    
Total Input X1 X2 X3    
 
The latest Indonesian I-O table consists of economic transactions for 185 sectors and 
was published by BPS (2015) in 2010. Energy sectors in the 2010 I-O table are represented 
by coal and lignite (sector 37), oil (sector 38), gas and geothermal (sector 39), and electricity 
(sector 145) sectors. The study then disaggregated electricity sectors into specific categories 
following power plant types (PP) (and their abbreviation if any):  
• Coal-fired thermal power plant (coal PP)  
• Combined cycle gas turbine (CCGT) 
• Open cycle gas turbine (OCGT) 
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• Geothermal PP  
• Hydro PP  
• Mini/ micro-hydro power plant (MHP)  
• Wind PP  
• Waste to energy power plant (WTE)  
• Biomass PP  
• Photovoltaic (PV) 
• Oil-fired power plant (oil PP) 
 
These power plant types refer to PLN’s statistic format. Ideal disaggregation should 
use specific industry and energy mixes in each region (Lindner et al., 2013), but it requires I-
O tables from 33 provinces and other extensive data especially renewable energy investment 
data. Peters and Hertel (2016) compared four disaggregation methods and concluded that no 
method is dominant, while consideration in selecting the method should be different for each 
case. Therefore, because of data availability, this study adopts McDougall (2002) to use a 
reference table to disaggregate electricity sectors in the 2010 I-O table.  
The Ministry of Energy and Mineral Resources (MEMR), Agency of Fiscal Policy 
(BKF) and Central Bureau of Statistics (BPS) collaborated to modify 2008 updating I-O table 
(BPS, 2009) by extending energy sectors to more specific sectors (Wargadalam, 2014). The 
modified table had been used to build a computable general equilibrium (CGE) model called 
Indonesia Clean Energy and Energy Conservation (INDOCEEC) model (Wargadalam et al., 
2014, Nugroho et al., 2016). This study used this modified 2008 table as a reference table to 
extend the electricity sector in the 2010 I-O table. Consequently, the study assumes that 
economic structures of the electricity sector did not change from 2008 to 2010, and this 
assumption is maintained for analysis until the end of analysis year. Details of the 
disaggregation process are described as below.  
At first, electricity production value in each power plant is distributed to all other 
economic sectors by considering electricity production shares from each power plant in 2010, 
as seen in Table B.4. DJK (2011) provided data for electricity productions from each PLN 
power plant, total electricity production by PLN, and capacities of independent power 
producer (IPPs) power plants. As exceptions, capacity data for IPPs biomass PP and WTE 
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(41 MW and 2 MW respectively) were obtained from interviews with the General Directorate 
of Renewable Energy and Energy Conservation (DJEBTKE). CF in Table B.5 is then used to 
estimate electricity produced by IPPs in 2010, except that the first WTE, the Bantar Gerbang 
site completed in December 2010, is assumed to produce electricity for only 30 days in 2010. 
Moreover, CF for fossil energy-based power plants is set to 85% as PPA, PLN must buy 
electricity from IPPs even though the electricity demand is low (take or pay contract). The 
electricity production shares from each power plant, shown in Table B.4, are then multiplied 
by the electricity sector’s outputs used by other sectors.  
Table B.4 Electricity production in 2010 by technologies 
 
PLN 
Electricity 
production 
(GWh) 
IPP Electricity 
production 
(GWh) 
Total electricity 
production 
(GWh) 
Production 
Share (%) 
Coal PP  54,407   20,692   75,099   0.442312  
CCGT  36,812   4,881   41,692   0.245557  
OCGT  9,340   1,299   10,639   0.062659  
Geothermal PP  3,398   4,383   7,781   0.045828  
Hydro PP  15,802   628   16,431   0.096772  
MHP  25   101   126   0.000741  
Wind PP  0   -     0   0.000000  
WTE  -     1   1   0.000003  
Biomass PP  -     212   212   0.001248  
PV  1   -     1   0.000003  
Oil PP  11,926   5,881   17,807   0.104877  
PLN is the state-owned electricity company, and IPP is an abbreviation of Independent Power Producers.  
Source: PLN electricity production from PLN (2011), capacity data from DJK (2011). 
 
Inputs for the electricity sector should be distributed to each power plant. In the 
reference table, distribution ratios of input to each power plant are estimated and then 
multiplied by the ratios to inputs of the electricity sector in the 2010 I-O table. Unfortunately, 
the reference table does not have data for MHP and WTE, so the original estimated inputs for 
hydro PP must be separated for hydro PP and MHP by considering their electricity 
production. Similarly, original estimated inputs for biomass PP are also divided for biomass 
PP and WTE.  
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Table B.5 Power plant costs 
Power plants 
Lowest Investment Cost Highest Performance 
Capital 
cost 
(USD/kW) 
CF 
(%) 
Variable OM 
costs 
(USD/MWh) 
Capital 
cost 
(USD/kW) 
CF 
(%) 
Variable OM 
costs 
(USD/MWh) 
Coal PP 813 85 39.7 3067 85 42.9 
CCGT 627 85 74.7 980 85 75.2 
OCGT 500 85 150.3 933 85 106.3 
Geothermal PP 1493 90 100.0 5653 92 18.2 
Hydro PP 598 52 10.6 6600 63 17.4 
MHP 1369 65 5.1 3568 68 5.0 
Wind PP 1200 26 9.8 1571 49 20.6 
WTE 1852 48 52.1 8667 80 63.4 
Biomass PP 587 80 100.3 3427 85 16.0 
PV 937 17 16.6 1603 21 5.0 
Sources: IEA and NEA (2015).  
 
The inputs from sectors that do not exist or are 0 in the reference table are distributed 
by using shares of operational costs of power plants. Reported PLN operational costs for each 
power plant are assumed to be same with the operational costs of IPPs. PLN operational costs 
of each power plant are converted to costs per kWh which are then multiplied by IPP 
electricity production to obtain IPP operational costs. The sum of the costs of PLN and IPP 
equate to operational cost shares for each power plant, with results are shown in Table B.6. 
Table B.6 Operational costs of power plants 
Power plants (PP) 
PLN operational 
costs  
(IDR millions) 
IPP operational 
costs  
(IDR millions) 
Total 
operational costs  
(IDR millions) 
Operational 
costs share 
(%) 
Coal PP  30,425,377   11,571,068   41,996,444   0.345063  
CCGT  29,024,678   3,848,129   32,872,806   0.270099  
OCGT  12,538,837   1,743,846   14,282,683   0.117353  
Geothermal PP  2,383,345   3,074,129   5,457,474   0.044841  
Hydro PP  1,551,390   61,658   1,613,047   0.013254  
MHP  2,441   9,912   12,354   0.000102  
Wind PP  2  -  2   0.000000  
WTE -  270   270   0.000002  
Biomass PP -  5,172   5,172   0.000042  
PV  100  -  100   0.000001  
Oil PP  22,313,116   3,153,073   25,466,189   0.209243  
 Source: PLN operational costs from PLN (2011) 
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Lastly, the inputs of the generator and electric motor (Sector 123) and electric 
machinery and its equipment (Sector 124) are assumed to be used only in new power plants. 
Therefore, capacities of new power plants in 2010 are multiplied by capital costs in Table B.5 
to obtain shares of investment costs. The investment shares shown in Table B.7 are then used 
to distribute inputs of sector 123 and sector 124 to each power plant technology.  
Table B.7 Investment in new power plants 
 New capacity (MW) Investment (USD) Investment share (%) 
 687.50  558,937,500   0.5095  
 0.00  -     -    
 665.93  332,965,000   0.3035  
 23.75  35,458,750   0.0323  
 14.02  8,379,582   0.0076  
 0.10  64,178   0.0001  
 0.00  -     -    
 0.19  3,704,000   0.0034  
 23.00  13,501,000   0.0123  
 0.19  354,730   0.0003  
 287.16  143,580,000   0.1309  
Source: New capacity data from PLN (2011), interview with DJEBTKE.  
The disaggregated I-O table is presented as a supplementary material (in Indonesia 
language). However, for simplicity, the study then aggregates sectors beyond the electricity 
and banking sectors and into two main sectors: services and industry. The aggregated sectors 
are shown in Table B.8, and then Leontief inverse matrix is derived from the aggregated I-O 
table with the results in Table B.9.  
Table B.8 Aggregations of I-O table 
No Aggregated 
Sectors 
Original sectors 
1 Industry Paddy (1); corn (2); sweet potato (3); cassava (4); other tubers (5); 
peanuts (6); soy (7); other nuts (8); rice and other food materials (9); 
vegetables (10); decorative plants (11); sugarcane (12); tobacco (13); 
fibre plants (14); other crops (15); fruits (16); medicinal plants (17); 
rubber (18); coconut (19); palm oil (20); coffee (21); tea (22); cocoa 
(23); clove (24); cashew (25); cattle and their derivative products 
except fresh milk (26); fresh milk (27); poultry and their derivative 
products (28); other farm products (29); services for agriculture, 
forestry and fisheries (30); wood (31); other forest products (32); fish 
(33); shrimp and other crustaceans (24); other air biota (25); seaweed 
(36).  
 
Coal and lignite (37); crude oil (38); natural gas and geothermal (39); 
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iron sand and iron ore (40); tin ore (41); bauxite ore (42); copper ore 
(43); nickel ore (44); other metals mining goods (45); gold ore (46); 
silver ore (47); other mining goods (48); non-metallic minerals mining 
goods (49); coarse salt (50); services of petroleum and natural gas 
(51); services of other mining and quarry (52). 
 
Animal products (53); meat processing and preserving products (54); 
dried fish and salted fish (55); fish processing and preserving products 
(56); products of processing and preservation of fruits and vegetables 
(57); animal oils and vegetable oils (58); copra (59); milk-made foods 
and drinks (60); other flour (61); wheat flour and meslin flour (62); 
rice milling products (63); bread, biscuits and similar products (64); 
sugar (65); chocolate and candy (66); noodles, macaroni and similar 
products (67); processed coffee (68); processed tea (69); processed soy 
(70); other foods (71); processed pet food (72); alcohol beverages (73); 
non-alcohol beverages (74); cigarette (75); processed tobacco (76); 
yarn (77); textiles (78); tapestries, ropes & other floor coverings (79); 
textile goods except fabrics and garments (80); knitted goods (81); 
apparel (82); animal skin preservation and tannery products (83); 
leather products (84); footwear (85); sawn timber and its derivative 
products (86); plywood and similar products (87); building materials 
from wood (88); other goods of wood, cork, bamboo and rattan (89); 
paper pulp (90); paper (91); products from paper and cardboard (92); 
printed goods (93); other non-metallic products (94); oil and gas 
refinery products (95); basic chemical products except fertilizers (96); 
fertilizer (97); synthetic resins, plastics material and synthetic fibres 
(98); pesticide (99); paints and printing inks (100); varnishes (101); 
soaps and cleaning products (102); cosmetics (103); other chemical 
goods (104); pharmaceutical products (105); traditional medicine 
(106); tire (107); crumb rubber and smoked rubber (108); other rubber 
products (109); goods from plastic (110); glass and goods from glass 
(111); goods of clay, ceramic and porcelain (112); cements (113); iron 
and basic steel (114); non-iron base metal (115); metal casting goods 
(116); metal material for buildings (117); weapons and ammunition, 
metallurgy and metal goods manufacturing services (118); metal-made 
products of kitchen tools, carpentry, home and office appliances (119); 
other metal goods (120); electronics and communication goods and 
their equipment (121); instrumentation products, photography, optics 
and clocks (122); generator and electric motor (123); electricity 
machine and its auxiliary (124); batteries (125); other electricity 
equipment (126); home electrical appliances (127); prime mover 
machinery (128); machineries for office and accounting purposes, and 
their spare parts (129); other machinery and equipment (130); motor 
vehicles except motorcycles (131); boats and its repairing services 
(132); train and its repairing services (133); aircraft and its repairing 
services (134); other transportation vehicles (135); motorcycle (136); 
non-metal products for home and office appliances (137); jewellery 
(138); music instruments (139); sport equipment (140); toys (141); 
medical equipment (142); other manufacture goods (143); maintenance 
and repair services for manufactured metal goods, machines and 
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equipment (144); products of natural and artificial gas, water 
vapour/hot water supply, cold air and ice products (146); water supply 
(147); waste management, waste and recycling (148). 
 
2 Services Residential and non-residential buildings (149); building & installation 
of electricity, gas, water and communications (150); agricultural 
infrastructure (151); roads, bridges and ports (152); other buildings 
(153); car and motorcycle trades (154); repair and maintenance 
services for cars and motorcycles (155); trades except cars and 
motorcycles (156); rail transport services (157); land transport services 
except rail transportations (158); sea transport services (159); river and 
lake transport services (160); air transport services (161); transport 
support services (162); postal and courier services (163); 
accommodation services (164); food and drink providing services 
(165); publishing products (166); broadcasting services and 
programming, film and sound recording services (167); 
telecommunications services (168); consulting services of computer 
and information technology (169); banking financial services (170); 
insurance services (171); pension fund services (172); other financial 
services (173); real estate services (174); professional, scientific and 
technical services (175); rental services and business support services 
(176); general government services (177); government education 
services (178); government health services (179); other government 
services (180); private education services (181); private health & 
social work services (182); services of arts, entertainment and 
recreation (183); services to repair home appliances and other personal 
goods (184); other services (185). 
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Table B.9 Leontief inverse matrix of the Indonesia I-O table 2010 
Sectors 1 2 145a 145b 145c 145d 145e 145f 145g 145h 145i 145j 145k 170 
Industry  (1) 1.889418042 0.706517011 1.452235130 1.100994487 1.009720530 1.150158616 0.465114979 0.465114979 0.545630232 1.884013776 1.861579569 1.681922265 0.903502972 0.275988733 
Services (2) 0.090927962 1.188609159 0.163083433 0.122157315 0.112167105 0.102448473 0.099881600 0.099881600 0.032662927 0.090991797 0.091256805 0.081855303 0.071287246 0.220743484 
Coal PP (145a) 0.008836675 0.009376697 2.431888981 0.005752633 0.005103191 0.005685395 0.002679094 0.002679094 0.029627985 0.008963740 0.009491215 0.008446721 0.004384705 0.008991382 
CCGT (145b) 0.004316038 0.004579797 0.003590741 2.282042144 0.002492517 0.002776879 0.001308532 0.001308532 0.026900524 0.004447328 0.004992338 0.004390179 0.002141592 0.004391600 
OCGT (145c) 0.001162903 0.001233970 0.000967481 0.000757044 2.393731978 0.000748196 0.000352568 0.000352568 0.063958876 0.001514137 0.002972180 0.002390160 0.000577026 0.001183262 
Geothermal PP (145d) 0.000679733 0.000721272 0.000565506 0.000442503 0.000392547 1.966576579 0.000206081 0.000206081 0.002287387 0.000689553 0.000730321 0.000649915 0.000337279 0.000691633 
Hydro PP (145e) 0.001736708 0.001842841 0.001444860 0.001130589 0.001002951 0.001117374 2.317590509 0.000526533 0.017830742 0.001828560 0.002209857 0.001915696 0.000861744 0.001767113 
MHP (145f) 0.000011883 0.000012609 0.000009886 0.000007735 0.000006862 0.000007645 0.000003603 2.317070349 0.000003485 0.000011851 0.000011720 0.000010584 0.000005896 0.000012091 
Wind PP (145g) 0.000000001 0.000000001 0.000000001 0.000000001 0.000000001 0.000000001 0.000000000 0.000000000 1.000000000 0.000000001 0.000000001 0.000000001 0.000000000 0.000000001 
WTE (145h) 0.000000022 0.000000024 0.000000018 0.000000014 0.000000013 0.000000014 0.000000007 0.000000007 0.000000006 1.000000022 0.000000022 0.000000020 0.000000011 0.000000023 
Biomass PP (145i) 0.000009208 0.000009771 0.000007661 0.000005994 0.000005318 0.000005924 0.000002792 0.000002792 0.000002700 0.000009183 1.000009082 0.000008202 0.000004569 0.000009369 
PV  (145j) 0.000000023 0.000000024 0.000000019 0.000000015 0.000000013 0.000000015 0.000000007 0.000000007 0.000000007 0.000000023 0.000000023 1.000000020 0.000000011 0.000000023 
Oil PP (145k) 0.000906790 0.000962206 0.000754407 0.000590316 0.000523673 0.000583417 0.000274920 0.000274920 0.019041284 0.001008949 0.001433031 0.001207409 1.459052724 0.000922666 
Bank (170) 0.013779062 0.021024921 0.022405197 0.045255033 0.015270299 0.017891573 0.019024219 0.019024219 0.004959486 0.013752177 0.013640572 0.012297290 0.008916370 1.005668068 
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B.5.2 Life-Cycle Analysis (LCA) 
Indonesia has voluntarily committed to reduce greenhouse gas (GHG) emissions by 
26% from 2.53 gigaton (Gt) CO2e business as usual (BAU) emissions from 2010 to 2020. 
With international funding, the target could increase to 41%. The energy sector has the 
responsibility to reduce emissions for 0.030 to 0.034 GtCO2e through energy conservation 
(0.02 GtCO2e), renewable energy (0.0045 GtCO2e), gas utilisation (0.0044 GtCO2e), and post-
mining land reclamation (0.0027 GtCO2e) (GOI, 2011).  
Providing a greener electricity supply is one of the motives for renewable energy 
development; unfortunately, renewable energy has higher upfront costs and environmental 
impacts (Hertwich et al., 2015). Life-cycle analysis (LCA) has become a powerful analytical 
tool to compare the total environmental impacts of power plant technologies during their 
lifespan. LCA also has been commonly combined with other approaches to advance system 
modelling framework (Halog and Manik, 2011, Earles and Halog, 2011). Hence, hybrid LCA 
literature could be extended by integrating LCA with Agent-Based Modelling (ABM) to 
estimate the environmental impacts of proposed policies. The LCA scope of this study will 
cover the construction and operation stages of power plants.   
Environmental impacts of power plants have been widely assessed by using LCA, but 
results in previous studies have been widely variable. Amponsah et al. (2014) reviewed 79 
studies and concluded that offshore wind turbines were the renewable energy with the lowest 
GHG emissions. Fthenakis and Kim (2011) and Peng et al. (2013) focused on PV technology 
and concluded that cadmium telluride (CdTe)-based photovoltaics (PV) had a less 
environmental impact than silicon (Si)-based PV. WNA (2011) reviewed 21 institutional 
reports and concluded that the maximum GHG emissions from most of renewable energies 
and nuclear power are lower than minimum GHG emission from fossil-fuelled power plants. 
Similar conclusions were reached by Skone et al. (2013), Turconi et al. (2013), Varun et al. 
(2009), and Nugent and Sovacool (2014).  
 Hertwich et al. (2015) integrated LCA from 2010 to 2050 global energy supply 
projected in the International Energy Agency’s (IEA) BLUE Map scenario. They assessed 
environmental impacts comprehensively covering GHG emissions, ecotoxicity, 
eutrophication, particulate matter and utilisation of energy, land, aluminium, cement, iron, 
steel, and copper. Hertwich et al. (2015) confirmed that renewable energy has a trade-off 
between using higher material volume and producing lower emissions.  
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LCA studies usually show a weakness regarding the assumption of total electricity 
production. The intermittent nature and technological reliability of renewable energy cause 
inaccurate estimations of CF and, therefore, the electricity production projection could be 
overestimated (Al Irsyad et al., 2019). Using the Indonesian case as an example, many PV 
systems which were distributed to villagers were only used for 1 to 2 years, while Peng et al. 
(2013) noted that previous LCA studies used the assumption of a 20 to 30-year lifespan. A 
shorter actual operating life will significantly increase emissions per unit. Therefore, stating 
impacts during construction per capacity unit will provide more accurate comparisons of the 
impacts involved. 
Environmental impacts of power plants during the construction and operational stages 
are derived from studies in Table B.10. Tahara et al. (1997) initially estimated environmental 
impacts per generated electricity, but all data and assumptions were presented so that the 
impacts per constructed capacity could be calculated. Sullivan et al. (2010) analysed the 
environmental impacts of four geothermal scenarios, and the analysis started from field 
development until the end of the power plant’s first operation year. Sullivan et al. (2010) also 
provided results of other studies for different power plant technologies.  
In LCA for waste to energy, Koroneos and Nanaki (2012) used assumptions that 
biogas flaring and combined heat/electricity generation will release 85g CO2e per megajoule 
(MJ) energy, 0.1 g CH4/MJ, and 0.03 g N2O/MJ, or in total equivalent to 347.2 kg 
CO2e/MWh. Cherubini et al. (2009) compared four waste management plants and found that a 
plant with the ability to split organic (as biogas source) and inorganic (as input to Refuse 
Derived Fuels) wastes will have negative net emissions. Based on Cherubini et al. (2009)’s 
assumptions, our study estimates that a 1 MW capacity for a plant requires 705.6 GJ energy, 
73.75ton concrete, and 60.3ton steel during the construction stage. Emission factors from 
Meier (2002) are then used for emissions calculations for concrete (520kg CO2e/ton) and steel 
(3,275kg CO2e/ton). Indonesia’s emission factor of Java-Madura-Bali grid for electricity 
(840kg CO2e/MWh) is used to estimate emissions during construction. 
The standard practice for integrating I-O analysis and LCA is to multiply Equation 
B.25 by a matrix of diagonal environmental impact factors (𝑬𝒊) as per the following equation:   
𝑶𝒊 = 𝑬𝒊𝑿 = 𝑬𝒊(𝑰 − 𝑨)
−𝟏𝒀        (B.26) 
 
B-27 
Table B.10 Data for environmental impact factors 
Power plant technology 
Construction (per MW capacity) Emission in 
operating (kg 
CO2e/MWh) 
Sources: Processed 
from following 
studies 
CO2eq  
(kg) 
Steel (ton) Aluminium (ton) Concrete (ton) Energy (GJ) 
Coal PP 134,456.4   62.2   0.6   178.3   450.0   915.9  Tahara et al. (1997) 
Oil PP 101,171.6  51.1  0.2  71.3  363.0  755.7  Tahara et al. (1997) 
CCGT  57,080.2 58.5 0.3 81.4 685.8 486.7 Sullivan et al. (2010) 
OCGT 101,440.0   51.1   0.2   71.3   363.0   563.0  Tahara et al. (1997) 
Hydro PP 1,554,712.8  109.7   0.1   790.0  6,911.3   17.1  Tahara et al. (1997) 
Geothermal PP 1,423,062.0  356.0   46.1   459.0  1,613.7   73.2   Sullivan et al. (2010), 
Eberle et al. (2017) 
PV 4,039,116.9  103.5   4.0   50.0   491.6   148.0  Tahara et al. (1997) 
Wind PP  696,322.1  106.5   8.5   402.5   9,750.0   0.9  Ghenai (2012) 
WTE 1,499,639.0  181.9    702.1  1,631.1  347.2  Cherubini et al. 
(2009), Meier 
(2002), Koroneos 
and Nanaki (2012) 
Biomass PP  139,073.8  2,076.0   1.3   159.0   17,54.5   114.4  Sullivan et al. (2010) 
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where 𝑶𝒊 is the total environmental impact. Noori et al. (2015) extends the analysis by 
calculating total environmental burden (𝑹𝒊) by adding environmental impacts from inputs 
used for technology productions.  
𝑹𝒊 = 𝑬𝒊(𝑰 − 𝑨)
−𝟏𝒀 + 𝑸𝒊𝒆𝒊        (B.27) 
 
where 𝑸𝒊 is total input requirement and 𝒆𝒊 is the environmental impact factors for the input.  
The approach used by Noori et al. (2015) could estimate all environmental impacts 
from the spare parts manufacturing process through to the electricity production process, but 
this requires intensive data for environmental impact factors in each economic sector. ARISE 
is limited by data availability which is a typical issue in developing countries. Therefore, the 
LCA scope only estimates the direct environmental impacts that occur in power plant 
construction and operation. The impacts are assessed by multiplying electricity production 
and new power plant capacity by the environmental impact factors in Table B.10. 
𝑀𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝑖𝑚𝑝𝑎𝑐𝑡𝑖𝑡 = 𝑁𝑒𝑤 𝑃𝑉 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑡 ∗ 𝐸𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡𝑎𝑙 𝑖𝑚𝑝𝑎𝑐𝑡 𝑓𝑎𝑐𝑡𝑜𝑟𝑖 
              (B.28) 
𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑖𝑚𝑝𝑎𝑐𝑡𝑡 = 𝑃𝑉 𝑎𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑡 ∗ 𝐺𝐻𝐺 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟
           (B.29) 
where i is for aluminium, energy, GHG emission, steel and concrete. 
Nevertheless, using the data in Table B.10 reveals shortcomings. First, the analysis 
ideally uses national data (tier 2), while the values in Table B.10 are derived from other 
countries (tier 1). Secondly, even if national data is available, environmental impacts will be 
different for each site. Emissions of city waste to energy, for example, will be influenced by 
waste contents and distances from waste sources. Therefore, further research is required to 
refine tier 2 and tier 3 data.  
 
B.6 Adaptation 
B.6.1 PV investment decisions by rural households 
Rural households adapt PV by evaluating several requirements as shown in Figure 
B.6. The first requirement is PV reliability, indicated by CF and lifespan that should be 
higher than reliability thresholds. CF threshold in this study is assumed at 3%, which could 
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charge a battery for lighting purposes, and the lifespan threshold is a 5-year lifespan. The 
second requirement is affordability and, therefore, ARISE will compare the household 
income threshold with PV investment costs. The value of the costs depends on the 
availability of financing access. If access is available then the PV cost consists of loan equity 
and monthly cost; otherwise, PV cost is the capital cost. Here, it is assumed that rural 
households in need of electricity access will allocate one month’s worth of income to obtain 
PV. The monthly cost of PV is relatively small, so it is ignored for households buying PV in 
cash. The monthly costs during financing options cover operational and maintenance (OM) 
and debt payment so it should be further compared with a rural payment threshold. ARISE 
has two default values of rural payment thresholds: 10% of monthly household expenditure 
as suggested as an average electricity expenditure by rural households (Pereira et al., 2010), 
and average electricity expenses of rural households with PLN grid access in a province. Our 
study regards average electricity expenditure, for around 3.9 - 6.8% of total expenditure 
depending on the province (BPS, 2010), as a more reliable threshold as it represents 
Indonesia’s data. Therefore, if the monthly cost is equal to or lower than the selected income 
threshold, then rural households without PLN electricity access will use PV. 
 
B.6.2 PV investment decisions by urban households 
Urban households invest in PV for profit with a programming algorithm in Figure 
B.7. Urban households will at first evaluate whether the PV-based electricity tariff is higher 
than the estimated revenue requirement (RR) of PV investments. ARISE uses three 
alternative tariffs which include (1) previous FIT as in Table B.11; (2) new reference tariffs 
in Table B.12, which refers to PLN generation costs in each province as in Table B.13; and 
(3) retail electricity prices for analysing net metering policy. If the tariff is higher than RR, 
then the urban household needs at least part of their monthly expenditure, assumed by debt 
service ratio (DSR), to be equal to required equity for PV investment. DSR is assumed for 
30% of a household’s monthly expenditure by considering the value as a maximum 
debt/income ratio applied by Indonesian banks (BI, 2016). In this case, the value to equity 
costs is applied to derive a higher investment threshold. 
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Figure B.6 Sub-flowchart for PV investment by rural households 
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Figure B.7 Sub-flowchart for PV investments by urban households 
Note: Income share used is monthly income multiplied by debt service ratio (DSR), which is 
the assumption used to represent a willingness to spend part of the income to invest in PV. 
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Table B.11 Abolished feed-in tariff for PV in Indonesia 
Region 
Capacity Quota 
(MWp) 
Tariff  
(cent USD/kWh) 
Jakarta 
150 14.5 
West Java 
Banten 
Central Java and Jogyakarta 
East Java 
Bali 5 16 
Lampung 5 15 
South Sumatera, Jambi & Bengkulu 10 15 
Aceh 5 17 
North Sumatera 25 16 
West Sumatera 5 15.5 
Riau and Riau islands 4 17 
Bangka Belitung 5 17 
West Kalimantan 5 16 
South Kalimantan and Central Kalimantan 4 16.5 
East Kalimantan and North Kalimantan 3 17 
South Sulawesi, Southeast Sulawesi, and West 
Sulawesi 
5 16 
West Nusa Tenggara 5 18 
East Nusa Tenggara 3.5 23 
Molucca and North Molucca 3 23 
Papua and West Papua 2.5 25 
Source: MEMR (2016) 
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Table B.12 Reference tariffs for renewable energy in Indonesia 
Power Plant 
Technology 
Procurement systems 
Tariff 
Regional PLN costs > 
National average PLN 
costs 
Regional PLN costs < 
National average PLN 
costs 
Solar Quota tenders Maximum 85% 
regional costs 
Maximum 100% regional 
costs 
Wind Quota tenders Maximum 85% 
regional costs 
Maximum 100% regional 
costs 
Hydro Reference tariff Maximum 85% 
regional costs 
Maximum 100% regional 
costs 
Direct contract Negotiations 
Geothermal Reference tariff Maximum 100% 
regional costs 
Negotiations 
Biomass Reference tariff  
(capacity < 10 MW) 
Maximum 85% 
regional costs 
Maximum 100% regional 
costs 
Direct contract 
(capacity > 10 MW) 
Negotiations 
Biogas Reference tariff  
(capacity < 10 MW) 
Maximum 85% 
regional costs 
Maximum 100% regional 
costs 
Direct contract  
(capacity > 10 MW) 
Negotiations 
Waste to 
energy 
Reference tariff Maximum 100% 
regional costs 
Negotiations 
Source: MEMR (2017b) 
 
Table B.13 PLN’s regional generation costs in 2016 
No Systems/Sub Systems 
Electricity generation costs 
IDR/kWh Cent USD/kWh 
I. Sumatera 1,194  8.97  
A. North part of Sumatera 
  
  
1. Aceh 1,383  10.39    
a. Weh Island 1,733  13.02    
b. Simeuleu Island 1,817  13.65   
2. North Sumatera 1,235  9.28    
Nias 2,049  15.40  
B. Central and south parts of Sumatera 
  
  
1. West Sumatera 1,074  8.07    
Mentawai archipelagos 2,096  15.75   
2. Riau and Riau archipelagos 1,349  10.14    
Bintan 1,583  11.90    
Tanjung Balai Karimun                       
1,706  
12.82 
   
Natuna 2,089  15.70    
Anambas 2,149  16.15   
3. South Sumatera, Jambi and Bengkulu (S2JB) 1,046  7.86 
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Enggano island 2,322  17.45   
4. Lampung 1,034  7.77  
C. Bangka 1,817  13.65  
D. Belitung 1,619  12.17  
E. Other small island sub systems 2,096  15.75 
II. Java & Bali 868  6.52  
A. Jakarta 867  6.52    
Thousand archipelago 2,332  17.52  
B. Banten 866  6.51    
Panjang island 2,332  17.52  
C. West Java 866  6.51  
D. Central Java 868  6.52    
Karimun Java 2,332  17.52  
E. East Java 870  6.54   
1. Madura isolated 2,332  17.52   
2. Bawean 1,964  14.76   
3. Gili Ketapang 2,332  17.52  
F. Bali 881  6.62    
Three Nusa system (Nusa Penida, Nusa 
Lembongan, Nusa Ceningan) 
1,745  13.11 
 
G. Other small subsystems 2,332  17.52 
III. Kalimantan 1,373  10.32  
A. West Kalimantan 1,655  12.44  
B. South Kalimantan & Central Kalimantan 1,203  9.04  
C. East Kalimantan & North Kalimantan 1,357  10.20  
D. Other small subsystems 2,332  17.52 
IV. Sulawesi & Nusa Tenggara 1,421  10.68  
A. North Sulawesi, Central Sulawesi & Gorontalo 1,696  12.75   
1. North part of Sulawesi (Manado, Gorontalo, 
Kotamobagu) 
1,696  12.75 
  
2. Toli-toli 2,026  15.23   
3. Tahuna 2,332  17.52   
4. Palu (Grid Sulbagsel) 1,016  7.64   
5. Luwuk 1,759  13.22  
B. South Sulawesi, South East Sulawesi & West 
Sulawesi 
1,078  8.10 
  
1. South part of Sulawesi 1,016  7.64   
2. Kendari 1,801  13.53   
3. Bau-baru 2,137  16.06   
4. Selayar 2,115  15.89  
C. West Nusa Tenggara 1,821  13.68   
1. Bima 1,880  14.13   
2. Lombok 1,629  12.24   
3. Sumbawa 1,878  14.11  
D. East Nusa Tenggara 2,332  17.52   
1. Sumba 1,887  14.18   
2. Timor 2,226  16.73 
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3. West part of Flores 1,751  13.16   
4. East part of Flores 2,070  15.56  
E. Other small subsystems 2,332  17.52 
V. Maluku & Papua 2,008  15.09  
A. Maluku & North Maluku 2,305  17.32   
1. Ambon 1,680  12.62   
2. Seram 2,330  17.51   
3. Sanana 1,626  12.22   
4. Buru 1,728  12.99   
5. Ternate - Tidore 1,971  14.81   
6. Sanana 1,811  13.61   
7. Bacan 1,811  13.61   
8. Halmahera (Tobelo, Malifut, Jailolo, Sofifi, 
Maba) 
1,685  12.66 
  
9. Daruba 1,587  11.93   
10. Tual 1,657  12.45   
11. Dobo 2,063  15.50   
12. Saumlaki 1,686  12.67  
B. Papua & Papua Barat 1,802  13.54   
1. Jayapura 2,332  17.52   
2. Sarmi 1,753  13.17   
3. Biak 1,778  13.36   
4. Serui 1,604  12.05   
5. Nabire 2,332  17.52   
6. Wamena 1,786  13.42   
7. Timika 1,704  12.81   
8. Merauke 1,704  12.81   
9. Tanah Merah 1,760  13.23   
10. Manokwari 1,305  9.81   
11. Sorong 2,332  17.52   
12. Teminabuan 2,332  17.52   
13. Fak Fak 2,332  17.52   
14. Kaimana 2,332  17.52   
15. Bintuni 2,332  17.52   
16. Raja Ampat 2,332  17.52  
C. Other small subsystems 2,332  17.52 
National average generation costs 983  7.39 
Source: MEMR (2017a) 
 
 
B.7 Objectives 
The objective of ARISE simulations is to evaluate the effectiveness and efficiency of 
the policy intervention scenarios. Effectiveness measures the numbers of PV investments in 
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each scenario and efficiency measures policy costs (i.e., government subsidy, emissions, 
resource consumptions) per number of PV capacities.  
 
B.8 Learning 
Not applicable. Further research should address this feature, for example by adding 
the influences of PV investments by a neighbour.  
 
B.9 Prediction 
Not applicable. Further research may evaluate the influence of rural electrification 
plans to household investment decisions.  
 
B.10 Sensing 
The households are assumed to have accurate information about PV prices, OM costs, 
technology reliability and renewable energy tariffs.  
 
B.11 Interaction 
Not applicable. Further research may model word-of-mouth marketing for promoting 
PV utilisations. 
 
B.12 Stochasticity 
Initial income of households and household growth rates are stochastic. Their random 
values are based on normal distribution assumptions, average values, standard deviation, and 
minimum and maximum values (BPS, 2010, BPS, 2011). 
B.13 Collectives 
Because of the limitation of modern computer processing ability, 1,000 actual 
households are represented by one household entity in ARISE. 
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B.14 Observations 
The analysis outputs will be displayed in a thematic map with two graphs showing 
environmental impacts and subsidy expenditures, and output boxes showing the IOA result 
and cost calculation results. Data in the thematic map can be changed by using a “GIS-code” 
selector box for showing the percentage of rural and households using PV and the percentage 
of rural households without electricity. The current version of ARISE saves simulation results 
into three files:  
• Householdchecks.csv 
This file is for validation purposes. The file contains the number of household agents 
(in 1000 unit) which represents the actual number of households in each province.  
• Number of PV.csv 
This file contains the number of household agents and the number of PV investing 
household agents at the end year of analysis.  
• Policy simulation.csv 
This file contains the following simulation results/ parameters: 
 
Variable names  Descriptions 
years : Analysis year 
PV : PV final demand (million IDR) 
ruralPVinHH : Accumulated number of PV 100Wp in rural area (unit PV) 
yearlyPVinRural : Annual PV 100Wp investment in rural area (unit PV) 
urbanPVinHH : The accumulated number of PV in urban area (unit PV) 
yearlyPVinUrban : Annual PV investment in urban area (unit PV) 
economicImpact : Economic impact (million IDR) 
ghgPV_ops : GHG operational (kg CO2eq) 
ghgPV_con : GHG construction (kg CO2eq) 
alumPV : Aluminium (ton) 
enerPV : Energy (GJ) 
steelPV : Steel (ton) 
concPV : Concrete (ton) 
PV-LoanPeriod : Loan Period (years) 
PV-CapSubsidy-R : Rural Capital subsidy (%) 
PV-CapSubsidy : Urban Capital subsidy (%) 
PV-InterestSubsidy : Interest Subsidy (%) 
TcapSubsidy : Annual capital subsidy (IDR) 
TinterestSubsidy : Annual interest subsidy (IDR) 
SupplyCost-PV : Transaction values of PV-based electricity supply (million IDR) 
PVCityCost : Levelised cost of PV-based electricity production – urban 
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households (IDR/kWh) 
PVcapCost : 
PV capital cost or minimum PV equity after capital subsidy and 
(IDR) 
m-payment : Monthly loan payment – urban households 
m-payment-R : Monthly loan payment – rural households 
p-PV100W : Price of PV 100Wp (IDR) 
PV-Price : Price of PV (IDR/Wp) 
PV-Capacity : The capacity of PV for urban households (Wp) 
ruralPV-capacity : The capacity of PV for rural households (Wp) 
PV-OMCost-R : 
Operational and maintenance (OM) cost of PV for rural 
households (IDR) 
AnnualCost : OM cost of PV for urban households (IDR/kWh) 
InverterCost : Total transaction values of inverter replacement (IDR) 
InverterReplacementUnit : Number of inverters that should be replaced in each year (unit) 
PV-InverterPrice : Price of PV inverter (IDR/unit) 
rural-interest-subsidy : Values of interest subsidy given to rural households (IDR) 
urban-interest-subsidy : Values of interest subsidy given to urban households (IDR) 
FIT : Previous Feed-in Tariff (IDR/kWh) 
PV-CF : Capacity factor of PV (%) 
InterestPayment : Loan interest paid by households (IDR) 
PVInvestCost_rural : Total values of PV investments in rural area (million IDR) 
PVInvestCost_urban : Total values of PV investments in urban area (million IDR) 
PVOMCost_rural : Total values of PV OM costs in rural area (million IDR) 
PVOMCost_urban : Total values of PV OM costs in urban area (million IDR) 
 
 
B.15 Initialisation 
ARISE is developed in NetLogo software and Figure B.8 shows its interface. ARISE 
is operated through three steps: data loading, policy scenario setting, and the simulation 
process. Firstly, ARISE will open all data required, i.e. initial values for variables and 
parameters, Leontief inverse matrix, and GIS files. By using the number of households and 
their income distributions in GIS files, agents of households are then created, and each 
household has properties of province, (urban-rural) area, electricity supply type, dwelling 
ownership, income, and PV ownership. Secondly, users should define the values for policy 
scenarios by using sliders or the default button. The third step is the simulation process 
which, in sequence, estimates PV investment costs, investment decisions by rural and urban 
households, policy impacts, and growth of income and households.  
While step 1 and step 3 must use the default settings provided in the program, policy 
scenarios can use be defined with sliders to manipulate input. As in the left side of the 
interface in Figure B.8, available policy scenario sliders are a capital subsidy, interest 
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subsidy, loan period length, production tax credit (PTC), PTC period length, O&M 
incentives, and feed-in tariffs. Additionally, users can manually define investment costs, 
O&M costs, interest rates, and minimum down payments (DP) in the “defaultvalue” 
procedure. 
 
Figure B.8 Interface for ARISE 
 
ARISE creates 60,976 household entities in 33 provinces with socioeconomic-
demographic factors allocated to equal distribution data of the 2010 Socioeconomic Survey 
(Susenas) (BPS, 2010). As a result, 2,922 agents in the rural area are shown to own a 
dwelling but live without electricity access. ARISE also opens the database for the growth of 
income and the number of households while an ARISE user should set values for provided 
policy options.  
 
B.16 Validation Results 
ARISE is validated by comparing ARISE results and manual calculations conducted 
in Microsoft Excel. The main concerns for PV investments are the number of households, PV 
investment costs, number of PV investments, economic impacts, and environmental impacts.  
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B.16.1 Number of Households 
Due to the limitation of computer processing ability, the actual number of households 
must be downscaled to 1,000 units, meaning that one household agent in ARISE represents 
1,000 real households. As an agent cannot be a fraction, ARISE suffers a bias from rounding 
of division results. The bias may increase over the years due to household growth and thus 
should be quantified by comparing the number of households in ARISE and those in manual 
calculations. The comparison analysis is conducted at the scaled number to check the validity 
of the algorithms in ARISE and the actual number to quantify the bias.  
Table B.14 and B.15 clarify the accuracy of ARISE’s algorithms. As expected, 
ARISE could accurately divide the actual household number by 1,000 units, indicated by 
exact results of manual calculations and ARISE calculations in Table B.14. Moreover, by 
using random household growths produced by ARISE, manual calculations produce an exact 
number of households at the end of the analysis year as in Table B.15. However, though the 
ARISE algorithm has been correctly specified, bias from division rounding is inevitable.  
For households in 2010, multiplying ARISE results by 1,000 units produces a 0.31% 
error margin for total household numbers. The highest error occurs in urban households 
without electricity and non-owner of a house because they begin with the lowest sample size. 
This household type in several provinces has values lower than 1,000 and, consequently, 
ARISE converts the values to zero. Over the years, the error grows along with household 
growth estimation. The error for urban households without electricity and non-owner of a 
house rises from 22.1% in 2010 to 101.4% in 2050. Though this is not an ideal estimation, 
our study disregards the issue as this household type is not a primary concern in data analysis. 
This household type will register as a PLN subscriber first instead of investing in renewable 
energy. Urban households with PLN access (owner of a dwelling and also rural households 
without electricity access) are the primary concern in ARISE and have errors in 2010 for 
0.08% and 0.54% respectively. In 2050, their estimated number is also relatively low at 
0.04% and 1.32% while the total error is 1.15%.  
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Table B.14 Validation of household numbers in 2010 
Household types 
In 1000 household units In a household unit 
Manual ARISE Error (%) Manual ARISE Error (%) 
Urban with PLN access and owner of house 19,899 19,899 0.00              19,915,425            19,899,000  0.08 
Urban with PLN access and non-owner of house 9,225 9,225 0.00                 9,241,745              9,225,000  0.18 
Urban without PLN access and owner of house 462 462 0.00                    476,075                  462,000  3.05 
Urban without PLN access and non-owner of house 245 245 0.00                    261,881                  245,000  6.89 
Urban without electricity and owner of house 253 253 0.00                    266,057                  253,000  5.16 
Urban without electricity and non-owner of house 78 78 0.00                       95,260                    78,000  22.13 
Rural with PLN access and owner of house 22,357 22,357 0.00              22,372,704            22,357,000  0.07 
Rural with PLN access and non-owner of house 2,785 2,785 0.00                 2,799,954              2,785,000  0.54 
Rural without PLN access and owner of house 1,906 1,906 0.00                 1,922,213              1,906,000  0.85 
Rural without PLN access and non-owner of house 477 477 0.00                    493,347                  477,000  3.43 
Rural without electricity and owner of house 2,922 2,922 0.00                 2,937,911              2,922,000  0.54 
Rural without electricity and non-owner of house 367 367 0.00                    381,869                  367,000  4.05 
Total 60,976 60,976 0.00              61,164,441            60,976,000  0.31 
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Table B.15 Validation of household numbers growth by 2050 
Household types 
In 1000 household units In a household unit 
Manual ARISE Error (%) Manual ARISE Error (%) 
Urban with PLN access and owner of house 28,516 28,516 0.00              28,527,147            28,516,000  0.04 
Urban with PLN access and non-owner of house 13,794 13,794 0.00              13,863,917            13,794,000  0.51 
Urban without PLN access and owner of house 659 659 0.00                    780,761                  659,000  18.48 
Urban without PLN access and non-owner of house 356 356 0.00                    450,062                  356,000  26.42 
Urban without electricity and owner of house 314 314 0.00                    445,632                  314,000  41.92 
Urban without electricity and non-owner of house 78 78 0.00                    157,107                    78,000  101.42 
Rural with PLN access and owner of house 26,219 26,219 0.00              26,243,092            26,219,000  0.09 
Rural with PLN access and non-owner of house 3,311 3,311 0.00                 3,400,468              3,311,000  2.70 
Rural without PLN access and owner of house 2,428 2,428 0.00                 2,496,051              2,428,000  2.80 
Rural without PLN access and non-owner of house 544 544 0.00                    637,202                  544,000  17.13 
Rural without electricity and owner of house 3,930 3,930 0.00                 3,981,950              3,930,000  1.32 
Rural without electricity and non-owner of house 398 398 0.00                    493,497                  398,000  23.99 
Total 80,547 80,547 0.00              81,476,886            80,547,000  1.15 
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B.16.2 PV Investment Costs 
Algorithms for PV investment costs are validated by comparing ARISE results and 
manual calculations for Equations B.1 to B.18. The validation of PV investment costs for 
rural households uses a combination of extreme and moderate values of inputs as in Table 
B.16. From 2,187 input combination possibilities, Table B.17 shows 12 input combinations 
with the conclusion that the calculation algorithm of PV has been correctly specified. Output 
indicators of capital costs, monthly payments with and without interest subsidy, loan 
amounts, interest subsidies paid by the government, and effective interest rates are inspected. 
As seen in Table B.17, manual calculations using spreadsheets produce similar results to 
ARISE outputs. 
The calculation of PV investment costs for urban households is more complicated 
than calculation for investment costs in rural areas. Twelve inputs in Table B.18 influence the 
costs and their minimum-default-maximum values have more than 31 million combination 
possibilities. For the inspected output indicators, constant revenue requirements, equity and 
annual electricity production are analysed with results in Table B.19. Indicated by all 0 
differences, ten input combinations ranging from low to high outliers show no errors in the 
algorithm of PV investment costs for urban people.   
 
Table B.16 Input values for validation of PV investment costs for rural households 
Variables Minimum Moderate Maximum 
PV 100Wp price (IDR) 0 2,484,000 10,000,000 
Minimum down payment (%) 0 30 100 
PV capital subsidy (%) 0 50 100 
PV interest subsidy (%) 0 12 100 
PV loan period (years) 0 5 10 
Bank interest (%/years) 0 12 100 
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Table B.17 Validation of PV investment costs by rural households 
Scenarios 0 1 2 3 4 5 6 7 8 9 10 11 12 
Inputs 
PV 100 Wp 
price (IDR) 
2,484,000 0 2,484,000 2,484,000 2,484,000 2,484,000 2,484,000 10,000,000 0 2,484,000 2,484,000 2,484,000 2,484,000 
Minimum down 
payment (%) 
30 0 100 30 30 30 30 30 30 30 0 0 0 
PV capital 
subsidy (%) 
0 0 0 100 0 0 0 0 0 50 0 30 30 
PV interest 
subsidy (%) 
0 0 0 0 12 0 0 0 0 7 0 0 3 
PV loan period 
(years) 
5 0 0 5 5 10 0 5 5 5 5 5 5 
Bank interest 
(%/years) 
12 0 0 12 12 12 12 12 12 12 12 12 12 
OM cost 
(IDR/tahun) 
            
250,000  
                         
-    
              
250,000  
      
250,000  
             
250,000  
       
250,000  
             
250,000  
                        
-    
   
12,000,000  
         
250,000  
             
250,000  
       
250,000  
             
250,000  
Manual calculation 
PV Capital cost 
(IDR) 
745,200  -    2,484,000  -    745,200  745,200  2,484,000  3,000,000  -    372,600  -    -    -    
Monthly 
payment with 
subsidy (IDR) 
59,512  -    20,833  20,833  49,813  45,780  20,833  155,711  1,000,000  37,240  76,089  59,512  56,928  
Monthly 
payment 
without subsidy 
(IDR) 
59,512  -    20,833  20,833  59,512  45,780  20,833  155,711  1,000,000  40,173  76,089  59,512  59,512  
Loan amount 
(IDR) 
1,738,800  -    -    -    1,738,800  1,738,800  -    7,000,000  -    869,400  2,484,000  1,738,800  1,738,800  
Subsidy 
payment (IDR) 
-    -    -    -    581,919  -    -    -    -    175,960  -    -    155,041  
Effective 
interest rate (%) 
0.01  -    -    0.01  -    0.01  -    0.01  0.01  0.00  0.01  0.01  0.01  
ARISE result 
PV Capital cost 
(IDR) 
745,200  -    2,484,000  -    745,200  745,200  2,484,000  3,000,000  -    372,600  -    -    -    
Monthly 
payment with 
subsidy (IDR) 
59,512  -    20,833  20,833  49,813  45,780  20,833  155,711  1,000,000  37,240  76,089  59,512  56,928  
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Monthly 
payment 
without subsidy 
(IDR) 
59,512  -    20,833  20,833  59,512  45,780  20,833  155,711  1,000,000  40,173  76,089  59,512  59,512  
Loan amount 
(IDR) 
1,738,800  -    -    -    1,738,800  1,738,800  -    7,000,000  -    869,400  2,484,000  1,738,800  1,738,800  
Subsidy 
payment (IDR) 
-    -    -    -    581,919  -    -    -    -    175,960  -    -    155,041  
Effective 
interest rate (%) 
0.01  -    -    0.01  -    0.01  -    0.01  0.01  0.00  0.01  0.01  0.01  
Differences 
PV Capital cost 
(IDR) 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Monthly 
payment with 
subsidy (IDR) 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Monthly 
payment 
without subsidy 
(IDR) 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loan amount 
(IDR) 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Subsidy 
payment (IDR) 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Effective 
interest rate (%) 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Note on the scenario name: (1) Default; (2) Technology is unavailable; (3) No financing; (4) 100% capital subsidy; (5) 100% interest subsidy; (6) 10 year loan period; (7) Zero year loan period; 
(8) High technology price but zero maintenance cost; (9) Low quality technology grant but high maintenance costs; (10) Combination of capital & interest subsidies; (11) No down payment; and 
(12) No down payment and capital subsidy 30%.  
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Table B.18 Input values for validation of PV investment costs for urban households 
Items Minimum Default Maximum 
PV Price (IDR/Wp) 0 24,840 1,000,000  
OM cost (IDR/Wp/year) 0                   384.24  100,000  
Inverter lifespan (years) 0 10 20  
Debt ratio (%) 0 70 100  
Inverter price (IDR) 0 13,000,000 100,000,000  
Capacity (Wp) 0 1,500 100,000  
Cost of equity (%/years) 0 15 100  
Bank interest (%/years) 0 12 50  
Capacity factor (%/years) 0 16 200  
Income tax (%) 0 10 150  
PV loan period (years) 0 5 20  
PV lifespan (years) 0 20 10  
Debt reserves (% of yearly loan instalment) 0 100 300  
Inflation (%/year) 0 5.1 100  
Interest rate on debt reserves (%) 0 1.3 100  
Escalation (%/year) 0 1.0 100  
PV capital subsidy (%) 0 0 100  
PV interest subsidy (%) 0 0 100  
Production tax credit (PTC) (IDR/kWh) 0 0 10,000  
PTC period (years) 0 0 20  
Other incentives (% of annual OM costs) 0 0 100  
Tax holidays period (years) 0 0 10  
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Table B.19 Validation of PV investment costs by urban households 
Scenarios 0 1 2 3 4 5 6 7 8 9 10 
Inputs 
PV Price (IDR/Wp) 24,840 0 1,000,000  24,840 24,840 24,840 24,840 1,000,000  10,000 24,840 24,840 
OM cost (IDR/Wp/year) 384.24  -    100,000  384.24  384.24  384.24  384.24  -    500.00  384.24  384.24  
Inverter lifespan (years) 10 0 20  10 10 10 10 20 2 10 10 
Debt ratio (%) 70 0 100  70 70 70 0 70 70 70 100 
Inverter price (IDR) 13,000,000 0 100,000,000  13,000,000 13,000,000 13,000,000 13,000,000 13,000,000 7,000,000 13,000,000 13,000,000 
Capacity (Wp) 1,500 0 100,000  1,500 1,500 1,500 1,500 1,500 1,500 1,500 1,500 
Cost of equity (%/years) 15 0 100  15 15 15 15 15 15 15 15 
Bank interest (%/years) 12 0 50  12 12 12 12 12 12 12 12 
Capacity factor (%/years) 16 0 200  16 16 16 16 50 5 16 16 
Income tax (%) 10 0 150  10 10 10 10 10 10 10 10 
PV loan period (years) 5 0 20  5 5 10 0 5 5 5 5 
PV lifespan (years) 20 0 10  20 20 20 20 20 10 20 20 
Debt reserves (% of yearly loan 
installment) 
100 0 300  100 100 100 100 100 100 100 100 
Inflation (%/year) 5.1 0 100  5.1 5.1 5.1 5.1 5.1 5.1 5.1 5.1 
Interest rate on debt reserves (%) 1.3 0 100  1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 
Escalation (%/year) 1.0 0 100  1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
PV capital subsidy (%) 0 0 100  100 0 0 0 0 0 30 0 
PV interest subsidy (%) 0 0 100  0 12 0 0 0 0 3 0 
Production tax credit (PTC) 
(IDR/kWh) 
0 0 10,000  0 0 0 0 0 0 0 0 
PTC period (years) 0 0 20  0 0 0 0 0 0 0 0 
Other incentives (% of annual OM 
costs) 
0 0 100  0 0 0 0 0 0 0 0 
Tax holidays period (years) 0 0 10  0 0 0 0 0 0 0 0 
Manual calculation 
Constant revenue requirement 
(IDR/kWh) 
3,268.5  0 -               377.0  1,182  3,162  3,280  27,855  10,055  2,301.8  3,263.4  
B-48 
PV equity (IDR) 15,078,000  0 -    -    15,078,000  15,078,000  50,260,000  453,900,000  6,600,000  10,554,600  -    
Electricity production (kWh/ year) 2,102.4  0 1,752,000  2,102  2,102  2,102  2,102  6,570  657  2,102.4  2,102.4  
ARISE result 
Constant revenue requirement 
(IDR/kWh) 
3,268.5  -    -    377.0  1,182.3  3,161.5  3,280.5  27,854.8  10,055.1  2,301.8  3,263.4  
PV equity (IDR) 15,078,000  -    -    -    15,078,000  15,078,000  50,260,000  453,900,000  6,600,000  10,554,600  -    
Electricity production (kWh/ year) 2,102.4  -    1,752,000  2,102.4  2,102.4  2,102.4  2,102.4  6,570.0  657.0  2,102.4  2,102.4  
Differences 
Constant revenue requirement 
(IDR/kWh) 
0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
PV equity (IDR) 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Electricity production (kWh/ year) 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Note on the scenario name: (1) Default; (2) Technology is unavailable; (3) No financing; (4) 100% capital subsidy; (5) 100% interest subsidy; (6) 10 year loan period; (7) Zero year loan period; 
(8) High technology price but zero maintenance cost; (9) Low quality technology grant but high maintenance costs; and (10) Combination of capital & interest subsidies. 
 
 
 
 
 
 
 
 
 
 
 
B-49 
B.16.3 Number of PV Investments and Environmental Impacts 
Validating the number of PV investments cannot be conducted manually since 
investment is influenced by a household’s income randomly generated by ARISE. However, 
the validation could be performed at two extreme output values, i.e. 0% investment and 100% 
investment, by comparing the number of agents and the number of investments. Under 0% 
investment scenarios, all prices and cost are set to very high, i.e. 100 million IDR. As ARISE 
results show in Table B.20, from 2,999 agents of rural households without electricity access – 
house owner and 19,899 agents of urban household with electricity access – none of these 
invest in PV, so the investment rate reaches 0%. In the 100% investment scenario, all prices 
and costs are set to zero while FIT increases to 1,000% of current values, causing all agents 
to invest in PV.  
Simulated numbers of investments are then used to validate the algorithm of 
environmental impact analysis. In the construction stage, environmental impacts are 
calculated by multiplying the number of investments with capacity and environmental 
factors. Similarly, Equation B.29 specifies GHG emissions in operational stages as a 
multiplication of emission factors and annual electricity production, derived from the 
multiplication of numbers of investment, capacity, operational hours, and capacity factors. 
The validation results in Table B.20 show that both ARISE and manual calculations of 
environmental impacts have similar outputs.  
B.16.4 Economic Impacts 
The number of investments simulated by ARISE is also used for validation of 
economic impacts. However, instead of using two extreme scenarios, two other moderate 
scenarios are used for the validation.  In scenario 4 (zero investment scenario), ARISE and 
manual calculations show similar results: no economic impact is shown as in Table B.21. The 
100% investment scenario in scenario 2 has different macroeconomic impact values and 
ARISE produces a total that is 249.8 million IDR lower than manual calculations. The 
difference is caused by the limited decimal places of Leontief inverse matrix in the ARISE 
model, while spreadsheet has higher decimal places. Consequently, a higher amount of 
investment will produce higher errors of macroeconomic analysis although the maximum 
error is relatively small compared to the total macroeconomic impact. The issue can be 
clarified by using default values and 12% interest subsidy scenarios, and as a result, both 
scenarios have errors less than 0.001 million IDR.   
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Table B.20 Validation of PV investment decisions and environmental impacts in 2010 
Scenario* 
Rural households without electricity access - house owner Urban households with PLN access- house owner 
No investment 100% investment No investment 100% investment 
Input 
PV Price (IDR/ 100 Wp) 100,000,000  0 100,000,000  0 
OM costs (IDR/year) 100,000,000  0 100,000,000  0 
PV inverter price (IDR)   100,000,000  0 
FIT (% of 2017 tariff)   100  1000 
Manual calculation 
Number of households (in 1,000 unit) 2,922 2,922 19,899 19,899 
Greenhouse gases - operational (kg CO2eq) 0 60,613,033.0 0 6,191,677,324.8 
Greenhouse gases - construction (kg CO2eq) 0 1,180,229,958.2 0 120,561,580,789.7 
Aluminium (ton) 0 1,168.8 0 119,394.0 
Energy (GJ) 0 143,639.7 0 14,672,925.6 
Steel (ton) 0 30,242.7 0 3,089,319.8 
Concrete (ton) 0 14,610.0 0 1,492,425.0 
ARISE result 
Number of investment (in 1,000 unit) 0 2,922  0 19,899  
Investment rate (%) 0 100 0 100 
Greenhouse gases - operational (kg CO2eq) 0  60,613,033.0  0  6,191,677,324.8  
Greenhouse gases - construction (kg CO2eq) 0  1,180,229,958.2  0  120,561,580,790  
Aluminium (ton) 0  1,168.8  0  119,394  
Energy (GJ) 0  143,639.7  0  14,672,926  
Steel (ton) 0  30,242.7  0  3,089,320  
Concrete (ton) 0  14,610.0  0  1,492,425  
Differences 
Greenhouse gases - operational (kg CO2eq) 0 0 0 0 
Greenhouse gases - construction (kg CO2eq) 0 0 0 0 
Aluminium (ton) 0 0 0 0 
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Energy (GJ) 0 0 0 0 
Steel (ton) 0 0 0 0 
Concrete (ton) 0 0 0 0 
Greenhouse gases - operational (kg CO2eq) 0 0 0 0 
* Conducted at other default values 
 
Table B.21 Validation of macroeconomic impacts in 2010 
Scenario 
Default 100% capital subsidy 
12% interest 
subsidy 
Price IDR 10 million 
per 100Wp & no loan 
1 2 3 4 
New final demand of PV (IDR million) in ARISE 4,057,256.00  269,654,544,114,399,000.00  5,096,176.00                             -    
Interest payment (IDR million) in ARISE 309,645.50  -    388,934.78   
Economic impact from ARISE (IDR million) in ARISE 11,811,186.51  753,709,734,823,249,000.00  14,835,614.32                             -    
Economic impact from manual calculation (IDR million) 11,811,186.51  753,709,734,823,247,000.00  14,835,614.3                             -    
Differences (IDR million) -         0  2,176  -  0                             -    
Note on the scenario name: (1) Default values; (2) 100% capital subsidy and other default values; (3) 12% interest subsidy and other default values; (4) Price IDR 10 million per 100Wp PV, no 
loan and other default values.  
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B.17 Adapting ARISE for Other Countries 
Minimum requirements needed to adapt ARISE for uses in other countries are as 
follows:  
a. Change the GIS files (i.e. *.dbf, *shp, *.shx), including social and technical data in DBF 
file. If household data cannot be broken down to urban/rural, dwelling owner/ non-
dwelling owner, electricity access type, then use the variable of households with 
electricity access (*_UPLNO) and the variable of households without electricity access 
(*_RNEO); 
b. Change the values of the Leontief Inverse Matrix in “m input-output 6.txt”;  
c. Change the values of the annual urbanisation rate in procedure “LOAD”; 
d. Change the values for variables “FIT2017” and “SUN_FIT”. If the target country does 
not have feed-in tariff (FIT) policy, then the variables can be used as a policy scenario; 
e. Change the cost values to the country data; 
f. Change the values of electricity tariff “TARIFF-450” and “TARIFF-6600” in procedure 
“DEFAULTVALUE” to the country tariff. In Indonesia, tariff 450 is a subsidised tariff 
for the poor household while tariff 6600 is the most expensive. 450 and 6600 indicate the 
limit of installed supply capacity (stated in volt-ampere/ VA) in the households; and 
g. Change the values of other parameters if necessary.  
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Power Generation - Agent-based Modelling (PowerGen-ABM) requires NetLogo 
5.3.1, developed by the Northwestern's Center for Connected Learning and Computer-Based 
Modeling (CCL), and its Linear Programming extension (Wilensky, 1999, MacKenzie, 
2016). The overview, design concepts, and details (ODD) protocol by Grimm et al. (2006) 
and Grimm et al. (2010) is used to describe PowerGen-ABM as follows: 
 
C.1 Purpose 
PowerGen-ABM is an optimisation model for power plant expansions from 2010 to 
2028 with Indonesian electricity systems as the case study. PowerGen-ABM integrates three 
approaches: techno-economic analysis (TEA), linear programming (LP), and input-output 
analysis (IOA) and environmental analysis. TEA is based on the revenue requirement (RR) 
formula by UCDavis (2016), and the environmental analysis accounts for resource 
consumption (i.e., steel, concrete, aluminium, and energy) and carbon dioxide equivalent 
(CO2e) emissions during the construction and operational stages of power plants.  
The motivation to develop PowerGen-ABM is to assess the impacts of emission 
reduction targets on the electricity sector, specifically regarding: 
a. energy mix,  
b. electricity generation costs,  
c. national economic output,  
d.  CO2e emissions in construction and operational stages of power plants, and 
e. consumption of resources (i.e., steel, concrete, energy and aluminium).  
The specific questions addressed by PowerGen-ABM are: (1) what is the optimal generation 
mix and capacity mix under different emission reduction scenarios?; (2) what are the costs 
and benefits of the emission reduction target?; and (3) can renewable energy targets be 
achieved? 
 
C.2 Entities, state variables, scales 
PowerGen-ABM has three entities, i.e. technology, power plant, and region. Their 
state variables are defined in Tables C.1, C.2, and C.3. These variables are stored in a 
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modular database in multiple CSV files so that they can be changed easily for any data 
updates or applications in other countries. A one-time step in PowerGen-ABM is a single 
year. 
Table C.1 State variables of Technology Entity 
Definition: Technology is a database storing data of existing power plants and data of 
available power plant technologies that can be selected for new power plants. 
There are 875 power plant technologies, which data is originally stored in ‘data 
technology.csv’ file. The number of technologies is fixed during simulations. The 
value of the variables is fixed unless it is stated otherwise.  
Variable name Brief descriptions 
TCode A code for a power plant technology type. There are 11 technology 
types with the following code and abbreviations: 
1. Coal-based power plant (Coal PP), 
2. Combined cycled gas turbine power plant (CCGT), 
3. Open cycled gas turbine power plant (OCGT), 
4. Geothermal power plant (Geothermal PP), 
5. Hydropower plant (Hydro PP), 
6. Small and micro-hydro power plant (MHP), 
7. Wind turbine power plant (Wind PP), 
8. City waste to energy power plant (WTE), 
9. Biomass-based power plant (Biomass PP), 
10. Photovoltaic (PV), and 
11. Oil-based power plant (Oil PP). 
TCapacity Capacity of a technology, stated in megawatt (MW). 
TCF Capacity factor (CF) of a technology, stated in %. 
TAnnual-
Efficiency-Loss 
Annual efficiency loss of PV stated in %.  
TCapital-Cost Overnight capital cost of a technology, stated in US dollars (USD) per 
kilowatt (kW). Its value changes over years at an assumed standard 
capital growth rate.  
TFuel-Cost Fuel cost of a technology, stated in USD per megawatt hours (MWh). 
Its value changes over years based on projected fuel prices in ‘data 
energy prices.csv’. 
TVarOM-Cost Variable operational and maintenance (OM) cost of a technology, stated 
in USD/MWh. Its value changes over years based on assumed OM cost 
escalation rate. 
TDepreciation Depreciation value of existing power plants, stated in USD/MW/year.  
TLabourCost Labour costs of existing power plants, stated in USD/MW. 
TRent-Cost Rental costs of existing rented power plants, stated in USD/MWh.  
TConstruction-
Period 
Construction duration of a new technology, stated in years.  
TGHGCon CO2e emissions during technology constructions, stated in kg CO2e/ 
MW. 
TSteel Steel requirements for technology construction, stated in tonne/MW. 
TAluminium Aluminium requirements for technology constructions, stated in tonne/ 
MW. 
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TConcrete Concrete requirements for technology constructions, stated in tonne/ 
MW. 
TEnergy Energy requirements for technology constructions, stated in giga joule 
(GJ)/ MW. 
TGHGOps CO2e emissions during technology operational stage, stated in kg CO2e/ 
MWh. 
TEfficiency The efficiency of coal PP, CCGT, OCGT, and oil PP, stated in %. 
Tyear The year of existing technology operation. Analysis in 2010 to 2017 
only can use technology with the same year because its data is an 
accumulation of similar technology operated in the year.  
TRegion A region where a power plant technology located. Please see region 
entity variables for names of regions.  
TMinLoad Plant factor of existing power plant technology from 2010 to 2017, 
stated in %. 
TRampRate Ramping rate (i.e., load change rate in a minute) of a power plant 
technology, stated in %. 
TOwner An owner of existing power plants. There are three types of owners 
with the following code and abbreviations: 
0. State-owned Electricity Company (PLN), 
1. Independent Power Producers (IPPs), and 
2. Rented power plants (Rent) 
The owner code for a technology that can be selected for a new power 
plant is 3. 
TLifetime Lifespan of a power plant technology, stated in years. 
 
Notes: 
Data Sources Variable names 
PLN (2011), PLN (2013), 
PLN (2014), PLN (2015), 
PLN (2016b), PLN (2017), 
PLN (2012) 
TCapacity, TCF, TFuel-Cost, TVarOM-Cost, TDepreciation, 
TLabourCost, TRent-Cost, TRegion, TMinLoad, TYear, and 
TOwner (For technologies with years in 2010 to 2017). 
IEA and NEA (2015) TCapacity, TCF, TFuel-Cost, TVarOM-Cost, TAnnual-
Efficiency-Loss, TCapital-Cost, TConstruction-Period, 
TEfficiency, and TLifetime (For new technologies). 
Table C.10 TGHGCon, TSteel, TAluminium, TConcrete, TEnergy, and 
TGHGOps.  
Gonzalez-Salazar et al. 
(2017) 
PPRampRate 
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Table C.2 State variables of Power Plant Entity 
Definition: A power plant is an electricity generation entity that is used in the optimisation 
problem. Data for power plants is taken from the Technology entities and ‘data 
power plant capacity.csv’ file, containing data for existing power plant capacity 
from 2010 to 2017 and planned power plants from 2018 to 2028 as stated in the 
PLN electricity supply business plan (RUPTL) (PLN, 2016a). Power plant 
capacity and technology capacity with similar codes, owners, regions, and years 
must be equal. Power plant capacity in 2017 is a change from capacity in 2016, so 
capacity in 2016 and 2017 is summed for analysis in 2018 and 2028. For analysis 
from 2010 to 2017, power plants with similar technology and owners in a region 
are aggregated as one power plant entity to simplify the number of power plants. 
This is because most regions have power plants that number more than one 
hundred, while data for individual power plants is not available. The number of 
technologies is fixed in 2010 and 2017. The value of the variables is fixed unless 
otherwise stated.  
Variable name Brief descriptions 
PPCode A code for a power plant type. There are 11 power plant types 
with similar code and abbreviations as in Technology entity in 
Table C.1. 
PPCapacity Capacity of a power plant, stated in MW. 
PPCF Capacity factor (CF) of a power plant, stated in %. 
PPAnnual-Efficiency-
Loss 
Annual efficiency loss of PV, stated in %.  
PPCapital-Cost Overnight capital cost of a power plant, stated in USD/kW.  
PPFuel-Cost Fuel cost of a power plant, stated in USD/MWh. Its value 
changes over years based on projected fuel prices in ‘data 
energy prices.csv’. 
PPVarOM-Cost Variable OM cost of a power plant, stated in USD/MWh. Its 
value changes over years based on assumed OM cost escalation 
rate. 
PPDepreciation Depreciation value of a power plant, stated in USD/MW/year.  
PPLabourCost Labour costs of a power plant, stated in USD/MW. Its value 
changes over years based on assumed OM cost escalation rate. 
PPRent-Cost Rental costs of a rented power plant, stated in USD/MWh. Its 
value changes over years based on assumed rental cost growth 
rate. 
PPConstruction-Period Construction duration of a power plant, stated in years.  
PPGHGCon CO2e emissions during power plant constructions, stated in kg 
CO2e/ MW. 
PPSteel Steel requirements for power plant constructions, stated in 
tonne/MW. 
PPAluminium Aluminium requirements for power plant constructions, stated in 
tonne/MW. 
PPConcrete Concrete requirements for power plant constructions, stated in 
tonne/MW. 
PPEnergy Energy requirements for power plant constructions, stated in GJ/ 
MW. 
PPGHGOps CO2e emissions during power plant operational stage, stated in 
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kg CO2e/MWh. 
PPEfficiency Efficiency of coal PP, CCGT, OCGT, and oil PP, stated in %. 
PPyear The year of power plant operations for a power plant in 2010 to 
2017 and the year of a power plant firstly operated after 2017.  
PPRegion A region where a power plant located. Please see region entity 
variables for names of regions.  
PPMinLoad Plant factor of existing power plants in 2010 and 2017; stated in 
%. 
PPRampRate Ramping rate (i.e., load change rate in a minute) of a power 
plant, stated in %. 
PPOwner An owner of a power plant. The code and abbreviations are 
similar to TOwner in Table C.1. 
PPLifetime Lifespan of a power plant, stated in years. 
PPFixOM-Cost Fix OM cost of a power plant, stated in USD/MW. Its value is a 
sum of PPDepreciation and PPLabourCost. 
PPInterestPayment Yearly interest payments of a power plant during loan duration, 
stated in USD. 
PPPeak-Production Electricity productions during peak load hours, stated in MWh. 
PPCycle-Production Electricity productions during cycle load hours, stated in MWh. 
PPBase-Production Electricity productions during base load hours, stated in MWh. 
PPMinProduction Minimum electricity production of existing power plants, stated 
in MWh. It is used for analysis in 2010 and 2017. 
PPPeak-Cost Electricity production costs during peak load duration, stated in 
USD/MWh. Its value is a sum of PPFuel-Cost, PPVarOM-Cost, 
and PPRent-Cost.  
PPCycle-Cost Electricity production costs during cycle load duration, stated in 
USD/MWh. Its value is a sum of PPFuel-Cost, PPVarOM-Cost, 
and PPRent-Cost. 
PPBase-Cost Electricity production costs during base load duration, stated in 
USD/MWh. Its value is a sum of PPFuel-Cost, PPVarOM-Cost, 
and PPRent-Cost. 
PPAvailableProduction Available electricity supply in a day, stated in MWh. The value 
is from PPMinProduction for analysis in 2010 to 2017 or 
PPMaxDailyProduction for analysis after 2017. 
PPMaxDailyProduction Maximum electricity supply in a day, stated in MWh. It is a 
function of PPCapacity, PPCF and production duration. 
PPActive Active status of planned power plants in RUPTL whether a 
power plant is:  
0. Not active or not used in the analysis, or  
1. Active or used in the analysis. 
 
Notes: 
Data Sources Variable names 
Table C.1 (for existing 
power plants and 
planned power plants in 
RUPTL) and simulation 
outputs (for other cases) 
PPYear, PPRegion, PPCode, PPCapacity, PPCF, PPFuel-Cost, 
PPVarOM-Cost, PPFixOM-Cost, PPDepreciation, 
PPLabourCost, PPRent-Cost, PPOwner,  
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Table C.1 PPAnnual-Efficiency-Loss, PPCapital-Cost, PPConstruction-
Period, PPGHGCon, PPSteel, PPAluminium, PPConcrete, 
PPEnergy, PPGHGOps, PPEfficiency, PPMinLoad, 
PPRampRate, PPLifetime, PPInverterPrice, and 
PPInverterPeriod. 
Simulation outputs PPInterestPayment, PPPeak-Production, PPCycle-Production, 
PPBase-Production, PPMinProduction, PPPeak-Cost, PPCycle-
Cost, PPBase-Cost, PPAvailableProduction, 
PPMaxDailyProduction, and PPActive 
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Table C.3 State variables of Region Entity 
Definition: A region is a province, or a group of several provinces connected to a main 
electricity grid system. Region has a function to store regional data input and 
simulation outputs. The number of technologies is fixed. The value of the 
variables is fixed unless otherwise stated. 
Variable name Brief descriptions 
RCode-r A code for a region. There are 15 regions with code as follows: 
1. Sumatera provinces 
2. Riau Archipelago 
3. Bangka Belitung 
4. Java provinces & Bali 
5. West Kalimantan 
6. South Kalimantan, East Kalimantan, North Kalimantan & 
Central Kalimantan 
7. North Sulawesi & Gorontalo 
8. South Sulawesi, Central Sulawesi & West Sulawesi 
9. Southeast Sulawesi  
10. West Nusa Tenggara 
11. East Nusa Tenggara 
12. Maluku 
13. North Maluku 
14. Papua 
15. Papua Barat 
RYear The year of a region. Region with similar code has RYear for 
2010 to 2028 (29 years) so total region entities are 15 times 29.   
RTotal-demand Total electricity demands in a year, stated in gigawatt hours 
(GWh). It is calculated from RCommercial-demand, 
RResidential-demand, RIndustrial-demand, RPublic-demand 
and electricity demand intervention scenarios.  
RCommercial-demand Commercial electricity demands in a year, stated in GWh. The 
data is stored at ‘data regional commercial demand.csv’ file. 
RResidential-demand Residential electricity demands in a year, stated in GWh. The 
data is stored at ‘data regional residential demand.csv’ file. 
RIndustrial-demand Industrial electricity demands in a year, stated in GWh. The data 
is stored at ‘data regional industrial demand.csv’ file. 
RPeak-load Maximum peak load in a year, stated in MW. The data is stored 
at ‘data regional peak load.csv’ file.  
RPublic-demand Public electricity demands in a year, stated in GWh. The data is 
stored at ‘data regional public demand.csv’ file. 
RProd-reserves A ratio between electricity production and electricity demand. It 
is calculated from electricity production and electricity demand 
in analysis in 2010 to 2017. Otherwise, it is randomly assigned 
by using standard deviation, minimum value, maximum value 
and average value in 2010 to 2017. In analyses after 2018, it is 
used to calculate the required electricity production.  
RCycle-Period A duration of cycle load, stated in hours.  
RPeak-Period A duration of peak load, stated in hours. 
RCommercial- The share of commercial electricity demands in total electricity 
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peakweight demand in 2010. Its data is stored at ‘data sectoral demand share 
in 2010.csv’ file.  
RResidential-
peakweight 
The share of residential electricity demands in total electricity 
demand in 2010. Its data is stored at ‘data sectoral demand share 
in 2010.csv’ file. 
RIndustrial-peakweight The share of industrial electricity demands in total electricity 
demand in 2010. Its data is stored at ‘data sectoral demand share 
in 2010.csv’ file. 
RPublic-peakweight The share of public electricity demands in total electricity 
demand in 2010. Its data is stored at ‘data sectoral demand share 
in 2010.csv’ file. 
RPeak-final Peak load used in the analysis. It is an adjustment of the reported 
or forecasted peak load by using demand interventions, 
RCommercial-peakweight, RResidential-peakweight, 
RIndustrial-peakweight, and RPublic-peakweight. 
RTotal-production Yearly total electricity production in a region, stated in GWh. 
RGHGOps Yearly CO2e emissions from power plant operations in a region, 
stated in kg CO2e.  
RGHGCon Yearly CO2e emissions from power plant constructions in a 
region, stated in kg CO2e. 
RSteel Yearly steel consumptions by power plant constructions in a 
region, stated in ton. 
RAluminium Yearly aluminium consumptions by power plant constructions in 
a region, stated in ton. 
RConcrete Yearly concrete consumptions by power plant constructions in a 
region, stated in ton. 
REnergy Yearly concrete consumptions by power plant constructions in a 
region, stated in GJ. 
REmission Business-as usual (BAU) emission projections in a region, stated 
in kg CO2e. Its data is stored at ‘data regional emission.csv’ file. 
RTotalFixCost Yearly fix costs of power plants located in a region, stated in 
million USD. 
RElectricityCost Yearly variable OM costs of power plants located in a region, 
stated in million USD. 
RTotalCost A sum of RTotalFixCost and RElectricityCost, stated in million 
USD. 
ROptimisedCost Yearly optimal electricity production costs in a region, stated in 
million USD.  
RSupplyCost Average electricity production costs in a region, stated in USD/ 
MWh. It is a division of RTotalCost with RTotal-production. 
RP_Geothermal A potential of geothermal in a region, stated in MW. Its data is 
stored at ‘map.dbf’ file. 
RP_Hydro A potential of large hydro in a region, stated in MW. Its data is 
stored at ‘map.dbf’ file. 
RP_MHP A potential of micro hydro in a region, stated in MW. Its data is 
stored at ‘map.dbf’ file. 
RP_Wind A potential of wind energy in a region, stated in MW. Its data is 
stored at ‘map.dbf’ file. 
RP_Biogas A potential of biogas in a region, stated in MW. Its data is stored 
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at ‘map.dbf’ file. 
RP_Biomass A potential of biomass in a region, stated in MW. Its data is 
stored at ‘map.dbf’ file. 
RP_Solar A potential of solar energy in a region, stated in MW. Its data is 
stored at ‘map.dbf’ file. 
RSupply-PLN Yearly electricity productions of each PLN’s power plant types 
in a region, stated in GWh.  
RSupply-IPP Yearly electricity productions of each IPP’s power plant types in 
a region, stated in GWh.  
RSupply-Rent Yearly electricity productions of each rented power plant types 
in a region, stated in GWh.  
RSupply Total electricity productions of each power plant types in a 
region, stated in GWh. 
RInvestment-value Yearly investment values of power plant constructions, stated in 
million USD.  
RFinalDemand Yearly monetary values of power plant operations, stated in 
million USD. 
RInterestPayment Yearly interest payments of power plant financing, stated in 
million USD. 
 
Notes: 
Data Sources Variable names 
PLN (2011), PLN 
(2013), PLN (2014), 
PLN (2015), PLN 
(2016b), PLN (2017), 
PLN (2012) 
RCode-r, RYear, RTotal-demand, RCommercial-demand, 
RResidential-demand, RIndustrial-demand, RPublic-demand, 
RPeak-load, RCommercial-peakweight, RResidential-
peakweight, RIndustrial-peakweight, RPublic-peakweight,  
GOI (2017) RP_MHP, RP_Hydro, RP_Solar, RP_Wind, RP_Geothermal, 
RP_Biomass, and RP_Biogas.  
Simulation outputs RProd-reserves, RCycle-Period, RPeak-Period, RPeak-final, 
RTotal-production, RGHGOps, RGHGCon, RSteel, 
RAluminium, RConcrete, REnergy, REmission, RTotalFixCost, 
RElectricityCost, RTotalCost, ROptimisedCost, RSupplyCost, 
RSupply-PLN, RSupply-IPP, RSupply-Rent, RSupply, 
RInvestment-value, RFinalDemand, and RInterestPayment.  
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C.3 Process overview and scheduling 
PowerGen-ABM has eight main sub models, as shown in Figure C.1. PowerGen-
ABM begins by resetting values from previous simulations and sets values of initial 
parameters, which are counters, TEA variables, optimisation variables, elasticities of 
electricity demands, construction cost distributions which are assumed linear as on IEA and 
NEA (2015), caloric values of various energy, assumptions of cost growths, and policy 
interventions to electricity demands and production (Sub model Load). After this, PowerGen-
ABM opens data of energy prices, OM costs, cost growths, and technical specifications in 
CSV files and then creates technology entities and stores technology data to the entities (Sub 
model Technology Data). PowerGen-ABM then opens sectoral electricity demand data in 
CSV files, creates region entities and stores demand data to the entities (Sub model Demand 
Data). It opens power plant data in CSV file and to create power plant entities based on the 
data (Sub model Power Plant Data). Lastly, the program opens renewable energy potential in 
Geographic Information System (GIS) file and stores data in Regions’ variables (Sub model 
GIS Data).  
Once all data is opened and transferred to related entities, the next process is a yearly 
schedule for optimal dispatch and expansion of power plants (Sub model Simulation in 
Figure C.2). Total electricity demand is calculated by using sectoral electricity demands, 
external interventions (if any) and demand elasticities. Total electricity demand is then 
converted to average daily electricity demand in peak, cycle and base loads. These daily 
demands, along with power plant capacity, minimum electricity production, renewable 
energy potential, and emission targets, become constraints in a cost minimisation problem. 
The estimations of environmental impacts are conducted in this schedule. The optimisation 
objectives are discussed in more detail in section C.7. Having processed all this simulation, 
PowerGen-ABM then uses IOA to estimate the overall economic impacts of electricity 
production and power plant construction (Sub model Economic Impact Estimation). The last 
phase is a report-generating process. Two generated CSV files contain simulation results in 
national and regional levels with filenames ‘cek-NationalResults.csv’ and ‘cek-
RegionalResults.csv’ respectively. A header template for these CSV files is provided in 
‘Report Header Template.xlsx’ file.  
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Figure C.1 Process flow of PowerGen-ABM 
Start 
Sub model Load: 
✓ Reset values 
✓ Open Leontief Inverse Matrix 
✓ Open elasticities of electricity demand 
Sub model Technology Data: 
✓ Open data for fuel prices 
✓ Open data for labour cost, variable OM costs and 
cost growth rate 
✓ Open Technology database 
✓ Create technology entities 
Sub model Demand Data: 
✓ Open data for residential electricity demands 
✓ Open data for industrial electricity demands 
✓ Open data for commercial electricity demands 
✓ Open data for public electricity demands 
✓ Open data for peak loads 
✓ Open data for electricity demand share 
✓ Open data for emissions 
✓ Create region entities 
Sub model Power Plant Data: 
✓ Open data for power plant capacity 
✓ Create power plant entities 
Sub model Simulation 
Sub model Economic Impact Estimation: 
✓ Calculate yearly additional economic outputs 
Sub model check-Regional Results: 
✓ Report simulation results of regional indicators in 
external csv file 
✓ Report simulation results of national indicators in 
external csv file 
End 
Sub model GIS Data: 
✓ Open data for renewables potential in GIS file 
and store in Regions’ variables 
Intervention Scenario: 
✓ Default values, or 
✓ Options in interface. 
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Figure C.2 Process flow of sub model Simulation 
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r = 1 
t = 2010 
Calculate total electricity demand and peak load of region r at year t 
t > 2017? 
Calculate daily electricity demand 
in peak, cycle, and base load 
Power plant update (including 
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optimisation) 
Optimisation in 2010 to 2017 
Calculate daily electricity demand 
in peak, cycle, and base load 
Emissions 
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PowerPlant-
Update2017+Env 
Create random production reserve 
Calculate emissions 
constraint 
Optimisation with 
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PowerPlant-Update2017 
Optimisation without 
emissions constraint 
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Constructions of new power plants & Cost-Environments2017+ 
r = r + 1 
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r > 15? 
t > 2028? 
End 
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No 
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PowerGen-ABM provides several inputs for policy scenarios as follows: 
a. Policy interventions to electricity demands by using elasticities of electricity demands 
in Table C.4 for: 
i. Changes in electricity customers in commercial sector (%); 
ii. Changes in electrification ratio (%); 
iii. Changes in urbanisation (%); 
iv. Changes in electricity prices (%); 
v. Changes in electricity saving target in public sector (%). 
 
b. Policy interventions to electricity productions: 
vi. Changes in capital subsidy (%); 
vii. Changes in loan interest rate (%); 
viii. Changes in other incentives that will reduce variable OM costs (%); 
ix. Changes in financing durations (years); 
x. Changes in production tax credit (PTC) and its duration (years);  
xi. Changes in IPP’s contract durations (years); 
xii. Changes in minimum equity owned by IPP (%); 
xiii. Changes of policies that can change the cost of equity of IPP (%); 
xiv. Changes in guaranteed electricity bought from maximum IPP’s electricity 
production (%); and 
xv. Changes in emission targets (%). 
 
Table C.4 Elasticities of sectoral electricity demands in Indonesia 
Elasticities Residential sector Industrial sector Commercial sector 
Electricity price -0.2 - - 
Number of customers 0.32 - 0.3 
Urbanisation 1.31 4.25 3.03 
Source: Al Irsyad et al. (2018) 
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C.4 Basic principles 
This section discusses the main concepts in PowerGen-ABM, i.e., the economics of 
power generations, linear programming (LP), techno-economic analysis (TEA), input-output 
analysis (IOA) and environmental analysis.  
C.4.1 The economics of power generation 
The focus on the economics of power generation is to determine electricity generation 
costs per generated electricity unit. PLN terms this as a basic production cost (BPP) which is 
calculated by using five cost components. The first component (i.e., component A) is fixed 
cost or construction cost, which has a fixed value regardless of whether or not the power 
plant is in operation. The second and third components (components B and D) are fixed and 
variable OM costs. Examples of fixed OM costs are labour and management costs while 
variable OM costs vary by electricity production volumes, such as lubricants and other spare 
parts. The fourth component (component C) is fuel costs, which are influenced by fuel prices, 
technology efficiency, electricity production volume and fuel type. The final component 
(component E) denotes a cost for electricity grid systems connecting IPP power plants to the 
PLN electricity system. PowerGen-ABM ignores component E for simplicity.  
The cost assumption is the most crucial factor influencing the result of a cost 
minimisation problem. Therefore, we extensively reviewed studies on these costs (Cembalest, 
2015, IEA and NEA, 2015, Black and Veatch, 2012, Lazard, 2017) and the result is that the 
costs are widely varied in different countries. In the end, for comparative analysis with other 
studies, PowerGen-ABM used costs in the most recent previous Indonesia’s study by 
Handayani et al. (2017). Exceptions were costs for WTE and oil PP that were obtained from 
IEA and NEA (2015) and Lazard (2017) respectively. Table C.5 compares costs used by 
Handayani et al. (2017) and other studies. Fuel costs in PowerGen-ABM are calculated based 
on energy prices, caloric-value and power plant efficiency, so the effect of energy price 
changes can be estimated. Mostly, costs used by Handayani et al. (2017) were at lower cost 
range in IEA and NEA (2015) as shown in Table C.5.  
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Table C.5 A comparison of costs used in previous studies 
Power plants Studies Capital cost 
(USD/kW) 
Fuel costs 
(USD/MWh) 
Variable OM cost 
(USD/MWh) 
Fix OM cost 
(USD/MW) 
Efficiency 
(%) 
Coal PP Al Hasibi et al. (2013)+ 1,548 * 2.2 36,000  
Coal PP Black and Veatch (2012) 2,890 to 6,560  3.71 to 6.02 23,000 to 35,200  
Coal PP Das and Ahlgren (2010) + 1,152 to 1,671   50,696 to 58,761  
Coal PP Handayani et al. (2017) + 1,867 * 3.8 64,000 44 
Coal PP IEA and NEA (2015) 813 to 6,539 15 to 40 3 to 19  21 to 51 
Coal PP Kumar (2016) + 1,080  14 10,800 32 
Coal PP Lazard (2017) 2,000 to 6,100 5 2 to 5 40,000 to 80,000  
Coal PP Tanoto and Wijaya (2011) and Wijaya 
and Limmeechokchai (2009) + 
1,226 26.8 2.2   
CCGT Al Hasibi et al. (2013) + 850 * 11.7 43,000  
CCGT Black and Veatch (2012) 1,230 to 3,750  3.67 to 10 6,310 to 18,400  
CCGT Das and Ahlgren (2010) + 634   20,739 58.5 
CCGT Handayani et al. (2017) + 817 * 3.8 24,000 57 
CCGT IEA and NEA (2015) 627 to 2,323 37 to 104 3 to 9  30 to 61 
CCGT Kumar (2016) + 700  28 27,000  
CCGT Lazard (2017) 400 to 1,000 11.8 2 to 3.5 6,200 to 5,500  
CCGT Tanoto and Wijaya (2011) and Wijaya 
and Limmeechokchai (2009) + 
600 52.3 5.4   
OCGT Al Hasibi et al. (2013) + 1,733 * 5.4 18,000  
OCGT Black and Veatch (2012) 651  29.9 5,260  
OCGT Handayani et al. (2017) + 439 * 3.8 21,000 38 
OCGT IEA and NEA (2015) 500 to 933 69 to 114 5 to 36  30 to 44 
OCGT Lazard (2017) 650 to 1,100 18.8 10 to 15 5,000 to 20,000  
OCGT Tanoto and Wijaya (2011) and Wijaya 
and Limmeechokchai (2009) + 
550 86.5 11.7   
Geothermal PP Al Hasibi et al. (2013) + 1,664 * 6.4 30,000  
Geothermal PP Black and Veatch (2012) 5,940 to 9,900  31   
Geothermal PP Handayani et al. (2017) + 2,675 0 0.7 53,000 10 
Geothermal PP IEA and NEA (2015) 1,493 to 6,625  11 to 100   
Geothermal PP Kumar (2016) + 4,000  420 45,000  
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Geothermal PP Lazard (2017) 3,500 to 5,600  30 to 40   
Geothermal PP Tanoto and Wijaya (2011) and Wijaya 
and Limmeechokchai (2009) + 
1,800  3   
Hydro PP Al Hasibi et al. (2013) + 1,239  6.0 15,000  
Hydro PP Black and Veatch (2012) 3,500  6 15,000  
Hydro PP Handayani et al. (2017) + 2,200 0 3.8 56,000 100 
Hydro PP IEA and NEA (2015) 598 to 8,687  5 to 41   
Hydro PP Kumar (2016) + 1,334  910 14,900  
MHP Handayani et al. (2017) + 3,350 0 3.8 67,000 100 
MHP IEA and NEA (2015) 1,369 to 9,400  5 to 41   
MHP Kumar (2016) + 1,557  3 15,200  
Wind PP Black and Veatch (2012) 1,980  0 60,000  
Wind PP Das and Ahlgren (2010) + 831   23,044  
Wind PP Handayani et al. (2017) + 1,756 0 0.8 44,000 100 
Wind PP IEA and NEA (2015) 1,200 to 2,999  10 to 36   
Wind PP Kumar (2016) + 1,600   24,000  
Wind PP Lazard (2017) 900 to 1,050  0 30,000 to 40,000  
WTE IEA and NEA (2015) 1,852 to 8,667 63 52 to 193   
Biomass PP Black and Veatch (2012) 990 to 3,830  0 to 15 20,000 to 95,000  
Biomass PP Das and Ahlgren (2010) 1,451 to 2,492   58,761 to 89,870 25 to 46 
Biomass PP Handayani et al. (2017) + 2,228 * 6.5 78,000 35 
Biomass PP IEA and NEA (2015) 587 to 6,945 157 4 to 70   
Biomass PP Lazard (2017) 1,500 to 3,500 3.4 to 6.8 10 50,000  
PV Black and Veatch (2012) 2,357 to 5,950  0 17,100 to 50,000  
PV Das and Ahlgren (2010) + 2,808   11,522  
PV Handayani et al. (2017) + 1,953 0 0.4 20,000 100 
PV IEA and NEA (2015) 728 to 3,366  56   
PV Kumar (2016) + 4,800   12,000 15 
PV Lazard (2017) 1,100 to 3,560 0 0 9,000 to 25,000  
Oil PP Lazard (2017) 500 to 800 62 10 10,000  
Note: * Calculated from energy price projections; one million British Thermal Unit (MMBTU) = 293.07 kWh; +Indonesia case studies 
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Selecting optimal power plant composition should not solely rely on power plants 
with the lowest marginal production costs (Bank, 2000). Another crucial variable influencing 
the cost of electricity is the daily power plant factor, which is the ratio of actual electricity 
production to the maximum electricity production at rated power plant capacity within a year. 
A higher power plant factor reduces capital costs per generated electricity unit. The power 
plant factor is influenced by daily electricity demand patterns, which can be divided into 
three load types: base load, cycling load, and peak load. Figure C.3.a shows the duration 
difference of these loads. Baseload in the bottom area of Figure C.3 is defined as demand that 
exists in 24 hours while cycle load is demand above base load and fluctuated during a day. 
Bank (2000) defines peak load as the highest electricity demand occurring for 0.5 - 1 hour. 
Thus, base load is efficiently served by power plants with the lowest marginal costs while 
peak load is efficiently supplied by power plants with the lowest fixed cost. 
 
 
 
 
(a) Daily demand curve  (b) Load duration curve 
Figure C.3 An illustration of load division 
 
The daily demand curve in Figure C.3.a can be converted to the load duration curve 
showing cumulative hours of each load type as shown in Figure C.3.b. This has a relationship 
with load height and load duration as follows (Othman et al., 2015): 
ℎ𝑝 + ℎ𝑐 + ℎ𝑏 =
1
𝑡𝑝
∫ 𝐹(𝑥)𝑑𝑥
𝑡𝑝
𝑜
 
ℎ𝑐 + ℎ𝑏 =
1
𝑡𝑐 − 𝑡𝑝
∫ 𝐹(𝑥)𝑑𝑥
𝑡𝑐
𝑡𝑝
 
ℎ𝑏 =
1
24 − 𝑡𝑐
∫ 𝐹(𝑥)𝑑𝑥
24
𝑡𝑐
 
where ℎ𝑝 is electricity demand height in peak load duration (𝑡𝑝), ℎ𝑐 is electricity demand 
height in cycle load duration (𝑡𝑐), and ℎ𝑏 is electricity demand height in 24 hours base load 
duration. These heights of load types are crucial to determining total capacity requirements, 
especially under renewable energy planning and therefore methods for estimating load 
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duration curve are continuously developing (Golling, 2012, Nahmmacher et al., 2016). Those 
studies relied on historical data on the daily demand curve, which is unavailable publicly in 
Indonesia’s case.  
Therefore, this study developed a simple estimation method taking into consideration 
the relationship of parameters of load duration curve in Figure C.3.b as follows: 
𝐷𝑎𝑖𝑙𝑦 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 = 24ℎ𝑏 + 𝑡𝑐ℎ𝑐 + 𝑡𝑝ℎ𝑝    (C.1) 
𝑝𝑒𝑎𝑘 𝑙𝑜𝑎𝑑 = ℎ𝑏 + ℎ𝑐 + ℎ𝑝       (C.2) 
 
where ℎ𝑝 is defined as 5% of peak load. This assumption is still lower than the height of 
electricity demands in cycle and peak load duration in Jamali1, a region with the highest 
disparity between ℎ𝑏 and peak duration (P3BJB, 2011). A substitution rule between equation 
C.1 and C.2 derives:  
ℎ𝑏 =
𝐷𝑎𝑖𝑙𝑦 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑑𝑒𝑚𝑎𝑛𝑑−ℎ𝑝𝑡𝑝−( 𝑝𝑒𝑎𝑘 𝑙𝑜𝑎𝑑∗𝑡𝑐)+ℎ𝑝𝑡𝑐
24−𝑡𝑐
   (C.3) 
ℎ𝑐 = 𝑃𝑒𝑎𝑘 𝑙𝑜𝑎𝑑 − ℎ𝑝 − ℎ𝑏       (C.4) 
 Maximum 𝑡𝑐 is defined as 23 hours that is lower than 24 hours for base load duration 
while maximum 𝑡𝑝 is defined as 0.5 hour
2. 𝑡𝑐 is then minimised in PowerGen-ABM 
simulations under empirical data from 2010 to 2017 to satisfying three conditions: base load 
demands higher than cycle load demand, positive cycle load demand, and the existence of 
optimal electricity productions. This may not be an ideal estimation method, and, therefore, 
future studies are encouraged to use actual daily demand curves in all regions to determine 
future daily demand curves. Demands in each load type are then used as constraints in the 
linear programming to obtain optimal power plant dispatch.  
 
C.4.2 Revenue requirement (RR) of power plant investments 
PowerGen-ABM uses RR, which is more useful for direct comparisons to renewable 
energy tariffs, compared to other techno-economic analysis, e.g., levelised cost of energy and 
                                                 
1 Jamali, at the highest peak load in 2010 had peak load 18,100 MW and hb around 13,800 MW. Therefore, the 
rest of load height was 23% of peak load. At the lowest peak load in 2010, the peak load in Jamali was 11,521 
MW and hb was around 7,000 MW so the rest of load height was 39% of peak load.  
2 The minimum cycle load duration is assumed 3 hours. Peak load duration in Jamali system is commonly stated 
for 1 hour in 19.00 to 20.00 local time, but we assume it as 0.5 hours since we narrow the definition of the 
height of demand in peak load duration as 5% of total peak load.  
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discounted payback period. RR, stated in USD/MWh, is calculated by using a modified RR 
formula by UCDavis (2016) as follows:   
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦 =
𝐴𝑛𝑛𝑢𝑎𝑙 𝑟𝑒𝑣𝑒𝑛𝑢𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠
𝐴𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑠
=
𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ ∗  ( 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦 ∗  
(1 +  𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
(1 +  𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒 − 1
)
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 ∗ 𝐶𝐹 ∗ 24 ∗ 365
 
where capacity is stated in MW, CF is for capacity factor (%), cost of equity is for the rate of 
return on the equity portion of the investment, and economic life is the lifetime of the 
equipment. The total present worth is defined as:  
𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ
=  ∑ ( 𝐸𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡  
𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝐿𝑖𝑓𝑒
𝑡
+ 𝐴𝑛𝑛𝑢𝑎𝑙 𝑂𝑀 𝐶𝑜𝑠𝑡𝑠𝑡 + 𝑇𝑎𝑥𝑒𝑠𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡 − 𝐼𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒𝑠𝑡
− 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑜𝑛 𝑑𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡) ∗ (1 + 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)
−𝑡 
which is derived from: 
a. equity recovery that is uniform annual revenue to earn a stipulated rate of return on 
equity: 
𝐸𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡
= (𝑇𝑜𝑡𝑎𝑙 𝑒𝑞𝑢𝑖𝑡𝑦 ∗ 𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)
∗
(1 +  𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
(1 +  𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦)𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒 − 1
) 
b. debt recovery that is the fixed annual debt payment:  
𝐷𝑒𝑏𝑡 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 = 𝐿𝑜𝑎𝑛 ∗
(1 +  𝐿𝑜𝑎𝑛 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠)𝐿𝑜𝑎𝑛 𝑝𝑒𝑟𝑖𝑜𝑑
(1 +  𝐿𝑜𝑎𝑛 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠)𝐿𝑜𝑎𝑛 𝑝𝑒𝑟𝑖𝑜𝑑 − 1
) 
where the loan period is stated in years;  
c. annual O&M costs that consist of annual fixed O&M costs and periodic inverter 
replacement costs:  
𝐴𝑛𝑛𝑢𝑎𝑙 𝑂𝑀 𝑐𝑜𝑠𝑡𝑠𝑡 = (𝐹𝑖𝑥𝑂𝑀𝐶𝑜𝑠𝑡 + 𝐼𝑛𝑣𝑒𝑟𝑡𝑒𝑟 𝑐𝑜𝑠𝑡𝑠𝑡) ∗ (1 + 𝐸𝑠𝑐𝑎𝑙𝑎𝑡𝑖𝑜𝑛)
𝑡−1 
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d. debt reserve that is a guaranteed fund placed in the reserve account to warrant debt 
repayment. Debt reserve is assumed to be equal to debt recovery and will be returned 
at the end of the loan period. Hence, debt reserve gains interest annually; 
e. the incentive that is a parameter for a general incentive that may reduce O&M costs; 
and 
f. taxes for the investment and operation of the PV:  
𝑇𝑎𝑥𝑒𝑠𝑡 = (
𝑇𝑎𝑥 𝑟𝑎𝑡𝑒𝑠
1 − 𝑇𝑎𝑥 𝑟𝑎𝑡𝑒𝑠
) ∗ (𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡 + 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡
+ 𝐸𝑞𝑢𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑡 + 𝐷𝑒𝑏𝑡 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑡 − 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛𝑡 − 𝑇𝑎𝑥 𝐶𝑟𝑒𝑑𝑖𝑡𝑡) 
where: 
𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡 = 𝐸𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 − 𝐸𝑞𝑢𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑡 
𝐸𝑞𝑢𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑡 = 𝐶𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦 ∗ 𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1   
𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡 = 𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1 −
𝐸𝑞𝑢𝑖𝑡𝑦 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡  
𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡
= 𝐷𝑒𝑏𝑡 𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑡 − (𝐿𝑜𝑎𝑛 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 ∗ 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1) 
𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡 = 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑡−1 − 𝐷𝑒𝑏𝑡 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑝𝑎𝑖𝑑𝑡 
𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛𝑡 =
1
𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
∗ 𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 
𝑇𝑎𝑥 𝐶𝑟𝑒𝑑𝑖𝑡 = 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑡𝑎𝑥 𝑐𝑟𝑒𝑑𝑖𝑡 𝑟𝑎𝑡𝑒 ∗ 𝐴𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑠  
Real total presented worth is calculated by adding the inflation effect:  
𝑅𝑒𝑎𝑙 𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ
= 𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑡ℎ ∗ (
1 + 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
1 + 𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛
− 1)
∗
(
 
 
(1 + (
1 + 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
1 + 𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 ))
𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
(1 + (
1 + 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
1 + 𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 ))
𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑙𝑖𝑓𝑒
− 1
)
 
 
 
A spreadsheet of RR formula is available in ‘Revenue requirement formula.xlsx’ but users 
must manually change values for different power plant lifespans and construction periods. 
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C.4.3 Input-Output Analysis (IOA) 
PowerGen-ABM uses the Leontief Inverse Matrix in Table C.6 for IOA.  
Table C.6 Leontief Inverse Matrix in PowerGen-ABM 
Sectors 1 2 145a 145b 145c 145d 145e 145f 145g 145h 145i 145j 145k 170 
Industry (1) 1.889418042 0.706517011 1.452235130 1.100994487 1.009720530 1.150158616 0.465114979 0.465114979 0.545630232 1.884013776 1.861579569 1.681922265 0.903502972 0.275988733 
Services (2) 0.090927962 1.188609159 0.163083433 0.122157315 0.112167105 0.102448473 0.099881600 0.099881600 0.032662927 0.090991797 0.091256805 0.081855303 0.071287246 0.220743484 
Coal PP (145a) 0.008836675 0.009376697 2.431888981 0.005752633 0.005103191 0.005685395 0.002679094 0.002679094 0.029627985 0.008963740 0.009491215 0.008446721 0.004384705 0.008991382 
CCGT (145b) 0.004316038 0.004579797 0.003590741 2.282042144 0.002492517 0.002776879 0.001308532 0.001308532 0.026900524 0.004447328 0.004992338 0.004390179 0.002141592 0.004391600 
OCGT (145c) 0.001162903 0.001233970 0.000967481 0.000757044 2.393731978 0.000748196 0.000352568 0.000352568 0.063958876 0.001514137 0.002972180 0.002390160 0.000577026 0.001183262 
Geothermal PP (145d) 0.000679733 0.000721272 0.000565506 0.000442503 0.000392547 1.966576579 0.000206081 0.000206081 0.002287387 0.000689553 0.000730321 0.000649915 0.000337279 0.000691633 
Hydro PP (145e) 0.001736708 0.001842841 0.001444860 0.001130589 0.001002951 0.001117374 2.317590509 0.000526533 0.017830742 0.001828560 0.002209857 0.001915696 0.000861744 0.001767113 
MHP (145f) 0.000011883 0.000012609 0.000009886 0.000007735 0.000006862 0.000007645 0.000003603 2.317070349 0.000003485 0.000011851 0.000011720 0.000010584 0.000005896 0.000012091 
Wind PP (145g) 0.000000001 0.000000001 0.000000001 0.000000001 0.000000001 0.000000001 0.000000000 0.000000000 1.000000000 0.000000001 0.000000001 0.000000001 0.000000000 0.000000001 
WTE (145h) 0.000000022 0.000000024 0.000000018 0.000000014 0.000000013 0.000000014 0.000000007 0.000000007 0.000000006 1.000000022 0.000000022 0.000000020 0.000000011 0.000000023 
Biomass PP (145i) 0.000009208 0.000009771 0.000007661 0.000005994 0.000005318 0.000005924 0.000002792 0.000002792 0.000002700 0.000009183 1.000009082 0.000008202 0.000004569 0.000009369 
PV (145j) 0.000000023 0.000000024 0.000000019 0.000000015 0.000000013 0.000000015 0.000000007 0.000000007 0.000000007 0.000000023 0.000000023 1.000000020 0.000000011 0.000000023 
Oil PP (145k) 0.000906790 0.000962206 0.000754407 0.000590316 0.000523673 0.000583417 0.000274920 0.000274920 0.019041284 0.001008949 0.001433031 0.001207409 1.459052724 0.000922666 
Bank (170) 0.013779062 0.021024921 0.022405197 0.045255033 0.015270299 0.017891573 0.019024219 0.019024219 0.004959486 0.013752177 0.013640572 0.012297290 0.008916370 1.005668068 
Source: Al Irsyad et al. (2019) 
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C.4.4 Environmental Factors 
Environmental factors in Table C.7 is based on international literature, so CO2e 
emissions in power plants’ operation should be adjusted to actual total emissions in Indonesia 
from 2010 to 2017. Therefore, the emission factor of coal PP, which had the largest 
electricity production share, was increased until emissions calculated from a multiplication of 
electricity productions and emission factors in Table C.7 equal to total actual emissions. The 
adjusted emission factors of coal PP has an increasing trend in 2010 to 2017 so the emission 
factor of coal PP in 2017 is used for emission factor of new coal PP in 2018 to 2028.  
Table C.7 Environmental factors used by PowerGen-ABM 
Power plant 
technology 
Construction (per MW capacity) Emission in 
operating (kg 
CO2e/MWh) 
Sources: Processed 
from following 
studies 
CO2eq  
(kg) 
Steel 
(ton) 
Aluminium 
(ton) 
Concrete 
(ton) 
Energy 
(GJ) 
Coal PP 134,456.4   62.2   0.6   178.3   450.0  1,236.3  Tahara et al. (1997) 
CCGT  57,080.2 58.5 0.3 81.4 685.8 486.7 Sullivan et al. (2010) 
OCGT 101,440.0   51.1   0.2   71.3   363.0   563.0  Tahara et al. (1997) 
Geothermal PP 1,423,062.0  356.0   46.1   459.0  1,613.7   73.2   Sullivan et al. 
(2010), Eberle et al. 
(2017) 
Hydro PP/ 
MHP 
1,554,712.8  109.7   0.1   790.0  6,911.3   17.1  Tahara et al. (1997) 
Wind PP  696,322.1  106.5   8.5   402.5   9,750.0   0.9  Ghenai (2012) 
WTE 1,499,639.0  181.9    702.1  1,631.1  347.2  Cherubini et al. 
(2009), Meier 
(2002), Koroneos 
and Nanaki (2012) 
Biomass PP  139,073.8  2,076.0   1.3   159.0   17,54.5   114.4  Sullivan et al. (2010) 
PV 4,039,116.9  103.5   4.0   50.0   491.6   148.0  Tahara et al. (1997) 
Oil PP 101,171.6  51.1  0.2  71.3  363.0  755.7  Tahara et al. (1997) 
 
C.5 Emergence 
The main emergent effects analysed are: 
a. Capacity changes (in MW) and new investments (in million USD) of all power plant 
types; 
b. Yearly electricity production (in GWh) of all power plant types in all regions; 
c. Yearly electricity generation costs (in USD/MWh) in all regions; 
d. Yearly CO2e emissions and the consumptions of natural resources (i.e., steel, energy, 
concrete, and aluminium) in all regions; and 
e. Yearly national economic outputs (in million USD). 
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C.6 Adaptation 
 Not applicable. Future studies are encouraged to add adaptive traits to PLN in 
choosing power plants that will be self-financed. Another potential improvement is to 
combine the Agent-based Renewables model for Integrated Sustainable Energy (ARISE) that 
has a feature of photovoltaic adoption behaviours of households (Al Irsyad et al., 2019).  
 
C.7 Objectives 
In developing countries, analysing optimal power plant shares focusses on the 
objective of minimising generation costs subject to several technical constraints. Afful-
Dadzie et al. (2017) defined the costs as a function of capital costs, fixed operations and 
maintenance (O&M) costs, variable O&M costs, emission costs, electricity import costs, and 
costs of unserved demand. Additional constraints of energy storage, capacity reserve and load 
following power plants can be a consideration for renewable energy intermittency (Welsch et 
al., 2014). 
LP is an optimisation technique that is commonly used to obtain minimum electricity 
production subject to limited conditions. The objective of PowerGen-ABM simulations is to 
find the optimal electricity production mix and therefore, optimal electricity production costs 
under emission reduction scenarios from 2010 to 2028. The optimisation is conducted in two 
steps, as shown in Figure C.4. The first step is an optimisation problem by using existing and 
planned power plants. If the optimal dispatch is not found, then PowerGen-ABM repeats LP 
by allowing new power plants in the optimisation problem. The LP objective of PowerGen-
ABM is to minimise generation costs at region r year t by producing electricity at load l from 
technology i:  
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑟,𝑡 =∑𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙 ∗ 𝑐𝑜𝑠𝑡𝑟,𝑡,𝑖,𝑙 
Subject to: 
a. The electricity productions from all power plants i should be higher than electricity 
demand plus production reserve in each load l:   
∑𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙 ≥ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑑𝑒𝑚𝑎𝑛𝑑𝑟,𝑡,𝑙 ∗ 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑟,𝑡 
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Figure C.4 Optimisation strategy 
 
b. Each power plant i has maximum electricity production constraints3: 
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖 ≤ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑟,𝑡,𝑖 ∗ 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟𝑟,𝑡,𝑖 ∗ 24 ℎ𝑜𝑢𝑟𝑠 
                                                 
3 For optimisations in 2010 to 2017, we use power plant factor constraints so the optimised electricity 
production should be equal to actual electricity production reported in PLN’s statistics. It derives regional 
electricity production reserves, i.e., a ratio between electricity production and electricity demand. Analysis in 
2018 to 2028 uses stochastic production reserves by considering reserves in 2010 to 2017.  
Start 
Optimisation for all region r in year t = 2010 to 2017 subject to 
electricity production of power plant i equal to actual productions 
reported in PLN statistics 
Optimal dispatch?  
Optimisation for all region r in year t = 2010 to 2017 subject to 
electricity production of power plant i lower than actual 
productions reported in PLN statistics 
No 
Yes 
• Calculation of production reserves for all region r in year t = 
2010 to 2017 
• Create random production reserves for all region r in year t = 
2018 to 2028 
Optimisation for all region r in year t = 2018 to 2028 subject to 
without new power plants 
Policy scenario 
Optimal dispatch?  
Yes 
No 
Optimisation for all region r in year t = 2018 to 2028 subject to 
with new power plants 
End 
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c. Electricity production of power plant i in each load l cannot violate capacity 
limitation:  
∑
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙
𝐿𝑜𝑎𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑙
≤ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑟,𝑡,𝑖 
 
Additional constraints for optimisation for t = 2018 to 2028 are: 
d. minimum production for power plants owned by IPP as regulated at a power purchase 
agreement. For IPP’s power plants i:  
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖 ≥ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑟,𝑡,𝑖 ∗ 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑙𝑜𝑎𝑑 𝑓𝑎𝑐𝑡𝑜𝑟𝑟,𝑡,𝑖 ∗ 24 
e. emission constraints:  
∑𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖 ∗ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟𝑖 ≤ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑡𝑎𝑟𝑔𝑒𝑡𝑟,𝑡 
f. renewables potential constraints. For new power plants of renewables technology i: 
∑
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙
𝐿𝑜𝑎𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑙
≤ 𝑅𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒𝑠 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑟,𝑖 
g. maximum intermittent renewables (for i = 7 and 10) in total electricity production:  
∑𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡,𝑖,𝑙 ≤ 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑟,𝑡 ∗ 𝑚𝑎𝑥 𝑖𝑛𝑡𝑒𝑟𝑚𝑖𝑡𝑡𝑒𝑛𝑡 𝑠ℎ𝑎𝑟𝑒 
 
The last constraint is based on the fact that the penetration of renewable energy to the 
electricity grid should be limited to maintain electricity grid stability. Yan and Saha (2012) 
suggested maximum PV penetration in the Queensland electricity system is 40% while Zakeri 
et al. (2015) recommended 18.5% to 19% for maximum wind integration into the Finnish 
electricity system. The allowed penetration level depends on the electricity grid’s flexibility, 
which could improve through spreading renewable energy power plants to areas with 
different weather patterns, enlarging electricity grid interconnections and utilising energy 
storage (Brouwer et al., 2014, Albadi and El-Saadany, 2010, Yan and Saha, 2012). In each 
simulation year, PowerGen-ABM updates power plant costs, available renewable energy 
potentials, and data for new power plants.  
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C.8 Learning 
Not applicable.  
 
C.9 Prediction. 
PowerGen-ABM has a forecasted energy price data; however, power plant entities 
only can access data from current and previous years, which are then calculated to price 
growth rate. Therefore, the power plant uses price this growth for revenue requirement 
calculations.  
 
C.10 Sensing 
The power plants and technologies are assumed to have accurate information of 
capital cost, OM costs, CF, annual efficiency loss, lifespan, construction duration, CO2e 
emissions, environmental factors, ramping rate and labour costs.  
 
C.11 Interaction 
Not applicable. Further research may model the interaction of PLN and IPP in 
determining the developers of new power plants.  
 
C.12 Stochasticity 
PowerGen-ABM uses random values of production reserves for analysis from 2018 to 
2028. The random values are based on actual data of production reserves from 2010 to 2017.  
 
C.13 Collectives 
A power plant entity from 2010 to 2028 is a cumulative capacity of actual power 
plants with similar owners, types, years, and regions. For example, one power plant entity of 
oil PP 183.32MW in Papua in 2010 represented 348 oil PP units. This study then used 
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average costs and other variable values of the accumulated power plants. New power plants 
from 2017 and 2028 represent a single unit of power plants.  
 
C.14 Observations 
The analysis outputs will be displayed in a thematic map with two graphs showing 
environmental impacts and subsidy expenditures, and several output boxes showing the I-O 
analysis result and cost calculation results. Data in the thematic map can be changed by using 
a “GIS-code” chooser box. The current version of PowerGen-ABM saves simulation results 
into two files:  
• cek-RegionalResults.csv 
This file contains output variables that the values are at the regional level.  
• cek-NationalResults.csv 
This file contains output variables that the values are on a national level. The 
variables aggregate values of regional output variables.  
The header and variable units are supplied for those files in Report Header Template.xlsx.  
 
C.15 Initialisation 
PowerGen-ABM is developed in NetLogo software, and its simulation is started by 
using one button, i.e., MainSimulation. However, before starting the simulation, users should 
define policy scenarios by using the policy slider and emission constraint switch in the left 
side of the user interface. The processes of the simulation are described in section A.3.  
 
 
C.16 Validation 
PowerGen-ABM was validated by comparing the simulation results of each sub-
model in PowerGen-ABM with original data or manual calculations conducted in Microsoft 
Excel. Specifically, validation methods for each sub-model in Tables C.8 and C.9 were 
conducted every time a new sub-model was developed.  
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Table C.8 Validation methods for each sub model 
Sub model Validation method 
Load No validation needed since it only sets default values of 
parameters 
TechnologyData 1. Print/save variable of price-data in the model to a CSV 
file and then compare the CSV file with original data in 
‘data energy prices.csv’; 
2. Print/save variable of Costs2016-Data in the model to a 
CSV file and then compare the CSV file with original 
data in ‘data OM costs and growth.csv’; 
3. Print/save all technology entities in the model to a CSV 
file and then compare the CSV file with original data in 
‘data technology.csv’. 
DemandData Print/save state variables of Region entities in the model to a 
csv file and then compare the csv file with original data in 7 
csv files related to sectoral electricity demand.  
PowerPlantData Print/save states variables of PowerPlant entities in the 
model to a CSV file and then compare the CSV file with 
original data in ‘data power plant capacity.csv’. 
GISData Print/save renewable energy potential variables of Region 
entities in the model to a CSV file and then compare the 
CSV file with original data in ‘map.shp’. 
Simulation Print/save variables for total electricity demand and peak 
final of Region entities in the model to a csv file and then 
compare the CSV file with original electricity demand data 
in 7 csv files related to sectoral electricity demand.  
EconomicImpactEstimation 
IO-analysis 
Print/save input variables that will be used for IOA as well 
as outputs of IOA. The input variables are then used for 
IOA in Microsoft Excel. Outputs from PowerGen-ABM and 
Excel are then compared.  
check-RegionalResults Simulation outputs in power plant level, regional level and 
national level are compared.  
 
 
Table C.9 Validation methods for sub modules in sub model simulation 
Sub modules Validation method 
• AnalysisIn2010to2017, 
• AnalysisAfter2017 
Print/save the results of load division in the model to a 
CSV file and then compare the CSV file with manual 
calculations in the Microsoft Excel.  
• PowerPlant-Update 
• PowerPlant-Update2017+ 
• PowerPlant-Update2017+Env 
Print/save the results of PowerPlant-Update to a csv 
file and then compare the csv file with original data in 
‘data technology.csv’. 
• OptimalDispatch, 
• Re-OptimalDispatch 
• OptimalDispatch-Env2017+ 
• Re-OptimalDispatch-Env2017+ 
Print/save list-type variables of objective, constraints 
and results in the sub model to a CSV file. The 
variables of objective and constraints are then re-
optimised in Microsoft Excel. Optimisation results in 
PowerGen-ABM and Excel are equal. Validations 
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• OptimalDispatch2017+ 
• Re-OptimalDispatch2017+ 
were conducted for each region at a year selected 
randomly between 2010 to 2017.  
• Cost-Environments 
• Cost-Environments2017+ 
Print/save the results of Cost-Environments to a CSV 
file and then compare the csv file with calculation in 
Microsoft Excel using data in ‘data technology.csv’ 
and optimisation results. 
• construction-impact2011-2017 
• construction-impact2017+ 
• Print/save the results of capacity growth to a CSV 
file and then compare the csv file with data in ‘data 
power plant capacity.csv’ and ‘data power plant 
capacity.csv’. 
• Print/save the results of capital cost, variable OM 
cost, labour cost with manual calculations in 
Microsoft Excel by using the growth rate of these 
costs.  
• Print/save the results of total and distributed values 
of investments, environmental impacts and interest 
payment to previous years. These results are then 
manually calculated in Microsoft Excel by using 
data of the construction period. 
• Print/save the results of total and distributed values 
of interest payments to future years. These results 
are then compared with manual calculations in 
‘Revenue requirement formula.xlsx’.  
CommercialInvestment Print/save the values of input variables to a CSV file 
and then use these values as input in manual 
calculations in ‘Revenue requirement formula.xlsx’. 
• EnergyPrice 
• EnergyPrice-Data 
Print/save the values of input variables to a CSV file 
and then use these values as inputs for manual 
calculations in Microsoft Excel. 
RenewablesConstraints Print/save LRenewablesPotential variables in the 
model to a CSV file and then compare the CSV file 
with the multiplication of renewable energy potentials 
in each region and capacity factors of related 
renewables technologies.  
ConstructNewPowerPlants • Print/save capacities and other state variables of new 
power plants in the model to a CSV file and then 
compare the CSV file with optimisation results and 
‘data technology.csv’.  
• Print/save updated renewable energy potentials in 
the model to a CSV file and then compare it with 
renewable energy potentials in previous years and 
new capacities of renewable energy power plants. 
Store-OptimisationResult Print/save PPPeak-Production, PPCycle-Production 
and PPBase-Production of power plants in the model 
to a CSV file and then compare the CSV file with 
optimisation results.  
FixPPCost Print/save input and output values to a CSV file and 
then compare the CSV file with manual calculation in 
Microsoft Excel. 
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C.17 Adapting PowerGen-ABM for Other Countries 
PowerGen-ABM is developed by using a modular database that can be easily adapted 
for other countries’ data. These data are linked to sub-models that can be adjusted, such as 
how the number of technology in ‘data technology.csv’ should be equal to the number of 
iterations in sub model TechnologyData. Default values of parameters in sub model Load 
should also be adjusted.   
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