In the present work, a study of different numerical heat transfer models is presented used for Homogeneous Charge Compression Ignition (HCCI) internal combustion engine simulations. Since the heat loss through the walls of an engine is an important parameter during engine optimization, as it influences power, efficiency and emissions, accurate modeling techniques need to be available. In this work, the predictive capability of different Computational Fluid Dynamics (CFD) models has been assessed, by using data obtained from experiments on a Cooperative Fuel Research (CFR) engine, a simple single cylinder pancake engine, which has been probed with local heat flux sensors into the combustion chamber walls. The open-source software OpenFOAM R was used to perform simulations of this engine, under both motored and HCCI operation, with a specific focus on the performance of different heat flux models. Due to the simple engine geometry, more numerically demanding heat flux modeling methods could be used, maintaining an acceptable computation time. This allowed a full comparison between the equilibrium wall models as in standard use, an improved empirical heat flux correlation and a numerically intensive low Reynolds formulation. The numerical results considering all aspects of the heat flux -both its progress in time as well as quantitative aspects such as the peak heat flux or the total heat loss -have then been compared to an extensive experimental database. This allowed a full analysis of the performance of the different methods. It was found that the low Reynolds formulation described the physical behavior near the wall the best, while predicting acceptable results concerning the heat flux through the engine walls. The best heat flux prediction was however obtained with an improved empirical model, which additionally has a much shorter computation time. This is crucial when moving on to heat flux simulations of more complex production-type engines. Lastly, the equilibrium models were never capable of accurately predicting the wall heat flux.
Introduction
Nowadays, the transportation sector is facing problems due to its negative effects on global warming and human health, caused by the exhaust of excess CO 2 and harmful emissions like soot and NO X into our atmosphere. The bulk of the transport sector is powered by the internal combustion engine. Governing bodies are therefore imposing more stringent emissions legislations, limiting the maximum allowed quantities of CO 2 and pollutants an engine can emit. Engine manufacturers have to comply to these rules and are therefore investigating new engine technologies, trying to further develop, improve and optimize them.
An important aspect in the optimization procedure of these engine technologies, such as the HCCI combustion mode, is the study of the heat transfer through the walls of the engine [1, 2, 3, 4, 5] . This has of course a direct influence on the power and efficiency of the engine, since more heat being lost means less power being transferred to the crankshaft. Additionally this also has an influence on the thermal energy that is going out through the exhaust, which is an important aspect since different after-treatment tools require a sufficient activation temperature. Maybe less straightforward is the influence on the formation of pollutants. However, this becomes clear when we see that the formation of for example harmful NO X is mostly thermal and thus largely influenced by the temperature in the engine cylinder. It is thus clear that the heat transfer through the walls of an engine is an important aspect in the optimization process and that adequate tools are necessary to characterize and evaluate this.
Computational Fluid Dynamics (CFD) seems like an interesting tool to study this and support the optimization of the engine. It allows a fast change in engine settings and design to determine the optimal ones, without always rebuilding the experimental setup. Of course, the numerical approach has to be validated first, indicating the need for a good initial experimental database.
Other studies, like the one by Komninos et al. [4] and Rakopoulos et al. [6] base themselves on data found in literature, where heat fluxes have been measured during the engine experiments. Such data is for example presented by Nijeweme et al. [2] and Alkidas [7] for spark ignition engines and Lawton [8] for compression ignition engines.
There are a number of problems here. First, only recently have experimental data using more advanced measurements techniques become available for the new combustion modes currently being studied [9] . Thus, modeling approaches for these modes have not yet been validated. Secondly, only the performance of the different heat flux methods under motoring operation was checked previously [4, 6] . The performance of the heat flux models under fired operation, and especially HCCI operation, remains unchecked. There is therefore a need to perform experiments on engines operating according to these new principles and use appropriate measurement tools to obtain reliable and accurate data to evaluate the performance of CFD calculations. Additionally, these simulations need to be performed under both motored but also fired operation, to more accurately evaluate the performance of the heat flux models for a new combustion mode such as HCCI.
Different techniques are currently being used to measure this heat flux. An estimation based on the energy exchange with the cooling circuit [10] can be performed, but this does not give very accurate results.
To directly measure the heat flux that is going through the walls of the engine as a function of time, heat flux probes have to be mounted inside the cylinder. These sensors have to be small, since there is not much space in a production engine to insert these probes. A possible solution is the development and use of Thin Film Gauge sensors as described by Thorpe et al. [11] and De Cuyper et al. [12, 13] . Their applicability for engine research has been shown by Broekaert et al. [9, 14] by measuring the heat flux in a HCCI operated research engine as well as in a production type engine operating in PPC mode [15] . De Cuyper et al. [16] also demonstrated their use to measure the heat flux in a production type spark ignition engine.
When an extensive database of engine experiments is available, including the heat flux traces, as presented in [14, 9] , the performance of different models can be evaluated. First of all, there exist a number of different empirical models, predicting the heat flux in a zerodimensional or one-dimensional manner, like the ones developed by Annand [17] , Woschni [18] and Bargende et al. [19] . Where the model of Bargende should be best suited for HCCI operation, it was already shown by Broekaert et al. [14] that all these models are not able to correctly capture the heat flux under varying engine operation. A new model that operates well under varying settings was needed and is described in [15] .
Since these empirical models often use simple models for the flow and turbulence in the combustion chamber, improvement to the prediction of the heat flux can also be obtained by switching to three-dimensional models and studying CFD simulations of the internal combustion engine. Also here different models exist to calculate the heat flux through a wall. The earliest developed and probably best known one is the model of Launder and Spalding [20] . This model however uses a lot of simplifications, which is why different others have been developed, for example also taking variable density or viscosity into account. The well-known other heat flux models are the ones of Huh et al. [21] , Angelberger et al. [22] , Han and Reitz [23] and Rakopoulos et al. [6] . In the work of these last ones, the performance of these CFD models has also been analyzed by comparing them with the gasoline and diesel engine experiments obtained from [2, 7, 8] . They found acceptable results for the models developed by Han and Reitz [23] and Rakopoulos et al. [6] , while the results obtained using the other models were inaccurate. Others [10] however state these models overpredict the heat flux at the wall, while Nijeweme et al. [2] and Reitz [24] state the opposite, namely that these models always underpredict the heat flux. It is clear that a thorough investigation coupling experimental and numerical results is necessary.
Additionally, Nijeweme et al. [2] and Ma et al. [25, 26] propose the use of a non-equilibrium approach to calculate the wall heat flux. Contrary to the previously described equilibrium models, no simplifications are used to derive a model. Instead the energy equation is solved in the boundary layer. They compare their results with the ones obtained by using the previously mentioned models and obtained better predictions of the heat flux. Where Ma et al. studied a spark ignition engine, this work wants to focus on an engine using the auto-ignition principle to start its combustion, especially for HCCI operation. In this operation, the flow inside the combustion chamber can be fairly different and can have a large influence on the heat flux through the engine walls. A correct prediction of this heat flux is furthermore very important, as it influences the temperature and thus the start of auto-ignition or combustion, an important control parameter, especially for HCCI operation.
In this work, the different modeling techniques have all been implemented in a CFD framework using OpenFOAM R . Results from a motored study of the per-formance of these heat flux models have already been presented in [27] . This work then further analyzes the performance of these models under HCCI operation, an interesting combustion mode to tackle global emission problems, however in need of adequate modeling tools for its development and optimization.
In the remainder of this work, the experimental setup together with the used heat flux sensors is first discussed. Secondly, the numerical methodology and a framework and approach for engine simulations is pre- 
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Re Reynolds number (-) results. This database has been reported in [14] . A short overview of the experimental methodology is first given to better understand how the data was acquired and how it is used for comparison with CFD results.
CFR engine
The CFR engine, which can be seen schematically in Figure 1 , is a very simple engine, which makes it perfectly suited for research purposes. It is a flat-piston "pancake combustion chamber" engine, with a single Table 1 .
This engine has been rebuilt for HCCI operation on n-heptane by equipping the intake ducts with a preheating system and an injection system for n-heptane and by removing the throttle valve. Additionally, it also has a variable compression ratio which can be chosen by means of a lever and two values for the engine speed, 600 and 900 rpm. 
Heat flux measurements
The actual and instantaneous heat flux going through the walls of the engine was measured, differently from other works where it is estimated from the heat exchange with the cooling circuit [10] . Two types of sensors have been used for that purpose and have been mounted in the engine cylinder. The first is a commercially available Vatell HFM-7 sensor, which consists of a thermopile to measure the heat flux signal and a Resistance Temperature Detector (RTD). However, due to its rather large dimensions, another type of sensor has been developed, which can be more easily used in a production type engine. This other type of sensor is a Thin Film Gauge sensor, consisting of a thin metallic film, which acts as an RTD, on a basis of insulating material [11] . Due to the insulating layer, the heat flux signal cannot be measured directly, but has to be calculated based on the RTD measurements during postprocessing. The interested reader is referred to [12] for more information on this process.
Since the CFR-engine is not a production type engine and space for the mounting of sensors was quite large, the Vatell HFM-7 sensor was mainly used for the heat flux measurements, while the TFGs were used to get an idea of the wall temperatures. The other equipment used during the experiments is described in [14, 9] . An error analysis on the heat flux data was carried out according to the methods described by Taylor [28] . These locations can be seen in Figure 2 , where EV and IV represent the exhaust and intake valve locations. If nothing else is mentioned, the heat flux data from sensor location P1 was used. Both closed and full cycle engine simulations have been performed, as well as gas exchange simulations.
These last ones were necessary to study the effect of possible internal EGR on the species' mass fraction distribution inside the cylinder and investigate any stratification of the fuel. The discretized geometry used for these kind of simulations can be seen in Figure 3 .
These gas dynamics simulations served the goal to prop- simulations. In what follows the most important submodels for these simulations will be discussed. Table 2 . Since the main interest was the heat flux modeling and not the turbulence modeling, this model was chosen, because it is the simplest one, performing well in a standard situation. For more information on CFD, the governing equations and how to numerically calculate them and the different turbulence models, the interested reader is referred to specialist literature such as the work of Pope [35] , Schlichting [36] or Versteeg and Malalasekera [37] .
Turbulence modeling

Chemistry modeling
Transport equations for the chemical species have to be solved in combustion problems taking into account effects of convection, diffusion and reaction. For any chemical species Y k , the following equation is solved:
Here the index i represents the three orthonormal directions and u i the velocity in the corresponding direction. 
Wall heat flux calculations
To calculate the heat flux that is going through the walls of the internal combustion engine, the relation given in equation 2 can be used. This is the general way of calculating the heat flux, as a product between the density ρ, the specific heat constant c p , the thermal diffusivity α and the temperature gradient normal to the wall dT/dy.
However, in a RANS framework, cell sizes are too large to accurately calculate the temperature gradient and sub-grid turbulence modeling is necessary. We can see this adaptation in equation 3:
We clearly see the resemblance with the more wellknown relation for the viscous stress (
where the viscosity is also divided in a molecular part µ and a turbulent part µ t , the latter then calculated by the RANS-model. How this turbulent thermal diffusivity α t , necessary for heat flux calculations, can be calculated or modeled, will be discussed in the next sections.
Equilibrium wall models
The general approach in modeling this turbulent part α t is the use of equilibrium wall models, which can be derived from the thin shear layer energy equation. The obtained equation is then a relation between the temperature and the distance away from the wall, thus describing the behavior of the temperature in the near-wall or boundary layer region. This is the same methodology used to derive the log-law relationship between the velocity and the distance away from the wall in the boundary layer, based on the thin shear layer momentum equation [36] . How these near-wall relations are derived is described by Schlichting [36] and Han and Reitz [23] and is not repeated here. Only the result of these derivations is given, where in equation 4 the well-known momentum law of the wall can be recognized.
This law of the wall gives the relation between a nondimensional velocity u + at the wall, which is the ratio of the parallel velocity at the wall and the shear velocity (u/u τ ), and a non-dimensional distance away from the wall y + (y + = yu τ /ν). It describes the behavior of the velocity in the boundary layer. For more in-depth information on this boundary layer modeling, the interested reader is referred to the work of Schlichting [36] .
The solution of the thin shear layer energy equation is less uniform, since a number of different models have been proposed that use different simplifications. The derivation process, described in [23] , is however similar for all models and is omitted here. The solution presented here is the model given by Rakopoulos et al.
[6], which results in the description of the temperature boundary layer given by equation 5: By using the relation between T + and the heat flux and the definition of P + , which represent the influence of pressure fluctuations ( dP dt ) as given by equation 6, a formulation for the wall heat flux (7) can be derived from this temperature boundary layer profile [6] . 
Convective heat flux modeling
Another approach in the calculation of the heat flux, is the use of empirical correlations. These are related to the convection coefficient and therefore calculate the heat flux based on the convective law given in equation 8 .
The convection coefficient h in this equation can be found by using the Pohlhausen equation, relating the Nusselt number to the Reynolds and Prandtl number (9) .
Various empirical models exist, such as the ones from
Annand [17] , Woschni [18] or Bargende [19] , where 
with D being the engine bore, a being an engine dependent scaling coefficient, chosen equal to 0.15 for the CFR engine and b a constant chosen equal to 0.8. It was empirically shown in [15, 14] that this model performed the best for new combustion modes such as HCCI and PPC, and it is therefore also compared in this work in a CFD framework.
Low Reynolds approach
A final method that has been studied, is to no longer use any model or correlation, but to refine the mesh in the boundary layer region and thus accurately resolve the temperature in that region and therefore also the temperature gradient. This is achievable when reducing the y + value below 5, to resolve the thermo-viscous sublayer.
With this method, it is no longer necessary to model the turbulent thermal diffusivity α t , since the cell sizes are refined and the temperature gradient is now accurately calculated by the simulation. Results on this method and the other previously described methods will be presented in the next section. An important note however already on this Low Reynolds approach, is that the large increase in mesh resolution makes this method very numerically demanding, which is something that has to be taken into account.
Results and discussion
Validation
Before comparing and analyzing the different heat flux calculation methods, it is necessary to ensure that the proper operation of the HCCI engine has been sim- Here the experimental trace is again compared to the different numerical ones, where again only the results from one simulation with an equilibrium wall model have been displayed. In Figure 5 it is clear that the two important instances where combustion takes place (twostep heat release) are well predicted by all but one simulation, where only the first peak with the low Reynolds There is however a difference in total amount of heat being released between the simulations and the experiment. The simulations all represent the gross rate of heat release rate, calculated from the mass of fuel being burned and the lower heating value of n-heptane. The experimental heat release rate however represents the net rate of heat release, taking heat losses into account.
This resulted in a total cumulative heat release of 372 J and 240 J respectively. These values seem to be right since the total energy content of the injected fuel is 376 J, which differs from the found 372 J due to combustion inefficiencies. The difference of 132 J between the simulated and experimental cumulative heat release is then the total heat loss. This value is confirmed later on in this paper.
One can note that these heat losses are quite high and represent a loss of 35%. This is due to the combustion occurring mainly before TDC, as can be seen in Figure   5 , which causes the high efficiency loss. The focus of this work was however not on optimizing the combustion and its phasing, but to perform a study of the heat flux and how to model it. This will allow a correct mod-eling of HCCI operation to develop and optimize such an engine in the future.
Lastly, also the general methodology used for the simulation of internal combustion engines has to be validated. This has been conducted by performing some simulations of other engine geometries, such as the ones described in [7, 8] , and comparing the results to other published results. This validation aspect has already been reported in a previous work [27] . Furthermore, this previous work also performed a mesh dependency check for the low Reynolds methodology, resulting in an appropriate mesh, which has been used here as well.
The cell count for this low Reynolds mesh, with fine layering at the walls, was 40,000 for a 5
• sector mesh at TDC, 20 times more than the used mesh for the other methods.
Since the pressure traces overlap well, and the combustion timing is well predicted, letting aside the small early ignition found with the Low Reynolds model, it was concluded that a correct operation of the CFR engine has been simulated in all cases. Heat flux results can therefore be objectively compared and analyzed, which is presented in the next section.
Heat flux results
Due to the inserts of local heat flux probes inside the engine cylinder, the local and instantaneous heat flux going through the walls of the engine can be analyzed. Additionally, also the same trends as those found during experiments are found using this method. For example, while other methods predict a larger increase in total heat loss when increasing the compression ratio from 10 to 11 than from 9 to 10, the opposite is found with the convective modeling approach. This is also the trend that is experimentally found, as can be seen in Figure 7a .
This leads us to the conclusion that this model performs well and is best suited for a fast investigation of the heat transfer in an engine.
A last method was however also investigated, which tal ones. This method also gave the most accurate heat flux predictions under motored operation, as was reported in a previous work [27] . If a study of the heat transfer is to be performed and RANS simulations using axi-symmetry can be performed, the computational time is still acceptable and this method can still be considered.
Temperature profiles
To further analyze the performance of the different heat flux calculation methods, the behavior of the temperature in the near-wall region has been studied. How the temperature behaves can be seen in Figure 9 , for three different instances, one during compression at -
25
• CAD, one at TDC and one during expansion at 15
Even though the wall models prescribe a linear and logarithmic relation between the temperature and the distance away from the wall in equation 5 and Table   A .1, it is clear that during the simulation this is not retrieved. Due to an insufficient mesh resolution, this is not possible and an incorrect temperature gradient is found. This was however expected and a turbulent thermal diffusivity was modeled to counteract this. It is thus 
Summary and conclusions
In the present work, a study of different numerical heat transfer models is presented used for internal com- 
Appendix A. Equilibrium Wall Model Formulation
In the tables below, you can find an overview of the used equilibrium wall models, with the description of their thermal profile in the boundary layer and the equation for the wall heat flux that follows from that. 
Model
