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We study the capability of a structure predicting method based on genetic/evolutionary algorithm
for a high-throughput exploration of magnetic materials. We use the USPEX and VASP codes to
predict stable and generate low-energy meta-stable structures for a set of representative magnetic
structures comprising intermetallic alloys, oxides, interstitial compounds, and systems containing
rare-earths elements, and for both types of ferromagnetic and antiferromagnetic ordering. We have
modified the interface between USPEX and VASP codes to improve the performance of structural
optimization as well as to perform calculations in a high-throughput manner. We show that explor-
ing the structure phase space with a structure predicting technique reveals large sets of low-energy
metastable structures, which not only improve currently exiting databases, but also may provide
understanding and solutions to stabilize and synthesize magnetic materials suitable for permanent
magnet applications. VC 2018 Author(s). All article content, except where otherwise noted, is
licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/
licenses/by/4.0/). https://doi.org/10.1063/1.5004979
I. INTRODUCTION
Advances in computer technology and continuous devel-
opment of numerical methods have revolutionized the way
of performing research within materials science. Nowadays,
one can setup a virtual lab and “synthesize” new materials
with just the help of a computer. Several important factors
had contributed to such an evolution. A new way to do
research of material properties was opened by successful
implementation of Density Functional Theory (DFT) meth-
ods1 for the prediction of the electronic structure of materials
and, hence, their physical properties from first principles at
relatively modest computational costs. Further advance has
been made by development of efficient statistical methods
for analyzing the huge amount of experimental and theoreti-
cal data in order to elucidate correlations between different
properties of materials: structural, physical, chemical, etc.
With the knowledge of such correlations, both experimental-
ists and computational physicists could predict and synthe-
size new materials with desired properties: the former in a
lab, combining chemistry with physical methods, and second
on a computer by performing ab-initio calculations. With the
help of high-throughput computational methods, large data-
bases have been created,2,3 which provide structural and
thermodynamic data for a large amount of known com-
pounds as well as many hypothetical structures.
Yet, until recently, computational methods were still
inferior to experimental ones when it comes to predicting a
structure and its properties from scratch. In order to predict
or describe the properties of a material numerically, one needs
as an input its structural information. This disadvantage,
however, may become part of the past with the introduction of
structure predicting techniques based on evolutionary or adap-
tive genetic algorithms (AGA). Linked with ab-initio meth-
ods, AGA based structure prediction opens a promising
prospect for discovering new materials with given properties.
And at the same time, this method will complement the data
analysis technique.
We are experiencing an increasing influence of modern
technology on our daily life, thus continuous technological
improvement is in the focus of the material science commu-
nity. Magnetic materials play an important part in modern
technology (data processing, energy conversion), and per-
formant magnets are in great demand. The performance of a
permanent magnet, however, depends on the amount of criti-
cal raw materials (mainly rare-earth) present in its composi-
tion. A considerable amount of attention is paid now to
manufacturing competitive rare-earth free permanent mag-
nets. It is needless to say that this problem presents also a
challenge from the fundamental point of view of understand-
ing the interplay of structural parameters and physical prop-
erties of constituting elements in formation of a permanent
magnet. We have recently proposed to tackle this problem
via computational methods by using AGA for structure pre-
dicting,4 and in our investigation we chose the code
USPEX.5 It became popular recently within the materials
science community, by predicting new phases under pressure
for materials relevant for the interior of Earth, as well as
other remarkable high-pressure phases.6–8
The efficiency of exploring a large number of structures
with structure predicting methods depends strongly on the
performance of the structural optimization. Computationally,
magnetic materials add an extra degree of complexity due toa)Electronic mail: sergiu.arapan@gmail.com
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magnetic interaction. First, there exists a different magnetic
order. Second, an accurate account for localized magnetic
moment requires going beyond standard DFT calculations.
The ab-initio code VASP9 is a versatile tool to perform accu-
rate structural optimization, and the USPEX code is interfaced
with VASP, providing a way to relax structures generated by
USPEX. In the current study, we have designed our own
scheme for VASP calculations, with details given in Sec. II.
First, we study the efficiency of our scheme of predicting sta-
ble structures for various representative magnetic materials.
Second, we explore the space of low-energy metastable phases
of these magnetic compounds. Results of this investigation are
provided in Sec. III, and are complemented with discussion of
various mechanisms that produced a structure during the evo-
lutionary search, and the analysis of low-energy metastable
structures and comparison with available databases. This paper
finally concludes with the summing-up in Sec. IV.
II. METHODS
USPEX uses an evolutionary algorithm to generate dif-
ferent structures. It uses as an input the number and type of
ions to be considered within the unit cell only. At the first
step, a set of structures is generated at random, by randomly
choosing a crystal space group, corresponding lattice vectors,
and ion positions. Structures generated in such a way, are,
obviously, far from their equilibrium. Thus, performing a
structure relaxation is required to estimate accurately the
energy of a structure, which serves as a fitness criterion. A
subset of fitted structures is selected to generate a next gener-
ation of structures by means of genetic operations (crossover
and mutations). The process of random generations of struc-
tures is performed also at each step to provide a diversity of
structures for each generation. The search for an optimal
structure is performed until no new best structures are gener-
ated for a certain number of generations or the maximum
number of generations is reached. We have also performed
calculations with several formula units for each compound.
USPEX is interfaced with several numerical codes, based
on ab-initio or classical molecular dynamics methods, able to
perform structural relaxation. Among them, VASP is, cur-
rently, one of the most reliable codes in terms of accuracy and
versatility.10 All VASP calculations were performed with the
PAW PBE 5.4 potentials,11,12 with an energy cut-off up to 1.4
of the default VASP energy cut-off, and an automatic k–points
generating scheme with a scaling factor starting from 10 to 30.
In the current study, the way the VASP performs the structural
optimization is controlled by an auxiliary script, which allows
for greater flexibility for running calculations than the original
USPEX setup. The purpose is twofold: (i) improving the per-
formance of structural optimization (better accuracy of calcula-
tions and shorter calculation times), and (ii) performing the
calculations in an adaptive and automated way. We follow the
same prescription of performing structural optimization in sev-
eral steps, increasing the accuracy at each step. But we have
introduced several modifications, which makes the search for
magnetic structures more efficient. First, it is starting with non-
spin-polarized calculation at a larger volume, performing shape
and ion position relaxations. Second, it is switching to the
spin-polarized calculations and adding volume relaxation with
an increased energy cut-off. Finally, it is getting the equilib-
rium parameters via a series of shape and ion position optimi-
zations at given volumes by fitting E ¼ EðVÞ to an equation of
state (EOS). A check of the job status is performed at each
relaxation step. In the case of an error, calculations are
restarted with relevant parameters changed on the fly. At each
stage, a refinement of the symmetry of the relaxed structure is
performed. At the end of structural relaxation, an additional
calculation is performed with a different magnetic order and
the lowest energy is considered (in this study we consider only
collinear spin configurations). We have performed few runs by
calling the VASP program through the standard USPEX
scheme and by our script and the comparison shows a speed-
up of calculations up to 30% (for a structure with 6 atoms).
For our study, we have chosen some representative mag-
netic materials13 as well as some magnetic compounds of
interest to the development of rare-earth free permanent
magnets. We tried to study across different types of magnetic
materials, like metallic alloys, oxides, and system with local-
ized magnetic moments, featuring both ferromagnetic and
antiferromagnetic ordering. Crystal structures of considered
systems are shown for convenience in Fig. 1. We have tried
to be as unbiased as possible, taking as an input the unit for-
mula of the compound and its magnetic ordering as addi-
tional information. For each compound, we started by
performing a search with one formula unit, then increasing
the number of atoms to two formula units, and, providing
that the number of ions in the unit cell is less than 10–15,
increasing further up to three formula units. Although using
DFT calculations yields accurate results, the cubic scaling of
the computational effort with the number of ions in the unit
cell imposes a hard limit on the size of investigated system.
In addition, the size of the population scales in a linear fash-
ion with the number of ions, since the number of structures
considered within one generation in USPEX is a factor of
two or three larger than the number of ions. In almost all of
the USPEX calculations, we used the following settings for
producing the next generation. A fraction of 0.65 of best
structures of current generation have been chosen to evolve
to the next one. 40% of structures were produced by hered-
ity, 10% by permutations, and another 10% by soft-
mutations. The remaining 40% of structures were generated
at random. The maximum number of generations was set to
30 and the convergence criterion set to 15 generations. All
USPEX calculations ended by reaching the convergence cri-
terion. After completion of a set of calculations with one,
two and/or three formula units we have analyzed the results
and compared against reference data.
III. RESULTS AND DISCUSSION
In the following, we will present in some detail the
obtained results. We began our exploration by considering
intermetallic magnetic compounds, which form into the
ordered L10 structure and are the focus of the current efforts
for making a permanent magnet from some magnetic materi-
als adopting this structure. A representative compound is the
CoPt.13 The L10 phase forms around the equiatomic
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composition (25% to 60% Co) of CoPt alloys at elevated
temperature from the disordered A1 structure.14 The L10
CoPt is a good performance permanent magnet, which exhib-
its high Curie temperature (TC ¼ 840K), high saturation
magnetization (l0MS ¼ 1T), and very high uniaxial anisot-
ropy (Ku ¼ 4:9MJ=m3).13 It is used in medical and military
applications, as well as in precision instrument manufactur-
ing, but is costly because of Co and Pt high supply risk.15
We performed several runs for structures with one, two,
and three formula units in the unit cell. In all cases, the L10
structure was found as the stable structure. For the run with
one formula unit, the size of population of one generation
was 6 structures. The stable CoPt structure was obtained in
the second generation by heredity from a structure with cubic
symmetry, the B2 structure, space group #221, and another
one with hexagonal symmetry, space group #191, which
were the best structures of the first generation. About 90
structures were generated, but all of them relaxed to just
8 distinct symmetry groups. Calculations were run in parallel
with 2 cores/job and finished in about 6 h. For the run with
two formula units in the unit cell, the size of the population
was 10 structures, and the L10 structure was obtained at the
start by random generation. About 150 structures were gen-
erated, which relaxed in structures with 20 distinct symmetry
groups. Jobs were run in parallel with 2 cores/job and took
about 36 h. Finally, in the run with three formula units per
unit cell the L10 structure was obtained in the second genera-
tion by soft-mutation from a structure with the hexagonal
symmetry, space group #164, which was the best among first
generation. Soft-mutations are structural changes induced by
displacing atoms along the softest mode eigenvector or a ran-
dom linear combination of soft mode vectors. About 250
structures were calculated with 31 distinct symmetries and
calculations ran for about 180 h. An intuitive graphical repre-
sentation of the described process of getting the L10 structure
of CoPt by means of genetic operations is shown in Fig. 2.
FIG. 1. Crystal structures of some rep-
resentative magnetic materials used for
the high-throughput exploration by
using structure prediction.
FIG. 2. The process of predicting the
L10 phase of CoPt by using the genetic
algorithm implemented in USPEX for a
structure with one formula unit per unit
cell (right) and three formula units per
unit cell (left). In the case of one for-
mula unit, the first row of structures
(from top to bottom) is structures gener-
ated randomly in the first generations. In
the second row, relaxed structures are
shown (the relaxation process is sche-
matically represented by red arrows and
labels provide the space group number).
In the second generations (third row),
structures are obtained via genetic oper-
ations: a crossover of two structures
(heredity). The structure finally relaxes
towards the L10 structure. In the case of
three formula units, the genetic opera-
tion, which leads to the L10 structure, is
a softmutation of a relaxed structure.
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We applied a similar procedure for two other compounds,
which adopt the L10 structure: MnAl and FeNi. The L10 FeNi
alloy has attracted a great deal of attention because it has a
large uniaxial magnetic anisotropy energy (MAE) with Ku
¼ 1:3MJ=m3, and nearly the same saturation magnetization,
l0Ms ¼ 1:59 T, as Nd2Fe14B, with high Curie temperature and
corrosion resistance.16 Unfortunately, the formation of the L10
phase in FeNi is extremely sluggish. So far, the only bulk FeNi
sample in the L10 phase was found in meteorites, where it took
billions of years to be transformed under extreme conditions
and temperatures.17 In MnAl, the L10 (s-phase) forms in meta-
stable ferromagnetic MnAl compound in a range of composi-
tions stretching from 51% to 58% Mn.18,19 In experiments, the
A3 antiferromagnetic -phase transforms to an intermediate
orthorhombic ferromagnetic 0-phase at high temperatures,
which leads to the metastable ferromagnetic s-phase.20 The
MnAl s-phase is a promising permanent magnet, which exhib-
its high Curie temperature (TC ¼ 650K), high saturation mag-
netization (l0Ms ¼ 0:75 T), high uniaxial anisotropy
(Ku ¼ 1:7MJ=m3), and very low cost.21 However, its metasta-
ble nature and moderate coercivity (HC ¼ 0:2 0:8MA=m)22
prevent it from being manufactured for permanent magnet
applications.
For both compounds, we performed runs with a number
of atoms per unit cell from one to four formula units and all
runs predicted the L10 phase as the stable one. As in the case
of CoPt, the L10 structure is obtained by various genetic
operations. For the MnAl, for example, the L10 structure
emerged as result of crossover in the second generation for
one and three formula unit runs, and was randomly generated
in the second generation for the two formula unit run and in
the fourth generation for the four formula units run. In the
case of FeNi, the L10 structure was obtained by heredity in
the second generation for the one formula unit and two for-
mula unit runs, in the seventh generation for the three for-
mula unit run, and randomly generated in the first generation
for the four formula unit run.
Although the L10 is a simple basic structure and could
be predicted by just performing a random search, the evolu-
tionary algorithm implemented in the USPEX code allows us
to get this structure easy as a result of genetic operations. In
Fig. 3, we show the energy distribution of generated struc-
tures during 16 generation for the case of CoPt with a three
formula unit run. We can see that randomly generated struc-
tures, represented by red disks, span a large energy interval
[Fig. 3(a)] and most of them are energetically very unstable,
while most of the relevant metastable phases are generated
as a result of various genetic operations. If we consider that
an energy window of DE ¼ 200meV above the ground state,
E0, contains most of the relevant metastable phases, than we
could roughly estimate the performance of random structure
sampling compared to that of the genetic algorithm method
as the ratio of number of randomly generated structures with
energy E0 < E < E0 þ DE, and all generated structures
within the same energy window [Fig. 3(b)]. It is obvious that
this ratio will be determined by the number of atoms in the
unit cell, decreasing with increasing the number of atoms. In
the case of one formula unit run (2 atoms) for all compounds
that adopt the L10 structure, this ratio is about 0.2, while for
the three formula unit run (6 atoms) the ratio is about 0.1.
These results are consistent with other tests,23 which clearly
shows that the evolutionary method outperforms the random
sampling runs.
While predicting already known structures is more of a
methodological interest, it is instructive to analyze the set of
low-energy metastable structures generated by USPEX and
see how this method of exploring the structural phase space
compares with other high-throughput numerical techniques.
We have selected metastable structures with energies less
than 100meV/atom above the stable phase. The results
obtained for all three compounds are shown in Table I. We
observe that these three different compounds have also simi-
lar metastable phases, but differently ordered energetically.
Some structures differ, but tend to adopt similar symmetries.
A remarkable fact is that the output of predicted phases is
noticeably larger than the current available information from
databases.
This extra information may help to understand why, for
example, the disorder-order transition to the L10 phase in the
FeNi is extremely slow. If we compare the energies of meta-
stable phases in CoPt and FeNi, we can see that in the former
compound exists a set of metastable structures very close
(less than 20meV/atom) in energy to the ground state, while
in the FeNi the gap between the ground state structure and
metastable phases is relatively large. We may speculate that
these energetically low lying phases could facilitate the tran-
sition to the L10 structure in CoPt. We show crystal lattices
of best predicted structures in CoPt in Fig. 4. We observe
FIG. 3. Energy distribution of structures generated during 16 generations for
the case of CoPt with the three formula unit run: (a) all generated structures,
and (b) structures within 200meV interval above the ground state. Different
symbols show the origin of generated structures: random generation (red
disks) or as a result of certain genetic operation.
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three groups of structures within the best metastable phases.
The first two best metastable structures with space group
numbers #65 and #51 are orthorhombic distortions of the
L10 phase. The structure #51 is present in the AFLOW data-
base as the best metastable phase for the MnAl and could be
the intermediate orthorhombic ferromagnetic 0-phase.20 A
second set of structures shown in Fig. 4 (#38, #123b, #65b,
#99) has as the basic element the orthorhombically distorted
L10 cell with some swapped positions of Co and Pt atoms.
This set of structures represents the group of best metastable
phases for the FeNi, and the structure denoted as #65b is
also present in the AFLOW database for the MnAl. A third
group comprises some low symmetry structures (#8 and
#12), which seem to combine elements from the first two
mentioned groups. Finally, we can also see the presence of
two low-energy metastable structures in MnAl, which repre-
sent the case of the L10 structures with c=a < 1, the #123
phase, and with c=a ¼ 1, the #221 phase. Although these
two phases can be obtained by small tetragonal distortions
from the L10 phase, they are energetically very unstable
(well above 100meV=atom from the ground state) in CoPt
and FeNi systems.
We have continued our study by considering few
Mn-based magnetic compounds, like (i) MnBi, a representa-
tive material of ferromagnetic manganese pnictides, (ii)
NiMnSb, representing the family of Heusler and half-Heusler
alloys, (iii) IrMn3 as an example of antiferromagnetic Mn-
based alloys, and (iv) MnF2, illustrating the antiferromagnetic
fluorides.13 For all these examples, we performed calculations
with one and two formula units per unit cell only, which has
proven to be enough to predict the experimentally known
structures.
MnBi is a hard ferromagnet with anisotropic magneto-
striction. It exhibits good magneto-optic properties due to the
strong spin-orbit coupling of Bi. The B81 hexagonal structure
of MnBi was randomly generated at the 8th generation during
the run with two formula units. Structures generated during
the one formula unit run were all energetically very unfavor-
able separated by a gap larger than 100meV=atom above the
ground state. We have found 4 structures of MnBi with one
formula unit present in the AFLOW and all of them were gen-
erated during the USPEX run. For structures with two formula
units, AFLOW provides one metastable structure, which also
is reproduced by our search. A list of metastable structures is
shown in Table II.
NiMnSb was one of the first materials to be identified as
a half-metal and is an example of a half-Heusler XYZ alloy,
with ions X, Y, and Z arranged on four interpenetrating A1
lattices. It is also the only ternary compound we have tried to
predict with USPEX. The experimentally known structure,
the C1b phase, was predicted for both, one formula unit and
two formula units, runs. There are six C1b structures of
TABLE I. Space group (#N) and energy/atom in meV (DE) above the
ground state L10 phase for a set of metastable structures predicted by
USPEX for CoPt, FeNi, and MnAl. We have bold faced structures that are
present in the AFLOW library.24 Indices discriminate structures with differ-
ent Wyckoff positions of ions for the same symmetry.
CoPt FeNi MnAl
Sym DE Sym DE Sym DE
#65 3 #65b 26 #51 36
#51 4 #99 30 #123 41
#38 4 #38 31 #221 41
#8 9 #51 35 #65b 50
#12 10 #11 35 #141 65
#123b 11 #123b 36 #129 66
#65b 14 #8 39 #12c 71
#99 20 #25 44 #8 77
#25 24 #12b 46
#63 27 #129 47
#5 28 #141 51
#141 33 #59 52
#10 34 #166 67
#59 37 #187 69
#187 53 #160 69
#166 56
FIG. 4. Crystal lattices of best predicted structures for CoPt.
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NiMnSb available in the AFLOW database corresponding to
different arrangements of Ni, Mn, and Sb ions on the A1 lat-
tices. All of these structures are found during the evolution-
ary search. In fact, all possible permutations of ions lead to
two distinct structures only: the ground state one and a very
unstable one (denoted #216b in Table II). For the one for-
mula unit run, the unstable structure was obtained in the first
generation, while the stable structure was obtained in the
second generation in two ways: as a crossover between two
low symmetry structures and a soft-mutation of another low
symmetry structure. In the two formula unit run, the C1b
phase was obtained in the 8th generations by heredity. We
have obtained only one metastable structure with energy less
than 100meV=atom above the ground state during the two
formula unit run.
The MnF2 is a model antiferromagnet, which adopts the
tetragonal rutile (C4, space group #136) structure.13 Magnetic
moments are collinear and we have predicted this structure in
a two formula unit run. We ran several calculations with dif-
ferent magnetic orders, and the rutile phase with the antiferro-
magnetic arrangement of magnetic moments emerged as the
stable one in all runs. In one run, the rutile structure was ran-
domly generated, while in another run it evolved through a
series of genetic operations. First, a tetragonal anatase struc-
ture (C4, space group #141), best in the first generation,
underwent a softmutation in the second generation, and the
resulting structure a lattice mutation to yield the rutile struc-
ture in the third generation. Interestingly, the initial anatase
structure is the lowest metastable structure (25meV=atom
above the ground state) found during the two formula unit
run. We have found two metastable structures in the Materials
Project database, but with three formula units per unit cell:
one (space group #60) just 2meV=atom above the rutile
structure, and the second (space group #68) at 48meV=atom
above the stable phase. Similar to MnF2, the only binary
oxide that is ferromagnetic metal, CrO2, also forms in the
rutile structure.13 USPEX revealed the rutile structure to be
the stable one for CrO2 during the two formula units run, as
well as the anatase phase to be the best metastable structure
at 53meV=atom above the ground state structure. Two meta-
stable phases, which are present in the Materials Project
database, correspond to four and eight formula units
structures and energetically are close to the C5 structure
(about 50meV=atoms above the ground state).
An interesting case is the IrMn3 compound. It is an
antiferromagnet frequently used for exchange bias in thin-
film devices.13 It adopts the cubic L12 structure and has a
non-collinear arrangement of magnetic moments. In princi-
ple, we cannot predict the ground state structure by per-
forming standard collinear spin-polarized DFT calculation.
A collinear arrangement of Mn magnetic moments results
in a ferrimagnetic state with a slight tetragonal distortion of
the L12 phase towards the L10 structure (Fig. 5). This struc-
ture was found during USPEX runs with different numbers
of formula units. In fact, since the symmetry of a structure
is determined with a low precision (in order to get as higher
symmetry as possible), the stable structure yielded by
USPEX was the L12 phase. There are several metastable
structures with one and two formula units of IrMn3 avail-
able in the AFLOW database, which are also predicted by
USPEX. In addition, we have predicted a set of metastable
states with much lower energies. Results are shown in
Table II and Fig. 5, by considering the L10 structure as the
ground state.
Best performance permanent magnets contain rare-earth
elements like Nd, Dy, and Sm. Apart from searching for new
rear-earth free permanent magnets, an intermediate solution
would be finding stable magnetic phases with a lower con-
tent of rare-earth elements. For this reason, we included in
our study an example of a rare-earth based ferromagnet. We
have chosen the SmCo5, the first rare-earth permanent mag-
net with the greatest anisotropy (Ku ¼ 17:2MJ=m3) and high
Curie temperature (TC ¼ 1020K).13 It forms in the CaCu5
(D2d) hexagonal structure. The rare-earth elements have
localized magnetic moments and, generally, require the use
of DFTþU approach or use of hybrid energy functionals to
describe the charge localization of the valence f-electrons.
However, one may devise potentials, which “force” the
charge localization in the core states and perform the stan-
dard DFT calculations. We have done only one formula unit
run and the D2d structure was predicted as the stable one sev-
eral times by random generation. As the best metastable
structure (about 100meV above the ground state), we got a
similar D2d structure, but with a larger c/a-ratio and the Co
atoms well separated by Sm planes (Fig. 5).
A set of interesting metastable phases emerged during
the study of an example of interstitial magnetic compound,
namely, the Fe4N. The N stabilizes the A1 c-Fe by occupy-
ing the body centre of the cubic cell.13 We performed sev-
eral runs with one formula unit per unit cell, as well as a
run with two formula units. We have obtained the experi-
mentally known structure (space group #221) during the
one formula unit run. This structure was predicted by dif-
ferent genetic operations: through softmutation in the sec-
ond generation from a body-centered tetragonal structure
(space group #139), and through heredity in the fifth
generation with the same tetragonal structure as a parent.
This tetragonal phase is the best metastable phase for
the one formula run, higher by 12meV=atom in energy
than the ground state. The two formula unit run revealed a
set of metastable structures very close in energy, with a
TABLE II. Space group (#N) and energy/atom in meV (DE) above the corre-
sponding ground state phase for a set of metastable structures predicted by
USPEX for MnBi, NiMnSb, and IrMn3. We have bold faced structures that are
present in the AFLOW24 or Materials Project libraries. Indices discriminate
structures with different Wyckoff positions of ions for the same symmetry.
BiMn NiMnSb IrMn3
Sym DE Sym DE Sym DE
#129 40 #166 72 #71 13
#166b 67 … … #127 18
… … #216b 323 #12 23
#225 133 … …
#166 133 #194 42
#65 196 #59 60
#187 230 #25 86
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face-centered orthorhombic structure (space group #43)
having virtually the same energy as the experimentally
known structure and that could be stabilized under slight
pressure. This set of metastable structures is shown in Fig.
6. In addition to the lattice structures, the difference in
enthalpy with respect to the ground state phase of the Fe4N
as a function of pressure is shown to demonstrate the stabi-
lization of these metastable structures with pressure.
IV. CONCLUSION
In this work, we have studied the efficiency of structure
predicting methods based on evolutionary algorithms to mas-
sively explore the structural phase space of magnetic materi-
als. In particular, we have modified the interface between
VASP and USPEX codes to achieve an improved perfor-
mance for structural optimization and run the calculations in
FIG. 5. Cristal structures of best energy states for (a) the MnIr3, and (b) the SmCo5 compounds.
FIG. 6. Crystal lattices of best metastable structures predicted for Fe4N and the variation of their enthalpies (with respect to the Fe4N ground state structure)
with pressure.
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an adaptive and automated way. The evolutionary method
implemented in the USPEX code provided a 100% success
rate for the chosen set of magnetic structures (Fig. 1). Most
importantly, the evolutionary search provides us with large
sets of metastable phases, which not only complement exist-
ing structure databases, but go beyond the current high-
throughput numerical methods. In this study, we show the
richness of new metastable phases for magnetic compounds
with the L10 ground-state phase, as well as interstitially sta-
bilized magnetic compound Fe4N. These metastable phases
could provide us with a source of new magnetic structures
with desirable properties, in particular, materials suitable for
permanent magnet applications. Thus, the structure predict-
ing methodology, based on genetic/evolutionary algorithms,
is a powerful tool to improve our knowledge in a systematic
way and provide valuable information for the Materials
Genome project and for theoretical scientists and experimen-
talists designing novel functional materials.
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