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Abstract
The clique graph of a graph G is the intersection graph K(G) of the (maximal) cliques of G. The iterated clique graphs Kn(G)
are deﬁned by K0(G) = G and Ki(G) = K(Ki−1(G)), i > 0 and K is the clique operator. In this article we use the modular
decomposition technique to characterize the K-behaviour of some classes of graphs with few P4’s . These characterizations lead to
polynomial time algorithms for deciding the K-convergence or K-divergence of any graph in the class.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The clique graph of a graph G is the intersection graph K(G) of the (maximal) cliques of G. The iterated clique
graphs Kn(G) are deﬁned by K0(G) = G and Ki(G) = K(Ki−1(G)), i > 0. We refer to [28,30] for the literature
on iterated clique graphs. Graphs behave in a variety of ways under the iterated application of the clique opera-
tor K, the main distinction being between K-convergence and K-divergence. A graph G is said to be K-divergent if
limn→∞ |V (Kn(G))| = ∞. If G is not K-divergent, then it is K-convergent.
The ﬁrst examples of K-divergent graphs were given by Neumann–Lara (see [6,22]). For n2, deﬁne the n-
dimensional octahedron On as the complement of a perfect matching on 2n vertices. Then On is a complete multipartite
graph K2,2,...,2. Neumann–Lara showed that K(On)O2n−1 and hence, for n3, On is K-divergent. More recently,
other graphs have been found to be K-divergent [17,18,25].
Most of the results on convergence of iterated clique graphs are on the domain of clique-Helly graphs. A graph
is clique-Helly if its cliques satisfy the Helly property: each family of mutually intersecting cliques has non-trivial
intersection. Clique-Helly graphs have been introduced in [6,10] and studied in [26,27], among others. Clique-Helly
graphs can be recognized in polynomial time [29]. Clique-Helly graphs are always K-convergent [6]. In general, much
less is known about K-convergence, when non clique-Helly graphs are considered. Some results on convergence of
graphs which are not clique-Helly can be found in [2–4]. We give, in this paper, some results that guarantee the
K-convergence of graphs, belonging to some special classes, that are not clique-Helly.
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The question whether the K-convergence of a graph is algorithmically decidable is an open problem. Even for
restricted families of graphs very little is known. For families containing both K-convergent and K-divergent graphs,
K-convergence has been characterized only for complements of cycles [22], clockwork graphs [19], regular Whitney
triangulations of closed surfaces [20] and cographs [16]. However, in all these cases K-convergence can be decided in
polynomial time.
Many classes of graphs can be characterized in terms of special properties of the unique modular decomposition tree
associated to each graph of the class. The modular decomposition tree of any graph can be computed in linear time
[5,21]. Such a technique is the framework for linear time algorithms of many problems that are hard in general [1,9].
Using the modular decomposition technique, the behaviour under K (or K-behaviour) of cographs, i.e., the graphs not
containing as an induced subgraph a chordless path on four vertices has been completely characterized in [16]. In this
paper, this technique is used again to decide the K-behaviour of some natural extensions of the class of cographs. The
classes of P4-reducible [13], P4-sparse [11,15], extended P4-reducible, extended P4-sparse graphs [8], P4-extensible
graphs [14], P4-lite graphs [12] and P4-tidy graphs [9] are considered.
In Section 2 we give some deﬁnitions and preliminary results.
In Section 3 we give some partial results about K-convergence and K-divergence that hold for larger classes of
graphs. These results will be used in Section 4 to obtain a characterization of the K-behaviour of all the classes under
consideration. These characterizations lead to polynomial time recognition algorithms for deciding the K-behaviour of
any graph in the class.
2. Preliminaries and deﬁnitions
We consider simple, undirected, ﬁnite graphs. The sets V (G) and E(G) are the vertex and edge sets of a graph
G. A trivial graph is a graph with a single vertex. For any vertex v in V (G), the neighbourhood of v is the set
NG(v) = {u ∈ V (G) | {u, v} ∈ E(G)}. We denote by NG[v] = NG(v) ∪ {v}. For any u and v in V (G), we say that u
is dominated by v (in G) if NG[u] ⊆ NG[v] and that u and v are twins if NG[u] = NG[v]. The symbol G represents
the complement of G. A complete is a set of pairwise adjacent vertices in G and a stable set is formed by pairwise
non adjacent vertices of G. A clique of G is a complete not properly contained in any other complete. A subgraph
of G is a graph H with V (H) ⊆ V (G) and E(H) ⊆ E(G). For X ⊆ V (G), we denote by G[X] the subgraph
induced by X, that is, V (G[X]) = X and E(G[X]) consists of those edges of E(G) having both ends in X. If v is
a vertex of a subgraph H of G adjacent to every other vertex of H, then we say that v is universal in H. Let X be
a subset of V (G) and x any vertex of X. The quotient graph G/X is deﬁned as V (G/X) = (V (G) − X) ∪ {x} and
E(G/X) = E(G[V (G) − X]) ∪ {{x, v} | {u, v} ∈ E(G), u ∈ X, v ∈ V (G) − X}.
Let H and H ′ be vertex disjoint graphs. The union or parallel composition of H and H ′ is the graph G = H ∪ H ′
deﬁned as V (G) = V (H) ∪ V (H ′) and E(G) = E(H) ∪ E(H ′). The join, sum, or serial composition of H and H ′ is
the graph G = H + H ′ deﬁned as V (G) = V (H) ∪ V (H ′) and E(G) = E(H) ∪ E(H ′) ∪ {{x, y} | x ∈ V (H), y ∈
V (H ′)}. The product G × G′ of two graphs G and G′ is given by V (G × G′) = V (G) × V (G′) and E(G × G′) =
{{(u, u′), (v, v′)} : {u, v} ∈ E(G), {u′, v′} ∈ E(G′)}. We will also use the fact that K(G1 + G2) = K(G1) × K(G2)
(see [22,30]).
One promising paradigm for studying properties of a class of graphs involves partitioning the set of vertices of a
graph into subsets called modules, and the decomposition process is called modular decomposition.
A module of G is a set of vertices M of V (G) such that all the vertices of M have the same neighbours outside of M,
that is, each vertex in V (G)−M is either adjacent to all vertices of M, or to none. For instance, every singleton vertex
as well as the whole V (G) are modules. We say that M is a strong module if for any other module A the intersection
M ∩A is empty or equals either M or A. For non-trivial G, the family {M1,M2, . . . ,Mp} of all maximal (proper) strong
modules is a partition of V (G) and p2. This partition is the modular decomposition of G. We will often identify the
modules Mi by the induced subgraphs Gi = G[Mi].
For disconnected G, the maximal strong modules are the connected components. In this caseG=G1 ∪G2 ∪· · ·∪Gp
is called parallel.
If G is disconnected, the maximal strong modules of G are the connected components of G. In this case G = G1 +
G2 + · · · + Gp is called serial.
If both G and G are connected, then G is called neighbourhood.
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The modular decomposition of a non-trivial graph G is used recursively in order to deﬁne its unique modular
decomposition tree T (G). The root of T (G) is G, the ﬁrst-level vertices of T (G) are the maximal strong modules of
G, and so on. The leaves of T (G) are the vertices of G and the internal nodes of T (G) are modules labeled with P, S
or N (for parallel, serial, or neighbourhood module, respectively). A linear time algorithm that produces the modular
decomposition tree is given in [21].
If G is a serial graph and each Gi has a modular decomposition of the form
Gi =
pi⋃
j=1
Gij, pi2,
we say that G is a parallel-decomposable serial graph.
In order to study K-behaviour, the following results are useful tools. We recall them from [7,22,23] for the reader’s
convenience.
Let G, H be graphs. A morphism  : G → H is a vertex-function  : V (G) → V (H) such that the images under 
of adjacent vertices of G either coincide or are adjacent in H. A retraction is a morphism  from a graph G to a subgraph
H of itself such that the restriction |H of  to V (H) is the identity. In this case, H is a retract of G. Notice that, if v is
a vertex of G, there is always a total retraction from G to v. If H is a retract of G, then K(H) is a retract of K(G).
The following theorem describes the relationship between retracts and K-divergence [22].
Theorem 1. If G has a K-divergent retract H, then G is K-divergent.
If H is a subgraph of G obtained from G by iterated elimination of dominated vertices of G, we say that H is a strong
retract of G. We denote this operation G ∗−→H .
In this case, the following strong result given in [7] holds.
Theorem 2. Let G be a graph. If v is a dominated vertex of G, then G andG−{v} are both K-convergent or K-divergent.
For any graph G, by using modular decomposition and Theorem 2, we obtain the following corollary.
Corollary 3. If v is a dominated vertex of some module M of G, then G and G − {v} have the same K-behaviour.
Other useful results that guarantee K-divergence relate to coafﬁne graphs.
A coafﬁnation in a graph G is an automorphism  of G such that for all u ∈ V (G), u 	= (u) and {u, (u)} /∈E(G).
A graph G with a ﬁxed coafﬁne automorphism is called a coafﬁne graph.
Let G and H be coafﬁne graphs and G and H their coafﬁnations, respectively. A morphism  : G −→ H is
admissible if G = H. The coafﬁne graphs together with admissible morphisms form a category. A subgraph H of
a coafﬁne graph G is a coafﬁne subgraph of G if the inclusion morphism  : H −→ G is admissible.
If G is a coafﬁne graph, thenK(G) is also a coafﬁne graph with a coafﬁnation K : V (K(G)) −→ V (K(G)) deﬁned
by K(Q) = (Q), where (Q) is the image of Q under .
A coafﬁne graph G is expansive when there exists a sequence n1, n2, . . . of natural numbers, ni −→ ∞, and
a sequence H1, H2, . . . of coafﬁne graphs where Hi contains an increasing number of joined coafﬁne terms when
i −→ ∞ and Hi is a coafﬁne subgraph of Kni (G).
Note that if G is an expansive graph, then G is a K-divergent graph.
For coafﬁne graphs the following theorems hold [23].
Theorem 4. Let G and H 	= ∅ be coafﬁne graphs. The graph G is expansive, if K(G) contains G + H as an induced
coafﬁne subgraph.
Theorem 5. Let G be a coafﬁne graph and H an induced coafﬁne subgraph of G. If H is expansive, then also is G.
Given a modular decomposition of a graph G the following lemmas, proved in [16], are useful for ﬁnding a retraction
of G.
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Lemma 6. Let G be a graph and M a module of G. Let R be a retract of G[M]. Then any retraction  : G[M] → R
can be extended to a retraction ′ : G → (G − G[M]) ∪ R.
Lemma 7. Let G be a graph and M a module of G. Then the quotient graph G/M is a retract of G.
Lemma 8. Let G be a graph. If P = S1 ∪ S2 ∪ · · · ∪ Sq is a parallel module of G and some Si is a single vertex v, then
G − {v} is a retract of G.
Finally, we recall the following results given in [16].
Theorem 9. Let G = G1 + G2 + · · · + Gp be a serial graph. Then G is clique-Helly if and only if it satisﬁes one of
the following conditions:
(1) G has a universal vertex, or
(2) p = 2 and all the connected components of G1 and G2 have a universal vertex.
Theorem 10. A cograph G is K-divergent if and only if both the following conditions hold.
(1) G has no universal vertex, and
(2) either p3, or p = 2 and one of the connected components of G1 or G2 has no universal vertex.
3. Some results about the K-behaviour of graphs
In Theorems 11 and 12, we give sufﬁcient conditions for the K-divergence of a serial graph without universal vertex.
Theorem 11. Let G = G1 + · · · + Gp, p2, be a serial graph without a universal vertex. Then G is K-divergent if
it satisﬁes one of the following conditions:
(1) p3 and each Gi is a parallel module or a C5.
(2) p = 2, G1 is a C5 and G2 is either a C5 or a parallel module.
Proof. Let G = G1 + · · · + Gp, p2, be a serial graph without a universal vertex. In [16], it is proved that G is
K-divergent if p3 and Gi are parallel. Thus, it is sufﬁcient to consider p2 and G with at least one Gi isomorphic
to C5.
By Lemma 7 we can retract each connected component of every parallel module Gi to a single vertex. By repeating
the application of Lemma 8, we can retract each parallel Gi to K2. Then, by Lemma 6, C5 + · · · +K2 + · · · +K2 is a
retract of G.
Notice that C5 + · · · + C5 and C5 + · · · + K2 + · · · + K2 are coafﬁne graphs. These graphs contain an induced
coafﬁne subgraph C5 +C5 and C5 +K2, respectively. If C5 +C5 and C5 +K2 are expansive graphs then, by Theorem
5, C5 + · · · + C5 and C5 + · · · + K2 + · · · + K2 are expansive graphs too. Follows that they are K-divergent and, by
Theorem 1, so is G.
Now we show that G = C5 + C5 and G = C5 + K2 are expansive graphs. Then, they are K-divergent. Let us notice
that G is, in both cases, a coafﬁne graph. Then K(G) is also coafﬁne.
If G = C5 + K2, then K(G) = C10. In [24] it is proved that for n8, Cn is expansive. For the convenience of the
reader, we rewrite here the proof for n = 10.
Let us number by 0, . . . , 9 the cyclic sequence of vertices of C10. Let us consider the following cliques of C10:
A = {0, 2, 4, 6, 8}, B = {1, 3, 5, 7, 9} and the 10 cliques obtained applying the coafﬁne automorphism (0, 1, 2, 3, 4,
5, 6, 7, 8, 9) ofC10 at the clique {0, 2, 4, 7}. InK(C10) the vertices corresponding to the above cliques induce a coafﬁne
subgraph isomorphic to K2 + C10 and, therefore, K(G) is expansive by Theorem 4. Then, G is expansive too.
Let us now consider the case G=C5 +C5. Since K(G)=K(C5)×K(C5) and K(C5)C5, then K(G) is a regular
graph of degree 4 isomorphic to graph depicted in Fig. 1.
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Fig. 1. The graph K(G).
Let us denote by ij, i=0, . . . , 4, j =0, . . . , 4 the vertex set of K(G). The adjacent vertices of each vertex ij of K(G)
are i(j ± 1) and (i ± 1)j , where from now on all the sums are taken modulo 5.
Let us consider the following sets of vertices of K(G):
Vi = {(i + j)(2j), j = 0, . . . , 4}, i = 0, . . . , 4.
It is easy to see that each Vi is a stable set of K(G) and the sets Vi , i = 0, . . . , 4 form a partition of V (K(G)).
Furthermore any other vertex of V (K(G))\Vi is adjacent to exactly one vertex of Vi and, therefore, Vi is a maximal
stable set of K(G). Hence, each Vi is a clique in K(G). Such cliques do not intersect, then the graph induced by the
vertices Vi of K2(G) is isomorphic to K5. Notice that K5 is coafﬁne, since any cyclic permutation is a coafﬁnation of
K5.
Let us denote by Vij the set of vertices obtained from Vi by substituting the vertex (i+j)(2j) of Vi by its neighbours
in K(G). The correspondence between the vertices uv = (i + j)(2j) of K(G) and the sets Vij is a bijection. In fact,
for any pair of distinct vertices u and v of K(G), we have NK(G)(u) 	= NK(G)(v). Moreover, by deﬁnition of Vij,
|V (C5 × C5)| = |⋃i,j Vij|.
It is easy to see that each set Vij is a clique of K(G). Let us consider the subgraph H of K2(G) induced by the set
of vertices Vij, i = 0, . . . , 4 and j = 0, . . . , 4. The one to one correspondence deﬁned above is an isomorphism from
K(G) onto H. In fact, by construction, {(i + j)(2j), (k + l)(2l)} ∈ E(K(G)) if and only if Vij ∩ Vkl = ∅. Therefore
H is isomorphic to K(G).
Furthermore inK(G) every cliqueVij intersects all the cliques {Vi}i=0,...,4 and, therefore,K2(G) contains an induced
subgraph isomorphic to K5 + K(G).
Recall that K(G) and K5 are coafﬁne graphs. Then so is K5 +K(G). Hence, by Theorem 4, K(G) is expansive and
so is G. Therefore, the proof is complete. 
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Theorem 12. Let G=G1 +G2 be a parallel-decomposable serial graph. If at least one Gij is a C5 or a serial graph
whose modules are either C5’s or parallel modules, then G is K-divergent.
Proof. Without loss of generality, let us assume that G11 satisﬁes the hypothesis.
By Lemma 7 we can retract each Gij 	= G11 to a single vertex.
By eventually repeating the application of Lemma 8 we can retract G1 to G11 and G2 to K2. Therefore, by Lemma
6, G11 + K2 is a retract of G. Hence G is K-divergent by Theorems 11 and 1. 
4. The K-behaviour of some classes of graphs with few P4’s
The purpose of this section is to characterize the K-behaviour of graphs belonging to the P4-tidy class. This class
contains the cographs and all classical families with few P4’s mentioned in Section 1.
Let P4 be a path with V (P4)={a, b, c, d} and E(P4)={{a, b}, {b, c}, {c, d}}. A vertex v of a graph G is a partner of
an induced P4 of G, if v /∈V (P4) and NP4 [v] is distinct from the empty set, {b, c} and {a, b, c, d}. A graph G is P4-tidy
if any induced P4 of G has at most one partner [9].
A graph G is a spider if the vertex set V (G) admits a partition into sets S,Q and R such that:
(1) S is a stable set, Q is a complete and |S| = |Q|2;
(2) Every vertex in R is adjacent to all vertices in Q and non-adjacent to all vertices in S;
(3) There exists a bijectionf betweenS andQ such that eitherN(v)={f (v)} for v ∈ S (thin legs) orN(v)=Q−{f (v)}
for v ∈ S (thick legs).
Notice that any induced P4 of a spider has no partner. By replacing in a spider one vertex v ∈ Q ∪ S by a K2 or a K2,
where the vertices of K2 (or its complement) have the same neighbourhood of v, we obtain a graph such that at least
one induced P4 has one partner. This graph is called a fat spider.
We recall from [9] the following characterization of a P4-tidy graph.
Theorem 13. A graph G is P4-tidy if and only if for every induced subgraph H of G with at least two vertices exactly
one of the following conditions are satisﬁed:
(1) H is disconnected;
(2) H is disconnected;
(3) H is isomorphic to a P5 or a P5 or a C5 or a spider or a fat spider.
By excluding the presence of some induced subgraph which can occur in a P4-tidy graph according to the Theorem
13(3), we obtain a characterization of all the classes mentioned in Section 1.
A graph G is P4-lite if and only if G is a P4-tidy graph with no N-module isomorphic to a C5. A graph G is P4-
extensible if and only if G is a P4-tidy graph such that every N-module isomorphic to a spider or a fat spider has |Q|=2.
A graph G is P4-sparse if and only if G has no N-module isomorphic to a P5 or a P5 or a C5 or a fat spider. A graph G is
extended P4-sparse if and only if G has no N-module isomorphic to a P5 or a P5 or a fat spider. Finally, a P4-reducible
graph (an extended P4-reducible graph) is a P4-sparse graph (an extended P4-sparse graph) with |Q| = 2.
We recall from [9] Fig. 2. It shows the previous classes partially ordered by inclusion.
We now are in position to characterize the K-behaviour of the above classes, by using the theorems given
in Section 3.
If H is a subgraph of G obtained from G by iterated elimination of all dominated vertices in each neighbourhood
module of G, we say that H is a strong N-retract of G.
Theorem 14. If G is a P4-tidy graph, then each N-module of the modular decomposition tree of the strong N-retract
of G is isomorphic to C5.
Proof. Let G be a P4-tidy graph and let T be its modular decomposition tree.
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Fig. 2. Extensions of cographs.
We show that for every N-module M of T, ifG[M] is different from aC5, it can be transformed by iterated elimination
of dominated vertices into either a parallel decomposable serial graph isomorphic to a C4 or a trivial graph K1, by
Corollary 3.
If G[M] is isomorphic to a P5 or a P5 or a spider, it is easy to see that they can be transformed into K1, C4 and K1,
respectively.
If G[M] is isomorphic to a fat spider, then each vertex of R is dominated by some vertex of Q and, therefore, the
vertices of R can be eliminated. If G[M] is obtained by replacing a vertex of S by K2 or K2 or by replacing a vertex
of Q by K2, then each vertex of S is dominated by some vertex of Q and, therefore, G[M] ∗−→K1. Finally, let G[M]
be obtained by replacing a vertex v of Q by K2. If G[M] has thick legs every vertex of S is dominated by some vertex
of Q − {v}. Hence they can be eliminated. Now, the vertices of Q − {v} are pairwise twins and all of them except
one can be eliminated. Therefore G[M] ∗−→P3 ∗−→K1. If G[M] has thin legs, then every vertex of S with degree 1 is
dominated by some vertex of Q. Hence they can be eliminated. Now, the vertices of Q− {v} are pairwise twins and all
of them except one can be eliminated. Therefore G[M] ∗−→C4.
Let H be the strong N-retract of G. Then each N-module of the modular decomposition tree of H is isomorphic to
C5. 
Theorem 15. A connected P4-tidy graph G is K-convergent if and only if its strong N-retract H is a clique-Helly graph.
Proof. Notice that, by Theorem 2, G and H have the same K-behaviour. If H is a N-module, by Theorem 14, it is
isomorphic to C5 and therefore it is a clique-Helly graph. Otherwise, H is a serial graph and it is a clique-Helly graph
if and only if it satisﬁes the conditions of Theorem 9. In both cases, H is K-convergent.
It remains to consider the following cases: H is a serial graph with no universal vertex, and either p3 or p= 2 and
H1 (H2) is either a connected graph or it is a parallel graph with at least one connected component without universal
vertices. We show that in these cases H is K-divergent. Since H is a connected serial graph with no universal vertex,
each Hi is either a connected graph isomorphic to C5 by Theorem 14, or it is a parallel graph. Therefore, if p3 or
p = 2 and H1 (H2) is a C5, H is K-divergent by Theorem 11. If p = 2, both H1 and H2 are parallel graphs and at least
one connected component of H1 (H2) has no universal vertices, then it is either a C5 or a serial graph whose modules
are either C5’s or parallel modules. Hence H is K-divergent by Theorem 12. 
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From the proofs of Theorems 14 and 15 we obtain the following characterization of P4-tidy graphs.
Corollary 16. Let G be a connected P4-tidy graph. Then G is K-divergent if and only if G is a serial graph and it
satisﬁes one of the following conditions:
(1) p3 and each Gi is a C5 or a parallel module or a P5 or a fat spider with thin legs obtained by replacing a
vertex of Q by K2.
(2) p= 2, G1 is a C5 and G2 is a C5 or a parallel module or a P5 or a fat spider with thin legs obtained by replacing
a vertex of Q by K2.
(3) p = 2, G is a parallel-decomposable serial graph and at least one Gij is a C5 or a serial graph whose modules
are either C5’s or parallel modules or P5’s or fat spiders with thin legs obtained by replacing a vertex of Q by
K2.
By excluding the presence of some N-module which can occur in a P4-tidy graph according to the Theorem 13(3),
we obtain a characterization of all the subclasses of the P4-tidy class mentioned in Section 1.
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