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A B S T R A C T
This thesis presents the analysis of light emitted from the tip-sample junction of a scan-
ning tunneling microscope (STM) which is induced by the tunneling current flowing
between the tip and the sample. In the course of this thesis, an experiment that com-
bines STM with highly sensitive photon detection was set up. This technique is also
referred to as STM-induced light emission (STM-LE). Different modes of measurement
reveal the lateral distribution of the induced emission yield as well as the dependency
of the emission intensity on the applied bias voltage and the spectral distribution of
the emitted light in STM-LE spectra. Different sample systems are applied to study the
effect of various factors that may influence the emission intensity. This gives access to
energy transfer processes with atomic scale precision.
The careful analysis of the light emission induced on pristine and adsorbate covered
Ag(111)-surfaces reveals that mainly the local density of states (LDOS) of the sample
governs the lateral variation of the emission intensity.
A special focus of this thesis lies on the analysis of the effect of organic adlayers
on the induced light emission. For molecules adsorbed on Ag(111), the induced light
emission intensity is reduced as compared to the bare Ag-surface. In contrast, the light
emission induced on monolayers of archetype organic molecules adsorbed on various
ultrathin layered Bi-structures on Cu(111) is enhanced as compared to the substrate.
Spectroscopic measurements on C60 and 3,4,9,10-perylene-tetracarboxylic-dianhy-
dride (PTCDA) adsorbed on the initial monolayer of bismuth (Bi) on Cu(111) show
that the LDOS provided by the organic molecules significantly manipulates the depen-
dency of the emission intensity on the applied bias voltage. However, the enhancement
of the emission yield may additionally be associated to a rather low interaction between
the ultrathin Bi-structures and the organic overlayers.
A careful analysis of the spectral distribution of the light emitted from the tip-sample
junction provides the identification of the pathways of excitation as well as the partic-
ular involved energetic transitions. For the organic layers on Bi/Cu(111), the enhance-
ment of the induced light emission intensity does not involve radiative transitions
between molecular states. Like in the case of the pristine surfaces, inelastically tunnel-
ing electrons drive collective electronic excitations localized to the tip-sample junction,
so called tip induced plasmons (TIPs), which subsequently decay radiatively. The elec-
tronic states of the adsorbed molecules are directly involved in the inelastic tunneling
processes and actively modify the coupling to the TIP modes.
v

K U R Z FA S S U N G
Die vorliegende Arbeit befasst sich mit der Analyse von Licht, das angeregt durch
den fließenden Tunnelstrom vom Spitze-Probe-Kontakt eines Rastertunnelmikroskops
(STM, vom Englischen: scanning tunneling microscope) emittiert wird. Im Zuge der
Arbeit wurde ein entsprechendes Experiment aufgebaut, in dem ein Rastertunnelmi-
kroskop mit einem hochempfindlichen Aufbau zur Lichtdetektion kombiniert wurde.
Die zugehörige experimentelle Technik wird auch als STM-induzierte Lichtemission
(STM-LE) bezeichnet.
Der experimentelle Aufbau erlaubt es, sowohl die laterale Verteilung als auch den
Verlauf der induzierten Lichtintensität mit der angelegten Tunnelspannung aufzuzeich-
nen. Zudem ist eine spektrale Analyse des emittierten Lichts möglich. Verschiedene
Modellsysteme werden im Hinblick auf den Einfluss unterschiedlicher Faktoren auf
die Emissionsintensität untersucht. Dies erlaubt einen Einblick in Energietransferpro-
zesse auf atomarer Skala.
Die Analyse der Lichtemission von reinen und adsorbatbedeckten Ag(111)-Ober-
flächen zeigt, dass für die laterale Verteilung der Emissionsintensität hauptsächlich
die lokale Zustandsdichte (LDOS, vom Englischen: local density of states) der Probe
verantwortlich ist.
Ein besonderer Schwerpunkt der hier gezeigten Experimente liegt auf der Unter-
suchung des Einflusses organischer Molekülschichten auf die induzierte Lichtemissi-
on. Für adsorbierte Molekülschichten auf Ag(111) beobachtet man eine Abnahme der
induzierten Emissionsintensität im Vergleich zur Anregung auf der reinen Substrato-
berfläche. Im Gegensatz hierzu ist die Intensität der Lichtemission im Vergleich zum
Substrat stärker, wenn sie auf organischen Monolagen auf verschieden dicken Bismut-
Filmen auf Cu(111) induziert wird.
Spektroskopische Untersuchungen an den beiden Modellmolekülen C60 und 3,4,9,10-
Perylen-Tetracarbonsäure-Dianhydrid (PTCDA) adsorbiert auf einer Monolage Bismut
auf Cu(111) zeigen, dass die LDOS der Moleküle den Verlauf der Emissionsintensität
als Funktion der angelegten Tunnelspannung bestimmt. Die beobachtete Erhöhung der
Lichtausbeute für die Molekülschichten wird zudem mit einer schwachen Wechselwir-
kung der Moleküle mit dem Substrat verbunden.
Die eingehende Analyse der spektralen Verteilung des emittierten Lichts erlaubt es,
die zugrundeliegenden energetischen Übergänge zu identifizieren. Im Falle von Mole-
külen auf Bismut auf Cu(111) sind bei der Anregung der Lichtemission keine strahlen-
den Übergänge innerhalb der Moleküle involviert. Wie im Fall der reinen Silber- und
Bismut-Kupfer-Oberflächen beruht die Anregung der Lichtemission rein auf inelasti-
schen Tunnelprozessen zwischen der Spitze und der Probe. Diese koppeln an kollekti-
ve elektronische Anregungen des Spitze-Probe-Kontakts, sogenannte spitzeninduzierte
Plasmonen (TIPs, vom Englischen: tip induced plasmons), die strahlend zerfallen. Die
adsorbierten Moleküle stellen Zustände für die inelastischen Tunnelprozesse zur Ver-
fügung und beeinflussen aktiv die Kopplungsstärke zu den TIP-Moden.
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Part I
I N T R O D U C T I O N A N D M O T I VAT I O N

1
I N T R O D U C T I O N
Electronic devices have become an essential part of our everyday life. Computers, cell
phones and other mobile devices accompany us in our daily routines and are the base
of today’s worldwide network of communication and data processing. These devices
sustainably influence our work and lifestyle.
Today’s smartphones may easily outperform five year old computers. With growing
storage capacities also the number of e.g. digital pictures, videos or music files on
our devices constantly grows. The rapid development of the capacities and working
speeds of these devices already seems natural to us. Cell phone plans provide us with
the newest cell phones every one or two years. While up to a few years ago TV-sets
lasted in our living rooms for ten or more years, nowadays, we replace them after a
few years with new state-of-the-art technology.
When thinking about the development of future electronic devices, people tend to
think of clean-rooms, computer-aided design, and prototypes presented on fairs. Big
vacuum-chambers equipped with scanning probe techniques or electron spectroscopy
units will only rarely cross people’s mind. However, though it does not always pro-
vide ready-to-use devices or prototypes right away, basic research holds a big share
in bringing our technological development forward. It aims for providing a basic un-
derstanding of the underlying physical phenomena and therefore provides the key
prerequisites for successful future engineering.
A steady goal of research is to increase the efficiency and cost of electronic devices
and their components. This is oftentimes connected to a miniaturization of the uti-
lized building blocks. One way to address this challenge is the so called "top down"
approach. Based on state of the art-devices, components are downscaled to yield im-
proved properties such as larger storage densities and lower energy consumption. Ba-
sic research oftentimes addresses the challenge of downscaling with another approach,
the so called "bottom up" approach. Here, the smallest possible building blocks, i.e. sin-
gle molecules and atoms, are characterized. This provides a construction kit to build
miniaturized electronic components on the smallest possible scale.
The performance of electronic devices is governed by the efficiency of the energy
transfer within the components. Energy may be transported e.g. by the flow of an elec-
tric current, however, also the transformation from one energy form into another plays
a crucial role in electronic components. A very straightforward example for such en-
ergy conversion is a light bulb where electric energy is converted into light. However,
in this approach a lot of energy is lost through heat. Light emitting diodes (LEDs) are
a more effective way to convert electric energy to light. Their functioning principle is
based on semiconductor physics. Light is emitted when electrons and holes recombine.
Due to their high efficiency as compared to conventional light sources, they have be-
come widely used energy-saving alternatives in lighting and are commonly used for
the illumination of displays.
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Classically, semiconductor devices such as LEDs are fabricated from inorganic ma-
terials such as silicon, germanium, or gallium arsenide. However, semiconducting or-
ganic molecules are great low cost and easy to process alternatives to conventional in-
organic semiconductors. Samsung’s Galaxy line for smartphones is only one example
for organic LED technology that is already established on the market [1]. Semiconduct-
ing organic molecules may be printed on flexible substrates [2], allowing a variety of
applications in electronic devices that may e.g. also find use in medicine and biology
[1], [3]. A thorough characterization of such molecules and their coupling to prototype
substrates paves the way for the development and improvement of future devices.
Scanning tunneling microscopy (STM) is capable of analyzing the properties of mate-
rials on the nanoscale. It can give insight into different properties such as the ordering
and electronic structure of molecules adsorbed on surfaces and may reveal molecule-
molecule and molecule-substrate interactions. A unique property of the STM is that it
is also capable of manipulating structures on the nanoscale. This e.g. allows an in situ
nano-scale "prototyping" of archetype structures which can subsequently be character-
ized within the same experimental run. This allows a direct study of the influence of
microscopic changes on the properties of the structures.
Our research presented in this thesis especially focuses on organic molecules with a
prospect use in opto-electronic devices, e.g. LEDs, photodetectors or photovoltaics. So
called optical antennas can be used to couple a local electric field to a propagating field
and may make such devices more efficient [4–7]. In their basic functioning principle
they may in many ways be viewed in analogy to radio antennas which convert electric
signals into propagating radio waves and vice versa.
In the case of optical antennas, energy may be converted back and forth between
collective electronic excitations, so called plasmons, and propagating electromagnetic
waves, in this case light. In particular, antennas may localize energy collected from elec-
tromagnetic waves to a small volume, conversely they may efficiently extract radiation
from a subwavelength source, e.g. single molecules or atoms [8]. Also, the plasmonic
excitation of an optical antenna may be driven very locally, on the scale of a few nm,
by coupling to an electric current.
Typical optical antennas have sizes in the regime of the wavelength of the trans-
mitted or received propagating radiation [6]. Nonoscaled receiver or transmitter struc-
tures, e.g. organic dye molecules with a size of a few nm, are usually too small to
act as efficient antennas for electromagnetic radiation in the visible range themselves
[8]. Coupling such nanostructures to an optical antenna may greatly enhance the in-
teraction area between the the emission rate, i.e. the efficiency of the energy transfer
between localized excitations and propagating radiation and thus bare the potential to
make light emitting devices, photodetectors, etc. more efficient [6–9].
The tunneling current flowing between the tip and the sample in an STM may excite
plasmons localized to the tip-sample junction, so called tip-induced plasmons (TIPs).
Further, the tunneling current may excite molecules that are additionally introduced
to the junction. A possible relaxation channel for these excitations is a radiative decay.
In fact, the tip of the STM may be viewed as an optical antenna in this case.
The corresponding experimental technique is referred to as STM-induced light emis-
sion (STM-LE) [10]. It combines a regular STM-experiment with highly sensitive pho-
ton detection.
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STM-LE allows us to study the characteristic coupling between an electric current,
a local plasmonic excitation, and light. The spectral distribution of the light emitted
from the tip-sample junction bears information about the junction geometry [11], but
may also reveal different channels of excitation, i.e. energy transfer processes in the tip-
sample junction. These may e.g. be inelastic transitions from tip states to sample states
[12, 13] and vice versa [14] or radiative transitions inside organic molecules [15–19].
Additionally, channels for non-radiative energy transfer may be revealed [20].
The possible energetic transitions that drive the light emission depend on the lo-
cal electronic structure of the sample. Organic molecules adsorbed on metal surfaces
may selectively provide a certain electronic structure [13] and therefore significantly
impact the efficiency of the induced light emission [14, 21]. Further, the efficiency of
the energy conversion from tunneling electrons to emitted light mediated by organic
molecules crucially depends on the coupling of the molecules to their local environ-
ment, e.g. the substrate. The driving current for the excitation is the tunneling current
which is injected with atomic scale precision. This allows a highly spatially resolved
excitation mapping, also referred to as photon mapping, down to the single molecule
level and even submolecular resolution [14, 16]. Additionally, spectra of the emission
intensity versus the bias voltage may reveal important information about the involved
transitions.
In the experiments presented in this thesis, we studied the STM-induced light emis-
sion from pristine and molecule covered surfaces. Our investigations aimed to further
understand the fundamental physical processes that drive the light emission from such
nanoscaled junctions.
In particular, this thesis will address the following questions:
• How does the specific nanoscale junction influence the induced light emission?
What are the specific roles of the tip and the sample, e.g. their particular geome-
tries and material for the induced light emission?
• What are the governing factors for the induced emission intensity?
What factors may be involved in the lateral variations of the emission intensity?
Which factors govern the excitation efficiency versus the applied bias voltage?
• Can we tune the emission intensity by selectively applying organic layers to a
substrate?
How does the local density of electronic states (LDOS) provided by the electronic
states of adsorbed molecules affect the excitation efficiency? How does the cou-
pling between adsorbed organic molecules and the substrate control the emission
intensity?
As part of this thesis, a light detection unit was implemented to an existing STM
setup. The adaption of the setup to the new experimental requirements also included
the customization of the STM itself, i.e. a new scanning unit was built and the heat
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shielding was modified to allow an efficient collection and guiding of light from the
STM junction out of the chamber with minimum possible heat intake.
The newly established experimental setup allowed us to conduct state of the art STM-
LE experiments. As a first sample system we chose pristine Ag(111). We use our data
on this well studied prototype system to discuss the role of the tip geometry for the
emission characteristics. Further, we elucidate general contrast mechanisms in photon
mapping as well as the emission intensity versus the bias voltage.
We present photon maps for different archetype organic molecules that were applied
to a Ag(111) surface. This serves as a starting point for the discussion of the role of such
molecules in the light emission from the STM junction.
Then we pass on to a more complex sample system: Bi on Cu(111). After the char-
acterization of the pristine substrate, we deposited two different archetype organic
species, PTCDA and C60 onto the initial monolayer of Bi on Cu(111). In particular, we
investigate the correlation between the electronic structure provided by the molecules
and the intensity of the light emission. Further, we discuss the role of the Bi/Cu(111)-
substrate for the emission intensity.
The fundamental understanding gained from such experiments paves the way for
further improving the efficiency of opto-electronic devices by selectively tuning their
properties on the nanoscale.
Part II
F U N D A M E N TA L S

2
F U N D A M E N TA L S
This chapter is meant to give a short introduction into scanning tunneling microscopy
(STM) and STM-induced light emission (STM-LE). The latter is an extension of the reg-
ular STM-technique where the experimental setup is extended with a setup to collect
and detect the light generated by inelastically tunneling electrons. This allows us to
study excitations that lead to the emission of photons with atomic scale lateral preci-
sion.
2.1 scientific context
2.1.1 Scanning Tunneling Microscopy (STM)
First STM topographic data were published by Binnig et al. in the early 1980’s [22].
Until this point, surface science mainly relied on diffraction techniques to determine
the atomic structure of samples. However, these techniques are usually limited to the
dominating surface structures and periodicity in reciprocal space. Field emission and
field ion microscopy (FEM and FIM) were the only techniques able to resolve structures
with atomic resolution in real space. However, they were limited to the few frontmost
atoms of sharp metal tips.
In contrast, STM was the first technique to directly image real space on the atomic
scale. As compared to FEM and FIM, relatively large surface areas up to several µm
may be analyzed with STM. Especially, nonperiodic surface structures and local surface
defects may be studied. STM can be used to image and spectroscopically analyze the
electronic structure of both, occupied and unoccupied states. However, the capabilities
of the STM go far beyond the pure characterization of surfaces: The STM tip can be
used to actively manipulate the surface, e.g. to build artificial structures. This way,
archetype structures can be created and studied in the same experimental run, making
STM one of the most popular techniques in basic research e.g. for the miniaturization
and advancement of future electronic devices. Its invention was a widely appreciated
breakthrough in surface analysis for which Binnig and Rohrer were awarded the nobel
prize in physics in 1986 jointly with Ruska for the conception of the electron microscope
[23].
2.1.2 STM-Incuced Light Emission(STM-LE)
The first STM-LE experiments were published by Gimzewski et al. in 1988 [10]. STM-
LE experiments combine optical spectroscopic information with the ultimate lateral
resolution of an STM. The light emission is triggered very locally by the tunnling
current, allowing for an excitation mapping that reaches down to the submolcular
[16, 18] or even the atomic scale [24, 25] level. At the same time, the electronic, e.g.
9
10 fundamentals
molecular, states involved in the light emission process may be indentified down to
the vibronic level [16, 18].
STM-LE is an emerging tool in basic research to characterize light emission on the
nanoscale to complement scanning nearfield optical microscopy (SNOM) and Raman
spectropy. It particular, it has so far been used to study metals [12, 25–27] semicon-
ductors [28, 29], and especially organic molecules [15, 16, 30–34] on the route to specifi-
cally tailor optical properties of future electronic applications, e.g. light emitting diodes
(LEDs) or solar cells.
2.2 scanning tunneling microscopy (stm)
STM is based on the quantum mechanical effect of electron tunneling: A particle, e.g.
an electron, can pass a barrier, even though its energy would classically not suffice to
surmount the latter. On a basic level, the effect can be understood in terms of Heisen-
berg’s uncertainty principle, where the position and the momentum of a particle can-
not be known with infinite precision at the same time. Thus, if a particle of a given
momentum is close enough to a non infinite barrier, it may be found on either side of
the barrier with a non-zero probability.
To be able to quantify the tunneling between the tip and the sample of an STM, we
need to gather further general understanding of the tunneling effect.
2.2.1 The Concept of Tunneling
Within the wave particle duality, a particle is fully described by its wave function Ψ.
The probability to find a particle at a certain position x is given by the square of the ab-
solute value of its wave function |Ψ(x)|2. The wavefunction has to fulfill Schrödinger’s










Ψ(x) = EΨ(x), (1)
where  h is the reduced Planck constant, m and E are the mass and the energy of the
particle, and V(x) is the potential at the position x.
An archetype example for the quantitative treatment of the tunneling probability is
the one dimensional rectangular potential barrier. The problem may be devided into
three regions, left of the barrier, inside the barrier, and right of the barrier. With a
general ansatz for Ψ and assuming continuity of Ψ(x) and its derivative Ψ ′(x) at the
edges of the potential barrier, one can derive the expression for the wavefunction in
all three regions and therefore the transmission probability through the barrier. As the
problem is extensively treated in textbooks, e.g. [35], [36], here, we will directly refer
to the results of the calculation.
The wavefunction decays approximately exponentially into the barrier. The expo-
nential decay is overlain with a very small exponential exponential rise due to the
reflextion of the wavefunction at the inside of the barrier. The latter part, however, can
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Here, E and m are the energy and the mass of the particle. V0 and d are the height
and width of the potential barrier. In an STM experiment, the term (V0 − E) would
correspond to the work funtion φ of the tip or the sample.
Table 1: Values for the work function Φ and the inverse decay length κ for typical metals used
in STM-experiments. E.g. the low-index surfaces of the noble metals silver (Ag), copper
(Cu), and gold (Au) are popular archetype samples. Polycrystalline tungsten (W) wires
are widely used to fabricate STM-tips. Values for Φ from [37]. A realistic general error
estimate for the work functions Φ is ±0.3eV [37].



















(111) 4.74 1.12 4.94 1.14 5.31 1.18 4.47 1.08
(100) 4.64 1.10 4.59 1.10 5.47 1.20 4.63 1.10
(110) 4.52 1.09 4.48 1.08 5.37 1.19 5.52 1.20
opolycrystalline 4.26 1.06 4.65 1.10 5.10 1.16 4.60 1.10
To obtain the simple exponential dependency in eq. (2), sinh(κd) was approximated
to 1/2eκd. Such an approximation is most accurate for large κd. Typical values for φ
and κ for common metals used in STM experiments are displayed in table 1. The width
of the potential barrier d (the tunneling distance) is usually in the order of 5Å. With
these values, the approximation as an exponential decay of the transmission probability
within the vacuum barrier of an STM is well justified.
What is even more important for the operating principle of the STM than the ex-
ponential decay itself, is the order of magnitude for the inverse decay length κ. For
typical metals used in STM experiments, κ is in the order of 1Å−1. According to (2),
this means that the tunneling current changes by around one order of magnitude (e−2)
per Å. Thus, we can already get an idea of how sensitive the STM is in surface normal
direction.
2.2.2 Estimation of the Lateral Resolution of the STM
We can also use the expression for the transmission probability in (2) to approximate
the lateral resolution of an STM [38]. STM tips are either electrochemically etched or, if
the material is soft enough, they are directly cut. In both cases, the radius of curvature
12 fundamentals
R near the tip-end can be assumed to be much larger than the tunneling distance d.
Near the tip end, the tunneling current will flow in good approximation perpendicular
to the sample surface. For R >> d, the increase of the tip-surface distance ∆z at a
lateral distance ∆x from the very front of the tip apex can be approximated with a










where I(0) is the tunneling current flowing at the tip apex.
According to (4), for typical values of κ = 1Å−1 and R = 10Å the current drops by
around one order of magnitude for ∆x ≈ 4.5Å. This would mean a lateral resoltion in
the order of 9Å.
While this already gives a taste of the high spacial resution of an STM, even smaller
structures, e.g. single atoms within densly packed hexagonally ordered (111)-surfaces,
may readily be resolved. The atomic distances of these structures lie in the order of
3− 5Å. More elaborate models of the tip-sample geometry, that are able to explain this
resolution will be shortly discussed in section 2.4.1.
Figure 1: Illustration of a simple geometric estimation to approximate the lateral resolution
of the STM. The radius of curvature R of the tip is usually much larger than the
tunneling distance d. The change in the tunneling distance ∆z at a lateral distance
∆x from the very front of the tip apex can then be easily approximated using the
Pythagorean theorem. The change of tunneling distance yields the tunneling current
at ∆x. With this, using typical values for the tip apex radius and the inverse decay
length κ, the lateral resoltion of the STM can be approximated (see text).
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2.3 stm : principle of measurement and technical realization
Section 2.2.1 allows a first understanding of the measurement principle of the STM: A
sample surface and a probe tip are brought into close proximity in the order of a few
Å so that their wave functions overlap. This allows electrons to tunnel from the tip to
the sample and vice versa. Both electrodes, the tip and the sample do not physically
touch. Thus, STM has the advantage of usually being a non-destructive technique.
Initially, the probabilities for electrons to tunnel in either direction are equally large.
No net tunneling current can be measured. By applying a bias voltage in the order of a
few mV to a few V between the tip or the sample, the Fermi energies of the tip and the
sample are shifted with respect to each other. This way, within the energy range EF+eV
the occupied states of one electrode oppose the unoccupied states of the other electrode
within this energy window. Thus, the tunneling electrons are imprinted a predominant
direction and can be measured as a net tunneling current. Usual tunneling currents lie
in the order of a few pA to several nA.
To obtain a laterally resolved image of the surface structure, the tip is scanned across
the surface line by line in x,y-direction, while the tunneling current is monitored (see
Fig. 2). The mostly applied mode of STM operation is the so called constant current mode,
where the tip follows the z-contour of the surface. A feedback loop constantly compares
the obtained tunneling current value to a given set point. Deviations are reacted to by
regulating the tip-sample distance. The corresponding electric signal to this movement
is recorded as the topography signal. Usually, along with the topography signal also
other signal channels, such as the tunneling current itself as an error signal, or the
derivative of the tunneling current with respect to the bias voltage (dI/dV-signal, see
section 2.5) are recorded.
Before it is fed into the feedback loop, the tunneling current signal passes a current-
to-voltage-converter (IVC). A typical factor for the conversion is 109V/A. This yields
voltage signals in the order of 10mV to a few Volts, which are significantly easier to
handle in the further signal processing than the original tunneling current signal.
As the tunneling current depends exponentially on the tip-sample distance, for easier
signal processing, the feedback loop works with the logarithm of the tunneling current
which is directly proportional to the tip-sample distance.
The high sensitivity of the tunneling current to changes in the tunneling distance
can only be used if high mechanical stability of the experiment is granted. Thus, the
damping against mechanical vibrations was one of the key points for the development
of the STM [22, 39]. Binnig and Rohrer achieved this by a soft suspension of a compact
tunneling unit [39]. For further mechanical decoupling of the STM from the environ-
ment, e.g viton stacks or pneumatic feet on which the experimental setup rests may be
applied.
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Figure 2: Scheme of an STM setup. The tip scans the surface while the tunneling current IT is
recorded. The tunneling current signal is transformed into a voltage signal V(IT ) by a
current-to-voltage converter (IVC). In the following, the signal is logarithmized in the
ln-module (ln-mod) and fed into the digital signal processing (DSP) unit. Here, the
value for the tunneling current is compared to a given set point and the tip sample
distance is regulated accordingly in order to keep the tunneling current constant. The
z-movement of the tip is recorded as the topography signal. Simultaneously, other
signal channels, e.g. the tunneling current as an error signal for the feedback loop, the
dI/dV-signal, etc. may be acquired. Point spectroscpy STS measurements are obtained
by keeping the tip at a fixed lateral position above the sample and varying the bias
voltage while recording the dI/dV-signal (see section 2.5).
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2.3.1 The Piezoelectric Effect
The piezoelectric effect is the occurance of an electric field, i.e. a voltage drop, upon de-
formation of a solid material. Conversely, the inverse piezoelectric effect generates the
deformation of a piezoelectric crystal when a voltage is applied (see Fig. 3). The piezo-
electric effect is used, e.g. to create the spark to ignite electric lighters. Piezoelectric
components that use the inverse piezoelectric effect are e.g. applied in loudspeakers.
As the deformation of modern piezoelectric ceramics can be tuned very precisely, piezo-
electric tubes or stacks are used to position the tips or samples in STM experiments
with atomic precision.
Figure 3: Scheme of the piezoelectric effect. a) Exemplary atomic structure of a piezoelectric
material. When the crystal is in a relaxed shape and no voltage is applied, the centers
of charge for positive and negative charge coincide. b) When a force is applied and
deforms the piezoelectric crystal lattice, the centers of charge are separated which
results in a voltage drop. Conversely, when a voltage is applied to the relaxed piezo
crystal, the separation of the centers of mass forces they crystal to deform.
Piezoelectric materials are nonconducting and exhibit at least one polar axis but no
symmetry (inversion) center in their crystal lattice. An exemplary scheme of the atomic
structure of a piezoelectric material is shown in Fig. 3. In its original, relaxed position,
the centers of charge for positive and negative charge lie on top of each other. Upon
deformation, the centers of charge are separated, resulting in an electric field, i.e. a
voltage drop. Conversely, an applied voltage will act on the charges of different sign,
resulting in a deformation of the crystal and a separation of the centers of charge.
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Figure 4: Scheme of a piezotube actuator. a) A movement in x- and y-direction is realized
by segmented piezo tubes. Here, a voltage is applied between two opposing outer
electrodes. b) and c) A deformation of the piezo tube in z-direction is realized by
applying a voltage between the inner and outer electrodes. This is true for segmented
(b) and non-segmented piezo tubes (c).
In the STM setup used here, piezoelectric actuator tubes are used to position the
STM tip. Fig. 4 shows a schematic representation of the movement of such piezotubes
when a voltage is applied either between the opposing outer electrodes of a segmented
piezo tube (Fig. 4 a, x,y-movement) or the inner and outer electrodes of a segmented
or non-segmented piezo tube (Fig. 4 b and c, z-movement).
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2.4 theoretical treatment of the tunneling in an stm
Section 2.2.1 gave a short introduction to the tunneling effect. The realistic treatment of
the tunneling in an STM is of course far more complex and requires a three-dimensional
approach. An overview of the advancements in theoretical description of the tunneling
in an STM experiment up to the 1990s is given by F. Besenbacher in [40]. A further nice
introduction into the theory of STM is given in the lecture notes by S. Lounis [38]. Both
were used as a guideline for the following section.
The first quantitative STM theory was presented by Tersoff and Hamann shortly
after the publication of the first STM results [41, 42]. The aim of the authors was to be
able to have a theoretical comparison to data acquired with the newly developed STM
technique.
The expression for the tunneling current that the authors use as a starting point, is
based on a many particle, first-order perturbation theory approach which has already
been applied by Bardeen for planar tunneling junctions well before the invention of
the STM in 1961 [43]. Here, Bardeen calculated the tunneling current between two
metal electrodes separated by an oxide barrier. The expression for the tunneling current






f(Eµ) [1− f(Eν + eV)] |Mµν|
2δ(Eµ − Eν), (5)
where f(E) is the Fermi function, V is the applied bias voltage, Mµν is the tunneling
matrix element between the states Ψµ of the tip and Ψν of the sample, and Eµ Eν are
the energies of the states Ψµ and Ψν in the absence of tunneling.
Basically, (5) describes the tunneling from the filled states of the tip, indexed µ, into
the empty states of the sample, indexed ν. The Fermi functions describe the respective
occupation of the states of tip and sample. Through the delta function δ(Eµ − Eν)
only elastic tunneling processes are taken into account, i.e. the energy of the tunneling
electrons is conserved during the tunneling process.
The work by Bardeen [43] yielded the tunneling matrix element Mµν as the overlap
of the wave functions Ψµ of the tip and Ψν of the surface which exponentially decay






The integration may happen over any arbitrary surface that lies entirely within the
tunneling barrier.
The experiments modeled by Tersoff and Hamann used bias voltages in the regime of
a few meV . In the limit of small bias voltage V , the transition probability in the range
of EF to EF + eV can be assumed to be constant. The sum over all energies within
this energy range can then be accounted for simply by multiplying by the width of
the energy window in which the electrons tunnel. This is simply eV , where e is the
elementary charge and V is the applied bias voltage.
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Further Tersoff and Hamann worked in the limit of low temperatures, where the
Fermi distribution can be approximated by a sharp distribution where all states below
the Fermi energy are filled and all states above the Fermi energy are empty. Reverse
tunneling can be neglected. The Fermi functions then vanish from the sum and the task
of calculating the tunneling current can be narrowed down to evaluating the tunneling







2δ(Eµ − EF)δ(Eν − EF). (7)
The challenge for Tersoff and Hamann was now to find a model accurate enough to
describe the tip sample junction in sufficient detail to model a realistic STM experiment
but still simple enough to be able calculate Mµν. In their model, they expressed the
surface in an "exact" description by Bloch wave functions. In contrast, the tip in the
proximity of the sample was modeled as a simple spherical s-wave tip wavefunction.








2δ(Eν − EF)︸ ︷︷ ︸
LDOSsample at EF
, (8)
where V is the bias voltage, φ is the workfunction which in this case was assumed
to be equal for the tip and the sample, R is the radius of curvature of the tip, Dt is the
density of states per unit volume of the tip which was considered to be constant, κ is
the inverse decay length for the wave functions into the vacuum. Ψν(~r0) is the value of
the surface wave function at ~r0, i.e. the position of the central atom of the spherical tip.
The expression in (8) first appears rather complicated. However, it allows a quite
straightforward interpretation of STM images, when dividing the term on the right
into its central parts: The first term in (8) includes natural constants as well intrinsic
geometric and material dependent properties of the tip and the sample. eV represents
the energy range in which electrons can tunnel, see (??). The last term in (8) corre-
sponds to the local density of states (LDOS) of the sample at the Fermi energy at the
center of the spherical tip.
Thus, STM topographic images obtained as constant current can be interpreted as
contour maps of constant surface LDOS. This means, that adsorbates on the surface
might appear as indentations, even when geometrically speaking they would protrude
out of the surface, because they lead to a local reduction of the surface LDOS. This is
e.g. the case for CO-molecules on Cu(111) at certain tunneling energies.
2.4.1 Estimation of the Lateral Resolution
The exponential dependence of the tunneling current on the tunneling distance is in-
trinsically included in the Tersoff-Hamann model, since the assumed wavefunctions
for the tip and the sample exponentially decay into the vacuum so that |Ψν(~r0)|2 ∝
e−2κ(R+d) [42]. More importantly, with their model of the tip-sample junction, in par-
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ticular by modeling the tip as a simple sphere, Tersoff and Hamann were able to give
an elaborate estimation of the lateral resolution on an STM.
With the suppression of higher Fourier components in the expressions for the wave
functions for the tip and the sample, they approximate the resolution to roughly
[2κ−1(R + d)]1/2. But a small factor, this agrees well to the value estimated for the
lateral resolution of the STM estimated from the very simple geometric consideration
presented earlier (see section 2.2.2).
For a tip with a radius of curvature of R = 9Å and a tunneling distance of 6Å
this would yield a resolution of 5Å. This nicely corresponds to the experimental data
of Binnig et al. who were able to resolve the (2 × 1)-reconstruction of Au(110) that
possesses rows with a width of 8Å.
However, the STM is capable to resolve much smaller structures, e.g. single atoms
of Cu, Ag or Au(111) hexagonally packed structures where the atomic distances are
in the order of only 3− 5Å. This was resolved by later considerations by Chen et al.,
who modeled the tip by pz- and dz2-orbitals that have a more localized charge density
than the s-orbital considered by Tersoff and Hamann [44]. With this assumption for
the tip geometry, Chen et al. were able to explain the resolution achieved in these later
STM-experiments.
However, the exact tip-geometry in STM is usually not known and the precise mod-
eling of STM-data is still an ongoing challenge. For the precise treatment of the tun-
neling probability, the exact knowledge of the microtip that supports the tunneling
current would be needed. As mentioned above, FIM is a technique that can be used
to characterize tunneling tips on the atomic scale. However, usually, the characteriza-
tion of the tips by FIM and the STM experiments are carried out separately. Thus, the
probability of microscopic tip changes in between both experiments is relatively high.
A combined FIM/STM setup to overcome this problem is currently developed in the
Möller group [45]. Here, the FIM is directly integrated in the STM-setup so that the
FIM characterization may capture the actual tip that is used during the experiment.
The Tersoff-Hamann model is still the most used one in the theoretical treatment
of STM-images for realistic systems [38]. Constant current STM images can be sim-
ulated by looking for LDOSsample(~r0,EF,sample) = const., while simulated spec-
troscopic dI/dV-maps are obtained by calculating the samples DOS in vacuum, i.e.
LDOSsample(~r0,EF,sample + eV). Where ~r0 is the position of the tip.
2.5 scanning tunneling spectroscopy
Apart from using the STM to obtain images of the surface topography, a regularly
applied mode of STM operation is scanning tunneling spectroscopy (STS). Point spec-
troscopy STS probes the energetic distribution of the LDOS of the sample within a
certain energy range at a certain lateral position. For this purpose, the tip is held at
a fixed lateral position over the surface, while the tunneling voltage is ramped from
one set value to another and the tunneling current is being recorded. There are two
ways to perform point spectroscopy STS: constant distance and constant current mode.
In constant distance STS, the tip is held at a fixed z-position above the sample during
the taking of the spectra. In constant current STS, the feedback loop regulates the tip
sample distance while the bias voltage is being ramped (see section 2.5.1).
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The equation for the tunneling current derived in (8) included an approximation for
small bias voltages, so that the summation over the energy range eV was replaced by
the multiplication by eV . In STS, usually energy ranges of up to a few eV are examined.
To quantitatively treat this case, we go back to finding an appropriate expression for the
tunneling current, where the summation, i.e. the integration, over the corresponding




LDOStip(E− eV)LDOSsample(E)T(E, eV)dE, (9)
where EF is the Fermi energy of the tip, LDOStip(sample)(E) is the local density of
states of the tip (sample) at the energy E and T(E,V) is the transmission probability for
an electron through the tunneling barrier.
We can subsume, that the tunneling current is generally proportional to the inte-
grated local densities of states of both, the tip and the sample integrated over the
energy range defined given by the bias voltage. Usually however, the goal of STS mea-
surements is to examine the LDOS of the sample. For this purpose, rather blunt, disor-
dered, metallic tips may be used that have a rather featureless LDOS, so that the LDOS
of the sample dominates the spectrum [40]. The tips used for STS are usually character-
ized prior to the experiments. If the tips exhibit an approximately linear and featureless
I/V-curve on a metallic surface, their density of states may in good approximation be
assumed to be constant.





Naturally, the derivative of the tunneling current with respect to the bias voltage
(dI/dV) is far more sensitive to changes in the LDOS than the tunneling current itself.
Thus, in a more sophisticated approach, spectroscopy is performed by recording the
dI/dV-signal versus the bias voltage. The dI/dV-signal is obtained analog using a lock-
in technique. Thereby, the bias voltage is modulated with an amplitude of a few meV
to then obtain the derivative by the reaction of the tunneling current signal.
Taking the derivative of (10), we obtain [46]









The dI/dV-signal diverges exponentially with the tunneling distance and with the
bias voltage. To account for this effect, Feenstra et al. proposed a normalization of
the dI/dV-signal, i.e. the differential conductance with the total conductivity I/V , as
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(dI/dV)/(I/V) = d(lnI)/d(lnV) [46]. Carrying out this normalization and reorganiz-





















From this term, Feenstra et al. drew some important conclusions for the evaluation
of STS data [46]. The transmission coefficients T(E, eV) and T(EF + eV ,V) only appear
as ratios in (12). Their exponential dependencies on the tunneling distance and the
bias voltage tend to cancel. The second term in the numerator is a "background" term
resulting from the changes in the electric field in the tunnel junctions when the bias
voltage is ramped.
For both tunneling directions, the transmission probability is strongly peaked around
the Fermi energy of the negatively biased electrode [46]. For a positively biased sam-
ple, i.e. tunneling from the tip to the sample, this means the transmission probability
T(E,V) is smaller than the transmission probability at EF + eV . Thus, the majority of
the electrons tunnels at energies close to E = EF+ eV , which is the shifted Fermi energy
of the tip. For this bias polarity, each term in (12) is in the same order of magnitude.
The normalized dI/dV-signal then gives a measure of the normalized sample LDOS
along with an almost constant "background".
For a negatively biased sample, i.e. tunneling from the sample to the tip, the trans-
mission probability T(E,V) is larger than the transmission probability at EF + eV . The
majority of the electrons then tunnels at energies close to E = EF, which is the Fermi
energy of the sample. At this bias polarity, the background term in the numerator of
the expression in (12) and the normalization term in the denominator are in the same
order of magnitude. However, both are larger than the contribution of the normalized
sample LDOS. Here, the energetically low-lying features are suppressed, as the major-
ity of the electrons tunnels at higher energies. Therefore, it is more difficult to gain
access to low-lying occupied states of the sample, while unoccupied states may be ac-
cessed quite conveniently by STS. A schematic representation of the situation is shown
in Fig. 5.
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Figure 5: Energy scheme for the tunneling junction in an STM when the sample biased nega-
tively (a) or positively (b) at T = 0 (Fermi functions are assumed as step functions).
The tunneling probability for the electrons is highest close to the respective Fermi
level of the negatively biases electrode. This makes it hard to access low lying occu-
pied states of the sample by STS.
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2.5.1 STS at Constant Distance vs. STS at Constant Current
Usually, STS is performed at constant distance. The feedback loop is switched off.
Therefore, continuous measurements from positive to negative bias voltage are possible
without the danger of a tip-sample crash at zero bias voltage. Also, the measurements
can usually be performed faster than constant current STS, as there are no necessary
integration times for the feedback loop.
In this mode, the tunneling current varies during the measurement, i.e. it usually
rises with rising the bias voltage1. In the later data processing, this can be accounted
for by normalizing the dI/dV-signal with I/V as proposed above.
In constant current spectroscopy, the feedback loop stays on during the measurement.
The latter constantly regulates the tip-sample distance, so that a small energy window
around the Fermi energy has to be exempt in order to prevent tip-sample collisions.
For spectra over a wide energetic range, this way of performing spectroscopy especially
increases the sensitivity for electronic states with a small LDOS near the Fermi energy.
At small bias voltage, the tip-sample distance is decreased so that the overlap between
tip and sample wavefunctions becomes larger.
For the purposes of STM-LE, a rise of the tunneling current during the spectroscopic
measurements at constant distance can obscure the photon emission data, since the
number of incident electrons has a direct impact on the excitation yield of the tip-
sample junction. Thus, spectra of the overall photon yield are often gathered at constant
tunneling current. In the latter case, however, the change in the tunneling distance
influences the electric field in the tunneling junction, which may in turn also impact the
photon yield. Thus, the best mode for STM-LE spectroscopy is still a highly discussed
topic [14].
For the data presented in this thesis, spectroscopy was performed at constant tunnel-
ing current. The dI/dV-data were subsequently normalized by multiplying by the bias
voltage V to account for the roughly linear increase of the tunneling current with V that
would be given in constant distance spectroscopy. Further normalization with I/V as
described above was omitted, since this would have obscured states with a comparably
low density of states close to the Fermi energy that may still play an important role for
the inelastic transitions analyzed in the experiments presented here. The focus in this
case lies on the energetic positions of the states instead of quantitative considerations.
1 Even though this seems counter-intuitive first, cases of negative differential conductance, e.g. for C60 on
Ag(111) have been reported ([14] supplementary material and [47]).
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2.5.2 dI/dV-maps
In addition to point spectroscopy, the dI/dV-signal may also be recorded as an addi-
tional signal channel during STM imaging. Here, the dI/dV − signal, i.e. the LDOS, is
probed at a fixed tunneling voltage. Thus, laterally resolved maps of the LDOS at the
respective tunneling energy may be obtained. These may give access to e.g. the lateral
extend of molecular orbitals or the distribution of the LDOS near local surface defects,
e.g. step edges.
Figure 6: Exemplary topography (a) and dI/dV-map (b) of a Ag(111) surface. The dI/dV-maps
reveals standing wave patterns in the LDOS that result from the scattering of surface
state electrons at step edges and other surface defects. Vsample = 0.1V , I = 100pA,
T = 80K.
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2.6 stm-induced light emission
STM induced light emission (STM-LE) is an experimental technique that directly evolved
from regular scanning tunneling microscopy [10]. The focus of standard STM experi-
ments usually lies in the analysis of elastically tunneling electrons, i.e. electrons that
do not loose energy during the tunneling process. Inelastically tunneling electrons are
intrinsically inherent to any tunneling experiment. The fraction of inelastically tunnel-
ing electrons, however, is usually very small so that the general statements about the
tunneling current made above remain unaffected.
The analysis of inelastic processes from the tunneling current is a challenging task.
One technique to do so is inelastic electron tunneling spectroscopy (IETS) [48, 49].
By detecting the second derivative d2I/dV2 of the tunneling current, IETS may be
used to study e.g. vibrations of adsorbed molecules [50] or spin excitations of adatoms
[51]. In IETS, like in STS, the tunneling voltage is ramped and the tunneling current
is monitored. When the tunneling energy of the electrons becomes large enough to
induce sample excitations, an additional (inelastic) tunneling channel opens. This leads
to an increase of the overall tunneling current, i.e. a kink in the I/V-curve. This kink is
usually very small and hard to detect. Stronger manifestations of the sample excitations
can be found in the derivatives of the tunneling current. At the according positions of
the opening of the inelastic channels, the dI/dV-signal exhibits steps and the d2I/dV2-
signal exhibits peaks. The energetic peak positions in the d2I/dV2 then directly yield
the energies of the excitation modes.
In contrast, STM-LE experiments detect photons which are emitted during the relax-
ation of excitations evoked by tunneling electrons. The analysis of the intensity and
spectral distribution of the emitted light can give insight into the involved optical
transitions, while laterally resolved "photon maps" allow an excitation mapping with
atomic scale lateral precision.
The light emission happens on a fs to ns time scale. This is much faster than the
usual integration times in STM-imaging or spectroscopy which lie in the order of ms.
Also the photon detection works much faster than the scanning or voltage ramping
of the STM (see section 2.6.3.1). This is the key to how the lateral resolution in STM-
LE is obtained. Here, the technique solely relies on the position of the STM tip at the
moment in which the light is detected. For laterally resolved STM-LE imaging, the
photon intensity is measured at each pixel of an STM image. Here, it is important
to note, that these so called "photon maps" do not provide information about where
the photon is emitted as no spatially resolved photon detection is applied. Instead
the photon maps provide laterally resolved information of the excitation efficiency
with the ultimate spatial resolution of an STM. Further, spectroscopic measurements
of the photon intensity and the energetic distribution of the emitted light may reveal
important information about the underlying physical processes.
A nice overview of important works in the field of STM-LE, especially concening
the light emission induced on molecularly covered surfaces is e.g. given in a review
paper by Rossel et al. [30]. A further review that especially focuses on the instrumental
developments in STM-LE has recently been published by Zhang et al. [52].
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2.6.1 Basic Setup
A general STM-LE setup consists of a standard STM with an additional light detection
unit. The latter involves an in situ light collection close to the tip sample junction and
an ex situ highly sensitive photon detection.
Both, the tip-sample junction and the light detection unit are well shielded from any
external light source. Thus, all detected photons may be ascribed to processes within
the tip sample region without any further spacial resolution within the light detection.
To rule out effects of remaining stray light, dark spectra/count rates may be subtracted
from the recorded data.
2.6.1.1 In Situ Light Collection
To collect the light in situ from the tip-sample junction, three different methods are
established. The light is either collected by an optical fiber, a (parabolic) mirror or a
lens [30, 52] (see Fig. 7). All possibilities exhibit different advantages and experimental
difficulties, so that the respective method has to be chosen considering the geometry
of the experimental setup and other specific experimental requirements.
The STM-LE experiment that was set up in the course of the work for the present
thesis uses a lens close to the tip-sample junction to collect the light. For a wide accep-
tance angle, the lens is usually placed as close as possible to the tip-sample junction.
For low temperature STM experiments, the closest possible proximity to the latter may
be limited by the heat shielding. The lens is aligned so that the tip-sample junction is
in the focal point of the lens. Thus, the light leaves the lens as a parallel beam. It then
usually leaves the vacuum recipient for an ex situ light detection.
Figure 7: Different concepts for the in situ light collection in STM-LE experiments. a) An optical
fiber. b) A mirror. c) A lens. In the experiments presented here, the light was collected
with a lens. (Adapted from [30]).
2.6.1.2 Ex Situ Light Detection
In STM-LE, there are mainly two different quantities of interest: the overall photon
yield and the spectral distribution of the emitted light. Further, also the polarization
of the emitted light can be analyzed [52, 53] and time-correlated measurements can be
performed2 [52, 54].
Spectroscopic information is usually gathered using a spectrograph equipped with
a highly sensitive CCD camera (see 2.6.3.2). The emission spectra give insight into
2 The STM-LE setup in our group is currently extended with a setup to perform such experiments.
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the energy of the emitted photons and the respective intensities (see Fig. 8 a). With
an integration over the entire spectrum, the overall photon yield can be derived. For a
sufficient signal to noise ratio, integration times of several hundred seconds are usually
needed.
For a faster measure of the overall photon yield, avalanche photodiodes (APDs) (see
2.6.3.1) or photomultiplier tubes (PMTs) may be used. These devices usually need a
lot shorter integration times, in the order of a few ms. Thus, they may conveniently
be used to detect the overall photon yield simultaneously to regular STM imaging and
spectroscopy (see Fig. 8 b). This way, photon maps may be gathered simultaneously
to the topography. Additionally, spectra of the overall light intensity versus the bias
voltage or the tunneling distance may be obtained. In contrast to a spectrograph, APDs
and PMTs do not provide a measure of the spectral distribution of the emitted photons.
However, some information may be gathered with the help of filters. For comprehen-
sive data sets, usually complementary spectroscopic measurements are performed.
Figure 8: Complementary ways of light detection in STM experiments. a) A spectrograph yields
the spectroscopically resolved intensity distribution of the emitted photons. The in-
tegration over the recorded spectra yields the overall photon yield within a certain
energy range. b) Avalanche photodiodes (APDs) or photomultiplier tubes (PMTs) may
be used to detect the overall photon yield. The latter provide the advantage that the
usual integration times for the light collection are much smaller. This way, photon
maps and spectra of the overall photon yield may be recorded as additional signal
channels simultaneously to STM imaging and spectroscopy.
The light emitted from the tip-sample junction is detected simultaneously to other
signal channels, such as the topography, the tunneling current, or the dI/dV-signal,
while the tip is scanned across the surface or spectroscopic measurements are per-
formed. This way, comprehensive data sets are gathered that allow a detailed analysis
of correlations between different quantities and disentangle the contributions of differ-
ent effects in the data evaluation.
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2.6.2 The Origin of the Emitted Light
The light emitted in an STM-LE experiment results from the relaxation of excitations
in the tip-sample junction. The specific excitation channels may vary depending on
the properties of the studied system. However, generally, the junction acts as a radiat-
ing antenna for the emitted photons, i.e. plamonic modes localized in the tip-sample
junction (see 2.6.2.1) may resonantly enhance the emission from different excitation
channels. The particular paths of energy transfer that finally lead to the emission of
light are still a highly discussed topic and stay in the focus of current research. Espe-
cially for systems that contain adlayers, e.g. organic molecules, the number of energy
dissipation channels is enhanced. One of the challenges in STM-LE is to reveal and
disentangle the contributions of these different channels.
In the following, a quick overview of different excitation mechanisms will be given.
2.6.2.1 STM-induced Light Emission from Metallic Systems
The STM-induced light emission from metallic surfaces stems from the radiative decay
of collective electronic excitations that are localized at the tip-sample junction. In liter-
ature, these plasmonic modes are referred to as tip induced plasmons (TIPs), localized
surface plasmons (LSPs), nanocavity plasmons (NCPs) or gap plasmons.
TIPs differ from "classic" plasmonic excitations of the bulk or surface in several im-
portant ways. They are an excitation of the tip-sample junction as a whole. In contrast
to surface plasmon polaritons (SPPs) which may propagate along a surface, TIPs are
localized to the tip-sample junction. The dispersion relation for SPPs has no intersec-
tion with the light line. Thus, without any geometric feature providing the necessary
k-vectors, e.g. a surface defect such as a step edge, they cannot decay radiatively. For
TIPs, the k-vectors for a radiative decay are intrinsically provided by the tip geometry.
The TIP modes experience a field enhancement through the electric field in the tip-
sample junction. The electric field strength is dominated by the junction geometry and
particularly depends on the specific tip used.
The excitation of the TIPs is driven by the inelastic fraction of the tunneling cur-
rent. The spectrum of TIP modes for a particular tip-sample junction depends on the
respective materials present in the junction and on the microscopic junction geometry
[11, 55, 56]. Thus, experiments conducted on the same macroscopic system may yield
completely different emission spectra after the occurrence of a microscopic tip change.
This matter will be discussed in further detail in chapter 8.3.
2.6.2.2 STM-induced Light Emission from Molecules
When molecules are adsorbed on a (metallic) surface, the may provide additional exci-
tation/emission channels (see Fig. 9). When electrons tunnel elastically into a molecu-
lar orbital, this injection of a hot electron puts the molecule into an excited state. The
relaxation may happen via the inelastic transition into an energetically lower state, e.g.
a lower molecular orbital.
When the molecules are adsorbed directly on a metallic surface, the strong coupling
between the two usually provides a great number non-radiative decay channels. In this
case, the excited molecular state is depopulated is too fast, i.e. the residence time of
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Figure 9: Schematic representation of different excitations that may be involved in STM in-
duced light emission. a) STM-LE on metallic surfaces originates from the radiative
decay of tip induced plasmons (TIPs). b) Molecules adsorbed directly a metal surface
may significantly modify particularly the intensity of the plasmonic light emission.
However, the emission spectra usually do not contain direct molecular features. c)
When the molecules are sufficiently decoupled from the metallic substrate, electronic
excitations of the molecule may directly contribute to the emission spectrum.
the electrons within the molecular orbitals is too short, for a radiative transition in-
side the molecule [57]. However, even in the absence of direct molecular fluorescence,
light emission from the radiative decay of TIP modes may be detected [13, 14, 58, 59].
The molecules placed in the tip-sample junction may considerably affect the plasmonic
light emission. They influence the interaction between the tip and the underlying sub-
strate and can have a significant effect on the induced photon yield. One of the key
points of the thesis is to gain further insight into the exact role of the molecules in this
case.
Further decoupling from the substrate enhances the residence time of the electrons
within the molecular states. This may happen either by introducing a thin insulating
layer, e.g. an oxide [16, 18], salt [15], or several layers of organic molecules [60]. Also,
molecules have been synthesized that exhibited an intrinsic geometric decoupling by
standing up on functional groups [34]. Besides the plasmonic background, the cor-
responding emission spectra may then contain emission features that directly reflect
electronic transitions within the molecules. This emission channel is enhanced by the
tip induced plasmons. This may reach down to resolving single vibronic progressions
in the emission spectra [16, 18, 60].
2.6.2.3 STM-induced Light Emission from Semiconducting Surfaces
The main channel of excitations induced on semiconductor surfaces is due to the re-
combination of electron-hole pairs. Luminescence through the relaxation of such exci-
tons may be induced in both tunneling directions. When tunneling from the sample to
the tip, holes may be injected directly into the valance band of the semiconductor, i.e.
electrons tunnel from the valance band into the tip and leave a hole. The subsequent re-
combination with an electron from the conduction band may then lead to the emission
of a photon. When tunneling from the tip to the sample, hot electrons injected by the
tip may create an electron-hole pair by impact ionization which may decay radiatively
[28, 29].
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The energy of the emitted photons in both cases reflects the band gap of the semi-
conductor. When tunneling on low-conductivity semiconductors, a tip induced band-
bending may play a significant role such that the apparent gap position may vary [28].
Also, the tunneling barrier may extend into the semiconductor so that also subsurface
and bulk properties may be probed [28, 29].
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2.6.3 High Efficiency Photon Detection
Due to the small fraction of inelastically tunneling electrons in the overall tunneling cur-
rent, the excitation efficiency in STM-LE experiments is typically very low (in the order
of 10−5 to 10−2 photons/electron [52]). The collection efficiency of our experimental
setup lies in the order of 10−4. When the photon yield is mapped simultaneously to
the topography, the integration times for the overall photon yield are typically rather
low in the order of a few ms/pixel.
These low amounts of light require sensitive and yet fast photon counting devices.
This is achieved by detecting the overall photon yield using photomultipliers or avalanche
photodiodes. The spectral distribution of the light is analysed using grating spectrome-
ters equipped with highly sensitive, cooled CCD cameras. For this analysis step, higher
integration times of several minutes are required.
2.6.3.1 Avalanche Photodiodes
Avalanche photodiodes (APDs) are highly sensitive semiconductor photodiodes. Along
with their very high sensitivity down to a single photon level, they can be operated at
high speeds3.
APDs are typical semiconductor devices. They may be fabricated e.g. from com-
binations of III-VI-semiconductors e.g. GaAs or from silicon or germanium. For the
experiments presented in this thesis, a Perkin Elmer SPCM-AQR-14 silicon APD was
used.
In semiconductor photodiodes, incident photons create electron-hole pairs by the
inner photoelectric effect. This happens in the so called adsorption region. In regular
p-i-n photodiodes, one incoming photon can only create one electron that contributes
to the photocurrrent. Light amounts measured with this kind of photodiode have to be
large enough so that the sum of created electrons yields a measureable photocurrent.
APDs are especially designed to detect small amounts of light. Besides an adsorption
region, that functions analog to that of a regular p-i-n photodiode, APDs additionally
possess a so called multiplication region, in which the charge carriers created in the
adsorption region may be manyfolded. In consequence a single incoming photon may
lead to the creation of a plurality of charge carriers, so that APDs under certain condi-
tions may even be used as single photon counting devices.
Fig. 10 a and b schematically show the doping profile and the the electric field dis-
tribution within an APD. A typically used APD doping profile is of the form p+ipn+.
The slightly p-doped intrinsic (i) region forms the adsorption region. The electric field
within this region separates the created charge carriers that drift to the respective ma-
jority sides. The holes drift to the p+-region, while the electrons drift towards the pn+
space-charge region (multiplication region). The field strength in the adsorption region
is not yet high enough to lead to an impact ionization of charge carriers.
This changes in the multiplication region. Through the pn+ doping profile and an
applied reverse bias voltage, very high field strengths occur in the multiplication region.
Once the electrons reach this region, they are accelerated until they have a high enough
energy to create a new electron-hole pair by impact ionization. The created secondary
3 e.g. 50− 60ns dead time [61] and 300ps rise and fall time [62]
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Figure 10: Scheme of an avalanche photodiode. a) Exemplary doping profile. b) Corresponding
plot of the electric field. D is the electric field strength in the adsorption region
which leads to the drift of the carge carriers to the respective majority sides. M is the
maximum electric field strength in the multiplication region. Those high field stregth
accelerate the electrons so much, that they are multiplied by impact ionization. c)
Corresponding energy-band diagram.
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charge carriers are then also accelerated until they can create a further electron-hole
pair themselves an so on. This leads to an "avalanche"-like multiplication of charge
carriers inside the APD. This way hundreds up to millions4 of electrons can be created
per incident photon [63].
In our case, we use the APD as a single photon counting module. This mode of op-
eration is also referred to as Geiger-mode. In this mode, the APD is reversely biased
above its breakdown voltage. Due to the high electric field in the adsorption region,
even a single incident photon may evoke a self-sustaining avalanche, i.e. a sharp in-
crease of the current. Rise times for the current are in the order of ns or below [64].
The current flows until the bias voltage is lowered below the breakdown voltage.
There are two main ways to realize the lowering of the bias voltage and the associ-
ated quenching of the avalanche [64]: A so called passive quenching of the avalanche
current can be achieved with a high impedance load (e.g. 100kΩ [64]). With the voltage
drop that the avalanche current causes at the impedance, it quenches itself. The bias
voltage then recovers back to its original value. The output pulse for photon counting
can be derived with a resistor on the ground lead of the circuit.
In contrast, so called active quenching uses a feedback loop that controls the bias
voltage. A fast comparator senses the avalanche current. The output of the comparator
first switches the bias voltage below the breakdown voltage and then switches it back
on after a defined hold-off time. At the same time the output signal of the comparator
may be used for photon counting. This way of quenching usually yields a comparably
fast and defined reset of the bias voltage and a short resulting deadtime in which no
photons can be detected.
For further technical specifications, several APD manufactures offer user guides [62,
63, 65]. Further information about the semiconductor physics of APDs is e.g. given
in standard textbooks such as [66] or [67]. A nice overview of APDs in single photon
counting mode is given in Ref. [64].
4 In Geiger-mode, i.e. when the APD is biased above its breakdown voltage.
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2.6.3.2 Charge Coupled Devices
Charge Coupled Devices (CCD) have initially been invented as shift registers for data
processing. As arrays of light sensitive devices, i.e. single photodiodes, CCD-sensors
are nowadays widely used e.g. in digital cameras. For the invention of the CCD-sensor
Willard S. Boyle and George E. Smith were awarded the nobel prize in physics 2009
[23].
Figure 11: Structure of a common surface channel CCD. The single photodetectors are formed
by metal-insulator(oxide)-semiconductor(MOS)-structures. The charge carriers are
generated in the depleted p-semiconductor. During integration, the charge is stored
underneath the gates. Later the charge packets are transferred and detected. (Based
on [66].)
A CCD image sensor consists of a certain number of single MOS5-capacitors acting
as photodiodes (see Fig. 11). These form the pixels of a CCD-chip. A CCD consists
of one or two-dimensional arrays of pixels. Most common, e.g. in photography are
two-dimensional arrays, so that 2d-images may be detected.
When light is shone onto the CCD sensor, electron-hole pairs are created in the
respective photodiodes (see 2.6.3.1). The resulting charge, which is proportional to
the number of incoming photons, is stored in potential wells for each pixel. After
a certain integration time, the array is read out by applying certain voltages to the
pixel gates. Hereby, the charge is shifted between the respective potential wells to
the neighboring pixel. Following a given scheme, the charge packets are gradually
transferred in parallel (left or right) or serial (top or bottom) direction until they reach
the measurement electronics where the voltage signal evoked by the charge is then
further processed. Two different schemes for CCD readout are presented in Fig. 12.
A vivid introduction into the functioning principle of CCDs including animated
schemes is e.g. given on the website of Scientific Instruments [68]. Further details on
CCD-devices are also given in [66].
In STM-LE experiments, CCD-cameras are used to detect the spectra of the emitted
light provided by the grating spectrometer. The incoming light from the tip sample
junction is deflected by a grating onto the CCD chip. After calibration with a known
5 Metal-Oxide-Semiconductor
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Figure 12: Two different schemes for CCD readout. a) Interline transfer. b) Frame transfer. The
charge is first integrated underneath the sensor pixels, then transported to the stor-
age pixels and from there transported to the output register where it is finally de-
tected. (Based on [66].)
spectrum, e.g. from a Hg-lamp, the position of incidence on the CCD-chip can be cor-
related with the specific energy of each photon. The readout of the CCD-chip then
provides a spectrum with the light intensity, for each specific photon energy (wave-
length) without the need to use color filters.
Note, that the CCD-cameras (and APDs) in an STM-LE experiment are not used
to provide any laterally resolved information about the position where the light is
emitted. The lateral resolution in STM-LE experiments is solely given by the position
of the STM-tip above the sample and the light is detected without any further lateral
resolution.
3
S Y S T E M S
3.1 silver as a sample system and tip material
Figure 13: Silver. a) A natural silver nugget [69]. b) Anchient silver coins [70]. c) STM image
of an atomically flat Ag(111)-surface exhibiting several surface steps V = 0.1V , V =
100pA, T = 80K. Silver has a lot of applications in daily life. Also in basic research it
is a popular sample system. In STM-LE it is valued for its low internal damping.
Silver (Ag) is a group 11 transition metal. As a noble metal it possesses a high
chemical inertness. It is very ductile and has been a favored material for e.g. jewelery,
mirrors, and as a coinage metal.
Since antiquity, it has been used as an antimicrobial in daily life and medicine. How-
ever, its mechanisms of action are still a topic of recent medical research [71].
Ag possesses fully occupied d-orbitals and only one electron in its s-shell [72]. Is
exhibits a high electric and thermal conductivity [72]. In technological applications, it
is e.g. used in printed circuits or for high quality radio frequency applications.
Ag crystallizes in face centered cubic Bravais lattices. Hence, its (111)-surface ex-
hibit a hexagonal structure. In basic research, noble metals, such as Ag, are popular
archetype systems in a variety of fields.
For example, pristine Ag(111) surfaces have been extensively studied by various
surface science techniques. Well prepared Ag(111) surfaces show up to several hundred
nm wide terraces in STM experiments. Monoatomic Ag-steps exhibit a height of 2.36Å
(Ag) [73]. It exhibits a Shockley-type surface state around 65meV below the Fermi
energy that is well characterized by e.g. angle resolved photoelectron spectroscopy
(ARPES) [74–78] or STS [76, 79–81].
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In STM, Ag(111) is commonly used as a substrate when studying e.g. the self assem-
bly [82–86] or the electronic structure [84, 87, 88] of organic molecules adsorbed on
surfaces.
3.1.1 Ag as a Tip Material in STM-LE Experiments
Ag is oftentimes used as a tip material in STM-LE experiments [12, 16, 89]. Due to the
small imaginary component of its dielectric constant, it exhibits low internal damping
for the tip induced plasmons (TIPs) which are crucial for the light emission in STM-LE
(see 2.6.2.1) [52, 57, 90]. Thus, Ag-tips may yield significantly higher count rates than
e.g. tungsten tips. They may be entirely fabricated from Ag by electrochemical etching
[12, 16] or tips fabricated from other materials may be covered by Ag by e.g. indenting
the tips into an Ag-surface [13] or evaporating Ag onto the tips [14].
For all STM-LE experiments presented in this thesis, Ag-covered Pt/Ir-tips were
used. The coating of the tip apex with silver usually increased the photon yield signif-
icantly and thus yielded better signal-to-noise ratios.
3.1.2 Ag as a Sample Surface in STM-LE Experiments
Ag thin films and surfaces, in particular Ag(111), have been used as archetype systems
in some of the first STM-LE studies [90–92]. They were also popular candidates in
model calculations complementing STM-LE experiments by theory [11, 55, 56, 93].
Quite recently, Chen et al. tailored silver chains of different length by manipulation
with the STM tip [12]. The photon maps gathered in the subsequent STM-LE experi-
ments on these artificial structures exhibit characteristic nodes. The nodes are assigned
to a modulation in the density of states according to particle in a box states of the Ag
chain. Thereby, the system served as a visualization of Fermi’s golden rule.
Besides studies on the pristine surface [25], e.g. Ag(111) has also been applied as a
template for e.g. organic molecules in a variety of STM-LE studies [94].
In this thesis, STM-LE experiments on pristine and adsorbate covered Ag(111) serve
as a starting point for the discussion of contrast mechanisms in photon mapping and
the role of organic adlayers on STM-induced plasmonic light emission.
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3.2 ultrathin bismuth films
Bismuth (Bi) is a group 14 semimetal. With an atomic mass of 209amu, Bi is the heavi-
est (almost) stable element1.
It crystallizes in a rhombohedral Bravais lattice [96] (see Fig. 14). It has a low carrier
density, but high carrier mobility [97].
Figure 14: Bismuth. a) A nugget of crystalline bismuth [98]. b) Bulk Bi exhibits a rhombohe-
dral structure. Consequently, its (111)-surface is hexagonally ordered while its (110)-
surface exhibits a quasicubic structure.
When downscaling devices, ratio of the surface area to the bulk volume increases
and the electronic properties are mainly governed by the surface, while the influence
of the bulk loses importance. Bi thin films are archetype systems for such a case. The
exploration of their electronic properties thus paves the way for future nanoscaled
technological applications. In particular, the symmetry that is usually given in bulk is
broken at the surface, leading to the emerge of physical properties, that may be totally
different from those of the bulk.
Such phenomena include e.g. the occurrence of surface states. Although bulk bis-
muth is semimetallic, several of its surfaces, e.g. the (111)-, (100) or (110)-surface exhibit
metallic surface states [99–101]. As a further result of the broken symmetry at the sur-
face, these states are subject to a Rashba-type spin-orbit splitting, which is rather large
due to the large atomic mass of Bi [102]. This makes Bi not only an interesting can-
didate for spintronic applications, but also a great model system for basic research to
study transport phenomena under the influence of large spin orbit splitting [103, 104].
The electronic transport in the Bi surface states is influenced by the availability of
possible electronic scattering channels [105, 106]. Due to the peculiar spin structure of
the surface states, certain scattering processes may be suppressed [107–109]. For the
surface state bands of eg. Bi(110) and Bi(111), opposing parts of the constant energy
contours have opposing spin configurations. Thus, classical backscattering from ~k to
−~k is suppressed. However, other scattering channels are still open. For Bi(111), we
analyzed the oscillations of the LDOS evoked by the scattering of surface state electrons
1 For a long time, Bi was assumed to be entirely stable. However, in 2003 it was shown that it decays with
a very low probability. The emitted alpha-particles have very low energy and are hence very difficult to
detect. The measured half-life was approx. 2× 1019 years [95].
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in the vicinity of surface defects [108, 109]. By a Fourier transform analysis of the
scattering patterns, we could show that the spin structure considerably restricts the
scattering processes. By tuning the energy of the surface state electrons, the scattering
mechanism, e.g. at step edges, may be selected [109].
The restricted amount of scattering channels are a similar characteristic to that of
topological insulators, which have recently attracted a lot of attention due to their
peculiar transport properties [110]. For this class of materials, the electronic transport
is not influenced by nonmagnetic impurities, as scattering is forbidden by their spin
structure. In fact, single Bi(111)-bilayers have been demonstrated to exhibit edge-states
that are two dimensional topological insulators [111, 112].
Figure 15: Analysis of electronic scattering in Bi(111) surface states by Fourier transform STS.
The spin structure of the surface states restricts possible scattering channels. By ana-
lyzing the oscillations of the LDOS in the vicinity of surface defects by STS (dI/dV-
mapping), we could show that depending on the energy of the surface state electrons,
the dominating scattering mechanism may vary from mainly forward scattering to
mainly backward scattering. a) Exemplary dI/dV-map of a Bi(111)-surface area ex-
hibiting several step edges. V = 175meV . b) Plots of the amplitude (top) and phase
(bottom) of the Fourier transforms of the scattering patterns at a step edge for differ-
ent energies in between 25meV and 200meV . c) Calculated constant energy contours
for different exemplary energies. Two different scattering processes are indicated by
pink (forward scattering) and black (backward scattering) arrows. For further details
see [109]. (Figure similarly published in [109, 113]).
3.2.1 Ultrathin Bi-overlayers on Cu(111) and Ag(111)
Even though immiscible in bulk, Bi forms
√
3×√3-ordered surface alloys with e.g. Cu
or Ag (see Fig. 16). These are fully developed at a Bi-coverage of 1/3ML on Cu(111)
and Ag(111)2. Recently, these surface alloys have been highly discussed because of their
spin-split surface states [114–116]. The spin-splitting is even larger than for the pure
Bi-surfaces discussed above. In the latter case, the Rashba-type spin splitting is caused
2 Here, the coverage is given with respect to the (111)-ordered substrate, i.e. every third Cu(Ag)-atom in
the (111)-ordered surface layer is replaced by a Bi-atom.
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by a potential gradient in surface normal direction due to the broken symmetry at the
surface. For the surface alloys, upon incorporation, the larger Bi-atoms are displaced
out of the Ag-surface plane. The resulting additional in-plane surface gradient causes
the so called "giant" Rashba-splitting of the surface bands [114, 117].
Figure 16: The Bi/Ag surface alloy and initial dealloyed overlayer phase. a) Atomically resolved
STM-topography of an Ag(111)-single crystal covered with the
√
3×√3 Bi-Ag sur-
face alloy, V = 0.1V , V = 55pA, T = 80K. Due to a slight overcoverage of Bi, a
gradual dealloying has already set in. The dealloyed areas exhibit a striped appear-
ance in the topography. b) and c) Fourier Transforms of the
√
3×√3 Bi-Ag surface
alloy and the initial dealloyed layer, respectively.
In a collaboration with the group of Prof. Enrique Ortega, we could recently show
that the surface state of the
√
3×√3-Bi/Ag(111) surface alloy is rather robust against
different organic overlayers, i.e. the ARPES-signal vanished due to the thickness of
the overlayers without any observable change of the surface state band structure [118].
This will be discussed in further detail in the appendix chapter A.
When the Bi-coverage is increased above the ideal coverage for the Bi/Cu(Ag)(111)-
surface alloy, a gradual dealloying of the surface layer takes place (see Fig. 16). In this
low-Bi-coverage regime, different Bi-overlayer structures occur, which crucially depend
on the amount of Bi-deposited on the surface.
Just recently, also the appeal of the peculiar electronic structure of the initial deal-
loyed Bi-overlayer has been further stressed in literature. This overlayer is fully de-
veloped at a Bi-coverage of about 0.5ML. For Bi on Cu(111), quantum well states
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form within the layer which exhibit a spin-orbit splitting similarly large as that of
the Bi/Cu(Ag)-surface alloys [119, 120].
If the Bi coverage is further increased for Bi on Ag(111), the Bi-growth has been
reported to take place in bilayers [121]. In our experiments, we find a similar growth
mode for Bi on Cu(111).
Further details on the initial growth and electronic structure of Bi on Cu(111) will be
given in chapter 11.
In this thesis, a special focus lies on the STM-induced light emission on the initial Bi-
monolayer on Cu(111). Especially, the latter is used as a substrate for archetype organic
layers. The comparison to data acquired for the same molecules adsorbed on noble
metals hints towards a quite peculiarly low interaction between the organic layers and
the Bi/Cu(111)-substrate.
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3.3 the fullerene c60
Fullerenes are molecules consisting entirely of carbon. For their role in the discovery of
fullerenes, Robert F. Curl Jr., Sir Harold W. Kroto and Richard E. Smalley were awarded
the Noble prize in chemistry 1996 [23].
C60 is a commonly used fullerene in industry and basic research. Its 60 carbon
atoms are assembled into a sphere of 20 hexagons and 12 pentagons, very similar
to the structure of a soccerball. Other well known fullerenes are e.g. C70 or carbon
nanotubes.
Figure 17: The Fullerene C60. a) STM image of a hexagonally ordered C60-domain on Ag(111).
In the upper right quadrant of the image, there is a defect in the C60-layer. V = 2.7V ,
V = 250pA, T = 80K. b) Structural model of C60 [122]. The van der Waals radius is
1.02nm [123].
C60 occurs naturally e.g. in candle soot and can be synthesized by evaporating
graphite in a helium atmosphere [124]. As an organic semiconductor, C60 is used in
photovoltaic cells [125], e.g. as an n-type semiconductor in heterojunctions with pen-
tacene or phthalocyanines [126] or as a dopand in the transport layers of organic light
emitting diodes [127].
3.3.1 C60 in Basic Research
In basic research C60 is oftentimes used as an archetype organic molecule and has
been subject to a wealth of STM studies on a variety of substrates [128–133] (and many
more).
On noble metal substrates such as Cu(111) or Ag(111), upon deposition at room
temperature, the C60-molecules decorate the step edges first, before they form densely
packed molecular domains nucleating from these structures at higher coverages [129,
134] (see Fig. 17 a). Within the molecular domains, the molecules assume a hexagonal
order with an intermolecular distance close to that in fcc ordered C60 crystals, of about
10Å [129, 135].
C60 is a strong electron acceptor and can be easily doped e.g. with alkaline atoms.
A doping with these atoms has been shown to induce a superconducting state at 18K
[136].
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For the use in organic photovoltaic devices, combinations of several molecular species
in binary molecular structures, e.g. of copper-phthalocyanine (CuPc) and C60 is of
mayor interest. For a subsequent deposition of the latter on Au(111), Stöhr et al. found
a coexistance of well-ordered domains of each molecular species but no highly ordered
intermixed phase or a heteroepitactic structure of both [137]. However, individual CuPc
molecules adsorbed on the densely packed C60 islands were found to perform a ther-
mally driven, hindered eccentric rotation [138, 139].
In later studies, Huang et al. observed a heteroepitactic growth of CuPc on a closed
monolayer of C60 [125]. In these experiments, both, monolayer and multilayer films
of CuPc adopted a standing-up configuration on the C60. The molecular orientation
within the overlayers affects the photon absorption and charge transport within the
CuPc:C60 based solar cells.
3.3.2 C60 in STM-LE Experiments
Already in early STM-LE experiments, Berndt et al. studied C60 layers on Au(110) as
an archetype system [140]. For their possible use in organic light emitting devices, they
are still subject of quite recent STM-LE studies. One highly discussed topic is e.g. the
origin of the molecular resolution in photon maps of C60-monolayers on Au(111) [58]
or Ag(111) [14] which will also be discussed in this thesis.
Other recent experiments focused on the light emission from the single molecular
contact of a C60 molecule in between a Cu-covered tungsten tip and a Cu(111) substrate
[141]. The C60 was shown to have drastic influence on the light emission from the
quantum contact.
Besides STM-LE experiments that aim on gathering information about the role of C60
itself, single or double layers of C60 have been used as buffer layers, to electronically
decouple other organic complexes placed on top, e.g. from a Ag(111) substrate [14, 21].
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3.4 3 ,4 ,9 ,10-perylene-tetradicarboxylic-dianhydride (ptcda)
3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA) is a perylene based organic
molecule. It is industrially used in dyes [142] or as a material for organic semicon-
ductor components, e.g. organic field effect transistors [143], organic light emitting
devices [144] or solar cells [145]. In basic research, it is a popular archetype system
to study e.g. molecular self assembly [146–148], thin film growth [149] or electronic
transport [132].
PTCDA has the elemental formula C24H8O6. It is a planar molecule with a size of
0.92nm× 1.42nm and a mass of 392amu3. It consists of a perylene core and hydrogen
atoms on the "long edges" and oxygen atoms on the "short" edges. The structural
formula of PTCDA is shown in Fig. 18 a.
It exhibits a conjugated pi-system, where the electrons are delocalized over the entire
molecule. The oxygen atoms are electronegative, while the hydrogen atoms are elec-
tropositive. Thus, PTCDA is a polar molecule (see Fig. 18) which leads to a very strong
intermolecular electrostatic interaction. Therefore, upon deposition at room tempera-
ture the molecules form ordered islands on most substrates. On a lot of substrates,
including Ag(111), Au(111), Cu(111) [146, 150], Bi(111) [132] or BiAg2 PTCDA assem-
bles into the so called Herringbone structure (see Fig. 18 c and d).
PTCDA has a strong tendency to form highly ordered crystalline structures, even on
amorphous structures such as e.g. glass [149]. Such "quasi-epitactic"-growth has been
assigned to strong interplanar van der Waals forces between the stacks.
When a submonolayer coverage of PTCDA is evaporated at low temperature, i.e.
below 150K, Killian et al. find an additional phase of PTCDA on Ag(111) [151]. In
this configuration, the molecules arrange in irregularly shaped and sized dendritic
clusters, in which the molecules assume a tail-to-edge configuration, which still points
to the strong intermolecular interaction. Upon annealing, the layer gradually converts
into the well known herringbone structure found at room temperature. Here, a fragile
interplay between intermolecular interactions and adsorption state is held responsible
for the ordering of the molecules at the respective temperature.
PTCDA is an organic semiconductor, for which p-type semiconductivity has been
reported. However also n-type semiconductivity as a result of impurity doping or
both types of semiconductivity depending on the orientation of molecular planes with
respect to the measurement direction have been proposed [152] (and references within).
As part of binary molecular structures, PTCDA has been subject of studies on highly
ordered mixed molecular phases, e.g. together with CuPc [153, 154]. Here, the ordering
of the molecules depends crucially on the preparation sequence and annealing of the
sample. Also, heteroepitactic structures of CuPc on PTCDA could be grown, where the
structure of the CuPc layer is dominated by charge transfer processes to the underlying
PTCDA layer [155].
3 Carbon has two stable isotopes. About 98.9% of the carbon atoms on earth are 12C, while about 1.1%
are 13C. 392amu is the mass of a PTCDA molecule that entirely contains 12C. Due to the different
carbon isotopes, only about 77% of all PTCDA molecules possess this mass. Around 20% of the PTCDA
molecules have a mass of 393amu. The rest has a mass of 394amu or higher.
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Figure 18: PTCDA. a) Chemical structure of PTCDA. b) Electrochemical potential calculated
with Hyperchem. e is the elementary charge and a0 is the Bohr radius (a and b from
[156, 157]). c) PTCDA on Ag(111), V = 2V , V = 30pA, T = 80K. The molecules order
in the so called Herringbone structure, where the molecules assume a braid-like
order. A structural model of this configuration is shown in d) (d from [158]).
3.4.1 PTCDA in STM-LE Experiments
STM-LE measurements have been performed on PTCDA layers on Ag(111) and Au(111)
in the group of M. Kawai [94, 159]. STM-induced fluorescence has been proposed for
higher layers of PTCDA that have been electronically decoupled by the PTCDA layers
beneath them.
In the experiments presented in this thesis, PTCDA served as a second archetype
molecule besides C60 to demonstrate the effect of the LDOS provided by the molecules




Copper-phthalocyanine (CuPc) is a blue dye molecule. It is one of the many repre-
sentatives of the molecular family of phthalocyanines. All phthalocyanines share the
phthalocyanine structural basis consisting of four inner pyrrole rings and four outer
benzene rings. The Me2+ central ion, e.g. Cu2+, Sn2+, Zn2+, Fe2+, etc., governs the
physical properties of each molecular species.
CuPc is a planar molecule. Its elemental formula is C32N8H16Cu. Its structural for-
mula is shown in Fig. 19 a. It has a size of 1.68nm× 1.68nm. Depending on the Cu-
isotope that provides the central ion, it has a mass of 575amu or 577amu4. Like PTCDA
it exhibits a conjugated pi-system, that is spread out over the entire phthalocyanine ba-
sis. The calculated electrochemical potential is shown in Fig. 19 b.
Figure 19: Copper-Phthalocyanine (CuPc). a) Chemical structure of CuPc. b) Electrochemical
potential calculated with Hyperchem. e is the elementary charge and a0 is the Bohr
radius [156, 157].
CuPc is used industrially in dyes and as an organic semiconductor in e.g. solar
cells [145, 160], transistors [143] or LEDs [161, 162]. Here, it is e.g. used as a p-type
semiconductor in heterojunctions with C60 [126].
In basic research is used as a model system, e.g. for molecular self assembly on differ-
ent substrates [129] or as a component for molecular donor-acceptor heterostructures
e.g. in laterally mixed or layered structures with PTCDA [153–155, 163].
At low coverage and low temperature, CuPc adsorbs individually on metallic sur-
faces, e.g. Cu(111) [164] or Ag(111) [165]. This behavior may be assigned to a compe-
tition of the molecules for charge-transfer with the substrate, which drives them to
assume a maximum average distance from each other [166]. At room temperature, in-
dividual CuPc molecules are mobile on flat metallic surfaces [164]. At higher coverage
(≈ 0.75− 0.9ML depending on the specific substrate the temperature) it forms ordered
layers [165, 167].
4 Also carbon has two stable isotopes. About 98.9% of the carbon atoms on earth are 12C, while about 1.1%
are 13C. 575amu and 577amu are the masses of CuPc molecules that entirely contain 12C. Due to the
different carbon isotopes, only about 70% of all CuPc molecules possess these masses. Around 25% of
the CuPc molecules have masses of 576amu or 578amu. The rest have masses of 577amu and 579amu or
higher.
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On Cu(111), individually adsorbed CuPc has been shown to perform a tunneling
current driven frustrated rotation (libration) [168], which makes it also an interesting
candidate to study dynamics at surfaces as well as inelastic processes.
Part III
E X P E R I M E N TA L D E TA I L S
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E X P E R I M E N TA L S E T U P
The experimental setup used for the experiments presented in this thesis consists of
three interconnected vacuum chambers and an ex-situ light detection unit. Samples
were prepared in the preparation chamber and pre-checked for sample quality in the
photoelectron spectroscopy/LEED-chamber. The STM-experiments were conducted in
the LT-STM-chamber. Valves between the chambers allow independent activities in
every experimental unit.
Figure 20: Photograph of the entire experimental setup including all three vacuum chambers
and the ex-situ light detection unit.
4.1 vacuum conditions
The base pressure for all chambers is normally in the range of 1− 5× 10−10mbar. After
bakeout, the pressure is maintained by ion getter pumps and titanium sublimation
pumps. As opposed to turbomolecular pumps, these pumps do not cause vibrations
which would cause unwanted noise in STM experiments. However, the ion pumps
cannot be used to maintain the vacuum during sample preparation by sputtering. The
noble gases that are used as sputtering gases, in this case Argon, are not gettered by
the ion pumps. Instead of being pumped, the Argon in the chamber would be ionized
inside the pump and sputter the gettering surfaces. This would lead to a release of
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particles inside the chamber which would counteract a clean sample preparation. To
avoid this problem, the ion pump in the preparation chamber is turned off and an oil
diffusion pump is used to maintain the vacuum during ion sputtering.
4.2 the lt-stm unit
A new LT-STM was built in the course of the experimental work conducted for this
thesis. The original, very compact STM design was continuously advanced through
generations of STMs in the Möller group and adjusted to the respective requirements
of the desired experiments. The fundamental design used here was also applied for
other STM and AFM setups in the Möller group [169]. This bares the advantage, that
spare parts and know-how can be exchanged in between the experiments. This aids the
consecutive advance of the setup and helps to keep repair times as short as possible.
Here, the design of the previous LT-STM was adapted to the requirements of STM-
LE experiments. Also, we eliminated weaknesses found in the design of previous ver-
sions to further enhance the experimental performance. The main changes from earlier
versions consisted in adaptions of the heat shielding to allow for the out-coupling of
photons, minor changes in the base unit design and an adaption of the sample holding
inside the base unit.
The entire LT-STM design, including the most recent changes, will be presented in
the following.
Figure 21: STM including heat shielding. a)-c) STM front view. a) STM when just the inner
static shield has been mounted. b) STM with inner static and inner movable shield.
c) STM with all shields attached and movable shields opened. d) STM back view. The
movable shields are closed. Light from the tip-sample junction can still be coupled
out through an ITO-covered glass window.
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4.2.1 Base Unit
To minimize the cryogenic consumption, the LT-STM design is kept very compact. The
base unit has dimensions of only 21mm× 24mm× 16mm (width×height×depth).
Figure 22: Schematic of the homebuilt LT-STM. Left hand side: Photograph of the STM with
shields removed. Right hand side: Schematic outlining the most important parts of
the STM. (STM schematic adapted from [170]).
The entire base unit was milled from a single piece of copper to assure maximum
thermal conductance for efficient cooling and thermal equilibrium during the measure-
ments. It holds the scanning unit and provides two slots for samples of different height.
Within these slots, the sample holder rests on three stainless steel balls onto which it is
pushed down by copper-beryllium springs. This yields very defined three-point bear-
ing and prevents wiggling of the samples inside the slots which might cause excess
noise in the tunneling current signal.
The base unit is surrounded by several layers of gold-coated copper heat shielding
to prevent heat intake through thermal radiation (see Fig. 21). The shielding consists
of overall four different layers. Two of the shields are static. They have openings in the
front and in the back. These allow for an easy exchange of tips and samples from the
front and an unhindered view of the tunneling junction from the back of the STM. Two
additional movable shields close these openings while not in use. Even when otherwise
entirely closed, the shielding still bares an opening to collect the emitted photons from
the back of the STM. To minimize heat intake, the respective cutout in the outermost
movable shield is covered by an ITO1-covered glass window in the back. ITO blocks
infrared heat radiation while at the same time it is transmissive for visible light.
For cool down, the base unit is pressed against the inner heat shielding which is
directly connected to the cold finger of the cryostat. This is done by tightening a locking
1 indium-tin-oxide
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screw that can be turned with the wobble stick. The locking screw can be turned even
if the inner shield is closed. This prevents excess heat intake and contamination of the
sample when the locking screw is loosened after cooldown. The cooldown of a freshly
prepared sample in the cooled down STM usually takes a few minutes.
4.2.2 Insulation against Mechanical Vibrations
After cooldown, the base unit is suspended on springs for vibrational decoupling from
the environment. Cobalt samarium magnets embedded in the side walls of the base
unit provide an effective eddy current damping when the base unit swings inside the
copper shielding.
For damping of external mechanical vibrations, the STM chamber rests on pneu-
matic feet. These are effective also for low frequencies (in the order of a few Hz), e.g.
vibrations of the building.
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4.2.3 Scanning Unit
The scanning unit consists of two piezo crystal tubes. The outer piezo is directly
mounted onto the base unit. It is not segmented and exclusively performs movements
in z-direction (surface normal direction). The inner piezo is four-fold segmented to
additionally allow tip positioning and scanning in x- and y-direction (surface lateral
directions). It is nested into the outer piezo with a marcor piece connecting the two.
Here, the inner piezo is usually used to perform the z-movement during scanning.
The outer piezo is used for the automated approach of the tip to the sample and to
readjust the idle position of the inner piezo. However, the roles of the piezos in the
z-movement of the tip may be variably exchanged.
The scanning unit design with two nested piezo tubes bares several advantages, e.g.
an enhanced flexibility and a possible adjustment of the idle position of the scanning
piezo. Still, all basic functions of the scanning unit, including the automated approach
mechanism described below might also be performed with only the inner piezo crystal.
(However, this would require for the additional mixing of two electronic signals during
approach.)
Figure 23: The STM scanning unit. a) Explosion drawing of the scanning unit (from [170], [171]).
b) and c) Photographs. b) The inner, segmented piezo tube with the tip carrier holder
attached to it. c) Inner and outer piezo tube assembled into the scanning unit in
which the piezos are nested inside of each other.
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4.2.4 Tip carriers
The STM-tips are attached to a tip carrier. This way, the tips may be transferred and
exchanged in situ more easily.
Figure 24: Schematic of the tip carriers. a) Front view of a tip carrier. The stainless steel balls
of the tip carrier holder on which the tip carrier rests inside the STM are indicated.
b) The tip carriers may be slit onto a tip transfer unit which is mounted on an
Omicron-style sample holder. This way the tips can be easily transferred and can be
exchanged in the cooled STM within minutes. Inside the STM, the tip carrier is held
magnetically on three stainless steel balls on a marcor piece attached to the bottom of
the inner piezo. (Based on drawings previously used in [172] and originally created
by Dennis van Vörden, as well as parts of drawings by Manfred Lange [171], [170].)
The tip carriers are made from a very thin marcor piece to which two stainless steel
plates and two stainless steel rods are glued (see Fig. 24 a). The tip carriers attach
magnetically to the marcor piece at the bottom of the inner piezo tube. The latter
building block will be further referred to as the tip carrier holder (see Fig. 24 b). It
provides a three-point bearing of stainless steel balls (1mm diameter) on which the
stainless steel parts of the tip carrier can slide. Behind each ball, a cobalt samarium
magnet is mounted. The magnetic force is large enough to keep the tip carrier from
falling but still allows for a directed motion through piezo movements by a stick-slip-
mechanism (as described in 4.2.5).
The magnetic mounting of the tip carriers allows for a fast and easy exchange of
STM tips. Even during an experiment, while the STM is cooled down, the tip can
be exchanged in about one to five minutes. During tip exchange, the temperature of
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the base unit is hardly affected when cooled down to liquid nitrogen temperature.
However, as the sample has to be removed for a tip change, a heating of the sample up
to an undefined temperature cannot be avoided.
The tips are spot welded onto a cross connection between the two stainless steel
plates (see Fig. 24 a). The stainless steel plates electrically connect the tip through the
stainless steel balls to the wiring of the STM. The upper stainless steel ball connects to
the upper stainless steel rods. This provides an additional electric contact, which can
be used to extend the functionality of the STM through modifications of the tip holder.
While not in the STM, the tip carriers are stored on transfer units (see 24 b). These
are mounted on Omicron2-design sample holders and can thus easily be grabbed with
a wobblestick and transferred. Usually, around 3− 4 tips are kept ready for use in the
vacuum chamber, to be able to quickly exchange the tip when needed.
4.2.5 Automated Approach Mechanism
The automated approach mechanism applied in our experimental setup uses an inter-
play of both piezos (see Fig. 25).
One of the piezos is provided with a sawtooth-like voltage signal (Vpiezo 1). Thereby,
in the first step of the approach mechanism the piezo is expanded and the tip is moved
towards the sample at a constant speed. If no tunneling current is detected until reach-
ing the maximum expansion of the piezo crystal, it is quickly contracted back to its
original length.
Then, the other piezo comes into play. While the first piezo is held at a constant
length, a cyclic voltage function is applied to the second piezo (Vpiezo 2). During the
expansion of the piezo, the tip carrier sticks on the tip carrier holder due to static
friction. Close to the peaks of the cyclic function, the slope is very steep. At the peak
of the cyclic function, when the motion is reversed, the acceleration of the tip carrier
holder is very large and overcomes static friction. The entire tip carrier keeps moving
forward (slips) and slides towards the sample on the stainless steel balls of the tip
carrier holder, while the piezo is contracted. This mechanism is also called stick-slip
mechanism.
The cyclic function applied to the second piezo is adjusted so that the described
stick-slip forward movement is about one third smaller than the maximum expansion
of the first piezo due to the sawtooth. This assures that the stick-slip mechanism only
moves the tip within a "safe range". From this new starting point, the procedure is
repeated until a tunneling current corresponding to the desired set value is detected.
Once the tunneling distance is reached, prior to the measurement, an interplay of
both piezos adjusts the idle position of the piezo that drives the z-moment during
scanning. The latter is relaxed into its neutral position while the distance to sample is
kept constant by the simultaneous movement of the piezo. This allows for a maximum
traveling distance of the z-scanning piezo in both, positive and negative z-direction, to
react to sample roughness during scanning.
2 Omicron NanoTechnology GmbH, now: Scienta Omicron GmbH, Limburger Straße 75, D-
65232Taunusstein
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Figure 25: Scheme of the automated mechanism used to approach the tip to the sample.
4.2.6 Wiring
The wiring of the STM is realized in different sections. The wires are fixated and
electrically connected using IC plug-in connectors. This way, mass contacts or cable
breaks can be localized easily by analyzing the cables section wise. It also permits an
easy and minimally invasive repair in case of a cable break, as only a short section of
the wire has to be exchanged.
There are two types of capton insulated wires used as cables for the STM: All cables
that have a direct connection to room temperature parts, i.e. the cables that lead to
the plugs connecting the STM to the ex-situ electronics, are made of a special stainless
steel alloy3 with a rather low heat conductivity. Additionally, these cables are wrapped
around the cryostate several times for cooling. This way, the heat intake is minimized.
The further in-situ wiring is realized by 0.12mm diameter capton insulated copper
wire. These cables are rather well heat conductors. Once the STM base unit is cooled
down suspended on the springs, the cooling is entirely maintained through these ca-
bles and the stainless steel springs. This way, the base unit including tip and sample
can be kept at a constant temperature of around 79K for cooling with liquid nitrogen
and 7K for cooling with liquid helium, respectively.
Considering the light weight of the base unit (approx. 40g including the piezo scan-
ners, tip and sample), the wires e.g. connecting the piezo act as springs and may in-
fluence the swinging of the base unit as the result of outside vibrations. During the
3 MDC Caburn KAP 4K-014
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assembly of the STM, particular attention has to be paid when arranging the wires to
allow for an unhindered swinging of the base unit in order to prevent excess noise in
the tunneling current signal.
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4.2.7 Ex situ cooling system
The LT-STM is cooled using an ACS Helitran LT-3B continuous flow cryostat. For the
experiments presented in this thesis, the cryostat was operated with liquid nitrogen as
a cryogenic. If desired, the system can be also operated with liquid helium. However,
due to the lower heat capacity of liquid helium, the consumption of cryogenic liquid
in the latter case is significantly higher. Additionally, helium is very expensive and
recent developments on the world helium market lead to increasing supply shortages.
For the sample systems studied here, the stability at liquid nitrogen temperature was
adequate, making the use of liquid helium redundant.
The cryogenic liquid is provided from storage dewars that usually hold 100− 150l.
An excess pressure of around 0.4mbar (during cool down from room temperature)
or 0.15mbar (during regular cooling) inside the dewar presses the cryogenic liquid
through a transfer line into the reservoir of the cryostat. The excess pressure is either
built up internally through the vapor pressure of the croygenic liquid or may be ap-
plied externally. It is controlled through pressure relief valves.
The shielding of the transfer line is evacuated to about 10−3mbar for thermal in-
sulation. It holds two capillaries through which the coolant flows. The first capillary
(cryostat line) directly carries the cryogenic liquid from the storage dewar into the reser-
voir of the cryostat (solid dark blue arrows in Fig. 26). There, it cools down the STM
including the shields and the wiring. Thereby, the coolant is heated up and evaporates.
The gas phase coolant then leaves the reservoir through an exhaust. When cooling with
liquid helium, this exhaust is connected to a helium-recycling line.
The second capillary (cooling line) encloses the first capillary. For an efficient cooling
of the first capillary, it runs from the dewar, where the liquid coolant is pressed into
the capillary, all the way down to where the first capillary ends into the reservoir, and
back to the other side of the transfer line where the coolant leaves the line as a gas (see
red arrows in Fig. 26).
The respective flow through each capillary is monitored by flow meters and may
be controlled by adjustable valves. Additionally the coolant flow into the reservoir of
the cryostat can be controlled by an additional needle valve (see Fig. 26). This ensures
a smooth and continuous laminar flow of the coolant to keep the mechanical noise
produced by the cryostat on a minimum level.
Using liquid nitrogen, the cryogenic consumption of the cryostat is about 10l per
day. The liquid helium consumption lies roughly around 18− 20l per day.
To prevent a freezing of the outside part of the cryostat associated with a risk of
causing possible vacuum leaks through extensive thermal expansion, counter heating
holds the outside part of the cryostat slightly below room temperature. Additionally,
the cryostat is equipped with wires for counter heating close to the cold finger. This
enables experiments at variable temperatures above the minimum temperature reached
with the respective cryogenic liquid.
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Figure 26: Schematic of the cooling system. The coolant flow is indicated by colored arrows.
Inside the transfer line, liquid coolant flows from the storage dewar to the reservoir
of the cryostat through a coolant capillary which is cooled by a second cooling
capillary. The flow through both capillaries can be controlled by adjustable valves at
the gas exhaust of the reservoir and the cooling capillary as well as a needle valve
which controls the flow from the coolant capillary into the reservoir. (Adapted from
[170], base drawing originally from [173].)
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4.2.8 Additional Features of the LT-STM Chamber
Additionally to the LT-STM itself, the LT-STM chamber offers a carbon monoxide doser
and a stage for transferable molecular evaporators. A carousel below the STM can store
up to 10 tips, samples, transferable molecular evaporators and other tools. This way,
these devices can be kept ready for use under UHV conditions and e.g. tips may be
exchanged quickly during the experiment.
4.2.8.1 Carbon Monoxide Doser
Carbon Monoxide (CO) has been shown to successfully functionalize STM tips to
achieve intramolecular resolution [174], [175]. The CO is usually brought to the tip
by picking up a CO molecule from a surface, e.g. by applying voltage pulses to the
tip placed above a CO-molecule [176], [177] (and supporting material). The CO on the
surface results from the adsorption of residual gas from the chamber. Although CO is
a very common residual gas particle in every vacuum chamber, the CO concentration
within the residual gas can be purposefully enhanced by letting gas into the chamber
through an inlet.
The LT-STM-chamber possesses a leak valve that points directly onto the sample
within the STM. This allows the directed dosing of CO onto the cooled sample. At
low temperature, the sticking coefficient of the CO is significantly larger than at room
temperature. This way, experiments with on CO covered surfaces become possible, e.g.
CO on Cu(111), which has recently been shown to be a rather interesting candidate for
STM field-induced switching by STM [178].
4.2.8.2 Transferable Molecular Evaporators
The assembly of organic molecules on a sample surface crucially depends on the prepa-
ration parameters. One important factor is e.g. the sample temperature. At room tem-
perature, many organic species tend to form (ordered) molecular domains due to in-
termolecular interactions.
To be able to discriminate the properties of a single molecule from effects due to
intermolecular interaction, studies on singly adsorbed molecules are of special inter-
est. For a lot of organic molecules, this requires for deposition at low temperatures
were surface diffusion is widely suppressed. Thus, if the coverage is low enough, even
molecules with the tendency to form domains at e.g. room temperature, may adsorb
individually. However, a subsequent annealing to higher temperatures, even to room
temperature or below, during the transfer of the sample, would again lead to the for-
mation of molecular islands.
To be able to evaporate molecules directly onto the cooled sample within the STM,
transferable molecular evaporators were constructed in the Möller group [179], [180].
The freshly prepared samples may subsequently be analyzed without ever exposing
the sample to higher temperatures, i.e. annealing the sample.
The evaporators consist of an L-shaped crucible embedded into a filament mounted
on top of an Omicron sample holder. Thus, they may be easily brought into the vac-
uum chamber through the load lock without the need for a bakeout. The transferable
evaporators are slit into a stage in front of the STM and are thereby electrically con-
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Figure 27: View into the STM chamber through one of the flange windows. The image shows:
The stage to electrically connect transferable molecular evaporators. The LT-STM
with shields open. The CO-supply line pointing towards the opening in the shield-
ing of the STM. The transfer rod for transfer into the load lock or the preparation
chamber. A carousel to store up to ten tips, samples, transferable evaporators etc..
nected, so that a current can be passed through the filament. The evaporation angle
may be adjusted with the wobble stick. When not in use, the stage is turned out of the
way as seen in Fig. 27.
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4.3 light detection
The special focus of the work presented here lies in the detection of photons emitted
from the tunneling junction of an STM experiment. One of the tasks was the design
and implementation of a light detection unit to the experimental setup.
4.3.1 In Situ Light Detection
The light emitted from the tunneling junction is collected in situ with a plano-convex
collective lens (27.1mm diameter, 38mm focal length). The lens is placed such that the
tip-sample junction lies in its focus, directing the emitted light into a parallel beam.
The lens is held in a stainless steel tube (lens holder). Its position inside the vacuum
can be adjusted by an x-y-gimbal and an additional custom designed z-manipulator.
Focusing in the direction normal to the beam of light is usually performed before
each experimental run. This optimizes the photon yield since different samples exhibit
different heights and the position of the tip slightly varies with every coarse approach
of the tip. The focusing may be monitored either using a webcam image of the tip-
sample junction and directing the image onto a predefined spot or optimizing the count
rate of the avalanche photodiode (APD) (see below). For robust sample systems that
are not effected by the procedure, this may optionally happen during field emission
which yields significantly higher count rates than regular tunneling experiments. This
enhances the accuracy of the focusing.
The parallel light beam exits the vacuum chamber through a boron silicate window.
The material of the window was especially chosen for its high and constant transmit-
tance in the visible and near infrared range. Further, the window was manufactured
and mounted especially planar to not distort the outcoming light beam.
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Figure 28: In situ light detection. The light is in situ collected with a lens inside the vacuum
around 4cm away from the tip sample junction which lies in the focal point of the
lens. The parallel beam leaves the vacuum through a boron silicate flange window.
a) View into the LT-STM chamber. b) When the STM is removed from the recipient,
the lens which focuses onto the tip-sample junction from the backside is revealed. c)
Schematic representation of the in-situ light detection unit. The lens position may be
adjusted in x,y,- and z-direction to refocus for different sample heights and lateral
positions of the tip on the sample. Drawing of the x,y,z-positioning unit courtesy of
Tobias Roos.
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4.3.2 Ex Situ Light Detection
Due to the design of the existing LT-STM vacuum chamber and the position of the
existing flanges, the lens holder approaches the tip-sample junction from an angle of
about 20◦ from the horizontal plane (see Fig. 28). Consequently, also the lens exhibits
this angle from the sample plane. Deflection mirrors in the beam path always lead
to a loss of detected photons. In order to minimize losses, the optical table on which
the ex situ light detection system is placed, was set up at the same 20◦-angle from the
horizontal plane.
The light may be optionally directed onto a webcam, an avalanche photodiode (APD)
or spectrograph equipped with a liquid nitrogen cooled CCD4 camera (see Fig. 29). For
this purpose especially mounted deflection mirrors are used which can be removed
and subsequently brought back into the light path at very reproducible positions.
An additional collective lens in front of each device focuses the light on the respective
detectors. The length of the optical paths to all devices is about equal. This way, a small
misalignment of the optics in the beam lateral direction causes similar beam deflections
on each detector which are then easier to identify and correct.
4.3.2.1 Webcam
With a first deflection mirror, the light can be directed onto a webcam. The webcam is
used to monitor the coarse approach of the tip towards the sample. Furthermore, it is
used to monitor the focusing of the in situ lens and the adjustment of the entire optical
table after bakeout.
4.3.2.2 Avalanche Photodiode
Removing the first deflection mirror and placing a second one directs the light onto the
APD. The APD gives a fast measure of the overall photon yield (usual integration times
of a few ms), however, without any energy resolved information. Here, the APD used
was a Perkin Elmer SPCM-AQR-14. This specific APD model is sensitive to photons
in the wavelength range of 400nm to 1060nm and has a specified dark count rate of
about 100 counts/s [61]. The overall photon yield is measured as an additional signal
channel to e.g. the z-displacement of the tip or the dI/dV-signal. This way photon
maps reflecting the spatially resolved excitability of the tip-sample junction can be
obtained simultaneously to the topography. Also, spectra of the overall photon yield
with respect to the applied bias voltage, i.e. the energy of the injected electrons, can be
recorded simultaneously to STS spectra.
4.3.2.3 Grating Spectrometer
Removing all deflective mirrors from the optical paths, the light is directed straight
onto a Princeton Instruments Acton SP 2300 spectrometer [181]. The spectrometer is
equipped with three different gratings (600l/mm, 300l/mm, 150l/mm). This way, dif-
ferent resolutions can be chosen for the analysis of the energetic distribution of the
4 charge coupled device
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Figure 29: Ex situ light detection. a) Photograph of the optical table with the entire ex situ light
detection unit. The different light paths are indicated: to the webcam (green), the
APD (orange), and to the spectrograph (red). The light is optionally directed onto
one of these paths by placing or removing mirrors. b) Schematic of the ex-situ light
detection setup. This representation additionally shows a scheme of the setup inside
the spectrograph. The light is directed onto one of three gratings by mirrors and
subsequently directed onto the LN-cooled CCD-camera. The gratings are mounted
on a rotatable stage. The used grating as well as the center wavelength may be
adjusted through the rotation of this stage.
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emitted photons. The respective wavelength range which is detected is chosen by rotat-
ing the grating while the deflection mirrors inside the spectrograph are held stationary.
A CCD camera5 is directly attached to the spectrograph. The 1340pixel×100pixel detec-
tor is cooled with liquid nitrogen to minimize image noise. Here, the integration times
for acceptable signal to noise ratios usually lie in the order of 5− 10min per spectrum.
4.3.2.4 Shielding from Stray Light
The entire experimental setup is sealed off ambient light by flange caps covering all
window flanges. The optical table holding all ex situ light detection is completely
shielded from ambient stray light by a surrounding black box. The flange through
which the light is coupled out of the vacuum chamber is connected to the opening of
the black box by a vulcanized black rubber bellow. Cables going to the devices inside
the black box are lead through a light trap. Shielded against light in this way, experi-
ments can be mostly performed under ambient light conditions in the lab without an
influence on the zero count rate of the APD.
5 The pixel size of the CCD are 20µm. The CCD resolution is 0.14nm, at 438.5nm measured with a
1200l/mm grating at an entry slit width of 20µm [181]. Here, the entry slit size was a significantly larger
and the wavelength of interest were located at higher wavelengths, so that the resolution somewhat
smaller for the data presented in this thesis.
4.4 load lock 71
4.4 load lock
Tips, samples and other tools or devices may be brought into the vacuum through a
load lock. The load lock is pumped by a turbomolecular pump. After about 30− 45
minutes of pumping, it allows for a transfer into the experimental system without
breaking the vacuum. The load lock is equipped with a stage for resistive heating of
tips which are newly introduced to the UHV. The tip holders are slit into the stage on
the transfer unit. Once in place, the stainless steel plates of the tip holder are electrically
connected from the sides with copper beryllium springs. This way, a current can be
passed through the cross connection between the two stainless steel plates, heating
both, the cross connection and the suspended tip to an orange glow. This removes
water and oxide that might have been attached to the tip and thus allows for maximum
conductivity and stability.
Figure 30: View into the load lock. With the help of the load lock, tips, samples and tools
may be brought into the experimental system without having to break the vacuum.
Pumping time from ambient conditions until transfer is around 45minutes. The load
lock is equipped with a stage to store several tips and samples as well as a stage to
contact the tip carriers for direct resisitive heating of the tips. This way, water and
oxides may be removed from the tip before introducing them to the STM.
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4.5 preparation chamber
The preparation chamber yields various possibilities to clean e.g. noble metal crystals
by ion bombardment and annealing (see chapter 5) or to prepare e.g. silicon samples by
direct current heating. In subsequent preparation steps, thin metallic or organic layers
may be grown.
4.5.1 Ion Bombardment
Ion bombardment (also called sputtering) is used to remove the first few layers of a
sample in order to provide a clean surface. Here, Argon (Ar) was used as a sputtering
gas. The gas is ionized inside the sputter gun and the Ar+-ions are accelerated towards
the sample with a high voltage of around a few kV . For the experiments presented here,
two kinds of sputter guns were used: one realizing the ionisation of the Ar-atoms by
applying a high voltage (cold cathode ionization) and another one ionizing the Ar
through impact ionization with electrons emitted from a filament and subsequently
accelerated by a high voltage.
4.5.2 Evaporators
Currently, the chamber is equipped with a single Knudsen cell evaporator used for
growing thin Bi films, an electron beam evaporator currently used for growing thin
cobalt films, a commercial 4-cell Knudsen evaporator (Kentax), and a homebuilt 3-cell
Knudsen evaporator. The latter are filled with organic molecules such as PTCDA, C60,
copper-phthalocyanine (CuPc), or iron-octaethyl-porphyrin (FeOEP). One cell is addi-
tionally filled with sodium chloride (NaCl) in order to provide thin insulating layers
to decouple molecules from e.g. noble metal surfaces for future STM-LE experiments.
The preparation chamber is equipped with a Balzers QMH 410 quadrupole mass
spectrometer (QMS). The QMS has a detection range up to 2048amu. It allows for a
precise monitoring of evaporation rates, e.g. during the growth of thin organic layers.
The QMS-signals are ion-currents that correspond to a certain atomic mass. Using e.g.
STM data, the magnitude of the ion-current signals can be correlated with the evap-
oration rates of certain species in ML per time. Further, the QMS may provide infor-
mation whether organic molecules coming from the evaporators may be fragmented
or not. Also, it can be used for residual gas analysis. Due to the high range of de-
tectable masses the QMS may also be utilized to obtain thermal desorption spectra, e.g.
of organic layers. However, the latter method was not applied during the experiments
conducted for this thesis.
4.5.3 Sample Heating and Cooling
Within the preparation chamber the samples are placed on a manipulator. The latter
is used to transfer samples between the preparation chamber and the photoelectron
spectroscopy/LEED unit and to place samples in front of the respective evaporators.
The manipulator is equipped with a 50W filament positioned directly underneath
the samples which can be used for annealing up to temperatures of about 900K. For
4.5 preparation chamber 73
Figure 31: Preparation chamber transfer rod. On the transfer rod, samples may be electrically
connected for direct current heating of e.g. silicon samples. Additionally, a filament
allows for radiative heating of samples. Counter cooling of the transfer rod prevents
excessive desorption of residual gas particles during heating.
higher temperatures, as e.g. needed for the preparation of silicon samples, especially
designed sample holders may be electrically connected for direct current heating.
Additionally, the manipulator may be cooled using liquid nitrogen. This may be
used during the preparation of various sample systems to obtain ideal preparation
parameters for thin Bi-film growth on silicon e.g. following the recipe of Nagao et al.
[182] or Bobisch et al. [183].
The cooling of the manipulator including the sample mount during the heating of
samples may prevent the excessive desorption of residual gas from the manipulator
surface. This assures maximum cleanliness at the best possible vacuum conditions. For
sample preparation at very high temperatures, e.g. needed for of silicon samples, it
further prevents the melting of manipulator parts.
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4.6 photoelectron spectroscopy/leed chamber
Another chamber of the experimental setup is equipped with an electron spectroscopy
unit. This yields the opportunity to conduct x-ray photoelectron spectroscopy (XPS)
or ultraviolet photoelectron spectroscopy (UPS). However, these techniques were only
rarely used in the course of the work for this thesis.
Figure 32: View into the photoelectron spectroscopy/LEED unit through a flange window. The
unit allows for XPS and UPS experiments. In the image, the UPS gun is hidden
behind the XPS gun. The LEED setup was quite regularly used to check the sam-
ple quality after preparation. Also, it was used to reveal the dominating ordered
structures on the surface as a complementary information to local STM data.
However, the low energy electron diffraction (LEED) setup, also located in the same
vacuum chamber, was frequently used to check the sample quality before performing
further preparation steps or the STM analysis. It allows to gather information about
the long range ordered structures on the sample to complement the local STM data.
The photoelectron spectroscopy/LEED chamber exhibits a manipulator that, simi-
larly to the manipulator in the preparation chamber, offers the possibility of radiative
sample heating and cooling with liquid nitrogen.
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4.7 software and electronics
The STM control and signal processing is realized using homebuilt modular electronics
along with a Soft dB MK3-Signal Ranger DSP6-board. The modular electronics allow
for an easy extension and adaption of the experimental capabilites. This way, modules
featuring custom designs for new experimental opportunities can be easily included
into the electronic setup. E.g. a Scanning Noise Microscopy module [184] enables the
experimental setup to detect and analyze the noise in the tunneling current simultane-
ously to regular STM and STS experiments. The analysis of the frequency, amplitude
and duty cycle of the noise in the tunneling current can yield valuable information e.g.
about inelastic excitations of the sample [168].
The Signal Ranger DSP-board used to control the STM is addressed using the open
source Gnome x Scanning Microscopy (GxSM) software [185]. Princeton Instrument’s
WinSpec software [186] is used to record and process the spectra of emitted light de-
tected by the spectrograph.
The subsequent data analysis for the data presented here was performed using the
open source Windows Scanning x Microscopy (WSxM) software [187]. The processing
of all spectroscopic data additionally involved OriginPro software [188]. For the further
vizualization of the data, CorelDraw [189] was used.
For the typesetting of this thesis, LaTeX in conjunction with the classicthesis package
by André Miede was used [190].
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T I P A N D S A M P L E P R E PA R AT I O N
5.1 pt-ir-tips
The tunneling tips used in the scope of this work were mechanically cut from 0.1mm
diameter Platinum Iridium wire (90% Platinum, 10% Iridium) and spot welded onto
the cross connection of the tip carrier (see Fig. 24). The wire was cut at an angle of
around 30◦. While cutting, a slight pulling on the wire causes a ripping of the mate-
rial. Therefore, the produced tip surfaces do not directly come into contact with the
wirecutter, reducing the amount of possible contamination.
Even though tips produced in such a fashion appear a lot duller than electrochemi-
cally etched tips on a macroscopic scale, the produced microtips have been proven to
exhibit high resolution and stability in STM experiments.
Figure 33: Pt-Ir tip preparation by cutting. a) Closeup image of a cut Pt/Ir-tip. b) Scheme of the
Pt/Ir-tip preparation by a mixture of cutting and ripping the wire [191]. Even though
macroscopically the tip looks rather dull, the sharp microtips that are produced by
the mixture of cutting and ripping the wire usually yield nicely resolved STM data.
Before being introduced into the STM-chamber, the tips are resistively heated in
a specially designed heating stage in the load lock at vacuum conditions of about
1× 10−6mbar. A current of roughly 4− 5A is passed through the cross connection on
which the tip is suspended, heating both to an orange glow. This procedure removes
adsorbates and non-conductive oxide layers resulting from the exposure of the tip to
ambient conditions and ensures maximum cleanliness and conductivity.
Before STM-LE experiments, once being introduced into the STM, the tips are brought
into controlled mechanical contact with an Ag sample to cover the tip with Ag atoms.
This enhances the plasmonic excitability of the tips and thus the photon yield in STM-
LE experiments due to the characteristic dielectric function of Ag which exhibits a low
internal damping [19], [90].
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The induced photon yield as well as the spectral fingerprint of tips in STM-LE ex-
periments are known to be very sensitive to tip changes [11]. To enhance their stability,
after being indented into the Ag surface, the the tips are field emitted at around 50µA
at 400V for at least 15min up to several hours.
The tips are characterized for their topographic resolution and induced photon yield
on a well known material, e.g. Ag(111) before being used in STM-LE experiments on
more complex material systems, e.g. Bi/Cu(111) or organic layers.
5.2 substrates
5.2.1 Ag(111) single crystals
Ag(111) single crystals were prepared by several cycles of Ar+-ion bombardment and
subsequent annealing. The ion bombardment was conducted at an Ar-base pressure of
5× 10−5 at 2.6kV and a sputtering current of about 30µA1. To ensure flat samples with
terrace sizes of some hundreds of nm, Ag-samples were annealed by radiative heating
with a tungsten filament for at least 45min at 20W.
5.2.2 Cu(111) single crystals
Cu(111) single crystals were prepared by several cycles of Ar+-ion bombardment and
subsequent annealing. The ion bombardment was conducted at an Ar-base pressure of
5×10−5 at 2.6kV and a sputtering current of about 30µA. In the following Cu(111) sam-
ples were annealed by radiative heating with a tungsten filament at 30W for 10min.
5.2.3 Ultrathin Bi films on Cu(111)
For the preparation of ultrathin Bi films on Cu(111), a Cu(111) single crystal was pre-
pared as described above. Before applying Bi to the surface by evaporation from a
Knudsen cell, the single crystals were preheated to around 400K for several minutes.
Bi was evaporated at a rate of about 0.75− 2ML per minute. Subsequently, LEED was
used to ensure sample quality and to determine the dominating Bi-induced surface
structures.
5.3 organic molecules
The organic molecules C60, PTCDA, and CuPc were evaporated from Knudsen cells.
During evaporation of the organic species, the samples was held at room temperature.
Prior to the UHV experiments, PTCDA was cleaned from unwanted fragments by
gradient sublimation. After bakeout, all molecular species were degassed at a temper-
ature slightly below the sublimation temperature of the molecules for several hours
until the base pressure in the preparation chamber was hardly effected by the opera-
tion of the molecular evaporators. This way, unwanted contaminations and fragments
of the molecules were removed.
1 Estimating a size of 1cm2 for the sputtered area, this corresponds to a current density of about 30µA/cm2
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G E N E R A L R E M A R K S A N D D E F I N I T I O N S
In the following chapters, the results of STM-LE experiments on different systems will
be presented and discussed. In order to facilitate the determination of the respective
discussed quantities, this chapter introduces general terms that will be used through-
out this thesis. Further, some general experimental details will be given.
6.1 overall photon yield, normalized di/dv-spectra , and relative z-
displacement
6.1.1 Overall Photon Yield
To measure the intensity of the emitted light simultaneously to STM-imaging and spec-
troscopy, an avalanche photodiode (APD), sensitive to wavelengths between 400nm
and 1060nm, i.e. photon energies of 3.10eV to 1.17eV , was used. This quantity will be
referred to as the overall photon yield, the emission yield or the (overall) emission intensity.
The photon detection efficiency of the APD is about 5% at 400nm, 65% at 650nm, 45%
at 830nm, and 2% at 1060nm [61]. The collection efficiency of the setup is in the order
of 10−4.
The integration time per pixel during the STM imaging and photon mapping was
usually approx. 2− 5ms per pixel. For the spectroscopic measurements, the integration
times per pixel were usually around 10− 30ms.
6.1.2 Normalized dI/dV-Spectra
The imaging as well as the spectroscopic measurements were performed at constant
current. This way, the rate of incident electrons was kept constant.
To yield dI/dV-data comparable to conventionally gathered constant distance STS,
the data was normalized by multiplying with the bias voltage V (see chapter 2.5.1). In
the labeling of graphs, the dI/dV·V-signal will be referred to as the normalized dI/dV-
signal. In the description and discussion of the data, the dI/dV·V-signal is usually
referred to as plainly the dI/dV-signal for simplicity.
6.1.3 Relative z-Displacement
During the spectroscopic measurements, the relative z-displacement of the tip, i.e. the
change in the tip-sample distance, versus the applied bias voltage was recorded as an
additional data channel.
Note, that the recorded value is a relative z-displacement of the tip. The absolute
value of the z-displacement of the tip (i.e. the voltage applied to the piezo crystal) may
change in the course of the experiment. Slow changes in the absolute z-displacement
of the tip may e.g. be caused by drift effects. Further, if e.g. the sample is mounted
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slightly tilted, a change in the lateral position of the tip above the sample yields a
different z-displacement, etc..
To compare between according curves of relative movement of the tip, the absolute
positions of the z-displacement curves were aligned to coincide at their starting points.
This was done despite of changes in the LDOS, e.g. tunneling above a molecular layer
instead of the bare substrate or tip changes, which may result in different absolute
tip-sample distances, i.e. different absolute values of the electric field strength in the
tip-sample junction.
6.2 spectra of the emitted light
Integration times for the spectra of the emitted light, also referred to as emission spectra,
were usually in the order of 5min.
During the data acquisition, an automatic cosmic ray removal was applied to the
data1. Remaining erratic spikes in the data that were falsely not removed by the soft-
ware were removed manually. Dark spectra were subtracted manually from the gath-
ered data.
To correct for random jumps in the background intensity caused by the automated
signal processing by the detection software, when comparing spectra of the emitted
light in the following chapters, the spectra were manually aligned to overlap for photon
energies larger than the respective quantum cutoff energy, i.e. the tunneling energy
eVBias.
6.3 miscellaneous
The base pressure during the experiments was better than 5 · 10−10mbar. LEED data
was gathered at room temperature. STM experiments were performed while both, the
sample and the entire scanning unit including the tip were held at 80K. All given bias
voltages refer to voltages applied to the sample.
Since mostly not needed for the discussion of the data presented here, both, the
overall photon yield and the spectra of the emitted light, were not corrected for the
respective detector efficiencies except stated otherwise.
1 Cosmic ray hits on the CCD detector may lead to an excessive creation of electron hole pairs in individual
pixels. This leads to erratic spikes in the data. These false signals were identified and automatically
removed by an algorithm provided by the Winspec Software [186].
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As a first archetype system for our newly built setup, we revisited the (111)-oriented
surface of silver (Ag) [25, 192]. Due to their characteristic dielectric functions, noble
metals may support strong plasmonic modes [30]. The dielectric function of silver (Ag)
exhibits an especially low imaginary component. The resulting low internal damping
bares the potential for high count rates, especially when both, the tip and sample are
made from Ag.
The presented data will serve as first examples to discuss the general light emission
characteristics from the tunnel junction of an STM. Especially, the role of the tip and
the effect of archetype organic molecules adsorbed on the surface will be addressed.
The presented experiments were also part of the master thesis by Ebru Özen [193].
7.1 lateral distribution of the excitation efficiency
First, we want to concentrate on the lateral distribution of the excitation efficiency, i.e.
the overall photon yield, induced on the Ag(111)-surface.
Figure 34: Overview of the lateral distribution of the overall photon yield induced on the
Ag(111) surface. a) Topography, and b) simultaneously acquired photon map. Two
step edges run vertically through the imaged area. The circles exemplary indicate
adsorbates which appear as protrusions in the topography. The count rates given on
the intensity scale were corrected for the dark count rate. Vsample = 2.7V , I = 80pA,
T = 80K.
Fig. 34 a shows the topography of a representative Ag(111) surface area. The imaged
area exhibits two step edges running vertically through Fig. 34.
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Fig. 34 b shows the corresponding photon map. For the given bias voltage of 2.7V ,
the overall photon yield induced on the Ag-terraces is laterally uniform and equally
high on each terrace. However, some small spots with a reduced emission intensity
can be found on the terraces. The positions of the reduced photon count correspond
to the postions of surface defects, e.g. adsorbates which appear as protrusions in the
topography. Some of these adsorbates are examplary indicated in Fig. 34. Even more
pronounced is the drop in the emission yield at the step edges. Also for other positive
bias voltages, the emission yield was generally reduced at the Ag(111) step edges.
Step edges are archetype examples for one dimensional surface defects. To further
examine the effect of Ag(111) step edges on the emission yield, photon maps were
gathered for a set of different positive and negative bias voltages (see Fig. 35).
During the recording of the topographies and photon maps shown in Fig. 35, the
bias voltage was ramped from −4V to 4V . With changing bias voltage, small changes
in the appearance of the step edges in the topography can be observed (Fig. 35 a and
c). E.g. at positive bias voltage, a small bump arises on the respective upper terraces
of the step edges. This bump could originate from a rise in the LDOS due to an edge
state, as it was e.g. reported for Cu(111) [25, 194].
For the photon maps (Fig. 35 b and d), the influence of the changing bias voltage is
quite strong. Most obviously, the photon count rate induced on the Ag(111)-terraces at
positive bias voltages is significantly higher than at negative bias voltages. However,
additionally, also the contrast evoked by the surface defects in the photon map changes
considerably when changing the bias voltage. This is most obvious for the step edges.
At large negative bias voltages, the contrast between step edges and terraces is rather
low (see Fig. 35 b and d). The emission yield is slightly enhanced at the step edges until
at smaller negative bias voltages than about −3V , the emission yield starts to exhibit
a slight drop at the position of the step edges. At positive bias voltage, the relative
drop of the light emission intensity at step edges is even larger. In consequence, the
resulting contrast between the step edges and the Ag(111) terraces is substantially more
pronounced for positive bias voltage.
Bias voltages from −1.2V to 1.2V were exempt from the imaging, since the these
tunneling energies are not sufficient to induce detectable light emission1.
At the positions of the surface defects, the feedback loop has to actively react to
changes in the topographic structure and chemical nature (LDOS)of the surface. Here,
an overshooting or a too slow adjustment of the feedback loop may cause artifacts in
the photon maps due to fluctuations of the tunneling current. To rule out artifacts from
the feedback loop, the topographies and photon maps were acquired in both, forward
and backward scanning direction. Fig. 35 a and b were recorded in forward scanning
direction (left to right), while 35 c and d were acquired in backward scanning direction
(right to left). In both cases, the emission yield shows the same behavior at the step
edges. Thus, we may faithfully exclude artifacts from the feedback loop as possible the
cause of the observed contrasts in the photon maps.
1 Photons with a corresponding energy, i.e. 1.2eV or below, are out of the detactable energy range for the
used APD.
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Figure 35: Tunneling energy resolved surface scan of a Ag(111)-surface exhibiting two step
edges. During the scan, the applied sample voltage was ramped from −4V to 4V in
steps of 0.2V . a) Topography and b) simultaneously acquired photon map in forward
scanning direction (left to right). c) Topography and d) simultaneously acquired pho-
ton map in backward scanning direction (right to left). Vertical lines on the intensity
scales of the photon maps indicate the dark count rate (dr). Bias voltages between
−1.2V and 1.2V were exempt from the imaging, since the these tunneling energies
are not sufficient to induce light emission within the detectable range. I = 80pA,
T = 80K.
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7.2 bias voltage dependency of the excitation effiency
Even more precisely than with the help of photon maps, the bias voltage dependency
of the emission yield can be examined by recording spectra of the overall photon yield
simultaneously to regular dI/dV-spectroscopy.
7.2.1 Spectra of the Overall Photon Yield on Terraces
Exemplary spectroscopic data acquired on a Ag(111) terrace for positive and negative
bias voltage are shown in Fig. 36. The range of ±0.1V around the Fermi energy was
excluded in order to prevent tip-sample collisions as the spectroscopy was performed
at constant tunneling current.
Fig. 36 a shows dI/dV-data. Below 3V , the dI/dV-spectrum at positive sample volt-
age (probing the LDOS of empty sample states), exhibits a relatively flat progression
with a slight increase towards the Fermi energy. This increase can be assigned to the
Ag(111) surface state. The surface state onset lies in the excluded bias voltage range
at ≈ −65meV [195]. At a bias voltage of approx. +3.7V , the LDOS exhibits a steep
increase.
The overall photon yield (Fig. 36 b) at positive bias polarity exhibits an onset at
about +1.3V . The spectrum shows a distinct single peaked structure. Maximum emis-
sion intensity occurs around 3.1V . A rapid drop of the light emission intensity occurs
simultaneously to the steep rise of the LDOS. The rise of the LDOS may be correlated
to the onset of the upper sp-band of the surface projected electronic band structure
of Ag(111) [196]. The increasing LDOS leads to a steep retraction of the tip from the
sample starting around 4V (see Fig. 36 c).
At negative bias, the LDOS exhibits larger variations. Here, the progression of the
overall photon yield throughout the examined voltage range is flatter than at positive
bias voltage. However, the values of the dI/dV-signal, i.e. the LDOS, are generally
higher at negative bias voltage comparing the LDOS at equal absolute values of the
bias voltage of opposite sign up to around ±3.7V .
The steeper increase of the integrated LDOS at negative bias polarity leads to a
stronger retraction of the tip within equally large bias voltage ranges at positive and
negative bias polarity. The difference ∆zrel between the relative tip retraction in the
bias voltage range from −0.1V to −3V and 0.1V to 3V , respectively, is indicated in Fig.
36 c.
The the overall photon yield induced at negative bias voltage has an onset at about
−1.25V . The maximum induced photon yield in the examined voltage range is around
three times smaller compared to the peak intensity at positive bias polarity. A first max-
imum occurs around −3V . The subsequent drop of the emission intensity is followed
by a second rise towards more negative bias voltages starting around −4.5V .
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Figure 36: Set of spectroscopic data for positive and negative bias voltages on a Ag(111) terrace.
a) Normalized dI/dV-data, b) simultaneously acquired spectra of the overall photon
yield, and c) relative z-displacement of the tip during the recording of the spectra.
The bias voltage range of ±0.1V around the Fermi energy was excluded in order to
prevent tip sample collisions. I = 80pA, slope: 0.2V/s, T = 80K, 800 points.
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7.2.2 Spectra of the Overall Photon Yield at Step Edges
Fig. 37 shows a series of dI/dV-spectra along with simultaneously acquired spectra of
the overall photon yield. The positions at which the spectra were taken were approach-
ing a Ag(111) step edge. Due to rather unstable tunneling conditions, the spectra were
smoothed in order to obtain easily comparable data.
Approaching the step edge, changes in the LDOS (Fig. 37 a) along with a reduction of
the peak intensity in the spectra of the overall photon yield (Fig. 37 b) can be observed.
For bias voltages from roughly 0.75V to about 3.7V , the LDOS probed close to the step
edges is larger than that on the Ag(111)-terraces. This is in good agreement with e.g.
the findings made in dI/dV-maps (not shown), where an increased LDOS is found
at the step edges for several positive tunneling energies. It further corresponds to the
bump observed in the topographies shown in Fig. 35, that also points to an elevated
LDOS at the step edge in the according energy range.
All spectra of the overall photon yield (Fig. 37 b) exhibit roughly the same onset.
However, the subsequent rise of the overall photon yield with increasing energy is
much steeper when the light emission is induced on the terrace as compared to po-
sitions close to the step edge. In accordance to the findings for the energy resolved
photon maps presented in Fig. 35, the overall photon yield induced close to the step
edges is always lower than on the terraces.
Figure 37: Series of spectra taken at positions approaching a Ag(111) step edge. a) Normalized
dI/dV-spectra and b) simultaneously acquired spectra of the overall photon yield.
I = 80pA, 0.2V/s, T = 80K, 800 points. The data were smoothed using a 30 point
moving average smooth.
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7.2.3 Spectral Distribution of the Emitted Light
A further characteristic of the light emission induced on a surface is the spectrum
of emitted photons. For a comprehensive data set, a bias voltage resolved study was
conducted.
7.2.3.1 Spectra of the Emitted Light at Positive Sample Bias
A series of spectra of the emitted light, recorded for different positive sample voltages
ranging from 1.4V to 3.5V , is displayed in Fig. 38. The graphs were vertically offset for
clarity.
The applied bias voltage V defines a quantum cutoff energy hνmax 6 eV for the
emitted photons. Here, hν is the energy of the photons, e is the elementary charge and
V is the bias voltage. The respective cutoff energies for each spectrum are indicated by
vertical lines.
A tunneling bias of 1V is not sufficient to induce photon emission in the depicted
energy range. The depicted spectrum recorded at this tunneling energy serves as an
example for the dark rate fluctuations in the spectra. In the following spectra, starting
as a bias voltage of 1.4V , the intensity is already elevated at the low energy edge of the
depicted range so that no clear low-energy onset for the spectra can be observed. For
bias voltages up to 1.8V , the detected photon energies are almost uniformly distributed
from the low energy edge to the respective cutoff energies. At higher tunneling ener-
gies, additionally, a peak evolves in the spectra, which extends from photon energies
around 1.75eV (700nm) and to around 2.25eV (550nm). A second, significantly smaller
peak can be found around 2.5eV (500nm).
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Figure 38: Series of spectra of the emitted light recorded while tunneling above a Ag(111)-
terrace at different applied bias voltages in between 1V and 3.5V . The graphs were
vertically offset for clarity. Vertical lines in the individual spectra mark the respective
quantum cutoff eVBias. The spectrum at 1V bias voltage serves as an example for
variations in the dark count rate. Please note that the spectra of the emitted light
shown here were acquired with a different tip than the spectroscopic data shown in
Fig. 36. For spectra of the overall photon yield recorded with the same tip, refer to
Fig. 41. I = 80pA, acquisition time t = 300s, T = 80K, 1340 points. The spectra were
smoothed using a 40 point FFT-smooth.
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7.2.3.2 Spectra of the Emitted Light at Negative Sample Bias
Now, we want to compare spectra of emitted light recorded for the same positive
and negative sample bias. Fig. 39 shows spectra of the emitted light acquired at bias
voltages ±3V . The spectra were acquired with a different microscopic tip than the
spectra shown in Fig. 38. The different tip yields a significantly different spectrum of
the emitted light (see section 7.3). In this case a peaking of the light intensity for photon
energies around 1.4eV is observed.
Figure 39: Comparison of spectra of emitted light acquired for positive and negative bias
voltage, respectively. The green dashed spectrum was normalized to account for
the higher tunneling current. V = ±3V , I = 80pA (solid green and red spectra),
I = 300pA (dashed green spectrum), acquisition time = 300s, T = 80K, 1340 points.
The spectra were smoothed using a 40 point FFT-smooth. The respective raw data is
shown in transparent colors.
The green spectra were acquired at −3V . The solid green spectrum was recorded
with a tunneling current of 80pA. Here, the intensity peak around 1.4eV appears split.
However, the split appearance may merely be the result of the high noise level in the
tunneling junction. Comparing this spectrum to a normalized2 smoothed spectrum
acquired at 300pA at a later point in time, the peak does not appear split any more
(dashed green line). The difference in the spectral shapes may be assigned to e.g. a
mild tip change, which also affected the emission intensity, i.e. the peak height. Such
mild tip changes happened quite frequently at negative bias, due to the generally more
unstable tunneling conditions.
The red spectrum was recorded at +3V . The spectral shape shows large coincidence
to the spectra acquired at negative bias voltage. The spectra exhibit no significant differ-
2 The spectrum was normalized for the higher set current.
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ences that may clearly be assigned to the different bias polarities at which the spectra
were recorded.
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7.3 the effect of tip changes
Even though the emission spectra presented in Fig. 38 and Fig. 39 were both recorded
with the same macroscopic Ag covered Pt/Ir-tip above a Ag(111) surface, the emission
spectra shown in both figures are significantly different.
The light emission characteristics induced in an STM-LE experiment, sensitively de-
pend on the used tunneling tip. When talking about a different tip in this context,
this does not necessarily mean that a different macroscopic tip was used. Here, we
rather refer to microscopic changes of the tip on the nanometer or Ångstrøm scale.
Such microtip changes were observed at several occasions in the course of the STM-LE
experiments on the Ag(111)-surface presented here.
7.3.1 Tip Changes through Tip Preparation
Tip changes that are particularly invasive to the microscopic tip geometry are e.g.
evoked by an intentional in situ preparation of the tip. During the latter, the tip is
e.g. indented into a noble metal surface, here Ag, and subsequently formed by field
emission at parameters of a few hundred V and several ten µA for some minutes up
to several hours. In situ tip preparation was performed quite regularly, e.g. to recover
the light emission intensity of the tip-sample system after an unwanted tip-sample
collision.
Figure 40: Comparison of spectra of the emitted light recorded before (red) and after (gray) the
in situ preparation of the tip by indentation into a Ag-sample and subsequent field
emission. Both spectra were acquired at equivalent tunneling parameters. V = 2.7V ,
I = 80pA, acquisition time t = 300s, T = 80K.
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7.3.1.1 Effects on the Spectra of Emitted Light
A tip preparation as described above generally widely effected the light emission char-
acteristics. In fact, the change in emission spectra between the spectra presented in Fig.
38 and Fig. 39 were evoked by an in situ tip preparation by field emission. The applied
parameters in this case were 12µA at 140V for approximately 90 minutes.
Fig. 40 shows spectra of the emitted light recorded at the same tunneling parame-
ters (2.7V , 80pA) before and after the tip preparation. Both spectra exhibit completely
different spectral shapes and photon energies of maximum light intensity.
7.3.1.2 Effects on the Overall Photon Yield
Also the spectra of the overall photon yield are significantly affected by such a signif-
icant tip change. Fig. 41 depicts the spectroscopic changes in the dI/dV-data and the
overall photon yield evoked by the tip preparation.
Figure 41: Spectroscopic data recorded with the same macroscopic tip, before (red) and after
(gray) the in situ preparation of the tip by indentation into a Ag-sample and subse-
quent field emission. a) Normalized dI/dV-spectra and b) corresponding spectra of
the overall photon yield. I = 80pA, 0.2V/s, T = 80K, 800 points.
Slight changes can be observed in the dI/dV-spectra (Fig. 41 a) for bias voltages
higher than 2.0V . Most obvious, however, are the slightly different energetic positions
for the steep increase of the LDOS which govern the retraction of the tip from the
sample at constant current (labeled "3" and "4"). After the tip preparation the increase
of the LDOS lies at a slightly higher bias voltage.
The changes in the spectroscopic characteristics of the overall photon yield (Fig. 41 b)
are more significant. While the onsets of both spectra roughly coincide at around 1.3V
(position "0"), the spectrum acquired after the tip preparation exhibits a considerably
steeper increase of the light emission intensity. The shape of the spectra of the overall
photon yield differs significantly for both microscopic tips. The overall photon yield
induced after the tip preparation is generally higher. Also, the peaking of the spectra
occurs at significantly different bias voltages, i.e. 2.4V vs. 3.2V (positions "1" and "2").
In particular for the gray spectrum of the overall photon yield after the tip prepara-
tion, a sudden drop of the light emission intensity can be observed simultaneously to
the steep increase of the LDOS around 3.9V .
96 stm-induced light emission on noble metals : ag(111)
7.3.2 Random Tip Changes during the Experiment
Also during an STM-experiment, the tip may unintentionally change, e.g. by picking
up an adsorbate or by the rearrangement or falling off of a front atom. Especially
when performing spectroscopic measurements, i.e. when the bias voltage is ramped
and the tip sample distance is lowered at small bias voltages, the probability for such
tip changes rises. Also during regular STM imaging, such tip changes that lightly influ-
enced the light emission intensity are observed. Sometimes the effect may be even quite
drastic, i.e. the count rate almost vanishes or may be drastically increased. However,
extreme tip changes are usually only observed for unstable tips or if mobile adsorbates
are present on the sample surface.
Figure 42: a) Topography and b) corresponding photon map illustrating the effects of tip
changes which happen randomly during the scanning of the surface. The positions
of the tip changes are indicated by arrows. The last indicated tip change was evoked
by a purposely applied voltage pulse which stabilized the tip. The count rates given
on the intensity scale were corrected for the dark count rate. V = 3.0V , I = 80pA,
T = 80K.
Fig. 42 shows a topography and the simultaneously acquired photon map of the
Ag(111)-surface. Here, the surface scan exhibits some disturbances probably resulting
from changes of the tunneling tip and associated instabilities in the tunneling condi-
tions. These appear as horizontal lines and a noisy segment in the topography. At
equivalent positions in the photon map, changes in the overall photon yield can be
observed. Even though the tunneling tip is stable over wide parts of the experiment,
such tip changes may happen, e.g. when performing spectroscopy at negative bias volt-
age, where the tunneling conditions were significantly less stable than at positive bias
voltage.
A voltage pulse that was applied in the bottom third of the images stabilized the tip.
Here, e.g. an adsorbate may have been detached.
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7.3.2.1 Spectra of the Emitted Light
Even though random tip changes during an experiment may significantly influence
the overall emission intensity, the spectra of the emitted light are usually only mildly
affected. Spectra of the emitted light recorded along with the series of spectra displayed
in Fig. 44 are shown in Fig. 43. (The chosen colors in Fig. 43 do not reflect any direct
affiliation to spectra shown in Fig. 44.)
In contrast to the severe changes in the emission spectra evoked by the field emission
of the tip (see Fig. 40), the emission spectra before and after the random tip change dur-
ing the experiment looked at here only exhibit small variations. For example, the black
and the red spectrum show a splitting of the intensity peak around 1.4eV (885nm).
The non-split peaks of the green and blue spectrum are slightly shifted with respect to
the gray dashed spectrum by roughly 0.02eV . Still, the overall spectral shape is widely
conserved.
Figure 43: Spectra of the emitted light recorded during one experimental session at the same
tunneling energy. The spectra were acquired in between the spectroscopic measure-
ments of the overall photon yield depicted in Fig. 44. For comparison to the spectra
acquired at V = −3V , a spectrum acquired the same tunneling energy but at pos-
itive bias voltage is shown (gray dashed line). V = −3V I = 80pA, 200pA, 300pA,
acquisition time t = 300s, T = 80K. The spectra recorded at 200pA and 300pA were
normalized to account for the higher current. The data was smoothed using a FFT-
smooth. Raw data is shown in transparent colors.
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7.3.2.2 Effects on the Spectra of the Overall Photon Yield
To further illustrate the effects of such random tip changes on the overall photon yield,
several spectra taken above the same Ag-terrace are displayed together in Fig. 44. The
spectra were taken in the course of a series of measurements in which the bias voltage
polarity was switched back and forth quite regularly. In between the spectra, tunneling
was performed at negative bias voltage for longer periods of several minutes. As a
result, in particular the dI/dV-spectra exhibit a higher noise level than data acquired
with a freshly prepared tip with which most experimental steps until that point were
performed while tunneling at positive bias voltage.
Even though the spectroscopic measurements were performed under equal condi-
tions, the dI/dV-spectra exhibit slight differences from each other (see Fig. 44 a). Also
the spectra of the overall photon yield exhibit differences. Interestingly, even though
the dI/dV-spectra for the red and green curve exhibit differences for tunneling ener-
gies below 1.5eV , the spectra of the overall photon yield for both coincide. These curves
also show the largest congruence for the relative z-displacement of the STM tip (see
Fig. 44 c).
Figure 44: Spectroscopic data recorded with the same macroscopic tip during the same experi-
mental session. a) Normalized dI/dV-signal, the inset shows an enlargement for the
bias range from 0 to 3.5V , b) overall photon yield, and c) relative z-displacement of
the tip, recorded on the same Ag(111)-terrace. No intentional tip preparation steps
were performed in between taking the spectra. I = 80pA, 0.2V/s, T = 80K.
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All depicted spectra of the overall photon yield exhibit similar onsets around 1.3V
(Fig. 44 b). However, the slopes at which the the photon count increases are slightly
different for the different spectra. Also, the bias voltages at which the photon yield
peaks vary for the black spectrum and the other spectra, i.e. 2.5V vs. 3.2V . In contrast,
the right flanks of all curves, i.e. the rapid decrease of the light emission intensity
around 3.7V , coincide. The rapid drop of the light emission intensity cooccurs to the
steep increase of the dI/dV-signal. The steeply increasing LDOS induces a sudden
retraction of the tip from the sample which can be observed as a kink in the graph of
the relative z-displacement (Fig. 44 c).
Depending on the bias voltage at which the light emission is induced, the spectra
of the overall photon yield shown in Fig. 44 b exhibit differences in the light emission
intensity of up to roughly 40%, e.g. between the green and the black spectrum at 2.5V .
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7.3.3 Drastic Tip Changes during the Experiment
While the effects of random tip changes presented in Fig. 44 had a considerable effect
in particular on the emission intensity, the general shapes of the spectra of the overall
photon yield, in particular the number of peaks in the spectra were conserved.
Figure 45: Spectroscopic data for positive and negative bias voltages before and after a severe
random tip change. a) Normalized dI/dV-signals, b) simultaneously acquired spec-
tra of the overall photon yield, and c) relative z-displacement of the tip during the
recording of the spectra. I = 80pA, 0.2V/s, T = 80K, 800 points.
Fig. 45 exemplary shows the effect of a random tip change with an exceptionally
large impact on the spectral shapes of the overall photon yield. The tip change hap-
pened during a series of spectroscopic runs performed shortly after the in situ prepa-
ration of the tip. Here, the tip may still have been unstable promoting an unusually
severe random tip change.
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Spectra of the normalized dI/dV-signal, the overall photon yield, and the relative z-
displacement of the tip, recorded before (black and gray) and after (red and orange) the
tip change, are depicted for both bias polarities. The dI/dV-spectrum at positive bias
voltage exhibits slight differences in the onset of the rise of the LDOS towards higher
tunneling energies. At negative bias voltage, the dI/dV-spectra exhibit significantly
larger differences.
The changes in the LDOS result in changes in the tip retraction curves as can be seen
in Fig. 45 c.
The spectra of the overall photon yield (Fig. 44 b) exhibit very drastic changes. Both,
the maximum overall photon yields as well as the general shapes before and after the
tip change differ significantly. For positive bias voltage, both microscopic tips yield a
singly peaked spectrum. The maximum overall photon yield is reduced by roughly
a factor of two after the tip change. For negative bias voltages, the effect of the mi-
croscopic tip change is even larger. The microtip before the tip change yields a single
peaked structure, while the spectrum acquired after the tip change exhibits a double
peaked structure. Similarly to the situation at positive bias voltage, the maximum pho-
ton yield observed at negative is around a factor of two smaller after the tip change.

8
D I S C U S S I O N
Chapter 7 presented exemplary data to analyze general characteristics and correlations
between the different measured quantities, e.g. the LDOS, the spectra of emitted light,
and the overall photon yield.
The following discussion of our STM-LE results on a well-studied model system
serves as a guideline for the interpretation of further STM-LE data. In particular, we
want to gain deeper insight into the different contributions of tip and sample properties
to the STM-induced light emission.
8.1 the role of the tip in stm-le experiments
The light emission induced on noble metal surfaces like the Ag(111)-surface stems
from the radiative decay of collective electronic excitations in the tip-sample junction,
so called tip induced plasmons (TIPs), which are excited by inelastically tunneling
electrons [25, 27, 91, 92]. The tip acts as a radiating antenna for the emitted light (see
Fig. 46 a).
Figure 46: Schematic model of an STM-LE tip-sample junction. a) On a scale of several hundred
nm, the tunneling tip acts as radiating dipole antenna. b) The emitted spectrum is
defined by the electromagnetic interaction between the tip and the sample on length
scales in the order of several nm. The effective tunneling area for the electrons that
excite the TIPs is much smaller in the order of some Å.
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When considering the intensities and spectra of the emitted light, we have to dif-
ferenciate between two different length scales. The tunneling current responsible for
the TIP-excitation flows through an effective tunneling area at the very front of the
tip apex. The size of this area is usually some Å2. In contrast, the electromagnetic in-
teraction between the tip and the sample happens on a much larger area (see Fig. 46
b), usually a few to some hundred nm2 [11, 197]. This interaction localizes the charge
densities involved in the TIPs. Additionally, the TIP modes experience an electric field
enhancement due to the electric field in the junction (see chapter 2.6.2.1).
8.2 spectra of the emitted light
The spectrum of TIP modes excited in the particular tip-sample junction is reflected by
the spectra of the emitted light. The TIP spectrum depends on the materials and on the
geometry of the tunneling junction.
The emission spectra presented in chapter 7 (see e.g. Fig. 38, Fig. 40) exhibit a rather
broad intensity-distribution with peaks with a width of some tenths of an eV . De-
pending on the specific microtip used, the spectra exhibit intensity peaks at different
positions.
Figure 47: Spectra of the emitted light revisited from Fig. 38. a) Emission spectra acquired for
bias voltages between 2.0V and 3.4V . b) Emission spectra acquired at bias voltages
between 1.4V and 2.0V . The energy spectrum of the detected photons slightly ex-
ceeds the quantum cutoff defined by eVBias which is indicated by vertical lines.
To exclude that the broadening is merely due to the smoothing of the spectra, a
step function smoothed with an equivalent smooth as the emission spectra is shown
along with the spectrum for a bias voltage of 2V .
Fig. 47 revisits the bias voltage resolved series of spectra of the emitted light shown
in Fig. 38. The emission spectra exhibit a prominent intensity peak at photon energies
around 1.9eV (650nm). A second, smaller peak arises around 2.5eV (500nm).
With rising bias voltage, a slight blueshift of the peaks can be observed (see Fig. 48).
Comparing the peak positions of the spectrum taken at 2.0V and the spectrum taken
at 3.4V , the peaks shift by around 8nm (30meV).
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Figure 48: Detail of the series of spectra shown in Fig. 47 for the photon energy range between
1.7eV and 2.1eV . The peaks of the spectra exhibit a small blueshift of around 8nm
between the emission spectra taken at 2.0V and 3.4V .
This tendency may be ascribed to a slight increase of the tunneling distance with
rising bias voltage which slightly modifies the junction geometry. Here, we observe
a retraction of the tip in the order of roughly 1Å when the bias voltage is ramped
from 2.0V to 3.5V (see e.g. Fig. 36). For an Au-Au-tunneling junction, changes in the
tunneling distance have been shown to shift the TIP-spectrum in the order of a few nm
per Å [93]. This roughly corresponds to the shifts observed here. Also the direction
of the shift, i.e. a blueshift of the emission spectrum with rising tunneling distance,
matches the theoretical predictions and experimental findings reported in literature
[93, 198].
In our experiments, we used Ag-coated Pt-Ir-tips. Here we may assume that Ag is
a significant part of the tip material governing the TIP spectrum. In fact, the positions
of the intensity peaks in our data are similar to those found by Berndt et al. for an
Ag tip above a an Ag(111)-surface. Here, the authors observe a large peak at 1.85eV
(670nm) and a second, smaller peak at 2.25eV (550nm) [90]. Besides the tip material,
the junction geometry strongly influences the TIP-spectrum (see also section 8.3). The
strong similarities in emission spectra suggest similar geometries in both experiments.
The rather broad background in our spectra, exemplary indicated for the red spec-
trum in Fig. 49, may be evoked by the Pt/Ir-trunk of the tunneling tip. Tunneling
junctions consisting of an Ir-tip in front of an Ag(111)-surface would be expected to
produce a rather broad emission spectrum [55, 56], which is more featureless than that
induced by a Ag-tip [56]. Here, influences of both materials, Ag and Pt/Ir, may be
reflected in the emission spectra.
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Figure 49: The effects of an in situ tip preparation on the emission spectra. Data revisited from
Fig. 40. For the emission spectrum before the tip change, the defined intensity peak
and the broad background are exemplary indicated. The background may be evoked
by the Pt-Ir-trunk of the tunneling tip while the defined peaks would be rather be
assigned to the Ag-component of the tip.
8.2.1 Quantum Cutoff Energies and Natural Linewidth
The applied bias voltage defines a quantum cutoff energy for the emitted photons. For
tunneling currents in the regime up to a few hundred pA as they were used here,
we may expect that usually only one electron will be involved in the emittance of a
photon [199]. In this case, the quantum cutoff energy for the emitted photons is given
by hνmax = eVBias. However, for higher tunneling currents in the order of 100nA,
also two-electron-photon emission processes have been observed [199–201].
For bias voltages from 1.4V to 2.0V , the spectra of the emitted light presented in Fig.
38 are found to exhibit some faint residual intensity even above the quantum cutoff
energy eVBias (see Fig. 47 b). The emission spectra were acquired at a tunneling current
of 80pA. Even though it cannot generally be excluded, it seems rather improbable
that two-electron-photon emission processes play a significant role at such tunneling
currents [199]. Also, the emitted light was well focused on the grating spectrograph
and the grating was well illuminated. The a broadening of the emission lines due to
the experimental setup is much too small to explain the exceedance of the quantum
cutoff. Also, the smoothing of the spectra may result in a slight broadening of the
emission peaks. Along with the spectrum corresponding to a bias voltage of 2V , an
equivalent smooth of a step function is shown in Fig. 47 b. The broadening of the
function due to the smooth is smaller than the exceedance of the quantum cutoff in the
emission spectrum.
Rather than the effects mentioned above, the natural linewidth of the emission
peaks, may be assumed to play a role here [57]: The lifetime of the TIPs for an Ag-
Ag-tunneling junction may be expected to lie in the order of 10fs [57]. In terms of
Heisenberg’s uncertainty principle, this leads to a linewidth in the order of 0.25eV .
This value corresponds nicely to the peakwidth observed in our spectra. The photon
8.2 spectra of the emitted light 107
energies in our emission spectra exceed the quantum cutoff energy by around 0.05eV
which is well within our estimate for the natural linewidth. Therefore, the intrinsic
nature of the emission process itself explains the effect observed here.
8.2.2 Changes in the Emission Spectra
In literature, it is widely reported that different tips on the same surface may yield
significantly different emission spectra. The tip material is crucial for the emission
characteristics induced on a surface [56]. However, even for tips that are fabricated
from the same material, the emission spectra acquired on the same surface may be
completely different [202]. Such differences in the emission characteristics are usually
ascribed to different tip geometries. The shape of the tip on a nm-length scale affects
the geometry of the tip-sample junction defining the spectrum of available TIP-modes.
In our experiments, we observe a considerable change of the emission spectrum af-
ter the in situ preparation of the tip (see Fig. 40). During the preparation, the tip was
indented into a Ag-crystal followed by the field emission of the tip. The main inten-
sity peak for the resulting new microtip lies to around 1.4eV (870nm). Corresponding
emission spectra before and after the tip change recorded at equivalent tunneling pa-
rameters are revisited in Fig. 49.
A tip preparation as described above can alter the tip shape on a length scale of
several hundred nm. Additionally, since the tip that we used in our experiments was
not entirely fabricated from the same material, the tip preparation might have also
slightly changed the material composition of the significant part of the tunneling tip.
Both emission spectra, before and after the tip preparation, exhibit a broad back-
ground and a defined intensity peak. Probably, the latter was in both cases evoked by
the Ag-component of the tip. The significant change in the peak position indicates, that
a large part of the changes in the emission spectrum may be assigned to changes in the
tip geometry.
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8.3 effects of the tip geometry
In our data presented in chapter 7.3, the effect of tip changes on the light emission
characteristics can be observed. Besides the changes in the characteristic emission spec-
tra after the intentional preparation of the tip discussed in section 8.2.2, changes of the
emission intensity without a significant effect on the characteristic emission spectrum
are found to happen randomly during the experiment. There are several hints which
imply that these changes in the emission intensity are also connected to a geometric
change of the tunneling tip. The changes in the emission intensity, e.g. observed dur-
ing photon mapping (see Fig. 42), are abrupt, i.e. the overall photon yield changes
from one scanned line to another, rather than a gradual change of the intensity. Also,
the changes in the emission intensity are usually associated with changes in the topo-
graphic images, e.g. small changes in the contrast. Such behavior is well known for
microscopic tip changes.
Figure 50: SEM images of a tunneling tip similar to the ones used in the experiments presented
here. From a) to d) the magnification is increased. Scale bars have lengths of a) 10µm,
b) 1µm, c) 100nm, and d) 10nm. The SEM data was acquired in collaboration with
Christian Notthoff.
The accessibility of the microscopic tip shape is a general problem in STM-LE exper-
iments so that it usually remains unknown. Additionally, the tips used in our experi-
ments probably exhibited a quite irregular shape on a microscopic scale. Fig. 50 shows
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scanning electron microscopy (SEM) images of a Ag-indented cut Pt/Ir-tip to give an
idea of a typical tip shape.
The qualitative influence of the tip geometry on the light emission characteristics
has been studied by various authors. One way to learn about the influence of the tip
geometry in STM-LE experiments is to conduct experiments with double tips. When
imaging the same surface structures with different microapecies of the same tip, the
resulting changes in the emission characteristics may be assigned to the tip geome-
try. Maurel et al. observed significantly different emission spectra for two different
microapecies of the same tip [203]. This complemented previous findings with dou-
ble tips by Hoffmann et al. [204]. Other experiments by Dawson and Boyle showed a
correlation between the size of the apecies and the induced emission yield [202].
For etched tunneling tips, the approximate radius of curvature R of the part of the
tunneling tips responsible for the electromagnetic interaction may be estimated e.g. by
using SEM [197, 202]. Also, in experiments with multi-tips, the relative sizes of the
microtip apecies may be estimated from the relative size of the same surface structure
imaged in the topography [202]. The latter method may be applied also for cut tips.
This way, clear correlations between the tip geometry and the emission spectra could
be experimentally verified [197, 202].
In fact, the experiments referred to above relied on model calculations of the emis-
sion spectra which were compared to the experimental data. From the early days of
STM-LE on, model calculations for the light emission from the tunneling junction of
an STM have been applied by a variety of authors [11, 55, 56, 197, 204]. Modifications
of the model parameters for the tip geometry within plausible ranges yield shifts and
intensity changes in the TIP spectra that qualitatively match experimental observations
for different tips [11, 197, 204].
As becomes evident from Fig. 50, realistic tip shapes may be much more complex
than the model geometries used in such calculations. Still, having a closer look at
the different model geometries used in theoretical considerations may help to better
understand the nature of the tip changes observed in the experiments presented here.
These will be discussed in the following.
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8.4 modeling of stm-le tip-sample junctions
Two different models for the tip geometry dominate the literature on modeling STM-
LE tunneling junctions. In simple considerations, the tip is modeled as a sphere [55, 56,
197]. More sophisticated calculations describe the tip as a hyperboloid [11, 93]. Both
models are schematically depicted in Fig. 51.
Figure 51: Different models used to calculate STM-LE emission spectra. a) Sphere-plane model,
where the variable geometry parameters for the tip are the radius R of the sphere
and the tunneling distance d. b) Hyberboloid model, where the variable geometry
parameters for the tip are the ratio b/d defining the apex curvature and the aperture
angle Φ.
8.4.1 Modeling of the Tip as a Sphere
One of the most simple ways of modeling the tunneling junction in an STM is to
describe the tip as a sphere in front of a plane. Such a model was e.g. presented in the
fundamentals chapter to make some general important statements about the tunneling
current in an STM. Also for the calculation of emission spectra obtained in STM-LE
experiments, the sphere-plane model has been widely applied [55, 56, 197].
Note, that the radius of curvature R used in these models refers to the part of the tip
relevant for the electromagnetic interaction between the tip and the sample. Thus, the
radii assumed for the spheres in this case are much larger than the radii considered to
calculate the effective tunneling areas (see section 8.1).
Already before the invention of the STM, Rendell and Scalapino used this model
to calculate the localized plasmonic modes and associated light emission from tunnel
junctions [205, 206]. Changes in the tip radius on a scale of several ten nm have been
calculated to considerably shift the TIP spectrum in the order of a few tenths of an eV
and further affect the emission intensity [55, 56, 197].
The change of the emission spectra after the tip preparation observed in our experi-
ments may be explained within this model. Changes in the radius of curvature of the
tip evoked by indenting the tip into the sample and the subsequent field emission may
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plausibly lie in the order of several ten nm. However, in calculations with the sphere
model, changes in the tip geometry always evoke simultaneous changes in the overall
emission intensity and in the peak positions of the emission spectra. This is in con-
tradiction to our findings for random tip changes during the experiment (see chapter
7.3.2). Here, we observe significant changes of the emission intensity while the spectral
shape of the emission spectra remains widely unaffected. To understand the effect of
these tip changes on the emission characteristics, we need a more elaborate model of
the tip geometry.
8.4.2 Modeling of the Tip as a Hyperboloid
Such a model for STM-LE junctions was established by Aizpurua et al. [11]. Instead of
as a sphere, the authors discribe the tip as a hyperboloid.
In the sphere model, the tip is only characterized by a single parameter, namely the
radius R of the sphere. This parameter simultaneously impacts the effective tunneling
area as well as the electromagnetic interaction area between the tip and the sample. The
hyperboloid model applied by Aizpurua et al. yields the advantage of two different
model parameters, the apex curvature and the larger scale aperture angle Φ (see Fig.
51). In their calculations, Aizpurua et al. express the apex curvature through the ratio
b
d , where d is the tunneling distance and b is the distance from the front of the tip apex
to the imaginary end of a perfectly conical tip (see Fig. 51). This allows for dedicated
considerations revealing the role of different tip portions for the emission spectra [11].
Figs. 52 and 53 visualize the effect of the changes on different length scales. They
show schematics of different tip geometries with different apex curvatures for the
same aperture angle (Fig. 52) and different aperture angles (Fig. 53) for the same apex
curvature along with emission spectra calculated by Aizpurua et al.. The calculations
were conducted for a fixed tunneling distance. The spectra were normalized by the
tunneling current [11].
8.4.2.1 The Role of the Tip Apex
In the hyperboloid model, the apex curvature mainly has an effect on the electric field
enhancement. Tips with sharper apecies provide a larger field enhancement. In conse-
quence, sharp tips yield higher emission intensities due to the larger field enhancement
as compared to more blunt tips. Geometric changes of the very tip apex barely influ-
ence the localization of the charge densities of the TIPs and only have a weak impact
on the spectrum of TIP-modes (see Fig. 52) ([11] all this paragraph).
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Figure 52: The effect of changes in the apex curvature defined by the parameter b/d at constant
tunneling distance. a) Schematics of three tips with different ratios b/d and the
same aperture angle. b) Calculated emission spectra for three different Ag tips with
different apex curvatures at a given tunneling distance and aperture angle and a Ag
sample. (b) Reprinted with permission from [11]. Copyright 2000 by the American
Physical Society.
8.4.2.2 The Role of the Tip Shaft
The aperture angle of the tip shaft mainly determines the electromagnetic interaction
area between the tip and the sample and thus the localization of the involved charge
densities. It therefore governs the spectral distribution of the TIP-modes. Calculated
emission spectra for different aperture angles at a fixed apex radius and tunneling
distance exhibit similar emission intensities (see Fig. 53) ([11] all this paragraph).
The calculations by Aizpurua et al. [11] reveal a further interesting effect of the
tip geometry. Depending on the aperture angle of the tip, different surface charges
are involved in the TIP modes. For rather sharp tips with aperture angles < 45◦, the
interactions of surface charges of mainly the tip dominate the physics of the TIP modes.
For rather blunt tips with aperture angles > 45◦, the surface charges of both, the tip
and the sample contribute.
8.4.3 Classification of Tip Changes
The model calculations referred to above were conducted for rotationally symmetric
tips. The irregular shape of the tips used in our experiments further prevent a straight-
forward simple modeling that may yield an accurate calculated emission spectrum.
Still, the general findings for the influence of the very tip apex and the larger scale tip
shaft are well reproduced in our data. Here, we may classify the tip changes into to
kinds:
Random tip changes during the experiment can be assumed to only mildly affect the
tip geometry. In particular, they usually only alter the tip apex, e.g. by the rearrange-
ment of one or several frontmost atoms. This may affect the electric field enhancement
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Figure 53: The effect of changes in the aperture angle Φ at constant tunneling distance. a)
Schematics of three tips with different aperture angles Φ and the same apex radius.
b) Calculated emission spectra for three different Ag tips with different aperture an-
gles at a given tunneling distance and apex curvature and a Ag sample. (b) Reprinted
with permission from [11]. Copyright 2000 by the American Physical Society.
but not the localization of the charge densities involved in the TIPs. Consequently, they
usually only have impact on the emission intensity, leaving the spectra of the emitted
light to a large degree unchanged.
The intentional in situ preparation of the tip is rather more invasive to the micro-
scopic tip geometry. Here, it is very probable that the preparation changes the tip
geometry on a length scale that well exceeds the few very frontmost atoms, altering
the shape of the larger tip shaft and therefore the junction geometry relevant for the
spectrum and field enhancement of the TIP-modes. This corresponds very well to the
changes in the emission spectra that we observe in our data.
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8.5 the lateral extent of the electromagnetic interaction
In the fundamentals chapter, estimates for the lateral resolution of an STM were given.
These relied on model geometries of the tip sample junction for which the effective
tunneling area was approximated. In an STM-LE experiment, it is the electromagnetic
interaction between the tip and the sample which defines the emission characteristics.
The tip geometry influences the electromagnetic coupling and defines the localization
of the involved charge densities. It therefore also defines the lateral extent of the elec-
tromagnetic interaction area between the tip and the sample.
The portion of the tunneling tip involved in the electromagnetic interaction is much
larger than the portion supporting the tunneling current. In a simple sphere-plane
model of the tip-sample junction, the length scale for the electromagnetic interaction
can be estimated to L ≈ √2Rd [205]. Assuming typical parameters, e.g. a distance d
of 1nm and a radius of curvature R in between 10nm and 300nm the electromagnetic
interaction happens on length scales of approx. 4 − 25nm. The radius of curvature
for the tip characterized by SEM shown in Fig. 50 is approximately 100-150nm which
would correspond to a lateral extent of the tip modes on length scales between 14nm
and 17nm.
More sophisticated calculations for the electric field enhancement factor by Mitra
et al. yield lateral interaction areas in the same order of magnitude [197]. Note again
that the radii of curvature used to model the tip for the electromagnetic interaction are
much larger than the radii of curvature used to estimate the effective tunneling area.
Using a hyperboloid model of the tunneling tip, Aizpurua et al. find values for the
lateral spatial extent of the charge densities involved in the plasmonic excitations in
the range of magnitude between 2nm to 15nm in particular depending of the aperture
angle of the tip [11].
In particular, this is important when discussing the lateral resolution achieved in
STM-LE experiments. The topographic images of the Ag(111)-surface presented in
chapter 7.1 (e.g. Figs. 34 and 35) depict surface areas which exhibit several step edges
and adsorbates. These features are also resolved in the corresponding photon maps.
As a representative example, Fig. 54 a and b show details of the topography and the
corresponding photon map of the surface area depicted in Fig. 34. The width of the
imaged structures in the topography is approx. 2.5nm (see Fig. 54 c). In the photon
maps, the surface defects influence the emission intensity on roughly the same length
scale.
The appearance of the structures in STM imaging may be influenced by the tip shape.
In particular, structures may appear wider than the actual lateral extent of their LDOS
when they are imaged with a large tip apex. Here, the apparent size of the structures in
the topography gives us an upper limit for the lateral size of the structures. Although
they appear larger in the topography, the adsorbates are probably roughly atomic
sized defects, e.g. CO-molecules. This is very small compared to the electromagnetic
interaction area between the tip and the sample which would be expected in the order
of several hundred nm2.
To evoke changes in the characteristic spectrum of TIP modes, the properties of
the tip-sample junction would have to be modified on a length scale similar to the
lateral extend of the involved charge densities. However, the structures that evoke the
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Figure 54: Correlation between the topography and the corresponding photon map at step
edges and adsorbates. a) Topography and b) corresponding photon map. The left
step edge is partially decorated with adsorbates. Additionally, a singly lying adsor-
bate on a Ag(111)-terrace can be observed in the right quarter of the imaged area. c)
and d) show line profiles through a) and b). V = 2.7V , I = 80pA, T = 80K.
contrasts in the photon maps here are much smaller. Thus, they are not expected to
affect the TIP-spectrum significantly. This suggests that to interpret the contrasts in the
photon maps, we have to instead concentrate on variations in the excitation efficiency.
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8.6 contrasts in photon mapping
A variety of contrast mechanisms has been proposed for the photon maps of metallic
surfaces [25, 91, 92, 202, 207, 208].
In our data, the contrasts are evoked by structures with a size much smaller than
the lateral extent of the TIP modes (see section 8.5). Thus, in our discussion here, we
concentrate on variations in the excitation efficiency of the TIP spectrum.
8.6.1 Changes in the Direction of the Tunneling Current
Berndt et al. discussed, if a change in the direction of the tunneling current, i.e. the
orientation of the k-vectors of the inelastically tunneling electrons, at surface defects
might play a role for the reduced intensity in the photon maps [92].
The excitation of the TIPs is driven by the tunneling current parallel to their dipole
moment. When tunneling on a flat surface, the majority of the tunneling electrons
usually possesses k-vectors perpendicular to the surface, i.e. along the surface normal.
At adsorbates or step edges, an increased number of tunneling electrons may also
contain a nonzero momentum parallel to the surface (see Fig. 55). The orientation of
the dipole moment of the TIPs which is governed by much larger scale factors, is
maintained. In consequence, a different portion of the tunneling current is oriented
parallel to the dipole moment of the TIPs and the effective excitation of the latter may
be altered [92].
For the dipole moment of the TIPs oriented normal to the surface as shown in Fig.
55, the fraction of the driving current parallel to it is reduced at step edges. However,
the orientation of the dipole moment of the TIPs is defined by the specific tip. In
particular for asymmetric tips, it might exhibit a certain angle to the surface normal.
Thus, depending on the specific tip, a change in the direction of the tunneling current
might also lead to a larger fraction of the driving current oriented parallel to the dipole
moment of the TIPs. Thus, also an increase of the TIP excitation efficiency might be
evoked by this effect.
The contrast observed in our data depends on the bias polarity (see. e.g. Fig. 35).
At negative bias voltage, the contrast in the photon maps, especially for step edges, is
significantly reduced. This is not in contradiction to an effect of the orientation of the
k-vectors of the tunneling electrons: In addition to geometric factors, the fraction of
electrons tunneling with a nonzero momentum parallel to the surface depends on the
band structure of the substrate and may therefore be bias dependent [209].
However, the size of the drop in the intensity at step edges and defects at certain bias
voltages is considerably large, e.g. approx. 85% at the step edges and 50% at the defect
at a bias voltage of 2.7V (see Fig. 54). In a simple geometric consideration, Berndt et al.
estimate the fraction of inelastically tunneling electrons, i.e. the TIP excitation efficiency,
by cos2α, where α is the angle between the surface normal and the tip axis [92]. For
Cu(111) double steps and the dipole moment of the tip oriented parallel to the surface
normal, the authors calculate a reduction of the emission intensity by about 30% at the
step edges. While this matches the experimental data that Berndt et al. obtained on the
Cu(111)-surface, the effect is much too low to explain the reduction in our case. Thus,
we have to consider additional effects that may influence the emission efficiency in our
case.
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Figure 55: Schematic of the change in the tunneling current direction at step edges. The tip acts
as a dipole antenna on a length scale of several hundred nm. a) When the tip is
located on a terrace, the k-vectors of the tunneling electrons are oriented along the
surface normal direction. When approaching a step edge, electrons may also tunnel
with a nonzero momentum parallel to the surface. The orientation of the TIP modes
is governed by much larger scale geometries which remains widely unaffected by
the presence of the step edge. However, the fraction of the driving inelastic current
parallel to the TIP modes changes. This may alter the excitation efficiency and thus
the light emission efficiency.
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8.6.2 Changes in the Local Field Enhancement
The electric field in the tip-sample junction provides a local field enhancement that
significantly influences the emission intensity. The strength of the electric field scales
with the separation distance s between the electromagnetically interacting parts of the
tip and the sample like 1/s [192].
The electromagnetic interaction area between the tip and the sample is usually much
larger than the effective tunneling area. Thus, the "interaction distance" for the electro-
magnetic interaction is not the same as the tunneling distance. In particular, it may
change even without a change of the tunneling distance, e.g. in the vicinity of a surface
defect (see Figs. 56 and 57).
When tunneling above a small protrusion, e.g. the adsorbate in Fig. 54, the "inter-
action distance" is increased (see Fig. 56). The resulting decrease of the electric field
enhancement might cause a reduction of the excitation efficiency.
Figure 56: Effect of an adsorbate on the separation distance between electromagnetically inter-
acting parts of the tip and the sample. When tunneling on the terrace (a), the sepa-
ration between the electromagnetically interacting parts of the tip and the sample is
smaller than when tunneling above a defect (b).
A similar contrast mechanism was proposed to be responsible for the resolution of
atomic rows in photon maps of the (2× 1)-reconstruction on Au(110) [24]. The rows
are separated by roughly 8Å with a corrugation of 0.7Å. In this case, the emission rate
is increased for the lower trenches between the rows. The authors assigned this effect
to the smaller interaction distance when tunneling above the trenches.
For our experiments presented here, the tunneling distance can faithfully be esti-
mated to be well above 4Å [210]. Taking this value for a very conservative estimate for
the interaction distance, a change by the apparent height of the adsorbate in Fig. 54
(approx. 0.5Å) may only evoke a reduction of the field enhancement by around 10%.
However, the emission intensity in the photon map at the position of the adsorbate
studied here is reduced by roughly 50% with respect to the terrace value. Assuming
that the field enhancement term enters the the photon emission intensity quadratically
[13], a reduction of the emission yield by 20% at the most might be explained. In fact,
the larger the interaction distance, the smaller the possible effect on the field enhance-
ment. Thus, the increased tip-sample separation cannot be the only cause of the drop
in intensity.
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Figure 57: Effect of step edges on the electric field enhancement. a) When the tip is tunneling
on the lower terrace close to the step edge, parts of the tip can already electromagnet-
ically interact with the upper terrace at a smaller interaction distance. b) Conversely,
when the tip is tunneling close to the step edge on the upper terrace, the interaction
distance for parts of the tip is increased.
Further, the emission intensity profile at step edges is not in consistent with a pure
effect of an altered field enhancement (see Fig. 54). If only the field enhancement were
responsible for the variations in the emission intensity, the emission intensity would be
increased when the tip is tunneling close to the step edge on the lower terrace, since at
these positions, the interaction distance for parts of the tip is decreased (see Fig. 57 a).
Conversely, the increased interaction distance when tunneling close to the step edge on
the upper terrace should lead to a reduced intensity (see Fig. 57 b). Consequently, the
resulting intensity profile at a certain bias voltage would contain emission intensities
that were higher and lower than the terrace values, respectively. This is not what we
observe in our data.
In our bias voltage resolved study presented in Fig. 35, with changing bias voltage,
we find significant differences in the relative emission intensity on step edges and
terraces. Fig. 58 shows details of the corresponding topography and photon map in
forward scanning direction focusing on the step edges. The depicted photon maps
were normalized by a global intensity profiles from the terraces to obtain "contrast
maps" which highlight the relative changes of the emission intensity at the step edges.
The remaining variations in the terrace value that occur especially for low bias voltages
may be assigned to the increased effect of fluctuations in the close-to-zero count regime.
Vertical lines indicate the position of the step edge in the "contrast maps".
Over a wide range of positive bias voltages, a reduction of the photon count is
observed at the step edges. The reduction is mainly observed when tunneling near the
step edge on the upper terrace. This is in agreement to the assumption of a decreased
field enhancement, however, no increase of the emission intensity is observed for the
lower terrace. Even though the bumps observed in the topography would correspond
to a slightly more increased interaction distance at positive bias voltage, the effect on
the field enhancement should be small (see discussion for the point defect above).
Also, there is a very faint increase of the emission intensity observed at large negative
bias voltages which also occurs on the upper terrace. In terms of alternations of the
field enhancement by the step edges, an increase could be only explained on the lower
120 discussion
terrace. Consequently, we have to consider additional contrast mechanisms that may
be held responsible for the observed intensity variations.
With rising absolute values of the bias voltage, the tunneling distance is slowly in-
creased (see e.g. Fig. 36). Consequently, the relative change in the interaction distance
caused by the step edges becomes smaller. This may monotonically reduce the contrast
towards higher absolute values of the bias voltage. However, in our data, e.g. between
1.6V and 2.5V , we observe a clear increase of the contrast (see e.g. Fig. 58). This is not
consistent with a dominating role of the field enhancement for the contrast.
Figure 58: The evolution of the contrast in the photon maps at step edges with the bias voltage.
Topography and corresponding "contrast map". The data was extracted from the bias
voltage resolved data shown in Fig. 35. To obtain the "contrast map", the photon map
was normalized with a global intensity profiles of the terraces. The positions of the
step edges in each scanned line were aligned to allow for an easy comparability of
the data gathered at different bias voltages.
8.6.3 Additional Excitation Channels
As discussed above, the increased emission intensity for step edges at elevated negative
bias voltages cannot be explained through differences in the electric field enhancement
(section 8.6.2). Instead, a local opening of additional excitation channels may lead to
the increase of the emission intensity.
Such an effect was proposed by Uehara et al. to explain the intensity differences
observed in photon maps for the atomic structure of the (2× 1)-reconstructed Au(110)-
surface [208]. The authors acquired spectra of the emitted light on the rows and
trenches with atomic scale precision. In their data, the authors observe an additional
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peak which they claim to be the result of an additional electronic excitation that only
occurs when tunneling in the trenches.
However, the authors also mention a clear modification of the surface structure while
recording the spectra at elevated bias voltage. Thus, it seems likely that, instead of
an additional excitation channel, a tip change may have evoked the changes in the
emission spectra. This is further corroborated by later results by Hoffmann et al. who,
in a similar experiment on Au(110), do not observe any differences in the shape of
the emission spectra for rows or trenches [25]. These authors rather propose that the
differences in the emission intensity observed in photon maps are related to a different
excitation efficiency of the TIP-modes. They suggest that the lateral distribution of
the LDOS results in a branching ratio of elastic and inelastic tunneling channels. This
effect may likewise explain both, an increase and decrease of the emission intensity and
seems rather more probable than a local additional excitation mechanism also in our
case. The effects of local variations in the LDOS on the emission yield will be discussed
below.
8.6.4 Changes in the LDOS
The role of the LDOS for the inelastic tunneling probability can be better understood
when looking at the energy diagram shown in Fig. 59. It schematically illustrates the
elastic and inelastic tunneling channels for tunneling at positive and negative sample
bias.
At positive sample bias, electrons tunnel from the tip to the sample (Fig. 59 a). Most
tunneling electrons are injected with an initial energy close to the Fermi energy of the
tip1. The elastic portion of the tunneling current tunnels into final states with the same
energy as the initial state energy of the electrons in the tip. Thus, the elastic tunneling
probability is governed by the LDOS of the sample at this energy Efinal elastic =
Einitial ≈ EF, tip = EF, sample + eVBias, where e is the elementary charge and VBias
is the bias voltage. The elastic part is by far the largest fraction of the overall tunneling
current.
The inelastic portion of the tunneling current specifically depends on the availability
of final states for the inelastic transitions and thus probes the LDOS of the sample at
energies defined by Efinal inelastic = Einitial − hν, where hν is the energy of the
emitted photons, i.e. the energy of the excited TIP modes [92, 192].
Lateral variations of the LDOS, e.g. at surface defects, may result in a changing ratio
of the sample LDOS at energies Efinal elastic and Efinal inelastic and may thus lead
to variations in the fraction of inelastic tunneling events and consequently the emission
intensity [92].
Our spectroscopy data presented in Fig. 37 revealed changes in the dI/dV-spectra
when approaching a step edge. Here, the dI/dV-spectra gathered on the Ag-terraces
exhibit a particularly flat progression. Close to the step edges, the increase of the LDOS
with rising bias voltage is significantly steeper. The elevated LDOS may be associated
to electronic edge states as e.g. reported for the step edges on Cu(111) [25, 194].
1 The tunneling current depends exponentially on the square root of the barrier height (see fundamentals
chapter) yielding a sharp decay of the tunneling probability on the energy scale.
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Figure 59: Schematic diagram for the inelastic tunneling processes happening at positive and
negative bias polarity. a) Tunneling from the filled states of the tip to the empty
states of the sample at positive sample bias and b) tunneling from the filled states of
the sample to the empty states of the tip at negative sample bias. For the first case
a), the LDOS of the sample provides final states. When tunneling to the tip b), the
final states are provided by the LDOS of the tip.
For typical bias voltages which are associated to a strong drop of the emission inten-
sity at step edges, the dI/dV-spectra exhibit a significantly increased LDOS for elastic
tunneling close to the step edges. Also the corresponding final state LDOS for inelastic
processes is increased for the step edges as compared to the spectrum for the terraces.
However, the differences between the parts of the spectra providing the respective fi-
nal state LDOS for inelastic processes at terraces and close to the step edges are not as
drastic.
Here, the step edges provide an increased number of elastic tunneling channels
while the number of inelastic tunneling channels as compared to the terraces changes
less. In consequence, the fraction of inelastically tunneling electrons is reduced, ex-
plaining the reduced emission intensity.
A variation in the fraction of inelastically tunneling electrons is also in agreement
with the reduced contrast in the photon maps at negative bias voltage. Here, the elec-
trons tunnel from the sample into empty states of the tip (Fig. 59 b). Only the sample
LDOS close to the Fermi energy of the sample is involved, defining the initial states
for the inelastic processes. The final states are provided by the LDOS of the tip and are
thus independent of the sample.
In their STM-LE study of Ag(111) step edges, Hoffmann et al. quantify the effect
of the LDOS on the light emission intensity using line profiles through topographies
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of the surface [25]. STM topographic images represent contours of constant integrated
LDOS up to the applied bias voltage. Thus, they give a measure of the available tunnel-
ing channels. Topographies acquired at different bias voltages may be used to estimate
the number of elastic and inelastic tunneling channels.
The topography at a given bias voltage V represents the contour for the elastic tunnel-
ing current. The corresponding topography recorded at a bias voltage V − hνe , where
hν is the dominating energy of the emitted photons, may be used to approximate the
contour of the inelastic tunneling current. From the difference between both contours,
the authors calculate the change in the relative inelastic current. The resulting contour
shows large agreement to the contour of the emission intensity.
Figure 60: Simulation of the drop in photon emission intensity by estimating the contours of
elastic tunneling and the final states of inelastic tunneling by topographic images
acquired at Efinal elastic and Efinal inelastic. In particular the lateral extent of the
simulated intensity profile is in good agreement to our simulated data.
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Fig. 60 shows a similar analysis of our data. We use the contour of the topography
acquired at 3.0V as the elastic contour. As the dominating photon energy, we use hν =
1.4eV which corresponds to the peak in our spectra of emitted light. Thus, as the
final state contour for the inelastic channels, we subtract the topographic contour at
1.6eV . The inelastic tunneling probability can then be estimated using the function
Iinelastic/Ielastic = exp(−κ∆h), with κ = 2.04Å−1 [25].
In contrast to the data presented by Hoffmann et al., the line profile of the photon
map and the inelastic tunneling probability estimated from the elastic and final state
contour in our case exhibit some differences. The size of the drop in the emission
intensity is not perfectly reproduced by our simulation. In particular, the intensity
drop is laterally shifted with respect to the height difference profile. For both scanning
directions (left to right and right to left) the drop is extended further towards the lower
terrace than it would be expected from our simulation.
Here, the change in the direction of the tunneling electrons’ k-vectors at the step edge
might evoke an additional reduction of the light emission intensity (see section 8.6.1).
However, this could also be connected to the way we obtained the height difference
profiles. Here, the positions of the step edges were aligned to coincide. However, the
position of the step edge for different tunneling energies may vary, which would result
in slightly different height difference profiles.
Hoffmann et al. obtained their data with a liquid helium cooled STM [25]. Here,
thermal drift is suppressed to an extent where the differences in the topographic con-
tours may be obtained using subsequent scans without further alignment. This re-
vealed a shift in the positions of the step edge for different tunneling energies that
is not straightforwardly accessible in our data. Also, Hoffmann et al. found a general
height difference between the terraces imaged at different bias voltages. This difference
may have been obscured by the necessary image processing in our case, which would
impact the size of the inelastic tunneling probability from our simulation. Considering
an additional height offset would bring our simulated data from the height profiles
even closer to the relative drop in intensity observed in the photon maps.
However, even with the mentioned uncertainties in our data evaluation, the lateral
extent and approximate position of the drop in the emission intensity with respect
to the changes in the topography observed in our data let us faithfully conclude a
correlation between differences in the LDOS of providing final states for elastic and
inelastic tunneling processes and the inelastic tunneling probability.
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Figure 61: Comparison between experimental and simulated "contrast maps". a) Contour plot
of the differences in the topographic height between topographies acquired at the
respective indicated bias voltages in between 2.6V and 3.8V and the corresponding
"final state contours", i.e. topographies acquired at V − hνe . The dominating photon
energy in this case was hν = 1.4eV as extracted from the spectra of the emitted light.
b) "Contrast map" for the same bias voltage range as a).
.
In Fig. 35, we presented a bias resolved study of the light emission induced on step
edges. We extracted averaged line profiles of the topography for bias voltages from
2.6V to 3.8V as the elastic tunneling current contours. Corresponding line profiles of the
topography for 1.2V to 2.4V served as final state contours. Fig. 61 a shows the resulting
map of deviations of both contours. Fig. 61 b shows the corresponding experimental
data. Once again the photon map data was normalized with the terrace value to yield
a contrast map. The general behavior of the light emission intensity is reproduced. The
contrast first increases and then drops again towards higher bias voltage.
In our case, the broad background of the TIP spectrum yields a variety of final state
energies for the inelastic transitions which prevents a simple exact quantitative model-
ing, however, our bias voltage resolved data shows a nice qualitative correspondence
between the the differences in the LDOS and the drop in the emission intensity at step
edges.
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8.7 spectra of the overall photon yield
Generally, photon maps give insight into the lateral distribution of the overall photon
yield at a certain tunneling energy. This allows us to study the effect of certain sam-
ple structures and their physical properties (e.g. their geometry or LDOS) on the light
emission. Further, photon maps in which the bias voltage is ramped during the imag-
ing also bare information about the tunneling energy dependency of the excitation
efficiency. A more detailed set of information about this matter is given by the spectra
of the overall photon yield.
As discussed above, the overall photon yield at a given tunneling energy depends on
the specific TIP-spectrum, i.e. the energetic modes that are available for excitation. Also,
the enhancement provided by the electric field of the particular tip-sample junction
plays a role (see section 8.3). These properties depend on the specific tip which is used
in the experiment.
In contrast, the excitation of the TIPs happens on a very local scale through the
inelastic part of the tunneling current. Section 8.6.4 stressed the importance of the
LDOS involved in the elastic and inelastic transitions for the inelastic tunneling prob-
ability. Thus, the spectra of the overall photon yield also contain valuable information
about the electronic structure of the sample and its particular impact on the excitation
efficiency. However, the different contributions of the tip and sample properties are
entangled in the spectra.
Fig. 62 - Fig. 65 exemplary revisit data presented in chapter 7. Here, we want to dis-
cuss several characteristic points in the spectra of the overall photon yield. These allow
an insight into the specific involvement of the different contributions in the excitation
efficiency.
8.7.1 The onset
A very characteristic feature in the spectra of the overall photon yield is the onset. It
marks the first opening of relevant inelastic tunneling channels, i.e. the lowest tunnel-
ing energy that is needed to excite TIP modes which decay radiatively in the detectable
range.
The APD used here is sensitive to photon energies down to approximately 1.2eV
which is very close to the onset observed in the spectra. Thus, for the data on Ag(111)
presented here, also the detector range and efficiency may play a role a non-negligible
role for the onset in the overall photon yield, as the used APD is only sensitive to
photon energies down to approx. 1.2eV .
However, generally, the onset energy directly depends on the TIP-spectrum which
is specific to each tunneling junction and microtip. Also, it depends on the energetic
positions of the lowest final states available for inelastic transitions. Here, we want to
exemplary discuss the influence of these factors. Especially for more complex systems,
e.g. involving molecular layers as presented and discussed in chapters 12 and 13, we
will be able to see their influence more clearly.
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Figure 62: Characteristic spectroscopic data before and after a tip change through in situ tip
preparation. a) Normalized dI/dV-spectra, b) spectra of the overall photon yield
and c) spectra of the emitted light recorded at a bias voltage of V = 2.7V . Data
revisited from Figs. 40 and 41.
8.7.1.1 The Role of the LDOS
The energetically lowest final states involved in the inelastic transitions are expected
at an energy Efinalmin = eVBias − hνmax. This is true as long as the highest energy
of emitted photons is not limited by the specific TIP spectrum. For the bias voltage
resolved spectra of the emitted light presented in Fig. 38 (see also section 8.2, Fig.
47), the spectrum of TIP modes limits the emission intensity above approx. 2.2eV . For
bias voltages up to 2.1V , we find that the spectra exhibit significant intensity up to
photon energies of hνmax ≈ eVBias, where e is the elementary charge and VBias is
the bias voltage. Thus, we may identify the lowest final states provided by the Ag(111)-
sample to lie roughly around the Fermi energy. At this energy, final states for inelastic
tunneling may be provided by the Ag(111) surface state which has an onset slightly
below the Fermi energy.
8.7.1.2 The Role of the TIP Spectrum
We find that for most random tip changes during the experiment the TIP spectrum is
not affected. In consequence, we do not observe any changes in the onset of the spectra
of the overall photon yield (see Fig. 44 in chapter ?? or Fig. 62 in this section).
For the tip change through tip preparation, a slight change in the onset energy might
vaguely be discerned, however, the effect of the tip change in the onset is very minor
(see Fig. 62 b). In both cases, the onset of the overall photon yield lies roughly around
1.3V . Knowing that the lowest final states for inelastic transitions lie close to the Fermi
energy, we have to compare the availability of TIP modes around 1.3eV . Here, the spec-
tra of the emitted light before and after the tip change exhibit almost equal intensities
at photon energies of 1.3eV (see Fig. 62 c). This explains the similar onset energies.
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Our spectra of the emitted light reveal excitable TIP modes down to the low energy
edge of the recorded spectral range (≈ 1.25eV). Thus, also lower energy transitions
which are not detectable may be involved here. As stated above, the detector range
and efficiency may play a significant role for the onset here.
8.7.1.3 Differences in the Onset at Positive and Negative Bias Voltage
Comparing spectra of the overall photon yield acquired with the same microscopic
tip for positive and negative bias voltage (Fig. 36, figure revisited in Fig. 63), a slight
difference in the onset energies for both bias polarities by roughly 0.05− 0.1eV may be
observed. This slight difference might be connected to two different phenomena.
Figure 63: Spectra of the overall photon yield at positive and negative bias voltage revisited
from Fig. 36. From the data, an estimation of the difference between the tunneling
distance at the onset voltages of the overall photon yield at positive and negative
bias voltage can be derived.
1) A shift in the TIP spectrum: The dI/dV spectra shown in Fig. 63 reveal a slightly
higher LDOS for tunneling energies around −1.3eV than at 1.3eV . This would be as-
sociated to a slightly larger tunneling distance when tunneling at the onset energy at
negative bias polarity. This modification of the overall junction geometry might induce
a small shift in the TIP spectrum leading to the slightly shifted onset.
Shifts in the emission spectra as the result of changes in the tunneling distance have
been reported experimentally [93, 198] and are also supported by theory [93]. However,
an increase of the tunneling distance would rather be associated to a blueshift of the
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emission spectrum. Here, this would be expected to lead to an onset at higher instead
of lower tunneling energies for negative bias voltage. For a Au(111)-tip above a Au(111)
sample, the shift is found to occur roughly linearly at a rate r = shift/∆d of 3nm/Å,
where d is the tunneling distance [93]. Also for different tip materials on Au(111)2,
similar results were reported [198]. The order of magnitude of the difference in the
tunneling distance between positive and negative bias voltage may be estimated from
the tip retraction curves during spectroscopy (see Fig. 63). Even the considerably large
increase of the LDOS in the bias voltage range from −0.1V to −5V only leads to a
retraction of the tip of around 5.5Å. The difference between the LDOS up to approx.
−1.3V and +1.3V is clearly smaller than the increase of the LDOS from −0.1V to −5V .
In consequence, also the change in the tunneling distance would be expected to be
smaller, i.e. a few Å at the most. Thus, the impact of a shift in the TIP-spectrum on the
onset of the overall photon yield would be negligibly small here.
Our spectra of the emitted light for positive and negative sample bias presented
in Fig. 39 show no clear tendency for a spectral shift as the result of the inversed
bias voltage. In this case, even very minor tip changes may overrule the effect of the
different tunneling distances and slightly shift the spectra in one direction or the other.
Thus, a different effect elaborated below is much more likely to cause the difference in
the onset.
2) A different LDOS of initial and final states: When the bias polarity is reversed, the
tunneling direction of the electrons is reversed. At negative bias voltage, the electrons
tunnel from initial states in the sample to final states in the tip (see Fig. 59 b). In
this case, different LDOS provide the initial and final states for the inelastic tunneling
processes, which may evoke a shift of the onset.
Taking all the above considerations into account, the second effect is most likely
responsible for the small shift in the onset of the overall photon yield observed in our
experiments.
2 However, the tip may have possibly been indented into the Au(111) surface during tip preparation and
therefore have been covered with Au.
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8.7.2 Spectrum above the Threshold
The spectrum of the overall photon yield above the threshold (the onset), is governed
by the competition of factors which increase and those which reduce the inelastic tun-
neling probability. Here, again, the specific tip is involved providing the particular
energetic distribution and intensity of the TIP modes. However, for the overall pho-
ton yield versus the bias voltage, the LDOS provided by the sample is a crucial factor
[192, 211].
8.7.2.1 Ratio of Elastic to Inelastic Tunneling Channels
The inelastic tunneling probability is given by the fraction of inelastically tunneling
electrons with respect to the overall tunneling current. The latter is the sum of the
inelastic and the elastic current (see Fig. 64).
The fraction of inelastically tunneling electrons is very small. Thus, when looking at
the ratio of inelastic and elastic tunneling processes, the overall tunneling current may
be approximated by the elastic tunneling current.
Figure 64: Inelastic tunneling scheme for tunneling from the tip to the sample. The total tun-
neling current splits up into an elastic and an inelastic component. The ratio of both
depends on the number of final states provided by the sample for the respective
tunneling channels.
With rising bias voltage, a larger number of final states for elastic and inelastic
transitions become available. Consequently the amount of possible elastic and inelas-
tic tunneling channels grows. The number of elastic tunneling channels at a certain
bias voltage V is influenced by the LDOS of the sample up to the tunneling energy
Einitial = Efinal elastic = eVBias. The fraction of inelastically tunneling electrons de-
pends on the availability of final states provided by the LDOS up to Efinal inelastic =
eVBias − hν (see Fig. 59 and section 8.6.4) [211].
As the number of inelastic and elastic channels available at a certain bias voltage
depends on the integrated LDOS over different energetic ranges, they may change
8.7 spectra of the overall photon yield 131
with the bias voltage at different rates. In consequence, their ratio and consequently
the fraction of inelastically tunneling electrons changes.
8.7.2.2 Influence of the Tip-Sample Distance
In literature, additionally an effect due to the decrease of the electric field enhancement
with the retraction of the tip has been proposed to affect the spectra [192]. However,
experiments in which the current was tuned over a range of several orders of mag-
nitude at a given bias bias voltage point against such a contribution. They reveal a
widely linear increase of the countrate versus the current in spite of a changing tun-
neling distance [212], [14] (supporting info). However, the strength of the electric field
enhancement particularly depends on the specific tip used and the impact of changes
in the overall photon yield on the photon yield depends on the interaction distance.
Thus, the effect might vary depending on the tip.
8.7.2.3 The Role of the TIP Spectrum and Field Enhancement
At positive bias voltage, the onset is followed by a roughly linear rise of the overall
photon yield. For different microtips, the slope of the increase differs significantly (see
e.g. Fig. 62 and 65).
With rising bias voltage, further energetically higher modes from the tip spectrum
can be excited. For tips that provide different TIP-spectra, e.g. after tip preparation, the
different slopes for the increase may easily be understood through changes in the TIP
spectrum. For the example given in Fig. 62, the microtip after tip preparation provides
a greater number of excitable TIP-modes at lower energies, corresponding to a steeper
increase of the emission intensity in the spectrum of the overall photon yield.
However, also random tip changes without a significant impact on the TIP spectra
may evoke changes in the slope of the rise of the overall photon yield (see e.g. Fig.
65). These changes might alter the electric field enhancement provided by the tip and
therefore affect the emission intensity.
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8.7.3 Characteristic Features in the Spectra
The LDOS of Ag(111) is rather featureless at low positive bias voltages. The dI/dV-
signal increases slowly until a steep rise of the LDOS around 3.8V . In our experiments,
for the microtip before the tip preparation, the overall photon yield at this bias voltage
had already dropped significantly. Consequently, no clear effect of the steep rise in the
LDOS can be distinguished in the spectra of the overall photon yield acquired with this
tip. In contrast, the spectra recorded with the microtip after the tip preparation exhibit
a quite considerable photon yield at 3.8V . For these spectra, the rise in the LDOS may
be associated to a sudden drop in the light emission intensity.
The peaking of the spectra of the overall photon yield occurs when the opening of
further inelastic channels is overruled by the opening of further elastic channels. For
spectra that were all acquired with a tip exhibiting the same TIP spectrum, different
peak positions of the overall photon yield may be correlated to different rises of the
dI/dV-spectra as indicated by vertical lines in Fig. 65.
Besides the availability of final states in the LDOS for elastic and inelastic transitions,
the specific number of radiative inelastic channels depends on the availability of TIP
modes. Thus, the exact peak positions of the spectra of the overall photon yield depend
on the specific tip. Still, the different positions of the maxima observed in our spectra
for the tip before and after preparation by field emission may also be correlated to
different increases of the LDOS up the corresponding bias voltage as indicated by
vertical lines in Fig. 62.
8.7.4 Spectra at Positive and Negative Bias Voltage
At negative bias voltage, the electrons tunnel from the sample to the tip. The final states
for the inelastic transitions at this bias polarity are provided by the tip.
The overall photon yield at negative bias voltages e.g. shown in Fig. 63 is significantly
reduced as compared to positive bias voltages. The tip-retraction curves at this bias
voltage (see e.g. Fig. 63 c) are significantly steeper than for positive bias voltage. This
is associated with a faster increase of the number of elastic tunneling channels which
would explain a decreased ratio of inelastically and elastically tunneling electrons and
the resulting smaller photon yield.
As opposed to the spectrum at positive bias voltage, the overall photon yield at
negative bias voltage shown in Fig. 63 does not exhibit a distinct singly peaked struc-
ture. Instead several small peaks appear in the spectra. This may be explained by the
larger variations in the LDOS that modulate the ratio of elastic to inelastic channels at
negative bias voltage.
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Figure 65: Spectroscopic data recorded with the same macroscopic tip revisited from Fig. 44.
While the spectra exhibit some differences, the TIP-spectrum was not affected. The
black, blue and green vertical lines indicate a possible correlation between the a rise
in the LDOS and an earlier peaking of the black spectrum. The gray vertical line
indicates a clear correlation between the steep rise of the LDOS around 3.9V and a
drop of the light emission intensity.
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8.8 summary
In this chapter, we exemplary discussed the characteristics of the STM-induced light
emission on Ag(111). In particular, we gained insight into the contrast mechanisms in
photon mapping and the different factors that govern the spectra of the overall photon
yield.
After a careful consideration of the different effects, we may assign a dominating
role for the contrasts evoked in photon maps by step edges and other surface defects
to lateral variations in the LDOS. The differences in the distribution of the LDOS affect
the ratio of inelastic to elastic tunneling channels and therefore the inelastic tunneling
probability.
This contrast mechanism can fully explain our experimental data. This includes the
size of the observed drops in the emission intensity which are too large to be explained
only by geometric factors, e.g. a change in the direction of the tunneling current.
The influence of the ratio of inelastic to elastic tunneling channels can also be ob-
served in the spectra of the overall photon yield. With the dedicated analysis of data
acquired with different microtips, we may partially disentangle the interwoven contri-
butions of tip related effects and the LDOS of the sample to the light emission. This
understanding provides us with the prerequisites to interpret the data gathered on
more complex sample systems presented in the following chapters.
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L I G H T E M I S S I O N I N D U C E D O N M O L E C U L E S O N A G ( 1 1 1 )
Particularly with regard to possible technological applications, the influence of ad-
sorbed organic molecules on the induced light emission is a topic of interest. Here,
a brief overview of our STM-LE experiments on different archetype molecules ad-
sorbed on Ag(111) will be given. We chose the perylene derivative 3,4,9,10-perylene-
tetracarboxylic-dianhydride (PTCDA) and the fullerene C60 at submonolayer coverage
as archetype organic layers. As an example for singly adsorbed molecules, copper-
phthalocyanine (CuPc) molecules were deposited at submonolayer coverage. At a sig-
nificantly higher coverage, the same molecules will serve as an example for a molecular
multi-layer structure.
9.1 monolayer domains and individually adsorbed molecules
Fig. 66 shows the topographic images and simultaneously acquired photon maps of
Ag(111)-samples with submonolayer coverages of the different organic molecules ad-
sorbed. The Ag(111)-sample depicted in the STM images shown in Fig. 66 a exhibits a
low submonolayer coverage (< 0.1ML) of PTCDA. Similar to a variety of other metallic
substrates, the PTCDA molecules assemble into highly ordered domains in which they
assume a so called "herringbone structure" [150]. Within this structure, the molecules
are assembled in a braid-like arrangement, with their negatively polarized short edges
facing the positively polarized long edges. In addition, PTCDA molecules are also
found to decorate the Ag(111)-step edges.
Fig. 66 c shows the topography of another Ag(111)-sample. Here, submonolayer
coverages of two different organic species, C60 (≈ 0.1ML) and CuPc (< 0.1ML), were
deposited subsequently onto the Ag(111)-substrate. The C60 molecules are assembled
into densely packed hexagonally ordered domains. Further, they are found to decorate
the Ag(111)-step edges (see Fig. 67). At the given sample temperature of 80K, the
CuPc molecules are found to adsorb individually on the pristine Ag(111)-terraces1.
Due to charge-transfer between the molecules and the substrate, the CuPc molecules
experience an intermolecular repulsion which at low coverages drives them into this
dilute phase [166].
1 At higher temperatures, e.g. room temperature, individual CuPc are mobile on flat crystalline metal
surfaces [164].
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Figure 66: Topographic images and simultaneously acquired photon maps of different organic
molecules on Ag(111). a) Topography and b) corresponding photon map of a Ag(111)
sample with a submonolayer coverage (< 0.1ML) of PTCDA. c) and d) Topogra-
phy and corresponding photon map of a Ag(111)-sample exhibiting a coverage of
roughly 0.1ML monolayer C60 and a submonolayer coverage clearly below 0.1ML
of CuPc. Vertical lines on the intensity scale of the photon maps indicate the dark
count rate (dr). V = 2V , I = 30pA, T = 80K.
In the photon maps (Fig. 66 b and d), the induced light emission is quenched almost
completely when tunneling above the molecular species. The data shown in Fig. 66
were recorded at a bias voltage of 2V . Also further photon maps acquired at higher
bias voltages of e.g. 2.7V and 3V , showed a similarly significant quenching of the light
emission intensity for the molecules.
9.2 contrasts in the photon maps at positive and negative bias volt-
age
As discussed in chapter 8, at negative bias polarity, the contrasts in the photon maps
evoked by step edges and other defects on the Ag(111)-surface are significantly re-
duced (see e.g. Fig. 35). A similar behavior was also found for the contrast evoked by
the molecular-domains. Fig. 67 shows two topographic images and the corresponding
photon maps of the same area of a partially C60 covered Ag(111)-surface. The respec-
tive images were acquired for bias voltages with the same absolute value, however
opposite bias polarities. At the positive bias voltage, the photon yield induced on the
C60-domain is significantly reduced (see Fig. 67 b). At negative bias polarity, the con-
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trast almost vanishes so that the C60 domains and decorated step edges can hardly be
discerned in the photon map.
Figure 67: Topographies and corresponding photon maps of the same partially C60-covered
Ag(111)-surface area recorded at opposite bias polarities. a) and b) were recorded at
V = +2.2V . c) and d) were recorded at V = −2.2V . Both sets of images were acquired
at equally large tunneling currents. Vertical lines on the intensity scale of the photon
maps indicate the dark count rate (dr). I = 70pA, T = 80K.
138 light emission induced on molecules on ag(111)
9.3 multilayer domains vs . single layers
For the sample shown in Fig. 66 c and d, the CuPc-coverage was further increased in an
additional deposition step. After this additional deposition of molecules, the examined
surface area was entirely covered with molecules. Fig. 68 shows the topography and
the corresponding photon map of the resulting sample surface containing both, C60
and CuPc covered areas.
Figure 68: Molecular domains of CuPc and C60 on Ag(111). a) Topography and b) correspond-
ing photon map of the sample shown in Fig. 66 c and d after the CuPc-coverage was
further increased. c) Height profile, indicated in (a) by the green line. A vertical line
on the intensity scale of the photon map indicates the dark count rate (dr). V = 2.5V ,
I = 15pA, T = 80K.
The upper right part of the imaged area is covered with densely packed C60-molecules.
For the subsequent deposition of C60 and CuPc onto a coverage of about 1ML in to-
tal on Au(111), Stöhr et al. found that the domains of both molecular species coexist
without a significant intermixing. Also if the CuPc coverage was slightly increased, the
CuPc molecules were not found to diffuse underneath the C60-domains [137]. We faith-
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fully assume that similar to the case of Au(111), the C60-domains are not affected by
the subsequent deposition of CuPc. Thus, also at this CuPc-coverage, we presume that
the C60-molecules are still adsorbed in first layer directly on the Ag(111)-substrate.
The lower left part of the imaged area exhibits a CuPc-domain. At this higher cover-
age, the CuPc molecules are assembled into a densely packed ordered structure. The
CuPc-domain appears higher than the adjacent C60 covered area in the topography
(see Fig. 68 a). A line profile, indicated by the green line in Fig. 68 a, is shown in
Fig. 68 c. The difference in height between the C60 covered area and the CuPc-domain
measures about 4.5Å± 1Å.
The adsorption height of CuPc on Ag(111) at submonolayer coverage is about 3Å
[165, 167]. Roughly the same height was found for steps between the third and the
second layer of CuPc on Ag(111) [213]. From this, we may assume that at least up to
this thickness, the molecules lie flat within the layers with a layer thickness of about
3Å. The height difference between the CuPc- and the C60-domain may additionally
be associated with one or multiple steps in the Ag(111) surface. The step height of a
Ag(111) monoatomic step measures about 2.4Å [73].
The height of a single layer C60-domain on Ag(111) is about 7Å (see Fig. 71). Thus,
the height difference of roughly 4.5Å between the C60-domain and the CuPc-domain
indicates a height difference of roughly 11− 12Å between the top of the CuPc-layer
and the Ag(111)-surface underneath the C60. Thus, at least a triple-atomic step in the
Ag(111) surface would be required in order to model the height difference between
both molecular domains without having to assume the CuPc growing on top of any
other molecular layer (CuPc or C60). Consequently, it is very likely that the CuPc
covered area in Fig. 68 exhibits molecules adsorbed in a higher layer.
Several noisy areas are found in the topography of the CuPc-domain, i.e. parts of
the image are blurry. This is the result of unstable tunneling conditions which may be
evoked e.g. by mobile CuPc molecules or weakly bound clusters. The CuPc molecules
in higher layers may be only weakly bound by van der Waals interactions between
molecular layers. Thus, they are likely to be moved when the STM tip is scanned across
them. Also, a reduced conductivity of the multi-layer film may have caused tip-sample
collisions. These instabilities, which have also been observed for multi-layer films of
CuPc on Au(111) [214], prevented a further detailed STM study of the ordered CuPc
area.
A tentative model for the molecular order is indicated in Fig. 68 a. However, no
unambiguous determination of the molecular orientation can be given. In particular,
the CuPc molecules in the topmost layer may also be inclined with respect the the
surface parallel direction. Such a behavior was e.g. found for the third layer of CuPc
on Cu(111) [215] and may also be expected for higher layers of CuPc on Ag(111) due to
the increasing decoupling of the molecules from the substrate. Further, the first layer
of CuPc on C60 on Ag(111) was found to also exhibit an incline with respect to the
surface parallel direction [125, 216].
Instead of on the particular molecular ordering, here, we want to concentrate on the
effect of this thicker molecular layer on the induced light emission. The photon map
in Fig. 68 b reveals that the emission induced on the CuPc covered area is virtually
completely suppressed. In contrast, for the C60-domain some residual light intensity
is detected.
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9.4 molecular resolution in photon mapping
Now, we want to concentrate more closely on the light emission induced on the C60-
domain. The photon map shown in Fig. 68 exhibits a distinct modulation of the light
emission intensity which roughly corresponds to the lateral modulation of the C60-
layer in the topography.
9.4.1 Exclusion of Experimental Artifacts
Besides real physical phenomena, also experimental perturbations may have an effect
on the STM induced light emission. In particular, despite the STM is operated in con-
stant current mode, an overshooting or a too slow adjustment of the feedback loop may
result in variations of the tunneling current e.g. during the acquisition of the photon
maps. To exclude variations of the tunneling current as the origin of the molecular
resolution in the tunneling current, the relative variation in the light emission intensity
may be compared to the relative variation in the tunneling current. This was done in
Fig. 69.
Fig. 69 a shows a detailed view of the molecularly resolved C60-domain in the pho-
ton map shown in Fig. 68. Fig. 69 b shows the corresponding map of the tunneling
current. After a tip change, the periodic modulation in the photon map that is already
faintly discernible in Fig. 68 b is now very clearly visible.
Line profiles, indicated by colored lines in Fig. 69 a and b, were taken through the
photon map and the corresponding map of the tunneling current (see Fig. 69 c-f) . The
variations in the photon yield are found to measure up to around 60% of the mean
count rate (75% for another profile direction), while the variations in the tunneling
current lie in the range of only 15% (8%) of the set value. Most importantly, the rel-
ative fluctuations in the photon yield are much larger than the fluctuations observed
in the tunneling current. Here, it can be assumed that the photon yield scales roughly
linearly with the tunneling current. The periodic modulations in the photon images
are therefore clearly not only related to fluctuations in the tunneling current, e.g. due
to overshooting effects of the feedback loop, but seem to be the result of intrinsic mod-
ulations of the characteristic light emission in which the C60-molecules are somehow
involved. This is worth to be further looked at.
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Figure 69: Analysis of the relative variations in the light emission rate and the tunneling current.
Details of a) a photon map and b) the corresponding map of the tunneling current
acquired on the C60-domain depicted in Fig. 68. c-f) Line profiles through a) and b)
as indicated by the colored lines in the images. The given count rates were corrected
for the dark count rate. V = 2.5V , I = 15pA, T = 80K.
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9.4.2 Correlation between the Topography and the Photon Map
Fig. 70 shows the Fourier transforms of the topography (Fig. 70 a) and photon map (Fig.
70 c) of the C60 covered area depicted in Fig. 68. When superimposing both Fourier
transforms (see Fig. 70 b), the reflexes for the photon map lie on top of those for the
topography. Thus, we may clearly correlate the modulation in the photon map to the
molecular layer.
Figure 70: Fourier transforms (FTs) of a) the topography and c) the molecularly resolved photon
map of a C60-domain on Ag(111). b) Superposition of both FTs.
As one would expect, the Fourier transform of the topography yields a sixfold set of
intensity peaks ("reflexes")2. Surprisingly, in contrast, in the Fourier transform of the
photon map two distinct reflexes are missing.
2 The intensity peaks in the FT yield a distorted hexagon. C60 on Ag(111) forms hexagonal domains [129].
The distortion results from a distortion of the STM images due to different gains of the piezo voltages in
x- and y-direction. These were not corrected, as here, they do not affect any of the discussed matters.
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The analysis of the light emission on organic adlayers and singly adsorbed molecules
presented in chapter 9 was a purely qualitative analysis based on laterally resolved
photon mapping. The photon yield induced on the molecules was significantly lower
than on the substrate at all examined bias voltages and for all archetype molecular
species. However, the light emission was not fully attenuated on all molecular layers.
Some residual emission intensity was induced, e.g. on the single layer C60-domains.
For this residual photon emission, a periodic modulation of the light emission intensity
by the molecules, i.e. molecular resolution in the photon maps, was observed.
10.1 reduction of the plasmonic light emission
In literature, a reduction of the STM-induced light emission on molecules directly ad-
sorbed on metal surfaces has been widely observed [58, 59, 94, 140, 217]. Different
effects may be involved here which will be discussed in this section.
10.1.1 Changes in the TIP spectrum
Fig. 68 presented a photon map of a C60-domain and an adjacent CuPc-domain. While
the C60-molecules were presumably adsorbed in first layer directly on the Ag(111)-
substrate, CuPc-molecules most likely were not. Judging from the height difference
between the C60 and the CuPc-domain, the topmost CuPc-layer was presumably part
of a multi-layer molecular film with either one or several layers CuPc or a single layer
C60 underneath. This multi-layer domain may have likely been thicker than the adja-
cent single layer C60-domain.
In the photon map, we find an approximately full attenuation of the light emission
intensity for the CuPc-domain. In contrast, for C60 some residual induced emission
intensity can be detected.
The molecular layers increase the tip-metal distance and therefore influence the ge-
ometry of the tip-sample junction. Here, the effect of higher-layer CuPc-domain would
be expected to be larger. Further, the different molecular species and layer thicknesses
might affect the dielectric constant in the junction. This might have an effect on the TIP-
spectrum which would in turn affect the emission intensity at a certain bias voltage.
However, a significant effect of changes in the TIP spectrum may be excluded here.
The lateral transition of the light emission intensity in the photon map between both
molecular domains is rather sharp. In chapter 8.5, we have learned that the electromag-
netic interaction between the tip and the sample is at least several nm2 large, probably
in our case even several ten to hundreds of nm2. If changes in the TIP spectum had
a considerable influence, we would expect a gradual change in the emission intensity.
143
144 discussion : light emission induced on molecules on ag(111)
However, in our data, we observe a sharp transition of the emission intensity between
both domains.
Also between the Ag(111)-substrate and the C60- and PTCDA-domains a sharp tran-
sition of the emission intensity is observed in the photon map. Further, singly adsorbed
CuPc molecules, much smaller than the electromagnetic interaction area are clearly re-
solved in the photon maps. Thus, no significant influence of a possible change in the
TIP spectrum on the emission yield is expected here. Instead, as in the discussion for
the contrast mechanisms for the photon maps of pristine Ag(111)-surfaces, we have to
look for factors that locally affect the excitation efficiency.
10.1.2 Increased Tip-Sample Separation
In literature, the reduction of the light emission intensity induced on organic adlay-
ers on metal surfaces is often assigned to the increased tip-metal distance and the
resulting weakened coupling between the two [58, 140, 218]. Such an effect of organic
layers, e.g. C60 on Au(111), is also supported e.g. by calculations by Tao et al. [218].
The authors show that the induced charge densities with and without the dielectric
molecular layer are very similar, however, the increased tip-metal distance when tun-
neling on the molecules leads to a significantly weaker electromagnetic coupling. The
calculated emission intensities are decreased by about 50% [218].
Fig. 71 shows line profiles though the topographic images and corresponding photon
maps of Ag(111) surfaces covered with the different archetype molecules. The sample
addressed in Fig. 71 a and b exhibits both CuPc- and C60-molecules. The singly ad-
sorbed CuPc-molecules lie flat on the surface. Their height of about 3Å is significantly
lower than that of the C60-domains (about 7Å) (see Fig. 71 a). Still, the reduction of the
photon yield observed in the photon maps for both molecular species is very similar.
In both cases, the emission intensity is attenuated by around 85%. The remaining light
emission induced when tunneling above the molecules is still slightly above the dark
count rate.
Fig. 71 addresses a sample with a submonolayer coverage of PTCDA measured with
a different tip. The PTCDA domains on Ag(111) exhibit an apparent height of 1.7Å
(see Fig. 71 c). Here, the photon signal is attenuated almost completely. Even though
the heights of the molecular structures are significantly different, the relative reduction
of the photon yield in all three cases is similarly large (around 85− 95%, see Fig. 71 b,
d).
The impact of an effect regarding the tip-metal distance might in particular depend
on the overall strength of the coupling between the tip and the metal as well as on the
specific tunneling distance and might therefore be tip dependent. However, even with
an uncertainty of around 10%, the large similarities of the relative reductions of the
emission intensity for CuPc and C60 observed in 71 b cannot be explained by a pure
spacing effect of the molecules, e.g. a reduced field enhancement. If the molecules
would act as a pure spacer layer, a significantly larger reduction of the light emission
intensity e.g. by the higher C60-domains would be expected. This is not the case here.
Further, several findings in literature oppose a mere effect of the molecules as a
spacer layer. Geng et al. present a detailed study of one and two layer thick C60-
domains on Au(111) [58]. The authors find a clear decrease of the emission intensity
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Figure 71: The effect of different archetype molecules on Ag(111) on the induced photon
yield. Line profiles through a) the topography and b) the corresponding photon
map for a Ag(111) sample covered with dense C60-domains and singly adsorbed
CuPc-molecules. c) and d) line profiles for a Ag(111) sample exhibiting several
PTCDA domains. The given count rates were corrected for the dark count rate. a),
b) Vsample = 2V , I = 30pA, T = 80K; c), d) Vsample = 2V , I = 100pA, T = 80K.
on the molecular layers. However, the presented spectra of the photon yield show
approximately equally high maximum induced emission yields occurring at different
bias voltages for one and two layers C60. If a decreased coupling due to the increased
tip-metal distance would play a dominating role here, a lower emission yield for the
double-layer would be expected.
Further, Hoffmann et al. and Dong et al. present data of porphyrin molecules ad-
sorbed on Cu(111) and Cu(110) surfaces, respectively [198, 219]. Here, the molecules
"stand up" on tilted functional groups, so that their core is lifted from the substrate.
The molecules definitely increase the tip-metal distance. However, the photon yield
above the molecules is even increased as compared to the substrate.
This cannot be understood when assigning a dominating role to the tip-metal dis-
tance and the associated field enhancement. Rather, our findings and several obser-
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vations made in literature propose some additional active role of the molecules that
influences the light emission yield.
10.1.3 The LDOS of the Molecules
In chapter 8.6 and 8.7, we discussed that the LDOS of final states available for elastic
and inelastic transitions provided by the sample impacts the ratio of inelastic to elastic
tunneling channels and therefore the inelastic tunneling probability. Organic molecules
adsorbed on a surface modify the LDOS of the sample.
E.g. in the calculations by Tao et al. [218] that stress the leading role of the weakened
electromagnetic coupling due to the increased tip-metal distance for the reduced light
emission efficiency, the LDOS of the molecules was not considered.
However, since the tunneling probability scales exponentially with the barrier width
(see fundamentals), with a high probability, the electrons tunnel into the LDOS of
the molecules. A ballistic tunneling through the molecules directly into the Ag(111)-
substrate is relatively unlikely [58] and would be expected to yield only a maximum of
a few percent of the overall tunneling current [132]. This suggests an active involvement
of the LDOS of adsorbed molecules in the inelastic tunneling processes that excite the
TIPs as has been shown in several experiments [13, 14, 58] (see also chapters 12 and
13). Indications that the molecular states serve as final states for inelastic tunneling can
e.g. be observed in form of high energy cutoffs in the spectra of the emitted (see also
chapter 13.2 in this thesis).
Thus, the different sample LDOS provided by the molecules might change the ratio
of elastic and inelastic tunneling channels in favor of a decrease of the inelastic tunnel-
ing probability as compared to the substrate. However, for molecular layers adsorbed
on noble metal surfaces without further decoupling, generally a reduction of the pho-
ton yield is observed [58, 59, 94, 140, 217]. Upon further decoupling, also higher count
rates as compared to the substrate have been induced on the molecules [198, 219]. Such
correlation between the induced emission intensity and the coupling strength between
the molecules and the substrate points to another effect of the molecules on the TIP
excitation efficiency (see section 10.1.4 below).
10.1.4 Coupling of the Molecules to the Substrate
In an electromagnetic picture, the molecules may be viewed as dynamic dipole oscil-
lators which are driven by the inelastic tunneling current. Here, the coupling between
the molecules and the substrate may damp these oscillations by non-radiative energy
transfer and reduce the coupling to the TIP-modes leading to the general attenuation
of the emission intensity ([220] all this paragraph).
There are several possible ways of non-radiative energy transfer between the molecules
and substrate. Adsorbed directly on metallic substrates, the coupling between the mole-
cules and the substrate e.g. allows for charge transfer. Further, dipole-dipole interac-
tions may play a role [220]. These two effects also quench the light emission from direct
electronic excitations of the molecules [57, 59] (see below).
The lifetime of the inelastic electrons within the molecules further affects the effi-
ciency with which the dynamic dipole of the molecules may be driven. For molecules
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that exhibit a strong coupling to the substrate, fast charge transfer to the substrate
reduces the dipole oscillation probability [220]. For molecules directly adsorbed on no-
ble metals such as Ag as for the data presented here, a rather strong coupling between
the molecules and the substrate is expected, matching the observed attenuation of the
emission intensity.
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10.2 the origin of the light emission induced above the molecules
Even though the induced light emission is significantly reduced above the molecules,
some residual light emission intensity may still remain. For example, this is clearly ob-
served for the C60-domain shown in Fig. 68. The origin of this residual light emission
induced above the molecules used to be a highly discussed topic. In early publications,
direct molecular fluorescence was proposed to play a role even for single layer organic
domains adsorbed directly on metallic substrates [217, 221]. However, under these cir-
cumstances, the lifetimes of the tunneling electrons within the molecular electronic
states are too short to induce electronic transitions within the molecule. As elaborated
above, a variety of non-radiative decay channels, e.g. charge transfer and dipole-dipole
interaction, provide a fast energy transfer to the substrate and quench molecular fluo-
rescence [59, 222].
Light emission from the direct radiative decay of electronic excitations of the molecules
can only be observed if the lifetime of the electrons within the molecules is prolonged
by a sufficient decoupling from the metallic substrate by a spacer layer of some sort, e.g.
a thin layer of salt [15, 19] or oxide [16, 18], or several layers of organic molecules [223].
For thin organic layers adsorbed directly on metallic substrates, instead, more recent
publications faithfully assign the induced light emission to the radiative decay of TIP-
modes which are purely excited by inelastically tunneling electrons [13, 14, 30, 31, 198].
In the following, we want to analyze the lateral variation of the residual light emis-
sion in more detail.
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10.3 molecular resolution in photon mapping
For the C60-domain, a periodic modulation of the light intensity was observed in the
photon maps (see Fig. 68, Fig. 69, Fig. 72). Fig. 69 demonstrated that these modulations
are not the mere result of fluctuations in the tunneling current. Rather, the light emis-
sion intensity seems to be modulated by the molecular layer in some more intrinsic
way.
10.3.1 Correlation between the Topography and the Overall Photon Yield
In Fig. 70 the Fourier transforms of the corresponding molecularly resolved areas in the
topography and the photon map were superimposed. The observed periodicities for
the photon map correspond to those of the topography. To allow for a correlation be-
tween the lateral distribution of the induced overall photon yield and the topographic
structure of the molecular domain, in Fig. 72 also the topographies and respective
photon maps were superimposed.
Figure 72: Lateral correlation between the topography and the induced photon yield. a) Detail
of the topography and b) the corresponding simultaneously acquired photon map of
a C60-domain acquired in forward scanning direction (left to right). c) Superimposed
image of both. d-f) Corresponding data recorded in backward scanning direction
(right to left). The white circles indicate two defects in the molecular layer. The count
rates given on the intensity scales of the photon maps were corrected for the dark
count rate. V = 2.5V , I = 15pA, T = 80K.
The modulation of the overall photon yield can be clearly correlated to the topo-
graphic structure of the molecular layer. However, the positions of the highest induced
emission yield are found to lie asymmetrically with respect to centers of the molecules.
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For both scanning directions (left to right, see Fig. 72 a-c, and right to left, see Fig. 72
d-f) the maxima of the overall photon yield equally occur upon excitation above the
respective left flank of each molecule. This further proves that the observed effect is
not an artifact e.g. due to the feedback loop.
Molecular resolution in photon mapping of C60-domains has been observed before
by other groups [14, 58, 140, 217]. One of the earliest works treating the light emission
from molecule covered surfaces was published by Berndt et al. in the early 1990’s. The
authors present molecularly resolved photon maps of a C60-layer on Au(110) [140, 217].
Cross sections reveal that the maxima of the emission yield in the photon map cooccur
to maxima in the topography.
A rather recent work by Geng et al. analyzes the light emission from C60 on Au(111)
[58]. The authors present molecularly resolved photon maps which show an inverse
correlation between maxima in the topography and maxima in the photon yield.
In our data, the largest emission yield is neither induced on the centers, nor in
the valleys in between the molecules. In order to understand this behavior and the
deviations from the results of other groups, we will first discuss possible origins of the
molecular resolution in more detail.
10.3.2 Modulation of the Tip-Metal Distance
When the tip is scanned across the molecules in constant current mode, the tip fol-
lows the contour of the molecular layer. Thereby, the distance between the tip and the
metal substrate underneath the molecules is modulated. Geng et al. hold the resulting
modulation of the local field enhancement responsible for the observed molecular res-
olution in their case [58]. This well matches their data, where highest photon intensity
is induced in the valleys in between the molecules.
As for our case, the correlation between the topography and the molecular layer is
not as straightforward which becomes immediately clear when looking at the super-
position of the topography and the photon map depicted in Fig. 72. Also, the part of
the C60 layer imaged in Fig. 72 exhibits two surface defects. The defect in the upper
left corner of the images appears as a protrusion in the topography. In contrast, the
defect at the bottom of the imaged area is a molecule which appears slightly indented
into the layer. For both defects, we observe a general reduction of the photon yield.
At the right edge of the defect that appears as a protrusion, the photon yield is addi-
tionally enhanced. This further points against a leading role of the modulation of the
tip-metal distance in our case. Here, we have to consider further factors that play into
the variations of the emission intensity.
10.3.3 Lateral Variations of the LDOS
For the contrast mechanisms in photon maps acquired on Ag(111), we were able to
assign a dominating role to lateral variations in the LDOS which cause a variations
in ratio of inelastic to elastic tunneling channels (see chapter 8.6.4). As pointed out in
section 10.1.3, the molecules provide final states for the elastic and inelastic tunneling.
Thus, lateral variations of the LDOS provided by the molecules, i.e. the shape of differ-
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ent molecular orbitals providing final states for elastic and inelastic transitions, would
be a likely cause for the molecular resolution observed in the photon maps.
In particular, when the tip follows the elastic contour, i.e. the topography, the overlap
with the LDOS providing final states for inelastic tunneling and the ratio of inelastic
to elastic tunneling channels may be altered resulting in a modulation of the photon
emission intensity.
In their study, Geng et al. apply site specific dI/dV-measurements in which they
find the LDOS of final states for inelastic transitions to be nearly equal on top and
in between the molecules [58]. The small variations in the LDOS which the authors
observe reveal a slightly increased LDOS at the energies for final states on top of the
molecules. This would rather support an increased inelastic tunneling probability at
these positions. Still, the opposite tendency is found for the emission yield in the pho-
ton maps. In consequence, Geng et al. exclude a major contribution of the LDOS to
the molecular resolution. However, the authors neglect the effect of variations in the
elastic tunneling channels. The excursion of the tip observed in the topography indi-
cates a clear decrease of the number of overall (mainly elastic) tunneling channels in
between the molecules which might in fact significantly modulate the inelastic tunnel-
ing probability when the LDOS providing inelastic channels does not follow the exact
same contour.
10.3.3.1 Photon Mapping at Constant Current vs. Constant Height
A different group of authors, Lutz et al., study the same system as looked at in this
thesis, a monolayer C60 on Ag(111) [14] (and supporting information). These authors
mainly treat the case of tunneling from the sample to the tip. This is the opposite
tunneling direction as for the photon maps presented here and by Geng et al. in Ref.
[58].
Constant current photon maps shown in the supplementary information to Ref. [14]
by Lutz et al. exhibit significantly different intensity distributions for data recorded at
±3V , respectively (see Fig. 73). In the topography, the C60-molecules appear as pro-
trusions at both bias voltages. While at −3V highest intensity in the photon map is
found in between the molecules, at +3V the highest intensity is observed somewhere
on the molecules. This contradicts a leading role of the tip-metal separation and is an-
other factor that supports an influence of the LDOS of the molecules for the molecular
resolution.
As opposed to Geng et al., Lutz et al. also propose that the lateral variation of the
LDOS of the molecules does in fact modulate the inelastic tunneling probability. To
disentangle the influence of the tip excursion, the authors gather both, dI/dV-maps
and photon maps at constant height. They find a correlation between the shape of the
C60-molecular orbitals in the dI/dV-maps and the shapes of the features in the photon
map.
Here, it is important to note that when photon maps are recorded at constant height,
the resulting changes in the tunneling current when scanning above the molecule will
naturally modify the number of incident electrons. This will in consequence also mod-
ulate the number of inelastic tunneling processes. To obtain incontrovertible data, the
according photon maps would have to be normalized by maps of the tunneling cur-
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rent. The authors of the publication discussed above state that the interpretation of
their results still applies after such normalization [47].
Figure 73: Topographies and corresponding photon maps for a monolayer of C60 on Ag(111)
reported by Lutz et al.. The data were recorded at constant current for a bias voltage
of ±3V , respectively. In the middle of the imaged area a different organic molecule
is adsorbed on top of the C60-layer. It is also present for the images acquired at +3V ,
however, it is "invisible" in the topography at this bias voltage. For the purposes of
our discussion here, the effect of this additional molecule may be ignored. Reprinted
with permission from the supplementary information to Ref. [14]. Copyright 2013
American Chemical Society.
The molecularly resolved data presented in this thesis was gathered at constant
current and thus shows entangled information about the lateral distribution of the
different molecular LDOS providing final states for elastic and inelastic tunneling.
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10.3.4 Asymmetries between the Topographic Structure and the Photon Maps
One striking fact when correlating the overall photon yield to the topography that
still needs to be discussed is the asymmetry of the lateral distribution of the overall
photon yield with respect to the center of the molecules with the topography. Here,
two different factors might play a role.
10.3.4.1 Orientation of the Molecules within the Molecular Layer
One effect that might play into the asymmetry is the orientation of the molecules with
respect to the substrate [47]. For the molecularly resolved data presented in chapter 9,
the electrons tunnel from the tip to the sample. Final states for the inelastic transitions
may e.g. be provided the LUMO of the C60 [58] or the LUMO+1 depending on the
tunneling energy, i.e. the initial state energy of the tunneling electrons.
Figure 74: dI/dV-data for C60 with different adsorption orientations on Au(111). a) dI/dV-
spectra. b) dI-dV-maps for different bias voltages applied to the sample as indicated
in the images. The molecular shape in the images varies depending on the adsorp-
tion configuration of the molecules with respect to the substrate. In particular, two
different orientations are found in the imaged area: C60 adsorbed with a hexagon
facing down (type 1) and C60 adsorbed on a double bond between two adjacent
hexagons (type 2). Reprinted from Ref. [133] under the creative commons license
[224]. Copyright 2008.
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Schull et al. showed for C60-domains on Au(111), that depending on the orientation
of the C60-molecules within the molecular layer, the lateral distribution of the LDOS
provided by the C60 molecular orbitals may be quite different [133, 225]. Data from
Ref. [133] is shown in Fig. 74. For the molecules adsorbed with a hexagon facing down,
the LUMO has a trifold star-like shape (type 1 in Fig. 74), for the molecules adsorbed
on a double bond between two adjacent hexagons, the LUMO resembles a twofold
split ellipse (type 2 in Fig. 74) [133]. In particular, for the second configuration, the
LDOS exhibits a more uniform lateral distribution. Similar effects may also occur on
Ag(111). Thus, depending on the orientation of the molecules, the lateral modulation
of the density of final states for elastic and inelastic transitions, and in consequence of
the inelastic tunneling probability, may be modulated.
Different orientations of the molecules within the domains studied in the experi-
ments presented in this thesis as well as by Geng et. al [58] and Lutz et al. [14], might
result in a different influence of the LDOS for the lateral modulation of the light emis-
sion intensity and alter the effects observed in the photon maps.
An asymmetric distribution of final states, similar to the case e.g. found for the C60-
LUMO adsorbed on the double bond between two adjacent intramolecular hexagons
on Au(111) (see Fig. 74, type 2) [133], may manifest itself in the photon map and
might explain the asymmetry between the topography and the photon map in our
data. At closer look, a certain asymmetry between the left and the right flanks of
the C60-molecules is already visible in the topography. This would support such a
claim. A combination of the different symmetries of the molecular orbitals supporting
the elastic and inelastic tunneling channels may also explain the symmetry reduction
between topography and photon map observed in Fig. 70.
10.3.5 Distribution of the k-Vectors of the Inelastically Tunneling Electrons
The lateral distribution of the overall photon yield with respect to the centers of the C60
is approximately equal for all molecules depicted in Fig. 72. To explain the asymmetric
distribution of the photon yield by the orientation of the molecules alone would require
that the entire domains of C60-molecules would exhibit the same orientation to the
surface.
An effect independent of the molecular LDOS and the orientation of the molecules
that might additionally play into the molecular resolution are changes in the direction
of the tunneling current. Depending on where the tip tunnels above the molecules, the
direction of the k-vectors of the inelastically tunneling electrons may change. A differ-
ent fraction of electrons tunneling with a momentum parallel to the dipole moment of
the TIPs may affect the coupling strength between the inelastically tunneling electrons
and the plasmonic excitation as discussed in chapter 8.6.1 for the contrasts in photon
maps for Ag(111). While this effect alone is too small to explain the variations up to
75% in the overall photon yield induced on the C60-layer, it might still be an additional
factor modulating the emission intensity.
In particular, the orientation of the dipole moment of the TIPs depends on the spe-
cific tip, e.g. for asymmetric tips it may not be exactly parallel to the surface normal.
This may result in different portions of the tunneling current that are oriented parallel
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to the dipole moment of the TIPs on opposing flanks of the molecules as observed in
our data (see Fig. 75).
Irregularly shaped tips have been reported to yield asymmetric photon maps [16]. In
the experiment presented here, a cut Pt-Ir tip was used. The tip was indented into the
Ag surface several times in order to cover its surface with Ag. Thus, the tip was very
likely of rather asymmetric shape which lets an impact of the described effect seem
quite probable.
Figure 75: Schematic indicating the possible effect of a changing distribution of k-vectors of
the tunneling electrons on the TIP-excitation efficiency. Depending on the position
of the tip above the molecules, the k-vektors of the electrons may possess a different
direction. The orientation of the dipole moment of the TIPs is governed by much
larger scale geometries and stays unaffected. This changes the fraction of the inelastic
tunneling current oriented parallel to the dipole moment of the TIPs. Note that
the drawing is not to scale. In particular, the relative size of the tip responsible for
the electromagnetic interaction with respect to the molecules is much larger than
depicted here.
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10.3.6 Comparison to Complementary Techniques: BEEM
Bannani et al. used ballistic electron emission microscopy (BEEM) to study the ballistic
electron transport through monolayer thick C60 layers on Bi(111)/Si(100) [132]. The
BEEM technique can be viewed as a partially complementary technique to STM-LE.
It analyzes the ballistic fraction of the tunneling current, i.e. the tunneling electrons
which do not loose energy due to interaction with the sample either during the tun-
neling process itself or during their subsequent transport through the sample1. In the
BEEM-maps, the authors observe a donut-like shape of the molecules. They find the
highest fraction of ballistic electron transport to occur at rotationally symmetric posi-
tions on the sides of the molecules. The lowest fraction of ballistic current is found
when tunneling above the centers of the molecules.
Intuitively, the fraction of ballistic transport channels would be expected to be in-
versely correlated to the excitability of the sample at a specific site. Thus, if plasmonic
excitations were the dominating channel of energy loss for the tunneling electrons, an
inverse behavior of the intensity in BEEM- and photon maps would be expected. Here,
this would correspond to the case observed by Berndt et al., where the photon emis-
sion intensity is greatest upon excitation in the center of the molecules. However, the
BEEM is sensitive to all processes of energy loss which the electrons may encounter,
e.g. molecular excitations that decay non-radiatively but also other forms of scattering
during transport within the metal layer.
10.3.6.1 Defects Within the Molecular Layer
Fig. 76 displays a detail of the molecularly resolved C60-domain in our data. It reveals a
defect in the molecular layer which is marked by a circle. In the topography (Fig. 76 a),
this defect appears as a slight indentation of a single C60 molecule into the molecular
layer. No severe effects related to this defect have been observed in the simultaneously
acquired dI/dV-map or the image of the tunneling current (not shown). However, the
drop of the emission intensity observed at the according position in the photon map
(Fig. 76 b) is quite significant.
Here, a change in the LDOS of final states for the excitation may explain both, the
appearance of the defect in the topography and the reduced intensity in the photon im-
age. Such a change in the LDOS may e.g. be induced by a doping of the C60-molecule.
In their BEEM study of C60 on Bi(111)/Si(100) [132], Bannani et al. specifically ad-
dress such a specific C60-molecule within a molecular island. This molecule also ap-
pears slightly indented in the topography, very similar to the case observed here. The
ballistic transport through this specific molecule is found to be greatly enhanced. The
authors suggest that the molecule may have been doped, e.g. by an alkaline atom in
the vicinity. The associated shift of the electronic states of the molecule would lead to
an increased coupling to the substrate. For our case, an increased number of ballistic
transport channels would in turn mean a reduced fraction of excitation channels. Fur-
ther, the increased coupling between the molecules and the substrate would also favor
non-radiative energy transfer between both and therefore reduce the photon yield.
1 In BEEM-experiments this is a thin metal film on a semiconducting substrate.
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Figure 76: Comparison between STM-LE and BEEM data. a) Topography and b) corresponding
photon map focusing on a defect in the C60 molecular layer on Ag(111) in our
experimental data. V = 2.6V , I = 15pA, T = 80K. c) Topography and d) BEEM-map
for C60 on Bi/Si(100). Defects in the C60 layers are indicated by circles and arrows.
BEEM data courtesy of C.A. Bobisch, A. Bannani, and R. Möller. V = 2.1V , I = 40pA,
T = 150K. c) and d) similarly published in [132], [226].
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10.4 summary
In chapters 9 and 10, we presented and discussed photon maps of Ag(111)-surfaces
which were partially covered with different archetype organic molecules. We were
able to show that our newly built STM-LE setup is capable of performing powerful
state-of-the-art measurements including highly resolved photon mapping. The data
reveal a considerably reduced photon yield induced on the molecules as compared
to the substrate. Despite the general reduction of the emission intensity induced on
molecular layers on Ag(111), the photon map of the residual light emission induced on
a monolayer thick C60-domain yielded molecular resolution. Here, we discussed the
impact of different effects on the overall photon yield for which several effects might
play a role.
Our data shows that the role of the molecules goes beyond that of a mere spacer
layer increasing the separation distance between the tip and the metal. The LDOS
of the molecules is actively involved in the excitation of the TIPs. In particular, the
molecular LDOS may manipulate the ratio of inelastic to elastic tunneling channels.
This may lead to a decrease of the inelastic tunneling probability.
Further, the coupling between the molecules and the substrate may damp the TIP
excitation by non-radiative energy transfer leading to the general attenuation of the
emission intensity induced on the molecules.
The molecular resolution observed in the photon maps may be explained by varia-
tions in the inelastic tunneling probability due to lateral variations in the LDOS of the
molecular layer providing final states for elastic and inelastic transitions.
Additionally, a change in the direction of the k-vectors of the electrons when tunnel-
ing above the molecules may modify the TIP excitation yield by changing the fraction
of electrons tunneling parallel to the dipole moment of the tip. The latter effect would
depend on the specific tip used in the experiment and might explain differences be-
tween our data and data presented in literature. Additionally, this might explain the
asymmetric distribution of the maximum induced photon yield with respect to the
centers of the molecules revealed by the superposition of our topographic data and
photon maps.
The fundamental understandings gained in the discussion here will serve as a prere-
quisite to interpret data acquired on more complex molecule-covered substrates which
will be presented in the following chapters.
11
L O W C O V E R A G E S O F B I S M U T H O N C U ( 1 1 1 )
The previous chapters presented STM-LE data on pristine and molecularly covered
Ag(111) surfaces. They gave an introduction into the interpretation of STM-LE-data.
Now, we want to address a more complex sample system, the initial monolayer of
bismuth (Bi) on Cu(111) which will be shown to have rather peculiar properties as a
substrate for different archetype organic molecules.
Low coverages of Bi on Cu(111) or Ag(111) have recently attracted a lot of attention
due to their peculiar electronic properties [114–116, 119, 227–229]. Even though the
species are immiscible in bulk, Bi forms BiAg2- and BiCu2-alloys in the very top surface
layer. These surface alloys have been shown to exhibit a giant spin orbit splitting of their
surface states [114, 117]. When the Bi-coverage is increased beyond the amount needed
for a complete alloyed layer, a gradual dealloying into a monolayer thick Bi-overlayer
takes place [230, 231].
In the formation of different surface structures and their general electronic proper-
ties, Bi/Ag(111) and Bi/Cu(111) behave mostly analog. Thus, here, we may faithfully
rely on the literature for both systems, when discussing the Bi/Cu(111)-data presented
in this thesis.
11.1 bi on cu(111): topographic surface structure
11.1.1 The initial growth of Bi on Cu(111) and Ag(111)
At very low coverage, the Bi-atoms embed into the (111)-ordered Cu- or Ag-surface and
form a dilute surface alloy [230, 232]. This incorporation of the larger Bi-atoms is favor-
able since it relieves tensile stress from the (111)-surface [230, 231, 233]. With increasing
coverage, the Bi-atoms order into a dense
√
3×√3-reconstruction, which is fully de-
veloped at a Bi-coverage of about 1/3ML1. Upon further increasing the Bi-coverage,
the incorporation of additional Bi-atoms would lead to an unfavorable compressive
stress, thus a gradual dealloying of
√
3×√3-reconstruction into a monolayer-thick Bi-
overlayer takes place [230–233].
The atomic structure of the BiCu2 surface alloy and the initial Bi-monolayer are
schematically depicted in Fig. 77.
Once the dealloyed Bi-monolayer is closed, Bi-domains with a height of multiples of
one bilayer start to form [230, 231].
1 Here, we use the convention that the coverage is given in units of Cu(Ag)(111) surface atoms. The
√
3×√3-
ordered surface alloy has a chemical composition of BiCu2 (BiAg2), i.e. when the surface is fully covered
with the
√
3×√3-reconstruction every third Cu(Ag)-surface atom is replaced by a Bi atom. In literature,
the Bi-coverage is sometimes also given in units of an atomic Bi(110)-layer (9.3× 1014 atoms per cm2
[231]). The density of this layer is significantly smaller than that of the (111)-ordered Cu(Ag)-surfaces
(e.g 1.38× 1015 atoms per cm2 for Ag(111) [231]). Therefore, a Bi-coverage of 1/3ML in terms of Ag(111)
surface atoms corresponds to a higher value of 0.5ML in therms of Bi(110) atomic layers.
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Figure 77: Schamatics of the atomic structure of the BiCu2
√
3×√3-ordered surface alloy (a)






11.1.2 The initial Bi-Monolayer on Cu(111)
The experiments presented in chapter 12 focus on the initial Bi-monolayer on Cu(111)
as a substrate to organic molecules. In literature, the monolayer thick dealloyed Bi-
overlayer phase is also referred to as the p×√3-reconstruction [231, 234]. For Bi/Ag(111),
the layers have
√
3-periodicity along the Ag[112¯]-direction but are incommensurate in
the orthogonal direction [231]. With the p×√3-denomination, the authors follow the
nomenclature used in earlier publications where Bi was electrodeposited on Ag(111)
[235] and the parameter p was found to depend on the deposition potential [231].







For the experiments presented in this and the following chapters, we deposited an
amount of slightly more than 0.5ML2 on a Cu(111) single crystal. Fig. 78 shows topogra-
phy images of this Bi/Cu(111)-sample. At this coverage, the surface is entirely covered
with a closed dealloyed Bi-monolayer. In the topography images, the Bi/Cu(111) sur-
face exhibits a striped appearance that is due to a surface corrugation in the order of
a few tenth of an Å. The width of these stripes is approximately 2.5nm (see Fig. 78
d). On most terraces, the stripes do not run straight but exhibit a certain curvature, i.e.
"wavyness" (see e.g. Fig. 78 a and b).
This wavy-striped appearance deviates from the STM topographic images of the
dealloyed monolayer of Bi on Ag(111) and Cu(111) reported in literature. For Bi/Ag(111)
the topographies exhibit stripes with a width of around 0.9nm [231, 232]. The modula-
tion amplitude of the layers is roughly 0.1Å [232] - 0.2Å [231]. In both references, the
stripes run very straight. Also in earlier experiments on Bi/Ag(111) conducted in our
2 in terms of Cu(111)-surface atoms
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Figure 78: Bi/Cu(111) sample with a Bi coverage of slightly above 0.5ML. a)-c) Topographies.
a, b: V = 2.6V , I = 300pA, T = 80K; c: V = 2.1V , I = 200pA, T = 80K. d) Line profile
through c). The Bi-overlayer exhibits a wavy striped structure. The stripes have a
width of about 2.4Å.
group, we observed a similar structure to this literature data for the monolayer thick
dealloyed Bi/Ag(111)-phase (see chapter3.2.1, Fig. 16).
The authors of Ref. [231] assign the stripes to a moiré pattern due to the interference
between the Bi-overlayer and the Ag-substrate. Since the unit cell sizes of Ag(111)
and Cu(111) are different, i.e. 0.409nm (Ag) vs. 0.362nm (Cu) [232], so that a moiré
pattern causing the stripes might look significantly different as observed in our case.






Bi/Ag(111)-unit cell. They suggest that herein, the Bi-atoms assume threefold, nearly
twofold and nearly on top-positions on the Ag(111)-surface, where the Bi-atoms on the
latter two positions are slightly higher, resulting in the surface corrugation.





-ordering of the dealloyed Bi-monolayer has been con-
firmed by LEED [236], x-ray diffraction (XRD) [233], and atomically resolved STM-
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-Bi/Cu(111)-layer, all Bi-atoms assume positions close to the
threefold Ag(111) hollow-sites [233]. For this structure, surface roughness was found
to be negligible [233].





-ordered and the compressed initial





-ordered overlayer are shown
in gray. The slightly displaced Bi-atoms in the compressed monolayer are shown in
blue. On the basis of [233].
However, in their XRD-study, Kaminsiki et al. observe a structural change of the






Bi-monolayer [233]. As additional atoms are incorporated into the layer, the Bi-atoms
rearrange into uniaxial-incommensurate overlayer. This layer is commensurate along
the [1¯10]-direction but incommensurate along the [101¯] direction of the Cu(111)-surface.
The new unit cell size in the incommensurate direction is about 5% smaller as com-





-Bi/Cu(111)-overlayer (4.848Å vs. 5.112Å).
For the commensurate direction, the unit cell size is found to be almost perfectly con-
served (4.431Å vs. 4.427Å). Due to the compression of the layer, the Bi-atoms are dis-
placed from the threefold-coordinated hollow-sites into different positions. They now
assume a variety of different positions with respect to the Cu(111)-surface, some of
which are close to twofold-coordinated bridge-positions. A schematic model of the
atomic structure of this compressed monolayer is displayed in Fig. 79. The displace-
ment of the Bi-atoms results in a surface rumpling which Kaminski et al. find to be in
the order of 0.4Å. The ideal coverage for this phase is given as 0.53ML.
A uniaxially compressed phase as reported by Kaminski et al. well corresponds to
our experimental findings. Similar to Kaminiski et al. in their XRD-experiments, we
observe three rotational domains of the Bi-monolayer as confirmed by our LEED-data.
A compression of the closed Bi-monolayer due to a slight overcoverage would also
explain the "wavyness" of the stripes, e.g. observed in Fig. 78 a and b.
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11.2 bi on cu(111): electronic structure
In the following scope of the experiment, we characterized the electronic structure of
the compressed Bi-monolayer by dI/dV-spectroscopy. Fig. 80 a shows representative
data. At low tunneling energies, the LDOS is relatively low. The spectrum exhibits a
continuous rise with two weakly distinguishable shoulders at approx. 2.2eV and 2.4eV .
At 2.6eV the spectrum exhibits a well defined peak followed by a second smaller peak
at 2.9eV .
Figure 80: Electronic structure of the initial monolayer of Bi on Cu(111). a) Normalized dI/dV-
data gathered on the compressed Bi-monolayer as depicted in Fig. 78. 0.2V/s, I =






-ordered and the incommensurate uniaxially compressed Bi
monolayer as determined by two-photon-photoemission (2PPE). The dashed green
line is a guide to the eye for the free-electron like quantum well state with a Rashba
crossing point at 2.76eV , while the black dotted lines are a guide to the eye for the
hole-like quantum well state located at 2.36eV . Reprinted from Ref. [120], Copyright
2015, with permission from Elsevier.
Here, our data nicely corresponds to two-photon-photoemission (2PPE) experiments,
supported by density-functional theory calculations reported by Mathias et al. [119]
and Jacobs et al. [120] (see Fig. 80 b). The authors assign the electronic states to quan-
tum well states that form within the initial Bi-monolayer on Cu(111) [119]. These quan-
tum well states are found at energies of 2.33eV3 (2.1eV4) and 2.76eV (2.7eV) with
respect to the Fermi level. These values slightly differ from the peak positions in our
dI/dV-data. However, the energetic spacing and relative intensity of the peaks qualita-
tively match the 2PPE-data.
11.2.1 Spin-Splitting in Bi-Containing Surfaces
Differently oriented Bi-surfaces have received considerable attention in literature for
the electronic properties of their surface states [99–101, 108, 109, 237]. E.g. the surface
states of Bi(111), Bi(110), and Bi(110) exhibit a notably large spin orbit splittings [102,
3 experiment
4 theory
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238]. These splittings result from spin-orbit interaction and the symmetry break at the
surface. The resulting potential gradient in the surface normal direction leads to a
Rashba-type splitting of the surface state bands [238].
An even larger spin-splitting has been found for the surface state bands of the√
3 ×√3- ordered Bi/Ag(111) [114] and Bi/Cu(111)-surface alloys [116, 239]. In the
formation of the
√
3×√3-reconstruction, the Bi-atoms are incorporated into the (111)-
surface structure. The Bi atoms are larger than the Ag or Cu atoms, therefore, the
Bi-atoms are displaced out of the surface plane by around 0.6Å. Due to the rumpling
between the different atomic species, an in-plane potential gradient occurs and leads
to an unusually large spin splitting of the surface state bands [114, 117]. The splitting
is up to 6 times larger than the Rashba-type splitting e.g. for Bi(111) [114]. It therefore
is also referred to as "giant spin-orbit splitting".
11.2.2 Spin-Splitting in the initial Bi-monolayer
Also for the initial monolayer of Bi on Cu(111) addressed in this thesis, a considerably
large spin orbit splitting has been observed [119, 120]. Here, the splitting occurs for
the unoccupied quantum well states addressed in Fig. 80 (3− 5 times the size of the
Rashba splitting of Bi(111)) [102, 119]. The Rashba-type spin-orbit splitting is larger
than that of the
√






-ordered monolayer and the compressed monolayer [119, 120].
While in first 2PPE-experiments the Rashba-type splitting was assigned to an out-
of-plane potential gradient [119], later spin-resolved experiments showed that for both
layers also an in-plane potential gradient plays a role [120]. As expected from the larger
surface roughness of the uniaxially compressed monolayer, this effect is shown to be
more prominent for this phase.
The large spin splitting makes these systems very interesting for spintronic appli-
cations. The Bi/Cu(111)-monolayer is the first quantum well system to exhibit such
a large spin-orbit splitting [119]. It is particularly interesting, since here, a Rashba-
type-splitting of such order of magnitude occurs in electronic states other than surface
states.
The electronic structure of the quantum well states is governed by the confinement
between the surface and the Bi/Cu-interface. Therefore, they may be modified by the
film thickness. For Bi on e.g. Si(111) the electronic structure of thin Bi-films has been
shown to crucially depend on the layer thickness [240]. This opens a route to easily
engineer such electronic states. This possibility to selectively tune electronic properties,
along with the giant spin-orbit splitting, makes the Bi/Cu(111)-system an attractive
candidate for spintronic applications.
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Table 2: Rashba parameter αR for Au(111) and different Bi-containing materials.
Material Type of State αR Reference
(eVÅ)
Au(111) surface state 0.33 [114]
(and references therein)
Bi(111) surface state 0.56 [114]
(and references therein)
Bi/Ag(111) surface alloy surface state 3.05 [114]
Bi/Cu(111) surface alloy surface state 0.85 [239]
Bi-monolayer on Cu(111) quantum well states 1.47-2.48 [119]
text
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11.3 light emission from the initial layer of bi on cu(111)
In our experiments, we focused especially on the STM-induced light emission from the
Bi/Cu(111)-surface. Fig. 81 a-c shows photon maps that depict the lateral distribution
of the overall photon yield for the compressed initial monolayer. Fig. 81 a shows the
topography of a surface area exhibiting several steps. Fig. 81 b and c depict correspond-
ing photon maps acquired at tunneling energies of 2.6eV and 2.1eV , respectively. Even
though the the overall photon yield induced on the Bi/Cu(111) terraces is significantly
higher at 2.1eV , the contrast evoked by the step edges is stronger in the photon map
recorded at 2.6eV . The opposite effect is observed for the adsorbates attached to the
step edges, that almost cause any contrast in the photon map acquired at 2.6eV , while
they evoke a considerable drop of the emission intensity at 2.1eV . Especially, in con-
trast to the situation observed for step edges on the Ag(111)-surface (see chapter 7.1),
here, the photon yield induced in the proximity of the step edges is clearly higher than
on the terraces.
Here, we see the contrast mechanisms discussed in chapter 8.6 at work. Particularly,
the change of the relative light emission intensities induced on the terraces, step edges
and other surface defects with the bias voltage (compare Fig. 81 b and c) underlines
that in particular the LDOS of the sample may modulate the efficiency of the TIP
excitation on a very local scale. The bright appearance of the step edges in the photon
maps which has been observed for several microtips, may e.g. point to the existence of
some edge state, modifying the LDOS is this region.
Fig. 81 d-f exemplary show a spectroscopic data set for the compressed Bi-monolayer
on Cu(111). For the given tip and corresponding TIP spectrum, the onset for the light
emission lies around 1.4V (see Fig. 81 e). The induced photon emission intensity rises
until it peaks at 2.1eV . The subsequent drop of the photon emission intensity may be
attributed to the the increasing ratio of elastic to inelastic tunneling channels (see Fig.
81 d) as discussed in chapter 8.7.
In our experiments, the spectra of the emitted light change considerably for different
microtips similar to the case of Ag(111) discussed in chapter 8. This is a strong indica-
tion that also for the initial monolayer of Bi/Cu(111), the light emission is dominantly
excited by inelastically tunneling electrons. If further, e.g. electronic, excitations of the
Bi/Cu(111)-surface were involved in the TIP-excitation, these would be expected to
cause features in the emission spectra which were independent of the tip. We did not
observe such features in our data.
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Figure 81: Light emission induced on the initial monolayer of Bi on Cu(111). a) Topography,
and b) corresponding photon map. V = 2.6V , I = 300pA, T = 80K. c) Photon map
of the same surface area acquired at a tunneling bias of 2.1eV . d)-f) Comprehensive
spectroscopic data set. d) Normalized dI/dV-spectrum, b) corresponding spectrum
of the overall photon yield, c) spectrum of the relative z-displacement of the tunnel-
ing tip. I = 60pA, 0.2V/s, T = 80K.
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11.4 summary
Chapter 11 gave a brief introduction to the topographic and electronic structure, as
well as the general light emission characteristics of the compressed initial monolayer
of Bi on Cu(111). The system has peculiar electronic properties. In particular, it ex-
hibits quantum well states that are also observed in our dI/dV-data. These electronic
states have been found to show an exceptionally large Rashba-type spin splitting which
makes the system an interesting candidate for spintronic applications.
Like the light emission induced on Ag(111), the photon emission for the initial mono-
layer of Bi on Cu(111) is induced by inelastic tunneling into states of the surface. Lat-
erally resolved photon maps reveal an increased emission yield induced near the step
edges for different microtips. The contrast evoked in the photon maps by step edges
and other surface defects is again found to depend on the applied bias voltage. This
supports the findings for Ag(111) discussed in chapter 8.6, section and 8.6.4, that local
variations in the LDOS of the sample affect the emission intensity.
In the following chapters, a comprehensive study of the induced light emission will
be presented in which we use this uniaxially-compressed Bi-monolayer as a substrate
for different kinds of archetype organic molecules.
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M O L E C U L A R LY E N H A N C E D L I G H T E M I S S I O N : O R G A N I C
M O L E C U L E S O N B I / C U ( 1 1 1 )
Chapter 11 illustrated the promising electronic properties of ultrathin Bi-films on
Cu(111). In the experiments conducted in the course of this thesis, a special focus
lay on the effects of organic adlayers on the light emission induced on surfaces.
As shown in chapter 9, organic molecules adsorbed on noble metal surfaces usually
reduce the induced plasmonic light emission yield. However, for technological appli-
cations, it is desirable to be able to selectively tune electroluminescence properties
beyond such attenuation.
The suppression of the induced light intensity is associated with molecule substrate
interactions (see chapter 10.1). To overcome the attenuation of the emission intensity,
the molecules need to be decoupled from the metal substrate. This decoupling may be
achieved e.g. by introducing a thin insulating layer [16, 59] or by selecting molecules
that exhibit a certain decoupling due to their geometry, e.g. their core is lifted from the
substrate by "decoupling legs", i.e. functional groups [34, 198, 219].
Here, we want to achieve an intrinsic decoupling by our choice of substrate. For
the
√
3×√3-surface alloy of Bi/Ag(111), we could show in ARPES experiments, that
the electronic surface state is very inert to organic overlayers [118] (see appendix A).
Surprisingly, the surface state bands were not altered by the organic overlayers, even
when the coverage was increased to a few monolayers. Also the electronic states of
the molecules were only minimally affected by the adsorption. The results give rise to
the assumption, that also other Bi-induced structures on Ag(111) or Cu(111), e.g. the
initial layer of Bi on Cu(111) might exhibit a similarly weak interaction when used as
a substrate for organic molecules.
In this chapter, we want to analyze the light emission induced on molecules ad-
sorbed on the initial monolayer of Bi on Cu(111). Apart from revealing the peculiar
properties of Bi/Cu(111) as a substrate, our detailed spectroscopic study gives insight
into the correlation between the electronic structure of the molecules providing states
for inelastic transitions and the induced light emission.
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12.1 overview
As archetype organic species for our study, we once again chose C60 and PTCDA.
C60 is a commonly used organic material and serves as an example for a rotationally
symmetric molecule which, when adsorbed, exhibits a relatively large extent in the
surface normal direction. In contrast, the perylene based PTCDA-molecules are planar
and adsorb flat on most surfaces.
Here, we subsequently deposited a submonolayer coverage of both molecules onto
the uniaxial compressed initial Bi-monolayer on Cu(111). The compression of the Bi-
monolayer indicates the complete dealloying of the Bi/Cu(111). Further, an STM-ana-
lysis of the sample before the deposition of the molecules revealed exclusively areas
covered with the dealloyed Bi-monolayer.
C60 and PTCDA both form dense, highly ordered domains on the Bi/Cu(111)-sub-
strate. No intermixing of the organic species was observed. All molecular domains
were found to be single layers directly adsorbed on the substrate. The sample was first
studied when only C60-domains were present on the surface. A comparison of these
data to data for which both organic species were present on the surface, showed, that
the C60-domains are not influenced by the subsequent deposition of PTCDA.
Besides the molecular domains, the sample still exhibits areas of the pristine Bi/-
Cu(111)-substrate. This allows for a direct comparison between the light emission char-
acteristics induced on the organic layers and the underlying substrate.
Figure 82: Light emission induced on C60- and PTCDA-domains adsorbed on the initial Bi-
mononlayer on Cu(111). a) Topography and b) simultaneously acquired photon map.
A vertical line on the intensity scale of the photon map indicates the dark count
rate (dr). The dashed horizontal line indicates a minor tip change which does not
significantly change the emission spectrum of the tip. The white circle indicates
a hole in the PTCDA island probably caused by a tip-sample collision during a
spectroscopic measurement. Vsample = 2.6V , I = 200pA, T = 80K.
Fig. 82 a shows the topography of a representative area on the according sample.
The imaged area exhibits C60- and PTCDA-domains as well as the bare Bi/Cu(111)-
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substrate. For simplicity, these three different sample structures will also be referred to
as sample species in the following.
Similar to the ordering, e.g. on Ag(111) (see chapter 9), the C60-molecules are hexag-
onally ordered within the molecular domains. In the PTCDA-domains, the molecules
assume a so called herringbone structure. This ordering is commonly observed for
PTCDA on a variety of substrates [150] and resembles the ordering observed on Ag(111)
(see chapter 9).
When looking at the corresponding photon map in Fig. 82 b, the peculiar properties
of the Bi/Cu(111) substrate become obvious: In contrast to the reduction of the induced
light emission found for molecules adsorbed on Ag(111), here, all molecular domains
exhibit a higher photon yield.
The emission yield for different domains of the same organic species is roughly
the same. However, between the C60- and PTCDA domains a significant difference
between the induced emission yields is found. The highest yield at the given tunneling
energy (2.6eV) is found for the C60 covered areas.
The photon map exhibits molecular resolution for both, the C60 and the PTCDA
islands.
The dashed horizontal line in Fig. 82 a and b marks a tip change. The tip change
has a slight influence on the resolution in the topography. In the photon map, the tip
change does not only influence the molecular resolution, best visible for the molecular
resolution of the left PTCDA-domain, but also affects the overall photon yield, which
is especially obvious for the C60 islands. However, the tip change did not have any
significant influence on the emission spectra. Such behavior is in accordance to tip
changes that particularly influence the very front tip apex as discussed in chapter 8.3.
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Figure 83: Evolution of the overall photon yield versus the bias voltage (tunneling energy) in
the photon maps. a) Topography and b) simultaneously acquired photon map. Dur-
ing the recording of the images, the bias voltage was varied between 1.4V and 3.0V
in steps of 0.2V . The respective applied bias voltage is indicated in the images. For
c) and d) the bias voltage was conversely varied between 3.0V and 1.4V . Vertical
lines on the intensity scales of the photon maps indicate the dark count rate (dr).
Vsample = 1.4V ...3.0V , I = 60pA, T = 80K.
Fig. 83 exemplary reveals the evolution of the overall photon yield in the photon
maps when varying the bias voltage. The images were recorded with the fast scanning
direction from left to right and the slow scanning direction from top to bottom. About
every 50 lines the bias voltage was changed in steps of 0.2V . In Fig. 83 a and b the
bias voltage, i.e. the tunneling energy, was varied from 1.4V to 3.2V . In Fig. 83 c and
d the bias voltage was conversely varied from 3.0V to 1.4V to exclude artifacts from
possible tip changes. Both scans reveal a clear evolution of the overall photon yield as
a function of the bias voltage.
The bias voltages at which the onsets and maxima for the induced light emission
on the respective molecular species occur are clearly different. This points to an active
involvement of the molecules in the excitation of the tip-sample junction. The following
detailed spectroscopic analysis will shine further light into the matter.
12.1 overview 173
y
174 molecularly enhanced light emission : organic molecules on bi/cu(111)
12.2 spectroscopic characterization : tip 1
We performed a detailed spectroscopic analysis with two different microtips. The TIP
spectra yielded by these microtips were significantly different. Comparing the data
gathered with both tips allows us to better separate the influence of the tip from the
intrinsic properties of the sample. The different microtips will in the following be
referred to as tip 1 and tip 2.
12.2.1 Spectra of the emitted light
Tip 1 yields a rather broad spectrum of TIP modes. Fig. 84 shows a set of spectra of
the emitted light acquired on PTCDA and C60 for different bias voltages from 1.6V to
3.8V . The spectra were vertically offset for clarity.
At low bias voltage, first, only the evolution of a broad peak in the spectra of the
emitted light acquired on the PTCDA is observed. Up to 2.0V , the intensity for the
spectra recorded on the C60-domains almost vanishes. From 2.2V on, also the light
emission induced on C60 exhibits a clear evolution of a single broad peak in the emis-
sion spectra.
At high applied bias voltages, e.g. 2.8V , the peaks in the emission spectra are fully
developed for both molecular species. Both, PTCDA and C60, exhibit very similar,
broad, singly peaked emission spectra with a low energy onset at photon energies
around 1.3eV and maximum intensity around 1.6eV . The peak extends to around 2.1eV .
At these higher photon energies, the spectra roughly only differ in intensity.
In Fig. 84, the quantum cutoffs eVBias for the respective spectra are indicated by
vertical lines. In the evolution of the emission spectra at low bias voltages, the high
energy cutoffs for the PTCDA spectra lie at photon energies close to the expected
quantum cutoffs. In contrast, the high energy cutoffs of the emission spectra for C60
lie at significantly lower photon energies than eVBias.
A major tip change prevented an equally detailed spectroscopic characterization of
the Bi/Cu(111)-substrate with the same tip.
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Figure 84: Series of smoothed spectra of the emitted light collected with tip 1 at different bias
voltages between 1.6V and 3.8V on the PTCDA- and C60-domains. The spectra were
vertically offset for clarity. The quantum cutoff energies eVBias are indicated by
vertical lines where applicable. I = 60pA, acquisition time: 300s.
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12.2.2 Spectra of the overall photon yield
The spectra of the emitted light depicted in Fig. 84 show that the light emission induced
on both molecular species mainly differs in its intensity, i.e. the efficiency of the TIP
excitation and the subsequent radiative decay. Now, we want to get a more detailed
insight into the bias voltage dependence of the emission intensity for each sample
species by looking at the spectra of the overall photon yield.
Figure 85: Set of spectroscopic data gathered with tip 1 on all different sample species . a) Nor-
malized dI/dV-spectrum, b) spectrum of the overall photon yield. Two spectroscopic
runs, indicated by different colors, are shown for each sample species to demonstrate
typical variations in the spectra for different runs. I = 60pA, slope: 0.2V/s, T = 80K,
800 points.
Fig. 85 shows a representative set of spectroscopic data acquired with tip 1. The
results of two spectroscopic runs are depicted for each sample species, i.e. the molec-
ular overlayers and Bi/Cu(111)-substrate. This gives an idea of the size of the effect
of small fluctuations during the experiment, which may also include minor changes in
the very front tip apex. However, the changes might also be evoked by slightly different
positions on the molecules at which the spectra were taken.
The spectroscopic data for the Bi/Cu(111) substrate has been described in detail in
section 11.2. Here, we will focus on the spectra for the molecules.
The dI/dV-data for the PTCDA exhibits two small peaks around 0.15V and 0.35V
above the Fermi level. These peaks are tentatively assigned to the lowest unoccupied
molecular orbital (LUMO) of the adsorbed PTCDA-layer. A distinct shoulder at 1.7V
is tentatively ascribed to the second lowest unoccupied molecular orbital (LUMO+1).
Further peaks in the dI/dV-spectrum of the PTCDA arise around 2.5V , 3.0V , and 3.3V .
In fact, the last three features exhibit some similarity to the spectrum of the Bi/Cu(111)-
substrate, however shifted to higher energies.
The dI/dV-spectra for the C60 exhibit a peak at 0.4V , that we tentatively assign to the
LUMO. This peak is significantly higher than the peaks ascribed to the LUMO of the
PTCDA. The peak that we tentatively assign to the LUMO+1 of the C60 approximately
coincides with the LUMO+1 for the PTCDA around 1.7V . Further peaks are observed
at 3.0V and 3.8V .
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The onset of the spectra of the overall photon yield for the PTCDA lies very close
to that of the Bi/Cu(111)-substrate around 1.3V − 1.4V . The initial rise of the overall
photon yield almost coincides with the spectrum for the substrate. However, while
the spectrum of the Bi/Cu(111) already peaks around 2.0V , the photon yield for the
PTCDA further rises and peaks around 2.2V . The maximum induced photon yield for
PTCDA is significantly higher than that of the substrate. The peak in the PTCDA spec-
trum extends over significantly wider bias voltage range than that for the substrate.
For the C60-domains, the onset of the light emission is found at significantly higher
bias voltages around 1.75V . The spectra peak around 2.7V . The maximum induced
photon yield even exceeds that for the PTCDA. Also here, the bias voltage range in
which a significant light emission yield is induced is again wider than that for the
substrate and extends to about 3.75V .
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12.2.3 Reference Spectra
A full comparability of the spectra of emitted light is only granted when the spectra on
the different species are gathered with the same microscopic tip (see chapter 8.3). To
check if the tip changed, reference spectroscopic measurements of the overall photon
yield along with dI/dV-spectra were performed before, during and after the recording
of the sets of emission spectra. The results of the respective reference measurements
are shown in Fig. 86.
Figure 86: Reference spectra taken before, during and after the recording of the series of spectra
of emitted light presented in Fig. 84. a,c,e) Normalized dI/dV-spectra and b,d,f)
simultaneously acquired spectra of the overall photon yield. I = 60pA, slope: 0.2V/s,
T = 80K, 800 points.
Unfortunately, the reference measurements reveal changes in the spectra of both,
the LDOS and the overall photon yield for both series of spectra of emitted light. For
PTCDA, one reference measurement taken in the middle of the series of spectra of
emitted light (orange in Fig. 86 a and b) differs completely from the spectra which
were regularly observed for this sample spieces. After the lateral tip position above the
PTCDA layer was slightly altered, the obtained reference spectra (pink) show the usual
spectral shape except for a slight shift in the dI/dV-spectrum and a small change in
the peak width and the maximum peak height of the overall photon yield.
The unusual and very unstable orange reference spectrum may be the result of the
drifting of the tunneling tip above a surface defect, e.g. an adsorbate. Also, an invasive
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change of the structure of PTCDA domains has been observed as the result of extensive
spectroscopy. Also such a change in the sample structure may explain the altering
reference spectra. The reference spectrum taken after the series of spectra of the emitted
light (brown) exhibits slight instabilities. However, in good approximation it coincides
with the spectra taken in the middle of the spectral series, indicating that the conditions
during this part of the measurement (at least applied bias voltages from 1.4V to 2.4V)
were stable.
The spectra of the emitted light recorded directly before this reference spectrum was
acquired were the ones taken at highest bias voltages presented in Fig. 84. These emis-
sion spectra exhibit a slight increase of the emission intensity. The changes revealed in
the reference spectra have no significant influence the shape of the emission spectra.
The slight changes between the very first (red) and the last (red) reference spectrum
for PTCDA may be due slightly different lateral positions of the tip above the molecular
layer. Also, a minor tip change may be involved. However, the influence of this tip
change may be considered to be rather small and the general emission characteristics,
in particular the spectrum of TIP-modes, are widely conserved.
For the case of the reference measurements obtained on C60, the changes in the
dI/dV-spectra and spectra of the overall photon yield are quite considerable. The refer-
ence measurements recorded after the series of spectra of emitted light exhibit a severe
drop of the overall light intensity (gray and dark blue). Also after the lateral position of
the tip was altered (cyan) the reference spectra exhibit instabilities and still vary from
the usual spectral shapes. Only after a couple of further spectroscopic runs performed
at different positions on the sample, the spectra return to the usual spectral shape (dark
green). Slight changes in the dI/dV-data and the spectrum of the overall photon yield
remain. This kind of behavior points to a tip change which may have happened e.g. in
form of the attachment of an adsorbate, maybe even a C60 molecule, to the tip. Also
here, the general shape of the emission spectra, i.e. the spectrum of TIP-modes, was
not significantly affected (see Fig. 84).
The changes in the reference spectra of the overall photon yield indicate that the
tip change was associated with a severe drop of the emission intensity. In the series
of emission spectra shown in Fig. 84, a drop of the emission intensity is not observed
until rather high bias voltages, e.g. 3.6eV . This suggests, that the tip change may have
happened as the result of the elevated applied bias voltages. Thus, we may still plau-
sibly assume a certain comparability for the emission spectra acquired at significantly
lower bias voltage.
In the discussion of the data in chapter 13.4, we will draw general conclusions from
the shape of the emission spectra that are not affected by these changes elaborated
here. We will keep in mind, that small changes in the emission spectra may be asso-
ciated to minor tip changes. For the discussion of the emission intensity, we refer to
characteristic spectra of the overall photon yield to obtain a reliable, comprehensive
data set.
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12.3 spectroscopic characterization : tip 2
A mayor tip change resulting in a loss of stability and light emission properties oc-
curred before a complete set of spectroscopic data on all sample species could be
acquired with tip 1. The same macroscopic tip was newly prepared by indention into a
Ag-substrate and subsequent field emission at parameters of approximately 50µA and
200− 300V . This resulted in a major change of the light emission characteristics. The
resulting microtip will be referred to as tip 2.
12.3.1 Spectra of the emitted light
Fig. 87 shows a series of spectra of the emitted light acquired at different tunneling
energies for all three sample species acquired with tip 2. The shape of the emission
spectra, i.e. the spectrum of excitable TIP modes, significantly differs from those for
tip 1. Instead of a single broad peak, here, the spectra of the emitted light exhibit two
main narrower peaks located at photon energies around 1.7eV and 1.35eV . The peaks
extend over a range of about 0.2− 0.3eV . Additionally, several smaller peaks may be
observed, e.g. around 1.95eV and 1.27eV .
For tip 2, also emission spectra recorded on the substrate are available for compar-
ison. The shapes of the emission spectra for the molecules and the substrate are very
similar. None of the peaks are exclusive to any sample species.
The TIP spectrum provided by tip 2 allows for an easy comparison between the light
intensities induced in different spectral regions: For the same bias voltage but different
sample species, the relative height of the two main peaks in the spectra varies. For
example, the emission spectra for PTCDA and C60 recorded at a bias voltage of 3.0V
exhibit a roughly equal intensity of the low energy peak. However, the higher energy
peak is significantly higher in the emission spectrum for the C60.
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Figure 87: Series of smoothed spectra of the emitted light collected with tip 2 at different bias
voltages for all sample species. As a result of the tip preparation through field emis-
sion, the emission characteristics of the tip have changed considerably. The spectra
were vertically offset for clarity. The quantum cutoff energies eVBias correspond-
ing to the respective bias voltages are indicated by vertical lines where applicable.
I = 200pA, acquisition time: 300s.
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12.3.2 Spectra of the overall photon yield
Fig. 88 compares sets of STS-data for tip 1 and tip 2. The dI/dV-spectra acquired with
both tips only show minor variations (see Fig. 88 a).
Figure 88: Comparison of spectroscopic data gathered with tips 1 and 2. a) Normalized dI/dV-
spectra, b) simultaneously acquired spectra of the overall photon yield, and c) the
relative z-displacement of the tip. The spectroscopic data were acquired at a higher
tunneling current with tip 1, the dI/dV-data were normalized accordingly for com-
parability. The spectra of the overall photon yield were normalized for similar in-
tensities (by a factor of 9.3), to account for the significantly smaller emission yield
induced with tip 2. The original data is shown in lighter colors. The peak positions
for tip 1 are indicated by vertical lines. I = 60pA (tip 1) and 200pA (tip 2), 0.2V/s,
recording 800 points within the bias range. T = 80K.
In contrast, the impact of the different tips on the overall photon yield is quite more
drastic. The count rates induced with tip 2 are significantly reduced. Even at signifi-
cantly higher tunneling currents, the count rates lie well below the ones induced with
tip 1. In Fig. 88 b, the spectra depicted in lighter colors were normalized1 for the same
tunneling current as the spectra acquired with tip 1. The count rates for these spectra
are about a factor of 9 smaller than the corresponding spectra gathered with tip 1. The
spectra shown for tip 2 in darker colors were normalized with a factor that yields equal
1 In the tunneling current regimes looked at here, a roughly linear scaling of the overall photon yield with
the tunneling current may be assumed [241].
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intensity for the spectra of the Bi/Cu(111)-substrate. After this intensity normalization,
the spectra of the overall photon yield show for tip 1 and 2 exhibit surprisingly strong
similarity.
Fig. 88 c displays the corresponding relative z-displacement curves for tip 1 and 2.
These curves reflect the movement of the tips as they follow the energetic distribution
LDOS with changing bias voltage. For both tips, the relative z-displacement versus the
bias voltage is very similar.
Fig. 89 revisits the normalized spectroscopic data for tip 1 and 2. This time, the
spectra were vertically offset for clarity.
Figure 89: Normalized spectroscopic data revisited from Fig. 88. a) Normalized dI/dV-spectra,
b) simultaneously acquired spectra of the overall photon yield, and c) the relative
z-displacement of the tip. The spectra were vertically offset for clarity.
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12.3.3 Reference spectra
Also for this series of spectra, reference spectra were taken to check the comparability
of the respective data sets. The results are displayed in Fig. 90.
The reference spectra for the Bi/Cu(111)-substrate and C60 confirm the stability of
the tip during the respective series of measurements.
In the case of the Bi-monolayer substrate, the reference spectra were recorded at
different set tunneling currents. After normalization with the tunneling current, the
dI/dV-spectra almost perfectly coincide. Also the overall photon yield was normalized
for the different tunneling current. Except for the higher noise level caused by the
normalization of the spectrum before the series of emission spectra, the spectra of the
overall photon yield also exhibit large coincidence.
Very striking however, are the reference spectra for the measurement series taken
for PTCDA. The spectra recorded before as well as after the series of emission spectra
differ significantly from the usually observed spectral shape. The spectrum taken at the
beginning of the series of spectra of the emitted light still exhibits some weak features,
however much less pronounced than the peaks observed in the usual spectra taken on
PTCDA. The spectra taken subsequently to the series of spectra of emitted light are
almost featureless.
For comparison, reference data displaying the regularly observed spectra for the
PTCDA are additionally shown in light red in 90 c and d. Both exhibit significant dif-
ferences to the displayed reference spectra for PTCDA. Thus, an accidental misplace-
ment of the tunneling tip above another sample species, e.g. due to thermal drift, can
be excluded as an explanation for the irregularly shaped spectra. Topographic images
of the surface confirm a change of the PTCDA-layer at the position where the series
of emission spectra was taken (see Fig. 82). This change of the sample structure, e.g.
due to strong tip-sample interactions, seems to be the cause for the changed reference
spectra.
When comparing the reference spectra for PTCDA to the usually observed STS data
(displayed light red in Fig. 90), the dI/dV-spectra exhibit clear deviations. Also the
shape of the spectra of the overall photon yield is slightly altered, this may be easi-
est observed on the descending flank of the spectrum. The overall emission intensity
is slightly smaller than the photon yield induced on regular, non-altered PTCDA do-
mains. However, it is still clearly larger than that induced on Bi/Cu(111).
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Figure 90: Reference spectra taken before and after the recording of the series of spectra of
emitted light presented in Fig. 87. a,c,e) Normalized dI/dV-spectra and b,d,f) simul-
taneously acquired spectra of the overall photon yield. One of the reference spectro-
scopic runs for the Bi-monolayer substrate was recorded at 100pA instead of 200pA
like the rest of the spectra. The spectra were normalized accordingly. I = 200pA
(100pA), slope: 0.2V/s, T = 80K, 800 points.
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12.4 light emission induced at negative bias voltage
The main part of the study presented here focused on the light emission induced at
positive bias voltage, i.e. inelastic tunneling from initial states in the tip to final states
provided by the sample. We completed the data set acquired with tip 2 with a set of
spectroscopic data gathered at negative bias voltage.
12.4.1 Spectra of the overall photon yield
At negative bias voltage, the tunneling conditions were much more unstable, especially
when performing spectroscopic measurements at constant current in which the tunnel-
ing distance was varied. This resulted in a significantly reduced signal to noise ratio.
Up to now, all dI/dV-data and spectroscopic data of the overall photon yield was raw
data. Here, the data shown in Fig. 91 were smoothed for clarity.
The high noise level in the dI/dV-spectra at negative bias voltage (see Fig. 91 a)
makes it hard to distinguish clear features in the data for PTCDA and the substrate.
For PTCDA, the weakly discernible peak in the LDOS around −2.0V is tentatively as-
signed to the highest occupied molecular orbital (HOMO). The second highest molec-
ular orbital (HOMO-1), is assigned to the peak around −3.3V . Both features are rather
weak and were identified with the help of further spectra (not shown). For C60, the
HOMO is more clearly distinguishable with an onset around −1.3V .
As opposed to the spectra of the overall photon yield acquired at positive sample
bias, the onset of the light emission induced at negative sample bias around −1.25V
is the same for all sample species. The maximum overall photon yields observed at
negative sample bias are in the same order of magnitude as for positive sample bias.
However, they occur at slightly larger tunneling energies. In particular, no clear peak-
ing of the overall yield is observed in the examined negative bias voltage range.
Further, the relative intensities of the emission yield for the different sample species
have changed. At negative bias voltage, the spectra for the overall photon yield roughly
coincide for the substrate and the PTCDA. Here, also the progression of the dI/dV-
spectra were similar (see Fig. 91 a). The overall photon yield, induced around −3.5V
is comparable to the maximum overall photon yield induced for C60 at positive bias
voltage.
In comparison to the overall photon yield induced at negative bias voltage on PTCDA
and Bi/Cu(111), the emission yield induced at negative bias voltage on C60 is signif-
icantly lower, i.e. around 50% of the value of that for the other sample species. The
corresponding dI/dV-spectra reveal a significantly higher LDOS for the C60 than for
PTCDA and the substrate.
The relative retraction of the tip from the sample is generally less at this bias polarity
(see Fig. 91 c).
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Figure 91: Comparison of spectroscopic data for positive and negative bias voltage. a) Nor-
malized dI/dV-spectra, b) spectra of the overall photon yield, and c) relative z-
displacement of the tip. Due to the high noise level, only smoothed data are shown.
I = 100pA, slope: 0.2V/s, T = 80K, 800 points.
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12.4.2 Spectra of the emitted light
The instabilities during the spectroscopic measurements at negative bias voltage also
affected the noise level in the subsequent spectroscopic runs at positive bias voltage.
This indicates, that during spectroscopy at negative bias voltage, e.g. an adsorbate was
attached to the tip.
However, these presumed tip changes, did not affect the general peak positions of
the spectra of the emitted light, as can be seen in Fig. 92.
Just as in the case of positive sample voltage, the emission spectra exhibit two peaks
around photon energies of roughly 1.35eV and 1.68eV . Generally, the high energy peak
seems to be more pronounced at this bias polarity.
Further, at negative bias voltage, the emission intensities induced on the PTCDA-
domains and on the substrate are very similar (see Fig. 91 b). This allows for an easy
comparison between the peak positions for both sample species in Fig. 92. The high
energy peak for the PTCDA is located at around 0.02eV higher photon energies at the
corresponding intensity peak for the spectra of the substrate. The low energy peak is
too broad to distinguish any clear peak shifts.
For high bias voltages, when the emission spectrum is fully developed, i.e. −2.4V
and above, the according peak in the emission spectra for C60 rather corresponds to
the peak position of PTCDA than to that of the substrate.
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Figure 92: Series of spectra of emitted light for the different sample species acquired at different
negative bias voltages with tip 2. The spectra were vertically offset for clarity. The
quantum cutoff energies eVBias corresponding to the respective bias voltages are
indicated by vertical lines where applicable. Dashed vertical lines indicate a small
shift between the peaks of the spectra for the substrate and the molecular species.
I = 100pA, T = 80K, acquisition time t = 300s.
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12.4.3 Reference Spectra
Once again reference spectra were taken to assure the comparability of the spectra of
emitted light. Regarding the high noise level of the raw data, the data taken on the
Bi/Cu(111) substrate and the C60 in good approximation coincide.
In the reference spectra for the series of spectra of emitted light for PTCDA, once
again changes can be observed. For the spectra of the overall photon yield, these
changes almost vanish in the noise level but can be vaguely distinguished in the
smoothed spectra. In the dI/dV-spectra the changes are even better distinguishable.
However, as becomes evident from Fig. 87, the changes were minor enough not to
change the spectrum of emitted photons.
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Figure 93: Reference spectra recorded before and after the series of spectra of emitted light
shown in Fig. 92. a,c,e) Normalized dI/dV-spectra, b,d,f) simultaneously acquired
spectra of the overall photon yield. The data exhibit a very high noise level. For
easier comparability, smoothed data is additionally displayed. I = 100pA, slope:
0.2V/s, T = 80K, 800 points.
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D I S C U S S I O N
In chapters 7 and 8 we presented and discussed STM-LE data for Ag(111). For metallic
systems like Ag, the TIPs are exclusively excited by inelastically tunneling electrons.
Exemplary data for e.g. PTCDA and C60 on Ag(111) were presented and discussed in
chapters 9 and 10. Also for such single layers of organic molecules on metal surfaces,
without further decoupling, the induced light emission is purely excited by inelastically
tunneling electrons. No transitions between electronic states with the molecules are
involved in the TIP excitation. Such direct radiative transitions are quenched due to
molecule-substrate-interactions (see chapter 10).
The emission intensity of the plasmon-mediated light emission is significantly re-
duced when tunneling above the organic molecules on Ag(111). This is in agreement
to literature findings for organic molecules adsorbed on metallic surfaces without fur-
ther decoupling [13, 15, 58, 94, 140]. In the discussion in chapter 10.1, we associated
the attenuation of the emission yield to the coupling of the molecules to the substrate
which provides a number of non-radiative energy dissipation channels and shortens
the lifetime of the inelastically tunneling electrons within the molecular states.
In contrast, in our data for molecular layers on the initial monolayer of Bi on Cu(111)
presented in chapter 12, we observe a quite different behavior of the emission intensity.
For the same molecules for which we observed a quenching of the emission intensity
on Ag(111), we find an enhancement of the overall photon yield as compared to the
substrate when adsorbed on Bi/Cu(111).
An enhancement of the induced overall photon yield with respect to the underlying
substrate has only been observed for molecules that were somehow decoupled. This
may be achieved through a spacer layer of some sort, e.g. a thin layer of salt or oxide [16,
59, 242] or organic molecular layers [14, 159]. Also, an enhanced emission intensity has
been observed for organic molecules that experienced a certain geometric decoupling
from the surface by molecular ligands [31, 198, 219]. In the latter case, the molecules
were "standing up" on tilted functional groups lifting their core from the underlying
surface.
In our case, the adsorption configurations for PTCDA and C60 on Ag(111) and
Bi/Cu(111) appear quite similar. Thus, a significant geometric decoupling is improba-
ble here. Instead, the enhancement of the light emission for the molecules adsorbed on
Bi/Cu(111) points to a rather low interaction between the molecules and the underly-
ing substrate, i.e. an intrinsic decoupling.
In this chapter, will analyze the induced light emission in further detail. This allows
us to shed further light on the enhancement of the emission yield in our case. In
particular, we may gain a further understanding of the specific roles of the numbers




13.1 the origin of the emitted light
The enhancement of the light emission raises the question whether for molecules on
Bi/Cu(111) additional excitation channels apart from inelastic tunneling might be in-
volved in the TIPs excitation. For the plasmonic light emission excited by inelastically
tunneling electrons, electrons tunnel inelastically from initial states in the tip to final
states in the sample. Thereby, they excite TIPs which decay radiatively. For molecules
that are decoupled sufficiently from the substrate, an additional excitation channel be-
comes available. In this path, a hot electron is injected into the molecule by elastic
tunneling. One way of relaxation for this molecular excitation is the transition into an
energetically lower state inside the molecule. This path of excitation may couple to the
TIPs which enhances the plasmonic light emission [17, 34]. However, if the coupling
between the molecule and the substrate is too strong, the electron leaves the molecule
before it can traverse into any other molecular state. The molecule-substrate interaction
then quenches the light emission from this radiative decay of the molecular excitations.
Figure 94: Different paths of excitations by tunneling electrons. a) Inelastic tunneling from ini-
tal states in the tip to final states in the sample (here: molecular states). b) Elastic
tunneling into molecular states, i.e. hot electron injection, followed by an electronic
transition inside the molecule. This excitation channel may couple to the TIPs which
enhances the light emission from this channel.
Here, an analysis of the spectra of the emitted light can give further insight into
the involved excitation mechanisms. The lifetimes for the electronic excitations that
may decay rediatively inside the molecule are in the order of 10ps [33]. This is much
longer than the lifetimes of the TIPs which are in the order of 10fs [57]. Consequently,
emission lines for the radiative decay of electronic excitations of the molecules would
be expected to be sharper than the peaks in the emission spectra observed for metals
which purely reflect the TIP-spectrum of the tip-sample junction. However, remaining
molecule-substrate interactions may shorten the lifetime of the molecular excitations
and broaden the corresponding emission lines.
Electronic transitions inside the molecules couple to the TIPs, so that the TIP-spectrum
for the specific tunneling tip significantly also influences the appearance of the molecule-
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specific features in the emission spectra [17]. However, these features would still be
expected at characteristic and molecule specific photon energies, i.e. wavelengths.
In our emission spectra gathered on the molecules on Bi/Cu(111), we do not observe
any molecule specific features (see Fig. 95). This allows us to conclude that electronic
transitions inside the molecule do not play a significant role here. Instead, we may
deduce that the enhancement of the light emission which we observe in our data must
be the result of a more efficient excitation of the TIP modes by inelastic tunneling, a
reduction of the non-radiative decay channels for the latter or a combination of both.
In the following sections, we further analyze the role of the molecular LDOS for
the excitation efficiency (sections 13.2 - 13.4) before we discuss the general role of
the molecules for the enhancement of the plasmonic light emission in more detail in
section 13.6.
Figure 95: Spectra of the emitted light acquired with tip 1 (top) and tip 2 (bottom). Data revis-
ited from Figs. 84 and 87. The emission spectra show no indication for light emission
stemming from the radiative decay of electronic excitations of the molecules.
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13.2 the role of the molecular ldos for the excitation efficiency
In chapter 10, we discussed the active role of organic layers directly adsorbed on metal
surfaces in providing LDOS as final states for elastic and inelastic tunneling processes.
The general influence of the sample LDOS on the emission intensity versus the bias
voltage has been exemplary discussed for pristine Ag(111) in chapter 8.7. The discus-
sion yielded that the emission intensity induced at a certain bias voltage is governed
by the interplay of the LDOS at different energies providing final states for elastic and
inelastic transitions.
In our study of the effect of PTCDA and C60 on the light emission induced on
Bi/Cu(111), we worked with submonolayer coverages of the organic molecules. This
allowed us to gather data sets of the molecular layers as well as on the pristine sub-
strate with the same tip. Even though the characteristic emission spectra exhibit similar
shapes for all sample species, i.e. the molecules and the Bi/Cu(111)-substrate, the re-
spective spectra of the overall photon yield exhibit significant differences (see e.g. Fig.
85, Fig. 88).
Even after a significant tip change affecting the TIP-spectrum, the characteristic
shapes of the spectra of the overall photon yield, remain widely preserved (see Fig.
89). This underlines the governing impact of the molecular LDOS on the TIP-excitation
efficiency.
Our detailed spectroscopic data sets for PTCDA and C60 on Bi/Cu(111) allow us to
further characterize the particular impact of the molecular LDOS on the TIP-excitation.
First, we want to concentrate on the spectra of the overall photon yield and discuss the
spectra for each species individually.
Here, we exemplary refer to data recorded with tip 2. The range of possible transition
energies, i.e. the energies of the TIP modes, were extracted from the corresponding
spectra of the emitted light (see Fig. 87).
13.2.1 The Overall Photon Yield Induced on Bi/Cu(111)
Fig. 97 displays a representative spectrum of the overall photon yield (Fig. 97 b) along
with the corresponding dI/dV-spectrum (Fig. 97 a) and the tip-retraction curve (Fig. 97
c) for the Bi/Cu(111) substrate.
Up to a bias voltage of approximately 2.3V , the dI/dV-spectrum is relatively feature-
less (see Fig. 97 a). The LDOS slowly increases until two shoulders at approximately
2.25V and 2.4V , as well as two peaks at 2.6V and 2.9V occur. The peaks may be as-
signed to spin split quantum well states of the Bi-monolayer as discussed in chapter
11.2.
The corresponding spectrum of the overall photon yield shown in Fig. 97 b possesses
a single peak. In the spectrum itself, no other characteristic features can be clearly
distinguished. Looking at the derivative of the photon yield accents the changes in the
slope of the spectrum. Thus, the bias voltages at which the rate with which the ratio of
inelastic to elastic channels changes can be highlighted.
The inelastic tunneling probability depends on the ratio of inelastic to elastic tun-
neling channels. The overall number of possible final states for elastic or inelastic tun-
neling is given by the integral over the all states up to the applied bias voltage VBias
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or VBias − hν/e, respectively. While the opening of a state providing elastic channels
leads to a decrease of the changing rate of the fraction of inelastically tunneling elec-
trons, the opening of a state providing inelastic channels increases the changing rate
(see Fig. 96).
Figure 96: Scheme indicating the energetic ranges (bias voltage ranges) within the dI/dV-
spectra that provide final states for elastic and inelastic transitions at a certain ap-
plied bias voltage VBias.
Characteristic changes in the derivative are marked by colored vertical lines. The
attached arrows and vertical bars indicate the range of transition energies provided by
the TIP spectrum with maxima at 1.35eV and 1.68eV .
The onset of the light emission lies at around 1.2V (light blue line). The spectrum of
TIP modes as revealed by the spectra of emitted light reaches down to about 1.2eV (see
Fig. 87). Here, we can infer that the final states for the inelastic transitions exciting the
TIP modes lie close to the Fermi energy, where the LDOS of the Bi/Cu(111) substrate
is uniformly low (see Fig. 97 a). Additionally, some final states provided by the sample
might actually lie slightly below the Fermi energy because the Fermi distribution at
non-zero temperature also allows some empty states below the Fermi energy.
The derivative of the photon yield, i.e. the change in the ratio of inelastic to elastic
channels, increases with an approximately linear slope up to 1.75V . This may be as-
signed to the opening of inelastic channels with an only moderate increase of elastic
channels. Between 1.75V (green line) and 2.2V (dark blue line) the rate of change of the
overall photon yield drops and falls below zero. This may be correlated to the rapidly
increasing number of elastic channels with an only moderate growth of the number of
inelastic channels. This results in a peaking of the overall photon yield. The drop in the
changing rate slows down when the range of possible energetic transitions reaches the
ascending flank of the dI/dV-spectrum. Here, the number of inelastic channels starts
to increase faster than before counteracting the increase of elastic channels more effec-
tively. At 2.6V the peaking of the dI/dV-spectrum marks the beginning of a slower rise
of the number of elastic channels. At the same time the number of inelastic channels
starts to grow faster so that the drop of the overall photon yield slows down. At 2.75V
the changing rate is once again slowed down by the anew opening of an electronic
state leading to a faster increase of the elastic channels.
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Figure 97: Comprehensive spectroscopic data set for the Bi/Cu(111)-substrate acquired with
tip 2. a) Normalized dI/dV-spectrum, b) simultaneously acquired spectrum of the
overall photon yield. The derivative of the spectrum is shown in black. Smoothing
was applied. c) Relative z-displacement of the tip. Several characteristic points in the
derivative of the spectrum of the overall photon yield are marked by vertical lines.
The attached arrows and bars indicate the respective range of possible energetic
transitions.
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The light emission drops to a certain minimum level, which is still slightly higher
than the dark count rate (indicated by the horizontal black dotted line). Towards higher
bias voltages, a subsequent small increase of the overall photon yield is slightly dis-
cernible. Here, the rise in the number of final states for elastic tunneling is rather low,
while with rising bias voltage an increasing number of final states for inelastic tun-
neling becomes available. Thus, for even higher bias voltages than the ones examined
here, a second peaking of the light emission intensity would be expected1.
13.2.2 The Overall Photon Yield Induced on PTCDA
The spectra of the overall photon yield for the PTCDA-domains are especially rich
in features that may be assigned to the LDOS of the molecular layers. Like for the
substrate in section 13.2.1, looking at the first derivative of the overall photon yield
helps to identify changes in the slope of the overall photon yield versus the bias voltage
and to assign them to the opening of electronic states providing final states for elastic
or inelastic tunneling.
Characteristic features in the derivative are indicated by vertical lines in Fig. 98. The
attached arrows and vertical bars indicate the range of transition energies provided
by the TIP spectrum with maxima at 1.35eV and 1.68eV . For comparison, also dI/dV-
data and the corresponding spectrum of the overall photon yield for the substrate are
shown in Fig. 98 a and b.
The onset of the overall photon yield induced on PTCDA (gray vertical line) lies
slightly above that of the substrate around 1.3V . Thus, also here, the energetically
lowest final states for inelastic tunneling are expected close to the Fermi level. In the
dI/dV-data for PTCDA, small peaks in the LDOS can be found at bias voltages of
0.15V and 0.35V . These molecular states may be identified as final states for inelastic
transitions.
The continuous opening of further inelastic channels leads to an increase of the
changing rate up to approximately 1.65V (blue vertical line). At this bias voltage, the
opening of the LUMO+1 overrules this effect and leads to a decrease of the changing
rate up to 1.8V (green vertical line). Between 1.8V and 2.1V the changing rate is almost
constant. At 2.1V (dark blue vertical line) the decrease in the corresponding LDOS
providing additional final states for inelastic tunneling is overruled by the significantly
higher LDOS responsible for the increase of the number of elastic channels. This leads
to a peaking of the overall photon yield around 2.3V .
At 2.65V (red vertical line) the drop of the emission intensity is further accelerated
by the opening of an additional state providing elastic channels. The peaking of this
state around 2.9V cooccurs with the starting provision of inelastic channels by the
LUMO+1. This slows down the decrease of the emission yield (orange vertical line).
At 3.1eV (black vertical line) this effect is again counteracted by an anew increase of
the LDOS providing further elastic channels.
1 In fact, at elevated bias voltages >≈ 5V , an oscillatory behavior of the LDOS is expected due to field
emission resonances, i.e. the interference of electron waves due to the reflections at the walls of the
vacuum tunneling barrier. These oscillations in the LDOS providing final states for elastic and inelastic
tunneling further evoke oscillations in the light emission intensity [192].
13.2 the role of the molecular ldos for the excitation efficiency 201
Figure 98: Comprehensive spectroscopic data set for PTCDA on Bi/Cu(111) acquired with tip 2.
a) Normalized dI/dV-spectrum, b) simultaneously acquired spectrum of the overall
photon yield. The derivative of the spectrum is shown in black. Smoothing was
applied. c) Relative z-displacement of the tip. Spectra for PTCDA are depicted in
red. For comparison, spectroscopic data for the underlying Bi-monolayer substrate
are shown in light gray. Several characteristic points in the derivative of the spectrum
of the overall photon yield are marked by vertical lines. The attached arrows and bars
indicate the respective range of possible energetic transitions.
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13.2.3 The Overall Photon Yield Induced on C60
In the spectra of the overall photon yield for the C60-domains (Fig. 99 b), the shifted
onset for the light emission as compared to the substrate and PTCDA is very obvious
(blue). It lies around 1.6V which is a shift by roughly 0.2− 0.3V towards higher bias
voltage as compared to the onset for PTCDA. This nicely corresponds to the onset of
the C60-LUMO around 0.3V above the Fermi energy, proposing that this molecular
state provides the lowest energy final states for the inelastic transitions.
The overall photon yield increases even faster once the opening of additional elastic
channels from the LUMO+1 slows down (green vertical line at 2.1V). The increase in
the changing rate is stopped at 2.3V (dark blue vertical line) when the increase in the
number of inelastic channels provided by the LUMO is slowed down due to the very
low LDOS at VBias−hν/e. Also, additional elastic channels become available from the
LUMO+2.
The overall photon yield peaks at 2.6V . The rate at which the photon yield decreases
is slowed down at 2.8V (red vertical line) when further inelastic channels become avail-
able from the LUMO+1. This cooccurs with a slowing down of the increase of the
elastic tunneling channels. At 3.25V (orange vertical line) another state providing elas-
tic channels opens which stops this tendency.
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Figure 99: Comprehensive spectroscopic data set for C60 on Bi/Cu(111) acquired with tip 2.
a) Normalized dI/dV-spectrum, b) simultaneously acquired spectrum of the overall
photon yield. The derivative of the spectrum is shown in green. Smoothing was
applied. c) Relative z-displacement of the tip. Spectra for C60 are shown in black. For
comparison, spectroscopic data for the underlying Bi/Cu(111) substrate are depicted
in gray. Vertical lines indicate characteristic points in the derivative of the spectrum
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13.3 simulation of the spectra of the overall photon yield
The above discussion revealed a clear correlation between features in the LDOS and
changes in the rise or fall of the overall photon yield. In this section, we want to apply
a simple simulation in order to further demonstrate that the observed changes of the
overall photon yield with the bias voltage are indeed dominantly determined by the
ratio of the inelastic channels to the overall tunneling channels.
The inelastic tunneling probability is given by the ratio of inelastically tunneling
electrons to overall tunneling electrons per time, i.e. the ratio of the inelastic tunneling
current to the overall tunneling current. As stated e.g. in chapter 8, section 8.7.2.1, the
fraction of inelastically tunneling electrons is very small so that the overall tunneling
current may be approximated by the elastic tunneling current. The elastic and inelas-
tic tunneling current are proportional to the LDOS times the respective transmission
probability for an electron through the tunneling barrier integrated up to VBias and
VBias − hν/e, respectively (see chapter 2.5). Thus, the inelastic tunneling probability











where T(V ,VBias) is the transmission probability of an electron through the tunnel-
ing barrier.
Chen et al. used this correlation to simulate their spectra of the overall photon yield
using simultaneously acquired dI/dV-data [211]. Here, we want to simulate our data
in a similar manner.
Feenstra et al. discussed that the normalized dI/dV-signal gathered at constant dis-
tance gives a measure of the LDOS at a certain bias voltage [46]. In contrast to the con-
ventionally applied mode of dI/dV-spectroscopy, the data presented here was gathered
in constant current mode. This means that the dI/dV-signal was recorded while the
feedback loop continuously adjusted the tunneling distance in order to keep the tun-
neling current constant (see 2.5). This way, changes in the LDOS with the bias voltage
are counteracted by changes in the tunneling barrier width which directly affects the
transmission T(V ,VBias) through the barrier. As a result of this acquisition method,
constant current dI/dV-signals usually exhibit a strong increase towards small bias
voltages where the LDOS available for tunneling is rather low and the transmission
through the barrier is increased as the feedback loop lowers the tip-sample distance.
Conversely, the overall increase of the available LDOS towards higher bias voltages is
associated to a decrease of the transmission through the barrier as the tip is gradually
retracted from the sample. This is reflected in a rise of the constant-current dI/dV-
signal which is smaller than the corresponding relative change in the LDOS. To ac-
count for such changes in transmission during the taking of the spectra, in order to
yield a signal roughly proportional to the LDOS, the dI/dV-spectra shown in this the-
sis were normalized by multiplying with the bias voltage. However, this only accounts
for a roughly linear decrease of the transmission with the bias voltage which is only a
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rough approximation. For a more precise normalization of the dI/dV-signal, the data
has to be multiplied by a signal proportional to the increase of the tunneling current
that would have occurred when tunneling at constant distance, i.e. constant transmis-
sion. Such dimensionless factor, in the following referred to as the simulated tunneling
current factor Isim, can be calculated from the relative z-displacement curves of the




with I0 = exp−2κz0 where z0 corresponds to the tunneling distance at the lowest
bias voltage of the spectrum. κ is the inverse decay length and is in the order of 1Å−1
(see chapter 2.2.1). For the simulation shown in the following κ = 1Å−1 was assumed.
The parameter z0 was varied to fit the respective experimental data.
Using the normalization with Isim, Pinelastic may be approximated from the con-









where hν is the energy of the emitted photons and e is the elementary charge. Here,
we simulated data acquired with tip 2 (see e.g. Figs. 97 - 99) and used the sum of the
integrals for hν = 1.35eV and hν = 1.65eV . The results of the simulation along with
the corresponding experimental data for each sample species are shown in Fig. 100.
Especially for higher bias voltages, i.e. the descending flanks of the spectra, the
obtained spectra nicely correlate to the experimental data. However, the initial rise
of the simulated spectra is significantly steeper than for the actual data. This might
be explained by a systematic error in the simulation. The expression for the inelastic
tunneling probability given in eq. (15) contains integrations starting from the Fermi
energy. Here, the spectra were recorded at constant current so that the energetic range
of ±0.1V (±0.2V for C60) around the Fermi energy was exempt from the spectroscopic
studies to prevent tip-sample collisions. The higher starting point of the integration,
resulted in slightly smaller values of the integrals. With a rising integration range, this
error becomes smaller. As the integration range is generally smaller for the integrals
associated to the number of inelastic channels, the number of inelastic channels is
underestimated more strongly than the the number of elastic channels. The higher the
bias voltage, i.e. larger the integration ranges for both, elastic and inelastic transitions,
the smaller becomes the error. Given the simplicity of the simulation, the simulated
spectra are in nice agreement to the experimental data.
The normalization of the constant current dI/dV-signal applied here includes changes
in the transmission due to changes in the tunneling distance. The latter are accounted
for by the multiplication by Isim, so that an entity directly proportional to the original
LDOS as a function of energy (or voltage V) is obtained. Further changes of the trans-
mission T(V ,VBias) with the tunneling energy eV or bias voltage VBias are neglected
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in the present simulation. However, the good agreement between the simulation and
our experimental data shows that indeed such further changes in the transmission
should not play any significant role.
As a result, we may conclude that changes in the inelastic tunneling probability with
the bias voltage may be dominantly traced back to changes of the LDOS providing the
respective elastic and inelastic tunneling channels. The resulting changes in the ratio of
inelastic to elastic tunneling channels manifest themselves in changes of the emission
yield with the bias voltage.
Figure 100: Simulations of the spectra of the overall photon yield. The simulated data were
calculated according to equation 15 from dI/dV-data and spectra of the relative
z-displacement of the tip.
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13.4 the role of final states for inelastic transitions
In section 13.2, we have identified a variety of features in the spectra of the overall
photon yield that can be correlated to the LDOS provided by the molecules. However,
changes in the availability of LDOS for final states for elastic and inelastic tunneling
channels oftentimes occur simultaneously so that their contributions on the overall
photon yield are entangled.
A detailed analysis of the spectra of the emitted light reveals valuable complemen-
tary information. In our experiments, we gathered data sets with two different tips
that yielded quite different emission spectra. The characteristic shapes of the emission
spectra with each tip allow us to focus on different details, respectively.
13.4.1 High Energy Cutoffs
The emission spectra reveal the energetic transitions exciting the TIPs. The applied
bias voltage defines an upper limit eVBias for the initial state energy of an inelastically
tunneling electron. In turn, the energetic position of the lowest final states available
for inelastic transitions defines a lower limit for the final state energy. The difference
between the upper and the lower limit is the range of possible transition energies.
For metallic substrates, the lowest final states for inelastic transitions lie close to
the Fermi energy. This means the energetically largest possible transitions occur from
eVBias to the Fermi energy. The corresponding maximum energy of the emitted pho-
tons is hνmax = eVBias. If the energetically lowest final states for inelastic transi-
tions lie above the Fermi energy, i.e. at an energy Efinal inelasticmin > EF, the range
of possible energetic transitions becomes smaller. This defines high energy cutoffs
hνmax = eVBias − Efinal inelasticmin in the emission spectra.
With rising bias voltage, i.e. rising eVBias, TIPs with higher energies may be ex-
cited by inelastic tunneling. Consequently, the high energy cutoffs hνmax are shifted
towards higher photon energies.
Tip 1 exhibits a rather broad TIP-spectrum spectrum (see Fig. 84). Exemplary spectra
are revisited in Fig. 101. This allows to identify high energy cutoffs in the emission
spectra.
The range of energetic transitions may be additionally limited by the particular TIP-
spectrum. For tip 1, the energetically highest TIP-modes in the examined range reach
to about 2.15eV . Since we are interested in the cutoffs defined by the range of inelastic
transitions and not by the TIP spectrum, we limit our discussion to high energy cutoffs
occuring below this energy.
For PTCDA, the high energy cutoffs lie close to eVBias (see Fig. 101 a). In contrast,
the high energy cutoffs in the emission spectra for C60 lie roughly 0.4eV below eVBias
(see Fig. 101 b). With these high energy cutoffs, we may identify the energetically lowest
final states for inelastic transitions Efinal inelasticmin = eVBias − hνmax. In fact, the
dI/dV-spectra for the PTCDA exhibit molecular states close to the Fermi energy. For
C60, the lowest molecular state is peaked around 0.4eV .
These findings are in agreement to similar observations for the high energy cutoffs in
the emission spectra induced on one and two layer thick C60-domains on Au(111) [58].
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Also in this case, the energetically lowest final states were provided by the respective
LUMOs of the molecular layers.
Here, our data further supports, that the majority of the inelastically tunneling elec-
trons tunnel into molecular states and not into the substrate.
Figure 101: High energy cutoffs in the spectra of the emitted light acquired with tip 1 for
PTCDA (a) and C60 (b). The applied bias voltages are indicated next to the re-
spective spectra. The high energy cutoffs are indicated by long color coded vertical
lines. The short verticals lines indicate the respective quantum cutoff eVBias for
each spectrum where applicable.
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13.4.2 Excitation Efficiencies of Different TIP modes
In contrast to tip 1, the emission spectra obtained with tip 2 exhibit two dominating
peaks with a width of around 0.2eV (see Fig. 87). Emission spectra for PTCDA and C60
acquired with tip 2 at positive bias voltage are revisited in Fig. 102. With this spectral
shape, the differences in the high energy cutoffs for the different sample species are
much harder to distinguish. However, the shape of the emission spectra provided by
tip 2 allows us to nicely see the effect of the alternating spectral weights of individual
TIP modes. At equal tunneling energies, the relative heights of the intensity peaks
around approximately 1.35eV and 1.68eV are significantly different for the different
sample species. The peak heights, i.e. the intensities for photon energies of 1.35eV and
1.68eV , yield the excitation efficiencies for the respective TIP-modes.
Figure 102: Emission spectra acquired with tip 2 on PTCDA and C60. Data revisited from Fig.
87. The shape of the emission spectra acquired with tip 2 allows us to easily analyze
the excitation efficiency for different TIP modes excited at the same bias voltage, i.e.
tunneling energy.
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The spectra of the overall photon yield discussed in section 13.2 contain information
about the entire TIP-spectrum provided by the specific tip. By analyzing the intensity
of the emission spectra at a certain photon energy, we can focus on individual transi-
tion energies. In Fig. 103, the intensities for characteristic photon energies, 1.35eV and
1.68eV , are plotted versus the bias voltage. Note that in contrast to the spectra of the
emitted light shown before, the intensities plotted here were corrected for the efficiency
of the used grating2.
Figure 103: Plot of the emission intensities for two specific photon energies at positive bias
voltage. For each sample species, the emission intensites for the 1.35eV and 1.68eV-
modes are displayed. The photon energies correspond to the two dominating TIP
modes for tip 2. The inset shows a detail of the data for bias voltages from 3.0eV to
3.6eV . The intensities were extracted from the emission spectra displayed in Fig. 87
and further corrected for detection efficiency.
For each bias voltage, the intensities of the two different transition energies for each
sample species were extracted from the same emission spectrum. Therefore, the elastic
channel is the same for both. Thus, by comparing these two intensities, we can isolate
the impact of the availability of final states for inelastic transitions on the emission
intensity at a given bias voltage.
As expected, the shape of the intensity plots for each transition energy exhibit close
resemblance to the respective spectra of the overall photon yield. Regarding each sam-
ple species individually, the onsets and peaks between the 1.35eV and 1.68eV curves
are shifted by roughly 0.3eV . This corresponds to the energy difference between the
two modes and is in accordance with the later availability of final states which govern
the excitation efficiency of the TIPs. Here, e.g. the final states from the LUMO become
available for the 1.35eV transitions first, followed by the 1.68eV transitions. Regard-
ing each sample species individually, the shapes of the respective 1.35eV and 1.68eV
intensity curves are very similar.
The number of possible final states available for inelastic transitions at an applied
bias voltage VBias is given by the integral over the sample LDOS up to VBias − hν/e
2 This yielded an additional intensity factor of 4/3 for the 1.35eV-peak.
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(see section 13.3). Thus, it would intuitively be expected that at a given bias voltage the
intensity of the 1.68eV mode would always be lower than the intensity of the 1.35eV
mode. Looking at the data shown in Fig. 103 this is not the case.
This may be understood in terms of a different efficiency with which the respective
modes may be excited.
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13.5 tunneling from the sample to the tip
At negative bias voltage, the final states for elastic and inelastic tunneling are provided
by LDOS of the tip. Thus, the availability of final states is independent of the sample.
The sample now influences the tunneling probability by providing initial states for the
tunneling.
Figure 104: Set of spectroscopic data for negative bias voltages revisited from Fig. 91. a) Nor-
malized dI/dV-spectra, b) spectra of the overall photon yield. Due to the high noise
level in the orignial spectra, only smoothed data are shown. c) Corresponding tip
retraction curves.
Fig. 104 revisits spectroscopic data for all sample species at negative bias voltage. At
this bias polarity, the onset of the overall photon yield occurs at equal bias voltages for
all sample species. In section 13.2, we discussed that the different availability of final
states for inelastic transitions leads to different onsets of the light emission at positive
bias voltage. At negative sample voltage, the tip provides the same LDOS for final
states for the inelastic transitions from the molecules as well as from the substrate. The
onset lies around 1.2eV which roughly corresponds to the lowest modes of the TIP-
spectrum provided by tip 2 in the range detectable by the APD. This points to final
states close to the Fermi level of the tip.
Both, PTCDA and the Bi/Cu(111)-substrate exhibit similar overall photon yields at
equal tunneling energies throughout the entire spectra of the overall photon yield (see
Fig. 104). For these sample species, also the dI/dV-spectra are very similar.
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From around 1.7V on, the photon yield induced on the C60-domains is significantly
lower than for the other sample species. The corresponding dI/dV-spectra exhibit a
rise of the LDOS around this bias voltage.
At negative bias voltage, the sample LDOS provides the initial states for elastic and
inelastic tunneling. However, the initial states for the main elastic tunneling channels
and the relevant inelastically tunneling electrons inducing the light emission do not
necessarily have to be at the same energy [14] (see Fig. 105). At low negative bias volt-
age, the majority of all electrons tunnel from energies close to the Fermi energy of the
sample (see Fig. 105 a). However, when the LDOS from the lower lying states becomes
available at higher negative bias voltage, e.g. from −1.3V for C60, the overall, i.e. elastic
and inelastic, tunneling channels may be shifted away from the Fermi energy of the
sample [14] (see Fig. 105 b). Consequently, the transition energies involved in the corre-
sponding inelastic tunneling processes would not possess sufficient energy to induce
light emission in the visible range until the negative bias voltage is increased much
further. The resudiual light emission at these bias voltages is induced by inelastically
tunneling electrons that have initial states close to the Fermi energy of the sample, i.e.
electrons with initial energies different from most elastically tunneling electrons.
This is in agreement with the small kink in the spectrum of the overall photon yield
around −2.7V and −3.0V when the transition energies from states close to −1.3V and
below would suffice to excite the 1.35eV and 1.68eV TIP-modes.
Figure 105: Tunneling scheme for elastic and inelastic channels at negative bias voltage. a) For
small negative bias voltages, a lot of electrons tunnel from energies close to the
Fermi energy of the sample. This is true for the elastic as well as the inelastic chan-
nels. b) When a lot of initial states, e.g. from the HOMO of the C60-layers, become
available at a certain applied bias voltage, the majority of the electrons tunnel with
initial energies somewhat below the Fermi energy of the sample. However, the in-
elastic channels that are connected to the light emission still have initial states close
to the Fermi energy of the sample. c) When the bias voltage is large enough, the
initial state energies of the electrons tunneling at energies below the Fermi level of
the sample is sufficient for inelastically tunneling electrons to induce the emission
of photons.
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Fig. 106 shows the plot of the respective peak heights in the emission spectra, analog
to Fig. 103, for negative bias voltages. The intensities of the 1.35eV peak are very simi-
lar for all sample species. For the substrate and PTCDA, the 1.68eV-curves are similar
and have a larger slope than the 1.35eV-curve. In particular, the 1.68eV-mode always
has a higher intensity than the respective 1.35eV-mode. In terms of an integrated den-
sity of final states, the intensity of the 1.68eV-modes would generally be expected to
exhibit a lower intensity than the 1.35eV mode. Here, a more efficient coupling seems
to significantly enhance the 1.68eV-mode in this case.
In contrast, for C60, from −2V on the 1.68eV-curve for C60 has a lower intensity
and shows a similar slope to that of the 1.35eV-curves. Interestingly, the difference in
the overall photon yield seems to be almost exclusively caused by differences in the
excitation efficiency for the 1.68eV-peak.
Figure 106: Plot of the emission intensities for photons with energies of 1.35eV and 1.68eV at
negative bias voltage. At this bias polarity, the final states for the inelastic transi-
tions are provided by the rather uniform LDOS of the tip. For the 1.35eV-mode, the
emission intensities are very similar for all sample species. The emission intensity
of the 1.68eV-mode is generally higher for the Bi/Cu(111)-substrate and PTCDA.
In contrast, for C60, the emission intensity of this mode is significantly reduced.
Above, we discussed a shift of the initial states for the inelastic transitions away from
the Fermi energy from the sample. Indications for this behavior can also be found
in the intensity plots for both transition energies for C60 and the 1.35eV-curves for
PTCDA and the substrate shown in Fig. 106. The 1.35eV-curves are uniformly low
down to −2.6V . From −2.8V on, a small increase of the intensity can be observed. This
matches the onset of inelastic transitions from the elevated LDOS around −1.3V close
to the Fermi energy of the tip (see Fig. 105 c). For the same reason, the intensity of the
1.68eV-mode for C60 rises from approximately −3.0V on.
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13.6 the enhancement of plasmonic light emission
The above discussion allowed a deeper understanding of the role of the molecules
on the excitation efficiency versus the bias voltage. However, a very peculiar effect
that occurs in our data has not yet been addressed in detail: The enhancement of the
overall yield induced on the molecules on the initial monolayer of Bi on Cu(111). Such
behavior is in contrast to the usually observed reduction of the emission yield for
molecules adsorbed on noble metals.
Here, the two factors may play a role. On the one hand, the LDOS provided by
the molecules modifies the ratio of inelastic to elastic tunneling channels which may
lead to an increased inelastic tunneling probability above the molecules. On the other
hand, the interaction with the substrate defines the number of non-radiative energy
dissipation channels and affects the lifetime of the inelastically tunneling electrons
inside the molecules. This affects the efficiency of the TIP excitation (see chapter 10.1.4).
Both effects will be discussed in further detail below.
13.6.1 Local Density of States
A representative set of spectroscopic data including dI/dV-spectra, spectra of the over-
all photon yield, and the corresponding tip retraction curves for all sample species is
revisited in Fig. 107.
Figure 107: Representative set of spectroscopic data gathered with tip 2. a) Normalized dI/dV-
data. b) Spectra of the overall photon yield. c) Relative z-displacement of the tip.
Data revisited from Fig. 88.
Here, especially the lowest unoccupied molecular orbitals provide an increased local
density of final states as compared to the substrate for both, PTCDA and C60. We
observe the strongest enhancement of the emission intensity for the C60-domains. The
latter provide a particularly high number of final states for inelastic transitions from
the LUMO around 0.4eV . Also the PTCDA domains exhibit a somewhat increased
LDOS at these final state energies as compared to the substrate.
At the same time, the dI/dV-spectra for the molecules exhibit a generally lower in-
crease over wide parts of the spectra, i.e. the number of overall tunneling channels
increases slower. The slower increase of the overall tunneling channels is also mani-
fested in the corresponding tip-retraction curves. Over a wide range of bias voltages,
the slope of the tip retraction curve for the substrate is steeper than the slope of those
for the molecular species.
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Both, an increased number of inelastic tunneling channels and a decreased num-
ber of elastic tunneling channels would be expected to lead to an increased inelastic
tunneling probability induced on the molecules as compared to the substrate.
13.6.2 Decoupling of the Molecules from the Substrate
For molecules adsorbed directly on noble metal substrates without further decoupling,
the light emission is usually reduced [13, 58, 140, 217](see chapter 10.1). A modified
sample LDOS provided by the molecules might be an explanation for the reduction.
However, it seems odd that for all kinds of molecular species adsorbed directly on
noble metal surfaces the LDOS would always act in favor of a decreased emission
yield.
Additionally, an enhancement of the plasmonic light emission with respect to the
substrate has only been observed if the molecules were somehow decoupled from
the surface [16, 31, 198, 219]. This indicates that the coupling of the molecules to the
substrate might play a crucial role for the enhancement of the excitation efficiency of
the TIP modes also in our case.
To further understand the effect of the decoupling on the excitation efficiency, we
may once again apply the picture of the molecules acting as dynamic dipole oscillators
discussed in chapter 10.1.4 [59, 220]: Energy dissipation from the molecules to the
substrate damps the dipole oscillations of the molecules. Decoupling the molecules
from the substrate prolongs the lifetime of the electrons inside the molecular states
and reduces the damping. This way the dipole oscillations of the molecules may be
driven more efficiently by the inelastic current. The molecules oscillating in phase with
the TIP modes may increase the total dipole moment of the emitting antenna and
enhance the light emission.
For our case, this picture may also yield an explanation for the stronger emission
enhancement by the C60-domains as compared to the PTCDA. Due to the three dimen-
sional geometry of the fullerenes, the C60-molecules may be less coupled due to the ex-
tension of the molecules in surface normal direction. Additionally, the C60-molecules
may posses a larger dipole moment perpendicular to the surface plane which leads
to an enhanced coupling between the TIP-modes and the oscillating dipoles of the
molecules.
13.6.2.1 Coupling-Strength between the Molecules and the Bi/Cu(111)-substrate
For an even stronger decoupling, i.e. longer lifetimes of the electronic states, a de-
population of the excited molecular states by direct transitions inside the molecules
becomes possible. The longer the lifetime of an electron inside the excited molecular
state, the higher the probability for a transition inside the molecule. These energetic
transitions couple to the TIP modes which significantly enhances these channels as
compared to the pure direct radiative decay of the excitations [17]. A further increased
lifetime of the excitons further increases the probability of exciton-TIP coupling and
therefore enhances the emission yield. Molecular fingerprints are then imprinted to the
characteristic emission spectra for the specific tip-sample junction.
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Figure 108: Inelastic tunneling scheme to illustrate the effect of the strength of the coupling
between the molecules and the substrate.
Looking at the characteristics of the light emission analyzed in the experiments pre-
sented here gives us a further idea of the coupling strength. The enhancement of the
induced light emission indicates a weaker coupling of the molecules than to e.g. noble
metal substrates, e.g. Ag(111).
A slight enhancement of the light emission induced by inelastically tunneling elec-
trons has been observed for porphrin molecules that exhibited a geometric decoupling
from the underlying low-index Cu-surfaces. Here, the core of the molecules is lifted
from the substrate, by "standing up" on tilted functional groups [198, 219]. In our
case, the increase of the emission yield above the molecules is quite significant. Such
enhancements of plasmon-mediated light emission have been observed for pyridine-
molecules decoupled from an Ag(111)-substrate by one or two layers of C60-molecules
[14, 21] or porphyrin molecules decoupled from a ruthenium surface by a monolayer
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of graphene [31]. However, in the latter cases, the decoupling through the spacer lay-
ers was additionally accompanied by a non-planar-adsorption configuration of the
pyridine-molecules.
However, for the system presented here, no emission features that point to radiative
transitions inside the molecules are observed (see section 13.1). The depopulation of
the molecular states excited by elastic tunneling3 happens directly into the substrate
before electronic transitions may happen inside the molecules. This indicates that the
coupling between the molecules and the Bi/Cu(111)-substrate is still stronger than for
such systems that support molecular fluorescence. Emission features associated to the
direct radiative decay of electronic excitations of the molecules, have e.g. been observed
for organic molecules that have been decoupled from the underlying metal substrate
by a thin insulating layer of salt or oxide [15, 16, 18, 34]. Similar results including
molecular fluorescence have been reported for especially synthesized molecules, that
had been chemically engineered to yield a particularly strong geometric decoupling by
lifting their chromophore from the surface by functional groups [34].
Fig. 108 visualizes the effect of the coupling strength between the molecules and
the substrate on the possible ways and the efficiency of the TIP-excitation. In the case
of strong coupling, the TIP-exitation efficiency by inelastic tunneling is significantly
reduced (see Fig. 108 a). Further decoupling enhances the TIP excitation efficiency by
inelastic tunneling (see Fig. 108 b). Once the coupling becomes weak enough, molecular
fluorescence becomes available as a further channel of TIP excitation (see Fig. 108 c).
3 Here, the term "excitation" refers to the population of an otherwise empty molecular electronic state by
an elastically tunneling electron.
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13.7 summary
In chapters 12 and 13 we presented and discussed STM-LE data for PTCDA and C60
adsorbed on the initial monolayer of Bi on Cu(111). In contrast to the same organic
molecules adsorbed on Ag(111) (see chapters 9 and 10), an enhanced overall photon
yield as compared to the substrate can be induced on the organic layers at certain bias
voltages.
The adsorbed organic species manipulate the LDOS of the surface. In a careful ana-
lysis of comprehensive spectroscopic data sets, we could correlate the changes in the
overall photon yield to features in the dI/dV-data of the respective sample species. Si-
mulations of the spectra of the overall photon yield from our STS-data further corrobo-
rated earlier suggestions that the emission intensity versus the bias voltage is governed
by the changing ratio of inelastic to elastic tunneling channels which is manipulated
by the LDOS of the sample [192, 211].
The enhancement of the emission yield induced on the molecules as compared to
the Bi/Cu(111)-substrate is in contrast to the findings for organic species directly ad-
sorbed on noble metal surfaces. Such enhancement of the light emission is usually only
observed if the molecules are somehow decoupled from the surface. From this, we may
conclude a weaker interaction between the molecules and the substrate for Bi/Cu(111)
than e.g. for Ag(111).
A weaker coupling between the molecules and the substrate reduces the amount of
non-radiative energy transfer and allows a more efficient excitation of the tip-sample
junction via inelastic tunneling into molecular states. The coupling between the mo-
lecules and the Bi/Cu(111)-substrate is still too strong to support molecule specific
fluorescence.
Such weak interaction between organic molecules and the underlying substrate and
the resulting increased emission intensity is rather unexpected without further geomet-
ric decoupling of the molecules. In the following chapter, we will see that an enhance-
ment of the induced light emission can also be observed for molecules on ultrathin
Bi-structures. The discussion of the data will shed further light into the origin of the
surprisingly low coupling between the molecules and the substrate.
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H E T E R O G E N E O U S B I - L AY E R S O N C U ( 1 1 1 )
In chapter 11, we briefly discussed the growth of Bi on Cu(111) in the low coverage
regime up to the initial closed monolayer of Bi on Cu(111). In chapters 12 and 13, we
presented and discussed data for organic layers adsorbed on the initial closed mono-
layer.
Our results reveal a peculiarly weak interaction between the adsorbed molecular
layers and the Bi/Cu(111) substrate. The coupling between the molecules and the sub-
strate affects the number of non-radiative decay channels and the efficiency of the
TIP-excitation. However, the reason for the weak interaction has not been discussed in
detail, yet.
To further investigate the properties of thin Bi-films as a substrate for thin organic
layers in STM-LE experiments, we studied the light emission induced on slightly larger
coverages of Bi on Cu(111). Here, we use a Cu(111)-sample covered with Bi-overlayer-
structures of various thickness as a playground to explore the effect of the different
Bi-layers on the induced light emission. Further, we study the influence of organic
overlayers on further Bi-structures on Cu(111) apart from the initial monolayer.
14.1 topographic surface structure
Fig. 109 a and b show the topography of a Cu(111) sample with a Bi-coverage of approx.
2.2ML± 0.5ML 1.
Most structures found on the surface exhibit a roughly rectangular shape. This can
be understood considering the growth mode of Bi on Cu(111). Here, we may assume a
growth similar to that observed for Bi on Ag(111). In literature, at Bi coverages above









direction of the substrate) was reported [121]. The preferred
growth direction of the wires is associated to a stronger, covalent bonding of the Bi
along the axis in which the wires are elongated as opposed to the weaker van der
Waals interactions which dominate the bonding along the perpendicular axis [121].
When further increasing the Bi coverage, the nanowires grow wider into flat stripes (e.g.
found at 1.75ML Bi-coverage on Ag(111)), merge and transform into 2 d islands [121].
This is in good agreement with the rectangular shapes observed in our topography
data which matches the preferred growth of the Bi-structures along favored directions.
At the coverage given in our experiment, we may precisely identify the respective
heights of the observed structures with respect to the Cu(111)-substrate by a careful
analysis of the occurring step heights. Therefore, a variety of step heights on the sample
were measured. Exemplary, line profiles indicated with different colors in Fig. 109 a
and b are shown in Fig. 109 c-f.
1 Here, the coverage is given in terms of Bi-layers on the surface. A Bi-coverage of 1ML in this convention
means that the Cu(111) surface is fully covered with a single layer of Bi. Sometimes, the coverage is also
given in terms of Cu(111) surface atoms. 1ML in the connotation used here corresponds to 0.53ML in
terms of Cu(111)-layers, i.e. 0.53 Bi atoms per Cu surface atom.
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Figure 109: Bi/Cu(111) sample with a Bi coverage of approximately 2.2± 0.5ML. a) Standard
representation of the topography and b) Shaded top view of the same topography
in which the different Bi-structures on the surface were overlaid in different colors.
V = 2V , I = 100pA, T = 80K.
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The height differences between most Bi-domains are found to measure roughly 6.5±
0.5Å. This agrees well to the value of twice the interlayer spacing of bulk Bi(110) which
is 6.6Å [243] and proposes a bilayer growth of the Bi on Cu(111) as found e.g. for
Bi-nanowires and islands on Ag(111) [121] or the growth of Bi on silicon(111) [244]
or highly oriented pyrolitic graphite [245] where the bilayer growth is assigned to the
energetically favored pairing of Bi(110)-layers, i.e. a saturation of dangling bonds.
This height difference also occurs paired with additional height differences of roughly
2Å. The latter are associated with steps in the Cu(111)-substrate2. A Cu(111) step runs
e.g. diagonally from the top left to the bottom right through the area imaged in Fig.
109 a.
The structure in the bottom left corner of the area imaged in Fig. 109 a and b, exhibits
wavy striped structure. This is the characteristic structure of the initial monolayer of
Bi on Cu(111) as discussed in chapter 11. Taking this structure as a reference point,
we may assign the different Bi-structures heights with respect to this "wetting layer".
According to the identification of the respective structures, the shaded top view of the
topography shown in Fig. 109 a was overlaid with different colors in Fig. 109 b. To
allow for an easy identification of the depicted structures, the rest of the topographies
in this chapter will be shown in a shaded top view and overlaid with different colors
according to the color code introduced here. A schematic model for the proposed
growth of Bi on Cu(111) is shown in Fig. 110.
Figure 110: Schematic of the initial growth of Bi on Cu(111) at a coverage of around 2.2ML.
After the closing of the initial Bi-monolayer, which acts as a wetting layer in this
case, Bi grows in bilayers. Residual parts of the initial dealloyed Bi-monolayer are
still found in between the Bi-bilayer domains. The respective step heights between
the Bi-structures are indicated.
2 Literature value: 2.1Å [246].
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Additionally to the Bi-domains, several C60-islands can be observed in the imaged
area. The molecules were evaporated at room temperature subsequently to the de-
position of Bi, to a coverage of approx. 1/10ML. Within the molecular islands, the
C60-molecules are hexagonally ordered.
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14.2 light emission induced on pristine bi-structures on cu(111)
Ultrathin metal films, such as the Bi-overlayers discussed above are of interest due to
their potential use in technological applications. Their electronic structure is governed
by the confinement between the surface and the interface layer and their electronic and
structural properties may be easily tuned by the film thickness [247–249]. Here, we
want to analyze the light emission induced on such thin Bi-layers of different thickness.
14.2.1 Contrasts in the Overall Photon Yield Evoked by Overlayers of Different Thickness
Fig. 111 shows the color coded topography shaded top views of two different surface
areas along with the corresponding photon maps. The data were acquired at differ-
ent bias voltages of 2V and 3V , respectively. Both photon maps reveal different light
emission yields induced on the respective Bi-structures.
Bi-structures of the same height with respect to the Cu(111) substrate are found to
exhibit the same induced overall photon yield. Two minor tip changes are indicated
by horizontal dashed lines in Fig. 111 a, b. The tip changes are accompanied by slight
changes in the induced overall photon yield on all structures. The general contrasts
between the structures remain unchanged.
For the 1BL-Bi-structures, the lateral distribution of the overall photon yield in the
photon map recorded at 2V exhibits a modulation along the direction of the stripes
that are found in the topography.
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Figure 111: Topographies and corresponding photon maps acquired on the Bi/Cu(111) surface
at different bias voltages. a) Color coded shaded top view representation of a topog-
raphy (as depicted in Fig. 109 b), and b) the corresponding photon map acquired at
2V . c) and d) Color coded shaded top view representation of the topography and
the corresponding photon map of a different surface area acquired at 3V . Vertical
lines on the intensity scales of the photon maps indicate the dark count rate (dr).
a), b) Vsample = 2V , I = 100pA, c), d) Vsample = 3V , I = 250pA, T = 80K.
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14.3 electronic structure of the bi-structures
The photon yield does not scale linearly with the height of the Bi-structures. In Fig.
111 b, the 1BL- and 3BL-structures exhibit significantly higher photon yields than the
2BL and 4BL-structures. This clearly indicates that the role of the Bi-layers for the
light emission intensity is more than that of a spacer layer which increases the spacing
between the tip-and the Cu(111)-substrate. Rather, the electronic structure of the Bi-
films is actively involved in the light emission.
Comparing the photon maps recorded at different tunneling energies in Fig. 111
b and d, the contrast between the respective structures changes. This becomes par-
ticularly clear, when e.g. comparing the photon yields for the Bi-monolayer and the
2BL-Bi-domains. While at a bias voltage of 2V , the photon yield for the Bi-monolayer
is clearly higher than for the 2BL-Bi-domains, the situation is reversed at 3V . This
proposes differences in the overall photon yield versus the tunneling energy.
To gain a deeper insight into the changes of the overall photon yield induced on
the respective structures with the bias voltage, spectroscopic measurements were per-
formed in the surface area displayed in Fig. 111 c and d. The experimental conditions
at which the spectroscopic data were acquired were rather unstable, so that only a
few spectroscopic runs were performed. The dI/dV-spectra and spectra of the overall
photon yield shown in Fig. 112 give a taste of the differences in electronic structure
and induced photon yield for 1BL and 2BL thick Bi-structures. The differences in the
electronic structure for both overlayers also manifests themselves in differences of the
overall photon yield versus the bias voltage.
Figure 112: Spectroscopic data acquired on Bi-structures of 1BL and 2BL height with respect
to the initial Bi-wetting layer. a) The normalized dI/dV-signal and b) the overall
photon yield. Both structures exhibit clear differences in the dI/dV-spectra along
with differences in the overall photon yield. I = 250pA, 0.5V/s, 800 points, T = 80K.
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The surface areas depicted in Fig. 111 exhibit several C60-domains. In Fig. 111 a and
b, the molecules are found on 1BL-, 2BL-, and 3BL-Bi-structures. The surface area
depicted in Fig. 111 c and d additionally exhibits a C60-domain adsorbed on the initial
Bi-monolayer.
The photon map shown in Fig. 111 b was acquired at 2V . At this bias voltage, all
depicted C60-domains exhibit a photon yield smaller that that of the respective under-
lying substrate. The photon map shown in Fig. 111 d was recorded at 3V . In agreement
to our findings presented in chapter 12, the photon yield induced on C60 on the initial
Bi-monolayer is clearly higher than on the Bi-monolayer itself. For the C60-domains on
the 1BL-Bi-structures, the photon yield on the molecules is similar but slightly smaller
than on the substrate.
Figure 113: Spectroscopic data acquired on C60 adsorbed on 1BL-Bi. a) The normalized dI/dV-
signal and b) the overall photon yield. Within the bias voltage range between ap-
prox. The spectra acquired on C60 exhibit instabilites that may be due to e.g. the
attachment or detachment of a C60 molecule to or from the tip. Vertical lines in-
dicate the tunneling voltages at which the photon maps shown in Fig. 111 were
recorded. I = 250pA, 0.5V/s, 800 points, T = 80K.
Fig. 113 shows corresponding spectroscopic data for C60 on 1BL-Bi and the pristine
1BL-Bi-substrate. Several spectroscopic runs are shown for both, the molecules and
the substrate. In particular for the spectroscopic data gathered on the C60-domain,
significant deviations between the spectra taken in both spectroscopic runs can be
observed. For example, the initial rise and the maxima of the overall photon yield
are significantly shifted with respect to each other. This goes along with significant
changes in the corresponding dI/dV-data. Also the different spectra acquired on the
1BL-Bi-structure exhibit a slight shift in energy between the different spectroscopic
runs. However, these variations between the spectroscopic runs are much smaller than
for the case of C60.
The variations between the spectroscopic runs point to instabilities in the tunneling
junction such as the attachment or detachment of a C60-molecule to or from the tip.
Such a change may e.g. have happened during the recording of the spectrum acquired
on the C60-domain shown in dark gray in Fig. 113. Here, a significant difference be-
tween the spectrum acquired for rising and falling bias voltage can be observed.
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In good agreement to the intensity distribution in the photon map shown in Fig. 111
b, at 2V the spectra of the overall photon yield for the 1BL Bi-substrate exhibit a higher
emission yield than the molecular overlayer. At 3V , depending on the spectroscopic
run, the overall photon yield is either significantly higher than that induced on the
1BL Bi-layer (light gray spectrum) or almost equal (dark gray spectrum). The latter
situation is in agreement to the photon map presented in Fig. 111 d.
Fig. 114 presents a detail of the surface area depicted in the upper right quadrant in
Fig. 111 a and b (indicated by a square in the respective figures). The imaged surface
area exhibits three C60-domains. The two larger C60-islands are adsorbed on 2BL-Bi,
the smallest C60 domain, found in the top central part of the imaged area, is adsorbed
on 3BL-Bi.
Figure 114: Contrast in the photon maps between the C60-layers and the Bi-substrate. a) Color
coded shaded top view representation of the topography and b) the corresponding
photon map. During the imaging, the bias voltage was switched back and forth
between 2V and 3V . c) Photon map of the same surface area entirely recorded at
3V . Vertical lines on the intensity scales of the photon maps indicate the dark count
rate (dr). a) Vsample = 2V/3V , I = 100pA, T = 80K, b) Vsample = 3V , I = 250pA,
T = 80K.
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During the imaging presented in Fig. 114 a and b, the bias voltage was switched back
and forth between 2V and 3V . The contrast reversibly changes from higher photon
emission intensity induced on the 2BL-Bi-structure as compared to the C60-domain
adsorbed on this substrate to an enhanced photon emission intensity induced on the
molecular layers at 3V . Fig. 114 c presents a photon map of the same surface area that
was entirely recorded at 3V . It reveals that also the photon yield induced on the C60-
domain on 3BL-Bi is clearly enhanced as compared to the pristine 3BL-Bi-substrate.
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14.4.1 Spectra of the Emitted Light
Fig. 115 presents spectra of the emitted light recorded on different sample structures.
Fig. 115 a depicts spectra acquired on the different Bi-structures, as well as on C60-
domains adsorbed on 1BL-Bi. For an easier comparability, only the smoothed spectra
are displayed in Fig. 115 a. In Fig. 115 b, the raw data is additionally displayed in
lighter colors.
The light emission induced on all sample structures including the molecular do-
mains, exhibits broad energetic distributions over a photon energy range of several
tenths of an eV . The emission spectra for the respective sample species recorded at a
bias voltage of 2V exhibit different shapes and peak positions. Comparing these spectra
to emission spectra acquired at 3V shown in Fig. 115 b, reveals that the characteristic
spectral shape for the 2BL and 3BL Bi-structures C60 on 1BL-Bi is not fully developed
at 2V . Depending on the electronic structure provided by the respective structures,
only parts of the characteristic TIP-spectrum are available. At 3V , the shapes of the
emission spectra for 2BL and 3BL-Bi and C60 on 1BL-Bi are very similar.
The spectra for C60 show no indication for molecule specific emission features. Thus,
similar to the case of C60 on the initial Bi-monolayer, also for these systems, we may
assume that the TIPs are purely excited by inelastically tunneling electrons. The excita-
tion channel of elastic tunneling ("hot electron injection") into the molecules followed
by subsequent transitions between molecular electronic states is not yet available at the
given coupling strength.
The emission spectrum of 1BL-Bi shown in Fig. 115 a exhibits a high energy cutoff
around 2eV which roughly corresponds to the quantum cutoff of eVBias. The high
energy cutoff for the emission spectrum of C60 on 1BL-Bi is clearly below eVBias.
As discussed in chapter 13 for molecular overlayers on the initial monolayer of Bi
on Cu(111), this suggests that the final states for inelastic transitions provided by the
molecules lie at higher energies than those provided by the 1BL-Bi-substrate.
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Figure 115: Spectra of the emitted light induced on Bi-structures of different thickness as well
as on C60 adsorbed on 1BL-Bi. Vsample = 2V/3V , I = 100pA, acquisition time 300s,
T = 80K.
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14.5 summary and discussion
14.5.1 Light Emission from Pristine Bi-Layers of different Thickness
In this chapter, we studied the light emission induced on different ultrathin Bi-overlayers
on Cu(111) with thicknesses reaching from the initial Bi-monolayer to structures of sev-
eral BL thickness. The structures coexisted on the sample which allowed for a simulta-
neous study with the same tunneling tip.
Photon maps acquired at different bias voltages exhibit clear contrasts between the
different Bi-domains. The spectra of the overall photon yield further reveal different
induced emission intensities versus the bias voltage depending on the film thickness.
This goes along with variations in the corresponding electronic structures of the Bi-
domains, as e.g. evident from our dI/dV-spectra for 1BL and 2BL-Bi-structures.
The dependence of the electronic structure on the film thickness especially for thin
Bi-overlayers is in good agreement to calculations for free standing and hydrogen termi-
nated thin Bi(110)-films [240, 247, 248]. It is further supported by ARPES and STS mea-
surements on Bi(110) [247] on highly oriented pyrolitic graphite (HOPG) and ARPES
studies on Bi(110)- and Bi(111)-films on Si(111) [250, 251]. In particular, quantum well
states form within the layers due to the vertical confinement of electrons [248, 250].
Our preliminary STM-LE results propose that the different electronic structures sig-
nificantly influence the light emission induced on the different Bi-overlayers. On the
one hand, the electronic structure of the films may provide final states for elastic
and inelastic tunneling channels and therefore influence the emission yield. On the
other hand, also light emission from electronic transitions between quantum well states
might play a role, as has e.g. been observed for thin sodium layers on Cu(111) [252]
or copper nitride (Cu3N) nanocrystals embedded in the surface of a Cu(110) substrate
[253]. In particular, for such systems, multiple channels of excitation might be involved
simultaneously, which may enhance the induced emission yield [253].
Further work needs to be done to obtain a full spectroscopic picture of the different
Bi-structures and resolve the influence of the electronic structure on the light emission
induced on ultrathin Bi-films more clearly. The tunability of the electronic structure
and consequently the induced light emission as a function of the film thickness bear
great potential for technological applications.
14.5.2 Light Emission Induced on Organic Adlayers on Bi/Cu(111)
For C60 adsorbed on different Bi-overlayers on Cu(111) reaching from the initial Bi-
monolayer to Bi-structures up to 3BL thickness, at certain bias voltages, we observed a
higher emission yield induced on the molecular domains as compared to the substrate.
Though they exhibit a low density of states near the Fermi level, a few BL thick Bi-
films e.g. on HOPG have been proposed to exhibit a metallic character [245]. Usually,
the interaction between the molecules and a metallic substrate would be expected to
attenuate the light emission intensity. This is obviously not the case here.
The surprisingly low interaction between the molecules and the Bi-films might be
further explained by the bonding structure of the Bi-layers within the thin films. In our
topographic data, we exclusively observe Bi-structures with a height of multiples of
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a Bi-bilayer3. This is in agreement to literature data for thin Bi(110)-films on different
other substrates, where the formation of such bilayers was assigned to the saturation of
dangling bonds [121, 182, 245, 247]. Bi has five valance electrons. In bulk Bi, it therefore
has a coordination number of 3. At the surface, the symmetry is broken so that the
coordination number might be reduced. Calculations for free standing Bi-films of odd
layer thickness reveal that the coordination number of the surface atoms is only 2 [247].
By the pairing of pz-orbitals of two atomic layers, dangling bonds are removed and
the coordination number is restored to 3 as in the case of bulk Bi [247]. Therefore, e.g.
in their surface reactivity, the surface of Bi(110)-films might be significantly different
from the surface of the (110)-oriented surface of Bi-crystals [254]. For example, thin
Bi(110)-films on HOPG have been shown to be very inert to oxidization which is in
variance to the (110)-surface of bulklike-ordered Bi [254].
The initial Bi-monolayer, i.e. the wetting layer, has been proposed to play a special
role due to the direct contact with the substrate [248, 254]. It was suggested that the
initial Bi-layer on HOPG efficiently isolates the further Bi-bilayers from the substrate
[248]. This would be in good agreement with our experimental results that propose a
rather low interaction between organic adlayers and the initial Bi-monolayer on Cu(111)
(see chapters 12 and 13). Also in our case, the bonding of Bi-atoms to the substrate
might saturate bonds and effectively translocate the charge density of the Bi-film away
from the surface. The resulting small overlap between the wave functions of the Bi-
film and the organic layers [116] might be an explanation for the surprisingly low
interaction between both revealed in our data.
Our preliminary results underline the important role of the particular bonding struc-
ture and location of the involved charge densities for the interaction with functional
overlayers. They suggest a great potential for the use of ultrathin Bi-films as substrates
e.g. for molecular overlayers in organic semiconductor-devices. Further work needs to
be done to fully characterize and understand the electroluminescence induced on pris-
tine and molecularly covered Bi-films to make use of it in technological applications.
3 Note that in some of the references cited in this chapter, single atomic layers of Bi are also referred to as
"bilayers" since they consist of two sublayers with a small vertical displacement in the order of 0.14Å. In
variance to this nomenclature, in this thesis, the term "bilayer" refers to two paired atomic layers of Bi.
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S U M M A RY A N D C O N C L U S I O N
In the course of the work conducted for this thesis, a state-of-the-art STM-LE experi-
ment was set up. The initial experiments concentrated on the plasmonic light emission
induced by the inelastic tunneling of electrons from initial states in the tip to final states
in the sample and vice versa. The analysis of the induced light emission on pristine
and molecule covered surfaces allowed an insight into the fundamental physics that
govern the lateral and energetic distribution of the emission intensity.
15.1 emission characteristics of nanoscale junctions
The emission spectra induced with different tips on the same sample surface may
exhibit significant differences. This also applies for microscopic changes of the same
macroscopic tip due to the particular influence of the microscopic tip geometry on the
spectrum of excitable tip induced plasmon (TIP) modes and consequently the emission
spectrum.
When inducing the light emission above molecular domains adsorbed e.g. on noble
metal substrates or the initial monolayer of Bi on Cu(111), a similar spectrum of TIP-
modes is excited for both, the molecules and the substrate. However, fingerprints of the
molecular LDOS are observed in form of e.g. high energy cutoffs and spectral weights
in the emission spectra. For the systems studied here, no molecular fluorescence, i.e.
molecule specific peaks in the emission spectra were observed.
15.2 contrasts in photon mapping
Local surface defects may evoke variations in the lateral distribution of the induced
emission intensity. This is reflected as contrasts in the photon maps.
This thesis presented a tunneling energy resolved study of the contrasts evoked by
Ag(111)-step edges which serve as examples for one dimensional atomic scale surface
defects. By tuning the bias voltage during a surface scan, its effect on the contrasts
evoked by the defects is recorded within a single comprehensive frame. This resolved
significant changes of the contrast with the applied bias voltage.
The analysis of the results presented in this thesis supports earlier works that as-
cribe a crucial role for lateral variations of the emission yield observed at Ag(111)-step
edges to local variations in the LDOS of the sample [25]. Also in the analysis of our
molecularly resolved photon maps for C60 on Ag(111), the influence of the LDOS on
the lateral distribution of the emission yield is further corroborated.
In addition, when tunneling above surface defects and molecular layers, changes in
the direction of the k-vectors of the inelastically tunneling electrons may lead to varia-
tions in the coupling efficiency to the TIP modes. This may lead to an additional lateral
modulation of the emission yield. Since this effect depends on the orientation of the
dipole moment of the TIPs, it depends on the specific tip used. Such tip-specific orien-
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tiation of the dipole moment may also explain the lateral asymmetry of the induced
emission yield with respect to the centers of the molecules observed in our data.
Here, the results presented in this thesis contribute to the ongoing discussion about
the origin of the molecular resolution in photon maps for various sample systems
[14, 58, 140, 217].
15.3 enhancement of plasmonic light emission
This thesis presented photon maps of different archetype organic species adsorbed on
Ag(111). The light emission induced on the molecules was found to be reduced as
compared to the emission yield induced on the substrate. In contrast, for the same
molecules adsorbed on ultrathin Bi-films on Cu(111), the induced photon yield is in-
creased for the molecules as compared to the substrate.
The different behavior of the induced emission yield for the different systems is
assigned to different coupling strengths between the molecules and the substrate. The
coupling influences the non-radiative energy transfer to the substrate and the lifetime
of the molecular electronic states. This influences the efficiency with which the TIP-
modes may be excited by inelastic tunneling into molecular states.
Similar enhancements of the overall photon yield are usually associated to a weak-
ened interaction between the molecules and the substrate, e.g. by a thin decoupling
layer or the geometry of the adsorbed molecules. In the case of molecules adsorbed on
Bi/Cu(111), the enhancement occurs without such additional decoupling.
The findings for the Bi/Cu(111)-systems presented here are in good agreement with
our previous ARPES experiments on adsorbed organic layers on BiAg2/Ag(111) per-
formed in collaboration with the group of Prof. Dr. Enrique Ortega [118]. The ARPES
data indicates an unexpectedly low interaction between the molecules and the sub-
strate with minimal effects on both, the electronic states of the molecules and the
surface state of the BiAg2-surface alloy (see A). The intrinsically weak interaction is
ascribed to the bonding structures of the thin Bi-induced structures.
Additionally, the adsorption of organic molecules onto the surface changes the LDOS.
This way, the inelastic tunneling probability is manipulated. A resulting increase of the
inelastic tunneling probability into the molecules can further play into the observed
enhancement of the emission yield.
15.4 systematic tailoring of optical properties on the nanoscale
The detailed STM-LE spectroscopic study of PTCDA and C60 on the initial monolayer
of Bi on Cu(111) allowed a deeper understanding of role of adsorbed organic layers
for the induced light emission efficiency. The analysis presented here could further
support earlier works, showing that the induced emission yield versus the bias voltage
is governed by the LDOS [211].
Changes in the excitation efficiency versus the applied bias voltage were correlated
to changes in the LDOS providing final states for elastic and inelastic tunneling. The
ratio of the amounts of elastic and inelastic tunneling channels defines the inelastic
tunneling probability and therefore the emission yield at a certain bias voltage. These
findings suggest that specific organic overlayers may be used to selectively manipulate
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the LDOS and thereby control the intensity characteristics of the current induced light
emission.
A further decoupling of the molecules from the substrate, e.g. by an insulating layer,
may additionally yield molecular fluorescence. The transitions inside the molecules
would open an additional excitation channel for the TIP modes and lead to molecule
specific features in the emission spectra. This would allow to manipulate not only the
intensity of the induced light emission but also the energy of the emitted photons
by choosing the appropriate molecular species. Further STM-LE experiments on such
systems may help to further characterize the specific electroluminescence channels and
efficiently exploit the orbital structure of semiconducting organic molecules.
However, there are further ways to manipulate the electronic structure of a surface
beyond applying overlayers. The electronic structure of thin Bi-films crucially depends
on the film thickness. The preliminary experiments on differently thick ultrathin lay-
ered Bi-structures presented in this thesis show significant differences in the emission
yield induced at a certain bias voltage.
Further experiments are needed to explore the light emission induced on these struc-
tures in more detail. The vertical confinement of the electrons within the Bi-overlayers
leads to the formation of quantum well states [248, 250]. This yields the possibility to
targetedly engineer the electronic structure and provide excitation channels specific to
the film thickness [252, 253].
On the route of exploring novel properties of materials for future electronic devices,
the results presented in this thesis yield a stepping stone to efficiently exploit the
promising properties of different materials. The choice of substrate allows to control
the possible pathways and the overall efficiency of the tunneling current induced exci-
tations. Further, semiconducting organic overlayers may be used to tune the excitation
efficiency versus the bias voltage.
The ultrathin Bi-structures on Cu(111) studied in this thesis are especially interest-
ing candidates for a future use in technological applications. Their peculiarly low in-
teraction with applied functional layers, e.g. organic molecules, bears the possibility
to combine the functionalities of different materials while the electronic structures of
both, the substrate and the overlayer, may be manipulated individually. This way cus-
tomized components with the desired properties may be systematically tailored.

16
F U T U R E P R O S P E C T S
16.1 complementary arpes experiments on the bi/cu(111) system
The systems studied in this thesis open possibilities for further experiments and stud-
ies. In literature, Bi-induced structures on Cu(111) have been discussed for their elec-
tronic states which exhibit large spin orbit splittings and make them interesting candi-
dates for spintronic applications [114, 115, 115, 117, 119].
While this thesis addressed the influence of the interaction between organic layers
and ultrathin Bi-structures on Cu(111) on the induced light emission, the effect of
the adsorption on the electronic structure of both, the Bi/Cu(111) substrate and the
adsorbed molecules remain to be resolved. In this context, ARPES measurements may
complement the STM and STM-LE data presented here.
The appendix presents ARPES measurements which reveal that the spin orbit-split
surface state of the Bi/Ag(111) surface alloy remains unchanged under different or-
ganic overlayers [118]. Also the electronic structure of the molecules is barely affected
by the adsorption. In view of the large similarities between Bi-induced structures on
Cu(111) and Ag(111), similar results may be expected also for the systems studied here.
Such a lack of interaction between a substrate and a functional overlayer bears great po-
tential for technological applications, in which the functionalities of both may be tuned
individually. Beyond this, a thorough characterization of the systems by STM-LE and
ARPES may help to merge the two fields of plasmonics and spintronics.
16.2 future sample systems : heterogeneous organic layers
The data presented and discussed in this thesis prove that our STM-LE setup is ca-
pable of performing comprehensive state of the art measurements. The setup may be
used to characterize a variety of systems ranging from self-assembled organic layers to
artificially constructed structures.
Though organic layers were involved in the experiments presented here, this thesis
concentrated on the plasmonic light emission from the tip-sample junction. Future
experiments may concentrate on molecules that exhibit a sufficient decoupling from
the substrate in order to analyze molecule specific fluorescence and phosphorescence.
In view of technological applications, molecular acceptor-donor heterostructures
may be a system of choice [255]. Oftentimes, these structures are formed by stacking
layers of different molecules. Earlier experiments in our group studied the lateral mix-
ing of different organic species in self assembled heterogeneous monolayers [153, 154].
Spectroscopic STM and STM-LE experiments may resolve the electronic structure and
luminescent properties with great lateral precision. This bares the potential to further
miniaturize donor-acceptor structures in technological applications.
243
244 future prospects
16.3 extension of the stm-le setup : time resolved stm-le experiments
Usually the integration times for imaging and spectroscopy in STM experiments lie in
the order of ms which makes the technique rather slow in view of time-resolved ex-
periments. However, there are several approaches to also conduct time-resolved STM-
experiments [168, 256, 257]. A current project in our group is to extend the experimen-
tal setup to be able to conduct time resolved STM-LE measurements.
To study dynamics at surfaces by STM, such as voltage or field induced switching,
voltage pulses may be applied. When fast voltage pulses are sent to the tunneling
junction, the wiring of the STM may affect the shape of the pulse. Thus, the particular
shape of a voltage pulse that reaches the tunneling junction of an STM is a priory not
known.
The plasmonic STM-induced light emission happens on a fs-time scale. Also the de-
tection of single photons by the APD happens on a very fast time scale, i.e. in the ns
regime. Thus, the light emitted from the tip-sample junction may be used to probe the
shape of fast voltage pulses at the tunneling junction [54]. Preliminary experiments in
our group have shown that pulses with rise and fall times in the order of a few ns may
reach the tunneling junction. This is the time-regime of the lifetime of electronic excita-
tions of organic molecules that are decoupled from the underlying metal substrate e.g.
by a thin layer of salt.
This is the basis for time resolved STM-LE studies on organic molecules and enables
potential STM-LE pump-probe experiments may be conducted by applying two voltage
pulses with a certain delay within a ns-time range, e.g. to study the dynamics of single
molecules with ultimate spatial resolution.
16.4 future experimental prospects : ballistic electron emission mi-
croscopy
In chapter 10, we compared our data to results obtained with ballistic electron emission
microscopy (BEEM). This technique focuses on the analysis of the ballistic fraction of
the tunneling current penetrating though molecular and metallic layers [132, 258] and
may be regarded as complementary to STM-LE.
Several of the necessary steps to additionally implement BEEM to our experimental
setup have already been performed. In BEEM-experiments, Schottky diodes are used
as an energy-filter to separate ballistic and non-ballistic electrons. A Schottky diode
may be formed by a thin Bi-film on silicon. Such samples have already successfully
been prepared in our setup.
BEEM demands for an additional electric contact to the Bi-film to drain the non-
ballistic electrons. This additional contact can be provided by a modified tip holder.
Prototypes already exist.
Similar to photon maps in STM-LE, BEEM-maps, i.e. maps of the ballistic tunneling
current, may be gathered simultaneously to the topography and photon map. BEEM-
spectroscopy may be performed simultaneously to constant current STS and STM-LE
spectroscopy.
By combining BEEM and STM-LE in our experimental setup, it will be possible to
gather an even larger set of complementary information in the same experimental run.
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This way, the same conditions and therefore maximum comparability are granted for
the entire data set.
On the one hand, BEEM provides information about the ballistic, i.e. dissipationless
transport channels. On the other hand STM-LE may reveal which of the non-ballistic
channels are connected to excitations which decay radiatively. Such combination of
complementary experimental techniques may provide a comprehensive picture of the
electronic transport channels for a variety of different sample systems with the high
spatial resolution of an STM.
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A R P E S O N M O L E C U L E S O N B I / A G ( 1 1 1 )
This thesis addressed the light emission from pristine and molecule covered ultrathin
Bi-films on Cu(111). In recent literature, such Bi-films have especially been discussed
for their electronic structure. The metallic surface states of Bi(111) and Bi(110) exhibit a
considerably large spin-orbit splitting [238], [102], [259]. Also the electronic structures
of Bi-induced structures on Cu(111) or Ag(111) are subject to spin orbit splitting. The
surface states of the Bi/Cu(111) and Bi/Ag(111) surface alloys [114], [115], [117] as
well as quantum well states within the initial monolayer of Bi on Cu(111) have been
shown to exhibit exceptionally large Rashba-type splittings, also referred to as giant
spin-splittings [115], [119].
The spin-splitting of electronic states may be exploited in prospect technological
applications: So called spintronic devices use the spin of electrons as an additional
information channel beyond its charge. This increases the possible storage density
provided by the electronic structure. Due to the particularly large spin-splitting, Bi-
induced structures on Cu(111) and Ag(111) are interesting candidates for spintronic
applications.
In future electronic components, it would be desirable to combine these character-
istic spintronic properties with supplementary functionalities provided by additional
overlayers. Photoemission spectroscopy (PES) experiments may further reveal the ef-
fects of the adsorption of organic layers on the electronic structure on both sides of the
interface, i.e. on the spin-split electronic bands of the Bi/Cu(Ag)(111) surface and on
the electronic states of the molecules. In particular, this information complements the
STM and STM-LE data presented in this thesis.
In cooperation with the group of Prof. Dr. Enrique Ortega, we performed angle
resolved photoemission spectroscopy (ARPES) experiments to resolve the interaction
between the Bi/Ag(111)-surface alloy and different archetype organic overlayers. The
results of our mutual work were published in Ref. [118] and shall be briefly revisited
in this appendix. A short introduction to Bi/Cu(111) and Bi/Ag(111) surface alloys is
given in chapter 11. This chapter is in wide parts closely oriented on Ref. [118].
a.1 experimental details
The ARPES measurements presented here were conducted in the group of Prof. Dr. En-
rique Ortega in Donostia (San Sebastián), Spain. The technique of ARPES will not ex-
plicitly be described here, for further details on the experimental technique e.g. the the-
sis of Aitor Mugarza is recommended [260]. Sample preparation and experiments were
performed under UHV conditions with a base pressure better than 5×10−10mbar. The
sample was held at a temperature of about 150K.
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An Ag(111) single crystal was prepared by repeated cycles of Neon+-sputtering and
annealing. 1/3ML of Bi1 was evaporated from a Knudsen cell onto the clean Ag(111)-
surface while the sample was kept at room temperature. Subsequent annealing to
around 550K ensured the formation a monolayer of the
√
3×√3- ordered Bi/Ag(111)-
surface alloy. The sample quality was checked by LEED. Subsequently molecular over-
layers (C60, Cl-FeOEP, and PTCDA) of different thicknesses were evaporated from
calibrated Knudsen cells. The ARPES measurements were performed with a SPECS
Phoibos 150 analyzer2 using the Helium I line (21.2eV) provided by a monochromized
gas discharge lamp.
The complementary STM experiments were performed in the group of Prof. Dr. Rolf
Möller, Duisburg, Germany. The experiments were conducted at a base pressure better
than 5× 10−10mbar while the entire scanning unit including the tip and the sample
were held at 80K. 1/3ML of Bi was evaporated onto a slightly preheated clean Ag(111)-
single crystal. LEED was used to check the sample quality. About 0.5ML PTCDA were
evaporated from a Knudsen cell while the sample was held at room temperature.
a.2 arpes results
The ARPES experiments presented here studied the interaction of the giant spin-split
metallic surface state of the Bi/Ag(111)-surface alloy and organic overlayers. In the
surface alloy, every third Ag(111)-surface atom is replaced by a Bi-atom. Here, we will
also refer to the surface alloy by its elemental formula BiAg2. At the given Bi-coverage,
the gradual dealloying of the sample had already started for small parts of the sample.
This is a sign that the Ag(111)-sample has been fully covered with a "monolayer" of the
BiAg2 surface alloy. In the following, the BiAg2/Ag(111)-sample will also be referred
to as BiAg2-sample for simplicity.
Three different molecules serve as prototypes of different classes of molecules, C60
as a fullerene, iron(III)-octaethylporphyrin chloride (Cl-FeOEP) as an example of the
family of porphyrin and the closely related phthalocyanine-molecules, and PTCDA as
a perylene-based organic molecule. In the case of Cl-FeOEP, the chlorine (Cl) atom was
attached as a ligand to the Fe central atom to stabilize the molecule in the gas phase.
For simplicity, in the following we will refer to Cl-FeOEP simply as FeOEP. For each
molecular species, the thickness of the overlayers was progressively increased during
the experiments.
a.2.1 C60 on BiAg2/Ag(111)
Fig. 116 shows ARPES data for C60 on BiAg2. Fig. 116 a-d shows the variation of
the BiAg2-surface state with rising molecular coverage. The red dashed line is a fit
to the surface state of the pristine BiAg2-sample serving as a guide to the eye. With
rising molecular coverage the intensity of the surface state is slowly attenuated. No
alternations or energetic shifts of the BiAg2-surface state bands are observed.
1 Here, the coverage is stated in terms of Ag(111) surface atoms, i.e. every third Ag-atom in the Ag(111)-
surface was replaced by a Bi-atom. This corresponds to a coverage of 0.5ML in terms of closed Bi-layers
on the Ag(111) surface.
2 energy resolution ≈ 40meV , momentum resolution ≈ 0.1◦
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This is quite surprising. Usually, the interaction with an overlayer, even in the case
of weak interaction, would be expected to modify the surface state in some way, e.g. by
the formation of hybridized bands [261] or at least in a shift of the energetic position
of the surface state [262], [261], [263]. The fact that the BiAg2-surface state remains
completely unaffected in our data points to an unexpectedly low interaction between
the molecules and the substrate.
Figure 116: ARPES data for different coverages of C60 on BiAg2/Ag(111). a-d) The variation of
the spin split BiAg2 surface state bands with rising C60 coverage. The dashed red
lines are a fit to the surface state of the clean BiAg2 surface and serve as a guide
to the eye. e) Energy distribution curves (zero momentum) for different molecu-
lar coverages. The features assigned to the Ag d-bands are found below −4.5eV .
With rising C60 coverage, molecular electronic states arise e.g. around −2.5eV and
−3.9eV (see inset). f) The variation of the intensity of the BiAg2 surface state and the
Ag d-bands with rising molecular coverage. The gray dotted lines are a guide to the
eye to highlight that the attenuation behavior clearly changes when the coverage
is increased beyond 1ML. This indicates layer by layer growth. For comparison of
the attenuation behavior, the inset shows corresponding data for C60 on Cu(111). g)
The molecular energy level realignment for the HOMO and HOMO−1 with rising
coverage. For comparison, the dotted and dashed lines indicate the energetic posi-
tions of the corresponding molecular orbitals for C60 on Ag(111) for submonolayer
coverage and thick layers (close to bulk value). (Published in [118]).
Fig. 116 e shows normal emission energy distribution curves3 (EDCs) acquired on
differently thick C60 films. The substrate d-bands are localized at energies between
approximately −4.5eV and −7eV . With rising molecular coverage, the intensity of these
bands decreases while at the same time new features at e.g. −2.5eV and −3.9eV arise in
3 momentum = 0
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the spectra (see also the detail shown in the inset in Fig. 116 e). These features may be
assigned to molecular states, i.e. the highest occupied molecular orbital (HOMO) and
the second highest molecular orbital (HOMO−1) of the adsorbed C60. The data do not
exhibit any new, hybridized electronic states (intra-gap stateas) that might result from
molecule-substrate interactions, e.g. strong chemisorptive bonding [264].
The intensity variation of the BiAg2-surface state and the substrate d-bands with
rising molecular coverage is plotted in Fig. 116 f. For comparison, the inset shows
corresponding data for C60 on Cu(111) which is considered a rather weakly interacting
system4. The intensity of both, the surface state and the substrate d-bands, decreases
considerably faster for C60 on Cu(111) than for C60 on BiAg2. This suggests, that the
interaction between C60 adlayers and BiAg2 is even weaker than for the case of Cu(111).
The attenuation behavior exhibits a kink at a coverage of approx. 1ML. As a guide to
the eye, the gray dotted lines indicate regions of approximately linear decay up to a
coverage of 1ML and between 1ML and 2ML. This points to a layer by layer growth
for C60 on BiAg2/Ag(111) or at least to a wetting of the BiAg2/Ag(111) surface before
the second monolayer starts to form. This excludes different growth modes of C60 on
Cu(111) and BiAg2 as a possible explanation for the faster attenuation.
So far, we mainly considered the effects of the adsorption of molecular layers on
the electronic structure of the substrate. Conversely, we may also look at the electronic
states of the molecules in order to classify the strength of the interaction between the
molecules and the substrate.
The energetic position of the HOMO and the HOMO−1 versus the molecular cover-
age is plotted in Fig. 116 g. Up to the closing of the second monolayer, the molecular
orbitals shift towards higher binding energies, i.e. away from the Fermi level, with ris-
ing coverage. At a coverage of 1.9ML, their energetic positions have almost reached the
bulk value and exhibit only minor changes with further increasing coverage.
The size of the molecular energy level realignment, i.e. the energetic shifting of the
molecular orbitals with rising molecular coverage, is an indication for the interaction
strength. The differences in the measured energy of the molecular orbitals can be ex-
plained by an electrostatic screening effect as discussed in Ref. [264]: The kinetic en-
ergy of a photoelectron and the associated measured binding energy, are affected by
the Coulomb interaction with the associated photohole that is left behind in the pho-
toemission process. The created hole leads to a polarization of its surroundings, i.e. the
substrate and the surrounding molecules, which screens the photohole from the corre-
sponding photoelectron. The efficiency of the screening depends on the strength of the
molecule-molecule and molecule-substrate interactions. The larger the screening effect,
the higher the kinetic energy of the photoelectron and the lower the measured binding
energy. With increasing thickness of the molecular layer, the molecule-substrate inter-
action is decreased and the screening becomes weaker, resulting in an increase of the
binding energy.
For comparison to the C60 on BiAg2 data, the HOMO and HOMO-1 positions for
C60 on Ag(111) are exemplary indicated by dashed lines for submonolayer coverage
and thick layers (close to bulk value) in Fig. 116 g. The observed molecular energy level
realignment in our data is significantly smaller than that observed for C60 on adsorbed
on Ag(111) and also other (111)- oriented noble metal surfaces [266], [265], [267]. Thus,
also the effects on this site of the interface, i.e. the electronic structure of the molecular
layer, points to an very weak interaction between the molecules and the substrate.
4 judging from the small molecular level realignment upon adsorption [265] (see discussion)
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a.2.2 FeOEP on BiAg2/Ag(111)
The weak interaction between the C60-overlayer and the BiAg2-substrate revealed in
Fig. 116 is quite surprising for a metallic surface. This rises the question whether also
other organic species that would usually exhibit a stronger interactions with metallic
substrates than C60 would modify the BiAg2 surface state in any way when applied to
the surface.
Figure 117: ARPES data for different coverages of FeOEP on BiAg2/Ag(111). a-d) The variation
of the spin split BiAg2 surface state bands with rising FeOEP coverage. The dashed
red lines are a fit to the surface state of the clean BiAg2 surface and serve as a guide
to the eye. e) Energy distribution curves (zero momentum) for different molecu-
lar coverages. The features assigned to the Ag d-bands are found below −4.5eV .
With rising FeOEP coverage, molecular electronic states arise e.g. around −1.8eV
(HOMO) and −3.0eV (HOMO−1) (see inset). f) The variation of the intensity of the
BiAg2 surface state and the Ag d-bands with rising molecular coverage. The gray
dotted lines are a guide to the eye to highlight that the attenuation behavior clearly
changes when the coverage is increased beyond 1ML. This indicates layer by layer
growth. For comparison of the attenuation behavior, the inset shows correspond-
ing data for FeOEP on Cu(111). g) The molecular energy level realignment for the
HOMO and HOMO−1 with rising coverage. For comparison, the dashed lines in-
dicate gas phase values for the energetic positions of the corresponding molecular
orbitals for FeOEP. (Published in [118]).
FeOEP is a porphyrin with a ferromagnetic central atom. For similar molecules,
strong interactions with metal substrates have been observed [268], [269]. Recently, our
group analyzed FePEP on Cu(111) where we found that the molecules may partially
be dechlorinated upon adsorption, i.e. the geometric configuration of the molecules
changes [270]. This points to a considerable molecules-substrate interaction. However,
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the ARPES data for FeOEP on BiAg2 shown in Fig. 117 reveals a similarly weak inter-
action between the molecules and the substrate as observed for C60 on BiAg2.
Once again, the surface state remains unchanged upon the adsorption of the molecules
(see Fig. 117 a-d). Like for C60 on BiAg2, no hybridized states are found (see Fig. 117
e). As compared to C60 on BiAg2, the intensity attenuates much faster for FeOEP
deposited on BiAg2. For the latter system, the intensity of the surface state bands is
almost completely faded out at a coverage of 1.3ML (see Fig. 117 a-d and f). This faster
attenuation of the ARPES signals is may be assigned to a larger atomic density of the
FeOEP layers as compared to C60 layers.
Here, the variation of the surface state and d-bands with molecular coverage as
compared to FeOEP adsorbed on Cu(111) is more similar, however, the attenuation of
the electronic bands is still slightly slower for FeOEP on BiAg2 (see Fig. 117 f). Similar
to the case of C60 on BiAg2, the intensity variation of the BiAg2-surface state and
substrate d-bands exhibits a kink at an FeOEP coverage of approx. 1ML. Thus, also for
this molecular species, we may assume a complete wetting of the BiAg2-surface before
second layer growth sets in.
A very weak interaction between the BiAg2-surface and FeOEP is also supported by
the energetic realignment of the molecular levels which is rather small from submono-
layer coverage to bulk (see Fig. 117 g).
a.2.3 PTCDA on BiAg2/Ag(111)
PTCDA is a molecular species that has been found to interact rather strongly with
metallic substrates such as Cu(111) or Ag(111) [266], [264], [271]. The adsorption char-
acter of PTCDA on noble metal surfaces varies form strong chemisorption on Cu(111)
to weaker interaction on Au(111) (described "soft chemisorption" or even physisorption
in literature) [266], [264].
For PTCDA on Ag(111), a hybridized molecule-substrate band has been observed
[266], [271]. Even the weak interaction between PTCDA and Au(111) still leads to a
small energetic shift of the Au-surface state upon adsorption [262]. Also, the molecular
states of this system still exhibit a significant energetic realignment between monolayer
and multilayer PTCDA films [266].
Fig. 118 summarizes our ARPES results for PTCDA on BiAg2. Like in the case of
the other two molecular species described above, the data again reveal no sign for the
formation of hybrid states or any other modification of the BiAg2 surface state by the
molecular overlayers. This suggests a very weak interaction also in this case.
In contrast to the molecular level realignment for C60 and FeOEP, in the case of
PTCDA, with rising coverage, the energy of the PTCDA HOMO rises with increasing
coverage up to 2ML. Also, instead of one single HOMO energy, at low coverage, a close
inspection of the EDCs yields two features which may be assigned to HOMOs of the
adsorbed PTCDA molecules. This will be discussed in futher detail in section A.4.2.
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Figure 118: ARPES data for different coverages of PTCDA on BiAg2/Ag(111). a-d) The varia-
tion of the spin split BiAg2 surface state bands with rising PTCDA coverage. The
dashed red lines are a fit to the surface state of the clean BiAg2 surface and serve
as a guide to the eye. e) Energy distribution curves (zero momentum) for differ-
ent molecular coverages. The features assigned to the Ag d-bands are found below
−4.5eV . With rising PTCDA coverage, molecular electronic states arise e.g. around
−2.45eV (see inset). f) The variation of the intensity of the BiAg2 surface state and
the Ag d-bands with rising molecular coverage. The gray dotted lines are a guide
to the eye to highlight that the attenuation behavior clearly changes when the cover-
age is increased beyond 1ML. This indicates layer by layer growth. For comparison
of the attenuation behavior, the inset shows corresponding data for PTCDA on
Cu(111). g) The molecular energy level realignment for the HOMO with rising cov-
erage. For comparison, the dotted and dashed lines indicate the energetic positions
of the HOMO for PTCDA on Ag(111) for submonolayer coverage and thick layers
(close to bulk value). (Published in [118]).
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a.3 stm on ptcda on biag2/ag(111)
Figure 119: STM topographic images acquired on a BiAg2/Ag(111) sample with a PTCDA
coverage of about 0.5ML. a) Overview of a surface area with a size of approx.
120nm× 120nm. Vsample = 1V , I = 30pA, T = 80K. The depicted area exhibits
both, highly ordered BiAg2-islands as well as lower BiAg2-domains. The PTCDA-
domains are exclusively observed on the lower BiAg2-structure. No second layer
growth is observed for the molecules at the given coverage. b) Zoom of the sur-
face area marked by the rectangle in a). The topographically lower BiAg2-areas
exhibit a large number of defects and domain boundaries. c) Detailed scan of a
PTCDA covered surface area which exhibits different domains separated by do-
main boundaries. In the lower right quadrant of the image, an atomically resolved
highly ordered BiAg2-island is found. (Similarly published in [118]).
Fig. 119 show exemplary STM data acquired on a BiAg2/Ag(111) sample onto which
approx. 0.5ML PTCDA were evaporated. Two different kinds of BiAg2-domains that
result from the formation procedure of the Bi/Ag(111)-surface alloy can be observed.
The BiAg2/Ag(111) sample exhibits topographically higher, highly ordered domains
and topographically lower domains exhibiting a significant amount of domain bound-
aries and local defects. The explanation for these two structures can be found in the
formation of the BiAg2 surface alloy [232], [231]: Bi is evaporated onto the Ag(111) sur-
face. The Bi-atoms displace Ag(111)-surface atoms and form a dilute surface alloy. With
rising coverage, the Bi-atoms in the dilute surface alloy adopt a
√
3×√3-configuration,
minimizing the surface strain as well as the total energy of the surface [231]. This is
the path of formation for the topographically lower BiAg2 areas, which are prone to
surface defects and domain boundaries. The displaced Ag-atoms diffuse around the
surface until they encounter Bi-atoms which are not yet incorporated into the surface.
Both atomic species then assemble into highly ordered islands on top of the remaining
pristine Ag(111) surface areas. This way, the almost defect free highly ordered topo-
graphically higher BiAg2-areas are formed.
The PTCDA-domains are found to grow exclusively on the lower BiAg2-structures.
Although the PTCDA molecules assemble into ordered domains where the molecules
roughly assume the well known "herringbone structure" [150], a closer look reveals a
certain disorder within the domains. Additionally, the molecular islands exhibit a large
amount of domain boundaries.
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a.4 discussion
In this appendix chapter, we have investigated the molecule-substrate interaction for
three different archetype molecular species adsorbed on the BiAg2-alloy. Upon adsorp-
tion of the molecular layers, no modification of the giant spin orbit split BiAg2-surface
state, e.g. in form of energetic shifts or hybridization effects, was observed. Conversely,
regarding the other side of the interface, only small shifts were observed in the en-
ergetic level realignment of the molecular layers. Both results point to a surprisingly
weak interaction for all examined molecular species.
To further verify the absence of hybridization between molecular states and the
BiAg2-surface state, detailed ARPES data for coverages of about 1ML for each molec-
ular species are shown in Fig. 120 a-d. While Fig. 116 - 118 showed ARPES data for
the binding energy region in between the Fermi level and −1eV , this time, we want to
concentrate on higher binding energies where the HOMOs of the adsorbed molecules
are located. The energetic extend of the HOMO and HOMO−1 orbitals is indicated by
green dashed and red solid lines in Fig. 120. To allow for a detailed inspection of the
BiAg2-surface state bands, the HOMO peaks were subtracted in the data show in Fig.
120 e-g. The color scale for this data set was inverted for better visualization. Also in
this representation, no signs for hybridization are found as the surface state disperses
completely unaffected through the energetic regions of the molecular orbitals.
Previous studies by Moreschini et al. addressed the effect of Xenon(Xe)-overlayers on
the BiAg2-surface [261]. As a noble gas, Xe would be expected to be especially weakly
interacting with the surface state of the BiAg2-surface alloy. Still, the authors observe
hybridization effects as well as a shift of the surface state bands by a few ten meV .
Also the surface states of other metallic surfaces, even in the case of weak interaction,
usually at least exhibit an energetic shift upon the adsorption of adlayers [261], [262],
[263]. This is in contrast to our data where we do not observe such behavior (see Fig.
116 - 118 a-d, Fig. 120). This underlines the unprecedentedly large inertness of the
BiAg2-substrate in our case.
Apart from leaving the BiAg2-surface state unaffected, the inertness of the BiAg2-
surface also manifested itself in low energy level realignments between the molecular
orbitals upon adsorption. The differences in the energetic levels of the corresponding
molecular orbitals at coverages 6 1ML and high coverage measured in our case lie in
between approx. 20meV and 130meV . On noble metals, energetic shifts in the order of
200meV up to several hundred meV have been observed [266], [264], [272], [265], [267].
a.4.1 Origin of the Weak Interaction between the BiAg2-surface and organic overlayers
A very weak interaction between metallic surface states and overlayers has also been
found for other material systems. E.g. graphene layers have been shown to interact
weakly with metallic surface states e.g. those of Cu(111) [273], Au(111) [274] or Ir(111)
[263]. All surface states persisted under a monolayer of graphene. To explain the inert-
ness of the Ir(111) surface state to the overlayer, Varykhalov et al. proposed topological
protection to play a role [263]. Here, the tails of the Ir(111) surface state bands connect
to bulk d-bands across a bulk bandgap.
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Figure 120: Detailed ARPES data for the BiAg2-surface state. a) Data acquired on the pristine
BiAg2/Ag(111) surface. b-d) Data for a coverage of approximately 1ML of C60,
FeOEP, and PTCDA, respectively. The positions of the HOMO and the HOMO−1
are indicated by the green dashed and the red solid lines. e)-g) show the same data,
this time with the respective HOMO-peak subtracted, to allow for a detailed view
of the surface state within the region of this molecular orbital. The color scale is
inverted with respect to a)-d) for improved visualization. (Published in [118]).
In our ARPES data for BiAg2/Ag(111), the surface state bands have lost almost all
intensity in the energy range of the bulk d-bands. Thus, a topological protection for
this system is unlikely. Rather, like in the case of the thin Bi-films on Cu(111) discussed
in the main part of this thesis (see especially chapter 14), a chemical inertness of the
BiAg2-surface resulting from the bonding structure is a plausible explanation for the
observed low interaction with organic overlayers.
A surface atom in the (111)-surface of a face centered cubic(fcc)-ordered crystal has
a coordination number of 9, whereas the coordination number in bulk would be 12.
The surface atoms in fcc(111)-surfaces are not fully coordinated due to a lack of bond-
ing partners. Consequently, the charge density at the surface is increased which may
promote an increased reactivity of the surface.
In contrast, the bonding of the Bi-atoms in the BiCu2/Cu(111) surface leads to fully
coordinated atoms and has been shown to effectively locate charge density away from
the surface [116]. A similar effect of the bonding structure may also be expected for
BiAg2/Ag(111). The resulting small overlap between the wavefunctions of the molecu-
lar overlayers and the BiAg2/Ag(111) surface leads to a weak interaction between the
two [116].
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a.4.2 Effect of the residual interaction between PTCDA and BiAg2
Figure 121: The evolution of molecular orbitals for PTCDA. a)-f) Details of the energy distri-
bution curves along with the results of peak fitting of the data. The open circles
represent the PES data. The dotted, dashed and solid lines are fits as indicated
by the legend shown in f). The fits reveal not only one but two peaks in the
data that are assigned to the HOMO of the adsorbed PTCDA. The small peak
around −1.6eV is ascribed to the HOMO of the PTCDA molecules adsorbed on or
close to the domain boundaries, also referred to as HOMOdomainboundary. For
clarity, this feature is highlighted by around in b)-e). The more prominent peak
around 2.45eV is ascribed to the HOMO of the PTCDA molecules adsorbed on
the highly ordered BiAg2 substrate areas. The interaction between the molecules
and the substrate for this molecular orbital is expected to be much weaker than for
the PTCDA molecules adsorbed on the domain boundaries. Therefore, the HOMO
of the PTCDA molecules adsorbed on the highly ordered substrate areas is also
referred to as HOMOnon−interacting. g) Schematic representations of the molec-
ular energy level realignment for the case of C60 and FeOEP (top) and PTCDA
(bottom). (Published in [118]).
In the attenuation of the ARPES signal with increasing molecular coverage, PTCDA
on BiAg2 behaves widely analog to the cases of C60 and FeOEP discussed above. How-
ever, in the realignment of the molecular levels with increasing PTCDA coverage, sig-
nificant differences may be observed (see Fig. 118 g). Up to a PTCDA coverage of
approximately 2ML, instead of the expected upward shift in energy, the energetic lev-
els of the molecular states first shift towards the Fermi energy. This region is indicated
in Fig. 118 g by the blue background.
To further analyze this effect, details of the energy distribution curves for the ener-
getic region below −3eV are shown in Fig. 121 a-f. In fact, when looking closely at the
data in the energy region where HOMO of the adsorbed PTCDA layers is expected,
not one but two peaks are observed in the data. The more prominent intensity peak
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is observed around −2.5eV , a second peak which is much less pronounced is found
around −1.8eV . As a guide to the eye this second peak is indicated by arrows in Fig.
121 b-e.
The complementary STM data (see Fig. 119) reveals a certain disorder in the PTCDA-
domains. On noble metal substrates, PTCDA usually assembles into large, highly or-
dered domains. In contrast, here, the molecule covered areas exhibit a large number
of domains separated by domain boundaries. Even within the PTCDA-domains, the
order of the molecules seems to be disturbed. The shape of the locally ordered areas
within the PTCDA-domains resembles the shape of the ordered parts of the topograph-
ically lower BiAg2-areas. These observations point to an increased interaction of the
molecules with the substrate at the BiAg2-domain boundaries. Such interaction may
also influence the energetic positions of the molecular orbitals such as the HOMO.
Considering such local modification of the electronic states of the molecules, the
more prominent peak observed in Fig. 121 may be assigned to the HOMO of the
PTCDA molecules adsorbed on regularly ordered BiAg2 areas. This peak is also re-
ferred to as the non-interacting HOMO. The considerably smaller peak closer to the
Fermi energy can accordingly be assigned to the PTCDA adsorbed close to or directly
above the domain boundaries. This second peak is also referred to as the interacting
HOMO or domain boundary HOMO. This interpretation of the peaks in our EDCs is
also supported by the intensity ratio of the domain boundary HOMO-peak and overall
intensity of both HOMO peaks versus the molecular coverage as plotted in the inset in
118 g. The relative intensity of the domain boundary HOMO is largest at a coverage of
approx. 1ML.
The energy of molecular orbitals may significantly depend on the adsorption geom-
etry [264]. Kraft et al. showed this in STS experiments on PTCDA on Ag(111) [275].
PTCDA molecules with slightly different adsorption geometries, i.e. different orien-
tations of the molecules above the substrate, exhibited differences in the energies of
their molecular electronic states. This was assigned to different interactions with the
substrate.
The molecular level realignment for C60, FeOEP and PTCDA is schematically de-
picted in Fig. 121 g. In the case of C60 and FeOEP, the energy of the molecular or-
bitals is slightly shifted towards the Fermi level upon adsorption as shown in the top
schematic in Fig. 121 g. This may be understood in terms of a less effective screening of
the photoholes from the escaping photoelectrons with rising molecular coverage [264]
(see section A.2.1).
In contrast, for PTCDA, the molecular energy level realignment follows a different
behavior as schematically depicted in the bottom part of Fig. 121 g. This might be un-
derstood as follows: the residual interaction between the molecules and the substrate
induces a certain disorder of the molecular film increasing the overall energy. With ris-
ing coverage, the overall order of the molecular film is increased as the molecules start
to adsorb on the highly ordered, topographically higher BiAg2 islands that usually
do not exhibit domain boundaries. For coverages larger than 1ML, the first PTCDA
layer (wetting layer) additionally decouples the molecules from the substrate and thus
further decreases the interaction. Thus, molecule-molecule interactions dominate the
ordering in higher layers. The increased ordering leads to a shift of the orbital energies
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towards the Fermi energy up to a coverage of approx. 2ML. This region is indicated by
a blue background in Figs. 118 and 121 g.
The following energetic level realignment with further rising coverage may be under-
stood analog the the molecular level realignment C60 and FeOEP as discussed above.
This region is indicated by a brown background in Figs. 118 and 121 g.
From the observed molecular level realignment for PTCDA, we may infer that for
this molecular species, the residual interaction with the substrate is the strongest.
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a.5 summary and conclusion
In summary, the ARPES experiments presented in this chapter showed that the BiAg2-
surface state as well as its spin character, i.e. the size of the spin splitting, remained
preserved underneath different organic layers. Conversely, also the effect of the ad-
sorption on the electronic structure of the molecules is remarkably small. Thus, e.g.
the hole injection barrier of the molecular layer, i.e. the energy difference between the
Fermi level and the HOMO [264], remains virtually constant upon adsorption. This is
a great advantage when envisaging the use of BiAg2 as a substrate to organic adlayers
in future organic electronic components.
The ARPES experiments as well as the STM-LE experiments presented in this thesis
suggest an exceptionally weak interaction between Bi-induced structures on Cu(111)
and organic overlayers. This peculiar behavior may be understood as the result of the
bonding of the Bi-atoms in these structures. Thus, also for the Bi induced structures
that were characterized by STM-LE in this thesis, a similar chemical inertness of the
spin character of the electronic states can be expected. Further ARPES measurements
may help to confirm this assumption.
A minimum interaction between different components is a highly desirable property
in electronic devices since it allows a manipulation of the functional layers. The results
presented here may pave the way to not only exploit the peculiar properties of the
system in possible plasmonic applications, as suggested by the STM-LE experiments,
but also include prospect uses in spintronic applications and organic electronics. The
thorough characterization of molecule covered Bi-structures on Cu(Ag)(111) by STM-
LE complemented by other techniques may even enable merging all three fields, i.e.
plasmonics, spintronics, and organic electronics for a future use in technological appli-
cations.
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