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Daniel Pefiao 
Resumen _ 
Este trabajo analiza como la creciente accesibilidad inmediata a grandes masas de datos, 
la mayor potencia con menor coste de los metodos de calculo, el crecimiento de la demanda por 
las tecnicas estadfsticas y la emergente necesidad de combinar distintos tipos de informaci6n van 
a impulsar el avance de nuevos metodos estadfsticos. Se concluye que es previsible un desarrollo 
importante de tecnicas exploratorias multivariantes, de metodos de estimaci6n mas generales y 
flexibles, de una mejor evaluaci6n de la incertidumbre al construir modelos estadfsticos, de 
metodos de predicci6n multivariante y de metodologfas para Meta-Analisis. Se estudian algunas 
implicaciones de estos avances en la estadfstica oficial, y en especial en la actividad de un 
Instituto Nacional de Estadfstica (lNE), resaltando como pueden contribuir a mejorar la calidad 
de la informaci6n suministrada por el INE y su servicio a la sociedad espafiola. 
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En 1965 John W. Tukey, uno de los estadisticos mas grandes de su epoca, predecia que la 
revoluci6n informatica produciria cambios en las tecnicas estadisticas en cuatro direcciones 
principales (Tukey, 1965): 
a) sustituci6n de las tablas de las distribuciones por programas informaticos; 
b) mayor enfasis en los metodos basados en el orden de las observaciones; 
c) metodos de Monte Carlo de experimentacion con el ordenador; 
d) procedimientos mas eficientes de realizar los calculos algebraicos. 
Treinta afios despues podemos apreciar que los cambios en las tecnicas estadisticas se han 
realizado en otras direcciones de las previstas por Tukey. De los cuatro aspectos, s6lo los 
metodos de Monte Carlo han tenido un impacto fundamental en la evolucion de las 
herramientas y tecnicas estadisticas en estos 30 afios, mientras que las direcciones a) y d) han 
tenido escasa influencia. Por el contrario, las tecnicas de analisis de series temporales, tanto 
con modelos ARIMA como con modelos en el espacio de los estados, los metodos de 
estimaci6n recursiva, los metodos de estimaci6n robustos y no parametricos 0 el anaIisis de 
datos discretos y categoricos mediante modelos lineales generalizados y loglineales han 
experimentado un crecimiento extraordinario y se han convertido en herramientas habituales 
del anaIisis estadistico. 
Desde el punto de vista de la metodologia, Tukey tuvo mas exito: predijo modelos mas 
flexibles y un auge de los procedimientos graficos y exploratorios, que efectivamente se ha 
producido. Estas predicciones metodo16gicas han sido fundamentalmente correctas, ya que 
Tukey tambien intuyo el cambio que estaba experimentado la metodologia estadistica al pasar 
de la secuencia lineal: modelo-datos muestrales-estimacion-contraste de hip6tesis al proceso 
ciclico de reformulaci6n: modelo-datos-inferencia-diagnosis-modelo, donde el modelo se 
modifica a partir de los datos en sucesivas iteraciones de un proceso continuo de aprendizaje. 
Este ejemplo sefiala que es mas facil prever las tendencias metodo16gicas generales que los 
avances en tecnicas especificas. Tambien ilustra las dificultades de intentar predecir la 
evoluci6n de una disciplina como la estadistica que al encontrarse en la frontera del avance 
de numerosas ciencias como 'la tecnologia del metodo cientifico'- en la conocida definici6n 
de Mood - depende decisivamente de las demandas que recibe de sus campos de aplicaci6n, 
que impulsaran la generacion de nuevos metodos y tecnicas. 
Sin embargo, prever la evoluci6n de una disciplina cientifica es importante por varias 
razones: 
a) orienta sobre el tipo de avances a los que debemos prestar una atenci6n especial; 
b) sugiere que llneas de investigacion son potencialmente mas prometedoras; 
c) contribuye a la comprensi6n de las posibilidades y limitaciones de los metodos existentes. 
Este trabajo presenta una vision personal, y por 10 tanto forzosamente limitada por los sesgos 
y experiencias del autor, sobre la previsible evolucion futura de los metodos estadisticos. El 
trabajo esta estructurado de la forma siguiente. En la seccion 2 se comentan algunos de los 
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cambios tecnol6gicos y sociales que pueden influir de manera destacada sobre la evoluci6n 
de la Estadistica. En la secci6n 3 se analizan las areas de desarrollo mas prometedoras que 
van a venir impulsadas por los cambios anteriores y que son potencialmente generadoras de 
nuevas tecnicas estadisticas. Finalmente, la secci6n 4 presenta algunos comentarios sobre el 
efecto de estos desarrollos en la estadistica oficial, con especial atenci6n a la actividad del 
Instituto Nacional de Estadistica. 
2. CAMBIOS EN EL ENTORNO 
Existe considerable evidencia de que el desarrollo de los metodos estadisticos ha venido 
condicionado por las demandas en otras disciplinas cientificas y por los metodos de caIculo 
existentes. Este aspecto aparece claramente ilustrado con numerosos ejemplos en los libros 
de Box (1978) y Stigler (1986). Pefia (1983) ha descrito la influencia de las teorias de 
Newton y Darwin en la evoluci6n de la estadistica matematica. 
Extrapolando esta experiencia hist6rica, es razonable prever que la evoluci6n futura de 
nuestra disciplina va a depender, como en el pasado, de las demandas de otras disciplinas, 
del tipo de informaci6n existente para el analisis estadistico y de las posibilidades 
tecnol6gicas de caIculo. Como tendencias futuras en estas direcciones resaltaremos 
unicamente las siguientes. 
1. Accesibilidad inmediata a enormes bases de datos. 
La utilizaci6n masiva del ordenador como instrumento de recogida de datos en procesos 
industriales y comerciales pondra a disposici6n del usuario grandes masas de datos dinamicos 
y multivariantes. La recogida electr6nica de informaci6n por lectores 6pticos y sensores 
permite obtener con un coste marginal despreciable una enorme cantidad de datos 
socioecon6micos. Estas grandes bases de datos estaran cada vez mas disponible para su 
anaIisis estadistico. 
El INE comenz6 en 1983, bajo la Direcci6n de Javier Ruiz-Castillo, la distribuci6n de la 
Encuesta de Presupuestos Familiares a grupos de investigaci6n universitarios. Desde esta 
experiencia pionera, en la actualidad es posible acceder a varias de las grandes encuestas que 
se realizan en Espafia, tanto por el INE como el CIS y otros organismos de la 
Administraci6n. Por otra parte, el usuario de Internet puede disponer de series financieras, 
con frecuencia de un segundo (el tiempo necesario de teclear las cifras en el ordenador) de 
la cotizaci6n de las principales bolsas internacionales, asi como a un amplio conjunto de 
grandes bancos de datos estadisticos. 
Estas tendencias se aceleraran en el futuro: por un lado, el avance de los ordenadores 
facilitara la recogida de informaci6n, generando la proliferaci6n de enormes bases de datos. 
Por otro, el avance en la telecomunicaciones, la democratizaci6n polftica y la evoluci6n hacia 
una sociedad cada vez mas abierta y transparente hara que estos datos esten disponibles de 




2. Ordenadores mas potentes y veloces. 
La tendencia de disminuci6n de los costes del hardware es previsible que continue todavfa 
en el futuro, unida a un aumento de la potencia de caIculo de los ordenadores personales y 
de su capacidad de manejo grafico de la informaci6n. Race 15 afios el coste de un ordenador 
personal (tipo AT, con 640K y un disco de 20 Megas) era superior al precio de un autom6vil 
de gama media. Hoy un ordenador personal corriente cuesta el 10% del precio de un 
autom6vil y su capacidad y rapidez se han multiplicado por un factor de al menos diez. En 
terminos rea1es su precio se ha dividido por un factor de cien. 
La evoluci6n de los sistemas operativos y programas de ordenador (software) ha sido paralela 
a la evolucion de los equipos (hardware). En particular los programas para el calculo 
estadfstico han evolucionado de su orientaci6n inicial al trabajo por lotes, donde se pedfa al 
ordenador que rea1izase una tarea concreta y finalizase la ejecuci6n, (como las versiones 
antiguas de BMDP 0 SPSS) a programas interactivos donde el usuario puede aplicar distintos 
anaIisis a un mismo conjunto de datos, con acceso directo a los resultados intermedios y 
capacidad de programaci6n dentro del paquete (como en SAS, SCA, MATLAB, GAUSS etc) 
y a lenguajes orientados a objetos que permiten manejar indistintamente funciones, variables 
o graficos (como ellenguaje S-plus, y algunas versiones recientes de los paquetes clasicos). 
En esta evolucion los programas estadfsticos han aumentado mucho su potencia y su 
flexibilidad, y ademas se han simplificado. Roy existen paquetes estadfsticos muy potentes 
que cualquier usuario puede utilizar con enorme facilidad y sin necesitar conocimientos 
avanzados de estadfstica. 
Estos cambios, que continuaran previsiblemente en el futuro, posibilitaran la utilizaci6n 
masiva por los usuarios en campos muy diversos de tecnicas mas potentes y complejas para 
el anaIisis de la informaci6n disponible. Es previsible que en muy pocos afios y en cualguier 
lugar del mundo un estudiante de estadistica elemental tenga a su alcance, en su ordenador 
personal, una potencia de caIculo mayor de la disponible en los mejores centros de 
investigaci6n estadistica del mundo hace solo unos pocos afios. 
3. Mayor demanda de las tecnicas estadfsticas. 
La existencia de una cantidad creciente de informacion cuantitativa producira un crecimiento 
paralelo de la demanda por tecnicas para el anaIisis de estos datos, es decir, de las tecnicas 
estadfsticas. Este fen6meno es ya visible en las revistas de investigacion en cualquier campo 
cientffico (una proporci6n enorme de artfculos en revistas de Medicina, Economfa 0 
Sociologfa utiliza tecnicas estadfsticas para justificar los resultados), pero tendra una 
tendencia creciente como consecuencia del aumento de la formacion estadfstica de los 
graduados universitarios en todas las ciencias. La estadfstica aparece ya en el Bachillerato 
y como disciplina basica en la gran mayorfa de las titulaciones superiores y medias, tanto en 
las Ciencias Sociales (Sociologfa, Psicologfa, Ciencias de la Documentaci6n, Economfa etc) 
como en las Ingenierfas, las ciencias sanitarias y biologicas y las Ciencias del media 
ambiente. Esta posicion singular va a potenciar la aplicacion masiva de la estadfstica a nuevos 
problemas y la difusi6n de los avances en una area alas restantes areas de aplicaci6n. 
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La demanda por las tecnicas estadisticas esta tambien creciendo en el mundo de la empresa 
y la gestion de las organizaciones ligado al creciente interes por los temas de calidad. En un 
mundo cada vez mas competitivo e interrelacionado, la calidad de los productos y servicios 
se esta convirtiendo en un factor c1ave de supervivencia para las organizaciones que se 
mueven en entornos de libre competencia. Es sintomatico que tanto el premio Deming a la 
calidad, que se concede anualmente a la empresa japonesa mas destacada en la mejora de la 
calidad de sus productos y servicios, coma el premio Malcolm Baldrige, para las empresas 
de EE. UU, inc1uyen, entre otros criterios a valorar, la utilizacion de herramientas estadisticas 
para el control y la mejora de los procesos en la empresa. 
4. Necesidad de metodos para combinar distintos tipos de informacion 
La difusi6n de los metodos estadisticos y la proliferacion de estudios sobre el mismo 
problema, pero realizados con datos y condiciones experimentales distintas, esta creando la 
necesidad de disenar nuevos metodos para sintetizar y resumir esta informaci6n heterogenea. 
Los metodos estadisticos actuales suponen la existencia de una muestra homogenea, y son 
poco orientativos de como unificar distintos datos tornados bajo distintas condiciones y 
precisi6n experimental. Los metodos bayesianos son, en principio, mas flexibles para 
combinar informaci6n subjetiva y objetiva, pero tambien requieren desarrollos importantes 
para incorporar de manera eficiente las variadas fuentes de informaci6n que se presentan en 
la practica. 
3. CAMBIOS EN LAS TECNICAS Y LOS METODOS ESTADISTICOS 
Las tendencias apuntadas en la secci6n anterior pueden inducir avances importantes en la 
metodologia y las tecnicas estadisticas para dar respuesta alas demandas que se plantean. Sin 
entrar en herramientas especificas, cuya evoluci6n resulta mucho mas incierta, son esperables 
desarrollo metodologicos especialmente relevantes en las siguientes areas: 
1. Tecnicas exploratorias multivariantes. 
La existencia creciente de grandes bancos de acceso general creara una fuerte demanda por 
tecnicas exploratorias para su anaIisis, ya que el primer problema es sintetizar y comprender 
la informaci6n disponible en ellos. Actualmente estamos empezando a utilizar las enormes 
posibilidades del ordenador para la exploracion de bases de datos multivariantes. Por 
ejemplo, un camino prometedor par el analisis exploratorio y grafico es proyectar los puntos 
sobre ciertas direcciones elegidas para revelar determinados aspectos de su estructura. Estas 
tecnicas, cuyo antedecente es el analisis de componentes principales, se conocen con el 
nombre de 'Projection Pursuit'. Su objetivo es la busqueda de representaciones de los datos 
en espacios de dimensi6n reducida que se definen maximizando una funci6n de utilidad 
determinada. Su desarrollo esta siendo posible por la capacidad y rapidez de los ordenadores 
actuales. La investigacion en este area puede abrir nuevas perspectivas en muchos problemas 
de anaIisis multivariante coma metodos de c1asificacion de observaciones, de reduccion de 
dimensionalidad, de reconocimiento de formas y patrones etc. Una revision de las tecnicas 
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de Projection Pursuit se encuentra en Jones y Sibson (1987). 
Los avances en tecnicas graficas de anaIisis de datos van a tener tambit~n repercusiones 
importantes en la forma en que se construyan los modelos estadfsticos. El reciente libro de 
Cook y Weisberg (1994) es un brillante ejemplo de las nuevas perspectivas que el amilisis 
gnifico puede ofrecer para la construcci6n de modelos de regresi6n. 
Una segunda linea de avance senin los desarrollos en metodos no parametricos de 
exploraci6n de grandes bases de datos. La utilizaci6n de estos metodos esta sujeta a la 
'maldici6n de la dimensionalidad' (el aumento exponencial de las necesidades de datos 0 de 
tiempo de caIculo al aumentar la dimensi6n del espacio de las variables) y su aplicaci6n en 
varias dimensiones presenta en la actualidad limitaciones muy importantes. Sin embargo, son 
excelentes en pocas dimensiones para identificar la estructura subyacente, por 10 que pueden 
utilizarse para analizar ciertas proyecciones relevantes de los datos, aportando una gran 
flexibilidad en su anaIisis. 
2. Metodos de estimaci6n mas generales y flexibles. 
Los metodos clasicos de estimaci6n estadfstica, como el metodo de maxima verosimilitud, 
requieren disponer de una muestra homogenea de una distribuci6n que se supone conocida 
salvo por un mlmero de parametros. Estos metodos se encuentran con dos problemas 
principales: 
a) no son aplicables cuando el modelo es desconocido; 
b) son muy poco robustos a desviaciones de las hip6tesis del modelo. 
En consecuencia, son necesarios nuevos metodos para tratar el tipo de informaci6n compleja 
y heterogenea con que nos encontraremos al analizar grandes masas de datos. Estos 
desarrollos parecen ir en dos direcciones principales: 
a) Nuevos metodos de estimaci6n que puedan aplicarse en condiciones muy generales. El 
ejemplo mas claro son las tecnicas de remuestreo (bootstrap), donde el ordenador realiza 
automaticamente el proceso de inferencia y proporciona directamente los intervalos de 
confianza 0 los errrores estandar para el estimador deseado. Estas tecnicas estan 
proporcionando ya respuestas simples, gracias al uso extensivo del ordenador, en muchos 
problemas complejos ( Efron y Tibshirani, 1993). Sin embargo, su utilizaci6n con muestras 
dependientes, como en el anaIisis de series temporales, 
esta todavfa por desarrollar. 
b) Nuevos metodos de estimaci6n adaptados al objetivo preciso que se pretende con el 
modelo. Un ejemplo de estos posibles desarrollos son las tecnicas de previsi6n adaptativa 
(Tiao y Xu, 1993) donde la estimaci6n de los parametros se hace minimizando el error de 
predicci6n al horizonte considerado y cambia con este horizonte. 
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3. Mejor evaluaci6n de la incertidumbre del proceso de inferencia. 
La selecci6n del modelo mas adecuado, ha sido un area importante de investigacion 
estadistica en los ultimos anos, y disponemos de un conjunto de criterios para la selecci6n 
del mejor modelo de regresi6n 0 de series temporales ante una muestra concreta (vease Aznar 
,1989 Y O'Hagan, 1995). A continuaci6n, la metodologia c1asica estadistica procede 
suponiendo el modelo conocido y las unicas fuentes de incertidumbre consideras son las 
debidas a la aleatoriedad de las variables, dados los parametros del modelo, y la 
incertidumbre asociada a la estimaci6n de estos parametros. Sin embargo, la incertidumbre 
asociada a la selecci6n del modelo es generalmente ignorada. 
Algunos autores (Draper, 1995) han argumentado, desde un punto de vista bayesiano, que 
en lugar de seleccionar el modelo 'mejor' para los datos observados debemos asignar 
probabilidades a los modelos en litigio y utilizar este conjunto de modelos para la evaluaci6n 
de la incertidumbre en nuestra predicciones. Recientemente han aparecido modelizaciones 
donde cada observaci6n puede ser generada por un modelo distinto con cierta probabilidad 
(vease por ejemplo McCullogh y Tsay, 1994). Podemos decir que el paradigma c1asico de 
un proceso unico generador de los datos se esta progresivamente transformando en un nuevo 
paradigma que considera toda una c1ase de procesos potencialmente generadores de los datos 
observados. 
Estas formulaciones bayesianas han experimentado un impulso enorme con la aparici6n de 
nuevos metodos de computaci6n basados en muestreo por Monte Carlo. Las posibilidades de 
caiculo existentes estan produciendo una revoluci6n al permitirnos trabajar con c1ases amplias 
de modelos que permiten una flexibilidad inimaginable en el pasado. Por otra parte, se esta 
comprobando que los algoritmos existentes no siempre funcionan en problemas complejos 
(Justel y Pena, 1996), 10 que esta generando la necesidad de desarrollar nuevos algoritmos 
de computaci6n mas inteligentes y adaptativos que los actuales. 
4. Predicci6n de series multivariantes. 
En los ultimos veinte anos se ha avanzado mucho en la modelizaci6n y predicci6n de series 
univariantes. Sin embargo, la predicci6n de conjuntos de series temporales aprovechando la 
estructura de dependencia subyacente ha avanzado muy poco. Aunque existe una abundante 
literatura sobre la construcci6n de modelos multivariantes de series temporales su utilizaci6n 
pnictica es todavia pequena. Un problema a resolver es el crecimiento exponencial del 
numero de parametros con la dimensi6n del vector de variables. Una soluci6n prometedora 
es condensar la informaci6n en un numero de factores comunes, 10 que reduce el problema 
a terminos manejables. La existencia de grandes bancos de series temporales 
interrelacionadas (financieras, de tnifico, meclicas, etc) va a estimular la necesidad de realizar 
investigaci6n basica y aplicada sobre este importante problema. 
5. Desarrollo de metodologias para Meta AnaIisis. 
Cualquier estimador estadistico puede considerarse un metodo para combinar la informaci6n 
muestral respecto a un parametro y cualquier metodo de predicci6n es tambien un 
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procedimiento para combinar la informaci6n existente en los datos respecto a la cantidad de 
interes en la predicci6n (Draper et al, 1992, Pena, 1995). Sin embargo, carecemos de 
metodos precisos para combinar la informaci6n proveniente de experiencias con distinto 
grado de precisi6n. Esto es 10 que se denomina Meta-AnaIisis, que se define en la National 
Library of Medicine como: " Un metodo cuantitativo de conbinar el resultado de estudios 
independientes y sisntetizar las conclusiones" (Olkin, 1992). Su impacto en la estadistica 
medica es espectacular (vea-se Olkin, 1992) pero es previsible su difusi6n en todas las areas 
de aplicaci6n de la estadistica, 10 que requerira la creaci6n de una teoria adecuada para estos 
objetivos. 
Un problema de particular interes que puede englobarse dentro del esquema de Meta-Analisis 
es el problema de combinaci6n de predicciones de distintas fuentes. (vease Draper et aI, 
1992, Draper, 1995 y Guerrero y Pena, 1995). 
4. SU IMPACTO EN LA ESTADISTICA OFICIAL 
Este trabajo ha sido elaborado para el 50 aniversario de la creaci6n del Instituto Nacional de 
Estadistica (INE) y parece pertinente preguntarse c6mo estos cambios pueden afectar a la 
estadistica oficial y en especial a la actividad del INE. Refiriendonos alas cinco lineas 
presentadas en la secci6n anterior los efectos sobre las actividades del INE pueden ser los 
siguientes: 
1. Nuevos metodos de control de calidad de la informaci6n. 
Existe considerable evidencia de que la recogida masiva de informaci6n lleva asociada la 
aparici6n de observaciones atipicas provenientes de errores de medida 0 de problemas no 
detectados de homogeneidad. Estos errores se identifican facilmente cuando producen el 
efecto de convertir en atipico el valor en una variable pero son muy diffciles de detectar 
cuando su efecto es s6lo aparente al estudiar la relaci6n conjunta entre varias variables. Por 
ejemplo, un error en el gasto en alimentaci6n de una familia en la encuesta de presupuestos 
familiares que produce un valor enorme 0 muy pequeno de este gasto con relaci6n a la 
distribuci6n de esta variable sera facilmente detectado y corregido. Sin embargo, un error 
que conduce a un valor enorme del gasto solamente cuando comparamos esta familia con 
otras de igual composici6n familiar, nivel de educaci6n y 10calizaci6n geografica sera mucho 
mas dificil de detectar. Las tecnicas de anaIisis de datos multivariantes discutidas 
anteriormente aportaran metodos para identificar estos valores atipicos, 10 que permitira 
corregirlos y mejorar el proceso de recogida de datos al identificar mejor las situaciones 
donde se producen estos errores. Este proceso redundara en estadfsticas mas fiables. 
2. Utilizaci6n del anaIisis descriptivo en la presentaci6n de los datos. 
Existe cierta controversia sobre el papel relative que los Institutos Nacionales de Estadistica 
debe tener en el amUisis y sintesis de la informaci6n que recogen (Vea-se por ejemplo 
Malinvaud, 1985 y Bjerve (1985)). Sin embargo, la mejora de la calidad de la informaci6n 
comentada en el punto anterior requiere el uso de tecnicas de anaIisis. Por otro lado, es 
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previsible un fuerte aumento de la demanda social por informaci6n digerida y estructurada, 
10 que requerini la utilizaci6n de tecnicas descriptivas estadisticas para convertir los datos en 
informaci6n utH para el ciudadano y la Administraci6n. Es obvio que hay una cierta distancia 
entre los datos brutos y la informaci6n necesaria para tomar decisiones racionales de 
administraci6n publica. En el futuro es previsible que aumente la demanda para que el INE 
no solo proporcione datos brutos tabulados, sino que contribuya a convertir estos datos en 
informaci6n relevante para mejorar el conocimiento de la rea1idad econ6mica y social de 
nuestro pais. 
3. Introducci6n de metodos de meta-analisis para reconciliar la informaci6n. 
Las agencias estadisticas tienen que trabajar con distintas fuentes de informaci6n con respecto 
al mismo fen6meno y los datos tornados por distintas fuentes casi nunca coinciden 
exactamente. Un ejemplo de este hecho, que ha suscitado cierta polemica en Espafia, es la 
medida del desempleo. Por otro lado, la informaci6n de flujos internacionales de bienes 0 
personas debe ser coherente con la publicada en otros paises. Por ejemplo, Malinvaud (1985) 
ha sefialado que los datos que dos paises presentan sobre sus flujos respectivos de turistas 0 
comercio bilateral generalmente no coinciden. Las tecnicas de Meta Amilisis pueden 
proporcionar un marco objetivo para reconciliar estas discordancias y proporcionar una mejor 
informaci6n a los poderes publicos y a los ciudadanos. 
Para la rea1izaci6n de esta tarea es imprescindible que cada base de datos lleve asociada la 
informaci6n relevante sobre su recogida, periodo de vigencia, fuentes de error, etc. Esto 
requerini procedimientos estandarizados para la creaci6n de estas bases de "meta datos". 
4. Aumento de la diseminaci6n de informaci6n 
Es previsible un crecimiento exponencial de la demanda de universidades y centros de 
investigaci6n publicos y privados por 10s datos estadisticos recogidos por el INE. Por otro 
lado, el camino iniciado por el INE de poner sus datos a disposici6n publica continuara en 
el futuro, merced al avance de las telecomunicaciones, permitiendo que los datos esten 
disponibles mediante Internet de manera instantanea. Esto ocurrira no solamente en el INE, 
sino en otros Institutos europeos de Estadistica y en Euroestat. La gran oferta de datos 
estadisticos oficiales generara una mayor demanda por una amplia gama de usuarios 
potenciales, que exigini cambios en la organizaci6n y tratamiento de las bases de datos 
estadisticas oficiales. En particular los problemas de confidencialidad de la informaci6n y de 
seguridad de la misma tendnin cada vez mayor relevancia. 
5. Medici6n estadistica de nuevas realidades complejas. 
Como ejemplo de estos fen6menos sefialaremos que paises coma Suecia y EEUU han 
comenzado a publicar indicadores de calidad de los bienes y servicio nacionales. Estos 
indicadores son importantes porque el aumento del nivel de precios en un pais tiene un efecto 
distinto si va unido a un aumento de la calidad de sus productos y servicio que si sucede en 
una situaci6n de estancamiento 0 declive de los mismos. La medida de la calidad presenta 
retos nuevos para los institutos de Estadistica y requiere el desarrollo y asimilaci6n de 




implantaci6n generalizada de estos indicadores de calidad 10 que supondni un importante reto 
para las agencias estadisticas oficiales. 
5. CONCLUSIONES 
La metodologia estadistica ha venido muy condicionada por las posibilidades de caIculo 
existentes. Si consideramos las hip6tesis que realizamos en un problema concreto como 
restricciones debidas alas limitaciones de los datos y de nuestros medios de calculo, es facil 
imaginar que muchas de las hip6tesis de normalidad ( y por tanto linealidad ) independencia, 
homocedasticidad etc que realizamos al construir modelos tendran una importancia menor en 
el futuro, en la medida en que dispongamos de mas datos y de mejores medios de calculo. 
La posibilidad de calcular eficientemente ha permitido avances fundamentales en las tecnicas 
y metodos estadisticos. Por ejemplo, la hip6tesis de independencia se ha relajado 
considerablemente como consecuencia de los avances en al campo de series temporales. 
tambien se han hecho importantes avances en la comprensi6n de la no linealidad tanto en 
regresi6n (Seber y Wild, 1989) como en series temporales (Tong, 1990) yen otras muchas 
areas. En el futuro, las posibilidades que proporcionaran los medios de ccilculo para la 
exploraci6n grafica multivariante y la combinaci6n de informaci6n es previsible que 
conduzcan a una metodologia mas flexible, mas interactiva y mas general de construcci6n 
de modelos estadisticos. 
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