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1第 1章
はじめに
XML はWeb 上の標準的なデータ記述フォーマットとして広く普及している．XML データをデータ
ベース等で継続的に蓄積・管理する場合，格納すべきデータの構造をスキーマで定義しておき，それに
沿った構造のデータを作成・格納することが一般的である．また，時間の経過と共に格納すべきデータの
構造や種類が変化し，それに応じてスキーマ定義が更新されることも多い．このような状況では，スキー
マの更新履歴の管理，スキーマの更新に応じた XMLデータの修正等が必要となるため，スキーマの更新
内容を適切に把握しておく必要がある．特に，管理者が複数で更新内容の共有が必要な場合や，スキーマ
が複雑で更新内容が多岐にわたる場合等は，スキーマの更新内容を把握することがより重要となる．ス
キーマの更新内容を把握するには更新前後のスキーマ間で差分抽出を行う必要があるが，これを適切に行
える手法はこれまでほとんど提案されていない．本研究は，スキーマ定義言語としては最も表現力の高い
正規木文法を対象とし，正規木文法のための差分抽出アルゴリズムの開発を行う．
これまで，文字列間の差分 (編集操作列)に関しては基本的なアルゴリズムが確立しており，順序木や
XMLデータ間の差分抽出に関しても，順序木の編集操作列を求めるアルゴリズムがいくつか提案されて
いる．しかし，これら既存のアルゴリズムは木文法の意味を解することができないため，正規木文法の適
切な差分抽出を行うことは困難である．実際，文字列間や順序木間の差分抽出は多項式時間可解である
が，正規木文法の差分抽出は文法の表す意味も絡み，より複雑な問題である．また，文献 [4] において，
スキーマを DTDに限定した場合でも，XMLデータの差分抽出アルゴリズムではスキーマの差分抽出が
適切に行えないとの指摘もされている．以上から，本研究では正規木文法の差分集出問題について考察
し，以下の結果を示した．
1. 正規木文法の差分抽出問題の計算複雑さについて考察し，同問題が計算困難であることを示した
2. 正規木文法の差分抽出が効率よく行えるための十分条件を求めた
3. 上記十分条件の下で，正規木文法の差分抽出を行う効率の良いアルゴリズムを構成した．更に，こ
のアルゴリズムを実装し評価実験を行った
正規木文法は終端記号 (要素名)の集合，非終端記号 (要素の型)の集合，開始記号，および生成規則の
集合から構成される (図 1.1)．正規木文法の差分抽出は，2 つの正規木文法 Gと G0 が与えられた時に，
Gを G0 へ更新するために必要なコスト最小の編集操作列を求めることをいう．ここで，編集操作列とは
「生成規則の追加・削除」等の編集操作の系列であり，各編集操作にはコストが付与される．なお，2つの
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正規木文法 Gと G0 が与えられた時に，Gの内容をすべて削除して G0 の内容を追加すれば Gを G0 に更
新するための編集操作列が得られるが，そのような差分を抽出するのは無意味である．そこで，本研究で
はコスト最小の編集操作列を差分として抽出する．
図 1.1 正規木文法の例
提案アルゴリズムを Rubyを用いて実装し，評価実験を行った．その結果，本アルゴリズムを用いた場
合，X-Di[10]，Xydi[11]，DiMk[12]を用いた場合と比較して，より適切にスキーマ間の更新内容が把
握できるという結果が得られた．
これまで，文字列や順序木間の編集操作列を求めるアルゴリズムは多数提案されている (文献 [1, 6]等)．
しかし，上述のように，これらのアルゴリズムを用いて正規木文法の差分抽出を適切に行うのは困難であ
る．文献 [4]では DTDの差分抽出を行うアルゴリズムが提案されているが，これはヒューリスティック
に基づく手法であり，最適解 (コスト最小の編集操作列)が得られるとは限らない．また，正規木文法の
表現力は DTDより真に高いため，このアルゴリズムを正規木文法の差分抽出に適用することは不可能で
ある．文献 [8]では，更新前後のスキーマの差分が得られているという仮定の下で，その差分から適切な
XML変換スクリプト，すなわち，スキーマの更新により妥当でなくなった XMLデータを妥当なものに
変換するスクリプトを推測・生成するアルゴリズムが提案されている．しかし，同文献では差分抽出の方
法については議論されていない．
本論文の構成は以下の通りである．2章では，正規木文法に関する定義を行う．3章では，正規木文法
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の差分抽出問題に関する計算複雑さについて考察する．4章では，正規木文法の差分抽出問題が効率良く
解けるための十分条件を求め，得られた十分条件の下で多項式時間で動作する差分抽出アルゴリズムを示
す．5 章では，評価実験について述べる．6 章では，まとめと今後の課題を述べる．
4第 2章
諸定義
2.1 XML
XMLとは，文書やデータの意味や構造を記述するためのマークアップ言語の一つであり，近年，様々
なデータの記述フォーマットとして急速に普及している．その理由を以下にまとめる．
 テキストデータである
人間が可読でデータの作成が容易である．更に，プラットフォームに依存しないため，異なる機種
間でのデータ交換が容易である．
 タグを自由に定義して利用できる
使用可能なタグが予め決められている HTMLより自由度が高く，あらゆる種類のデータに対応で
きる．
 開始タグと終了タグが必ず対応している
プログラムによる処理を効率よく行える．SGMLのようにタグの省略が許される場合，タグの位
置をプログラムが推測して処理を行わなければならないため，処理効率が悪化する．
マークアップ言語とは，「タグ」という特別な文字列によって文書の一部を囲う，入れ子構造 (木構造)を
した言語であり，文書の意味や構造を記述することができる．また，XMLは HTMLや TEXとは異なり，
タグの意味は規定されておらず，ユーザが独自のタグを指定できる．このことから，XMLはマークアッ
プ言語を作成するためのメタ言語とも言われている．メタ言語はタグの意味を規定するスキーマ言語と組
み合わせてマークアップ言語になる．すなわち，XMLは多くの場合，スキーマ言語と共に記述される．
2.2 木
木とは，グラフの一種で，単連結で閉路を持たない無向グラフのことである．木において，あるノード
を選んで，それを一番「上」にあると考えると，そのノードを基準として 2つのノードに上下の関係を考
えることができる (有向グラフ)．このとき，その一番上のノードを根 (root)という．根を持つ木を単な
る木と区別して根付き木という (図 2.1)．
本論文では，以降の「木」という記述は「根付き木」として扱う．
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図 2.1 根付き木の例
2.3 正規木文法
2.3.1 木文法
木文法とは，木を生成するための文法である．XMLデータは木として考えることができるので，木文
法は XMLデータを生成するための文法と考えることができる．すなわち，木文法はスキーマ言語を抽象
化したものであると捉えることができる．以下で述べる正規木文法は，代表的な木文法のうちの 1 つで
ある．
2.3.2 正規木文法
正規木文法 (regular tree grammar)は 4つ組 G = (N;T; S; P )と表される．ここで，
 N は非終端記号の集合
 T は終端記号の集合
 S は開始記号で S⊆ N
 P は生成規則の集合
である．
終端記号は，木のノードのラベルとなる記号で，XMLデータの要素名に相当する．非終端記号は，木
を生成する過程で中間的に用いられる記号で，XML データ内にそのまま出現することはない．以下，
非終端記号の先頭は大文字，終端記号の先頭は小文字を用いて区別することにする．また，生成規則は
X → a(r)という形をしており，X は非終端記号，aは終端記号，r は N 上の正規表現である．
正規木文法 G = (N;T; S; P )の例を示す (図 2.2)．
ここで, 上の正規木文法 G からどのような木が生成されるかを考える．P において，1 つ目の
Doc→ doc(Para1; Para2)を rule1と呼び，以下同様に，残り 3つの生成規則を rule2, rule3, rule4と
呼ぶことにする．これらの規則を用いて木が生成される様子の例を示す (図 2.3)．
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図 2.2 正規木文法
図 2.3 木が生成される様子の例
例えば，生成規則
Doc→ doc(Para1; Para2)
は，非終端記号Docを終端記号 docに置き換えて，更に docの子に正規表現 (Para1; Para2)にマッチ
する非終端記号列を配置する，と考える．なお，次の生成規則
Pcdata→ pcdata(ε)
のように正規表現がεの場合，εにマッチするのは空文字列なので pcdataは子を持たないことになる．
正規木文法 Gに対して，Gから上のようにして生成されるすべての木の集合を L(G)と書く，L(G)を
Gから生成される言語という．なお，非終端記号は木に表れないので，記号の置き換えを行っても文法と
しての意味は変わらない．例えば，図 2.4の正規木文法 G0 = (N 0; T 0; S0; P 0)は,図 2.2の Gと同じ文法
を表している．一方，終端記号はこのような置き換えはできない．置き換えをすると，異なるラベルを持
つ木が生成される．
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図 2.4 正規木文法 G0
2.3.3 解釈
木文法 Gに対して，Gから生成可能な木もあれば，生成不可能な木もある．正規木文法 Gと木 tが与
えられた時に，tが Gから生成可能なものである場合，tは Gに関して妥当 (valid)であるという．
以上のことをより形式的に定義する．まず，木の「解釈」を定義する．G = (N;T; S; P )を正規木文法，
tを木とする．もし tの各ノードに対する非終端記号の割り当て I が次の条件を満たすならば，I は tの
Gに対する解釈 (interpretation)という．
 tのルートノード nに対して，I(n)∈ S，すなわち，I(n)は Gの開始記号である
 tの各ノード nに対して，P は次の条件を満たす生成規則 X → a(r)を含む
nの子ノードを n1; :::; nk とする
{ I(n) = X
{ nのラベルが aと一致する
{ I(n1):::I(nk)∈ L(r), すなわち，非終端記号列 I(n1):::I(nk)が r にマッチする
木 tと，図 2.2の正規木文法G = (N;T; S; P )を考える．木 tのGに対する解釈 I を図 2.5に示す．こ
図 2.5 木 tおよび木 tの Gに対する解釈 I
れを式で表すと，I(n1) = Doc, I(n2) = Para1, I(n3) = Pcdata, I(n4) = Para2, I(n5) = Pcdataと
なる．もし木 tの Gに対する解釈が存在するならば，tは Gに関して妥当 (valid)であるという．L(G)
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を，Gに関して妥当な木の集合と定義する．
正規木文法の場合，解釈は一意に定まるとは限らない．例えば，図 2.2の正規木文法 G = (N;T; S; P )
を考える．この場合，木 tに対して，3つの解釈が存在する (図 2.6)．解釈を一意に決めるために，正規
木文法に制限を加えた木文法も提案されている．
図 2.6 木 tおよび木 tの Gに対する 3つの解釈
2.3.4 単一型木文法と局所木文法
正規木文法では，妥当な木に対する解釈が複数存在することがある．解釈を一意に決めるために，正規
木文法に制限を加えた木文法も提案されている．そのように制限を加えられた木文法として単一型木文法
が挙げられる．2つの異なる非終端記号 Aと B に対して，次の条件が成り立つとき，Aと B は競合する
という．
 左辺が Aである生成規則と，左辺が B である生成規則が存在し，それらの右辺の終端記号が同一
である
図 2.7は Para1と Para2の右辺の終端記号は共に para であり，定義から競合していることがわかる．
正規木文法のうち，次の 2つの条件を満たすものを単一型木文法 (single-type tree grammar) という．
 各生成規則に対して，その右辺の生成規則に出現する非終端記号は競合しない
 開始記号は競合しない
例えば，図 2.7 の木文法は単一型木文法である．一方，図 2.2 の文法は単一型木文法ではない．また，
競合する非終端記号をもたない正規木文法を局所木文法 (local tree grammar) という．正規木文法は
RELAX NG，単一型木文法は XML Schema，局所木文法は DTDにそれぞれ対応する [5]．
2.3.5 編集操作列
正規木文法における，編集操作列とは以下のような編集操作の系列である．
 N へ非終端記号を追加・N から非終端記号を削除．T と S に対しても同じように定義される．
 P へ生成規則を追加
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図 2.7 単一型木文法
 P から生成規則を削除
 N において，非終端記号のラベルを変更．ラベルが変更された非終端記号が P の生成規則に表れ
た場合，それらすべての非終端記号のラベルも変更する．
 P における生成規則の左側の非終端記号を他の非終端記号に置換
 P における生成規則の右側の内容モデルに出現する非終端記号や演算子 (*,?など)の (1)追加・(2)
削除・(3)変更．内容モデルを木として表し，木に対する編集操作列として (1)，(2)，(3)をそれぞ
れ次のように定義する；(1)ノードの追加，(2)ノードの削除，(3)ラベルの変更．
編集操作列を sとしたとき，その長さは sにおける編集操作の数である．また，正規木文法 Gが与えら
れたとき，s(G)とは Gに sを適用して得られた正規木文法を意味する．
2.4 RELAX NG
本節では RELAX NGの概略について述べる．RELAX NGは正規木文法に基づくスキーマ言語であ
る．まず例として，次の簡単な DTDを考える．
<!ELLEMENT staff (name, age)>
<!ELLEMENT name (#PCDATA)>
<!ELLEMENT age (#PCDATA)>
これを RELAX NGで表すと次のようになる．
1. <?xml version="1.0" encoding="Shift_JIS" ?>
2. <rng:element
3. name="staf"
4. xmlns:rng="http://relaxng.org/ns/structure/1.0">
5.
6. <rng:element name="name">
7. <rng:text />
8. </rng:element>
9. <rng:element name="age">
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10. <rng:text />
11. </rng:element>
12. </rng:element>
2-4行目の文書要素 rng:elementで sta要素を定義している．4行目の接頭辞 rng は RELAX NGス
キーマの名前空間を表し，RELAX NGスキーマ定義の際には必ず必要となる．6-8 行目で name要素を
定義している．7行目の<rng:text /> が文字列型を表し，DTDの#PCDATAに相当する．同様に，9-11
行目で age要素を定義している．例えば，次の XMLデータは妥当である．
<?xml version="1.0" encoding="Shift_JIS" ?>
<staff>
<name>堀江和磨</name>
<age>22</age>
</staff>
2.4.1 要素の並び方
DTD では，?，，+ を用いて要素の出現回数を指定するが，RELAX NG ではそれぞれ，optional,
zeroOrMore, oneOrMore要素を用いて指定する．また，DTDでは (ajbjc)と書いて aまたは bまたは c
が出現することを表すが．RELAX NGでこのような指定を行うには choice要素を用いる．例えば次の
ような DTDを考える．
<!ELLEMENT staff (name, address?, (email|tel)*)>
<!ELLEMENT name (#PCDATA)>
<!ELLEMENT address (#PCDATA)>
<!ELLEMENT email (#PCDATA)>
<!ELLEMENT tel (#PCDATA)>
この DTDに該当する RELAX NGスキーマは次のようになる．
1. <?xml version="1.0" encoding="Shift_JIS" ?>
2. <rng:element
3. name="staf"
4. xmlns:rng="http://relaxng.org/ns/structure/1.0">
5.
6. <rng:element name="name">
7. <rng:text />
8. </rng:element>
9. <rng:optional>
10. <rng:element name="address">
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11. <rng:text />
12. </rng:element>
13. </rng:optional>
14. <rng:zeroOrMore>
15. <rng:choice>
16. <rng:element name="email">
17. <rng:text />
18. </rng:element>
19. <rng:element name="tel">
20. <rng:text />
21. </rng:element>
22. </rng:choice>
23. </rng:zeroOrMore>
24.
25. </rng:element>
6-8行目で name要素，9-13行目で address要素をそれぞれ定義している．address要素には optional
が指定されており，0回または 1回出現することを表している．14-23行目で zeroOrMoreが指定されて
いる．15-22行目で choiceが指定されており，その中では email要素と tel要素が指定されている．した
がって，14-23行目は，「email要素または tel要素」が 0回以上任意の回数繰り返し出現することを表し
ている．
2.4.2 同じ要素への異なる型の割り当て
以下の XMLデータを考える．このデータにおいて，3-6行目の name要素と 9行目の name要素は異
なる型を持つ．
1. <?xml version="1.0" encoding="Shift_JIS" ?>
2. <st:name="staf" xmlns:st="http://www.slis.tsukuba.ac.jp/schema/staff1">
3. <st:name>
4. <st:family>堀江</st:family>
5. <st:given>和磨</st:given>
6. <st:name>
7. <st:email>kazuma@slis.tsukuba.ac.jp</st:email>
8. <st:affiliation>
9. <st:name>Philips</st:name>
10. <st:address>Eindhoven</st:address>
11. </st:affiliation>
12. </st:staff>
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これに対応する RELAX NGスキーマは次のようになる．DTDとは異なり，RELAX NGでは，同名
の子要素に異なる型を割り当てることも可能である．
1. <?xml version="1.0" encoding="Shift_JIS" ?>
2. <rng:element
3. name="staf"
4. xmlns:rng="http://relaxng.org/ns/structure/1.0">
5.
6. <rng:element name="name">
7. <rng:element name="family">
8. 　 <rng:text />
9. </rng:element>
10. <rng:element name="given">
11. 　 <rng:text />
12. </rng:element>
13. </rng:element>
14.
15. <rng:element name="email">
16. <rng:text />
17. </rng:element>
18.
19. <rng:element name="affiliation">
20. <rng:element name="name">
21. 　 <rng:text />
22. </rng:element>
23. <rng:element name="address">
24. 　 <rng:text />
25. </rng:element>
26. </rng:element>
27.
28. </rng:element>
2.4.3 RELAX NGと正規木文法
RELAX NGは正規木文法を直接記述することができる．例えば，以下の正規木文法 G = (N;T; S; P )
を考える．
N = fCatalog; CD;Book; T itle; Artist; Author; Pcdatag
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T = fcatalog; item; title; artist; author; pcdatag
S = fcatalogg
P = fCatalog ! catalog(CD+; Book+);
CD ! item(Title; Artist);
Book ! item(Title; Author);
T itle! title(Pcdata);
Artist! artist(Pcdata);
Author ! author(Pcdata);
P cdata! pcdata()g
上記の正規木文法 Gは次の RELAX NGで表せる．RELAX NGには grammar要素があり，これを
用いると正規木文法をそのまま表すことができる．start要素が開始記号を表し，dene要素で生成規則
を定義する．
1. <?xml version="1.0" encoding="Shift_JIS" ?>
2. <rng:grammar xmlns:rng="http://relaxng.org/ns/structure/1.0">
3.
4. <rng:start>
5. <rng:ref name="Catalog">
6. </rng:start>
7.
8. <rng:define name="Catalog">
9. <rng:element name="catalog">
10. <rng:oneOrMore>
11. <rng:ref name="CD">
12. </rng:oneOrMore>
13. <rng:oneOrMore>
14. <rng:ref name="Book">
15. </rng:oneOrMore>
16. </rng:element>
17. </rng:define>
18.
19. <rng:define name="CD">
20. <rng:element name="item">
21. <rng:ref name="Title">
22. <rng:ref name="Artist">
23. </rng:element>
24. </rng:define>
25.
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26. <rng:define name="Book">
27. <rng:element name="item">
28. <rng:ref name="Title">
29. <rng:ref name="Author">
30. </rng:element>
31. </rng:define>
32.
33. <rng:define name="Title">
34. <rng:element name="title">
35. <rng:text />
36. </rng:element>
37. </rng:define>
38.
39. <rng:define name="Artist">
40. <rng:element name="artist">
41. <rng:text />
42. </rng:element>
43. </rng:define>
44.
45. <rng:define name="Author">
46. <rng:element name="author">
47. <rng:text />
48. </rng:element>
49. </rng:define>
50.
51. </rng:grammar>
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第 3章
正規木文法の差分抽出問題の計算複雑さ
3.1 正規木文法の差分抽出問題の計算複雑さ
本章では，正規木文法の差分抽出問題の計算複雑さについて考える．まず，文法の意味を考慮した場合，
次の定理に示すように正規木文法の差分抽出問題は EXPTIME困難 (P  NP  EXPTIME)となる．
定理 1 文法の意味を考慮した場合，正規木文法の差分抽出問題は EXPTIME困難である．
証明：正規木文法の等価性問題は EXPTIME完全であることが示されている (文献 [7])．この問題を正規
木文法の差分抽出問題に帰着する．
まず，証明の準備としてそれぞれの問題を定義する．
 正規木文法の等価性問題
{ 正規木文法 Gと G0 が与えられたときに，Gと G0 が等価か否か，すなわち L(G) = L(G0)か
否かを決定せよ
 正規木文法の差分抽出問題 (文法の意味を考慮した場合)
{ 正規木文法 G,G0 およびコストの上限 B が与えられたときに，Gを G0 と等価な文法に変換す
るコスト B 以下の編集操作列が存在するか否かを決定せよ
次に，正規木文法の等価性問題を以下のようにして上記の差分抽出問題に帰着する．
 入力：正規木文法 Gと G0，およびコストの上限 B(B = 1とする)
 すべての編集操作のコストを 2と設定
このとき，L(G) = L(G0)であることと，Gを G0 と等価な文法に変換するコスト B 以下の編集操作列が
存在することは同値である．　 2
局所木文法に限定した場合の計算困難性も同様に示せる (証明は省略する)．
定理 2 文法の意味を考慮した場合，局所木文法の差分抽出問題は PSPACE困難である． 2
上記の結果から，文法の意味を考慮すると正規木文法の差分抽出問題は極めて複雑な問題となる．そ
こで，より限定的で判定の容易な等価性の概念を導入する．これは正規木文法の構文的な等価性であ
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り，正規木文法 G = (N;T; S:P )と G0 = (N 0; T 0; S0:P 0)に対して，N = N 0，T = T 0，S = S0，かつ，
P = P 0(すべての生成規則が一致する)であるとき，Gと G0 は構文的に等価であるという．例えば，図
2.2の正規木文法 Gと図 2.4の正規木文法 G0 は，L(G) = L(G0)であるが構文的には等価ではない．
以下に示すように，構文的な等価性を用いた場合，複雑さの下限は下がるが，正規木文法の差分抽出問
題は依然として計算困難である．
定理 3 文法間の等価性を構文的なものに限定しても，正規木文法の差分抽出問題は NP困難である．
証明：正規木文法の差分抽出問題の NP困難性を，3-partition問題からの帰着により示す．3-partition
問題は次のように定義される NP完全問題である．
入力： jSj = 3mなる整数集合 S = fi1;    ; i3mgと正整数 B．ただし，任意の 1  j  3mに対して
B=4 < ij < B=2と仮定する．
問題： S を，次の条件を満たすm個の集合 S1;    ; Sm に分割できるか否か．
 S1;    ; Sm の要素数はそれぞれ 3である．
 任意の 1  k  mに対してPi2Sk i = B．すなわち，Si;    ; Sm に属する整数の和がいずれ
も B となる．
3-partition問題から正規木文法の差分抽出問題への帰着を行う．上記 3-partition問題から，正規木文
法の差分抽出問題のインスタンスを構成する．
2つの正規木文法 Gと G0 を構成する．まず，G = (N;T; S; P )を次のように定義する．
N = fXrg [ fXk;j j 1  k  3m; 1  j  ikg
T = fr; n; pcdatag
S = fXrg
P = fXr ! r(X1;1   X3m;1)g [ P1 [    [ P3m [ Pc
ここで，Pj(1  j  3m)は次のような ij   1個の生成規則からなる集合である．
Pj = fXj;1 ! n(Xj;2); Xj;2 ! n(Xj;3);    ; Xj;ij 1 ! n(Xj;ij )g
また，Pc は次のような生成規則の集合である．
Pc = fX1;i1 ! pcdata();    ; X3m;i3m ! pcdata()g
Gに妥当な木を図 3.1(左)に示す．
次に，G0 = (N 0; T 0; S0; P 0)を次のように定義する．
N 0 = fYrg [ fYk;j j 1  k  m; 1  j  Bg
T 0 = fr; n; pcdatag
S0 = fYrg
P 0 = fYr ! r(Y1;1   Ym;1)g [ P 01 [    [ P 0m [ P 0c
ここで，P 0j(1  j  m)は次のような B   1個の生成規則からなる集合である．
P 0j = fYj;1 ! n(Yj;2); Yj;2 ! n(Yj;3);    ; Yj;B 1 ! n(Yj;B)g
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図 3.1 Gに妥当な木 (左)と G0 に妥当な木 (右)
また，P 0c は次のような生成規則の集合である．
P 0c = fY1;B ! pcdata();    ; Ym;B ! pcdata()g
G0 に妥当な木を図 3.1(右)に示す．
編集操作に対するコストに関して，非終端記号の置換はコスト 1とする．また，内容モデルの更新は，
生成規則 Xr ! r(X1;1   X3m;1)に対してのみ許し，その (各編集操作に対する)コストを 1とする．そ
れ以外のコストは1とする．
以下，S が 3-partitionの条件を満たす S1;    ; Sm に分割できることと，Gから G0 への差分抽出コス
トが (5 +B)m以下であることが同値であることを示す．
まず，S が 3-partition の条件を満たす S1;    ; Sm に分割できると仮定する．このとき，任意の
1  j  mに対して Sj = fij1 ; ij2 ; ij3gと表すことができ，3-partitionの条件から ij1 + ij2 + ij3 = B で
ある．Gから G0 への差分抽出コストが (5 +B)mであることを示す．Gに対して，次のような更新操作
を適用する．
1. 生成規則 Xr ! r(X1;1   X3m;1)の内容モデルを Y1;1   Ym;1 に更新する
2. 各 1  j  mに対して，以下を適用する
 非終端記号 Xj1;1 を Yj;1 に置換する
 2  k  ij1 に対して，非終端記号 Xj1;k を Yj;k に置換する
 非終端記号 Xj2;1 を Yj;ij1+1 に置換する
 2  k  ij2 に対して，非終端記号 Xj2;k を Yj;ij1+k に置換する
 非終端記号 Xj3;1 を Yj;ij1+ij2+1 に置換する
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 2  k  ij3 に対して，非終端記号 Xj3;k を Yj;ij1+ij2+k に置換する
3. Pc の生成規則のうち，不要なもの (開始記号から到達不可能なもの)を削除する．このような生成
規則は 3m m = 2m個存在する．
上記の編集操作で得られた文法が G0 と一致することは容易に示せる．上記の編集コストを考えると，1
は 3m，2は Bm，3は 2mである．したがって，コストの合計は (5 +B)mである．
逆に，S が上記条件を満たす S1;    ; Sm に分割できないと仮定する．このとき，生成規則の追加・削
除／内容モデルの変更が行えない限り，G0 と等価な文法を得ることは不可能である．生成規則の追加の
コストは1であるため，この場合のコストは1となる． 2
3.2 単一型木文法の差分抽出問題の計算複雑さ
次に，単一型木文法についても同様にして計算複雑さを考える．
定理 4 文法間の等価性を構文的なものに限定しても，単一型木文法の差分抽出問題は NP 困難である．
証明：単一型木文法の差分抽出問題の NP 困難性を，3- partition 問題からの帰着により示す．
3-partition 問題から単一型木文法の差分抽出問題への帰着を行う．上記 3-partition 問題から，単一型
木文法の差分抽出問題のインスタンスを構成する．
2つの単一型木文法 Gと G′を構成する．まず，G = (N;T; S; P )を次のように定義する．
N = fXrg [ fXk;j j 1  k  3m; 1  j  ikg
T = fr; n; pcdatag
S = fXrg
P = fXr ! r(X1;1   X3m;1)g [ P1 [    [ P3m [ Pc
ここで，Pj(1  j  3m)は次のような ij   1個の生成規則からなる集合である．
Pj = fXj;1 ! aj(Xj;2); Xj;2 ! n(Xj;3);    ; Xj;ij 1 ! n(Xj;ij )g
また，Pc は次のような生成規則の集合である．
Pc = fX1;i1 ! pcdata();    ; X3m;i3m ! pcdata()g
Gに妥当な木を図 3.2(左)に示す．
次に，G0 = (N 0; T 0; S0; P 0)を次のように定義する．
N 0 = fYrg [ fYk;j j 1  k  m; 1  j  Bg
T 0 = fr; n; pcdatag
S0 = fYrg
P 0 = fYr ! r(Y1;1   Ym;1)g [ P 01 [    [ P 0m [ P 0c
ここで，P 0j(1  j  m)は次のような B   1個の生成規則からなる集合である．
P 0j = fYj;1 ! bj(Yj;2); Yj;2 ! n(Yj;3);    ; Yj;B 1 ! n(Yj;B)g
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図 3.2 Gに妥当な木 (左)と G0 に妥当な木 (右)
また，P 0c は次のような生成規則の集合である．
P 0c = fY1;B ! pcdata();    ; Ym;B ! pcdata()g
G0 に妥当な木を図 3.2(右)に示す．
編集操作に対するコストに関して，非終端記号の置換はコスト 1とする．終端記号の置換は，aj1 を bj，
aj2 を n，aj3 を n に対してのみ許し，それぞれコストは 1とする．また，内容モデルの更新は，生成規
則 Xr ! r(X1;1   X3m;1)に対してのみ許し，その (各編集操作に対する)コストを 1とする．それ以外
のコストは1とする．
以下，S が 3-partitionの条件を満たす S1;    ; Sm に分割できることと，Gから G0 への差分抽出コス
トが (B + 8)m以下であることが同値であることを示す．
まず，S が 3-partition の条件を満たす S1;    ; Sm に分割できると仮定する．このとき，任意の
1  j  mに対して Sj = fij1 ; ij2 ; ij3gと表すことができ，3-partitionの条件から ij1 + ij2 + ij3 = B で
ある．Gから G0 への差分抽出コストが (B + 8)mであることを示す．Gに対して，次のような更新操作
を適用する．
1. 生成規則 Xr ! r(X1;1   X3m;1)の内容モデルを Y1;1   Ym;1 に更新する
2. 各 1  j  mに対して，以下を適用する
 非終端記号 Xj1;1 を Yj;1 に置換する
 終端記号 aj1 を bj に置換する
 2  k  ij1 に対して，非終端記号 Xj1;k を Yj;k に置換する
 非終端記号 Xj2;1 を Yj;ij1+1 に置換する
 終端記号 aj2 を nに置換する
 2  k  ij2 に対して，非終端記号 Xj2;k を Yj;ij1+k に置換する
 非終端記号 Xj3;1 を Yj;ij1+ij2+1 に置換する
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表 3.1 差分抽出問題の計算複雑さ
文法 文法間の等価性
意味 構文
正規木文法 EXPTIME 困難 NP 困難
単一型木文法 PSPACE 困難 NP 困難
局所木文法 PSPACE 困難 PTIME
 終端記号 aj3 を nに置換する
 2  k  ij3 に対して，非終端記号 Xj3;k を Yj;ij1+ij2+k に置換する
3. Pc の生成規則のうち，不要なもの (開始記号から到達不可能なもの)を削除する．このような生成
規則は 3m m = 2m個存在する．
上記の編集操作で得られた文法が G0 と一致することは容易に示せる．上記の編集コストを考えると，1
は 3m，2は (B + 3)m，3は 2mである．したがって，コストの合計は (B + 8)mである．
逆に，S が上記条件を満たす S1;    ; Sm に分割できないと仮定する．このとき，生成規則の追加・削
除／内容モデルの変更が行えない限り，G0 と等価な文法を得ることは不可能である．生成規則の追加の
コストは1であるため，この場合のコストは1となる． 2
これまでの結果をまとめたものを表 3.1に示す．
以下では，正規木文法の構文的な等価性を用いるものと仮定する．
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第 4章
正規木文法の差分抽出アルゴリズム
本章では，まず正規木文法の差分抽出が効率よく行える十分条件を示す．次に，その十分条件の下で正
規木文法の差分抽出を行う多項式時間アルゴリズムを示す．
4.1 正規木文法の差分抽出が効率よく行える十分条件
まず，生成規則の集合が「左辺の非終端記号が異なり，かつ右辺が同一 (終端記号が pcdataの場合は
除く)」である生成規則を含まないと仮定する．図 4.1に示すように，この仮定を満たさない正規木文法
はすべてこの仮定を満たすものに変換できる．したがって，この仮定を置いても一般性を失わない．
図 4.1 正規木文法に対する仮定
ここで，編集操作「生成規則の左辺の非終端記号の変更」は以下の条件の下でのみ許される，という制
限を設ける．
 生成規則の左辺の非終端記号を変更する場合，その規則の右辺は変更されない
 既に使われている非終端記号への変更は行わない
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前述の仮定と 2つの条件が成り立つ場合，「どの生成規則の非終端記号が変更されたか」は一意に特定
できる．したがって，更新前後の生成規則を比較して，右辺が一致しかつ左辺が一致しないものは，非終
端記号が変更されたとみなせる (図 4.2)．
図 4.2 非終端記号変更の例
以上の制限により，正規木文法の差分抽出問題は多項式時間で効率よく解くことができる．そのための
アルゴリズムを次節で示す．
4.2 正規木文法の差分抽出アルゴリズム
本節では，前節で示した十分条件の下で動く，2つの正規木文法の差分を抽出する多項式時間アルゴリ
ズムを示す．2 つの正規木文法 G = (N;T; S; P ) と G0 = (N 0; T 0; S0; P 0) の差分抽出を行うことを考え
る．本アルゴリズムは，以下の四つの差分を抽出する．
(D1) N と N 0 における差分
(D2) T と T 0 における差分
(D3) S と S0 における差分
(D4) P と P 0 における差分
まず，(D4)について考える．P と P 0 における差分を抽出するためには，P の生成規則と P 0 の生成規
則の対応を求め，その対応する生成規則の組ごとに，それぞれの生成規則の右辺の差分をとる必要があ
る．前節で示した十分条件の下では，いかなる生成規則 r 2 P でも，P 0 における生成規則のただ一つに
対応させることができる (もし P 0 に，対応すべき生成規則が含まれていない場合，rは P から「削除」さ
れている)．次に，対応する生成規則の組 (r, r0)ごとに，r と r0 の右辺を木としてとらえ (図 4.3)，木編
集距離を求めるアルゴリズムを用いて差分を求める．木編集距離を求めるアルゴリズムには様々なものが
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あるが [1]，本アルゴリズムの実装の際には文献 [15] で提案されたアルゴリズムを用いている（付録）．最
後に，生成規則の対応が決定されれば，(D1)，(D2)，(D3)の抽出は容易に可能である．
前節で示した十分条件の下でなくても，本アルゴリズムは正規木文法の差分を抽出することができる．
この場合，「生成規則 rの左辺の非終端記号を他の非終端記号に置換」が「rが削除され，rの左辺の非終
端記号が他の非終端記号に置換された生成規則が追加」と扱われてしまい，差分が冗長となる．
図 4.3 生成規則の右辺を木で表した例
差分抽出の例として，2つの正規木文法 (図 4.4)に対して上述の正規木文法の差分抽出アルゴリズムを
適用した場合の処理を以下に示す．
図 4.4 2つの正規木文法の例
1. N と N 0 における差分抽出
結果：「E の追加」
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2. T と T 0 における差分抽出
結果：「eの追加」
3. S と S0 における差分抽出
結果：「差分なし」
4. P と P 0 における差分抽出
（a）P と P 0 の間の生成規則の対応を求める
結果：
　　 A→ a(B;C)と A→ a(B;C+; D)，
　　 B → pcdata(ε)と B → pcdata(ε)，
　　 C → c(D;B)と C → c(E;B)，
　　 D→ pcdata(ε)と D → pcdata(ε)がそれぞれ対応
　　 E → e(AjD)の追加
（b）(a)で得られたそれぞれの対応する 2つの生成規則に対する，右辺における差分抽出 ((F1; F2)
の処理内容は省略する)
結果：
　　 Aにおいて，「+と の交換，D の追加」
　　 B において，「差分なし」
　　 C において，「D と E の交換」
　　 Dにおいて，「差分なし」
4.3 時間計算量
G = (N;T; S; P )と G0 = (N 0; T 0; S0; P 0)に対して，上記アルゴリズムを用いて Gと G0 の差分抽出を
行うために要する時間計算量を考える．まず，N と N 0 の差は O(jN j+ jN 0j)で得られる．同様に，T と
T 0 の差は O(jT j+ jT 0j)，S と S0 の差は O(jSj+ jS0j)で得られる．最後に，P と P 0 の差分について考
える．まず，P と P 0 の間の生成規則の対応を求めるのに O(jP j  jP 0j  jrmaxj)要する．ここで，jP jは
P に含まれる生成規則の数，rmax は P と P 0 における生成規則のうち右辺のサイズが最大のものを表し，
jrmaxjはそのサイズである．また，対応する生成規則の対 (r; r0)に対して，r と r0 の右辺の木表現をそ
れぞれ T，T 0 とし，n = max(jT j; jT 0j) とすると，上記の (T; T 0) を求めるには O(n3) 要する．更に，
Gに関して jN j  jP j，jT j  jP j，かつ jSj  jP jと仮定して一般性を失わない (G0 も同様)．以上から，
本アルゴリズムの時間計算量は次の通りである．
O(jP j  jP 0j  jrmaxj+ jP \ P 0j  (jrmaxj)3)
ここで，jP \ P 0jは P と P 0 との間で対応する生成規則の数である．
上記のように，アルゴリズムの時間計算量の最大次数は 3であるが，rmax は個々の生成規則の右辺の
サイズである．これは，通常，正規木文法全体のサイズと比べても相当小さいため，実用上の問題はほと
んど生じないと考えられる．
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第 5章
評価実験
本章では、本アルゴリズムの評価実験の結果を示す．RELAX NG や XML Schema は XML フォー
マットで記述されているので，X-Di[10]，XyDi[11]，Dimk[12]などの XML差分抽出ツールのよっ
て新旧スキーマの差分を抽出することができる。そこで、評価実験として、本アルゴリズムとこれらの
XML差分抽出ツールの差分抽出結果の比較を行った。
本アルゴリズムの実装は Rubyで行った．実験環境は以下の通りである．
 CPU：IntelCore2 Quad Q8400 2.66Ghz
 メモリ：4.00GB
 OSバージョン：Windows 7 Home Premium
 使用言語：Ruby 1.9.3
実験の具体的な手順は以下の通りである．
1. RELAX NG スキーマを用意する．今回は，relaxng.rng(要素数 44，行数 335)[13] と
VoiceXML10full.rng(要素数 69，行数 1040)[14] を用いた．
2. それぞれの RELAX NG スキーマに対してランダムに生成した編集操作列を適用し，更新後のス
キーマを作成する．これにより，「更新前の RELAX NG スキーマと更新後の RELAX NG スキー
マ」の組が得られる (表 5.1)
3. 2で得られた RELAX NGの組に対して本アルゴリズム，X-Di[10]，XyDi[11]，Dimk[12]を
それぞれ適用し，差分を抽出する．
表 5.1 スキーマと編集操作数
スキーマ 編集操作数
パターン 1a relaxng.rng 12
パターン 1b relaxng.rng 22
パターン 2a VoiceXML10full.rng 21
パターン 2b VoiceXML10full.rng 34
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表 5.2 実験結果
編集操作数 差分抽出結果
(差分長) 本アルゴリズム X-Di XyDi Dimk
パターン 1a 12 12 24 28 7(+5)
パターン 1b 22 22 187 30 14(+12)
パターン 2a 21 21 176 160 16(+9)
パターン 2b 34 34 278 61 26(+9)
表 5.2に結果を示す．本アルゴリズムでは，いずれのパターンでも適切に差分抽出が可能であった．一
方，X-Di，XyDiで RELAX NGの差分を抽出した場合，要素定義全体を削除/追加という差分抽出が
行われてしまう場合があり，差分がかなり冗長となった．例えば、次の RELAX NGについて考える．
1. <define name="anyThing">
2. <element name="anyThing">
3. <zeroOrMore>
4. <choice>
5. <ref name="TEXT" />
6. <ref name="anyThing" />
7. </choice>
8. </zeroOrMore>
9. </element>
10. </define>
この RELAX NGに対して編集操作を適用し，下記のように更新された (5行目：要素 Aを追加)．この
更新に対して，X-Diは「1から 10行目を全て削除し，新たに 1から 11行目を追加」という差分を抽出
した．
1. <define name="anyThing">
2. <element name="anyThing">
3. <zeroOrMore>
4. <choice>
5. <ref name="A" />
6. <ref name="TEXT" />
7. <ref name="anyThing" />
8. </choice>
9. </zeroOrMore>
10. </element>
11. </define>
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Dimkに関しては，編集操作「削除」を抽出することができない．そのため、手作業によってすべて
の「削除」を抽出しなければならない．表 5.2において，Dimkの差分抽出結果の他に，手作業で抽出し
た「削除」の差分を +xと表している (xは手作業で抽出した差分数)．例えば，パターン 1aでは Dimk
は 7つの差分を抽出し，さらに手作業で 5つの差分を抽出した．したがって、Dimkによって正確な差
分を得るためにはとても多くの時間が必要であった．
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第 6章
むすび
本稿ではまず，正規木文法の差分抽出問題について考察した．この問題は，正規木文法を単一型木文法
に制限した場合でも NP 困難であることが分かったため，差分抽出が効率よく行えるための十分条件を
求めた．更に，その十分条件の下で，正規木文法の差分抽出を行う効率の良いアルゴリズムを構成した．
評価実験の結果，本アルゴリズムは更新されたスキーマの変更内容を把握するには有用であると考えら
れる．
今後の課題として，DTD や XML Schema など，RELAX NG 以外の形式で記述されたスキーマにも
そのまま適用できるよう，実装を改良することが挙げられる．
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付録
生成規則の右辺の差分抽出アルゴリズム
2つの生成規則 p1，p2 が与えられたとき，それぞれの生成規則の右辺を木 T1，T2 とし，T1 を T2 へ更
新する為に必要な最短の編集操作列を求める．このアルゴリズムは編集操作列を再帰的に求め，その上で
最短の編集操作列を結果として出力するという構造をしている．また，文献 [15]のアルゴリズムの特徴と
して，LR keyrootsという概念を用いている．これによって無駄な探索を抑えることができ，計算時間
の短縮を可能にしている．まず，LR keyrootsについて説明する．
文献 [15] によって，LR keyroots は以下のように定義されている．
LR keyroots(T ) = fkj l(k) = l(k’) となる k’> k は存在しない g
ここで，
 T：木
 T [i]：後行順で i番目のノード
 l(i)：T [i]を根とする部分木で最も左の葉の番号
T [i]が葉なら l(i) = i
図 6.1 木 T1
すなわち，k が LR keyroots(T ) に含まれるなら，k は T の根もしくは l(k) 6= l(k’), つまり左
側の兄弟をもつノードの番号である．例えば木 T1(図 6.1) の場合，円で囲まれたノードが該当し，
LR keyroots(T ) = f3; 5; 6gとなる．以下，アルゴリズムとそこで用いられる記法の説明を示す．
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アルゴリズム
入力: 木 T1; T2
出力: T1 と T2 の差分 (add; delete; change)
メインループ
1. for i0 := 1 to jLR keyroots(T1)j
2. for j0 := 1 to jLR keyroots(T2)j
3. i = LR keyroots1[i0];
4. j = LR keyroots2[j0];
5. compute treedist(i; j);
treedist(i; j)の計算
1. forestdist(;) = 0;
2. for i1 := l(i) to i
3. forestdist(T1[l(i)::i1];) = forestdist(T1[l(i)::i1   1];) + (T1[i1] ! )
4. add << T1[i1]
5. for j1 := l(j) to j
6. forestdist(; T2[l(j)::j1]) = forestdist(; T2[l(j)::j1   1]) + ( ! T2[j1])
7. delete << T2[j1]
8. for i1 := l(i) to i
9. for j1 := l(j) to j
10. if l(i1) = l(i) and l(j1) = l(j) then
11. forestdist(T1[l(i)::i1]; T2[l(j)::j1)] = minf
12. forestdist(T1[l(i)::i1   1]; T2[l(j)::j1]) + (T1[i1] ! )
13. = min ならば  = add << T1[i1];
14.
15. forestdist(T1[l(i)::i1]; T2[l(j)::j1   1]) + ( ! T2[j1])
16. = min ならば = delete << T2[j1];
17.
18. forestdist(T1[l(i)::i1   1]; T2[l(j)::j1   1]) + (T1[i1] ! T2[j1])
19. = min ならば = if T1[i1] 6= T2[j1] then change << T1[i1]=T2[j1]g
20.
21. treedist(i1; j1) = forestdist(T1[l(i)::i1]; T2[l(j)::j1])
22. else
23. forestdist(T1[l(i)::i1]; T2[l(j)::j1]) = minf
24. forestdist(T1[l(i)::i1   1]; T2[l(j)::j1]) + (T1[i1] ! )
25. = min ならば = add << T1[i1];
26.
27. forestdist(T1[l(i)::i1]; T2[l(j)::j1   1]) + ( ! T2[j1])
28. = min ならば = delete << T2[j1];
29.
30. forestdist(T1[l(i)::l(i1)  1]; T2[l(j)::l(j1)  1]) + treedist(i1; j1)g
用いられる記法の説明
 add：追加するノードの集合
 delete：削除するノードの集合
 change：変更するノード対の集合
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 ：空 (ノード数 0)の木
 (T1[i1]! )：T1[i1]を削除するコスト
 (! T2[j1])：T2[j1]を追加するコスト
 (T1[i1] ! T2[j1])：T1[i1]を T2[j1]に変更するコスト，ただし，ノードの種類を以下の四つに分
類し，同じ種類のノード同士でのみ変更が認められる
{ 終端記号
{ 非終端記号
{「」や「+」など，子ノードの出現回数を指定する演算子
{「;」や「j」など，複数の子ノードを持つ演算子
 T1[i::j]：iから j 番目のノードからなる T の部分木の集合 (森). i  j なら T [i::j] = 
