Abstract. Consider the set of all digraphs on [N ] with M edges, whose minimum in-degree and minimum out-degree are at least k1 and k2 respectively. For k := min{k1, k2} ≥ 2 and M/N ≥ max{k1, k2} + ε, M = Θ(N ), we show that, among those digraphs, the fraction of kstrongly connected digraphs is 1 − O N −(k−1) ). Earlier with Dan Poole we identified a sharp edge-density threshold c * (k1, k2) for birth of a giant (k1, k2)-core in the random digraph D(n, m = [cn]). Combining the claims, for c > c * (k1, k2) with probability 1 − O N −(k−1) ) the giant (k1, k2)-core exists and is k-strongly connected.
E Poi(z j |k j − 1)
where z 1 , z 2 satisfy E Poi(z j |k j ) = M N . The RHS expression is also an asymptotic formula for D k (N, M ) the total number of all (k 1 , k 2 )-dicores, whose proof is a carbon copy of the formula (2.10) in Pittel [12] for the special case k 1 = k 2 = 1. (Without convergence rate, but under less restrictive condition on M = M (N ), that formula for D k (N, M ) had been proved by Pérez-Giménez and Wormald [11] .) So Corollary 1.2 follows from
;
. in fact, there are some α(c) = α(k, c) and β(c) = β(k, c), with α(c) > max{k 1 , k 2 }β(c), such that q.s. the (k 1 , k 2 )-core has β(c)n + O(n 1/2 log n) vertices and α(c)n + O(n 1/2 log n) edges.
Here "quite surely" means that the event in question has probability 1−O(n −K ), for all K > 0. Our study left open an issue of strong connectivity of the giant (k 1 , k 2 )-core for c > c * . Many years ago T. Luczak [6] proved that, for k ≥ 3, w.h.p. if a k-core is present in G(n, m) it must be kconnected. Dan Poole has conjectured that likewise, for k = min{k 1 , k 2 } ≥ 2 and c > c
) is k-strongly connected. The theorem 1.1 can be used to confirm Dan's conjecture. Here is how.
The proof of Theorem 1.3 in [14] was based on analysis of a deletion algorithm: at each step a uniformly random vertex, with either light indegree, i.e. below k 1 , or light out-degree, i.e. below k 2 , is deleted, together with all incident edges. Instead of D(n, m = [cn]), we considered a uniformly random multi-digraph D(n, m = [cn]), multiple loops and multiple edges allowed, on n vertices with m labeled edges. Conditioned on being simple,
) is simple with positive asymptotic probability e −c−c 2 /2 . Thus an event unlikely for D(n, m = [cn]) is equally unlikely for D(n, m = [cn]). It is convenient to view D(n, m = [cn]) as a directed version of a sequence model invented by Chvátal [2] for study of 3-colorability of G(n, m), m = O(n), and later used by Aronson, Frieze and Pittel [1] for analysis of a vertex deletion process at the heart of the Karp-Sipser greedy matching algorithm [5] .
Let us reproduce the definition of the sequence model from [14] , since it will be instrumental in our proofs in this paper as well. Given a sequence x = (x 1 , . . . , x 2m ), x i ∈ [n], we define a multi -digraph D x with vertex set [n] and (directed) edge set {x 2r−1 , x 2r } : 1 ≤ r ≤ m ; thus e x (i, j), the number of directed edges i → j, is |{r : x 2r−1 = i, x 2r = j}. The in-degree sequence δ x and the out-degree sequence ∆ x of D x are given by δ x (i) = |{r :
If x is distributed uniformly on the set [n] 2m then D x and D(n, m) are equi-distributed. Consequently δ x and ∆ x are mutually independent, each distributed multinomially, with m trials and n equally likely outcomes in each trial.
The deletion algorithm delivers a sequence {x(t)} where x(0) = x, and each x(t) ∈ ([n] ∪ {⋆}) 2m , where for all r, x 2r−1 (t) = ⋆ if and only if x 2r (t) = ⋆. The (⋆, ⋆) pairs mark the locations (2r − 1, 2r) in the original x(0) whose vertex occupants have been deleted after t steps. The process {x(t)} is obviously Markov, though the complexity of its sample space makes it intractable. Let s x be a [(k 1 + 1)(k 2 + 1) + 1]-tuple whose components are the counts of vertices that are in/out-light, in-light/out-heavy, in-heavy/outlight, in-heavy/out-heavy, and the total count of all edges in x. We need that many components since, to preserve Markovian property, we have to classify the in-light degrees and the out-light degrees according to their possible k 1 and k 2 values. Fortunately no similar classification is needed for the in-heavy degrees and the out-heavy degrees. It was proved in [14] that the process {s(t)} := {s x(t) } is indeed Markov, and that, conditioned on s(t), the sequence x(t) is uniform.
The upshot of this discussion is that, conditioned on the terminal vertex set and the terminal number of edges, the terminal sequence x is distributed uniformly. So Theorem 1.1 in combination with Theorem 1.3 from [14] yield
It is edge sparseness of the near-postcritical D(n, m), i.e. m being of order n, that forces us to push the in/out degrees minimally upward from 1. Pérez-Giménez and Wormald [11] proved that, when m/n → ∞, the random digraph, whose all in/out degrees are merely positive, is strongly connected with high probability.
Cooper and Frieze [3] studied a random directed graph with a given degree sequence, which is a counterpart of the random undirected graph first introduced and analyzed by Molloy and Reed [9] , [10] . Among other results, it was proven in [3] that for a "proper" in/out positive degree sequence the random digraph has a giant strongly-connected component comprised of almost all vertices.
Proof of Theorem 1.1
To analyze strong connectedness of D k (N, M ), we use the Chvátal-type sequence model. Each admissible sequence x is obtained by filling the M pairs of consecutive locations (2r − 1, 2r), r ∈ [M ], with the vertices from [N ] such that every vertex appears at least k 2 times in the odd-numbered locations and at least k 1 times in the even-numbered locations. Let δ, ∆ denote the in/out vertex degrees of an admissible sequence. Then
As in [14] , the total number S N,M of these sequences is given by
here z i and z o are the roots of
The subindices "i" and "o" stand for "in" and "out" respectively. The conditions (2.3) mean that z i and z o are the absolute minimum points for the functions
We need to show that w.h.p. the uniformly random sequence is such that the corresponding digraph is k := min{k 1 , k 2 }-strongly connected. To this end, we have to show that the number of sequences x, such that deletion of a set T of t < k vertices results in partition of [N ] \ T into the disjoint union of a source/sink set A and a sink/source set
It suffices to consider the case when |A| ≤ (N − t)/2. Since we are interested in the sequences that can be induced by a simple (k 1 , k 2 )-core, thus with each vertex of in-degree k 1 and out-degree k 2 at least, we may and will focus on |A| ≥ 2.
For certainty, let A be a source set. Let us consider t = 0 first. Let ν ∈ [2, N/2], µ = (µ 1 , µ 1,2 , µ 2 ), µ 1 + µ 1,2 + µ 2 = M . Let S ν,µ be the total number of the sequences x that contain a source set A of cardinality ν, such that µ 1 (µ 2 resp.) is the number of edges between the vertices in A (in B resp.), and µ 1,2 is the number of edges from vertices in A to vertices in B. It is necessary, of course, that
To be sure, the sequences x that contain several such source sets A will be counted more than once.
By symmetry,
here S ν,µ is the total number of special admissible sequences with parameters ν and µ. For an admissible sequence to be special, the first µ 1 ordered pairs must be formed by vertices from resp.) denote the number of pairs containing i in the right slot (the left slot resp.). Then necessarily
Enter the generating functions. Introduce the indeterminates x = (x 1 , x 1,2 , x 2 ), y = (y 1 , y 1,2 , y 2 ), and the notations
, and x = x 1,2 + x 2 , y = y 1 + y 1,2 . Using
we write
So, by (2.5),
To bound S ν,µ , we need an inequality
where γ k depends on k only. The proof follows from the Cauchy integral formula
and an inequality
see [12] . In addition, f k (x) is log-concave for x > 0 since
decreases with x. Using (2.10) and log-concavity of f k , we have
It follows then from (2.13) and (2.2) that
Denoting σ = M/N , and using σ > max{k 1 , k 2 }, the RHS of (2.15) attains its absolute minimum at
and u min ≥ 1 iff
Recall that we consider ρ = ν/N ≤ 1/2. All those ρ will meet the constraint (2.16) iff ρ * ≥ 1/2, which is equivalent to σ ≤ 3k 1 /2. So, for σ ≤ 3k 1 /2, from (2.2) we get
(2.17)
So, for all ρ ∈ (0, 1/2], we have
for all ρ ∈ (0, 1/2], whence for ρ ∈ 0, min{ρ * , 1/2} . Let σ > 3k 1 /2, so that ρ * < 1/2. In this case the bound (2.17) continues to hold for ρ ∈ (0, ρ * ]. However, for ρ ∈ [ρ * , 1/2] the RHS of (2.14) attains its minimum at u min = 1, and, instead of the bound (2.17), we get
Observe that
is increasing on (0, 1/2] as ρ(1 − ρ) is increasing. Therefore, as a function of ρ, K(ρ, σ) is convex on [ρ * , 1/2] iff
≥ 0 at ρ * , or equivalently, by (2.20), iff
From the definition of ρ * in (2.14) it follows that, as a function of k 1 , ρ * is increasing as long as ρ * ≤ 1/2. So the condition above holds for all k 1 ∈ [2, 2σ/3], if it does for k 1 = 2, in which case σ ≥ 3. An elementary algebraic verification does the job. Now ∂K(ρ,σ) ∂ρ = 0 at ρ = 1/2; so K(ρ, σ), the convex function on [ρ * , 1/2], attains its minimum at ρ = 1/2. Therefore K(ρ, σ) attains its maximum at the other end ρ * , and by definition of ρ * ,
Combining (2.17), (2.18), (2.19) and the last inequality, we conclude that S −1 N,M µ S ν,µ is uniformly exponentially small for all ν/N = ρ ∈ [ε, 1/2], ε > 0 being arbitrarily small, and for ρ < ε
Likewise the expected number of sink sets of size in [2, N/2] is O(N −2(k 2 −1) ). We conclude that the uniformly random (k 1 , k 2 )-core is strongly connected with probability 1
Let us show that in fact the random core is k-strongly connected with probability 1 − O N −(k−1) . That is, we want to show that for t ∈ [1,
, |A 2 | = ν 2 , and |A 3 | = ν 3 = t such that deletion of A 3 results in a digraph where A 1 is a source (sink) set. To do so we need to prove that the total number of sequences inducing such a partition of [N ] is o(S N,M ) as N → ∞. The argument is a natural extension of the proof of strong connectedness. So we will focus on the new details.
Introduce µ j , 1 ≤ j ≤ 3, the (generic) numbers of edges in the vertex sets A j , and µ i,j , the number of edges from the A i to the A j . For A 1 to be a source set upon deletion of A 3 we must have µ 2,1 = 0, and Let S ν,µ be the total number of the sequences with these parameters. Analogously to (2.5),
Here S ν,µ is defined like S ν,µ , with [N ] partitioned in three consecutive blocks A 1 , A 2 , A 3 of length ν 1 , ν 2 , and ν 3 = t. Analogously to (2.8), we have So, for t < k 1 (t < k 2 resp.), with probability 1 − O N −(k 1 −1) (1 − O N −(k 2 −1) resp.) there is no set A of cardinality in [2, (N − t)/2] which becomes a source set (sink set resp.) upon deletion of t vertices from [N ]\A. The proof of Theorem 1.1 is complete.
