Reduced-order models (ROMs) are usually thought of as computationally inexpensive mathematical representations that offer the potential for near real-time analysis. While most ROMs can operate in near real-time, their construction can however be computationally expensive as it requires accumulating a large number of system responses to input excitations. Furthermore, ROMs usually lack robustness with respect to parameter changes and therefore must often be rebuilt for each parameter variation. Together, these two issues underline the need for a fast and robust method for adapting pre-computed ROMs to new sets of physical or modeling parameters. To this effect, this paper presents an interpolation method based on the Grassmann manifold and its tangent space at a point that is applicable to structural, aerodynamic, aeroelastic and many other ROMs based on projection schemes. This method is illustrated here with the adaptation of CFD-based aeroelastic ROMs of complete fighter configurations to new values of the free-stream Mach number. Good correlations with results obtained from direct ROM reconstruction, highfidelity nonlinear and linear simulations are reported, thereby highlighting the potential of the proposed ROM adaptation method for near real-time aeroelastic predictions using pre-computed ROM databases. 
Reduced-order models (ROMs) are usually thought of as computationally inexpensive mathematical representations that offer the potential for near real-time analysis. While most ROMs can operate in near real-time, their construction can however be computationally expensive as it requires accumulating a large number of system responses to input excitations. Furthermore, ROMs usually lack robustness with respect to parameter changes and therefore must often be rebuilt for each parameter variation. Together, these two issues underline the need for a fast and robust method for adapting pre-computed ROMs to new sets of physical or modeling parameters. To this effect, this paper presents an interpolation method based on the Grassmann manifold and its tangent space at a point that is applicable to structural, aerodynamic, aeroelastic and many other ROMs based on projection schemes. This method is illustrated here with the adaptation of CFD-based aeroelastic ROMs of complete fighter configurations to new values of the free-stream Mach number. Good correlations with results obtained from direct ROM reconstruction, highfidelity nonlinear and linear simulations are reported, thereby highlighting the potential of the proposed ROM adaptation method for near real-time aeroelastic predictions using pre-computed ROM databases. 
I. Introduction
During the last two decades, giant strides have been achieved in many aspects of computational engineering and sciences. Higher-order mathematical models, better approximation methods and faster solution algorithms have been developed for many engineering applications. Computing speed barriers have also been shattered by hardware manufacturers. As a result, high-fidelity, physics-based mathematical models have become central to advances in almost all areas of engineering and sciences. These models emphasize as much as possible detailed representations in order to "avoid missing something". For many applications, they remain however computationally intensive and therefore are more often used in special circumstances than routinely. This is the case for CFD (Computational Fluid Dynamics)-based nonlinear aeroelastic simulations. Indeed, nonlinear, CFD-based aeroelastic models typically entail a major computational cost that is incurred by the need for high-fidelity fluid models in order to resolve the complex flow patterns present, for example, in the transonic regime. This cost is such that CFD-based nonlinear aeroelastic codes are applied nowadays to the analysis of a few, carefully chosen configurations, rather than routine analysis.
The last decade has also been marked by advances in the construction of Reduced-Order Models (ROMs) using a variety of projection methods. Unlike high-fidelity models, these seek the simplest mathematical representation that captures the dominant behavior of the system to be simulated. They are usually low-
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American Institute of Aeronautics and Astronautics dimensional in the sense that they involve a much smaller number of degrees of freedom (dofs) or unknowns than their high-fidelity counterparts. As such, they can operate in near real-time. For this reason, and because they can be sufficiently accurate, ROMs are often sought-after for many applications pertaining to design [1] , design optimization [2] , control [3] and dynamic data-driven systems [4, 5] , among others.
In the field of aeronautics, many approaches for constructing linear fluid and aeroelastic ROMs have been developed and shown to produce numerical results that compare well with those generated by high-fidelity nonlinear counterparts [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] . Among these approaches, the Proper Orthogonal Decomposition (POD) method [20, 21] is perhaps the most popular one. For example, the POD was successfully applied to the CFD-based aeroelastic analysis of a transport aircraft model [22] and two complete fighter jet configurations [23, 24, 25, 26, 28, 27] .
Unfortunately, design optimization, control, data-driven systems and many other applications typically involve parameter changes, and most if not all linear ROM technologies lack robustness with respect to parameter variations. For example, a POD-based fluid ROM is very sensitive to the free-stream Mach number. In particular, it does not approximate well the dynamics of the fluid flow when the free-stream
Mach number is different from that used for constructing the underlying POD basis, as shown in Section V.C of this paper. Therefore, performing "dynamic" computations using ROMs calls for constructing a new ROM each time a sensitive physical or modeling parameter is varied. However, reconstructing a ROM is in many cases a computationally intensive proposition as it requires accumulating new system responses from a new set of high-fidelity numerical simulations. For example, it was shown in [25] that for a complete F-16 configuration at Mach M ∞ = 0.9, the construction by the POD method of a CFD-based aeroelastic ROM with 69 dofs requires 3.85 hours CPU on a 15-processor Linux cluster. 95% of this CPU time is consumed by the calculation in the frequency domain of 99 snapshots associated with a high-fidelity aeroelastic model comprised of a finite element (FE) representation of the structure with 168,799 dofs and a CFD representation of the inviscid flow with 2,019,595 conservative variables. In comparison, predicting a few cycles of the aeroelastic response of the F-16 aircraft using the constructed ROM requires of the order of one minute CPU time on a single processor of the same Linux cluster. This example highlights the difference between the CPU time associated with exploiting a ROM and that required for constructing it. It also underscores the need for a fast computational algorithm for adapting a pre-computed ROM (or set of ROMs) to changes in the physical or modeling parameters.
To address the ROM adaptation issue raised above, at least three approaches have been considered in the aeronautical literature in the context of the POD method: the global POD (GPOD) [29, 30, 31] , the method of direct interpolation of the reduced-order basis vectors [15] and the subspace angle interpolation method [15, 23, 24, 26] .
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The basic idea behind the GPOD approach is to enrich the snapshot matrix with solutions corresponding to different values of the varied parameter(s). Not only does this approach naturally lose the optimal approximation property of the POD method, but in many cases it is not reliable. For example, it fails to properly adapt an aeroelastic ROM in the transonic regime to variations in the free-stream Mach number or angle of attack [25] .
As its name suggests, the direct interpolation approach constructs a new reduced-order basis associated with a new set of physical or modeling parameters by interpolating reduced-order bases that were precomputed for previous values of these parameters. Unfortunately, this simple approach is also doomed to failure. For example in the case of the POD method, the reduced-order basis vectors are orthogonal but the interpolation of orthogonal vectors is not guaranteed to construct a new set of orthogonal vectors.
Furthermore, this approach was also shown to fail for aeroelastic applications in the transonic regime [15, 32] .
The subspace angle interpolation approach adapts two ROMs associated with two different values of the physical or modeling parameter to a new parameter value by linearly interpolating the subspace angles between the two pre-computed reduced-order bases, rather than directly interpolating the vectors of these reduced-order bases. This approach, which was introduced in reference [15] , was successfully demonstrated in the context of the POD method and aeroelastic analysis of full aircraft configurations, when the freestream Mach number or angle of attack is varied [23, 24, 25, 26] . However, the subspace angle interpolation approach is a low-order interpolation method. Therefore, as shown in [24, 26] , is either inaccurate when the two parameters are far apart, or computationally inefficient when restricted to the interpolation between two pre-computed reduced-order bases corresponding to two parameters that are sufficiently close.
In this paper, an alternative method is proposed for adapting pre-computed ROMs to changes in physical or modeling parameters. This method, which is applicable to any set of ROMs for which a corresponding set of reduced-order bases can be identified, is based on notions and results from differential geometry. These include the Grassmann manifold, its tangent space at a point and the computation of geodesic paths on this manifold. The proposed ROM adaptation method also involves interpolation. However, it recognizes the fact that the interpolation problem typically involves some constraints -for example, an orthogonality property of the reduced-order basis as in the case of the POD or modal reduction method. For this reason, the proposed adaptation method first transports the pre-computed reduced-order bases to a "flat", constraintfree space. Next, it interpolates in this space the parametric data using a conventional approximation method. Finally, it transports back the interpolated result to the originating space where it constructs the sought-after reduced-order basis and adapted ROM. Furthermore, the new ROM adaptation method is shown to posses a relatively low computational complexity and to be robust. As such, it paves the way for near real-time prediction strategies based on ROM databases, ROM adaptation and ROM processing.
The remainder of this paper is organized as follows. First, the adaptation problem of interest is formulated in Section II. Then, relevant notions and results from differential geometry are reviewed in Section III.
Next, a computational framework for ROM adaptation based on interpolation in a vector space is proposed in Section IV. In particular, it is shown that this framework includes as a particular case the low-order subspace angle interpolation method [15, 23, 24, 26] . The proposed method is applied in Section V to the adaptation of aeroelastic ROMs of F-16 and F/A-18 fighter aircraft to new free-stream Mach numbers.
Finally, conclusions are offered in Section VI.
II. Problem Formulation
Consider the case of ROMs based on reduced-order bases such as those constructed by the POD method or some form of modal reduction method. Usually, such bases are constructed for given sets of physical and/or modeling parameters, each of which is referred to in this paper as an "operating point". An important and practical issue associated with such bases and their corresponding ROMs is their lack of robustness with respect to parameter changes. Interpolation is a natural and attractive idea for adapting them to a new operating point. Unfortunately, it is not a straightforward task. For example, reduced-order bases constructed using the POD and modal analysis methods are orthogonal, but the standard interpolation of orthogonal vectors does not necessarily produce a set of orthogonal vectors. More generally, the standard interpolation of a set of bases does not necessarily produce a basis. For this reason, a more appropriate adaptation method which nevertheless involves an interpolation component is sought-after in this paper. To this effect, the ROM adaptation problem is formulated here as follows.
Problem. Let N R > 1 ROMs of the same dimension and their corresponding orthogonal reduced-order bases constructed at N R operating points λ j , with λ j = λ i for j = i, be given, and let Λ denote the set of respective operating points of these ROMs
Interpolate the given reduced-order bases in order to rapidly construct a new ROM that can reliably operate
III. Review of Some Notions and Results from Differential Geometry
A. The Grassmann manifold and its tangent space at a point Grassmann manifold [33, 34, 35, 36, 37] 
non-uniquely represented by a matrix Φ ∈ R N f ×NΦ whose columns span the subspace S a . For these reasons, the Grassmann manifold offers a suitable framework for manipulating reduced-order bases. The matrices Φ belong to the so-called noncompact Stiefel manifold ST (N Φ , N f ) [33, 37] , which is defined as the set of all N f × N Φ matrices of rank N Φ . In this work, the matrices Φ are chosen among those whose columns form a set of orthonormal vectors of R N f . Therefore, they are chosen in the compact Stiefel manifold [33] which is the subset of orthonormal matrices in ST (N Φ , N f ). There exists a projection map [33] from
can span the same subspace. At each point S of the manifold G(N Φ , N f ), there exists a tangent space [33, 37] of the same dimension [37] . This space is denoted by T S and each of its points can be represented by a matrix Γ ∈ R N f ×NΦ . This tangent space is a vector space which has its origin at the point of tangency.
Hence, T S is a "flat" space -that is, a space in which interpolation can be performed as usual.
B. Geodesic path on a Grassmann manifold
A geodesic is defined as the shortest path [40] between two points of a differential manifold. For example, a geodesic on a sphere is a great-circle. This path is also a trajectory associated with a second-order ordinary differential equation [34, 37, 41] . Thus, a geodesic path is uniquely defined by two initial conditions. These are typically its initial position and initial derivative [40] . A geodesic path can be parameterized by a scalar variable, denoted here by t, so that it can be represented by a twice differentiable function Y(t), 0 ≤ t ≤ 1.
In this case, Y(0) is the initial point of the geodesic and Y(1) its final point. As the initial derivativeẎ(0) belongs to the tangent space at Y(0), there is a fundamental link between the concept of a geodesic and that of the exponential mapping which maps a tangent space to the manifold itself [33, 34, 41, 40] . This link is established by the following mathematical result.
given by
In the case of a Grassmann manifold, an explicit formula for the exponential mapping between a point of a tangent space to the manifold and the manifold itself is given by the following additional result [39] .
However, in the present work, a matrix with columns spanning the subspace of size N f × N Φ is prefered to canonical coordinates such as the Plucker-Grassmann [38] coordinates to represent a point of this manifold. This is a common approach [37, 39] as the Plucker-Grassmann coordinates are not practical from the computational viewpoint.
Result 2. Let Ψ denote an orthogonal matrix whose columns span S ∈ G(N Φ , N f ) and χ denote a point of T S spanned by the columns of a matrix Γ. The exponential mapping Exp S maps χ to an N Φ -dimensional subspace S represented by an orthogonal matrix Ψ ∈ R N f ×NΦ that is given by [39] 
In Eq. (3) above, Σ ∈ R NΦ×NΦ is a diagonal matrix containing the singular values of Γ and U ∈ R N f ×NΦ and V ∈ R NΦ×NΦ are orthogonal matrices.
The inverse of the exponential map, known as the logarithmic map, is denoted by Log S and defined in a neighborhood [40, 36] of S ∈ G(N Φ , N f ). Given an origin point of the manifold, it defines a mapping between a neighborhood of this point and the tangent space to the manifold at that origin. The following result enables the practical computation of the logarithmic map.
Result 3. Let Ψ and Ψ denote two orthogonal matrices whose columns span a subspace S and a subspace S in the neighborhood of S, respectively. The image of S by the logarithmic map Log S , χ = Log S S ∈ T S , is represented by the matrix Γ given by [39] (
Note that Log S S = 0 N f ×NΦ , which makes the point S the origin of the tangent space at S.
An explicit parameterization of the geodesic path is given by the following fourth mathematical result [33] .
Result 4. Let Ψ be an orthogonal matrix representing Y 0 ∈ G(N Φ , N f ) and
be the matrix representing χ ∈ T Y0 . The parametric representation of the geodesic path on
Note that (8) and (4) are compatible with the general definition of the exponential map given in (2).
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IV. A Computational Framework for ROM Adaptation Based on Interpolation in a Vector Space
Given: (a) a set of N R pre-computed reduced-order bases characterized by the same dimension N Φ but different operating points {λ i }
and (c) the basic data needed for constructing a ROM from a given reduced-order basis (usually, a high-fidelity model), the ROM adaptation method proposed in this paper first constructs a new reduced-order basis for a new operating point λ N R / ∈ Λ see (1) and the corresponding matrix Ψ N R ∈ R N f ×NΦ , then constructs the sought-after adapted ROM from the knowledge of the basic data and Ψ N R -for example, by projecting this data onto Ψ N R . In this section, this ROM adaptation method is first described in the particular case of two pre-computed reduced-order bases (N R = 2) and a single physical or modeling parameter per operating point. Next, it is formalized for the general case of an arbitrary number of pre-computed reduced-order bases, N R , and an arbitrary number of parameters per operating point, N p . The discussion of the aforementioned special case is not necessary for specifying the proposed ROM adaptation method. However, it highlights its differential geometry interpretation, which is expected to ease the understanding of this method by the reader.
Finally, it is mentioned that it was recently proved that the subspace angle interpolation method [15, 23, 24, 26] is a particular, low-order case, of the proposed ROM adaptation method.
A. The special case of two pre-computed reduced-order bases and one parameter per operating point
Let Ψ 0 ∈ R N f ×NΦ and Ψ 1 ∈ R N f ×NΦ represent two reduced-order bases pre-computed at two different operating points λ 0 and λ 1 corresponding to two different values s 0 and s 1 of a physical or modeling parameter s. The proposed procedure for adapting the two available reduced-order bases to a new operating pointλ corresponding to a values of s that is different from both s 0 and s 1 can be described in this case as follows.
Let S 0 and S 1 denote the two points of G(N Φ , N f ) that are spanned by the columns of the matrices Ψ 0 and Ψ 1 , respectively, and let Y(t) denote the geodesic between these two points with S 0 chosen as its origin -that is, the geodesic on
Let T S0 denote the tangent space to G(N Φ , N f ) at S 0 containing the initial derivativeẎ(0). From Eq. (2) of Result 1, it follows thatẎ
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American Institute of Aeronautics and Astronautics and from Eqs. (5,6) of Result 3, it follows that the matrix representing the initial derivativeẎ 0 is given by
LetS denote the point of G(N Φ , N f ) representing the reduced-order basis (yet to be found) adapted for the operating pointλ, and letỸ(t) denote the geodesic between S 0 andS with S 0 chosen as its originthat is, the geodesic on G(N Φ , N f ) satisfyingỸ(0) = S 0 andỸ(1) =S. Since the tangent space T S0 is a flat vector space and S 0 is its origin, the data (Log S0 S 0 = 0), (Log S0 S 1 =Ẏ 0 ) can be interpolated in this plane to obtain the following approximation of the the initial derivative ofỸ
can be described as the "reduced interpolation parameter". From Eq. (6) of Result 3, it follows that the representative matrix ofẎ 0 isΓ
From Eq. 
Therefore,Ỹ
which in view of Eq. (6) and Eq. (8) impliesỸ
SinceỸ (1) =S, it follows that in this case, the reduced-order basis adaptation method described so far interprets the geodesic originating at the point S 0 associated with the value s 0 of the parameter s and ending at the point S 1 associated with the value s 1 of s as the path on G(N Φ , N f ) which passes through all the 
More specifically, given two matrices Ψ 0 and Ψ 1 associated with S 0 and S 1 (and therefore with s 0 and s 1 ) and representing two pre-computed reduced-order bases, the proposed adaptation method constructs in this case for each value of the parameter s ∈ [s 0 , s 1 ] a reduced-order basis Ψ(s) as follows
B. The general case
Here, the adaptation method presented in Section IV.A is extended to the case of an arbitrary number of precomputed reduced-order bases, N R , and an arbitrary number number of physical or modeling parameters per operating point, N p . This generalization is first described, then expressed as a four-step numerical algorithm.
To begin, one of the N R pre-computed reduced-order bases is chosen as a reference point of the Grassmann manifold of interest. Between this and each other pre-computed and considered point of the manifold, a geodesic path is determined as described in Section IV.A. However, because the operating points of each pair of reference points and other pre-computed points of the manifold do not necessarily differ by the value of a single parameter s, the geodesic that connects them does not necessarily represent in this case the variation of an appropriate reduced-order basis with the parameter s. Nevertheless, it is important to note that all such geodesics share the same initial position defined by the chosen reference point on the Grassmann manifold, but each has a different initial derivative.
Next, the initial derivatives, all of which belong to the tangent space at the chosen reference point, are interpolated using a preferred univariate or multivariate method, depending on whether the operating points contain a single or multiple parameters.
Finally, the interpolated initial derivative is combined with the initial position defined by the chosen reference point to determine a new geodesic on the Grassmann manifold. The end point of this geodesic delivers the sought-after adapted reduced-order basis. American Institute of Aeronautics and Astronautics on manifolds [36] or the computation of averages of affine-invariant point configurations [39] operate on tangent spaces to manifolds.
The generalized adaptation method described above can be written as a four-step algorithm as follows. in four steps as follows.
•
Step 0. A point S i0 of the manifold is chosen as a reference and origin point for the interpolation.
• Step 1. The tangent space T Si 0 and those points among
which lie in a sufficiently small neigborhood of S i0 are now considered. More specifically, each point S i that is sufficiently close to S i0 is mapped to a matrix Γ i representing a point χ i of T Si 0 using the logarithm map Log Si 0 . This can be written as
Note that each χ i point can be related to a geodesic, as (S 0 , χ i ) is the initial condition of the geodesic path on the manifold between S 0 and S i (for example, see Figure 1 ).
• Step 2. Each entry of the matrix Γ N R associated with the target operating point λ N R is computed by interpolating the corresponding entries of the matrices {Γ i } ∈ R N f ×NΦ associated with the operating points {λ i }. The choice of interpolation method depends on the number of physical parameters contained in each operating point, N p . When N p = 1, a univariate -typically, a Lagrange-type -interpolation method is chosen. Otherwise, a multivariate interpolation scheme (see for example [42, 43] )
is chosen.
• Step 3. The matrix Γ N R representing χ N R ∈ T Si 0 is mapped to a subspace S N R on the Grassmann manifold spanned by a matrix Ψ N R using the exponential map Exp Si 0 . This can be written as
The adaptation procedure specified in the above Algorithm can be described as an interpolation method in a tangent space to a Grassmann manifold. It is graphically depicted in Figure 2 .
of 31
American Institute of Aeronautics and Astronautics REMARK 2. Because the logarithmic map Log S is defined in a neighborhood of S ∈ G(N Φ , N f ), the adaptation method described above is not sensitive, in principle, to the choice of the reference point S i0 made in Step 0. This is confirmed in practice as will be shown in Section V.E.
C. Relation with the subspace angle interpolation method
The authors have proven [44] that the subspace angle interpolation method [15, 23, 24, 26] is identical to the interpolation in a tangent space to the Grassmann manifold of two and only two reduced-order bases.
Hence, the interpolation method proposed in Section IV.B can be viewed as a higher-order extension of the subspace angle interpolation method, or in other terms, its generalization to an arbitrary number of ROMs. 
D. Computational complexity
Here, N R denotes the number of ROMs participating in the adaptation procedure. As before, N f denotes the dimension of the background high-order computational model, and all pre-computed reduced-order bases are assumed to have the same dimension N Φ << N f . Using this notation, the computational complexity of the method of interpolation in a tangent space to a Grassmann manifold described in Section IV.B is described below. For simplicity, the case N p = 1 is assumed.
• Step 1. N R − 1 thin SVDs are performed for a total asymptotic computational cost equal to (
• Step 2. In the case of a univariate interpolation, a Lagrange interpolation in the tangent space is performed at an asymptotic computational cost equal to N R × O(N f N Φ ).
of 31
American Institute of Aeronautics and Astronautics Figure 2 . A graphical description of the interpolation of four subspaces in a tangent space to a Grassmann manifold.
• Step 3. One thin SVD is performed at an asymptotic computational cost equal to
Hence, the total asymptotic computational complexity of a univariate interpolation in a tangent space to a Grassmann manifold grows only as N R ×O(N f N 2 Φ ). Therefore, this complexity is a linear function of the size of the underlying high-order computational model, which suggests that the proposed interpolation method is computationally efficient.
E. ROM adaptation
After an adapted reduced-order basis is constructed as described in Section IV.B, an adapted ROM can be built using the same procedure that was used in the first place for constructing the pre-computed ROMs from the pre-computed reduced-order bases. Given that in most model reduction methods based on reduced-order bases the phase of construction of the reduced-order basis dominates the total CPU time and is intrinsically expensive (for example, see [25] ), and given the computational complexity results of Section IV.D, the ROM adaptation method proposed in this paper is a significantly more economical alternative to direct ROM reconstruction.
REMARK 3. Because the proposed ROM adaptation method is essentially based on interpolation and all
ROMs discussed in this paper are based on the POD method, the words "adaptation" and "interpolation" are used interchangeably throughout the remainder of this paper and imply the same thing whether used in front of the words POD basis or the word ROM.
V. Application to CFD-Based Computational Aeroelasticity
In this section, the proposed ROM adaptation method is illustrated with its application to the CFD-based aeroelastic analysis of two fighter aircraft configurations: a clean wing F-16 Block 40 configuration and a limit-cycle F/A-18 configuration. In both cases, the POD method [45] (sometimes also referred to as the principal component analysis or the Karhunen-Loeve method) is chosen as the underlying model reduction method. All computations are performed within the CFD-based aeroelastic code AERO [46, 47] .
First, the adopted high-fidelity aeroelastic computational model and its POD-based reduced-order counterpart are briefly overviewed. Then, the proposed ROM adaptation method is specialized to the target application. Next, its performance is assessed for each of the two fighter applications. Finally, the robustness of the proposed ROM adaptation with respect to the choice of the reference pre-computed reduced-order basis and its relationship to the subspace angle interpolation method are highlighted.
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A. Linearized high-fidelity and POD-based aeroelastic reduced-order models
Although computational aeroelasticity involves the coupling of fluid and structural subsystem models, model reduction is performed here for each of them separately following the approach advocated in [25, 23] . This decoupled reduced-order modeling approach has several advantages. First, it allows using the most suitable ROM technique for each individual discipline. Second, it allows formulating the fluid model in nondimensional form, thereby making its reduced-order basis independent of the free-stream pressure and density.
The latter property makes the adaptation of the resulting aeroelastic ROM to a variation of altitude a trivial task.
A high-fidelity, CFD-based, non-linear aeroelastic system can be non-dimensionalized and linearized around an equilibrium point to obtain the following form of the semi-discrete system of equations governing its fluid subsystem (see, for example [48, 25, 23, 24, 26] )
Here, the bar notation designates a non-dimensional quantity, w denotes the fluid state vector in conservation variables, ", τ " designates the partial derivative with respect to the non-dimensional time τ ,H ∈ R denotes the coupling matrix with the structural model that is part of the aeroelastic system of interest, N s denotes the dimension of the structural model andȳ ∈ R 2Ns denotes its state vector in space-state form.
where a dot designates the dimensional time-derivative andū ∈ R Ns andu ∈ R Ns denote the vectors of structural displacements and velocities, respectively. For a pure fluid problem,Bȳ is set to 0 in Eq. (24) .
The fluid ROM associated with the higher-order computational fluid model described above is represented here by the following two mathematical entities:
1. A full column rank matrix Φ ∈ R N f ×NΦ whose columns represent the basis of a subspace and which satisfies the orthogonality condition
where N Φ << N f and I NΦ denotes the identity matrix of dimension N Φ . In this work, Φ is obtained
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2. The reduced-order form of Eq. (24) which can be written as
whereH r ∈ R NΦ×NΦ denotes the projection ofH onto the subspace spanned by the columns of Φ, w r denotes the projection onto the same subspace of the underlying non-dimensional full-order fluid state vector -that is,w
the T superscript designates the transpose of a quantity andB r ∈ R NΦ×2Ns denotes the projection of B onto the subspace spanned by the columns of Φ.
The linear ROM chosen for modeling the dynamics of the structural subsystem is based on the classical model reduction. Hence, it is represented here by the following three mathematical entities:
1. A set of N m natural modes of the "dry" structure represented by the matrix of eigenvectors X ∈ R Ns×Nm .
2. The corresponding matrix of eigenvalues (squares of natural circular frequencies) Ω 2 ∈ R Nm×Nm .
3. The reduced-order form of the governing equation of dynamic equilibrium which can be written as (see, for example, references [23, 24, 26] )
where u m denotes the vector of generalized (modal) coordinates,
f ext denotes the vector of external forces (including the aerodynamic forces) acting on the structure and the subscript o designates the chosen equilibrium (or linearization) point.
Hence, the linear aeroelastic ROM chosen in this work can be fully described by:
1. The matrices Φ ∈ R N f ×NΦ , X ∈ R Ns×Nm and Ω 2 ∈ R Nm×Nm defined above.
2. The coupled system of governing equations (w r ) ,τ −H rwr +B rȳr = 0
B. Aeroelastic ROM adaptation
Let M ∞ denote the free-stream Mach number. For simplicity but without any loss of generality, this physical parameter is the only parameter considered in all following sections for defining an operating point λ. Its significance is emphasized by noting that Eq. (27) , which governs the ROM of the fluid subsystem, is obtained by linearizing the Euler equations around this free-stream condition. Furthermore, it is assumed that the following data is either given or pre-computed: • (A2) A single linear structural ROM.
Then, the objective is to exploit the above data to rapidly construct a linear aeroelastic ROM at a specified operating point λ l = M ∞ l with M ∞ l / ∈ M, using the adaptive method described in Section IV.
To complete the description of this adaptation method, only the interpolation algorithm to be applied in the tangent space to the Grassmann manifold at the chosen reference point needs be specified. For this problem, the simple Lagrangian approximation scheme is chosen for this purpose. Therefore, after a reference reduced-order basis associated with a reference Mach number M ∞i 0 is chosen and denoted here by S 0 ∈ G(N Φ , N f ), the data Γ i (M ∞i ) in the tangent space to G(N Φ , N f ) at S 0 representing the initial derivatives of the trajectories Y i associated with the parameters λ i = M ∞i is interpolated as follows note
Then, using Eq. (22) and piece-wise linear interpolations were reattempted in the same interval M ∞ ∈ [0.923, 1.114] using the subspace angle interpolation method (see [26] for details). The obtained results, which were first reported in [26] , are included here in Figure 6 as a reference point. The reader can observe that in this case, the piece-wise linearly interpolated ROMs using the subspace angle interpolation method track relatively well
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American Institute of Aeronautics and Astronautics E. Robustness with respect to the choice of reference reduced-order basis
In REMARK 2 of Section IV.B, it was stated that the proposed ROM adaptation method is robust with respect to the choice of the reference point where the tangent to the relevant Grassmann manifold is constructed, as long as all pre-computed ROMs to be interpolated are chosen in the neighborhood of the reference point. This statement is supported here by one example, namely, the problem of interpolating all four pre-
American Institute of Aeronautics and Astronautics 
F. Relation to the subspace angle interpolation method
In Section IV.C, it was mentioned that it was recently proved that the subspace angle interpolation method corresponds to the particular case of a two-point Grassmann interpolation method [44] . This statement is 
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VI. Conclusions
There are three important facts to keep in mind when considering a linear reduced-order model (ROM):
(1) it is typically constructed at a given operating point that can depend on multiple physical or modeling parameters, (2) its construction can be CPU intensive, and (3) once constructed, it often lacks robustness with respect to changes in the operating point. Hence, the routine usage of a ROM-based computational technology in applications such as design, analysis, and test operations calls for a means for adapting a set of pre-computed ROMs to a new, "last minute", operating point. To this effect, this paper has presented a new ROM adaptation method based on interpolation in a tangent space to a Grassmann manifod. This were demonstrated in both cases. The proposed ROM adaptation method is expected to pave the way for a new computational strategy based on ROM databases. Indeed, assuming that a minimal set of reduced-order bases has been pre-computed for a number of pre-selected operating points and stored in a database, when a request is formulated for a ROM at an operating point that is not available in this database, the proposed ROM adaptation method is a promising technology for enabling the computation in near real-time of a new ROM associated with the desired operating point.
