Network topology has significant impacts on network capacity. The channel capacity, as one of the important aspects of network capacity, can be enhanced by the emerging cooperative communications. However, new challenges are arisen for topology control in mobile ad hoc networks (MANETs) and they merit further research. In this paper, we investigate the topology control problem with cooperative communications and propose a novel Capacity-Optimized COoperative (COCO) topology control scheme, where both upper layer network capacity and physical layer relay selections are considered. In addition, only the channel estimate, not the perfect channel status, is assumed known in our scheme. The topology control problem in MANETs is formulated as a discrete stochastic optimization problem, which can be solved using a stochastic approximation approach. Simulation results are presented to show the effectiveness of the proposed scheme.
I. INTRODUCTION
Recently, there has been significant growth in wireless applications, which demand higher bandwidth and increased reliability. New techniques such as diversity combining in wireless communications have emerged to increase wireless bandwidth and reliability. Conventional point-to-point direct transmissions decode the information based on the direct sourcedestination signal, while cooperative communications [1] exploit user diversity by decoding the combined signal of direct source-destination signal and relayed signals of interest from assistant relays. As a result, cooperative communications are now regarded as a promising approach to increase spectral and power efficiency, network coverage, and to reduce outage probability [2] .
According to the signal processing at the relay, there are basically two types of cooperative protocols for fixed relaying schemes: Amplify-and-Forward and Decode-and-Forward. Relay selection is a critical technology for cooperative protocols [3] . Proper relay selection schemes can further improve transmission rate and reliability [4] .
Although extensive research has been done on cooperative communications, most existing works are focused on physical layer issues, such as decreasing outage probability and increasing outage capacity [4] , which are only link-wide metrics. However, from the network's point of view, it may be insufficient for the overall network performance, such as the network capacity. Therefore, many upper layer aspects of cooperative communications merit further research, e.g., the impacts on network structure and topology control, especially in mobile mobile ad hoc networks (MANETs). Indeed, most current studies on MANETs are based on traditional simple point-to-point non-cooperative wireless links.
Particularly, relay selection in cooperative communications can have significant impacts on the network topology of MANETs. In essence, network topology control is to determine where to deploy the links and how the links work in wireless networks to form a good network topology. A good topology is the one that can optimize the global network performance while preserve some global graph property (i.e., connectivity) [5] , [6] . This paper presents a novel Capacity-Optimized COoperative (COCO) topology control scheme for MANETs with cooperative communications. Most existing topology control schemes assume a perfect known wireless channel. However, in practice, it is difficult to have the perfect knowledge of a dynamic channel [7] , [8] . With only channel estimate available in COCO, the topology control problem in MANETs is formulated as a discrete stochastic optimization problem, which can be solved using a stochastic approximation approach [9]- [12] . It considers both upper layer network capacity and physical layer relay selection. To the best of our knowledge, COCO is the first topology control scheme for MANETs with cooperative communications and noisy channel estimates. With this scheme, relay selection is extended to a network-wide behavior taking network capacity into account. The simulation results show that network capacity can be improved substantially in the proposed scheme.
The rest of the paper is structured as follows. Section II presents the network model and formulation of the topology control problem. The proposed COCO topology control scheme will be detailed in Section III. Simulation results are presented and discussed in Section IV. Finally, Section V concludes this study.
II. NETWORK MODEL AND TOPOLOGY CONTROL FORMULATION
In general, a wireless network can be mapped into a graph G(V, E), where V is the set of nodes in the network and E is the edge set representing the wireless links. A link is generally composed of two nodes which are in the transmission range of each other in classical MANETs. The topology of such a classical MANET is parameterized by some controllable parameters, which determine the existence of wireless links directly. Usually, these parameters can be transmit power and antenna directions, etc. A general topology control problem can be expressed as
The above topology control problem consists of three elements, which can be formulated by a triple M, P, O , where M represents network model, P represents the desired network property, which often refers to network connectivity for most of topology control algorithms, and O refers to the optimization objective [13] . The problem (1) uses the original network topology G, which contains mobile nodes and link connections, as the input. According to the objective function, a new good topology G * (V, E * ) will be constructed as the output of the the algorithm. G * should contain all mobile nodes in G, and the link connections E * should preserve network connectivity without partitioning the network. The structure of resulting topology is strongly related to the optimization objective function, which is f (G) in (1). For MANETs, it is difficult to collect the entire network information. Therefore, the above centralized topology control should be solved using a distributed algorithm, which generally requires only local knowledge, and the algorithm is run at every node independently. Consequently, each node in the network is responsible for managing the links to all its neighbors only. If all the neighbor connections are preserved, the end-to-end connectivity is then guaranteed via a hop-byhop manner.
The wireless links in cooperative communications are more complex than the conventional point-to-point wireless links. A cooperative link usually consists of three nodes: source (S), relay (R) and destination (D). As a result, the link is presented by (S, R, D) and the topology becomes
If the relay is changed, the link is then changed. Therefore, relay selection criteria can have significant impacts on the network topology.
In this paper, we consider three types of transmission protocols for a link: point-to-point direct transmissions, conventional multi-hop transmissions and cooperative transmissions. Direct transmissions and multi-hop transmissions can be considered as special types of cooperative transmissions. A direct transmission utilizes no relays while a multi-hop transmission does not combines signals at the destination. We assume that nodes can determine the best protocol for transmissions according to the objective of COCO. In the following section, we will detail the design of COCO.
III. CAPACITY-OPTIMIZED COOPERATIVE TOPOLOGY CONTROL
It is generally agreed in the literature that the reduced graph should be sparse to mitigate collisions and packet retransmissions, which leads to reduced power consumption and extended network lifetime. However, if too many edges are removed from the topology, data packets may traverse along an unacceptably long path. A fundamental issue has been pointed out in [14] that the performance of multi-hop wireless networks will degrade sharply as the number of hops traversed increases. Another fact is that reducing interference can increase network capacity [5] , [14] . However, interference is not sufficient. Our previous work [15] indicates that link capacity, interference and path length have a comprehensive impact on network capacity.
COCO described in this section formulates topology control as a discrete stochastic optimization problem. Therein the network capacity expression is used as its objective function, which takes link capacity and interference into consideration. The network connectivity and path length are regarded as constraints for the optimization problem. A discrete stochastic approximation approach is then adopted to solve the problem. This approach can be improved to track time-varying changes. Therefore, network topology is reconfigured in time.
A. Objective Function
As an optimization problem, the objective function is the most paramount component. In COCO, the objective function is set to reflect the state of network capacity. As concluded in [15] , the up-bound of network capacity is determined by various factors. On the one hand, link capacity is one of the main factors. Study in [4] shows that cooperative transmissions do not always outperform direct transmissions. If there exists no such a relay that makes cooperative transmissions have larger outage capacity, we rather transmit information directly or via multi-hops. On the other hand, other nodes in the transmission range have to be silent in order not to disrupt the transmission due to the open shared wireless media. The affected nodes include the neighbors of the source, the neighbors of the destination, as well as the neighbors of the relay.
Given a node 0 and its neighbor set V N = {1, 2, · · · , n}, the selected relay set for all its neighbors is θ = (θ 1 , θ 2 , · · · , θ n ). Let Θ denote the set of all the possible relays for its neighbors. Therefore, θ ∈ Θ. For any one of its neighbors j, suppose that θ j ∈ Θ j = {0, 1, . . . , n, n + 1, . . . , 2n} \ {j, n + j}. The link outage capacity attains to
where γ(θ j ) = (γ 0 , γ 1 , γ 2 ) and u ε (γ(θ j )) are derived under the condition that the outage probability equals to ε [4] . Herein, (2) combines the three types of transmission protocols together. The case θ j = 0 corresponds to direct transmissions. For the other two relaying cases, if θ j is selected for cooperative relaying, θ j + n is the same selected relay node but for multi-hop relaying. The expression for each case can be found in [4] . In the smart selective decode-and-forward (SSDF) relaying [4] , a relay is used only when relaying is beneficial. The case of not using the relay corresponds to the direct transmission in (2) . Distinct from SSDF, in addition to considering the cooperative transmission, the objective function of COCO extends the link-wide behavior into a networkwide perspective by taking into account the interference.
The interference set of a link in MANETs with cooperative communications is
where Cov(θ j ) is the coverage of a node, i.e., Cov(θ j ) = V N (θ j ). Only the source and the destination are involved in direction transmissions. The interference set is the neighbors of these two nodes. For multi-hop transmissions, the links from the source to the relay and from the relay to the destination are active in separate periods. Its interference set is the maximum of the two links. For cooperative transmissions, three nodes are involved simultaneously. Therefore, its interference is the neighbors of the source, the relay and the destination.
The objective function is set as follows to optimize network capacity,
Assume that the MAC function can avoid interference among different adjacent links. Therefore, each node can independently determine its relay. In this sense, we get max Cε(γ(θj )) |I(θj )|
= max
Cε(γ(θj )) |I(θj )| . The topology control formulation then is equivalent to
where
The topology control problem (4) is divided into n independent and parallel subproblems (5) . Distributed and parallel computing can be adopted to accelerate the computational speed. For the specific jth optimization subproblem, the solution space size Θ j is n(2n − 1), much smaller than (2n − 1) n of Θ in (4). As a result, the computational load is dramatically reduced.
B. Constraints
At least two aspects of constraints are necessarily taken into consideration in the capacity-optimized topology control problem. One is network connectivity, which is also the basic element P in the topology control triple M, P, O . Actually, the end-to-end network connectivity is guaranteed via a hop-by-hop manner in the objective function. Every node is in charge of the connections to all its neighbors. If all the neighbor connections are guaranteed, the end-to-end connectivity in the whole network is also preserved [6] .
The other aspect that determines network capacity is the path length. An end-to-end transmission that traverses more hops will import more data packets into the network. Although path length is mainly determined by routing, COCO limits dividing a long link into too many hops. The limitation is two hops due to the fact that only two-hop relaying is adopted.
In practice, the exact knowledge of the channel status may not be available. Instead, we typically have a noisy estimate of the channel SNR (Signal to Noise Ratio). Thus, the topology control problem becomes a discrete stochastic optimization problem. In the next subsection, we will solve this problem via a discrete stochastic approximation approach.
C. Discrete Stochastic Approximation Approach for COCO
An intuitive brute force approach to solve the discrete stochastic problem in (5) is as follows. For each possible relay candidate θ j ∈ Θ j , we compute N estimates of its objective function. The empirical average is then used to approximate the exact value of the objective function. Based on the estimates, the global maximizer of the objective function is searched by an exhaustively manner. Apparently, N estimates for each relay candidate would lead to in total N × |Θ j | estimates. In fact, the computations of non-optimal estimates are wasted since we are only interested in the estimates of the optimal relay candidate. In this sense, the brute force approach is inefficient, especially when in a dense network and the nodes are moving.
A discrete stochastic approximation approach [9]- [12] can be used to solve (5) . Let θ j [n] denote the selected relay at nth iteration and e θj [n] be a unit |V N × 1| vector with a one in the ith position and zeros elsewhere. A probability vector π[n] = [π[n, 1], . . . , π[n, |V|]], which is updated at each iteration, is used to represent the state occupation probabilities for all the relay candidates. θ j [n] is the selected relay for neighbor j at the nth iteration.
Algorithm 1. Basic COCO algorithm
Step 0 (Initialization) At iteration n = 0, select an initial state of the algorithm Each iteration of the above algorithm consists of several steps. In Step 1, the algorithm randomly picks up one relay from N θj [n] = Θ j − {θ j [n]} and evaluates its objective value. For rigorously proving the convergence and efficiency of the algorithm, we adopt independent samples to estimate the objective function. That is, the channel is estimated independently at every iteration. The randomly selected relay will be accepted as the current visiting state in the next step if its objective value is larger than the objective value of the previous state. In Step 
D. Adaptive Algorithm for Time-varying Topology Reconfiguration
Algorithm 1 is developed for the topology control in static wireless networks. However, in a MANET with cooperative communications, mobile nodes are moving and the wireless environment is changing all the time. That means the optimum topology is changing from time to time. Accordingly, the topology control algorithm is required to reconfigure the network frequently in order to track the dynamic changes. The advantage of the recursive discrete stochastic approximation approach in Algorithm 1 can be directly applied to track the dynamic topology adaptively.
The step size μ in (7) influences the tracking performance of the algorithm. It is required that 0 < μ ≤ 1 to make π[n] a probability vector. If μ = 1, it means that all the previous states are forgotten. This corresponds to the brute force exhaustive off-line search, which can be regarded as an extreme case of the recursive algorithm. If μ = 0, it means the algorithm will stay in one state. In general, μ = 0 unless the algorithm reaches the optimal maximizer. For the dynamic tracking case, the step size μ should be set to a large value in order to permit moving away from the current promising state since the optimal points are changing over time. In Algorithm 1, it uses a decreasing step size μ[n] = 1 n . It makes the algorithm become increasingly conservative to stay in the current promising state. However, with the conservative step size, the algorithm keeps the stable state even when nodes move to another positions, which changes the optimal network topology. Similar to [11] , we also adopt a continuous LMS-like algorithm to make the step size adaptive to the changing environment.
Let
. The error is defined as
The error is the difference between current state probability and the forgetting probability with μ = 1. Then Differentiating the equation (7), we get The rationale beyond Algorithm 2 is to minimize the expectation of (9) by adjusting the step size.
Algorithm 2. COCO with adaptive step size (COCO-ASS) Replace Step 3 of Algorithm 1 with
Step 3´(Update empirical state occupation probability)
The above algorithm is an improved COCO algorithm by adaptive step size. ν stands for the learning rate to adjust the step size. μ is projected to an interval [μ − , μ + ], where 0 < μ − <μ + . COCO-ASS self-adaptively reconfigures network topology to track the dynamics of the optimal network capacity. When the optimal network capacity is changed, μ becomes larger. And μ will stay at the same value when the algorithm reaches the stable state. 
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, we study the performance of the proposed COCO algorithm via computer simulations. In the simulations, 30 nodes are randomly deployed in a 800 × 800m 2 area and the transmission range of mobile nodes is set to 300 meters. The channel follows a slow fading Raleigh distribution, which can be estimated by the training preamble. Fig. 1 shows the network capacity per node from a single run of COCO. For comparison, we show in the same figure the maximum optimal network capacity, the median network capacity and the worst network capacity among all the topology configurations corresponding to all the possible relay selections, as well as the LLISE scheme in [5] , which preserves the minimum interference path for each neighbor link locally. The network capacity is calculated by (4). As we can see, COCO approaches to the maximum network capacity step by step, and it reaches a higher per-node network capacity than LLISE due to the capacity-oriented design of the objective function in COCO. We also run 200 executions of the algorithm with 100 iterations per execution and average its output network capacity in Fig. 2 . It is evident that COCO converges to the global optimum.
In the next simulation scenario, nodes are moving in the area according to the random-walk-based mobility model, where a node moves with a direction uniformly and a speed uniformly from 0 to v max = 10 m/s. It is shown in Fig. 3 that COCO-ASS reconfigures network topology to track the changes timely. We can see that after information exchanging, keeping the current topology leads to a degradation for network capacity. However, COCO-ASS can renew the topology with a short delay.
V. CONCLUSIONS AND FUTURE WORK
To improve the network performance of MANETs with cooperative communications, we have proposed a Capacity-Optimized COoperative (COCO) topology control scheme that considers both upper layer network capacity and physical layer relay selection. A discrete stochastic approximation approach was presented to solve the topology control problem. Simulation results have shown cooperative communication techniques have significant impacts on the network capacity, and COCO is an efficient algorithm and performs well in MANETs with cooperative communications.
