Abstract. In the brain-cell microenvironment, the movement of ions is by diffusion when there is not any electrical activity in either the cells or the externally applied electric field. In this complex medium, the primary constraints on long-range diffusion are due to the geometrical properties of the medium, especially tortuosity and volume fraction, which are lumped parameters that incorporate local geometrical properties such as connectivity and pore size. In this paper, we study the effects of these geometrical properties in mimicking the experimental situation in the brain. We build a lattice cellular automata model for ion diffusion within the brain-cell microenvironment and perform numerical simulations using the corresponding lattice Boltzmann equation. In this model, particle injection mimics extracellular ion injection from a microelectrode in experiments. As an application of the model, we combine the results from the simulations with porous media theory to compute tortuosities and volume fractions for various regular and irregular porous media. Porous media theory previously had been combined with diffusion experiments in brain tissue to determine tortuosity and volume fraction. As in the case of the diffusion experiments, porous media theory gives a good approximation to the numerical simulations. We conclude that the lattice Boltzmann equation can accurately describe ion diffusion in the extracellular space of brain tissue.
1. Introduction. The brain contains a complicated network of specialized cells called neurons (or nerve cells) and glia (glial cells), each of which is bounded by a thin membrane. The membrane separates the brain into two compartments: extracellular space (ECS), consisting of narrow spaces between cellular elements which constitute the brain-cell microenvironment, and intracellular space (ICS). The structure of the ECS resembles that of a porous medium. In the absence of electrical activity in the cells and externally applied electric fields, ions move within the ECS by diffusion.
Because the ECS and ICS are distinct compartments separated by cell membranes, the ionic concentration will fluctuate between the local ECS value and the local ICS value as one moves in a given direction. The discontinuous concentration profile yields derivatives that are not well defined. To avoid these discontinuities, Nicholson and his colleagues [29] , [32] , [33] , [34] , [35] , [39] used volume-averaging theory [19] , [30] , [45] to study this diffusion phenomenon. They introduced phase-average quantities in the form
where C is the concentration in the ECS and is zero in the ICS, V is the volume of a "suitable" averaging region, called the representative elementary volume in [5] , of the brain (a characteristic property of the porous medium [3] ), V 0 is the volume of the extracellular component within V , and d 3 x is the differential volume element. Here V remains fixed while V 0 could vary with position.
When the diffusing substance is neither absorbed nor bound on the membranes, and it cannot pass through these membranes, i.e., in the case of the zero-flux condition, Nicholson and Phillips [33] use the averaging theory to derive the modified diffusion equation for the averaged substance concentration given by
where α is the extracellular volume fraction, λ is the tortuosity, which represents the factor increasing the path length that a diffusing ion traverses as a result of the presence of cellular obstructions, D is the diffusion coefficient of the substance diffusing within the ECS, and q is a local source.
Thus, diffusion in the brain-cell microenvironment is equivalent to diffusion in a simple medium with an effective diffusion coefficient D e ≡ D/λ 2 and with an altered source term q /α. The effective diffusion coefficient D e is affected by the pore structure since it is obtained by averaging over many cells. The tortuosity was formally defined as λ = D/D e by Nicholson and Phillips [33] . There are other definitions of the tortuosity in the literature. For example, Bear [4] defines tortuosity as λ = D e /D, while Schultz and Armstrong [41] use λ = αD/D e . Here we use Nicholson and Phillips's definition because of its interpretation in terms of path length.
The ion-selective microelectrode permits the direct monitoring of ionic concentration in real time at a specific point in a given tissue; thus, by fitting the experimental data to a solution of the modified diffusion equation (1) at two different times, the parameters λ and α can be computed [33] . For rat cerebellum, the tortuosity λ is 1.55 ± 0.05 and the volume fraction α is 0.21 ± 0.02. The tortuosities and volume fractions have been determined for many other brain tissues [29] , [37] , [39] , [43] . A recent review has been given by Nicholson and Syková [36] .
The tortuosity incorporates the brain structure into the diffusion process. It is a lumped parameter that is directly dependent on the geometrical properties of the porous medium, e.g., connectivity (the connectedness of points in the ECS) and pore size (the width of the ECS pathways). However, the determination of the effects of these geometrical properties on the tortuosity and volume fraction is one of the objectives of this research. The experimental data coupled with porous media theory is inadequate to resolve these issues because we cannot alter the existing geometry of brain tissue, nor is the structure known exactly. Therefore, we seek an alternative theoretical model to achieve this.
In this paper, we build a theoretical model for the diffusion of a single ionic species in the ECS using an alternative computational method. This method mimics the experimental situation of diffusion of ions within the brain-cell microenvironment by a microscopic-level discrete model, i.e., the lattice cellular automata (LCA) model [14] , [15] , [46] . Numerical simulations will be performed using the corresponding lattice Boltzmann equation (LBE) . As applications of the model, we will combine the results from the simulations with porous media theory to compute the tortuosities and volume fractions for various regular and irregular media and study the effects of the geometrical properties on the tortuosity and volume fraction.
Both the tortuosity λ and the volume fraction α are geometrical factors and some bounds on tortuosity in terms of volume fraction have been given [31] , [44] . In the derivation of these parameters [33] , they are treated as independent quantities, but, intuitively, it seems that some relationship between them should exist.
Using the LBE method has the following advantages: (1) the assumptions used to derive the modified diffusion equation (1) can be satisfied rigorously by suitably choosing the membrane boundary conditions; (2) accurate calculations in arbitrary complex pore-space geometries can be carried out; (3) the LCA can provide the details of the movements of the ions and improve our understanding of diffusion within the brain; and 4) additional movements of ions between the ECS and ICS through cellular membranes with the complicated membrane geometries can be taken into account simultaneously (see [13] to see how to incorporate membrane ionic currents).
In section 2, we present an LCA model, the LBE, for ion diffusion in a porous medium. The choices of additional conditions, such as the membrane boundary condition, to match the assumptions and how we do the numerical experiments are given in section 3. In section 4, we describe how the computations of the tortuosity and the volume fraction are performed. In sections 5 and 6, we present how we generate two-and three-dimensional porous media and the corresponding numerical results. Finally, we conclude with a discussion of the method developed here and the results.
2. LCA model. The basic idea of the LCA method is to study the macroscopic evolution of particle concentrations by using a simple microscopic-level model that will mimic the behavior of the real system on a macroscopic scale. The idea of using discrete methods for modeling partial differential equations occurred very early, but the first lattice gas cellular automata in a two-dimensional square lattice were proposed by Hardy, Pomeau, and DePazzis [21] , [22] in 1972. In 1986, Frisch et al. [17] , [18] proposed a lattice gas model that was based on a triangular lattice structure. The invention of these models has stimulated much research on lattice gas cellular automata and their floating-point-number counterpart, LBE. These have been applied successfully to many fields, such as fluids in porous media [8] , [20] , [40] , phase transitions [1] , [2] , and chemical reaction-diffusion systems [11] , [23] , [24] , [25] , [26] , [28] . The lattice gas cellular automata and the LBE also can be used as numerical schemes to "solve" partial differential equations such as the Navier-Stokes equation [17] , Burgers's equation [6] , the wave equation [7] , and reaction-diffusion equations [12] , [38] .
The problem of interest here is pure diffusion in a complicated geometry, so we can use the ideas developed by Chopard and Droz [9] and by Kapral, Lawniczak, and others [24] , [25] , [26] , [28] . In this paper, we will study ion migrations in both two and three dimensions; the LCA models for both can be built similarly. Here we show how to build the three-dimensional LCA model, from which the two-dimensional model can be obtained. For simplicity, we choose a cubic lattice L, which is easy to handle and is generally sufficient to solve diffusion problems.
We assume that all particles have unit masses, move on the cubic lattice L, and update on the lattice. Each node of the lattice is labeled by the discrete vector r = (x, y, z), and each particle is associated with discrete directional length vectors c i , i = 1, 2, 3, 4, 5, 6, which point in one of six possible directions on the lattice. The c i are vectors connecting the node to its nearest neighbors, where i = 1, 2, 3 correspond to the directions along the positive x-, y-, z-axes, respectively; specifically, c 1 = ε(1, 0, 0), c 2 = ε(0, 1, 0), c 3 = ε(0, 0, 1), where ε is the lattice link length. The other three directions are defined according to the relation
Let S be the set of all vectors s = (s 1 , s 2 , s 3 , s 4 , s 5 , s 6 ) such that s i is a nonnegative integer. A configuration of particles at node r at time t can be described by a vector n(r, t) = (n 1 , n 2 , n 3 , n 4 , n 5 , n 6 )(r, t) with values in the state space S. The value n i (r, t) = m ≥ 0 indicates that there are m particles at the node r at time t that will move in the direction c i . A configuration n L (t) of the lattice L at time t is described by the field
The evolution of this LCA model is a sequential change of configuration n L (t) of the lattice at discrete time steps t = 0, τ, 2τ, . . . . For each configuration change, our model proceeds with three successive steps at each node: particle injection, particle rotation (or collision), and propagation.
Injection operator I. During the injection step, particles are placed at nodes on the lattice. We define the injection operation as
where q i represents the number of particles injected and q i /τ is the injection rate of this substance per unit time step τ at node r at the time t that is moving in the direction i.
The particle injection step tries to mimic the experimental situation of injection of ions into the brain-cell microenvironment from a micropipette. For this application, a constant injection amount q i of the substance for some time period will suffice. Without loss of generality, we always choose an extracellular node near the center of the lattice L as the position where substances are injected.
Rotation (collision) operator R. At each node r, each incoming particle has six possible directions along which it can leave. The operation R i , i = 1, . . . , 6, deflects the particle entering in the direction c k into the direction c i+k , k = 1, . . . , 6. We assume the rotation operator R picks out an angle specified by one of the R i , and all particles entering a specific node rotate by this angle. Each node on the lattice L has an independently chosen rotation. Mass is conserved at each node, but the momentum is not. The probability of a rotation R i is p i , i = 1, . . . , 6, where the p i are subject to the normalization condition
To explicitly construct the rotation operator, we let ξ i (r, t), r ∈ L, t = τ, 2τ, . . . , be independent sequences of identically distributed, independent, Bernoulli-type random variables, i.e., ξ i is either 1 or 0, satisfying
where the probability that the ith variable ξ i is 1 is p i . Using these variables, we then can write the rotation operator R as
where △ C i (n) is the collision function. It is understood that the index is modulo 6. Propagation operator S. After particles rotate, then they propagate. In this propagation step, each particle moves from its present node r in the direction c i to its nearest-neighbor node r + c i . The propagation can be expressed as
S also is called the streaming operator.
Thus each configuration change, S · R · I, of the automata is specified by
This is the lattice gas microdynamical equation; it is fully discrete in space, time, and concentration. The propagation and rotation operations are intended to describe the free streaming and collisions that occur during diffusion.
The occupancy variable n i in the lattice gas microdynamical equation is a nonnegative integer and can be noisy in a computation. To avoid this, we use its average N i = E(n i ), where E denotes the average (for details, see [18] ) and N i (r, t) is a nonnegative real number. The average of (4) gives
where Q i is the average of the source q i , i.e., Q i = E(q i ). Equation (5) is the LBE for our system. Note that this derivation is simpler than for the hydrodynamic case in [18] because the Bernoulli-type random variables ξ i are independent of the occupation numbers n i and the injection amount q i .
Introduce a variable density by
For our application, we will assume that all particles entering a node will rotate according to R i with equal probability, i.e.,
Thus, we can rewrite the LBE (5) as
Summing over i, we have
Taylor expanding C(r − c i , t), C(r, t + τ ) about (r, t), we obtain
where h(C, c i ) is a function determined by a third-order Taylor expansion and ε is the lattice-link length.
We assume that τ is of order ε 2 and let the diffusion coefficient be given by
Expanding (7) and (8) to second order in ε, (6) becomes the diffusion equation
where the source term is defined by
Derivation of the diffusion equation (10) implies that the microdynamical equation (4) and the microscopic dynamical LBE (5) describe the diffusion phenomenon within the pore space on the continuous macroscopic level. The LBE (5) is continuous in the density variable, whereas it is discrete in time and space. It can be related to a finite-difference scheme for a continuous equation. In fact, (6) is related to the forward-time central-space finite-difference scheme [42] for (10) .
The two-dimensional LCA model can be built in the same way as the threedimensional model except for dimension-related changes, e.g., a square lattice rather than a cubic lattice. The discrete direction-length vectors are c i = ε(cos((i − 1)π/2), sin((i − 1)π/2)), i = 1, 2, 3, 4, and the two-dimensional LBE has the form
The diffusion coefficient is given by D = ε 2 /(4τ ) and the corresponding source term is given by
3. Numerical procedures and membrane boundary condition. Since the lattice gas equation (4) results in noisy solutions when it is applied to diffusion within the ECS, instead we will use the LBE (5), which also can be split into three steps, i.e., particle injection, rotation, and propagation. During the particle injection and rotation steps, a boundary condition can be implemented by choosing a suitable collision rule at a boundary node. Since these two operations occur locally and do not depend on other nodes, the geometry of the membrane boundary is not important. Thus, the LBE is capable of efficiently handling complicated boundary geometries, which are difficult to incorporate when using conventional numerical methods such as the finite-difference scheme (6) .
To perform the numerical simulations, we first set up the porous medium in three dimensions. We indicate the alterations necessary for the two-dimensional computations. The pore space of the porous medium can approximate any kind of brain geometry by choosing the lattice link length ε to be sufficiently small. To construct a porous medium, we use an integer variable to represent whether the node is in extracellular (void) or in intracellular (solid) space, or is at the membrane. The membrane of each cell always is chosen to be along the lattice links connecting the nearest membrane nodes, so the membrane forms a closed surface which separates the ICS from the ECS. Each node on the membrane is called a membrane boundary node, whereas the ECS node with at least one link connected to a membrane boundary node is an ECS boundary node.
Rothman [40] defined the porosity of a porous medium as the number of lattice nodes in the pore space divided by the total number of lattice nodes. Here we need a more precise definition, so half the membrane boundary nodes will be counted as being in the pore space. This definition of porosity corresponds to the ratio between the total volume of the pore space and the total volume of the medium. On the other hand, the volume fraction is defined as a local quantity by α = V 0 /V , which is not the same as the porosity because the representative elementary volume V is not necessarily the total volume of the medium [3] . We will call α the local volume fraction and the volume fraction of the medium will be referred to as the average value of the local volume fractions over all the pore space. In this paper, the porosity and the volume fraction of a medium are treated as distinct parameters.
When we generate various porous media for our numerical experiments (details are given in sections 5 and 6), we always place the center of the lattice in the pore space, without loss of generality. To match Nicholson and Phillips's experimental situation, we assume that particles are injected at a constant rate for some time period T only at the center node r = r 0 of the lattice L, i.e., Q i (r, t) = Q/6 if r = r 0 , t ≤ T ; Q i (r, t) = 0 otherwise, i = 1, . . . , 6. Thus, the source term (11) becomes
because the volume of each basic cube associated with each node of the lattice L is ε 3 . As ε → 0, the function d(r) tends to the Dirac delta function δ(r − r 0 ), but the mass 6DεQ injected per unit time per unit volume tends to 0. In the numerical simulations, ε cannot be 0; therefore, for the three-dimensional lattice, we have
where H is the Heaviside step function.
For the two-dimensional lattice, we choose Q i (r, t) = Q/4 if r = r 0 , t ≤ T ; Q i (r, t) = 0 otherwise, i = 1, . . . , 4. In two dimensions, the function
tends to the two-dimensional Dirac delta function δ(r − r 0 ) as ε → 0. Thus, the source term (12) becomes
Note that (13) for three dimensions is only an approximation, whereas (14) for two dimensions is an equality. Also, the small parameter ε in (13) does not occur in (14) .
To simulate the LBE (5), we need initial conditions and boundary conditions on the lattice L. The initial condition N i (r, 0) is set equal to zero at each node of the lattice. Since this problem involves only linear diffusion in the ECS, we need not include any background density of ions. We choose an absorbing boundary condition for the lattice L, i.e., once the particle reaches the boundary, it is absorbed and can no longer return to L. This is equivalent to setting the N i (r, t) equal to zero.
In order to obtain the modified diffusion equation (1), it was assumed that ions cannot cross the membrane [33] , i.e., there is zero flux of ions. At the ECS boundary node r, at least one of the nodes r + c i , i = 1, . . . , 6, is a membrane node. Thus, one or more of the N j (r + c i , t) may not be well defined. To achieve the zero-flux condition, we can use a bounce-back boundary condition, i.e., when a particle hits a membrane node, the particle will bounce back. In terms of the concentration variable C, this is represented for the case of one membrane node, say, r + c 1 , as
Thus, the concentration at r at time t + τ is given by
Taylor expanding (16) at node r and at time t, we obtain at the ECS boundary node
(Note the factor 1/2 in front of C xx .)
Alternatively, a zero-flux condition is achieved by the reflection condition
which implies that
Again using a Taylor expansion, we obtain
Thus, at the ECS boundary node r, to approximate the zero flux using either the bounce-back condition or the reflection condition to second order, we need either
respectively. Here, we use the bounce-back condition for the following two reasons. First, when using the LBE, the bounce-back condition can be obtained by simply altering the local rotation operation (probabilities), i.e., by deflecting the particle entering in the direction c k into the direction c k+3 , k = 1, . . . , 6. To achieve the reflection condition, we have to alter both the local rotation operation and the propagation operation so the information needed occurs at the node r and at its neighbors. Thus, the local geometry of the medium is needed, and the computer code is more difficult to write. (This is a major advantage of the LBE over the finite-difference method.) Second, the bounce-back condition conserves the mass at each iteration, whereas the reflection condition does not. With the reflection condition at r + c 1 , an amount of mass C(r + c 1 , t) − C(r, t) = O(ε 2 ) would be added at each iteration. The possibility of a Knudson layer effect has been raised by Cornubert, D'Humières, and Levermore [10] . However, they have shown that with a bounce-back boundary condition with the lattice link perpendicular to the boundary, no Knudson layer is generated.
From (5) or (6), it is obvious that with the choices of initial condition, the bounceback membrane boundary condition, and Q i (r, t), the solution is proportional to Q with proportionality coefficient dependent on r and t.
4. Tortuosity and volume fraction calculations. The assumptions under which the numerical simulations can be performed in the last section match those used to derive the modified diffusion equation (1), which should describe the volume average C 0 of the numerically simulated solution. We can use the experimental numerical results to compute the tortuosity and the volume fraction of the porous medium, as done by Nicholson and Phillips [33] .
In the LBE, the concentration C is discrete in space and the volume average C 0 at a node r = (x, y, z) can be defined as the sum of the Cs over the neighboring nodes of r divided by the total number of neighboring nodes used for averaging. For example, we can choose M × M × M neighbors centered at r. Thus, if the set of these cubic neighbor nodes is denoted by N , then the volume average of C can be written symbolically as
Similar to the representative elementary volume V , the number M is a characteristic parameter of the porous medium, and it is difficult to choose an appropriate value. To avoid this difficulty, Nicholson and Phillips (see Appendix, [33] ) showed that the solution to (1) given by C 0 can be approximated by the solution u to the equation
in a simple medium. Thus, adding homogeneous initial and homogeneous Dirichlet boundary conditions, the volume average C 0 of the numerical simulation using the LBE (5) is approximated by the solution of the system
where ∂Ω is the boundary of the unit cube Ω = {(x, y, z) : 0 ≤ x, y, z ≤ 1} and
Here Q is the source constant, which is approximately 6DεQ for the three-dimensional lattice and is 4DQ for two dimensions. The Dirac delta function δ(x) cannot be represented by its corresponding Fourier series expansion, and the analytical solution of the above system (22) is a generalized solution. The generalized solution is not convergent, for example, at x = 1/2, y = 1/2, and z = 1/2 and, consequently, is not suitable for computation of the tortuosity and volume fraction. Therefore, we seek an asymptotic solution. The delta function δ(x) can be approximated by
as σ tends to zero. Thus, the source term f (x, y, z, t) can be approximated by
The analytical series solution of the above diffusion system (22) with the source term f σ (x, y, z, t) instead of f (x, y, z, t) for 0 ≤ t ≤ T is u(x, y, z, t) = 8Qλ
where 8Qa l a m a n /α, l, m, n = 1, 2, . . . , are Fourier coefficients of the function f σ and each a n is given by
for any σ and n where |p(n, σ)| ≤ 1. Note that the second term on the right is much smaller than the first term when σ is small. Setting
If t is sufficiently large, and since a n = 0 for even integer n, then using only the first term of (25), we have the approximation
× sin((2l + 1)πx) sin((2m + 1)πy) sin((2n + 1)πz) , where
× sin((2l + 1)πx) sin((2m + 1)πy) sin((2n + 1)πz) .
Here N depends on the size of σ and on the desired accuracy of (28). If we denote the error in using (28) compared to (27) for t = T 0 by E(N, T 0 ), then we have (see the web page http://www.math.ubc.ca/∼miura/)
where E 0 (N, T 0 ) is the smaller of
and 3e
To achieve a small error (29), we need all three terms on the right side to be small. The first term is small when either (30) or (31) is small. When σ is small, the second term is small. To have the third term small, we need T 0 to be large enough such that e −40((πσ/2) 2 +βT0) is small. This actually means that the values of tortuosity and volume fraction can be computed accurately only after a long injection time T 0 when the injected particles are fully distributed in the medium.
For a given small σ and a given N , if (x, y, z) is a node such that, for example, | sin π(x−
From the numerical simulations, the concentration C within the pore space can be obtained at each nodal point. Since the LBE simulates the diffusion process within the pore space with the zero-flux membrane boundary conditions and the zero boundary condition for the lattice, the solution of system (22) can be approximated by C, i.e., u ≈ C [33] . To test this assumption, we can perform simulations with a simple medium (to represent agar in the experimental situation). Using Nicholson and Phillips's formula (equation 20, [33] ), which is valid only for short times in our medium because of different boundary conditions, we obtain values for the diffusion coefficient. In our simulations, we choose the value D = 1 × 10 −5 cm 2 /s, whereas from the simulations based on Nicholson and Phillips's formula, D is 1.12926 × 10 −5 cm 2 /s. With the approximation u ≈ C we can calculate U (x, y, z, T 0 ) and U (x, y, z, T ) through (26) at the nodes of L. Then we compute at each node (x, y, z) within the ECS by solving (28) using the Newton-Raphson method at the times T 0 < T . Finally, (26) yields the local tortuosity λ and the local volume fraction α at each node approximately by the combination of the asymptotic solution of (22) and the numerical simulation of the LBE (5). The tortuosity and volume fraction of the porous medium then can be obtained by averaging λ and α over all ECS points.
For two-dimensional porous media, the tortuosity and the volume fraction can be computed in exactly the same way as for the three-dimensional case except we use two-dimensional versions of (22) , (24) , (28) with Q = 4DQ.
As a test of our assumption that the experimental numerical solution should match the solution of (22), we performed the computations for simple agar media in two and three dimensions for which both the tortuosity and volume fraction are 1 [33] . The resulting tortuosity and volume fraction were 0.9999 and 1.0003, respectively for a two-dimensional simple medium consisting of a 100 × 100 lattice with the choices of σ = 0.01, N = 100, Q i = 3, N T0 = T 0 /τ = 9500, and N T = T /τ = 10000, and 1.0008 and 1.0005, respectively for a three-dimensional simple medium consisting of a 50 × 50 × 50 lattice with σ = 0.01, N = 100, Q i = 3, N T0 = T 0 /τ = 4500, and N T = T /τ = 5500.
5. Two-dimensional porous media. Two-dimensional porous media with a porosity as small as 0.2 could not be generated randomly. Chen et al. [8] generated porous media in two dimensions with a connected porous space, but these had volume fractions above 0.5. Here, we will generate porous media with connected ECS and porosity as small as 0.2 in the following ways.
Since the aim here is to study how the geometrical properties of the medium affect the tortuosity and the volume fraction, we will perform computations for some regular shapes, e.g., rectangular cell shapes that are in a periodic arrangement, and for irregular cell shapes and arrangements. A type-one medium has square cells aligned in two directions, and a type-two medium has rectangular cells aligned in one direction and staggered in the other direction; see Figure 1 
(a).
We construct a type-three medium (see Figure 1 (b) for example) as follows. To generate the pore space with width of, say, three lattice links, we choose three adjacent nodes on the bottom boundary, i.e., along the x-axis, of the lattice L. These three nodes are advanced one step in the y-direction and kept adjacent, but they can shift either one node to the left or one node to the right, or not shift at all. This shift or lack of shift is determined using a random g number generator which produces a sequence of numbers η i , i = 1, 2, . . ., between 0 and 1. If either 0 ≤ η i < 0.4 or 0.6 < η i ≤ 1, then the shift is to the left or right, respectively, and if 0.4 ≤ η i ≤ 0.6, then there is no shift. This process continues until the three nodes exit the lattice either through the sides or through the top. The resulting path becomes the pore space of the medium. This procedure is then used starting on the y-axis of the lattice L. If the resulting porosity is smaller than the desired value, then is repeated this cycle. Also, we can always place the center of the lattice in the pore space. Figure 2 shows the concentration profiles versus time at different positions for three porous media of different types. The solid lines are the numerical results of the LBE model, and the dashed lines are the asymptotic solution of system (22) with σ = 0.01. All these figures are obtained for 100×100 lattices, and the computations have been carried out until time step 40000. During each time step, three unit particles are injected on each link of the center node (50, 50) until time step 20000. The specific node position for each curve is shown in the figure. Figure 3 shows the tortuosity versus volume fraction for various porous media. Computations have been done with 100×100 lattices and an injection rate Q i = 3 on each link of the central node; the numbers of the time steps N T0 and N T were set equal to 9500 and 10000, respectively.
We computed the averaged tortuosity and volume fraction based on only those nodes that were approximately 10, 20, 30, 35, 40, and 45 lattice-link distances from the central node. Figures 3A and 3B are for the porous media of types one and two, respectively, where the effects of the widths of the ECS are considered. The data are from two sets of media with ECS widths equal to three and four lattice links. Figure 3C shows the results for type-three media with ECS width equal to three lattice links. When we generate type-three media, we use a random-number generator. To start the random-number generator, we have to give an initial value. Different initial values may lead to a different sequence of numbers, η i , i = 1, 2, . . ., and consequently a series of different porous media. In Figure 3C , (a), (b), (c), and (d) are the tortuosities versus volume fractions for four different series of media produced by four different initial values. Figure 4 shows plots of the porosity versus the volume fraction for the corresponding media used in Figure 3 . The average absolute difference and maximum difference between the porosity and the volume fraction plotted in Figure 4 for media of types one, two, and three used in Figure 3 are monotone increasing and range over 0.032-0.039 and 0.067-0.085, respectively. The average absolute difference and the maximum difference are taken over the different media of the same type, and the average absolute difference is computed from
where the sum is taken over media i of the same type, N m is the total number of media used for averaging, and ρ i is the porosity of medium i.
6. Three-dimensional porous media. In this section, we discuss the generation of three types of three-dimensional porous media and present the results.
There is a set of media studied by El-Kareh et al. [16] that we call type-one media. Each medium is composed of uniform rectangular parallelopiped cell shapes, which are arranged in ordered periodic arrays where the widths of the connected ECS channels are uniformly constant (see Figure 5 ). Type-one (a) media have the cells aligned in two directions and elongated in one direction; type-one (b) media have the cells aligned, staggered, and elongated in the three directions, respectively; type-one (c) media have the cells aligned in three directions; and type-one (d) media have the cells aligned in two directions and staggered in one direction.
We will generate type-two porous media in a way similar to that of Chen et al. [8] . Initially, we set the entire medium to be void space, then we randomly distribute various sizes of solid cubes inside. The larger solid cubes are distributed before the smaller ones. Cubes that are distributed later can overlap those distributed previously. This procedure produces a medium with a porosity close to any desired value.
Type-three media are a mixture of type-one and type-two media. We first set up a medium of type one such that the medium has a porosity bigger or smaller than the porosity we want. Then we randomly put in solid or void cubic shapes such that the medium has the desired porosity.
Both type-two and type-three media may have dead ends or holes, i.e., isolated ECS regions, in them. Although such structures are not expected in either normal or pathological tissues, they may approximate tissues in some circumstances.
From the derivation, the tortuosity should not depend on the diffusion coefficient if the LBE is a good approximation of the averaged equation (1) . However, in practice, we are unable to simulate thousands of cells, so the accuracy of the approximation is not guaranteed. Therefore, we computed the dependence of the tortuosity on the diffusion coefficient as a check on the accuracy of this approximation.
The dependence of tortuosities for three different three-dimensional media of different types on diffusion coefficients is plotted in Figure 6 . For the media of type one (c), the tortuosities computed for the diffusion coefficients (×10 5 ) 0.6, 0.8, 1.0, 1.2 are 1.2655, 1.2654, 1.2581, 1.2682, respectively, and their biggest difference is 0.0101. For the media of type two, the maximum tortuosity difference is 0.0222. For the media of type three, the tortuosity difference is less than 0.0906. In all these cases, the diffusion coefficients have little influence on the tortuosities, so we apply the LBE to perform simulations on other media. Figure 7 shows concentration profiles versus time at different positions for some porous media. All these figures were obtained for 50×50×50 lattices and computations were carried out until time step 15000. During each time step, three unit particles were injected on each link of the central node until time step 7500. The specific node position for each curve is indicated. The dashed lines for the diffusion model are the asymptotic solutions of (22) with σ = 0.01. Figure 8 shows plots of tortuosity versus volume fraction for various porous media of different types. All computations in the figure have been done with 50×50×50 lattices and an injection amount Q i = 3 on each link of the central node. To compute the tortuosity λ and volume fraction α, the numbers of time steps N T0 = T 0 /τ and N T = T /τ were set equal to 4000 and 5500, respectively.
Both the tortuosity and the volume fraction may depend on the number of time steps N T0 = T 0 /τ and N T = T /τ used in the computations. To make sure that the choice of N T0 = T 0 /τ and N T = T /τ can guarantee the desired accuracy, we computed the tortuosities for a medium of type one with porosity of 0.3000 and a medium of type two with porosity of 0.2166. When N T − N T0 = 1000 or N T − N T0 = 500 and when N T is 5500 or 6000 or 7000, the corresponding tortuosity differences are less than 0.001. Figure 9 shows plots of the porosity versus the volume fraction for the correspond- 6 . Tortuosity versus the diffusion coefficient for three different three-dimensional porous media of different type. The type-one medium has a porosity of 0.2166 and the ECS has a width of three lattice links. The type-two medium has a porosity of 0.30. The type-three medium has a porosity of 0.20, which was produced from a type-one (c) medium with a porosity of 0.282, and then randomly inserting additional 2 × 2 × 2 cubes.
ing media used in Figure 8 . The average absolute difference and maximum difference between the porosity and the volume fraction plotted in Figure 9 for the three different types of media used in Figure 8 are approximately 0.041-0.072 and 0.095-0.245, respectively. The maximum values occur for type-two media.
For Figures 6, 8 , and 9, the local tortuosities and volume fractions are based on those nodes that were approximately 10, 15, 18, 20, 23, and 25 lattice-link distances from the central node.
7. Discussion and conclusions. In this study, we have mimicked the experiments carried out by Nicholson and his colleagues on diffusion in the brain-cell microenvironment. Modeling diffusion of ions in the brain can be done more realistically by suitable choice of the medium and by appropriate specification of the detailed movements of particles in this medium. We have chosen the medium to be a lattice of nodes and specified particle movement according to the LBE, which accurately represents diffusion. The LBE has been applied to other problems in simple media [11] , [23] , [24] , [25] , [26] , [27] , [28] .
Here, we have shown that application of an LCA model to diffusion of particles in the pore space of a porous medium is an effective method to study the diffusion of extracellular ions in the brain. The numerical solution of the LBE gives the number of particles at each node in the ECS and is zero within the ICS. This discrete distribution represents the discontinuous ionic concentration values in the brain for ions that do not cross the cellular membrane. This is analogous to a porous medium consisting of pore space and solid space. The conditions imposed in the numerical simulations using the LBE satisfy the same assumptions as required to derive the modified diffusion equation (1) .
Solving the diffusion equation with a singular function δ(x) as a source using conventional methods would require us to approximate the delta function δ(x) as we did in section 4 to compute the tortuosity and the volume fraction. Solving such A medium of type two with porosity 0.28, tortuosity 1.9601, volume fraction 0.2784. The porous medium was generated by first inserting 10 × 10 × 10 cubes, then 8 × 8 × 8 cubes, . . . , finally 2 × 2 × 2 cubes. C. A medium of type three with porosity 0.20, tortuosity 1.7348, generated by first obtaining a medium of type one (c) with porosity 0.249, then randomly inserting 2 × 2 × 2 cubes until the medium has porosity 0.20. equations using the LBE can be achieved easily by a simple suitable choice of the Q i as we did in section 3. In addition, the LBE is well suited to deal with arbitrary boundary geometry and with singularities such as point sources or sinks in two dimensions and line sources or sinks in three dimensions.
We believe this study is the first application of the LBE to porous media that incorporates particle injection, rotation (collision), and propagation as three distinct steps in implementing the LBE. Particle injection into the medium mimics the ion-tophoretic injection of ionized particles in brain tissue.
The LBE method developed here consists of injecting particles for some time period into the central node (taken to be in the ECS) of our lattice. During this process, the particles are moved at each time step according to the rotation and propagation operations. This produces a record of the concentration of particles at each nodal point at each discrete time. The concentrations at two different times are combined with the results from porous media theory, developed by Nicholson and his colleagues, to evaluate the local tortuosity and local volume fraction. Averaging these quantities over the entire pore space of the lattice yields the tortuosity and volume fraction for the entire medium. Using these quantities in the porous media theory then permits us to compare the time evolutions of the local concentration as computed from the LBE model and from porous media theory. We find this comparison to be very good, and the accuracy of the comparisons is similar to that obtained between experimental data and porous media theory. In addition, we can use the LBE method to study how the geometrical properties affect the tortuosity and volume fraction, which are difficult to achieve by experiments on brain tissue.
We found that the tortuosity of a medium is affected by its geometry. The differences in the tortuosities among those regular media of approximately the same volume fraction are not sufficiently small to be neglected. The difference between the tortuosities of a regular medium and an irregular medium and among the irregular media can be large. Other researchers (e.g., [16] ) have concluded that the cell shape and the arrangement in regular media with volume fractions in a particular range have little effect on the effective diffusion coefficient and, hence, on the tortuosity.
Irregular shapes should increase the tortuosity because a particle diffusing through such a medium zigzags along a pathway longer than in a medium with regular shapes. Indeed, this is evident by comparing the tortuosities of three-dimensional type-one media with those of type two ( Figure 8A, B) . A medium of type one consisting of regular shapes with porosity around 0.2 has a tortuosity less than 1.4. In contrast, a medium of type two with a porosity around 0.2 has a tortuosity as large as 2.4 when it is generated randomly. The resulting cell shapes are irregular, and the widths of the ECS channels are not constant.
The effect of geometry on the tortuosity also is evident with two-dimensional media (Figure 3) . A medium of type one or two with a volume fraction of 0.20 has a tortuosity less than 1.57, whereas a medium of type three has a tortuosity around 2.0. That the staggered arrangement also will increase the tortuosity is evident by comparing Figure 3A with Figure 3B . Increasing the widths of the connected ECS channels decreases the tortuosity as can be seen in Figure 3A and Figure 3B .
Even with uniform cell size and a periodic arrangement, the effects of cell arrangement and width of the ECS channel are noticeable. A medium with a staggered arrangement should have a larger tortuosity than one with an aligned arrangement. Thus, three-dimensional type-one (b) media should have the highest tortuosities, and (c) should have the lowest tortuosities, as confirmed in Figure 8A .
The tortuosity of the brain is about 1.6 as determined from experimental data and porous media theory [33] , [35] . The ECS of the brain is connected, but the pore space of three-dimensional media of types two and three may have regions that are isolated from the rest of the pore space. Such types of media are not similar to the brain and, as expected, the calculated tortuosities using the LBE with these media are much larger (Figure 8 ). For example, three-dimensional media of type three (a) were produced by constructing a medium of type one (d) with a porosity of 0.339 and then inserting additional solid cubes until the medium had the desired porosity. We can see from Figure 8C that as we put in more solid cubes, more ECS channels are blocked, so the corresponding tortuosities become larger. Constructing a medium in this way with a porosity 0.20 can result in a tortuosity as large as 10.
In this paper, the porosity is defined as the proportion of the tissue that the ECS is composed of, whereas the volume fraction is computed by fitting the experimental numerical data with the modified diffusion equation (1), so porosity and volume fraction are not necessarily identical. This is especially true for those media with irregular cell shapes and arrangements. Sometimes the difference between them can be large.
The three-dimensional media of types two and three are highly irregular. For these media, it is possible to have a large "hole," i.e., totally isolated regions from the remaining ECS, or a dead end. This means that for holes, these nodes are actually part of the ICS when the local volume fraction is computed, and the computed volume fraction could be thought of as the ratio between the volume of the major connected part of the ECS and the total volume of the medium. If there are many unconnected extracellular regions, then the volume fraction and porosity will differ greatly (Figure 9) . The average absolute difference between the porosity and the volume fraction for three-dimensional media of type two is 0.0717 . Also large fluctuations of the difference between porosity and volume fraction around the average absolute value ( Figure 9B , C) can occur; one extreme case is a medium of type two with this difference as large as 0.2450. The average absolute difference over the type-three media in Figure 9C is 0.0541. Similar to the tortuosity, as we block more of the ECS channels, the difference between the porosity and the volume fraction becomes larger. For example, a medium that was generated by first setting the medium to be type one (c) with porosity 0.333, then randomly putting in additional 2×2×2 cubic cells, has a porosity 0.2, but has a volume fraction 0.08. The corresponding tortuosity is 2.75.
The two-dimensional media of types one, two, and three have neither holes nor dead regions. The computed average absolute differences between the porosity and volume fraction are even smaller for most of these media and have small fluctuations (Figure 4) . The two-dimensional media of types one, two, and three were generated by aligning the rectangular cells in two directions, by aligning the cells and staggering them in each direction, and by using our algorithm for the random generation of the pore space, respectively. The average absolute differences between the porosity and the volume fraction for these three types of media are 0.0319, 0.0369, 0.0390, respectively. In spite of the small differences between these three values, an important result is that as the medium becomes more irregular, the difference between the porosity and the volume fraction becomes larger.
The tortuosity versus volume fraction in two dimensions and three dimensions is shown in Figures 3 and 8 , respectively. Our results show that as the volume fraction decreases, the tortuosity increases in general. However, the rate of change of the tortuosity with respect to the volume fraction is not the same for all types of media. For two-dimensional type-three media, the rate of change of tortuosity with respect to the volume fraction is almost a constant, i.e., the relationship between the tortuosity and the volume fraction can almost be fitted by a straight line. However, this relationship is not true for other types of media.
For two-dimensional type-one and type-two media and three-dimensional type-one media, as the volume fraction decreases from 1.0 to 0.7, the corresponding tortuosity changes dramatically from 1.0 to 1.3. As the volume fraction decreases further to 0.4, the rate of change of tortuosity with respect to the volume fraction becomes relatively smaller. Finally, as the volume decreases from 0.4 to 0.2, the tortuosity does not change significantly. Thus, for those regular media, the relationship between the tortuosity and volume fraction can be fitted to a function that is concave down.
For three-dimensional media of types two and three, as the volume fraction decreases from 1.0, the tortuosity gradually increases. As the volume fraction changes from 0.4 to 0.2, the tortuosity increases rapidly. It seems that the tortuosity will tend to infinity as the volume fraction tends to zero.
As we know, the volume fraction can change from 0.2 to 0.4 during ischemia [37] , hypoxia [39] , and postnatal development [29] , but tortuosity does not change significantly. However, during postnatal development after X-irradiation at postnatal days two to five [43] , the volume fraction changes from 0.2 to 0.48 and the tortuosity decreases significantly. We cannot reproduce these results using only three-dimensional type-one, i.e., regular, media, but we can reproduce them using media of types two and three.
With fixed diffusion coefficients, tortuosity and the volume fraction have strong influences on the time course and amplitude of the extracellular concentration of particles; this is evident for two-and three-dimensional media (see [2] and Figure 7 , respectively). At an ECS node, a large tortuosity implies a small rate of change of concentration ( Figures 2C and 7) , whereas a small tortuosity leads to a rapidly rising or decaying concentration profile (Figures 2A and 7) . On the other hand, if the rate of change of the concentration is large, the computed tortuosity will be closer to 1.
In this paper, we have built an LCA model for diffusion within the ECS of the brain and performed numerical simulations. As an application of the model, we have computed tortuosities and volume fractions for various two-and three-dimensional media, and we have studied how the geometrical properties of the ECS such as connectivity and pore size affect the tortuosity and the volume fraction.
The model is suitable for the diffusion of ions such as tetramethylammonium and tetraethylammonium, but it cannot be applied to the movement of, for example, potassium and sodium, because these ions can cross the cell membranes. For such ions, the zero-flux membrane boundary condition is no longer valid. Modeling the movement of potassium and sodium will be developed in our upcoming papers.
We speculate that this modeling may partially replace the need for some types of diffusion experiments in brain tissue. Furthermore, the modeling carried out here can be applied to diffusion in a true porous medium, e.g., to geophysical applications where tracer chemicals are injected into ground water and then undergo diffusion.
