Abstract -An iterative technique based on orthogonal filters and frequency tracking is proposed to estimate harmonic components in power systems. The technique uses frequency interpolation to estimate fundamental frequency and harmonics when the nominal frequency of the signal is a non-integer value. Due to the number of computations involved during the generation of filter coefficients, an offline computation is suggested. Beneficial features of the proposed technique include fixed sampling rate and fixed data window size. The performance of the proposed technique is examined by simulating different power system operating conditions and evaluating the data from these simulations. A technique based on Fast Fourier Transform is also used to estimate the harmonic components for all the simulated signals. These estimates are compared with those obtained from the proposed technique. Results show that the proposed technique can converge to the accurate fundamental frequency and therefore, provide accurate harmonic components even when the fundamental frequency is not equal to the nominal frequency.
Introduction
The widespread applications of power electronic devices have increased the harmonic distortion in power system voltage and current waveforms. Advances in semiconductor device technology have fueled a revolution in power electronics over the past decade, and there is every indication that this trend will continue. There is, however, concern on distortion from the non-fundamental periodic voltages and currents resulting from the steady state operation of nonlinear elements connected to the system [1] , and during disturbances and faults.
Steady state harmonic distortions are caused by nonlinear devices in a power system. In high voltage generating, transmission, and distribution systems, there are many possibilities to generate transient harmonics during faults and disturbances. Nonlinear branches, such as magnetizing reactance in transformers, can produce harmonics as a consequence of saturation effects during faults and disturbances. The severity of transient corruption depends on network type, fault type, fault location, fault sequence, switching type, sequence impedance ratio (Z 0 /Z 1 ), fault incident angle, and so on. [2] .
Due to the increased presence of harmonics and its effects in the modern power system, the necessity of real-time monitoring and analysis of variations of harmonics is widely acknowledged. A survey of related literature revealed that most studies conducted on harmonic estimations have limitations, particularly during frequency drift and presence transients. Furthermore, some of the recently proposed algorithms demand large amounts of computations. The objective of this paper is to develop a technique for real-time estimation of power system harmonics and to simulate and test this technique using MATLAB. The technique is designed to provide accurate estimations for distorted waveforms and frequency drifts normally encountered in power systems. The implementation of this technique in digital signal processor (DSP)-based platform is in progress at the University of Western Ontario.
Section II presents an overview of the previously proposed algorithms for harmonic estimations. A new iterative technique for harmonic estimation is developed and described in Section III. In Section IV, the technique is simulated and tested using the voltage and current waveforms obtained from simulations in which various power system conditions were considered. Results obtained using the simulated data for various case studies are illustrated and discussed in this section. Estimates obtained from the proposed technique are compared with those obtained a technique based on Fast Fourier Transform (FFT) and error analyses are conducted.
Harmonic Estimation Techniques
A number of algorithms for estimating harmonics have been proposed in the past. These algorithms use a variety of approaches, including Discrete Fourier Transform (DFT) and FFT [3] , Kalman filtering [4] , and Artificial Neural Networks [5] . This section briefly reviews these techniques. A short analysis of the pitfalls of these techniques and their effect on harmonic estimates is also presented.
Discrete and Fast Fourier Transform
Most harmonic analysis algorithms are based on FFT and DFT to obtain the voltage and current frequency spectrum from discrete time samples.
FFT is a very efficient algorithm for evaluating Fourier transform. This algorithm becomes considerably more efficient when a large number of data in a discrete sequence need to be transformed into frequency domain. For example, the total number of calculations for N point DFT is N 2 , and for FFT, it is Nlog 2 N. In FFT, the number of sampled values in a cycle should be chosen to be a power of 2.
There are two major pitfalls in the application of FFT: picket-fence effect and spectral leakage [6] . The picketfence effect occurs when the analyzed waveform includes a frequency that is not an integer times the fundamental frequency. During faults or disturbances in the power systems, transients produce decaying DC components which can lead to estimation errors. Spectral leakage arises due to the truncation of the sequence, such that a fraction of a cycle exists in the analyzed waveform. Modern data acquisition systems usually employ fixed sampling rate and data window. If the sampled waveform does not contain an integer number of samples per integer number of cycles, the results of the DFT and FFT will include errors.
The resulting errors are known as spectral leakage [6] . The two main errors caused by spectral leakage are as follows:
(1) A reduction in main lobe output.
(2) Contributions from neighboring harmonics. A modern data acquisition system usually has a fixed sampling rate; thus, the window length is constant, which leads to spectral leakage. The magnitude of spectral leakage error in harmonic estimations depends on the following:
(1) The deviation from the actual to the nominal fundamental frequency; (2) The shape of the filter characteristic; (3) The size of the neighboring harmonics; and (4) The desired harmonic number. For example, a 0.4 Hz deviation in the fundamental frequency will result in a 4 Hz deviation at the 10 th harmonic. Thus, the spectral leakage error will worsen as the harmonic number increases.
Kalman Filter
The Kalman filter [7] is a recursive filter whose output depends on both present and past inputs. It differs from other filtering algorithms used in power systems such that its gain coefficients vary with time.
The design of the Kalman filter is based on the statistical property of the signal to be processed. The time-varying filter coefficients, called Kalman gains, are calculated to minimize the square of the expected errors between the values of the actual estimated systems states.
The Kalman filter performs optimally if the statistical properties of the currents and voltages being processed are known and are used in designing the filter. The filter produces sub-optimal phasor estimates because the statistical properties are not known and are only estimated.
The Kalman filter theory is effective only if the change in the voltage phasor occurs at successive instants, the noise components have zero means and white, and their amplitudes have Gaussian distributions [7] . For inputs which satisfy these conditions, Kalman filter will give an optimal filter design. In practical situations, the variables do not satisfy these ideal conditions. For example, in real systems, the noise components are band limited and are, therefore, perfectly non-white. In addition, the signals are often correlated signals and are, therefore, not white. The random variables may not have strictly Gaussian distribution, but are assumed to be Gaussian when designing the Kalman filter. This factor can also cause error to Kalman filter-based estimations. The Kaman filter provides an output that is unacceptable for measurement because it cannot account for the non-60 Hz components in the input signals. Selecting a larger value for the noise variance to account for all the non-60 Hz components will slow the output [7] .
The accuracy of Kalman filter outputs will be adversely affected if the components in the input signal have not been modeled. Fundamental frequency variations in power systems are common and their deviation is unpredictable. Since the Kalman filter is not modeled for frequency variations, during the fundamental frequency variations, fundamental frequency and harmonic component estimations will have errors similar to the DFT technique.
Artificial Neural Network
Lai, Tse, Chan, and So proposed a neural network based technique [5] . They used Hopfield-type feedback neural networks for real-time harmonic estimation.
The proposed neural network implementation simultaneously determines the supply frequency variation, the fundamental amplitude/phase variation, as well as the harmonics amplitude/phase variation. Its distinctive feature is that the supply frequency variation is handled separately from the amplitude/phase variations.
The main problem of these techniques is the number of computations involved during the estimation of fundamental frequency and harmonic phase values. Effective online implementation of these techniques may be very expensive or even impossible to implement using the currently available DSP processor due to the number of computations involved.
The Proposed technique
The theoretical basis of the proposed technique is derived from an error analysis of the previous techniques which assume that the frequency of a power system is fixed. The proposed technique uses an iterative method to track the fundamental frequency of a power system and the estimated frequency to select the appropriate filters for computing various harmonics. On-line and off-line computations involved in implementing the proposed technique are also described. Practical issues in the implementation of the proposed technique using a microprocessor-based system are discussed.
Error Analysis of Different Techniques
From the previous discussion, accurate estimates will clearly be obtained if appropriate orthogonal filters are used as the frequency of power system changes. The filter designed by assuming the prevailing fundamental frequency should be used for harmonic estimation, which means that the prevailing fundamental frequency must also be estimated.
Furthermore, the window length should not change for ease of implementation. The sampling rate should be kept constant to allow easy implementation and use of synchronized sampling if needed.
The Proposed Technique
The technique consists of two parts. The first part tracks the power system's fundamental frequency, and the second part ascertains the power systems harmonics based on the prevailing fundamental frequency. The method used for tracking the power system frequency is based on an iterative procedure proposed by the author [8] . The technique considers that samples of a signal having a fundamental frequency of f 0 Hz are taken at a pre-specified sampling rate. Designing orthogonal filters to extract the real and imaginary parts of the fundamental frequency component of the signal is possible.
The real and imaginary parts, V rn and V in , computed using samples corresponding to the n th data window can be used to estimate the phase angle, θ n , of the fundamental frequency phasor corresponding to the n th window by using (1).
where V rn is the real part of the fundamental phasor, and V in is the imaginary part of the fundamental phasor.
As the next sample arrives, the data window is advanced by one sample. The phase angle, θ n+1 of the fundamental frequency phasor corresponding to the (n+1) th data window can be computed using the data from the (n+1) th window and the coefficients of the orthogonal filters. The phase angle difference, (θ n+1 -θ n ), represents the rotation of the phasor in one sampling interval. The rotation for a phasor having a fundamental frequency of f 0 will be equal to
where f s is the sampling rate. Eq. (2) is only true if phase angles θ n and θ n+1 are computed using the orthogonal filters designed by assuming the fundamental frequency of the signal as f 0 . In spite of this, (2) forms the basis for the frequency estimation and estimates of the frequency, f , which can be obtained as follows:
where f is the estimated frequency. One of the following two situations can exist: (a) The estimated frequency is equal to the fundamental frequency assumed for designing the orthogonal filters used to compute the phase angles θ n and θ n+1 . This means that the estimated frequency is also the fundamental frequency of the signal. (b) The estimated frequency is not equal to the fundamental frequency assumed for designing the orthogonal filters. This means that the estimated frequency is not the fundamental frequency of the signal. To achieve the previous situation, the phase angles need to be recalculated using the orthogonal filters designed by assuming that the fundamental frequency is equal to the fundamental frequency of the signal. This can be achieved using an iterative procedure as follows: (1) Design new orthogonal filters by assuming that the fundamental frequency of the signal is equal to the latest estimate of the frequency obtained from (3). (2) Compute the phase angles θ n and θ n+1 using the orthogonal filters designed in Step 1 and the samples corresponding to the data windows n and (n+1). (3) Estimate the frequency using (3) and the phase angles computed in Step 2. (4) Check if the estimated frequency from Step 3 is equal to the fundamental frequency assumed for designing the filters in Step 1. If it is, the estimated frequency in Step 3 is the fundamental frequency of the signal; otherwise, the process reverts to Step 1. An initial estimate of the frequency is assumed in starting the procedure for the first time. It is recommended in [8] that the initial estimate should be equal to the nominal frequency, i.e., 60 Hz. Once the prevailing fundamental frequency is estimated, orthogonal filters are then designed to extract the desired harmonic components of the esti-mated fundamental frequency.
Practical Issues
As discussed previously, the estimation process may require the design of new orthogonal filters after every iteration. The design of filters requires a considerable amount of computations. These computations may not be completed within one sampling interval, which is available for performing calculations. Therefore, the filters should be designed off-line and their coefficients can be stored for use in estimating the frequency and harmonics.
The iterative procedure for estimating the frequency is terminated when the estimated frequency obtained from (3) is equal to the fundamental frequency assumed for designing orthogonal filters. In practice, a margin should be allowed to account for errors arising from truncations during calculations, interpolations, and data acquisitions, among others.
The number of iterations that can be conducted in one sampling interval and the number of harmonics that can be estimated will be limited by the capability of a digital processor. As shown in [8] , the number of iterations should be kept equal to five to achieve faster convergence during a step change in the frequency. However, if a digital processor cannot conduct five iterations in one sampling interval, the number of iterations per sampling interval can be set at less than five depending on the capability of the processor. This may result in one or two additional sampling intervals for convergence in situations where there is a step change in the frequency, or where the initial estimate is not very close to the signal frequency.
Computations
Off-line calculations include the design of orthogonal filters for extracting the fundamental frequency component and desired harmonic components. These filters are designed by assuming a fundamental frequency of the signal equal to 40-70 Hz in the steps of 1 Hz.
The coefficients of the resulting sine and cosine filters are stored in the form of a look-up table that is used during on-line calculations.
This means that the coefficients of filters corresponding to the abovementioned frequencies are directly available. For filter coefficients corresponding to other frequencies, linear interpolation must be conducted. This arrangement facilitates the estimation of frequencies that exist in a power system and is accurate. It can be extended by storing the coefficients of filters covering a wider range.
Simulation Studies
Various types of signals were synthesized and discretized using MATLAB. These data were used to verify the validity and accuracy of the technique. Harmonic estimates obtained from the proposed technique are shown in this section. The results were also compared with those obtained from the commonly used FFT-based technique.
Simulation Modules
A program, the data generation module, was developed for synthesizing and discretizing the test signals at a specified sampling rate. This program accepts the user-supplied parameters of the signal to be synthesized, including the fundamental frequency of the signal and the magnitudes and phase angles of various harmonic components. The program stores the discretized data in a file for use by other programs.
In the first program, the FFT module was developed to estimate the harmonic components of a signal. This module uses the well-known FFT technique. In another program, the proposed technique module implemented the proposed technique. This module conducts off-line and on-line computations and estimates the fundamental frequency and harmonic components of the signal. The following parameters were chosen for the current study:
• 
Tests and Results
A variety of signals that may be encountered in a power system were synthesized and discretized using the data generation module. The discretized data were given to the FFT module and the proposed technique module to estimate the harmonic components of the signals. Five cases have been examined in this paper. Each case was discussed and the transient responses of the proposed technique and FFT were presented in graphs. The maximum steady state errors which resulted in odd harmonics are illustrated for all the five cases in Table 1 . The harmonics components with zero magnitude and absolute error are shown in the table while the error in percentage is given for the harmonics with non-zero magnitude. 
where ω=2π60 radians/second. The harmonic estimates by both techniques are accurate because the drift between the nominal frequency and the fundamental frequency is zero; thus, FFT estimates are not affected by spectrum leakage. The proposed technique also provides accurate estimates because it first converges to the fundamental frequency and then estimates the harmonics based on the estimated fundamental frequency. To demonstrate fast detection and convergence of the proposed technique, a current signal with a rising or decaying fundamental frequency was selected in which the fundamental frequency of the current signal oscillates by ± 3 Hz and frequency of oscillations is 1 Hz. The current signal was synthesized and discretized for the abovementioned condition, and is described by Eq. (6).
where ( ) (60 3sin(2 )) f t t dt π = + ∫ . The discretized data were given to the FFT module and the proposed technique module to estimate the harmonics. Fig. 4.4 shows the results obtained from both modules.
In Fig. 2(a) , the proposed technique can accurately and efficiently trace the variations in the fundamental frequency with a delay of 20 ms. Thus, the proposed technique estimates harmonics accurately based on the estimated fundamental frequency. The tests were repeated using other decay and rise rates, and similar results were obtained. Fig. 2(b) -(g) and Table 1 show the harmonic estimates using the FFT and the proposed technique. Due to the continuous drift in frequency, the FFT-based estimation error change and the accurate values are estimated only when the input fundamental frequency is equal to the assumed frequency of 60 Hz. On the other hand, the proposed technique provides accurate estimates at all times because the proposed technique tracks the signal frequency and is not affected by frequency drift.
Distorted Signal with Decaying Magnitude of the Fundamental Frequency Component (Case 4)
Eq. (7) shows the distorted current signal which has a fundamental frequency of 59 Hz and the peak value of the fundamental frequency component decaying exponentially from 100 V. 
where λ= 2, and ω=2π59 radians/second. In this case, the proposed technique follows the actual value with a delay of 23 ms [see Fig. 3(a) ]. Although the FFT-based technique follows the decaying fundamental frequency phasor fairly closely, as shown in Fig. 3(b) , the higher order harmonic estimates are in error due to the fundamental frequency deviation from the nominal frequency.
By repeating the testing for various frequency drifts and decaying rates, the proposed technique provides acceptable results, while the error increases with the frequency drift and with the harmonic component in the FFT-based technique.
Abrupt Change in Harmonic Magnitude (Case 5)
A voltage signal comprising of typical tripplen harmonic was synthesized and discretized in which a third harmonic changes abruptly. A voltage signal described by (8) was considered for simulation. The peak value of the 3 rd harmonic component in this signal changed abruptly from 10 to 8 V. where ω= 2π 59 radians/second. A 3 is equal to 10 for 0 < t < 165 ms, and equal to 8 for t > 165 ms. Fig. 4 (a)-(f) and Table 1 show the response of the proposed technique and the FFT technique with an abrupt change in the 3 rd harmonic. These figures illustrate that the impact on other harmonic estimates by the proposed technique due to abrupt change in the 3 rd harmonic is negligible. The proposed technique tracks the new 3 rd harmonic value within 33.59 msec (129/3840 sec). The FFT-based technique tracks the changed value; however, due to the frequency drift, it has an error in the estimates of the higherorder harmonics.
Conclusion
The widespread applications of power electronic devices have increased the harmonic distortion in power system voltage and current waveforms. An examination of pitfalls in previously proposed techniques is presented. Examples are shown to indicate that blindly applying DFT and FFT may lead to incorrect harmonic estimations. The limitations of the Kalman filter and artificial neural networks-based techniques, and the difficulties faced during implementation are also discussed. A new iterative technique based on orthogonal filters and frequency tracking is developed to estimate harmonic components in power systems. This 
