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Let α = (a1, a2, . . .) be a sequence (finite or infinite) of integers with a1 ≥ 0 and an ≥ 1,
for all n ≥ 2. Let {a, b} be an alphabet. For n ≥ 1, and r = r1r2 · · · rn ∈ Nn, with 0 ≤ ri ≤ ai
for 1 ≤ i ≤ n, there corresponds an nth-order α-word un[r] with label r derived from the
pair (a, b). These α-words are defined recursively as follows:
u−1 = b, u0 = a, u1[r1] = aa1−r1bar1 ,
ui[r1r2 · · · ri] = ui−1[r1r2 · · · ri−1]ai−riui−2[r1r2 · · · ri−2]ui−1[r1r2 · · · ri−1]ri , i ≥ 2.
Many interesting combinatorial properties of α-words have been studied by Chuan. In this
paper, we obtain some newmethods of generating the distinct α-words of the same order
in lexicographic order. Among other results, we consider another function r → w[r] from
the set of labels of α-words to the set of α-words. The string r is called a new label of the
α-wordw[r].
Using any new label of an nth-order α-wordw, we can compute the number of the nth-
order α-words that are less thanw in the lexicographic order. With the radix orders<r on
Nn (regardingN as an alphabet) and {a, b}+ with a<r b, we prove that there exists a subset
D of the set of all labels such thatw[r]<r w[s]whenever r, s ∈ D and r<r s.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We follow the terminology introduced in [15], unless otherwise stated. LetA be an alphabet. Forw ∈ A∗, let |w|a denote
the number of letters equal to a inw. Suppose thatA has a total order<. For u, v ∈ A+, define u <l v if either u is a proper
prefix of v, or u = xay, v = xbz, where a, b ∈ A, a < b, and x, y, z ∈ A∗; define u <r v if |u| < |v|, or |u| = |v| and u <l v.
Relations<l and<r are total orders called respectively the lexicographic order and the radix order onA+.
Let T be the shift operator onA∗ defined by
T (c1c2 · · · cn) = c2 · · · cnc1,
T−1(c1 · · · cn−1cn) = cnc1 · · · cn−1,
where ci ∈ A, 1 ≤ i ≤ n, n ≥ 1. Forw ∈ A+, define T 0(w) = w, T k(w) = T (T k−1(w)), T−k = T−1(T−k+1(w)), k ≥ 1.
Throughout the paper, let α = (a1, a2, . . .) be a sequence (finite or infinite) in N with a1 ≥ 0 and an ≥ 1, for all n ≥ 2.
Regarding N as an alphabet, we define, for n ≥ 1,
En = {r1r2 · · · rn ∈ Nn : 0 ≤ ri ≤ ai for 1 ≤ i ≤ n},
and E =n≥1 En. If r = r1r2 · · · rn ∈ En, write rk = r1r2 · · · rk for 1 ≤ k ≤ n.
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Let {a, b} be an alphabet. For n ≥ 1 and r1r2 · · · rn ∈ En, there corresponds a word un[r1r2 · · · rn] ∈ {a, b}+ derived from
the pair (a, b) recursively as follows:
u−1 = b, u0 = a,
un[r1r2 · · · rn] = un−1[r1r2 · · · rn−1]an−rnun−2[r1r2 · · · rn−2]un−1[r1r2 · · · rn−1]rn , for n ≥ 1. (1.1)
(Note that, when n = 1, u1[r1] = ua1−r10 u−1ur10 = aa1−r1bar1 ; when n = 2, u2[r1r2] = u1[r1]a2−r2au1[r1]r2 .) The
word un[r1r2 · · · rn] is said to be an nth-order α-word with initial pair of words (a, b), and r1r2 · · · rn is called a label of the
word un[r1r2 · · · rn]. A label of an α-word w indicates how w is constructed using the recursion (1.1). Some α-words may
have more than one label. Both u−1 = b and u0 = a are also considered as α-words, of orders -1 and 0, respectively
(with empty labels). We sometimes write u[r1r2 · · · rn], u[r] or un[r] for un[r1r2 · · · rn] for simplicity. Define Qn = {w :
w is an nth-order α-word}, n ≥ 1 and Q = n≥1 Qn. Define q−1 = 1, q0 = 1, qn = anqn−1 + qn−2, p−1 = 1, p0 = 0, pn =
anpn−1 + pn−2, for n ≥ 1. Note that qn = |w|, and pn = |w|b, the number of b’s in w (called the height of w), for all w ∈ Qn
and that the function r → u[r]maps En onto Qn for all n ≥ 1.
α-words have many interesting combinatorial properties (see [7–13,15,19]). Saying that a word w ∈ {a, b}+ is an α-
wordmeans that there exist a sequence α and r in some En such thatw can be generated by recursive concatenation (1.1). It
has been proved that many important words are α-words. For example, conjugates of finite standard Sturmian words (see
[5,15]), Lyndon Sturmian words (or lower Christoffel words) and their reversals (or upper Christoffel words) (see
[1,9,15]), the unbordered Sturmian words (see [6]), etc., are α-words. More precisely, finite standard Sturmian words,
Lyndon Sturmian words and their reversals are of the forms un[0n] (or un[0n−11]), un[0, a2, 0, a4, . . .], un[a1, 0, a3, 0, . . .],
respectively.
Images of the letter a under the action of Sturmianmorphisms are precisely the α-words (see Corollary 3.2 and Theorem
3.4 of [8]). The finite sequence α and the label r of an α-word u[r] determine a Sturmianmorphism H such that u[r] = H(a).
The Sturmian morphism H can be chosen to be a product H1H2 · · ·Hn, where each Hi is a Sturmian morphism of the form
a → ac−s−1bas
b → ac−s−1bas+1 or
a → ac−s−1bas
b → ac−sbas,
where c = ai, 0 ≤ s ≤ ai − 1. (See Theorem 3.4 and Corollary 3.8 of [8].) In [18], Séébold introduced the notion of
conjugate morphism, and proved that, if x is a standard word and H0 is a standard morphism such that x = H0(a), then
the set {H(a) : H is a conjugate of H0} equals the set of conjugates of x. In [17], Richomme developed some algorithms
computing the conjugates of a standardmorphism.α-words are also building blocks of infinite Sturmianwords (e.g., suffixes
of characteristic words; see for example [7,13–15,19]).
When α = (0, 1, 1, . . .) (resp., α = (1, 1, 1, . . .)), α-words are also called Fibonacci words (see [2]), qn = pn+1 =
Fn+1 (resp., qn = pn+2 = Fn+2), for n ≥ 0, where F1 = F2 = 1, Fn = Fn−1 + Fn−2, n ≥ 3 is the sequence of Fibonacci
numbers. In [3], Chuan discovered several ways to generate Fibonacci words. Some of them can be generalized to α-words
easily. For example, the following theorem is a generalization of Theorem 1(c) of [3].
Define
u′−1 = b, u′0 = a,
u′n[r1r2 · · · rn] =

(u′n−1[r1r2 · · · rn−1])∼
an−rnu′n−2[r1r2 · · · rn−2]u′n−1[r1r2 · · · rn−1]∼rn
(r1r2 · · · rn ∈ En, n ≥ 1). (1.2)
Theorem 1.1. Let n ≥ 1, and let r1r2 · · · rn ∈ En. Let si = ai − ri, 1 ≤ i ≤ n. Then
u′n[r1r2 · · · rn] =

un[r1s2 · · · rn−2sn−1rn] (n odd)
un[s1r2 · · · sn−1rn] (n even).
In particular, u′1[r1] = u1[r1], for 0 ≤ r1 ≤ a1.
Proof. Using the formula (un[r1r2 · · · rn])∼ = un[s1s2 · · · sn], the proof is straightforward. 
As a consequence, the number of different ways to obtain an nth-order α-word w using the recursion (1.2) is the same
as the number of ways using the recursion (1.1).
In this paper, we mainly deal with the lexicographic order and the radix order of the α-words. In Section 2, several
methods of constructing α-words (or conjugates of a finite standard Sturmian word) having length q and height p in the
lexicographic order are obtained.
Here we briefly describe these methods. Let v0, v1, . . . , vq−1 denote the α-words having length q and height p in the
lexicographic order.
(a) The b-set method computes the b-set of each vj, that is, the set of positions of b’s in each word vj. A numerical sequence
of length q, namely s0, s1, . . . , sq−1 in Theorem 2.3, carries all the information we need to generate all the vj’s.
(b) The shift method generates each vj from vj−1 by shifting (rotating) theword vj−1 t places, where t satisfies 1 ≤ t ≤ q−1
and pt ≡ 1 (mod q).
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(c) The adjacent transposition method generates vj from vj−1 by interchanging exactly two digits in adjacent positions.
These positions can be determined easily, using the numerical sequence in the b-set method.
(d) The matrix method generates a matrix whose jth column is the transpose of T (j−1)p(aq−pbp). The rows of this matrix are
the vj’s in the lexicographic order.
(e) The greatest integer function method generates each vj using a formula which involves the greatest integer function.
We remark that the methods in (a) and (e) can be used to generate a single vj. Before using the methods in (b) or (c),
v0 has to be generated by other means. Although some of these methods are just reformulations or consequences of other
methods, they provide different insights into the structure of α-words. In Section 3, we define, for each r ∈ E, an α-word
w[r] using a recursion similar to (1.1) and (1.2), and a nonnegative integer K(r). It is shown that, for each r ∈ En, K(r) is
the number of the nth-order α-words that are smaller than w[r] in the lexicographic order. In Section 4, a subset D of E is
obtained such that K maps D ∩ En one-to-one and onto the set {0, 1, . . . , qn − 1}, and for r, s ∈ D ∩ En, r <l s if and only if
K(r) < K(s). It is shown that the function r → w[r] is a bijection from D (resp., D ∩ En) onto Q (resp., Qn) which preserves
the radix orders (resp., the lexicographic orders). We also construct a tree associated with the function r → w[r] on E and
use the above result to explain some interesting phenomena in this tree (for example, in each level of this tree, the nodes
which are endpoints of paths labelled by elements of D are precisely the α-words of the same order in the lexicographic
order from top to bottom). In Section 5, we obtain another subset D of E which has the properties of D mentioned above.
The elements of D and D are characterized, respectively. For each r ∈ En, the string s ∈ D ∩ En (resp., D ∩ En) such that
K(r) = K(s) is computed.
2. Generating α-words of the same length and height in the lexicographic order
For n ≥ 1, define
tn =

qn−1 (n odd)
qn − qn−1 (n even)
un =

u[0a2 · · · 0an−10] (n odd)
u[0a2 · · · 0an] (n even).
(2.1)
It is known that
1 ≤ tn ≤ qn − 1 and pntn ≡ 1 (mod qn) (2.2)
(see [19]). Now, consider the lexicographic order<l on {a, b}+ with a <l b. For n ≥ 1, let v(n)0 , v(n)1 , . . . , v(n)qn−1 be the words
in Qn such that
v
(n)
0 <l v
(n)
1 <l · · · <l v(n)qn−1.
Some basic results on α-words are listed in the following lemma, parts (a) and (b) of which have been proved in
Theorems 2.4 and 2.5 of [5], and parts (c)–(e) in [9,11].
Lemma 2.1. Let n ≥ 1.
(a) If r = r1r2 · · · rn ∈ En, then u[r] = T j(u[0n]), where j =∑ni=1 riqi−1. In particular, un = T j(u[0n]), where j = qn−1 − 1 if
n is odd and j = qn − 1 if n is even.
(b) Ifw ∈ Qn, thenw is primitive andw, T (w), . . . , T qn−1(w) are the distinct nth-order α-words.
(c)

v
(n)
j
∼ = v(n)qn−j−1, for 0 ≤ j ≤ qn − 1.
(d) If qn is odd, then v
(n)
j is a palindrome if and only if j = qn−12 . If qn is even, then none of the v(n)j ’s is a palindrome.
(e) un is a prefix of af (
pn
qn
), where f (θ) denotes the characteristic word of the real number θ .
As observed in [11], each rational number pq , with 1 ≤ p < q and p, q relatively prime, corresponds to a unique Lyndon
Sturmian word u of length q and height p (note: pq corresponds to two standard Sturmian words). The conjugates of u are
precisely the α-words of length q and height p. Let v0, v1, . . . , vq−1 denote these α-words in the lexicographic order, i.e.,
v0 <l v1 <l · · · <l vq−1,
and let 0 ≤ t ≤ q − 1 satisfy pt ≡ 1 (mod q). Using Lemma 2.1(b), we see that u, T t(u), T 2t(u), . . . , T (q−1)t(u) is
a permutation of v0, v1, v2, . . . , vq−1. Then, using the fact that u is a prefix of af ( pq ) (Lemma 2.1(e)) over {a, b} (or the
fact that u is a lower Christoffel word), the b-set of u, and hence the b-set of each T jt(u), is obtained. Looking at the
elements in the b-sets of T (j−1)t(u) and T jt(u), it can be seen that these two words differ by exactly two adjacent letters,
which are ab in T (j−1)t(u) and ba in T jt(u). The positions of these adjacent letters are easy to compute. As a consequence,
T (j−1)t(u) <l T jt(u), 1 ≤ j ≤ q − 1, which means that T j(u) = vj, 0 ≤ j ≤ q − 1. We thus arrive at the following
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methods for generating α-words in the lexicographic order, namely the b-set method, the shift method, and the adjacent
transposition method. The matrix method and the greatest integer function method are both consequences of some of the
results mentioned above.
Throughout the rest of this section, let q, p, t, u, and vj be as above.
Shift operator
Theorem 2.2 (See [9,11]). T jt(u) = vj, for 0 ≤ j ≤ q− 1.
The Fibonacci case was proved in [3]. Note: Letting n ≥ 1 and q, p, t, u, vj equal to qn, pn, tn, un, v(n)j , respectively, it
follows from (2.1), (2.2), Lemma 2.1(a), and Theorem 2.2 that {u[0n], u[0n−11]} = {T (pn−1)tn(un), T pntn(un)} = {v(n)pn−1, v(n)pn }.
This means that v(n)j is standard if and only if j = pn − 1 or pn.
b-set, adjacent transposition, and matrix
Forw ∈ {a, b}+, let
Ib(w) = {i ∈ {1, 2, . . . , |w|} : the ith letter ofw is b}.
The set Ib(w) is called the b-set of the wordw. Forw = c1c2 · · · cm, where ci ∈ {a, b}, 1 ≤ i ≤ m, and for 1 ≤ k < m, define
hk(w) = d1d2 · · · dm, where dk = ck+1, dk+1 = ck, and dj = cj, otherwise. In other words, the word hk(w) is obtained from
the wordw by interchanging the kth and the (k+ 1)th letters inw.
Theorem 2.3 (See [4,9–11]). Let the sequence
s−p+1, s−p+2, . . . , sq−1
be defined recursively by
s−p+1 = q− t + 1
si+1 − si =
−t (t + 1 ≤ si ≤ q)
q− t (1 ≤ si ≤ t). (2.3)
(a) For 0 ≤ j ≤ q− 1, define yj ∈ {a, b}+ to be the word such that |yj| = q and Ib(yj) = {sj−p+1, sj−p+2, . . . , sj}. Then yj = vj.
(b) Let x0 = u, and let xj = hsj(xj−1), 1 ≤ j ≤ q− 1. Then xj = vj, for 0 ≤ j ≤ q− 1.
Note that, since pt ≡ 1 (mod q), we have s−p+1 ≡ (p− 1)t (mod q), and so
sk ≡ −kt (mod q) (−p+ 1 ≤ k ≤ q− 1). (2.4)
Thus part (a) of Theorem 2.3 means that
the ith letter of vj is b
⇔ i ≡ (r − j)t (mod q) for some r with 0 ≤ r ≤ p− 1;
part (b)means that vj can be obtained from vj−1 by interchanging the sjth and (sj+1)th digits in vj−1. Theorem2.3 generalizes
the case of Fibonacci words (see Theorem 2 and Corollary 1 of [3]).
The followingmatrixmethod,which is a consequence of Theorem2.3(a), constructs amatrix B columnby column starting
from the first column of B, which is the transpose of the word aq−pbp; each column of B is shifted p places to obtain the next
column. It is remarkable that the rows of B, from top to bottom, are exactly the α-words v0, v1, . . . , vq−1 in the lexicographic
order.
Theorem 2.4. Let x = aq−pbp, and let B be a q× q matrix over {a, b}whose jth column is the transpose of T (j−1)p(x), 1 ≤ j ≤ q.
Then the ith row of B is vi−1, 1 ≤ i ≤ q.
Proof. Let 1 ≤ i ≤ q. Then, for 1 ≤ j ≤ q,
the jth letter of the ith row of B is b
⇔ the ith letter of T (j−1)p(x) is b
⇔ i ≡ l− (j− 1)p (mod q) for some q− p+ 1 ≤ l ≤ q
⇔ j ≡ −(i− l′)t (mod q) for some 1 ≤ l′ ≤ p (l′ = l− q+ p) (by (2.2))
⇔ the jth letter of v(n)i−1 is b (by (2.4) and Theorem 2.3(a)).
Hence the result follows. 
Fig. 1 gives the matrix B with q = 11, p = 3 (t = 4). The first column is the transpose of a8b3. Each column is shifted
p = 3 places to get the next column. Theorem 2.4 implies that the rows of B are the α-words having length 11 and 3 b’s in
the lexicographic order.
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a a a b a a a b a a b
a a a b a a b a a a b
a a b a a a b a a a b
a a b a a a b a a b a
a a b a a b a a a b a
a b a a a b a a a b a
a b a a a b a a b a a
a b a a b a a a b a a
b a a a b a a a b a a
b a a a b a a b a a a
b a a b a a a b a a a
Fig. 1. The matrix Bwith q = 11, p = 3.
Greatest integer function
Lemma 2.5. Let 0 ≤ j ≤ q− 1. Then, for 1 ≤ i ≤ q,  ip+jq −  (i−1)p+jq  equals 1 or 0.
Proof. Let N =  ip+jq . Then N ≤ ip+jq < N+1, so N−1 < N− pq ≤ (i−1)p+jq < N+1− pq < N+1. Thus  (i−1)p+jq  = N−1
or N . Therefore the result holds. 
Lemma 2.6. Let 0 ≤ j ≤ q− 1. Let s−p+1, s−p+2, . . . , sq−1 be defined by (2.3). Then, for 1 ≤ i ≤ q, the following statements are
equivalent.
(a)
 ip+j
q
−  (i−1)p+jq  = 1.
(b) i ≡ (r − j)t (mod q) for some 0 ≤ r ≤ p− 1.
(c) i = sj−r for some 0 ≤ r ≤ p− 1.
Proof. Clearly ‘‘(b)⇔ (c)’’ follows from (2.4). It remains to prove that (a)⇔ (b). Note that
ip+ j
q

−

(i− 1)p+ j
q

= 1
⇔ (i− 1)p+ j
q
< N ≤ ip+ j
q
, for some integer N
⇔ Nq− j ≤ ip < Nq− j+ p, for some integer N
⇔ ip = Nq− j+ r, for some integer N and 0 ≤ r ≤ p− 1
⇔ i ≡ (r − j)t (mod q), for some 0 ≤ r ≤ p− 1.
Therefore the result follows. 
Corollary 2.7. For 0 ≤ j ≤ q − 1, define zj ∈ {a, b}+ to be the word such that |zj| = q, and the ith letter in zj is b (resp., a) if ip+j
q
−  (i−1)p+jq  = 1 (resp., 0), 1 ≤ i ≤ q. Then zj = vj.
Proof. This is a consequence of Theorem 2.3 and Lemma 2.6. 
We remark that, in [16], Mantaci et al. obtained part (a) of Theorem 2.3, and the result that vj is standard if and only if
j = p−1 or p independently, using certain properties of the Burrows–Wheeler Transform (BWT). Among other results, they
also proved a characterization of standard words by the BWT: a nonempty word w over {a, b} is a conjugate of a standard
word if and only if BWT(w) = bman, where m and n are coprime. A word w and its conjugates in lexicographic order can
be constructed using (BWT(w), I) and the reverse BWT.
In the next section, we will demonstrate yet another method to generate v(n)j .
3. Another function from E into Q
Now we consider another function from E into {a, b}+. The image of r = r1r2 · · · rn ∈ En is denoted by wn[r] or
wn[r1r2 · · · rn], and is defined recursively as follows:
w−1 = b, w0 = a, w1[r1] = aa1−r1bar1
and, for n ≥ 2,
wn[r1r2 · · · rn] =

wn−1[r1r2 · · · rn−1]an−rnwn−2[r1r2 · · · rn−2]wn−1[r1r2 · · · rn−1]rn if n is odd,
wn−1[r1r2 · · · rn−1]rnwn−2[r1r2 · · · rn−2]wn−1[r1r2 · · · rn−1]an−rn if n is even.
(3.1)
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The string r1r2 · · · rn is called a new label of the word wn[r1r2 · · · rn]. We sometimes write w[r1r2 · · · rn] or w[r] for
wn[r1r2 · · · rn], where r = r1r2 · · · rn.
We first show, in the following lemma, that each w[r] is an α-word u[s], and the change of label formula from the new
label r to the old label s or vice versa is very simple. Later, in Section 4, we will obtain a subset D of E, such that the function
r → w[r] from D onto Q is order preserving.
Lemma 3.1. Let n ≥ 1, and let r1r2 · · · rn ∈ En. Thenw[r] = u[r1(a2 − r2)r3(a4 − r4) · · · ] ∈ Qn.
The proof of the above lemma is straightforward.
By Theorem 1.1 and Lemma 3.1, we see that
w[r1r2 · · · rn] =

u′[r1r2 · · · rn] (n odd)
u′[(a1 − r1)(a2 − r2) · · · (an − rn)] (n even).
The function K : E → N defined below plays an important role in determining the lexicographic order of the α-words
having the same length using their new labels.
For n ≥ 1, define
dn,i = (−1)n−i(qn−ipn − pn−iqn), 0 ≤ i ≤ n, (3.2)
K(r) =
n−
i=1
ridn,n−i+1, r = r1r2 · · · rn ∈ En.
Note that, when α = (0, 1, 1, . . .) or (1, 1, 1, . . .), we have dn,i = Fi, for 1 ≤ i ≤ n.
Part (a) of the following lemma can be proved by induction on n (see [19]). Part (b) follows from the equation aiqi−1 =
qi − qi−2, 1 ≤ i ≤ n.
Lemma 3.2. Let n ≥ 1. Then the following hold.
(a) qn−1pn − pn−1qn = (−1)n−1, qn−2pn − pn−2qn = (−1)nan.
(b) qn − 1 =

a2q1 + a4q3 + · · · + anqn−1 if n is even,
a1q0 + a3q2 + · · · + anqn−1 if n is odd.
Lemma 3.3. Let n ≥ 1. Then the following hold.
(a) dn,0 = 0, dn,1 = 1, dn,2 = an, dn,n = pn.
(b) dn,i = an−i+2dn,i−1 + dn,i−2, for n ≥ 2, and 2 ≤ i ≤ n.
(c) dn,i = andn−1,i−1 + dn−2,i−2, for n ≥ 3, and 2 ≤ i ≤ n.
(d) dn,i+1tn ≡ (−1)n−i−1qn−i−1 (mod qn), for 0 ≤ i ≤ n− 1.
(e) ai+1dn,n−i + ai+3dn,n−i−2 + · · · + ajdn,n−j+1 = dn,n−i+1 − dn,n−j, for 1 ≤ i < j ≤ n and j− i is odd.
(f) ai+1dn,n−i + ai+2dn,n−i−1 + · · · + andn,1 = dn,n−i + dn,n−i+1 − 1, for n ≥ 2, 1 ≤ i ≤ n− 1.
(g) a1dn,n + a2dn,n−1 + · · · + andn,1 = qn − 1.
Proof. (a) The facts that dn,1 = 1 and dn,2 = an follow from Lemma 3.2(a). The remaining facts are easy to prove.
(b) an−i+2dn,i−1 + dn,i−2 = an−i+2(−1)n−i+1(qn−i+1pn − pn−i+1qn)+ (−1)n−i+2(qn−i+2pn − pn−i+2qn)
= (−1)n−i+2(qn−ipn − pn−iqn) = dn,i.
(c) andn−1,i−1 + dn−2,i−2 = an(−1)n−i(qn−ipn−1 − pn−iqn−1)+ (−1)n−i(qn−ipn−2 − pn−iqn−2)
= (−1)n−i(qn−ipn − pn−iqn) = dn,i.
(d) dn,i+1tn = (−1)n−i−1(qn−i−1pn − pn−i−1qn)tn ≡ (−1)n−i−1qn−i−1 (mod qn).
(e) The equation follows from the fact that ajdn,n−j+1 = dn,n−j+2 − dn,n−j. The proof of (f) is similar.
(g) a1dn,n + a2dn,n−1 + · · · + andn,1 = a1dn,n + dn,n−1 + dn,n − 1 (by (f))
= q1pn − (q1pn − p1qn)− 1 (by (a) and (3.2))
= qn − 1. 
Note that Lemma 3.3(g) implies that
0 ≤ K(r) ≤ qn − 1 for all r ∈ En. (3.3)
Theorem 3.4. Let n ≥ 1, and let r ∈ En. Thenw[r] = v(n)k , where k = K(r).
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Proof. Let si = ri (resp., ai − ri) if i is odd (resp., even). Let j = s1q0 + s2q1 + · · · + snqn−1, j1 = j− qn−1 + 1 (resp., j+ 1) if
n is odd (resp., even). Then
ktn =

n−
i=1
ridn,n−i+1

tn
≡
n−
i=1
(−1)i−1riqi−1 (by Lemma 3.3(d))
=

n−
i=1
siqi−1 − (a2q1 + a4q3 + · · · + an−1qn−2) (n odd)
n−
i=1
siqi−1 − (a2q1 + a4q3 + · · · + anqn−1) (n even)
=

j− (qn−1 − 1) (n odd)
j− (qn − 1) (n even) (by Lemma 3.2(b))
≡ j1 (mod qn). (3.4)
Hence
w[r] = u[s1s2 · · · sn] (by Lemma 3.1)
= T j(u[0n]) (by Lemma 2.1(a))
= T j1(un) (by Lemma 2.1(a))
= T ktn(un) (by (3.4))
= v(n)k (by Theorem 2.2). 
Corollary 3.5. Let n ≥ 1, and let r, s ∈ En. Then the following hold.
(a) K(r) is the number of α-words v in Qn such that v <l w[r].
(b) K(r) < K(s) if and only ifw[r] <l w[s].
(c) K(r) = K(s) if and only ifw[r] = w[s].
Corollary 3.6. Let n ≥ 1. Then, for each 0 ≤ k ≤ qn − 1, there exists r ∈ En such that K(r) = k.
Proof. For the given k, since v(n)k ∈ Qn, v(n)k = wn[r] for some r ∈ En. By Theorem 3.4, K(r) = k. 
In later sections, we will develop some algorithms for computing such an r ∈ En given 0 ≤ k ≤ qn − 1. (See
Propositions 4.2 and 5.5.)
The above corollary leads to a procedure for generating v(n)k , given 0 ≤ k ≤ qn − 1.
Step 1. Compute r ∈ En such that K(r) = k.
Step 2. Generatewn[r]. (v(n)k = wn[r] according to Theorem 3.4.)
4. The subset D of E
For n ≥ 1, define
Dn = {r ∈ En : (2 ≤ i ≤ n and ri = 0)⇒ (ri−1 = 0 or ri+1 = ai+1)}, D =

n≥1
Dn.
We will prove the following assertions on Dn.
(a) Each 0 ≤ k ≤ qn − 1 corresponds to a unique r ∈ Dn such that K(r) = k.
(b) Let r, s ∈ Dn. Then r <l s if and only if K(r) < K(s).
(c) The function r → w[r] is a bijection from D onto Q which preserves the radix orders.
Lemma 4.1. Let n ≥ 2, and let r = r1r2 · · · rn ∈ En. Then the following hold.
(a) If 2 ≤ i ≤ n and ri−1 ≠ 0, then
K(ri−10n−i+1) =

K(ri−2(ri−1 − 1)ai0ai+20 · · · an) if n− i is even,
K(ri−2(ri−1 − 1)ai0ai+20 · · · an−11) if n− i is odd. (4.1)
In particular, if rn−1 ≠ 0, then
K(rn−10) = K(rn−2(rn−1 − 1)an). (4.2)
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(b) If 2 ≤ i < n and ri−1 ≠ 0, then
K(ri−10j−i+1rj+1 · · · rn)
=

K(ri−2(ri−1 − 1)ai0ai+20 · · · aj(rj+1 + 1)rj+2 · · · rn) if j− i is even, and rj+1 ≠ aj+1,
K(ri−2(ri−1 − 1)ai0ai+20 · · · aj−210aj+1rj+2 · · · rn) if j− i is even, and rj+1 = aj+1,
K(ri−2(ri−1 − 1)ai0ai+20 · · · aj−11rj+1 · · · rn) if j− i is odd.
(4.3)
In particular, if 2 ≤ i < n, ri−1 ≠ 0, and ri+1 ≠ ai+1, then
K(ri−10ri+1 · · · rn) = K(ri−2(ri−1 − 1)ai(ri+1 + 1) · · · rn). (4.4)
(c) If 2 ≤ i ≤ n and ri−1 ≠ ai−1, then
K(ri−1ai · · · an) =

K(ri−2(ri−1 + 1)0ai+1 · · · 0an−10) if n− i is even,
K(ri−2(ri−1 + 1)0ai+1 · · · 0(an − 1)) if n− i is odd. (4.5)
(d) If 2 ≤ j ≤ i < n, and rj−1 ≠ aj−1, then
K(rj−1ajaj+1 · · · airi+1 · · · rn)
=

K(rj−2(rj−1 + 1)0aj+10aj+3 · · · 0ai−10(ri+1 − 1)ri+2 · · · rn) if i− j is even, and ri+1 ≠ 0,
K(rj−2(rj−1 + 1)0aj+10aj+3 · · · 0(ai − 1)ri+1 · · · rn) if i− j is odd.
(4.6)
(Here 0aj+10aj+3 · · · 0ap0 = 0 if p+ 1 = j, and ai0ai+20 · · · ap = ai if p = i.)
Proof. Parts (a) and (b) follow immediately from Lemma 3.3(e).
(c) If 2 ≤ i ≤ n and ri−1 ≠ ai−1, then
ri−1dn,n−i+2 + aidn,n−i+1 + · · · + andn,1 + 1 = ri−1dn,n−i+2 + dn,n−i+1 + dn,n−i+2 (by Lemma 3.3(f))
=

(ri−1 + 1)dn,n−i+2 + ai+1dn,n−i + ai+3dn,n−i−2 + · · · + an−1dn,2 + 1 (n− i even)
(ri−1 + 1)dn,n−i+2 + ai+1dn,n−i + ai+3dn,n−i−2 + · · · + andn,1 (n− i odd) (by Lemma 3.3(e)),
so the result follows.
Part (d) is proved similarly. 
From Eq. (4.2) or (4.4), we see that the function K : En → {0, 1, . . . , qn − 1} is not one-to-one.
Proposition 4.2. Let n ≥ 1. Then, for each k with 0 ≤ k ≤ qn − 1, there exists r ∈ Dn such that k = K(r). More precisely, if
0 ≤ k ≤ qn − 2 and k = K(r), where r = r1r2 · · · rn ∈ Dn, then k+ 1 = K(s), where
s =
rn−1(rn + 1) if rn ≠ an,
ri−1(ri + 1)0ai+2 · · · 0an if i < n, ri ≠ ai, ri+1 · · · rn = ai+1 · · · an, and n− i is even,
ri−1(ri + 1)0ai+2 · · · 0an−11 if i < n, ri ≠ ai, ri+1 · · · rn = ai+1 · · · an, and n− i is odd
(4.7)
belongs to Dn.
Proof. Clearly, the second assertion follows from Eq. (4.5); the first assertion follows from the second one and the fact that
K(0n) = 0. 
Lemma 4.3. If n ≥ 1, 1 ≤ i ≤ n and 0i−1riri+1 · · · rn, 0i−1sisi+1 · · · sn ∈ Dn and ri < si, then
ridn,n−i+1 + ri+1dn,n−i + · · · + rndn,1 < sidn,n−i+1 + si+1dn,n−i + · · · + sndn,1. (4.8)
Proof. We prove the result by induction on l = n − i + 1, the number of terms on each side of inequality (4.8).
If i = n (i.e., l = 1), then clearly rndn,1 < sndn,1. Suppose that 1 ≤ i < n (i.e., 1 < l ≤ n) and that
r ′jdn,n−j+1 + r ′j+1dn,n−j + · · · + r ′ndn,1 < s′jdn,n−j+1+ s′j+1dn,n−j + · · · + s′ndn,1 whenever 0j−1r ′j r ′j+1 · · · r ′n, 0j−1s′js′j+1 · · · s′n
∈ Dn, r ′j < s′j and i < j ≤ n (i.e., 1 ≤ n − j + 1 < l). Let 0i−1riri+1 · · · rn, 0i−1sisi+1 · · · sn ∈ Dn, and ri < si. Then
0jrj+1rj+2 · · · rn, 0js′j+1sj+2 · · · sn ∈ Dn, for all i ≤ j ≤ n, and s′j+1 ≤ sj+1.
Case 1. si+1 ≥ 1.
sidn,n−i+1 + si+1dn,n−i + · · · + sndn,1 ≥ (ri + 1)dn,n−i+1 + si+1dn,n−i + · · · + sndn,1
= ridn,n−i+1 + ai+1dn,n−i + (si+1dn,n−i + si+2dn,n−i−1 + · · · + sndn,1)+ dn,n−i−1 (by Lemma 3.3(b))
> ridn,n−i+1 + ri+1dn,n−i + (0+ ri+2dn,n−i−1 + · · · + rndn,1) (by inductive hypothesis)
= ridn,n−i+1 + ri+1dn,n−i + · · · + rndn,1.
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Case 2. si+1 = 0. We have si+2 = ai+2, and so
sidn,n−i+1 + si+1dn,n−i + · · · + sndn,1 ≥ (ri + 1)dn,n−i+1 + si+1dn,n−i + · · · + sndn,1
= ridn,n−i+1 + ai+1dn,n−i + dn,n−i−1 + si+2dn,n−i−1 + si+3dn,n−i−2 + · · · + sndn,1
= ridn,n−i+1 + ai+1dn,n−i + ai+2dn,n−i−1 + (dn,n−i−1 + si+3dn,n−i−2 + · · · + sndn,1)
> ridn,n−i+1 + ri+1dn,n−i + ri+2dn,n−i−1 + (0+ ri+3dn,n−i−2 + · · · + rndn,1) (by inductive hypothesis)
= ridn,n−i+1 + ri+1dn,n−i + · · · + rndn,1. 
Proposition 4.4. Let n ≥ 1, and let r, s ∈ Dn. Then the following hold.
(a) r <l s if and only if K(r) < K(s).
(b) K(r) = K(s) if and only if r = s.
Proof. If r <l s, then there exists 1 ≤ i ≤ n such that ri−1 = si−1 and ri < si. Clearly, 0i−1riri+1 · · · rn, 0i−1sisi+1 · · · sn ∈ Dn,
and so, by Lemma 4.3, inequality (4.8) holds. Hence,
K(r) = r1dn,n + r2dn,n−1 + · · · + ri−1dn,n−i+2 + ridn,n−i+1 + ri+1dn,n−i + · · · + rndn,1
< s1dn,n + s2dn,n−1 + · · · + si−1dn,n−i+2 + sidn,n−i+1 + si+1dn,n−i + · · · + sndn,1
= K(s).
Clearly, if r = s, then K(r) = K(s); if s <l r, then, by what we have just proved, K(r) > K(s). Hence the results follow. 
Since Proposition 4.2 implies that the range of K |Dn is {0, 1, . . . , qn − 1}, the following corollary follows.
Corollary 4.5. For n ≥ 1, the function K |Dn is a bijection from Dn onto {0, 1, . . . , qn − 1} which preserves the lexicographic
orders.
From the above corollary, we have |Dn| = qn, n ≥ 1, and so, for each 0 ≤ k ≤ qn− 1, the string r ∈ Dn constructed from
k in Proposition 4.2 is unique. Therefore, Proposition 4.2 can be used to generate the elements of Dn recursively. In the next
section, we will obtain other methods for constructing r (in Dn or other subsets of En) from kwith K(r) = k (see the remark
at the end of Section 5). We will also give another proof of the equation |Dn| = qn in the next section (see Proposition 5.3).
Combining Corollary 4.5, Corollary 3.5, and the definition of the radix order, we arrive at the following theorem and its
corollary.
Theorem 4.6. Let n ≥ 1, and let r, s ∈ Dn. Then the following statements are equivalent.
(a) r <l s.
(b) K(r) < K(s).
(c) w[r] <l w[s].
Corollary 4.7. The function r → w[r] is a bijection from D onto Q which preserves the radix orders and maps Dn onto Qn, for
n ≥ 1.
Weconstruct a tree T associatedwith the function r → w[r] on E as follows: b is the root (the leftmost vertex) of T , a is the
only son of b,w1[0], w1[1], . . . , w1[a1] are the sons of a andwn+1[r1r2 · · · rn0], wn+1[r1r2 · · · rn1], . . . , wn+1[r1r2 · · · rnan+1]
are the an+1 + 1 sons ofwn[r1r2 · · · rn], listing from top to bottom in a column. Label the edge (wn[r1r2 · · · rn], wn+1[r1r2 · · ·
rnrn+1])with rn+1, n ≥ 0. The new label r = r1r2 · · · rn of the α-word wn[r1r2 · · · rn] represents a path P(r) from the root b
to the vertexwn[r1r2 · · · rn]. (See Fig. 2.)
Let r, s ∈ E. It is clear that
|r| < |s|
⇔ r ∈ En and s ∈ Em for some n < m
⇔ P(r) is shorter than P(s)
⇔ the level number ofw[r] is less than the level number ofw[s]
⇔ |w[r]| < |w[s]|,
(4.9)
and
|r| = |s| and r <l s
⇔ r, s ∈ En and r <l s
⇔ P(r) and P(s) have the same length and P(r) lies above P(s)
⇔ w[r] andw[s] are in the same level andw[r] lies abovew[s].
(4.10)
W.-F. Chuan et al. / Theoretical Computer Science 412 (2011) 876–891 885
Fig. 2. Tree T with α = (2, 1, 3).
Nowwe consider only these vertices in the tree, which are end-vertices, other than b (see the words in boldface in Fig. 2),
of paths determined by elements of D. Corollary 4.7 and (4.9) and (4.10) imply that these end-vertices are the distinct α-
words of orders n ≥ 1; the α-words in each level of the tree (column) are increasing in the lexicographic (or radix) order
from top to bottom; in the radix order, the bottommost α-word in each level is smaller than the topmost α-word in the next
level. (See Fig. 3.)
Let S denote the increasing sequence of elements of Q in the radix order. Then clearly the α-wordw[r], where r ∈ Dn, is
the (q1 + q2 + · · · + qn−1 + K(r) + 1)th element in the sequence S. Conversely, the mth element in the sequence S is the
α-wordwn[r], where n is the smallest integer such thatm < q1 + q2 + · · · + qn and r ∈ Dn is such that
K(r) =

m− (q1 + q2 + · · · + qn−1)− 1, n ≥ 2
m− 1, n = 1.
5. More properties of the set D
We first give a combinatorial proof that |Dn| = qn, a fact that we have already obtained from Corollary 4.5. The following
lemma is clear.
886 W.-F. Chuan et al. / Theoretical Computer Science 412 (2011) 876–891
Fig. 3. α-words in the radix order for α = (2, 1, 3). Labels belong to D3 . u → v means that u <r v.
Lemma 5.1. Let n ≥ 1, and let r = r1r2 · · · rn ∈ Dn. Then the following hold.
(a) If 1 ≤ i ≤ n and ri ≠ 0, then ri ∈ Di.
(b) If 2 ≤ i ≤ n and ri−1ri = 00, then ri = 0i.
(c) rn = 0 if and only if r = 0n.
(d) If rn−1 ≠ 0, then 1 ≤ rn ≤ an.
Lemma 5.2. Let n ≥ 3, and let
D′n = {0n−1rn : 0 ≤ rn ≤ an}
D′′n = (Dn−2 \ {0n−2})0an
D′′′n = (Dn−1 \ {0n−1}){1, 2, . . . , an}.
Then the sets D′n,D′′n , and D′′′n are mutually disjoint, and Dn = D′n ∪ D′′n ∪ D′′′n . (Note that D′′3 = ∅ if a1 = 0.)
Proof. First, observe that, by Lemma 5.1(c),
Di \ {0i} = {r1 · · · ri ∈ Di : ri ≠ 0}, for all i. (5.1)
Therefore, it is clear that D′n ∩ D′′n ∩ D′′′n = ∅, and D′n ∪ D′′n ∪ D′′′n ⊂ Dn. Now, let r = r1r2 · · · rn ∈ Dn. We show that r belongs
to one of the sets D′n,D′′n, and D′′′n .
Case 1. rn−1 = 0. If rn−2 = 0, then Lemma 5.1(b) implies that rn−1 = 0n−1, and so r = 0n−1rn ∈ D′n. If rn−2 ≠ 0, then rn = an
and, by Lemma 5.1(a) and (5.1), rn−2 ∈ Dn−2 \ {0n−2}; so r ∈ D′′n .
Case 2. rn−1 ≠ 0. By Lemma 5.1(a) and (5.1), rn−1 ∈ Dn−1 \ {0n−1}. By Lemma 5.1(d), 1 ≤ rn ≤ an. Hence r ∈ D′′′n . 
Proposition 5.3. Let n ≥ 1. Then |Dn| = qn.
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Proof. We prove the result by induction on n. Clearly |D1| = a1+ 1 = q1. Since D2 = {0r2 : 0 ≤ r2 ≤ a2} ∪ {r1r2 : 1 ≤ r1 ≤
a1, and 1 ≤ r2 ≤ a2}, |D2| = q2.
Now, let n ≥ 3, and assume that |Dn−2| = qn−2 and |Dn−1| = qn−1. Then, by Lemma 5.2,
|Dn| = |D′n| + |D′′n| + |D′′′n |
= (an + 1)+ (qn−2 − 1)+ (qn−1 − 1)an = qn.
Therefore, the result follows. 
In Corollary 4.7, we have seen that the restriction of the function r → w[r] on D preserves the radix orders. Here, we
point out that D is not the only subset of E that has this property. Define
Dn = {r ∈ En : (2 ≤ i ≤ n and ri = ai)⇒ (ri+1 = 0 or ri−1 = ai−1)}, D =

n≥1
Dn.
For r = r1r2 · · · rn ∈ En, define r¯ = (a1 − r1) · · · (an − rn). Note that r¯ ∈ En for all r ∈ En.
Lemma 5.4. Let r, s ∈ En. Then the following hold.
(a) K(r)+ K(r¯) = qn − 1.
(b) K(r) = K(s) if and only if K(r¯) = K(s¯).
(c) K(r) < K(s) if and only if K(s¯) < K(r¯).
(d) r ∈ Dn if and only if r¯ ∈ Dn.
(e) s <l r if and only if r¯ <l s¯.
(f) w[r] <l w[s] if and only ifw[s¯] <l w[r¯].
Proof. Let r = r1r2 · · · rn, s = s1s2 · · · sn. Clearly, (b) and (c) follow from (a); (f) follows from Corollary 3.5 and (c).
(a)
K(r)+ K(r¯) =
n−
i=1
ridn,n−i+1 +
n−
i=1
(ai − ri)dn,n−i+1
=
n−
i=1
aidn,n−i+1 = qn − 1 (by Lemma 3.3(g)).
(d) By definition of Dn and Dn.
(e) Let i be the smallest index such that ri ≠ si. Then
s <l r⇔ si < ri ⇔ ai − ri < ai − si ⇔ r¯ <l s¯. 
With Lemma 5.4, many results related to D or Dn can be reformulated as results related to D or Dn, and vice versa. For
example, Theorem 4.6 and Corollary 4.7 are true ifD andDn are replaced byD andDn, respectively. The following proposition
is an immediate consequence of Proposition 4.2 and Lemma 5.4. It can be used to generate the elements of Dn recursively.
Proposition 5.5. Let n ≥ 1. Then K(a1a2 · · · an) = qn − 1. If 1 ≤ k ≤ qn − 1 and k = K(r), where r = r1r2 · · · rn ∈ Dn, then
k− 1 = K(s), where
s =

rn−1(rn − 1) if rn ≠ 0,
ri−1(ri − 1)ai+10 · · · an−10 if i < n, ri ≠ 0, ri+1ri+2 · · · rn = 00 · · · 0, and n− i is even,
ri−1(ri − 1)ai+10 · · · an−20(an − 1) if i < n, ri ≠ 0, ri+1ri+2 · · · rn = 00 · · · 0, and n− i is odd
belongs to Dn.
Next, we characterize the elements of Dn (resp., Dn). For n ≥ 1 and 0 ≤ k ≤ qn − 1, define En(k) = {r ∈ En : K(r) = k}.
Proposition 5.6. Let n ≥ 1, and let 0 ≤ k ≤ qn − 1. For 1 ≤ i ≤ n, let ri be the largest integer with 0 ≤ ri ≤ ai such that
ridn,n−i+1 ≤ k−∑i−1j=1 rjdn,n−j+1. Let r = r1r2 · · · rn. Then the following hold.
(a) r ∈ En and k =∑nj=1 rjdn,n−j+1 = K(r).
(b) s <l r for all s ∈ En(k) with s ≠ r.
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Proof. (a) Clearly
∑n
j=1 rjdn,n−j+1 ≤ k, and the equality holds when k = 0 or qn − 1. Now, for 1 ≤ k ≤ qn − 2, we prove the
result by way of contradiction. Suppose that
k ≥
n−
j=1
rjdn,n−j+1 + 1. (5.2)
Since
(rn + 1)dn,1 ≤ k−
n−1
j=1
rjdn,n−j+1,
the maximality of rn implies that rn = an. Since k ≠ qn − 1, there exists 1 ≤ p ≤ n− 1 such that rj = aj for p+ 1 ≤ j ≤ n,
but rp ≠ ap. Now, inequality (5.2) implies that
k−
p−1
j=1
rjdn,n−j+1 ≥ rpdn,n−p+1 +
n−
j=p+1
ajdn,n−j+1 + 1
= rpdn,n−p+1 + dn,n−p + dn,n−p+1 (by Lemma 3.3(f))
≥ (rp + 1)dn,n−p+1,
contradicting the maximality of rp. Thus the result follows.
(b) Let s ∈ En with K(s) = k and s ≠ r. Let p be the smallest index such that sp ≠ rp. Then
spdn,n−p+1 ≤
n−
j=p
sjdn,n−j+1 = k−
p−1
j=1
sjdn,n−j+1
= k−
p−1
j=1
rjdn,n−j+1.
By the maximality of rp, we have sp < rp, so s <l r. 
Theorem 5.7. Let n ≥ 1. Let r = r1r2 · · · rn ∈ En, and let k = K(r). Then the following conditions are equivalent.
(a) For each 1 ≤ i ≤ n, ri is the largest integer with 0 ≤ ri ≤ ai such that
ridn,n−i+1 ≤ k−
i−1
j=1
rjdn,n−j+1.
(b) s <l r for all s ∈ En(k), s ≠ r.
(c) r ∈ Dn.
Proof. The implication (a)⇒ (b) follows from Proposition 5.6.
(b)⇒ (c). We prove this by way of contradiction. Suppose that r /∈ Dn. Then either rn−1 ≠ an−1, rn = an, or there exists
1 ≤ i ≤ n − 2 such that ri ≠ ai, ri+1 = ai+1, and ri+2 ≠ 0. In the former (resp., latter) case, Eq. (4.2) (resp., (4.4)) implies
that there exists s ∈ En(k) such that r <l s, contradicting (b).
(c)⇒ (a). Suppose that r ∈ Dn. For each 1 ≤ i ≤ n, let si be the largest integer with 0 ≤ si ≤ ai such that
sidn,n−i+1 ≤ k−
i−1
j=1
sjdn,n−j+1.
By Proposition 5.6(a), we have K(s) = k, and by Proposition 5.6(b) and ‘‘(b)⇒ (c)’’ that we have just proved, we have s ∈ Dn.
Now, it follows from Proposition 4.4 that r = s, and so (a) holds. 
Using Theorem 5.7 and Lemma 5.4, we obtain an analogous result for Dn.
Theorem 5.8. Let n ≥ 1. Let r = r1r2 · · · rn ∈ En, and let k = K(r). Then the following statements are equivalent.
(a) For each 1 ≤ i ≤ n, ri is the smallest integer with 0 ≤ ri ≤ ai such that
ridn,n−i+1 ≥ k+ 1− dn,n−i − dn,n−i+1 −
i−1
j=1
rjdn,n−j+1.
(b) r <l s for all s ∈ En(k) with s ≠ r.
(c) r ∈ Dn.
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We remark that, for any given kwith 0 ≤ k ≤ qn−1, Proposition 5.6, Theorem 5.7 (resp., Theorem 5.8) provide amethod
for constructing r = r1r2 · · · rn ∈ Dn (resp., r ∈ Dn), from left to right bit by bit, with K(r) = k.
Finally, for r ∈ En\Dn, where n ≥ 2, we want to construct s ∈ Dn such that K(s) = K(r). One way to do this is to compute
first K(r), and then apply Theorem 5.8. It is interesting to note that there are algorithms to do this without computing K(r).
Let r = r1r2 · · · rn ∈ En, where n ≥ 2. We say that ri is a bad digit of r if
i = n, rn−1 ≠ 0, rn = 0 (5.3)
or
2 ≤ i ≤ n− 1, ri−1 ≠ 0, ri = 0, ri+1 ≠ ai+1. (5.4)
In order to solve our problem, we apply Eq. (4.2) (resp., (4.4)) to a bad digit of r satisfying (5.3) (resp., (5.4)) to obtain a
string in En(K(r)) that is smaller than r in the lexicographic order. If the new string has no bad digits, then it belongs to Dn
and we are done; otherwise, repeat the process. Since the string we obtain in each step belongs to En(K(r)) and is getting
smaller in the lexicographic order, the process will terminate after a finite number of steps whenwe obtain a string that has
no more bad digits; so it belongs to Dn.
Example A. Let n = 12 and let α = (3, 4, 5, 3, 6, 4, 7, 5, 4, 2, 3, 5). Here, r ∼ s means that K(r) = K(s). The substrings
that need to be changed are underlined. Let I be the sequence of positions of the bad digits that are dealt with.
(a) In each step, the leftmost bad digit is dealt with.
r= 205010400030
∼ 204320400030 by (4.4)
∼ 145320400030 by (4.4)
∼ 145314500030 by (4.4)
∼ 145314451030 by (4.4)
∼ 145314451025 by (4.2)
∼ 145314450235 = s by (4.4)
I : 4, 2, 6, 8, 12, 10
(b) In each step, the rightmost bad digit is dealt with.
r= 205010400030
∼ 205010400025 by (4.2)
∼ 205010351025 by (4.4)
∼ 205010350235 by (4.4)
∼ 205004450235 by (4.4)
∼ 204314450235 by (4.4)
∼ 145314450235 = s by (4.4)
I : 12, 8, 10, 6, 4, 2
Note that in neither (a) nor (b) is the sequence I monotone.
There are two ways to modify the above algorithm so that I is monotone.
Theorem 5.9. Let n ≥ 2, and let r = r1r2 · · · rn ∈ En\Dn. Let ri be the leftmost bad digit of r. If there is a least index p with
2 ≤ p ≤ i− 2 such that rp−1rp · · · ri = rp−10ap+10ap+3 · · · 0ai−10, and rp−1 ≠ 0, set
s =

rp−2(rp−1 − 1)apap+1 · · · ai(ri+1 + 1)ri+2 · · · rn if 4 ≤ i < n,
rp−2(rp−1 − 1)apap+1 · · · an if i = n; (5.5)
otherwise, set
s =

ri−2(ri−1 − 1)ai(ri+1 + 1)ri+2 · · · rn if 2 ≤ i < n,
rn−2(rn−1 − 1)an if i = n. (5.6)
Then s ∈ En, s <l r, K(s) = K(r), si ∈ Di, and si+1 is not a bad digit of s.
Proof. Clearly, s ∈ En, and s <l r. To prove the remaining assertions, there are two cases to consider.
Case 1. p exists. If 4 ≤ i < n (resp., i = n), we use Eq. (4.6) (resp., (4.5)) to conclude that K(s) = K(r), where s is given by
Eq. (5.5).
By theminimality of i, and the fact that s1s2 · · · sp−2 = r1r2 · · · rp−2, si has no bad digit sj with 2 ≤ j ≤ p−3. Since sp = ap,
sp−1 is not a bad digit of si. It remains to consider sp−2. If sp−2 = 0 (i.e., rp−2 = 0) and p− 2 ≥ 2, then, by the minimality of i,
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we have either sp−3 = rp−3 = 0, or rp−1 = ap−1. In the latter case, by the minimality of p, we have sp−3 = rp−3 = 0. Hence
sp−2 is not a bad digit in si. This proves that si ∈ Di.
Case 2. p does not exist. By Eqs. (4.2) and (4.4), K(s) = K(r), where s is given by Eq. (5.6). The assertion that si ∈ Di can be
proved as in Case 1. 
Now, for any given r ∈ En\Dn, use Eq. (5.5) (resp., (5.6)) at the leftmost bad digit of r in the case that p exists (resp., p does
not exist) to obtain a new string. If the new string has no bad digits, then we are done; otherwise, we repeat the process.
From Eqs. (5.5) and (5.6) and the last two assertions of Theorem 5.9, we see that the positions of the bad digits treated form
an increasing sequence, and that the substring that needs to be changed in the next step will lie to the right of the position
of the last bad digit treated.
Example B. Let n and α be as in Example A. Let I be defined as in Example A. In each step, the leftmost bad digit is dealt
with.
r= 205010400030
∼ 145320400030 by (5.5) with i = 4, p = 2
∼ 145314500030 by (5.6) with i = 6
∼ 145314451030 by (5.6) with i = 8
∼ 145314450235 by (5.5) with i = 12, p = 10
I : 4, 6, 8, 12
We note that, for example, after the bad digit at position 6 of the second string has been taken care of, the boldface prefix
145314 of length 6 will remain unchanged, as mentioned above.
The following theorem also serves the same purpose.
Theorem 5.10. Let n ≥ 2, and let r = r1r2 · · · rn ∈ En \ Dn. Let ri be the rightmost bad digit of r. If r = ri−10j−i+1rj+1 · · · rn,
where i ≤ j < n, and rj+1 ≠ 0, set
s =

ri−2(ri−1 − 1)ai0ai+2 · · · 0aj(rj+1 + 1)rj+2 · · · rn if j− i is even, and rj+1 ≠ aj+1,
ri−2(ri−1 − 1)ai0ai+2 · · · 0aj−210aj+1rj+2 · · · rn if j− i ≥ 2 is even, and rj+1 = aj+1,
ri−2(ri−1 − 1)ai0ai+2 · · · 0aj−11rj+1 · · · rn if j− i is odd;
(5.7)
otherwise, set
s =

ri−2(ri−1 − 1)ai0ai+20 · · · an if n− i is even,
ri−2(ri−1 − 1)ai0ai+20 · · · an−11 if n− i is odd. (5.8)
Then, s ∈ En, s <l r, K(s) = K(r), 0i−1sisi+1 · · · sn ∈ Dn, and si−1 is not a bad digit of s (when i ≥ 3).
The proof of the above theorem is similar to the proof of Theorem 5.9; the equation K(s) = K(r) in Theorem 5.10 follows
from Eq. (4.3) (resp., (4.1)) when j exists (resp., otherwise).
Example C. Let n and α be as in Example A. Let I be defined as in Example A. In each step, the rightmost bad digit of the
string is dealt with.
r= 205010400030
∼ 205010400025 by (5.8) with i = 12 and n− i even
∼ 205010350235 by (5.7) with i = 8, j = 10, j− i even
∼ 205004450235 by (5.7) with i = 6, j = 6, j− i even
∼ 204314450235 by (5.7) with i = 4, j = 5, j− i odd
∼ 145314450235 by (5.7) with i = 2, j = 2, j− i even
I : 12, 8, 6, 4, 2
We remark that Theorems 5.9 and 5.10 and the above algorithms can easily be transformed into results onDn. The details
are left to the readers.
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