Abstract. We consider multiparameter dynamics on the space of unimolular lattices. Along with quantitative nondivergence we prove that multiplicative Diophantine exponents of hyperplanes are inherited by their nondegenerate submanifolds.
Introduction
Given any y ¼ ðy 1 ; . . . ; y n Þ A R n , we define its Diophantine exponent as oðyÞ ¼ supfv j by many q A Z n with jhq; yi þ pj < kqk Àv for some p A Zg; ð1:1Þ where hq; yi stands for the inner product of vectors q and y. Remark 1.1. In (1.1), k Á k can be any norm on R n . Same in (1.12).
It can be deduced from Dirichlet's Theorem [3] that oðyÞ f n Ey A R n : ð1:2Þ
We call y very well approximable (abbreviated as VWA) if oðyÞ > n. It is known that the set of VWA vectors has zero Lebesgue measure. Following [6] the Diophantine exponent oðmÞ of a Borel measure m is set to be the m-essential supremum of the o function, that is, oðmÞ ¼ supfv j mfy j oðyÞ > vg > 0g: ð1:3Þ
Let M be a smooth submanifold of R n and m be the measure class of the Riemannian volume on M. More precisely put, let m be the pushforward f Ã l of l (the Lebesgue measure)
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by any smooth map f parameterizing M. Then the Diophantine exponent of M, which we denote by oðMÞ, is set to be equal to oðmÞ. M is called extremal if oðMÞ ¼ n, that is, almost all points of M are not VWA. A trivial example of an extremal submanifold of R n is R n itself.
K. Mahler [10] conjectured in 1932 that M ¼ fðx; x 2 ; . . . ; x n Þ j x A Rg ð1:4Þ
is an extremal submanifold. This was proved by Sprindzuk [12] in 1964. The curve (1.4) has a notable property that it does not lie in any proper a‰ne subspace of R n . We might describe and formalize this property in terms of nondegeneracy condition as follows. Let f ¼ ð f 1 ; . . . ; f n Þ : U ! R n be a di¤erentiable map where U is an open subset of R d . f is called nondegenerate in an a‰ne subspace L of R n at x A U if f ðUÞ H L and the span of all the partial derivatives of f at x up to some order coincides with the linear part of L. If M is a d dimensional submanifold of L, we will say that M is nondegenerate in L at y A M if some di¤eomorphism of f between an open subset U of R d and a neighborhood of y in M is nondegenerate in L at f À1 ðyÞ. We will say M is nondegenerate in L if it is nondegenerate in L at almost all points of M.
It was conjectured by Sprindzuk [13] in 1980 that almost all points on a nondegenerate analytic submanifold of R n are not very well approximable. In 1998 D. Kleinbock 
and G. A. Margulis proved ([8])
Theorem 1.2. Let M be a smooth nondegenerate submanifold of R n , then M is extremal.
[5] studied the conditions under which an a‰ne subspace L of R n is extremal and showed that L is extremal if and only if its nondegenerate submanifolds are extremal. [6] derived formulas for computing oðLÞ and oðMÞ when L is not extremal and M is an arbitrary nondegenerate submanifold in it. This breakthrough was achieved through sharpening of some nondivergence estimates in the space of unimodular lattices (see Lemma 3.2 for review). We record [6] , Theorem 0.3 as follows:
In this paper we will be dealing with a multiplicative version of the above concepts. We define for some p A Z É :
In the spirit of (1.3) we define multiplicative Diophantine exponents of manifolds and measures as
where m is the measure class of Riemannian volume on M.
From definitions we derive o Â ðyÞ f oðyÞ. We call y very well multiplicatively approximable (VWMA) if o Â ðyÞ > n. It can be proved that the set of VWMA vectors has zero Lebesgue measure. Following the terminology of [13] , we call M strongly extremal if almost all y A M are not VWMA. Strong extremality implies extremality, and to prove a manifold to be strongly extremal is often more di‰cult to prove it to be just extremal.
A. Baker conjectured that the curve (1.4) is strongly extremal ( [1] in 1975). Proof of this conjecture was based on dynamical approach proposed in [8] . [8] also proved that nondegenerate manifolds of R n are strongly extremal. In [5] D. Kleinbock gave a necessary and su‰cient condition for an arbitrary a‰ne subspace to be strongly extremal and showed that strong extremality of an a‰ne space is inherited by its nondegenerate submanifolds. [5] also showed that a subspace is strongly extremal i¤ it contains at least one not VWMA vector. [2] gave a detailed account of historical and recent development in the study of multiplicative Diophantine approximation, and in particular the renowned Littlewood's conjecture [2] , §5. This paper will calculate multiplicative Diophantine exponents of hyperplanes and their nondegenerate submanifolds. We follow the strategy of associating Diophantine property of vectors with behavior of certain trajectories in the space of lattices [8] , [5] . In this process we will be considering multiparameter actions as opposed to one parameter ones which work well for standard Diophantine approximation problems. Combined with dynamics we use nondivergence estimates in its strengthened format [6] (see Lemma 3.2 of §3) to prove the following:
9Þ Theorem 1.4 shows that multiplicative Diophantine exponents of hyperplanes are inherited by their nondegenerate submanifolds. We will also calculate explicitly Diophantine exponents of such spaces in terms of the coe‰cients of their parameterizing maps. In §4 we will establish Theorem 1.5. Let L be a hyperplane of R n defined by
þ a n ; x 1 ; x 2 ; . . . ; x nÀ1 Þ: ð1:10Þ Denote vector ða 1 ; . . . ; a nÀ1 ; a n Þ A R n by a. Suppose that s À 1 is equal to the number of nonzero elements in fa 1 ; . . . ; a nÀ1 g. From Theorem 1.5 we see that multiplicative Diophantine exponents of L and its nondegenerate submanifolds are dependent on the parameter s. Moreover s takes on integral values from 1 to n and is dependent on the first n À 1 terms of a while una¤ected by the last term a n .
By comparison as a special case of [6] , Theorem 0.2, for hyperplane L described by (1.10), we have
In this way we exhibit classes of a‰ne subspaces which are extremal but not strongly extremal. The main result of this paper is actually much more general than Theorem 1.4. We will be considering maps from Besicovitch metric spaces endowed with Federer measures (we postpone definitions of terminology till §3).
Dynamics
We will study homogeneous dynamics and how it relates to Diophantine approximation of vectors. First we define the space of unimodular lattices as follows:
W nþ1 is noncompact, and can be decomposed as
Each K is compact by Mahler's compactness criterion.
Remark 2.1. k Á k can be any norm on R nþ1 and any two such norms are equivalent. We assume that it is the Euclidean norm from now on.
We set The lattice u y Z nþ1 takes on the form
ð2:7Þ
Also we define
When we have g t act on vectors in u y Z nþ1 as defined by (2.7), the first n components will be contracted and the last one expanded. We propose the following lemma which shows a correlation between o Â ðyÞ and trajectories of certain lattices in W nþ1 . The original format stems from [5] , Lemma 5.1, but what we need here is stronger and more precise. Lemma 2.2. Suppose we are given a positive integer k ð1 e k e nÞ and a subset E of R Â Z nþ1 which is discrete and homogeneous with respect to positive integers, and satisfies the condition that for every ðx; zÞ A E, exactly k entries of z are nonzero. Take v > n and
, then the following are equivalent:
(i) bðx; zÞ A E with arbitrarily large kzk such that jxj e P þ ðzÞ Àv=n : ð2:10Þ
(ii) b an unbounded set of t A R n þ such that for some ðx; zÞ A Enf0g we have maxðe t jxj; e Àt i jz i jÞ e e Àc k t ; 1 e i e n: ð2:11Þ Proof. Suppose (i) holds. Without loss of generality, assume jz i j f 1 for i e k and 
Hence (ii) is satisfied. In addition, by taking kzk arbitrarily large we produce arbitrarily large P þ ðzÞ and t from (2.12).
Suppose (ii) holds. Because ðx; zÞ A E by reordering entries of z such that jz i j f 1 for i e k and z i ¼ 0 for i > k, we have jz i j e e t i Àc k t if i e k; jxj e e Àð1þc k Þt : ð2:17Þ Also by the discreteness of E, if kzk has a uniform bound while jxj tends to zero, ð0; z 0 Þ A E for some nonzero z 0 and any integral multiple of ð0; z 0 Þ will satisfy (2.10). Obviously kpz 0 k tends to infinity when the integer p tends to infinity. Therefore (i) is established. r Remark 2.3. In (2.11), because jz i j e e t i Àc k t , we have t i À c k t f 0 for at least k values of i. This information is important because of the following elementary observation which plays an indispensable role in the proof of Lemma 4.5 in §4:
Lemma 2.4. Suppose p A Z and jpj e e a . If a f 0 then we have jpj þ e e a .
Proof. From (1.6) directly. r Remark 2.5. If a < 0, then jpj e e a does not imply jpj þ e e a . This distinction is important because in multiplicative Diophantine approximation we think of jpj þ instead of jpj.
We define Z nþ1 k ¼ fðq; pÞ ¼ ðq 1 ; . . . ; q n ; pÞ A Z nþ1 j ð2:21Þ exactly k entries of q are nonzerog: contains at least one vector with norm e e Àc k t : ð2:25Þ we have the following theorem, which is the main result of this section. 
Hence we get
contains at least one vector with norm e e n e Àc k t :
When t is large we can decrease c k slightly to c Next we show
To see this, apply Lemma 2.2 n times, letting k go from 1 to n. For each k, condition (ii) of Lemma 2.2 implies condition (i), which in turn implies that y A W with norm e e Àd k t gÞ < y:
Remark 2.8. Condition 2.7 is helpful because it allows us to find upperbounds of o Â ðlÞ by applying quantitative nondivergence in the next section. The restriction similar to (2.24) will be used in the proof of Lemma 4.5 in §4.
Quantitative nondivergence
Before stating nondivergence quantitative results, we first introduce an assembly of relevant concepts developed in [6] , [7] and [8] . An important illustration of the above notions is that R d is Besicovitch and l, the Lebesgue measure is Federer. Many natural measures supported on fractals are also known to be Federer (see [7] for technical details).
For a subset B of X and a function f from B to a normed space with norm k k, we define k f k B ¼ sup 
Roughly speaking a function is ðC; aÞ-good if the set of points where it takes small value has small measure. In Lemma 3.2 we use the fact that functions of the form x ! khðxÞGk, where G runs through subgroups of Z nþ1 , are ðC; aÞ-good with uniform C and a.
Let f ¼ ð f 1 ; . . . ; f n Þ be a map from X to R n . Following [6] we say that ( f ; m) is good at x A X if there exists a neighborhood V of x such that any linear combination of 1; f 1 ; . . . ; f n is ðC; aÞ-good on V with respect to m and ( f ; m) is good if ( f ; m) is good at m-almost every point. Reference to measure will be omitted if m ¼ l, and we will simply say that f is good or good at x. For example polynomial maps are good. [5] proved the following result: Let G be any discrete subgroup of R k we denote by rkðGÞ the rank of G when viewed as a Z-module. The following is exactly [6] , Theorem 2.2. (ii) EG H Z m , khðÁÞGk m; B f r rkðGÞ .
Then for any positive e r, we have to R n . Given v f n, let c k ¼ v À n kv þ n where 1 e k e n and assume that:
(i) bC; a > 0 such that all the functions x ! kg t u f ðxÞ Gk, G H Z nþ1 are ðC; aÞ-good onB B with respect to m.
(ii) Ek ð1 e k e nÞ, Ed k > c k , bT ¼ Tðd k Þ > 0 such that for any vector t A Z n þ with t f T and t i f d k t for at least k values of i and any G H Z nþ1 , we have
Proof. Apply Lemma 3.2 n times, letting k go from 1 to n. For each iteration set m ¼ n þ 1 and n ¼ f Ã ðmj B Þ.
Ek, Ed k > c k and for all t A Z n þ satisfying the condition that t i f d k t for at least k values of i, set h k ðxÞ ¼ g t u f ðxÞ . We see that condition (i) of Lemma 3.2 agrees with condition (i) of Proposition 3.3.
For the other condition, set r
Also we have
It follows that condition (ii) of Proposition 3.3 implies condition (ii) of Lemma 3.2 for
Hence by Lemma 3.2, for any fixed t A Z n þ with t f T and t i f d k t for at least k values of i, we have
We have the obvious identity
Àd k l gÞ: ð3:6Þ
Since for each l A N, the possible number of t A Z n þ with t ¼ l is bounded from above by ðl þ 1Þ n , we get from (3.6)
has at least one vector with norm e e Àd k t g ð3:8Þ
Moreover we note that the restriction t i f d k t for at least k values of i is also present in Condition 2.7. We let k range over all integers between 1 and n and Condition 2.7 is satisfied. r
Proof of main theorems
To prove the theorems, we first calculate kg t u f ðÁÞ Gk m; B in (3.4). The following exterior algebraic computation comes from [6] and [8] .
Suppose R nþ1 has standard basis e 1 ; . . . ; e nþ1 , and if we extend the Euclidean structure of R nþ1 to V j ðR nþ1 Þ, then for index sets
. . . ; n þ 1g; i 1 < i 2 < Á Á Á < i j ; ð4:1Þ fe I j e I ¼ e i 1 5e i 2 5Á Á Á5e i j ;KI ¼ jg form an orthogonal basis of V j ðR nþ1 Þ when I ranges over all index sets of the form (4.1). If a discrete subgroup G H R nþ1 of rank j is viewed as a Z-module with basis v 1 ; . . . ; v j , then we may represent it by the exterior product w ¼ v 1 5Á Á Á5v j . Observing kGk ¼ kwk, we will be able to compute kg t u f Gk m; B as in (3.4) directly.
We assume from now on that J and I stand for index sets: J is of order j À 1 and I is of order j. Given y ¼ ðy 1 ; . . . ; y n Þ, we set y nþ1 ¼ 1 and get u y as in (2.6). We get
u y e I ¼ e I G P Ghe i 5e J ; wiy i e J 5e nþ1 :
. . . ; f n Þ :B B ! R n in (3.4), we set f nþ1 ¼ 1 and
. . . ; f n ; 1Þ:
Also set
Ghe i 5e J ; wie J A V jÀ1 ðR nþ1 Þ; 1 e i e n þ 1; ð4:7Þ Noting that e I and e J 5e nþ1 appearing in (4.6) are orthogonal, we have, up to some constant dependent on n only where the maximum is taken over all index sets I H f1; . . . ; ng and J H f1; . . . ; ng.
Following arguments of [6] , we see that the value of kg t u f ðÁÞ wk m; B as in (4.9) is a¤ected by the linear dependence relations between the components off f . We denote by F m; B the R-linear span of the restrictions of f 1 ; . . . ; f n ; 1 to B X supp m, denote its dimension by l þ 1, and choose functions g 1 ; . . . ; g l : B X supp m ! R such that g 1 ; . . . ; g l ; 1 form a basis of 
where the maximum is taken over all index sets I H f1; . . . ; ng with order j and J H f1; . . . ; ng with order j À 1. Matrix R is defined via (4.11).
Remark 4.2. k and j are independent variables: k arises from Lemma 2.2 while j is the rank of w. R depends on the measure m, the ball B, the map f as well as the choice ofg g.
According to [6] , the only way the ball B, the measure m and the map f enter the above conditions is via the matrix R, which depends on B, m and f and is not uniquely determined. However another choice of R would yield a condition equivalent to Condition 4.1. Let m be a Federer measure on a Besicovitch metric space X and L a hyperplane of R n . We assume from now on that f : X ! L is a continuous map such that ð f ; mÞ is nonplanar in L. For a subset M of R n , define its a‰ne span hMi a to be the intersection of all a‰ne subspaces of R n containing M. By definition [6] , §1, ð f ; mÞ is nonplanar in L i¤ whereh h ¼ ðh 1 ; . . . ; h n ; 1Þ andx x ¼ ðx 1 ; . . . ; x nÀ1 ; 1Þ. Then R and g ¼ h À1 f satisfy (4.11). g 1 ; . . . ; g nÀ1 ; 1 generate F m; B and are linearly independent over R. This way Condition 4.1 or the second assumption of Proposition 3.3 becomes a property of the space h f ðB X supp mÞi a or L. We can thus choose R uniformly for all measures m, balls B and maps f . Since the statement that Condition 4.1 holds for any R satisfying (4.11) is equivalent to the statement that it holds for some R satisfying (4.11), we will make the most natural choices for L as described in (1.10): X ¼ R nÀ1 , m ¼ l and the following map according to (4.13):
h hðxÞ ¼ ðh 1 ; . . . ; h n ; 1ÞðxÞ ¼ ðx 1 ; x 2 ; . . . ; x nÀ1 ; 1ÞR 0 ; ð4:14Þ where R 0 is an n Â ðn þ 1Þ matrix defined by Proof. Suppose for some index set I 1 ¼ fi 1 ; i 2 ; . . . ; i j g we have a ¼ he I 1 ; wi A Z and a 3 0. Since j > 1, without loss of generality, we assume that i 1 ¼ 1 and i 2 ¼ 2. We consider the first entry of kR 0 cðwÞk ¼ ka 1 cðwÞ 1 þ cðwÞ 2 k and prove that ka 1 cðwÞ 1 þ cðwÞ 2 k f 1. Once this is proved the lemma will be established. Set J 1 ¼ f2; i 3 ; . . . ; i j g. Then cðwÞ 1 has no term containing e J 1 because otherwise, by (4.7) we will have 1 A J 1 . In other words, cðwÞ 1 only has terms orthogonal to e J 1 . In addition, cðwÞ 2 ¼ Gae J 1 þ terms orthogonal to e J 1 . Hence Equivalently, Ex A B X supp m, bm independent of k with 1 e m e n, such that for an infinite subsequence of j, there exists a nonzero vector v j such that We can change the signs of p i , so we will just use þ instead of G from now on. Note that 
. .
. . .
ð4:43Þ
Unless p sþ1 ¼ Á Á Á ¼ p n ¼ 0 and p 1 Á Á Á p s 3 0, kR 0 cðwÞk f for some positive fixed number whenever w is nonzero. In other words the second assumption of Proposition 3.3 is always satisfied except for w A Z nþ1 s . The above observations coupled with Proposition 3.3 supply a useful tool for establishing upper bounds of multiplicative exponents of hyperplanes described in (4.38). Proof of Theorem 1.5 is based on (4.37):
Proof of Theorem 1.5. We employ the method of the proof of Lemma 4.5.
If Condition 4.4 does not hold, bk ð1 e k e n, k independent of s) such that for some d k > c k , b an unbounded sequence of t with t i f d k t for at least k values of i and a sequence of w A Z 
