ABSTRACT Nowadays, as noisy labels, also known as erroneous labels, are becoming increasingly ubiquitous in daily life, it is of great importance to be able to learn from them. This paper efficiently uses semi-supervised learning to highlight a method for utilizing all training data. The proposed algorithm comprises two stages: In the first stage, a small portion of training data regarded as clean samples is selected by the small-loss criteria with a proposed rejection ratio in a mini-batch manner. The proposed rejection ratio is determined by the number of classes regardless of the noise ratio. In the second stage, semi-supervised learning is used to update the parameters of the network with selected clean samples (labeled data) and the remaining noisy samples (unlabeled data) using the Renyi entropy regularization for low-density separation among classes. The proposed algorithm is believed to have the capability to train deep neural network robustly to noisy labels, although noise ratio is unknown. The experimental results considering the MNIST and CIFAR-10 datasets confirm that the proposed algorithm achieves the best accuracy among sample-selection methods.
I. INTRODUCTION
Despite advances in many classification problems over the last decade, deep learning remains vulnerable to noisy labels due to the high capacity of deep neural networks (DNNs). Moreover, in the real world, various social-network [1] , e-commerce [2] and crowdsourcing [3] - [5] datasets contain many noisy labels; therefore, efficiently training DNNs from such data is important.
In general, regularization techniques such as dropout [6] or early stopping [7] can be used to train DNNs robustly to handle noisy labels; however, as they prevent convergence of DNNs, optimization through them cannot be guaranteed. The estimation of a noisy transition matrix [8] - [10] is another approach. Goldberger and Ben-Reuven [8] employed this approach through the addition of a non-linear softmax layer on top of another softmax layer and Patrini et al. [9] The associate editor coordinating the review of this manuscript and approving it for publication was Tallha Akram. via a two-step solution. However, accurately estimating a noisy transition matrix can be difficult given a large number of classes.
Sample-selection methods that efficiently select clean samples from training data in a mini-batch manner-taking a small number of training data for a single iteration-have recently been a highlight of active research [11] - [13] . These methods exploit the ''memorization effect'' [14] , [15] that DNNs can learn easy patterns (clean samples) in the initial epoch, and subsequently learn complex patterns (noisy samples). Thus, the entire training data are employed at the early training stage while only the selected clean samples are considered in the subsequent stages. Malach and Shalev-Shwartz [11] proposed Decoupling to learn two networks simultaneously and update samples with different predictions exclusively. In their study, most of the training data were used for learning at the early training stage. As training progressed, the predictions became similar and fewer samples were used for learning. Alternatively, Jiang et al. [12] proposed Men- With respect to generalization, the decision boundary is determined inaccurately by DNN which is overfitted to clean samples because it uses a small portion of training data. (c) Proposed classification results of learning with both clean and noisy samples regarded as labeled and unlabeled data, respectively. With respect to generalization, the decision boundary is determined accurately through the process of recycling noisy samples as unlabeled data.
torNet for selecting clean samples using curriculum learning. In this method, a curriculum is estimated from clean validation data and provided to StudentNet for clean sample selection. In the case of unavailable clean validation data, MentorNet exploits a pre-defined curriculum (e.g., self-paced curriculum) that uses fewer training data as the learning progresses. A small portion of training data are obtained through the ''small-loss criteria'' for each iteration. Nevertheless, the error of the self-paced MentorNet, which is similar to the self-training approach [16] , accumulates owing to sample-selection bias. Han et al. [13] proposed Co-teaching, where two differently initialized networks exchange selected samples for training. This method does not propagate errors directly from a single network, thereby preventing their accumulation. However, these methods [11] - [13] are limited to exclusively use the selected clean samples from a given training dataset, causing DNNs to be overfitted to selected samples, as shown in Fig. 1 .
In this paper, we propose a semi-supervised learning-based algorithm for dealing with the noisy label problem. First, unlike MentorNet and Co-teaching, our algorithm selects samples even if the noise ratio is unknown. Second, we use Renyi entropy regularization for semi-supervised learning, which considers the clean samples as labeled data and noisy samples as unlabeled data. After investigating its performance on MNIST [17] and CIFAR-10 [18] datasets, we can confirm that it significantly outperforms the conventional sample selection-based algorithms for learning with noisy labels.
II. SEMI-SUPERVISED LEARNING WITH NOISY LABELS
The idea for the proposed algorithm is to increase the generalization of DNN through the efficient utilization of all training data, considering the noisy samples as unlabeled data and recycling them for training (Fig. 1) . The proposed algorithm is therefore named Recycling and comprises two stages. In the first stage, Recycling divides training data into clean samples and noisy samples in a mini-batch manner, described in Section II-A. In the second stage, clean samples are used as labeled data via conditional log-likelihood while noisy samples are used as unlabeled data via Renyi entropy regularization for semi-supervised learning described in Section II-B.
A. SAMPLE-SELECTION METHOD IN RECYCLING
When learning a DNN using training data that contains noisy labels, it is necessary to efficiently divide the data into clean samples and noisy samples. The memorization effect [14] , [15] is where DNNs learn clean samples in the early stage, and then learn noisy samples. The sample-selection method [12] , [13] therefore uses almost all training data at the beginning of training and gradually decreases the number of selected samples to prevent the DNN from learning noisy samples. In order to select clean samples, the sampleselection method exploits small-loss criteria; this assumes that the smaller the loss value of sample, the higher the probability that the sample is clean. To decrease the number of selected samples, Co-teaching [13] gradually decreases the sample-selection ratio as expressed by
where T is the number of epochs until the current state, T k is the decay constant, and τ is the rejection ratio. To remove the samples as much as the noise ratio, Co-teaching uses an accurate noise ratio as the rejection ratio τ . In general, the noise ratio of a given training dataset is unknown and the noise ratio estimated using [19] , [20] is inaccurate. Even if the noise ratio is unknown, we can train the DNN by determining the rejection ratio τ as the maximum noise ratio through
where C indicates the number of classes. If the noise ratio is larger than 1 − 1 C , then it is impossible to detect noisy labels without further assumptions. Moreover, we set the maximum value to 0.9 because the noise ratio rarely exceeds 90%.
When conventional sample-selection methods use the proposed rejection ratio (2), the number of selected samples VOLUME 7, 2019 decreases, causing the DNN to be overfitted to selected samples. However, Recycling can use the proposed rejection ratio because it uses noisy data as well as selected samples in the training stage.
B. SEMI-SUPERVISED LEARNING WITH RENYI ENTROPY REGULARIZATION
Using the sample-selection method, we can divide training data into clean samples and noisy samples in a mini-batch manner. From now on, we explain how to use not only clean samples but also noisy samples for generalization of DNN effectively. To do this, we adopt a semi-supervised method in the field of learning with noisy labels by considering the clean samples as labeled data and noisy samples as unlabeled data.
Semi-supervised classification aims to use unlabeled data to improve generalization [21] . A major method of semi-supervised learning is low-density separation; the decision boundary should be placed in regions where there are few extracted features from labeled and unlabeled data. In this regard, Grandvalet and Bengio [22] proposed Shannon entropy regularization, which achieves low density separation (low class overlap) without any modeling of the density of features. For the measurement of the class overlap, they employed Shannon conditional entropy as
where N u is the number of unlabeled data, C is the number of classes, x u i is the i-th unlabeled data, and y u i is unknown label of the i-th unlabeled data.
For semi-supervised learning, conditional log-likelihood is applied to labeled data and Shannon conditional entropy is applied to unlabeled data as
where N is the total number of training data, N l is the number of labeled data, y l i is the true label of the i-th labeled data, x l i is the i-th labeled data, and λ is the regularization parameter. Intuitively, through the minimization of (4), DNN can predict the true class of labeled data while achieving higher confidence in the prediction of unlabeled data, which means generalization.
Even though Shannon entropy-based regularization is suitable for semi-supervised learning, it may not be suitable for learning with noisy labels. At the early training stage, as sample-selection-based learning with noisy labels uses labeled data including noisy samples, DNN is disturbed by noisy samples, and therefore, it may incorrectly predict the unlabeled data. Once applied for Shannon entropy regularization in this state, it encourages DNN to have high confidence predictions for incorrectly predicted unlabeled data. Therefore, when learning with noisy labels, we need a new entropy regularization that can adjust the gradient at the beginning of training (low-confidence prediction) and the end of training (high-confidence prediction).
In this regard, we exploit entropy regularization based on Renyi entropy [23] , which has been validated in various practical applications of coding theory [24] , statistical inference [25] , quantum mechanics [26] , and chaotic dynamical systems [27] . It is expressed as
where α is hyperparameter satisfying α > 0, α = 1. Renyi entropy is the generalized form of Shannon entropy when α approaches 1 from both sides [23] as
Fig . 2 shows the probability of a class using Renyi entropy given two classes with different values of α. As shown, a smaller α results in a smaller gradient in low-confidence prediction (center of graph in Fig. 2 , beginning of training), and a larger gradient in high-confidence prediction (edge of graph in Fig. 2 , end of training), indicating that Renyi entropy regularization can control the gradient through α as training progresses. With Renyi entropy, the total loss of semi-supervised learning is described as
By maximizing the conditional log-likelihood of the labeled data while minimizing the Renyi entropy of the unlabeled data, semi-supervised learning is well conducted in the field of learning with noisy labels. Shuffle training set D; 
where L α is the loss of semi-supervised learning with Renyi entropy regularization in (7); 8: Compute gradient with respect to L f α by backpropagation; 9: Update parameter w f of network f using the gradient; 10: end for
11:
Update sample-selection ratio R(T ); 12: end for 13: Output parameter w f of network f .
To the best of our knowledge, Renyi entropy regularization has not been used in learning with noisy labels. Previous studies [28] , [29] also employed entropy regularization, but they used Shannon entropy in supervised learning without discriminating noisy labels from the training dataset.
C. DETAILED PROCEDURE OF RECYCLING
The overall training procedure of Recycling is described in Algorithm 1. It takes the input as parameter w f of DNN f and training set D which contains noisy labels (step 1). For each epoch, it shuffles training set D (steps 2 and 3) and draws mini-batches as much as B max (steps 4 and 5). For each mini-batch, network f divides the mini-batch b j into the sample-selection ratio R(T ) of samples (clean samples b l j ) and remaining ratio 1 − R(T ) of samples (noisy samples b u j ) using small-loss criteria [12] which selects the smallest certain portion of samples with respect to conditional log-likelihood from network f (step 6). In the next step, Recycling computes the loss L f α for semi-supervised learning with Renyi entropy regularization in (7) . It uses clean samples as labeled data via conditional log-likelihood and the remaining others as unlabeled data via Renyi entropy regularization (step 7). Subsequently, it updates the parameter w f of network f using a gradient which is computed with respect to L f α by backpropagation (steps 8 and 9). After training one single epoch, it updates the sample-selection ratio R(T ) which is gradually decreased as training progresses (step 11). Through the repetition of these procedures, the parameter w f of DNN f is learned well despite the presence of noisy labels.
D. CO-RECYCLING: RECYCLING WITH CO-TEACHING
Recycling can be applied to various sample-selection based algorithms for learning with noisy labels. We apply Recycling to Co-teaching [13] and name the combination Co-recycling (Algorithm 2), because Co-teaching had the highest performance among the sample selection-based algorithms for learning with noisy labels. In steps 6 and 7, Co-recycling uses two networks (similar to Co-teaching) and divides each mini-batch into clean samples and noisy samples through networks f and g respectively. In the next step, the two networks are trained by the loss L α of semi-supervised learning with Renyi entropy regularization using exchanged sample-selection information b u,g j to prevent the error propagation resulting directly from a single network (step 8). In steps 9 and 10, the method updates the parameters w f and w g of networks f and g using gradients which are computed with respect to each loss L f α and L g α respectively by backpropagation. Through the repetition of these procedures, Co-recycling can select noisy labels more precisely (Co-teaching) and increase generalization of DNN (Recycling).
III. EXPERIMENTS A. DATASETS
We evaluated the performance of the proposed algorithm by conducting experiments using MNIST [17] and CIFAR-10 [18] datasets, which are popular in the field of learning with noisy labels [8] , [13] . Because these datasets consist only of clean samples, we corrupted the training dataset with noisy labels for experimentation of learning with noisy labels. This was achieved using two types of noise transition matrices Q, namely, symmetry flipping and pair flipping, following [13] . Symmetry flipping [30] is the case where the true labels of a single class are corrupted by the labels of the other classes using the same ratio (Fig. 3a) . Pair flipping [13] is the case where the true labels of a single class are corrupted by the labels of another class (Fig. 3b) . As in [13] , Compute
where L α is the loss of semi-supervised learning with Renyi entropy regularization in (7) Update parameters w f and w g of networks f and g using the each gradients; 11: end for 12: Update sample-selection ratio R(T ); 13: end for 14: Output parameters w f and w g of networks f and g. we conducted experiments in symmetry flipping with = {0.2, 0.5} (S-20%, S-50%) and pair flipping with = 0.45 (P-45%).
B. SYSTEM SETUP
To verify the effectiveness of Recycling, we compared the proposed algorithm with several sample selection-based algorithms for learning with noisy labels. We used Co-recycling, because Co-teaching had the highest performance among the sample selection-based algorithms and we want to surpass the performance through applying Recycling to it. For comparison algorithms, we considered Decoupling [11] , a self-paced MentorNet [12] , and Co-teaching [13] , because these are recent sample selection-based algorithms in the field of learning with noisy labels. Decoupling is a method which learns two differently initialized networks simultaneously and updates only samples with different predictions. Self-paced MentorNet is a method which exploits fewer training data as the learning progresses. Co-teaching is the method which updates networks by exchanging sets of samples selected by two differently initialized networks. Additionally, we included a Standard, a set trained without noisy sample removal, for comparative purposes.
To achieve a fair performance comparison, all experiments were conducted by 9-layer convolutional neural network with dropout and batch normalization as in [13] . Decoupling, Co-teaching, and Co-recycling use two networks with differently initialized parameters. We implemented all the methods using PyTorch and a batch size of 128. Additionally, we used maximum epoch at 200 and an Adam optimizer [31] with a 0.001 initial learning rate. Co-teaching used
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C. EXPERIMENTS ON THE HYPERPARAMETERS
We performed a series of detailed manipulation experiments to verify the function of the hyperparameter in the proposed algorithm. Fig. 4(a) shows the experiment for various α in the CIFAR-10 dataset at P-45%. Generally, to realize the memorization effect, the sample-selection-based learning with noisy labels uses almost all training data including not only the clean samples but also some of the noisy samples at the beginning of training. Therefore, Co-recycling also exploits almost all training data including some noisy labels as labeled data from the onset of training; the DNN is affected by the noisy samples that are regarded as labeled data. As a result, the DNN with Co-recycling may incorrectly predict the remaining noisy samples regarded as unlabeled data. Given this concern, a large α employed for Renyi entropy regularization encourages DNN to have high confidence predictions in the incorrectly predicted unlabeled data resulting in performance degradation (Fig. 4(a) , epoch 20∼40). A smaller α would therefore give higher accuracy. Additionally, we found the insensitive performance of Co-recycling against T k , as shown by the experimental results in Fig. 4(b) . We also conducted experiment with various λ, λ = 1 performed the best. Table 1 enumerates five independent trials for each algorithm with respect to different noise ratios in MNIST and CIFAR-10 datasets, using the average test accuracy over the last 10 epochs for fair comparison. Results of the Standard, Decoupling, MentorNet, and Co-teaching were adopted as published in [13] . In the MNIST dataset, all algorithms achieved high performance given a small noise ratio (S-20%). However, Standard and Decoupling failed to remove the noisy samples at a high noise ratio (P-45%), while MentorNet and Co-teaching achieved lower accuracy than at S-20%. On the other hand, Co-recycling obtained the highest accuracy even if the noise ratio is unknown, because it not only extracted the noisy label properly, but also performed semi-supervised learning, allowing the noisy samples to get reused through Renyi entropy regularization. This observation was also apparent in the results for the CIFAR-10 dataset. In particular, the accuracy in P-45% was approximately 12.1% higher than the second best result. 
D. EXPERIMENTS ON MNIST AND CIFAR-10 DATASET

E. DISCUSSION
To verify the effectiveness of the semi-supervised learning and proposed rejection ratio in Recycling, we compared the test accuracy and label precision of Co-recycling and Co-teaching which had the second best performance in Table 1 . First, we conducted the Co-recycling and Co-teaching experiment when the noise transition matrix was S-50% and the number of samples was removed as much as the noise ratio (τ = 0.5). As a result, Co-recycling-50% achieved an accuracy that was approximately 3.18% higher than for Co-teaching-50% because the former utilized the noisy samples as unlabeled data (Fig. 5a) . Nevertheless, because the clean samples cannot be completely selected with the small-loss criteria, noisy samples are still present in the remaining samples, despite accurately setting the noise ratio equal to the rejection ratio (τ = ). Given this concern, inclusion of the noisy samples in the selected samples interfered with the training of the DNN ( Fig. 5a ; Co-teaching-50%, Co-recycling-50%).
We subsequently conducted the Co-recycling and Co-teaching experiments with the same noise transition matrix using a proposed noise rejection ratio (τ = 0.9). Even if the noise ratio is unknown, the proposed rejection ratio is determined using the maximum noise ratio where the DNN can be learned without any additional assumptions. Because less samples are selected, the set is more likely to consist only of clean samples, so the resulting experiments using the proposed rejection ratio (90%) produced higher precision than the algorithms using the conventional rejection ratio (50%) (Fig. 5b) . The precision increase affects the test accuracy. At the beginning of training, test accuracy of Co-recycling-90% was low, because it assumed almost all training data were unlabeled samples. Nonetheless, due to high precision, the DNN was less fitted to noisy samples and its accuracy improved as the epoch progressed. Upon training completion, Co-recycling-90% yielded higher accuracy than Co-recycling-50% by approximately 3.09% (Fig. 5a ). On the other hand, Co-teaching-90% suffered low test accuracy because it used only a small portion of the data for training, causing a failure to generalize. Consequently, Co-recycling-90% could increase accuracy by nearly 6.27% compared to Co-teaching-50% through semi-supervised learning (3.18%) and the proposed rejection ratio (3.09%). This is the reason why Co-recycling performed the highest as shown in Table 1 .
IV. CONCLUSION
This paper proposes a semi-supervised-learning based algorithm for dealing with the noisy label problem. The proposed algorithm first divides training data into clean samples and noisy samples in a mini-batch manner. We used a proposed rejection ratio that can increase precision even if the noise ratio is unknown. Subsequently, for semi-supervised learning, it exploits clean samples as labeled data via conditional log-likelihood and noisy samples as unlabeled data via Renyi entropy regularization. In terms of accuracy, our experiments demonstrated a superior performance for the proposed algorithm over conventional sample-selection methods. As a future endeavor, the authors intend to apply and verify Recycling to industrial level data.
