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1. Introduction. LetR = (r tj ) be an m X n matrix and let 5 = (s m ) be dip X q matrix denned over a field F. The Kronecker product R X Soî R and S is denned as follows: where r^ 5; i = 1, 2, . . . , m\ j = 1, 2, . . . , n, is itself a p X q matrix (1, (69) (70) . We shall always use the symbol "X" in a product of matrices to denote the Kronecker product. The ordinary product of R and S (whenever it exists) will be denoted by R • 5 or R 5.
The Hasse-Minkowski invariant is a number-theoretic function occurring in the arithmetical theory of quadratic forms. With respect to the matrix A = (a tj ) of a quadratic form n Q = J2 dijXiXj, i, j=l it is defined as follows: Definition 1.2. Let A be an n X n non-singular symmetric matrix with rational elements and let D t (i = 1, 2, . . . , n) denote the leading principal minor determinant of order i in the matrix A. Suppose further that none of the D t is zero. Then the integer
is called the Hasse-Minkowski invariant of A where p is a prime and (a, 6) p is the Hilbert norm residue symbol (2) . From the properties of the Hilbert norm residue symbol we get the following expressions for c p (A) equivalent to 1.2:
where D 0
1, and
The problem considered in this paper is that of obtaining the value of c p (A X B) in terms of c p (A), c p (B) and the determinants \A\ and \B\ of A and£.
In the next section we prove a theorem giving the exact relation between c p (A X B) on one side and c p (A), c p (B), \A\ and \B\ on the other. In §3 are considered some particular cases of this result. Proof. In the first place observe that for any given u, 1 < u < mn, there is one and only one pair of integers r and 5 such that m + s = u with 0 < r < m and 0 < 5 < n. We therefore have: is the n X s matrix obtained from B by deleting the last (n -s) columns, J5(«> is the sXn matrix obtained from B by deleting the last (n -s) rows, and Bd) is the s X s matrix obtained from B by deleting the last (n -s) columns and (n -s) rows. From (2.2) we have, since \Ai\ = an ^ 0, where 0 wX w is the zero matrix of order m X n,
The Hasse-Minkowski invariant
anan ij = 1,2, . . . , r + 1;
and in particular aYi = M2I/M1I 9*0.
Proceeding in this way we finally get, since none of \A V \ is zero,
where 
Proof. In the first place observe that A X B is symmetric and none of the leading principal minor determinants of A X B is zero since the same properties hold for A and B. 
The factors (ix) and (xiii) give
The factors (xi) and (xiv) give
Hence the factor on the right hand side of 2.5 reduces to Making use of all these simplifications, we get
This, after a little rearrangement and restoring the prime p, reduces to 2.4. This completes the proof of the theorem.
Some particular cases.
We shall show that two well-known formulae are particular cases of the result 2.4.
Jones (2) has shown that if a is a non-zero rational number and B is an n X n matrix whose Hasse-Minkowski invariant is defined, then
This can be easily deduced from 2.4 by observing that a B = a X B, a being a scalar.
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