In this contribution, we will define an l-dimensional Lee distance which is a generalization of the Lee distance defined only over a prime field, and we will construct 2-error correcting codes for this distance. Our l-dimensional Lee distance can be defined not only over a prime field but also over any finite field. The ordinary Lee distance is just the one-dimensional Lee distance. Also the Mannheim or modular distances introduced by Huber are special cases of our distance.
field R. For a i ∈ F q (1 i l), we define the map : Z l −→ F q e i −→ a i and for x = l i=1 x i e i (x i ∈ Z), we put (x) = l i=1 a i x i (mod p). We suppose that the elements a i (1 i l) are chosen in such a way that is surjective. Then for a ∈ F q , there exists x ∈ Z l such that (x) = a.
Definition 1. For a ∈ F q we define an l-dimensional Lee weight w L (a) of a by w L (a) = min
and for a ∈ F q and b ∈ F q , we call
the l-dimensional Lee distance or generalized Lee distance between a and b. Also, for a = (a i ) ∈ F n q and b = (b i ) ∈ F n q we put
Proposition 1. The l-dimensional Lee distance d L (a, b) is a distance function.
Proof. It suffices to discuss the case n = 1. To see that the triangle inequality holds, for a, b, c ∈ F q we fix z ∈ Z l such that 
Example 1.
(1) For l = 1, set (e 1 ) = 1; for l 2, set (e 1 ) = 1 and (e i ) = 0 (2 i l). Then d L (a, b) is the ordinary Lee distance: for a, b ∈ F p we have
(2) We put l = 2 and p ≡ 1 mod 4. Then the quadratic congruence x 2 ≡ −1 mod p has a solution x = a in F p . We put (e 1 ) = 1 and (e 2 ) = a. Then the distance d L is just the Mannheim distance d M .
(3) Put (e 1 ) = 1 and (e 2 ) = a 2 (a 2 = 2, 3, 4, 5, 6). Then we have the following two-dimensional Lee weights over F 13 : L L L L L This table says two-dimensional Lee distances in five ways are introduced over F 13 .
As communication channel associated with a generalized Lee distance, we will consider a uniformly asymmetric q-ary channel, and almost all terminologies are similar to the case of the Hamming distance. For example, the probability P E of a decoding error is defined as follows: let C be a linear code and we put
where P x is the channel probability defined by P (a|b) with x = d L (a, b), and w = max{w L (a); a ∈ F q }.
One generalized Lee error correcting codes
Let be a primitive element of F q for an odd q. Then we define an l-dimensional Lee weight by
where 0 n 1 < n 2 < · · · < n l < (q − 1)/2. We suppose that the n i (1 i l) are chosen in such a way that is surjective. A generalized Lee error of weight 1 takes on one of the values ± n i (1 i l) at one position. Therefore one generalized Lee error correcting codes can be constructed by the following.
Theorem 1. Let n be a natural number such that
We define a parity-check matrix H as H = (1 2 · · · n−1 ).
Then the code C defined by the above matrix H over F q is able to correct any generalized Lee error of weight 1.
Proof. Any single error from {± n i : 1 i l} will produce a different syndrome j +k such that 0 j n − 1 and k ∈ {n i , n i + (q − 1)/2 : 1 i l}. Also we have the position j on the error and its values k . Therefore decoding is straightforward.
Remark 1. One generalized Lee error correcting codes over Z/p m Z. Let p be an odd prime number. The multiplicative group (Z/p m Z) × is a cyclic group of order (p − 1)p m−1 ; denote by a generator. Let l be a positive integer such that 2l|(p − 1) and put = ((p−1)p m−1 )/2l . Then we can define an l-dimensional Lee weight over the finite ring Z/p m Z by
The map is surjective since (e 1 ) = 1.
A generalized Lee error of weight 1 takes on one of the values i−1 (1 i 2l) at one position, and we have the following.
Theorem 2. The code defined by the parity-check matrix
is able to correct any generalized Lee error of weight 1 over the finite ring Z/p m Z.
Proof. Any single error from {± i−1 : 1 i 2l} will produce a different syndrome j +k , where 0 j n − 1 and k ∈ {in : 0 i 2l − 1}. Also we have the position j mod n and its values k = i (k = in).
Two generalized Lee error correcting codes
In this section we will construct codes over F q that are able to correct errors of two-dimensional Lee weight 2. We assume that F q is provided with a two-dimensional Lee distance by a surjective map . Theorem 3. Let p be a prime number such that p m = q = 4n + 1 (p > 5), and let be a primitive element of the finite field F q . We choose a (∈ F q ) such that the quartic equation X 4 = a has four roots in F q given by ± n 1 , ± n 2 . We define a two-dimensional Lee weight by
Then the code of length n defined by the parity-check matrix H = 1 2 · · · n−1 1 5 10 · · · 5(n−1) 1 9 18 · · · 9(n−1)
is able to correct any generalized Lee error of weight 2 over F q .
Proof. Suppose that two errors with error values a 1 n 1 + b 1 n 2 and a 2 n 1 + b 2 n 2 have occurred for 0 j 1 j 2 n − 1 (j 1 = j 2 is allowed). Then the error vector e of w L (e) = 2 is given by
By w L (e) = 2, we have a k , b k ∈ {0, ±1} and a k b k = 0 (k = 1, 2). We put
which is called an error polynomial. Since (a k n 1 + b k n 2 ) 4n = a n (k = 1, 2), we have the following syndromes:
a 2 e( 9 ) = (a 1 n 1 + b 1 n 2 ) 9 9j 1 + (a 2 n 1 + b 2 n 2 ) 9 9j 2 .
We put s i (x, y) = x i + y i (i = 1, 5, 9).
Then, s 5 (x, y) and s 9 (x, y) are represented by the fundamental symmetric polynomials of x, y as follows:
where s 5 = s 5 (x, y), s 9 = s 9 (x, y), S 1 = S 1 (x, y) = s 1 (x, y) and S 2 = S 2 (x, y) = xy. Substitute x = (a 1 n 1 + b 1 n 2 ) j 1 and y = (a 2 n 1 + b 2 n 2 ) j 2 for (1) and (2). Then we have
where s k = s k ((a 1 5, 9) and
If s 1 = 0, then s 5 = s 9 = 0 by (3) and (4). Therefore no error has occurred. If s 5 1 + 4s 5 = 0, we have X = 1 2 s 2 1 by (4). If s 1 = 0 and s 5 1 + 4s 5 = 0, then by (3) and (4) we have
i.e., X = (2s 5 1 + 3s 5 ) 2 − 25s 1 s 9 15s 3 1 (4s 5 + s 5 1 )
Now we have the following error locator polynomial (Z):
Indeed, the polynomial (Z) should be factored into
from (5) . We assume the quadratic equation (Z) = 0 has two roots Z = L 1 , L 2 in F q . Recall that ± n 1 and ± n 2 are four roots of the quartic equation X 4 = a. Then we may put L k − N = i k n + j k (0 j k n − 1, k = 1, 2) where N is a natural number such that {± n 1 , ± n 2 } = { N+in : i = 0, . . . , 3}.
Thereby we can correct two errors N+i k n on position j k for k = 1, 2, respectively.
If a single error occurs, then s 5 1 = s 5 and s 9 1 = s 9 (because one of the error locator (a k n 1 + b k n 2 ) j k (k = 1, 2) is indeed equal to 0). Hence X = 0. The non-zero solution of (Z) = Z 2 − s 1 Z = 0 just becomes the error locator Z = s 1 .
There is a canonical form of the parity-check matrix of Theorem 3; let E be a 3× 3 identity matrix and P a 3× (n − 3) matrix defined by Then H = (E P ) is the parity-check matrix of our code. We also find the generator matrix G = (−P t E).
Example 2.
(1) Let p = 29 and = 2. We define the two-dimensional Lee distance over F 29 by ⎞ ⎠ are obtained. Since s 5 1 + 4s 5 = 0, we have X = 1 2 s 2 1 = 15. Hence the error locator polynomial is given by
We find the error of the value 2 7 ≡ 12 at position 3 from the root Z = 9 ≡ 2 7+3 , and the error of the value 2 14 ≡ 28 at position 3 from the root Z = 21 ≡ 2 14+3 . Therefore the error vector is (0 0 0 11 0 0 0).
When we receive the word (26 1 6 0 0 2 1), we find s 1 = 6, s 5 = 22, s 9 = 13.
Then the error locator polynomial Z 2 − 6Z + 9 has a double root at Z = 3 ≡ 2 5 . This means the error of the value 2 0 = 1 at position 5 occurs twice. Therefore the error vector is (0 0 0 0 0 2 0). When we receive the word (25 4 17 1 0 12 2), we find s 1 = 12, s 5 = 9, s 9 = 24 and X 0 = 6. Thus the error locator polynomial is
Since 5 ≡ 2 21+1 and 7 ≡ 2 7+5 , we see the error vector is (0 17 0 0 0 12 0).
(2) Let be a root of the primitive polynomial X 2 + 2X + 3 = 0 mod 7. Then the quartic equation X 4 = 4 = 4 + 4 has four solutions ± , ±(5 + 1) in F 7 2 = F 7 [ ]/( 2 + 2 + 3). We define a two-dimensional Lee weight by (e 1 ) = , (e 2 ) = 5 + 1.
Our code of length 12 has the following parity-check matrix H and the generator matrix G, respectively: 
For example, let x = ( 40 27 25 0 25 1 0 0 0 0 0 0) be a received word. Then its syndrome is
where H is the above check matrix. Therefore we have s 1 = e( ) = 2 + 2, s 5 = ae( 5 ) = 2 + 5, s 9 = a 2 e( 9 ) = 2 + 5,
where a = 4 + 4. Since s 5 1 + 4s 5 = 3 + 1 = 0, (6 + 2)X + 5 = 0. Hence X 0 = + 2. Therefore
We find that at positions 1 and 4 we have error values of and 25 , respectively. Based on the above, an algebraic decoding is
x − (0 0 0 25 0 0 0 0 0 0 0) = ( 40 37 25 0 0 1 0 0 0 0 0 0).
Codes over algebraic integers
In his works [2, 3] , Huber considered the problem of constructing codes over a finite field for multidimensional signals. He introduced linear codes over the finite fields of the Gaussian integer ring Z[ √ −1] modulo a Gaussian prime or the Eisenstein integer ring Z[ ] modulo on Eisenstein prime, where = (−1 + √ −3)/2. These codes are able to correct one error with value in the group of all roots of unity, i.e., {±1,
We can develop his results for a prime ideal of degree 1 in any algebraic field but only show an example in [7] to explain our motivation. See [5, Proposition 8.3, p. 47] for prime ideals and residue class fields. A rational prime p = 13 splits in Q( √ 10). Since X 2 − 10 ≡ (X − 6)(X − 7) (mod 13), we have two prime ideals of degree 1 related to each linear factors, that is, This leads us to construct codes over F 13 with the generalized Lee distance defined by (e 1 ) = 1 and (e 2 ) = 6. It would be interesting to consider some cyclotomic analogy of Huber's results from our points of view. Let m be an odd prime and p be a prime such that p ≡ 1 mod m. Put p = 2mn + 1. Then F p can be provided with m-dimensional Lee distance by the roots of the equation X m ≡ 1 mod p. The m-dimensional Lee weight w L (a) is defined by (e 1 ) = 1, (e 2 ) = 2n , . . . , (e m ) = 2(m−1)n , where is a primitive element of F p . Let be a primitive mth root of unity in the complex number field. We denote by Q( ) the mth cyclotomic field over Q. The ring consisting of all integers in Q( ) is given by
As is well known that the ideal (p) = pO splits completely such that
where each P k is a prime ideal of degree 1. Hence we have O/P k F p and an isomorphism map is given by k : O − → O/( − 2nk , p)F p as mentioned above. Then k (x 0 + x 1 + · · · + x m−1 m−1 ) = x 0 + x 1 2nk + · · · + x m−1 2(m−1)nk mod p.
From the definition of m-dimensional Lee distance, a weight of a ∈ F p is given by
A generalized Lee error of weight 1 takes on one of the values {±1, ± n , . . . , ± (m−1)n } at one position, and the code defined by the parity-matrix H = (1 2 · · · n−1 )
is able to correct any generalized Lee error of weight 1 over F p . Any single error from {±1, ± n , . . . , ± (m−1)n } will produce a different syndrome j +k (0 j n − 1, k ∈ {in, (i + m)n; 0 i m − 1}).
