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Abstract
Let R ∈ Cn×n be a nontrivial involution; i.e., R = R−1 /= ±I . We say that A ∈ Cn×n is
R-symmetric (R-skew symmetric) if RAR = A (RAR = −A).
There are positive integers r and s with r + s = n and matrices P ∈ Cn×r and Q ∈ Cn×s
such that P ∗P = Ir , Q∗Q = Is , RP = P , and RQ = −Q. We give an explicit represen-
tation of an arbitrary R-symmetric matrix A in terms of P and Q, and show that solving
Az = w and the eigenvalue problem for A reduce to the corresponding problems for matrices
APP ∈ Cr×r and AQQ ∈ Cs×s . We also express A−1 in terms of A−1PP and A−1QQ. Under
the additional assumption that R∗ = R, we show that Moore–Penrose inversion and singular
value decomposition of A reduce to the corresponding problems for APP and AQQ. We give
similar results for R-skew symmetric matrices. These results are known for the case where
R = J = (δi,n−j+1)ni,j=1; however, our proofs are simpler even in this case.
We say that A ∈ Cn×n is R-conjugate if RAR = A¯ where R ∈ Rn×n and R = R−1 /=
±I . In this case (A) is R-symmetric and (A) is R-skew symmetric, so our results provide
explicit representations for R-conjugate matrices in terms of P and Q, which are now inRn×r
and Rn×s respectively. We show that solving Az = w, inverting A, and the eigenvalue prob-
lem for A reduce to the corresponding problems for a related matrix S ∈ Rn×n. If RT = R
this is also true for Moore–Penrose inversion and singular value decomposition of A.
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1. Introduction
In this paper R ∈ Cn×n is a nontrivial involution; i.e., R2 = I and R /= ±I . We
say that a matrix A ∈ Cn×n is R-symmetric if RAR = A, or R-skew symmetric if
RAR = −A. In particular, if J is the flip matrix with ones on the secondary diagonal
and zeros elsewhere, then a J -symmetric matrix A is centrosymmetric; i.e.,
an−i+1,n−j+1 = ai,j , 1  i, j  n,
while a J -skew symmetric matrix A is centroskew; i.e.,
an−i+1,n−j+1 = −ai,j , 1  i, j  n.
If λ is an eigenvalue of B ∈ Cn×n, let EB(λ) denote the λ-eigenspace of B. We
will say that a vector z ∈ Cn is R-symmetric (R-skew symmetric) if Rz = z (Rz =
−z); thus, ER(1) and ER(−1) are the subspaces of Cn×n consisting respectively of
R-symmetric and R-skew symmetric vectors. Since z ∈ Cn is J -symmetric (J -skew
symmetric) if and only if Jz = z (J z = −z), our definition is an extension of An-
drew’s [1] definition of symmetric and skew symmetric vectors. Other authors (see,
e.g., [5,10,12,14]) have made similar extensions; however, these papers deal mainly
with the case where R is real and symmetric. We do not assume this in general.
It is known (see, e.g., [2,3,6,13]) that if A is centrosymmetric then the problem
of solving Az = w can be split into two problems, one of order n/2 and the other
of n/2. Also, inverting A reduces to inverting two matrices of orders n/2 and
n/2 [9]. In any case, Moore–Penrose inversion of a centrosymmetric matrix A
reduces to Moore–Penrose inversion of two matrices of these orders [13].
From a theorem stated explicitly by Cantoni and Butler [4, Theorem 2] but clearly
implicit in an earlier result of Andrew [1, Theorem 2], if A ∈ Rn×n and A is both
symmetric and centrosymmetric, then Rn×n has an orthonormal basis consisting of
n/2 J -symmetric and n/2 J -skew symmetric eigenvectors of A, which can be
obtained by solving the eigenvalue problem for two matrices of these orders. (For
further discussion of this point, see [16].)
Since matrices with other types of R-symmetry and R-skew symmetry are now
occurring in applications [5,10], it seems worthwhile to consider R-symmetric and
R-skew symmetric matrices from a general point of view. We undertake such a study
in this paper.
In [15] we defined an eigenvalue of A to be even if EA(λ) contains a nonzero J -
symmetric vector, or odd if EA(λ) contains a nonzero J -skew symmetric vector. (If λ
is a repeated eigenvalue of A, then λ may be both even and odd.) Here we say that an
eigenvalue λ of A is R-even (R-odd) if A has an R-symmetric (R-skew symmetric)
λ-eigenvector. We extend this idea to singular values in Theorems 11 and 18.
In Section 2 we show that if R ∈ Cn×n is an arbitrary nontrivial involution then
there are positive integers r and s with r + s = n and matrices P ∈ Cn×r and Q ∈
Cn×s such that P ∗P = Ir , Q∗Q = Is , RP = P , and RQ = −Q. In Section 3 we
give an explicit representation of the general R-symmetric matrix in terms of P
and Q. It follows from this representation that solving Az = w and the eigenvalue
W.F. Trench / Linear Algebra and its Applications 377 (2004) 207–218 209
problem for A both reduce to the corresponding problems for matrices APP ∈ Cr×r
and AQQ ∈ Cs×s . This extends known results for centrosymmetric matrices, and
provides computational efficiency in this general setting if |r − s| is small compared
to n. We also give formulas for the inverse and Moore–Penrose inverse of A in terms
of those of APP and AQQ. R-skew symmetric matrices are treated similarly in Sec-
tion 4. Where necessary in these two sections, we impose the additional asumption
that R is unitary; thus, R = R∗ = R−1.
In Section 5 we assume that R is a real involution and define A ∈ Cn×n to be
R-conjugate if RAR = A. We characterize the matrices with these properties and
show that if A is R-conjugate, then solving Az = w, inverting A, and the eigenvalue
problem for A all reduce to the corresponding problems for an n × n matrix with
real entries. If R is orthogonal the same can be said for Moore–Penrose inversion
of A.
2. Preliminary considerations
Let r = dim[ER(1)] and s = dim[ER(−1)]. Since an involution is diagonaliz-
able and R /= ±I , r , s  1 and r + s = n. Let {p1, . . . , pr } and {q1, . . . , qs} be
orthonormal bases for ER(1) and ER(−1) respectively, and define
P = [p1 . . . pr ] (n × r matrix) and Q = [q1 . . . qs] (n × s matrix). (1)
Although P and Q are not unique, finding suitable P and Q is straightforward. In
the worst case, the columns of P and Q can be found by applying the Gram–Schmidt
process to the columns of I + R and I − R, respectively. If R is a signed permutation














while if R = J2m+1, we can take
P = 1√
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 Im 0m×101×m √2
Jm 0m×1






RP = P, RQ = −Q (2)
and
P ∗P = Ir , Q∗Q = Is . (3)
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then








Since R2 = I , (4) implies that
P̂R = P̂ , Q̂R = −Q̂. (7)
If R = R∗ then P ∗Q = 0 and Q∗P = 0. Conversely, if P ∗Q = 0 then Q∗P = 0,







This and (6) imply that P̂ = P ∗ and Q̂ = Q∗. Therefore, since

















it follows that R = R∗.
From (6), any A ∈ Cn×n can be written conformably in block form as









From (2) and (7),










The following theorem characterizes the class of R-symmetric matrices.
Theorem 1. A is R-symmetric if and only if










APP = P ∗AP and AQQ = Q∗AQ. (11)
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Proof. From (8) and (9), RAR = A if and only if (10) holds. If (10) holds, then (6)
implies that






so AP = PAPP and AQ = QAQQ. Therefore (3) implies (11). 
Henceforth z, w ∈ Cn, x, u ∈ Cr , and y, v ∈ Cs . An arbitrary z can be written
uniquely as z = Px + Qy. From (5), x = P̂ z and y = Q̂z.
Theorem 1 implies Theorems 2–5.
Theorem 2. If A is R-symmetric then solutions of Az = w are of the form z =
Px + Qy, where
APP x = P̂w and AQQy = Q̂w.
If R = J the following theorem is equivalent to a result of Good [9].
Theorem 3. If A is R-symmetric then A is invertible if and only if APP and AQQ
are both invertible. In this case,









Theorem 4. If A is R-symmetric then
det(A − λI) = det(APP − λIr) det(AQQ − λIs).
Theorem 5. Suppose that A is R-symmetric and λ is an eigenvalue of A. Then
EA(λ) consists of those vectors of the form z = Px + Qy where
APP x = λx and AQQy = λy.
If x /= 0, λ is an R-even eigenvalue of A with associated R-symmetric eigenvector
Px. If y /= 0, λ is an R-odd eigenvalue of A with associated R-skew symmetric
eigenvector Qy. If x /= 0 and y /= 0 then λ is a repeated eigenvalue of A, and is
both R-even and R-odd.
Theorems 4 and 5 imply that the R-even and R-odd eigenvalues of A are respec-
tively the zeros of det(APP − λIr) and det(AQQ − λIs).
Theorem 5 implies the following theorem, which extends [4, Theorem 2], where
it is assumed that A is symmetric as well as centrosymmetric (J -symmetric).
Theorem 6. If A is R-symmetric then A is diagonalizable if and only if APP and
AQQ are both diagonalizable. In this case, let α1, . . . , αr be the eigenvalues of APP
with associated linearly independent eigenvectors x1, . . . , xr and β1, . . . , βs be the
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eigenvalues of AQQ with associated linearly independent eigenvectors y1, . . . , ys .
Then α1, . . . , αr are R-even eigenvalues of A with associated linearly indepen-
dent R-symmetric eigenvectors Px1, . . . , P xr , and β1, . . . , βs are R-odd eigen-
values of A with associated linearly independent R-skew symmetric eigenvectors
Qy1, . . . ,Qys.
LetSR = ER(1) ∪ ER(−1). The following theorem generalizes [1, Theorem 2].
Theorem 7
(i) If A is R-symmetric and λ is an eigenvalue of A then EA(λ) has a basis inSR.
(ii) If A has n linearly independent eigenvectors inSR then A is R-symmetric.
Proof
(i) See Theorem 5.
(ii) Let λ1, . . . , λn be the eigenvalues of A with associated linearly independent
eigenvectors z1, . . . , zn in SR . It suffices to show that RARzi = Azi , 1 
i  n. If Rzi = zi then RARzi = RAzi = λiRzi = λizi = Azi . If Rzi = −zi
then RARzi = −RAzi = −λiRzi = λizi = Azi . 
Theorem 8. If A is normal and R-symmetric then either R = R∗ or A has at least
one repeated eigenvalue.
Proof. From Theorem 6, A has a linearly independent set of eigenvectors of the
form {Px1, . . . , P xr ,Qy1, . . . ,Qys}. If A is normal and has n distinct eigenvalues,
then {Px1, . . . , P xr ,Qy1, . . . ,Qys} must be an orthogonal set. However, this im-
plies that {p1, . . . , pr , q1, . . . , qs} (see (1)) is an orthonormal set. Therefore P ∗Q =
0, so R = R∗. 
We recall that if two matrices X and Y satisfy the Penrose conditions
XYX = X, YXY = Y, (XY)∗ = XY, and (YX)∗ = YX,
then each is the unique Moore–Penrose inverse of the other [11]. As usual, we write
Y = X† and X = Y †.
The following theorem generalizes a result in [13].
Theorem 9. If R = R∗ and A is R-symmetric then











Proof. If R = R∗ then (10) reduces to
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It is straightforward to verify that this matrix and the matrix on the right of (12)
satisfy the Penrose conditions. 
If {x1, . . . , xr} and {y1, . . . , ys} are orthonormal bases for Cr×r and Cs×s respec-
tively and R = R∗, then {Px1, . . . , P xr ,Qy1, . . . ,Qys} is an orthonormal basis for
Cn×n. This, Theorem 1, and Theorem 6 imply the next two theorems.
Theorem 10. If R = R∗ and A is R-symmetric then A is normal if and only if APP
and AQQ are normal. In this case, if
APP = XDPX∗ and AQQ = YDQY ∗
are spectral decompositions of APP and AQQ then






is a spectral decomposition of A.
Theorem 11. Suppose that R = R∗ and A is R-symmetric. Let
APP = XDPU∗ and AQQ = YDQV ∗
be singular value decompositions of APP and AQQ. Then






is a singular value decomposition of A. Thus, the singular values of APP are singu-
lar values of A with associated R-symmetric right and left singular vectors, and the
singular values of AQQ are singular values of A with associated R-skew symmetric
right and left singular vectors.
4. R-skew symmetric matrices
The following theorem characterizes the class of R-skew symmetric matrices.
Theorem 12. A is R-skew symmetric if and only if










APQ = P ∗AQ and AQP = Q∗AP. (14)
Proof. From (8) and (9), RAR = −A if and only if (13) holds. If (13) holds then
(6) implies that
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so AP = QAQP and AQ = PAPQ. Therefore (3) implies (14). 
Theorem 12 implies the following theorem.
Theorem 13. If A is R-skew symmetric then solutions of Az = w are of the form
z = Px + Qy, where x and y are solutions of
AQP x = Q̂w and APQy = P̂w.
From Theorem 12, rank(A)  2 min(r, s). This and Theorem 12 imply the fol-
lowing theorem.
Theorem 14. If A is R-skew symmetric then A is invertible if and only if n = 2m,
r = s = m, and APQ and AQP are both invertible. In this case,









The proof of the following theorem is similar to the proof of Theorem 9.
Theorem 15. If R = R∗ and A is R-skew symmetric then











Theorem 16. Suppose that A is R-skew symmetric.
(i) If r  s then
det(A − λI) = (−1)rλr−s det(AQPAPQ − λ2Is).
(ii) If s  r then
det(A − λI) = (−1)sλs−r det(APQAQP − λ2Ir ).
Proof. (i) If r  s then∣∣∣∣−λIr APQAQP −λIs
∣∣∣∣= λr ∣∣∣∣−Ir λ−1APQAQP −λIs
∣∣∣∣
= λr







The proof of (ii) is similar. 
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Theorem 17. Suppose that A is R-skew symmetric. Then:
(i) (λ, Px + Qy) is an eigenpair of A if and only if
AQP x = λy and APQy = λx
with x and y not both zero.
(ii) If (λ, z) is an eigenpair of A with λ /= 0 then z /∈SR = ER(1) ∪ ER(−1) and
(−λ,Rz) is an eigenpair of A.
(iii) If A is singular then the null space EA(0) of A has a basis inSR.
Proof. For (i), apply Theorem 13 with w = λz.
For (ii), suppose Az = λz with z /= 0. Then RAz = λRz. Since R2 = I , this im-
plies that (RAR)Rz = λRz. Since RAR = −A, A(Rz) = −λ(Rz). If λ /= 0 it fol-
lows that z and Rz are linearly independent, so Rz /= z and Rz /= −z; hence z /∈
SR .
For (iii), we set λ = 0 and note that if Az = 0, then A(Rz) = 0, from (ii). Hence,
z + Rz ∈ EA(0) ∩ ER(1) and z − Rz ∈ EA(0) ∩ ER(−1). Therefore, if {z1, . . . , zk}
is a basis for EA(0), then
{z1 + Rz1, . . . , zk + Rzk, z1 − Rz1, . . . , zk − Rzk} ⊂SR
spans EA(0). We can choose a basis for EA(0) from this set. 
The observation in the paragraph preceding Theorem 10 implies the following
theorem.
Theorem 18. Suppose that R = R∗ and A is R-skew symmetric. Let
APQ = XDPQY ∗ and AQP = VDQPU∗
be singular value decompositions of APQ and AQP . Then






is a singular value decomposition of A. Thus, the singular values of APQ are sin-
gular values of A with associated R-symmetric left singular vectors and R-skew
symmetric right singular vectors, and the singular values of AQP are singular values
of A associated with R-skew symmetric left singular vectors and R-symmetric right
singular vectors.
5. R-conjugate matrices
Throughout this section we impose the following standing assumption.
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Assumption A. R ∈ Rn×n, R−1 = R /= ±I, and the orthonomal bases {p1, . . . , pr }
and {q1, . . . , qs} for ER(1) and ER(−1) are in Rn. Also, A = B + iC with B, C ∈
Rn×n.








We say that A is R-conjugate if RAR = A. The following theorem characterizes
the class of R-conjugate matrices.
Theorem 19. A = B + iC is R-conjugate if and only if










BPP = P TBP, BQQ = QTBQ, CPQ = P TCQ, CQP = QTCP. (16)
Proof. If RAR = A then RBR = B and RCR = −C. Therefore Theorem 1 im-
plies that








with BPP and BQQ as in (16), and Theorem 12 implies that








with CPQ and CQP as in (16). Therefore









which is equivalent to (15).
For the converse, if A satisfies (15) where the center matrix is in Rn×n, then
RAR = A. Moreover, A = B + iC with
B = PBPP P̂ + QBQQQ̂ and C = QCQP P̂ + PCPQQ̂.
By invoking (3) (with P ∗ = P T), (5), and (16), it is easy to verify (15) and (16). 
Every z ∈ Cn can be written uniquely as z = Px + iQy with x = P̂ z and
y = −iQ̂z. Therefore Theorem 19 implies the following theorem.
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Suppose that w = Pu + iQv; i.e., u = P̂w and v = −iQ̂w. Then z = Px + iQy is












Theorem 20 reduces the problem of solving the complex n × n system Az = w


















Moreover, if A is nonsingular then Theorem 19 reduces inversion of the complex
matrix A to inversion of the real matrix S. If P T = P then a similar comment applies
to Moore–Penrose inversion of A; i.e., it is straightforward to verify that










satisfy the Penrose conditions; thus,






For the case where R = J and A is also Hermitian, this is related to a result of
Goldstein [8].
Theorem 21. If A = B + iC is R-conjugate then (λ, Px + iQy) is an eigenpair of
A if and only if (λ, [xTyT]T) is an eigenpair of S. In this case, (λ¯, P x¯ + iQy¯) is also
an eigenpair of A.
Proof. For the first assertion, apply Theorem 20 with w = λ(Px + iQy). For the
second, suppose that Az = λz with z /= 0. Then RAz = λAz. Since R2 = I , this
implies that (RAR)Rz = λRz. Since RAR = A, it follows that A(Rz) = λ(Rz), so
ARz¯ = λ¯(Rz¯). Hence (λ¯, Rz¯) is an eigenpair of A. 
A matrix A is said to be perhermitian if JAJ = AT. The class of Hermitian perhe-
rmitian matrices is important in applications, especially because it includes the class
of Hermitian Toeplitz matrices. Goldstein [7] showed that the eigenvalue problem
for an n × n Hermitian perhermitian matrix reduces to the eigenvalue problem for an
n × n real symmetric matrix. We will now use Theorem 21 to generalize Goldstein’s
result. The key to the generalization is to note that if A is Hermitian, then AT = A.
Hence, we extend Goldstein’s result to the class of Hermitian R-conjugate matrices.
Theorem 22. Let H = A + iB be Hermitian and R-conjugate, and suppose that λ
is an eigenvalue of A. Then EA(λ) has a basis consisting of vectors of the form Px +
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iQy where x ∈ Rr , y ∈ Rs , and (λ, [xTyT]T) is an eigenpair of the real symmetric
matrix S in (17).
Proof. Suppose (λ, Pu + iQv) is an eigenpair of A. Since λ is necessarily real,
Theorem 21 implies that P(u) + iQ(v) and P(u) + iQ(v) are both in EA(λ).
Since both these vectors are of the stated form and at least one is nonzero, Theorem
21 implies the conclusion. 
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