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Abstract
This thesis describes the results of two sets of observations made in 2003 and 2004 using
Bolocam from the Caltech Submillimeter Observatory (CSO), along with a description of
the design and performance of the instrument. Bolocam is a large format camera consisting
of 144 bolometers with an eight arcminute field of view at the CSO, and can be operated
non-simultaneously at 1.1, 1.4, or 2.1 mm. All of the data described in this thesis was
collected at 2.1 mm, where the individual beams are approximately one arcminute in size.
The observations were made over a total of seventy-nine nights, and consisted of surveys of
two science fields, Lynx and the Subaru/XMM Deep Field (SDS1), covering a total area of
approximately 1 square degree. The noise properties of the maps are extremely uniform,
with RMS variations in coverage of approximately 1.5% for twenty arcsecond map pixels.
The point source sensitivity of the maps is approximately 100 µKCMB per beam. Fluctu-
ations in emission from the atmosphere limited the sensitivity of our measurements, and
several algorithms designed to remove these fluctuations are described. These algorithms
also removed astronomical flux, and simulations were used to determine the effect of this
attenuation on a CMB power spectrum. Assuming a flat CMB band power in Cℓ, our data
corresponds to an effective angular multipole of ℓeff = 5700, with a FWHMℓ = 2800. At
these scales the CMB power spectrum is expected to be dominated by anisotropies induced
by the Sunyaev-Zel’dovich effect (SZE), and have a reasonably flat spectrum. Our data is
consistent with a band power of Cℓ = 0 µK2CMB, and an upper limit of Cℓ < 755 µK2CMB at
a confidence level of 90%. From this result we find that σ8 < 1.55 at a confidence level of
90%.
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1Chapter 1 Introduction
Cosmology involves studying the global properties of the universe. Fundamentally, cosmol-
ogy is concerned with understanding what type of matter/energy composes our universe,
along with how this matter/energy has been distributed throughout history. Additionally,
cosmology attempts to predict how the distribution of matter/energy will evolve in the
future.
1.1 A Brief History of Cosmology
Modern cosmology began with the development of the General Theory of Relativity in
1915 by Albert Einstein, which enabled construction of self-consistent models of the entire
universe [85]. If we assume that the universe is isotropic and homogeneous on the largest
scales1, then the Robertson-Walker metric describes the evolution of the universe, with
a¨(t)
a(t)
=
−4πG
3
(
ρ+
3p
c2
)
+
Λ
3
(1.1)
and (
a˙(t)
a(t)
)2
=
8πGρ+ Λ
3
− c
2κ
a(t)2
, (1.2)
where G is the gravitational constant, ρ is the density of the matter and radiation in the
universe, p is the total pressure of this matter and radiation2, κ is the curvature of the
universe, Λ is the cosmological constant, and a(t) is the scale factor of the universe at
time t. In general, the solution satisfying these equations, a(t), will not be static, so the
universe will be either expanding or contracting. In 1929 Edwin Hubble provided the first
observational evidence for an expanding universe, when he showed that all extra-galactic
nebulae are moving away from our galaxy with a velocity proportional to their distance
from us [66]. See Figure 1.1. This result is known as Hubble’s Law, and the recessional
1This assumption is known as the cosmological principle.
2The pressure is assumed to be of the form p = wρc2. For non-relativistic particles, like baryons, w = 0
and for relativistic particles, like photons, w = 1/3. For a cosmological constant, w is defined to be equal
to -1. The most recent results from the Wilkinson Microwave Anisotropy Probe (WMAP) suggest that the
dark energy equation of state, w, is close to -1 [132].
2Figure 1.1: Hubble’s velocity versus distance relation for extra-galactic nebulae. Figure
taken from Hubble [66].
velocities are given by Hubble’s constant, H0, which is ≃ 70 km s−1 Mpc−1.
In 1948 George Gamow and Ralph Alpher determined that the expanding universe must
have been extremely hot in its early stages. They showed that the amount of hydrogen
and helium in the present universe could be explained by big bang nucleosynthesis (BBN),
through a series of reactions in the early universe [5]. Fred Hoyle and Roger Tayler, in 1964,
determined from Gamow and Alpher’s theory that the primordial abundance of helium
should be near 24%, which is consistent with observed amounts [65]. The abundances of
other light elements, including 3He, D, and 7Li, were predicted from the same theory by
Robert Wagoner, Hoyle, and Fowler [151]. The BBN predicted abundances of these light
elements have been confirmed observationally, and would be difficult to account for with
stellar nucleosynthesis [99,137]. Additionally, the primordial abundances of these elements
are sensitive to the number of baryons in the universe, and can be used to estimate the
universal baryon density, Ωb. See Figure 1.2. Of the four light elements, the abundance
of D provides the best constraint on the baryon density because its post BBN evolution is
simple and it is fairly sensitive to the number of baryons [137]. Currently, observations of
high redshift, low metallicity quasar absorption line systems provide the best constraints
on the D abundance, and show that the baryon density in the universe is less than 5% of
the critical density required to close the universe [137].
3Figure 1.2: Primordial light element abundances as a function of the baryon density. The
widths of the bands represent uncertainties in the predicted abundances, and the black boxes
represent uncertainties on the measured values. Figure taken from Tytler, et al. [147].
In addition to developing the BBN theory, Gamow and Alpher also predicted a residual
cosmic microwave background (CMB) radiation that is nearly isotropic with a blackbody
temperature of ≃ 5 K [5]. This background radiation was finally detected in 1965 by
Arno Penzias and Robert Wilson, with a temperature of approximately 3.5 K [103]3. With
observational evidence supporting the predicted primordial element abundances, the CMB,
and Hubble’s Law, the big bang theory has become part of the standard cosmological model.
However, the big bang theory does not provide a complete description of the universe.
Although the universe is homogeneous on the largest scales, the presence of stars, galaxies,
etc., clearly indicate that the universe is highly non-uniform on smaller scales. Therefore,
there must have been slight departures from homogeneity in the early universe, which then
developed under gravitational collapse. The first theory outlining the gravitational collapse
of a bound object was given by James Jean in 1902, when he showed that to form a bound
object a density perturbation must exceed the Jean’s length, ΛJ = cs/
√
Gρ/π, where ρ is
the density of the perturbation relative to the background and cs is the speed of sound in
the medium [85]. After some intervening developments that generalized Jean’s equations
3Subsequent measurements have shown that the temperature is 2.73 K [91]. See Figure 1.3.
4Figure 1.3: Spectrum of the CMB measured by COBE. Overlaid is a blackbody spectrum
with a temperature of 2.73 K. Figure taken from Mather, et al. [91].
for an expanding medium, Igor Novikov was able to determine the amplitude of these
perturbations. In 1964 he showed that if the modern bound structures are traced back
to the time when the Jean’s length is comparable to the horizon scale for the universe,
then they must have had a density contrast of about 1 part in 104 [85]. Later, in the
early 1970s, Yakov Zel’dovich and Edward Harrison independently showed that the power
spectrum of these initial fluctuations should be approximately scale free, with P (k) ∝ kn
for n = 1 [62,161]4.
Information about these primordial density fluctuations can be obtained from the CMB.
Until the universe had cooled sufficiently so that neutral hydrogen could form, the mean free
path of a CMB photon was extremely short. This occurred at a redshift of approximately
1100, when the universe was 300,000 years old, and is called the epoch of recombination.
After this epoch, the universe became nearly transparent to CMB photons, which means
that the CMB is a relatively unaltered picture of the universe at the time of recombination.
Since the CMB photons were strongly coupled to the baryonic matter prior to recombi-
nation, the matter density fluctuations will produce fractional temperature fluctuations in
the CMB, with a amplitude slightly less than the the fractional density fluctuations. In
4Prior to the three-year WMAP data, there was no evidence to suggest n 6= 1. However, the latest
WMAP data shows that n ≃ 0.95, with n < 1 at a significance of approximately 3σ [132]. Additionally, the
data slightly favor a running spectral index, rather than a simple power law [23,132].
51967 Sachs and Wolfe predicted that the spectrum of the CMB will be flat at scales larger
than a few degrees, if the primordial density fluctuations have the scale free spectrum given
by Harrison and Zel’dovich [120]. These temperature anisotropies were finally detected in
1992 by the COBE experiment, with ∆T/T ≃ 10−5 on angular scales larger than seven
degrees [90].
However, the amplitude of the CMB temperature fluctuations was expected to peak
at an angular scale of approximately one degree, since photons separated by more than
≃ 1 degree would not have been able to interact prior to recombination. The first signs of
this peak at an angular multipole of ℓ ≃ 200 were detected by MAT/TOCO in 1999 [95],
and later confirmed in 2000 by MAXIMA [61] and BOOMERANG [39]5. Then, in 2002,
BOOMERANG [98] and DASI [60] were the first to detect the series of acoustic peaks in the
CMB arising at smaller angular scales at multiples of the fundamental frequency at ℓ ≃ 200.
At even smaller scales, corresponding to ℓ & 1000, the CMB temperature fluctuations are
averaged out by the finite length of the recombination epoch. This effect was first described
in 1968 by Joseph Silk [130], and was detected by the Cosmic Background Imager (CBI)
experiment in 2003 [129].
At angular multipoles above ℓ ≃ 2500, corresponding to angular scales of less than a few
arcminutes, there is thought to be a dramatic shift in the cause of the CMB anisotropies.
While the CMB anisotropies on larger scales have not been significantly altered since the
epoch of recombination, the vast majority of the anisotropies at these smaller scales have
been imprinted on the CMB by the interaction between CMB photons and baryonic matter,
specifically hot electrons in the intra-cluster medium. This effect was first described by
Rashid Sunyaev and Yakov Zel’dovich in 1972 [139], and it produces anisotropies that do
not have a thermal spectrum. To date, there have been tentative detections of the Sunyaev-
Zel’dovich effect (SZE)-induced CMB anisotropies at 30 GHz by BIMA [37,38] and CBI [88],
and a marginal detection at 150 GHz by ACBAR [78,79].
Clearly, the big bang model coupled with primordial density fluctuations has been suc-
cessful in predicting a wide range of observed data. However, the big bang theory has no
explanation for why the CMB is isotropic to one part in 100,000 on large scales that were
not causally connected at the time of recombination. Since particles on these scales could
5WMAP has now measured this peak, with an uncertainty limited only by cosmic variance [63]. See
Figure 1.4.
6Figure 1.4: Current measurements of the CMB power spectrum, including data from the
WMAP three-year release [63], the 2003 flight of BOOMERANG [69], and ACBAR [78].
Figure taken from Kuo, et al. [78].
not have interacted prior to recombination, there is no reason that they should be at the
same temperature. Additionally, the matter/energy density, Ω, of the current universe is
extremely close to the critical density, Ω = 1.6 Since deviations from the critical density
grow quickly as the universe evolves, this means that Ω must have been very finely tuned
to a value of one in the early universe. Again, there is no reason why the matter/energy
density of the early universe should be so close to the critical density. A solution to both of
these problems was proposed by Alan Guth in 1981 [58]. In his theory, which is a modifica-
tion of the standard big bang theory, the universe underwent an exponential expansion, or
inflation, early in its history. Prior to inflation, the entire observable universe would have
been causally connected, and the inflationary process would produce a nearly flat universe.
Therefore, inflation accounts for the homogeneity of the universe on large scales, as well
as the fact that the universe is flat or nearly flat. However, although inflation resolves the
shortcomings of the standard big bang theory, there is still no direct observational evidence
6The critical density is the amount of matter/energy required in the absence of a cosmological constant to
slow the expansion of the universe indefinitely without the universe re-collapsing. Additionally, the geometry
of the universe will be flat (i.e., Euclidean) if Ω = 1. Ω > 1 will yield a closed or spherical universe, and
Ω < 1 will yield an open or hyperbolic universe.
7supporting the theory of inflation.
Additionally, a complete model of the universe needs to describe the types of mat-
ter/energy that compose our universe. Initially, there was no reason to think that the uni-
verse contained anything other than baryonic matter. But, in 1933 Fritz Zwicky determined
that the dynamics of the Coma cluster could only be accounted for if the majority of the
mass in the cluster was a non-visible form of matter, or dark matter [163]. However, it was
not until the mid 1970s, when observations of galaxies showed that their dynamics at large
radii are also dominated by dark matter, that Zwicky’s idea was widely accepted [113,149].
Several theories for dark matter were proposed, including baryonic dark matter, hot dark
matter (HDM), and cold dark matter (CDM)7. Current observational evidence from the
CMB and large scale structure show that the majority of the dark matter must be cold
dark matter, and that the density of dark matter is approximately four to five times the
density of baryonic matter in the universe [30, 132, 144]. Unfortunately, it is still unclear
what particle(s) compose this cold dark matter. Additionally, in 1998, observations of dis-
tant supernovae showed that the expansion of the universe is accelerating [111]. Therefore,
the universe contains some form of dark energy that has a negative pressure, and behaves
similar to Einstein’s cosmological constant, Λ. Recent CMB observations, combined with
supernovae data, show that approximately 75% of matter/energy in the universe is dark
energy [8, 112,132].
1.2 Our Current Understanding of the Universe
Based on current observational data of big bang nucleosynthesis (BBN) [137], supernovae [8,
112], large scale structure (LSS) [30,144], and the cosmic microwave background (CMB) [78,
86,132], a single model with several free parameters has emerged as the only viable theory
of the universe. The model is based on general relativity, the big bang theory, a spectrum of
primordial density fluctuations, and a period of inflation in the early universe. In its simplest
form, this model predicts a flat universe composed of baryonic matter, cold dark matter,
and a cosmological constant, with primordial density fluctuations described by a power law.
The only parameters required to fit this model to the best observational data are: Ωb, the
density of baryonic matter relative to the critical density; Ωm, the total matter density
7HDM is composed of relativistic massive particles like the neutrino, and CDM is composed of non-
relativistic massive particles.
8relative to the critical density; ns, the spectral index of the primordial density fluctuations;
h× 100 km sec1 MPc−1, the present day expansion rate of the universe; σ8, the amplitude
of the density fluctuations; and τ , the optical depth to reionization8. Although additional
parameters are not required to fit the data, the fit can be improved by including: ΩΛ, the
density of an unknown dark energy relative to the critical density; w, the equation of state
of the dark energy; fν , the dark matter neutrino mass fraction; Mν , the sum of the neutrino
masses; α, running in ns; r, the ratio of tensor to scalar perturbations at k = 0.002/Mpc;
and ∆2R, the amplitude of curvature perturbations as free parameters.
Regardless of the exact model chosen, several conclusions can be drawn about our uni-
verse. First, our universe is flat or nearly flat, and approximately 75% of the matter/energy
is in the form of some dark energy that behaves similar to a cosmological constant. The
remainder of the universe is composed of baryonic matter and dark matter, with approxi-
mately five times more dark matter than baryonic matter. Additionally, most of the dark
matter is some form of cold dark matter, but a small (. 5%) fraction is hot dark matter in
the form of neutrinos. Finally, the spectrum of initial density perturbations appears to be
slightly less than one, which is consistent with inflation.
The next logical step in verifying the standard cosmological model is to directly confirm
the theory of inflation. Currently, this effort is focused on detecting the B-mode polarization
signal in the CMB, which is produced by gravitational waves formed during inflation [70].
Several experiments are currently, or will soon begin, looking for this B-mode signal, includ-
ing BICEP [157], Planck [145] PolarBeaR [105], Spider [133], and Clover [142]. Additionally,
there is a large effort to understand the properties of dark matter and dark energy. These
forms of matter/energy constitute more than 95% of our universe, yet little is known about
either of them. In addition to the large number of observational experiments aimed at learn-
ing more about dark matter and dark energy, there are also some experiments attempting
to directly detect dark matter particles (e.g., [4,54]). Finally, a general goal of most cosmo-
logical observations is to improve the precision, or provide an independent confirmation, of
the measured values of the cosmological parameters.
8Note that this simple model does include dark energy in the form of a cosmological constant. However,
since the total energy density of the universe is equal to the critical density in this model, the density of the
dark energy is constrained unambiguously by the values of Ωb and Ωm.
91.3 The Sunyaev-Zel’dovich Effect and Cosmology
One independent observational approach to learn more about the structure of the universe
involves the SZE. SZE observations have been used to determine the value of the Hubble
parameter without relying on the standard distance ladder approach [20,107,148], and can
be used to constrain the values of σ8, Ωm, ΩΛ, and w. Additionally, the SZE is a powerful
tool for understanding the largest bound objects in the universe, clusters of galaxies, at
any redshift. For reference, excellent reviews of the SZE and its relevance to cosmology are
given by Birkinshaw [15], Carlstrom et al. [26], and Carlstrom et al. [25].
1.3.1 Background
The thermal SZE9 involves the inverse Compton scattering of CMB photons with a dis-
tribution of hot electrons, causing a net increase in in the energy of the photons [139].
Since the background CMB is redshifted along with the SZE-induced distortion, the rel-
ative amplitude of the distortion, ∆TCMB/TCMB is independent of redshift. On average,
each scattering event increases the energy of the photon by kBTe/mec
2, where kB is Boltz-
mann’s constant, Te is the average temperature of an electron, me is the electron mass, and
c2 is the speed of light [25]. In general, the SZE is mentioned in regards to a cluster of
galaxies, since the intra-cluster medium (ICM) is filled with a diffuse plasma of electrons
at temperatures of 107 to 108 K. Even in the most massive clusters, . 1% of the CMB
photons that pass through the center of the cluster will be scattered [25], so the SZE will
only produce a slight distortion to the CMB spectrum.
The distortion caused by the SZE is proportional to the Comptonization y parameter,
which is a measure of the integral of the electron pressure along the line of sight and is
described by
y =
σT
mec2
∫
dl nekBTe =
σT
mec2
∫
dl pe, (1.3)
where σT is the Thomson cross section, ne is the electron density, and pe is the electron
pressure. Since the scattering process conserves photon number, the thermal spectrum of
the CMB is distorted by the SZE; there is a negative temperature shift at low frequency
and a positive temperature shift at high frequency. The cross-over point where there is no
distortion of the CMB occurs at approximately 218 GHz. See Figure 1.5. Therefore, the
9Unless stated otherwise, SZE refers to the thermal SZE.
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spectral dependence of the SZE is required in order to determine the fractional temperature
shift induced in the CMB, and is given by
f(x) = x
ex + 1
ex − 1 − 4, (1.4)
where x = hν/kBTCMB , h is Planck’s constant, ν is the frequency, and TCMB = 2.73 K
is the temperature of the CMB. Combining Equations 1.3 and 1.4 the temperature shift
caused by the SZE, ∆TCMB, is
∆TCMB
TCMB
= f(x)y. (1.5)
Alternatively, the SZE distortion can be expressed as a change in the surface brightness of
the CMB, ∆Bν, with
∆Bν = ∆TCMB
dBν
dT
∣∣∣∣
T=TCMB
. (1.6)
Plots of the temperature distortion and surface brightness distortion caused by the SZE are
given in Figure 1.6.
Additionally, since kBTe/mec
2 ≃ 1/100, treating the electrons classically leads to slight
errors in the determination of ∆TCMB . Including the relativistic effects results in a modi-
fication of f(x) by δ(x, Te), with
frel(x) = f(x)(1 + δ(x, Te)). (1.7)
A good analytic approximation of δ(x, Te) is given by Itoh, et al. [67]. The relative magni-
tude of these corrections depends on frequency, and can become significant near the null.
However, the corrections are typically of order a few percent [25].
The kinetic SZE will also distort the CMB spectrum, and is due to a Doppler shift in
the scattered CMB photons caused by the peculiar velocity of the cluster. Ironically, the
distortion caused by the kinetic SZE has a thermal spectrum, in contrast to the non-thermal
spectral distortion caused by the thermal SZE. The magnitude of the kinetic SZE is given
by
∆TCMB
TCMB
= −
(vpec
c
)∫
dl σTne, (1.8)
where vpec is the peculiar velocity of the cluster along the line of sight. For a realistic massive
cluster, the kinetic SZE distortion is much smaller than the thermal SZE distortion, except
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Figure 1.5: The spectral shift caused by the SZE. The undistorted thermal CMB spectrum
is shown as a dashed line, and the SZE distorted CMB spectrum is shown as a solid line.
A cluster approximately 1000 times more massive than a typical cluster was used in the
calculation to increase the contrast. Figure taken from Carlstrom, et al. [25].
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Figure 1.6: The thermal and kinetic SZE distortions of the CMB caused by a typical
massive cluster with y = 10−4, kBTe = 104 keV, and vpec = 500 km/s. The solid black
curve represents the thermal SZE, and the dashed red curve represents the kinetic SZE.
The plot on the left shows the Rayleigh-Jeans temperature of the SZE, and the plot on the
right shows the surface brightness of the SZE.
near the null in the thermal SZE. See Figure 1.6.
1.3.2 Applications
The SZE can be exploited in several ways to learn more about the properties of our universe.
First, the thermal SZE signal, when combined with X-ray data, can be used to determine
the Hubble constant, H0. SZE data can also be used to to determine the baryonic mass
fraction in the cluster, fB, which is an extremely useful parameter for understanding the
physics of clusters. The evolution of fB as a function of redshift can also be used to place
constraints on Ωm and ΩΛ. Additionally, kinetic SZE measurements are the only known
way to determine large-scale peculiar velocities at high redshift. Finally, large surveys for
the SZE can be used to constrain Ωm, ΩΛ, w, and σ8.
Thermal bremsstrahlung radiation is produced in clusters, and can be observed as an
X-ray surface brightness given by
SX =
1
4π(1 + z)3
∫
dl n2eΛe, (1.9)
where z is the redshift to the cluster, ne is the electron density, and Λe is the X-ray spectral
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emission of the ICM [15]. Since the X-ray signal is proportional to the density of the
ICM squared, while the SZE signal is proportional to the density of the ICM, the two
measurements can be combined to estimate the physical scale of the cluster along the line
of sight10. If we assume the cluster is spherically symmetric, the scale of the cluster along
the line of sight will be equal to the angular scale of the cluster, DAθc, where DA is the
angular diameter distance and θc is the observed angular scale of the cluster. Although
clusters are not in general spherically symmetric, numerical simulations have shown that
there is no systematic bias in the SZE/X-ray estimation of the cluster scale when averaged
over a large sample of clusters [138]. If we combine the assumption of spherical symmetry
with Equations 1.5 and 1.9, then the angular diameter distance of the cluster is given by
DA ∝ 1
θc
(
∆T 2CMBΛe
SXT 2e
)
, (1.10)
which can be used to estimate the value of the Hubble constant since DA is inversely
proportional to H0.
The SZE signal is proportional to the number density of electrons in the ICM multiplied
by the temperature of the electrons. Therefore, if the temperature is known, the SZE signal
can be used to determine the amount of baryonic matter in the ICM. Additionally, the total
mass of the cluster can be determined using weak or strong lensing data, or from knowledge
of the distribution and temperature of the electrons under the assumption that the cluster is
in hydrostatic equilibrium. Combining these measurements of the baryonic mass in the ICM
and the total mass of the cluster gives an estimate of the baryonic mass fraction, fB, for the
cluster. However, fB cannot be directly compared to the universal baryon mass fraction,
Ωb/Ωm, because some baryons (≃ 15%) are lost during the cluster formation process, and
some baryons within the cluster (≃ 10%) are contained in stars instead of the ICM. The
exact relation between fB and Ωb/Ωm is not well understood, but the value of fB does
provide a good test of the validity of cluster simulations [43]. Fortunately, the evolution
of fB as a function of redshift does not depend on the ratio of fB to the universal baryon
mass fraction, and can be used to constrain the values of Ωm and ΩΛ [122].
Since the magnitude of the kinetic SZE is proportional to the peculiar velocity of the
10This estimate relies on the assumption that the ICM is fairly uniform (i.e.,
˙
n2e
¸ ≃ 〈ne〉2). If the ICM
is significantly clumpy, then the length scale of the cluster along the line of sight will be underestimated by
a factor of
˙
n2e
¸
/ 〈ne〉2 [25].
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cluster, measurements of the kinetic SZE provide a method to constrain velocity fields on
large scales at high redshifts. These velocity fields provide a probe of gravitation pertur-
bations to the otherwise uniform expansion of the universe [26]. Unfortunately, the kinetic
SZE signal has the same spectrum as the background CMB, so it is difficult to distinguish
from CMB anisotropies. Additionally, the kinetic SZE is much smaller in magnitude than
the thermal SZE, except near the thermal null at 218 GHz. Therefore, it is unlikely that
an accurate measurement of the peculiar velocity can be made for a single cluster, although
it should be possible to determine large-scale peculiar velocities by averaging over many
clusters [25].
Large, untargeted surveys for the SZE also provide a method to constrain cosmological
parameters. Since the SZE signal is roughly proportional to the total mass of a cluster,
and the surface brightness of the SZE signal is independent of the cluster redshift, the SZE
offers an ideal tool to conduct a mass limited survey to high redshift11. Such a survey is
an excellent way to constrain Ωm, since the formation history of large scale structure is
sensitive to the density of matter in the universe. SZE number counts can also be used to
constrain the values of ΩΛ, w, and σ8 [25]. See Figure 1.7. Additionally, unresolved objects
in SZE surveys will produce anisotropies in the CMB that are expected to dominate the
CMB power spectrum at small angular scales corresponding to angular multipoles above
ℓ ≃ 2500. The overall normalization of these SZE-induced CMB anisotropies is extremely
sensitive to σ8, and can be used to constrain the value of this cosmological parameter [73].
See Figure 1.7.
Although the SZE provides a great tool for understanding the properties of our uni-
verse, it does present some observational and theoretical challenges. First, the signal is
extremely small, with ∆TCMB . 1 mK for even the most massive clusters. Additionally,
there is a significant amount of contamination from radio point sources at low frequencies
(ν . 150 GHz), and a significant amount of contamination from dusty submillimeter sources
at high frequencies (ν & 150 GHz). Also, since clusters are dense, collapsed objects, the
physics that describe them are complex and nonlinear. Since analysis of observational SZE
11In practice, the SZE surface brightness depends strongly on the cluster core radius and density, and is
not a good characterization of the total cluster mass. The total integrated flux of the cluster does provide a
good measurement of the mass of the cluster, but it is not independent of redshift due to the factor of 1/D2A.
However, this angular diameter distance factor is largely canceled out by the evolution of the cluster virial
temperature with redshift, since clusters that form earlier in the universe will be denser and hotter. The net
result is a mass selection function that varies by less than a factor of two for redshifts between z ≃ 0.1 and
z ≃ 3.0 [25].
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Figure 1.7: Examples of the dependence of two SZE observables as a function of some
of the cosmological parameters. The figure on the left shows the number of clusters per
redshift bin expected for a 4000-square-degree South Pole Telescope (SPT) survey with
idealized sensitivity for three different sets of cosmological parameters. The boxes represent
appropriate data points for such a survey. The figure was created by Gilbert Holder and was
taken from Ruhl, et al. [116]. The figure on the right shows the SZE-induced CMB power
spectrum as a function of σ8. The normalization of the power spectrum scales roughly as
σ78 , making it an extremely sensitive probe of this cosmological parameter. Figure taken
from Komatsu and Seljak [73].
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data generally relies on modeling the cluster profile and evolution, a detailed understand-
ing of cluster physics is critical to properly interpret SZE data. Finally, large dishes or
interferometers are required to achieve the angular resolution necessary to observe the SZE,
which means ground-based observatories are the only practical way to collect SZE data.
Consequently, the observations are subject to noise caused by variations in emission from
the atmosphere and ground.
1.3.3 Current Observational Status
To date, images of forty-six clusters have been used to estimate the value of H0. Thirty-
eight of these clusters have been imaged by the OVRO and/or BIMA interferometers at
30 GHz with a synthesized beam of & 1 arcminute, seven have been imaged at 30 GHz with
a synthesized beam of ≃ 5 arcminutes by the CBI interferometer, and one was imaged at
15 GHz with a & 2 arcminute synthesized beam using the Ryle telescope [20,123,148]12 . The
OVRO/BIMA data was compared to X-ray observations made with Chandra, (Figure 1.8)
while the CBI images relied on X-ray data collected by ROSAT, ASCA, and BeppoSAX.
The OVRO/BIMA observations produce a measurement of H0 = 76.9
+10.7
−8.7 km s
−1 Mpc−1,
with the uncertainties dominated by systematics in the X-ray temperature calibration and
the SZE flux calibration13.
The thirty-eight clusters observed with OVRO/BIMA have also been used to calculate
the baryonic mass fraction, fB , in the ICM gas [81]. Similar results were obtained for
three different cluster profile models, with fB = 0.12
+≃10%
−≃25%, which is consistent with baryon
fractions determined from X-ray observations of the same clusters. Combining the SZE
and X-ray data yields an estimate of the ratio of fB to the universal baryon fraction, with
fB/(Ωb/Ωm) = 0.68
+0.10
−0.16. This ratio is consistent with the results of cluster simulations that
include radiative cooling and star formation. Additionally, the evolution of fB as a function
of redshift was used to estimate the value of Ωm for a flat universe with a cosmological
constant. The results are consistent with the WMAP value of Ωm, and inconsistent with a
matter-dominated universe (Ωm = 1).
The spectrum of the SZE signal has been measured in three frequency bands for eleven
12Additionally, one other cluster has been imaged with the Ryle telescope, and one cluster has been imaged
at a high signal-to-noise ratio by the Arcminute Microkelvin Imager at 15 GHz [6,32].
13For comparison, the Hubble Space Telescope (HST) Key Project determined H0 = 72 ±
8 km s−1 Mpc−1 [47].
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Figure 1.8: SZE decrement contours measured by OVRO/BIMA overlaid on the X-ray image
produced by Chandra for CL0016+1609. The SZE contours correspond to +1,-1,-2,-3,-4,...
times the RMS noise in the image. The X-ray image shows the background subtracted
surface brightness in the 0.7 - 7 keV band in units of counts per 1.97 arcsecond pixel. The
full-width half-maximum of the synthesized OVRO/BIMA beam is overlaid in the lower left
corner. Figure taken from [20].
clusters by the SuZIE II experiment [11, 12]14. SuZIE II observed with bands centered
at 145, 221, and 355 GHz to measure the thermal SZE decrement, null, and increment,
respectively. Combining the data from these bands allows the thermal SZE signal to be
distinguished from the kinetic SZE. The kinetic SZE data was used to determine the peculiar
velocities of the clusters, and set a 95% confidence level upper limit of 1410 km/s for the
bulk flow of the universe at redshifts of 0.2 . z . 0.5 [12]15. See Figure 1.9.
To date, there have been no detections of previously unknown clusters using the SZE.
However, three experiments that recently began collecting data, APEX-SZ, ACT, and SPT,
should each detect a large number of new clusters [7, 74, 116]. APEX-SZ and SPT plan
surveys to a noise level of approximately 10 µKCMB per arcminute size pixel over 200 and
4000 square degrees, respectively, and ACT plans to survey 200 square degrees to a noise
level of around 2 µKCMB per 1.7 arcminute pixel. At these sensitivities, APEX-SZ and
ACT would detect of order 1000 clusters, and SPT would detect several thousand clusters.
Additionally, several experiments have conducted SZE surveys that have produced marginal
14The SuZIE group has measured the SZE signal in fifteen clusters, but only eleven of the clusters were
measured with enough sensitivity in the high-frequency channels to determine a peculiar velocity [11].
15This upper limit is based on the peculiar velocities determined from the six clusters described in 2003
by Benson, et al. [12].
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Figure 1.9: Spectra of six clusters observed by SuZIE II. The dashed curve is the best fit
thermal SZE spectrum, the dotted curve is the best fit kinetic SZE spectrum, and the solid
curve is the best fit total SZE spectrum. Figure taken from Benson, et al. [12].
detections of the SZE induced anisotropies in the CMB. At 30 GHz CBI has measured an
excess CMB power between ℓ = 2000 and ℓ = 3500 at a significance of 3.1σ [88]. ACBAR,
at 150 GHz and 2000 < ℓ < 3000, has also measured an excess power of 51±42 µK2CMB [78].
Finally, at 30 GHz, BIMA/OVRO has measured a CMB anisotropy of 220+140−120 µK
2
CMB at
an angular multipole of ℓ = 5237 [37]. These marginal anisotropy detections have been used
to constrain cosmological parameters; the CBI data is consistent with σ8 ≃ 1 [21], and the
BIMA/OVRO data measure σ8 = 1.03
+0.20
−0.29 [37]. The upcoming APEX-SZ, ACT, and SPT
experiments should measure the SZE-induced CMB anisotropies to high precision, and will
be able to place tight constraints on σ8 and Ωm [116].
1.3.4 Summary
Although the theory for the SZE was developed in the early 1970s, the observational sen-
sitivity required to detect the SZE signal was not achieved until the 1990s. Since then,
SZE observations have been used to place meaningful constraints on several cosmological
parameters, although these constraints are still inferior to those made with other observa-
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tional techniques. However, the next generation of SZE experiments promises to improve
the uncertainty on measurements of Ωm, ΩΛ, w, and σ8.
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Chapter 2 The Bolocam Instrument
2.1 Overview
Bolocam, along with MAMBO, SCUBA, and SHARC II, represents the first generation
of millimeter/submillimeter cameras with & 100 background-limited detectors [41, 64, 77].
The Bolocam receiver consists of 144 Si3N4 micro-mesh bolometers. The camera can be
operated non-simultaneously at 140, 220, or 275 GHz (2.1, 1.4, or 1.1 mm), where each band
has a fractional bandwidth of ∼ 20%. With an instantaneous field of view much larger than
the size of an individual detector beam, Bolocam is well suited for observations requiring
wide angular coverage, including the blank field surveys for galaxy clusters described in this
thesis [49–51,59].
When I joined the Bolocam collaboration in late 2002 the instrument was in a highly
refined state, and several engineering observations had already been made at the CSO. The
first set of science data was collected in January 2003, and Bolocam was commissioned as
a facility instrument at the CSO in late 2003. I participated in the final commissioning
of Bolocam, including: measuring the optical transmission spectrum of each bolometer in
the system, diagnosing and correcting the large optical load originating inside the dewar,
upgrading the electronics cables, and making slight modifications to the 4 K stage to reduce
the liquid helium consumption of the system. Additionally, I have assisted with several of
the minor upgrades and maintenance that Bolocam has required since being commissioned
at the CSO.
2.2 Cryogenics
The cryogenic system was designed to optimize the sensitivity of Bolocam, which requires
1) cooling the bolometers to . 270 mK to maximize their sensitivity and 2) cooling the
junction gate field-effect transistors (JFETs), which are used to read out the bolometer
signals, to ≃ 135 K in order to optimize their noise performance.
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2.2.1 Refrigerator
We utilized a three-stage (4He, 3He, 3He), closed-cycle sorption refrigerator in order to
achieve the first goal of cooling the bolometers to . 270 mK. See Figure 2.1. This refriger-
ator was custom built for Bolocam by Chase Cryogenics, and has an ultra-cold (UC) stage
which operates at 250 mK and an inter-cooler (IC) stage which operates at 360 mK. Prior
to cycling, the helium in each stage of the refrigerator is absorbed in charcoal. Each stage is
operated by heating the charcoal to desorb the helium that is condensed in a still, followed
by cooling the charcoal with a gas gap heat switch to create a pump on the helium. This
pump reduces the vapor pressure of the liquid helium, which reduces the temperature of the
liquid. The 4He stage is operated first, followed by the IC 3He stage, and then the UC 3He
stage. The 4He stage relies on the 4K LHe bath as a condensation point for the helium being
desorbed by the charcoal, and the IC and UC stages each rely on the 4He stage as a con-
densation point. This complicated design was utilized to allow operation from a LHe bath
at ambient pressure. More details of the operation of the refrigerator can be found in two
papers by Bhatia, et al. [13,14]. It takes approximately two hours to cycle the refrigerator,
and the hold time is slightly more than 24 hours. The IC stage is used to thermally buffer
the UC stage from the helium bath by intercepting the mechanical supports from the UC
stage along with the bolometer and thermometry wiring. Thin, cylindrical vespel columns
are used to mechanically support the IC stage from the helium bath, and to support the
UC stage from the IC stage.
2.2.2 Dewar
The Bolocam dewar contains a 16 L liquid helium (LHe) reservoir which creates a 4 K stage,
and a 16 L liquid nitrogen (LN2) reservoir which creates a 77 K stage. See Figure 2.2. The
hold time is approximately 24 hours for the LHe, and about 48 hours for the LN2. Bolocam
uses JFETs as part of the read-out electronics chain, and these need to be operated at
≃ 135 K to minimize the voltage noise they produce. The JFETs are housed in an aluminum
enclosure set off from the 4 K stage by G10 supports. The inside of the enclosure is blackened
to help prevent radiation from the warm JFETs from escaping and being absorbed by the
UC stage. Additionally, a long cylindrical rod that runs through the center of the LHe bath
is used to thermally link the JFETs with the 77 K bath. In the steady state, the JFETs
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Figure 2.1: The diagram on the left is a simple schematic of the three-stage sorption refrig-
erator used in Bolocam. Figure taken from Bhatia et al [13]. The image on the right is a
picture of the refrigerator installed in the Bolocam dewar.
operate between 125 - 130 K due to the energy they dissipate, so a heater was added to the
assembly to allow them to operate at 135 K.
2.3 Detectors
2.3.1 Overview
Bolocam’s detector array consists of 151 micro-mesh spider-web bolometers with neutron-
transmutation-doped germanium (NTD) thermistors [18, 93], divided among six hextants.
See Figure 2.3. Seven of the detectors are not read out, and six of them are not coupled
with the optics1, (i.e., dark), leaving 138 optical detectors. Of those 138 detectors, 114 are
operational. The majority of the 24 non-operational detectors show an open circuit when
measured at the array bond pads. Microscopic inspection of these detectors revealed that
the photo-lithographed wires are functional, so the problem is thought to be in the NTD
bump bonds. Additionally, a large number of the bad detectors are in a single hextant where
there is a known mask error that makes open circuits more likely. The current version of the
array has been in use since January 2003, and is the fourth array produced for Bolocam. In
previous versions, problems with the photo-lithography or NTD chip bonding stages caused
lower yields. These problems have been almost completely resolved, and the current array
has only one bolometer with a broken web and one detector without an NTD chip.
1The six dark bolometers are used to help characterize the electronics noise of the system.
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Figure 2.2: Left: a three-dimensional image of the Bolocam dewar created by Philippe
Rossinot. Right: a picture of the Bolocam dewar with the 300 K, 77 K, and 4 K shields
removed.
Figure 2.3: A photograph of the Bolocam detector array mounted on the ultra-cold stage
outside the Bolocam dewar.
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2.3.2 Characterization
The model we have used to describe the thermal and electrical properties of the NTD-Ge
based bolometers contains four parameters. The temperature versus resistance relation for
the thermistor is described by the parameters R0 and ∆, with
Rb(Tb) = R0e
√
∆/Tb . (2.1)
Rb is the resistance of the bolometer, Tb is the temperature of the bolometer, and R0 and ∆
are influenced by the neutron doping concentration. The power flow through the thermal
link between the bolometer and the low-temperature bath is described by the parameters
g and α, with
P = g(Tαb − Tαs ). (2.2)
P is the total power deposited on the bolometer due to Joule heating and optical power,
and Ts is the temperature of the bath, which is maintained by the UC stage. Typically, we
are interested in the temperature change of the bolometer when there is a slight change in
the total power, which is described by the thermal conductance,
G(Tb) = dP/dTb = gαT
α−1
b , (2.3)
and can be rewritten as
G(Tb) = G0(Tb/T0)
β , (2.4)
where G0 is the thermal conductance at a bolometer temperature of T0 and β = α − 1.2
The width and thickness of the material used for metalization of the web largely determines
the values of g and α, which are used to tune G0 for the expected bath temperature and
background loading.
It is not possible to optimize G0 for all three Bolocam observing bands, so we have
chosen the value of G0 that is a good compromise among the bands. Using data from the
three prototype arrays built for Bolocam, we had a good idea what values of R0, α, and ∆
to expect. Additionally, the optical efficiency and electronics noise have been measured, and
we knew what the typical atmospheric opacities at the Caltech Submillimeter Observatory
2We define G0 at a bolometer temperature of 300 mK.
25
(CSO) are. After assuming an optical load of 30 K from the optics outside the dewar, we
calculated how Bolocam would perform with different values of G0.
3 We determined that
G0 ≃ 150 pW/K would give mapping speeds within 20% of optimal for both the 140 GHz
and 275 GHz bands, and had the fourth and final array fabricated with this design value of
G0. Unfortunately, after the array was built an error in the calculation was found, and the
best value of G0 was found to be ≃ 100 pW/K. See Figure 2.4. However, the loading from
the optics outside the dewar is actually ≃ 75 K or 3.5 pW at 2.1 mm. This means that the
optimal value of G0 for the 2.1 mm band is larger than our calculated value. The end result
is that G0 ≃ 150 pW/K is close to optimal given the measured amount of optical loading.
To determine the parameters for the Bolocam bolometers, we analyzed IV curves4 at
various base temperatures. There are several ways to analyze these IV curves to determine
the bolometer parameters, and following is the method used by Bolocam. First, if the
bolometer is not exposed to optical power, then the total power deposited in the bolometer
is exclusively due to Joule heating. These dark IV curves are taken at several different bath
temperatures, and then converted to P (Rb) curves. Differencing these P (Rb) curves at a
given value of Rb, and therefore Tb, results in
∆P = g(Tαs1 − Tαs2), (2.5)
which can then be used to determine g and α. Once g and α are known, the P (Rb) curves
can be converted to Tb(Rb) curves, which are then converted to T
−1/2
b (logRb) curves. These
curves should be linear, which can be seen by rewriting Equation 2.1 as
T
−1/2
b = ∆
−1/2(logRb − logR0). (2.6)
The curves at several different bath temperatures were then combined, and a single linear
fit was determined for the data which yielded the values of R0 and ∆. After characterizing
the bolometers, we found that they all perform close to the design values. The measured
values are: G0 = 173 ± 9 pW/K, α = 2.49 ± 0.09, R0 = 179 ± 61 Ω, and ∆ = 35 ± 1 K.5
3For a single-moded system observing a blackbody in the Raleigh-Jeans limit, the power received from the
blackbody is proportional to its temperature. Therefore it is common practice to quote optical loading power
in units of temperature instead of power. 30 K corresponds to approximately 1.5 pW of power absorbed by
the detector at 2.1 mm and 7.0 pW at 1.1 mm.
4IV curves involve varying the current applied across the bolometer while recording the voltage across
the bolometer.
5Note that the uncertainties give the variations from one bolometer to the next. The measurement errors
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Figure 2.4: The ratio of mapping speed (in arcminutes2/Jy/sec) to the optimal mapping
speed for the possible Bolocam configurations as a function of the bolometer thermal con-
ductance, G0. The red curves represent 1.00 mm of precipitable water vapor, and the
green curves represent 2.00 mm of precipitable water. Three possible configurations for
observations at 140 GHz are shown, along with the configuration for 100 GHz. These
curves are based on 30 K of loading from the telescope, and indicate a good choice of G0
is 100 pW/K. However, the loading from the telescope is actually ≃75 K at 2.1 mm, which
would shift the 2.1 mm curve to larger values of G0. This means the optimal value of G0 is
close to 150 pW/K, similar to what the bolometers were designed for. Figure taken from
Golwala [53].
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Figure 2.5: The measured bolometer parameters for all of the bolometers in the Bolocam
focal plane. The plots on the left show histograms of the four parameters G0, α, R0, and
∆. The plots on the right show the degeneracies between g and α, and between R0 and
∆. These degeneracies make it difficult to constrain the values of g and R0, although G0 is
well constrained.
Note that there are degeneracies between g and α, and between R0 and ∆, that make it
difficult to constrain the values of g and R0. However, the value of G0 is well constrained.
See Figure 2.5.
2.4 Electronics
The purpose of the electronic system is to digitally record the bolometer resistance without
adding any noise. In practice, this is difficult because the bolometer is a high-impedance de-
vice operated at very low currents, and slight movements of the wires results in a noticeable
amount of signal pickup. Additionally, the electrical system must be stable at low frequency
because we are interested in signals on time scales that correspond to a few seconds given
are negligible in comparison. Therefore, when we model the bolometer response we use the measured value
for each bolometer, rather than the averages quoted above.
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Figure 2.6: A simplified schematic of the Bolocam electronics made by Glenn Laurent. The
overall gain of the AC output is 82933 at f = 0 Hz, and the overall gain of the DC output
is 821 at f = 0 Hz.
our typical scan speeds.
2.4.1 Design
Bolocam utilizes the AC-biased bolometer-read-out electronics originally developed for the
BOOMERANG experiment [33]. Two 10 MΩ resistors are placed in series with each bolome-
ter, converting the voltage bias into a pseudo-current bias. Therefore, the voltage across
the bolometer provides a measurement of the bolometer resistance. Additionally, the bias
voltage for every bolometer is supplied by a common circuit which is stable to a few parts
per million above 10 mHz. The bolometers are biased using a 130 Hz sine wave produced
by bandpass filtering a square wave. 130 Hz was chosen for the following reasons. First,
since the bolometers have a thermal time constant of τ ≃10 ms, the bias has to be above
≃50 Hz so that the bolometers see an effectively constant bias power. Additionally, the bias
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frequency must be below ≃ 500 Hz to prevent phase shifts and attenuation from capacitive
shunting from the RC time constant of the bolometer circuit (a few MΩ and several tens of
pF). Finally, microphonic response resonant frequencies must be avoided; these resonances
were determined by attaching audio speakers to the Bolocam dewar, then monitoring the
signal output while doing a scanned frequency drive.
On the output side, the bolometers are buffered using a differential, unity-gain, source-
follower circuit consisting of a pair of JFETs mounted near the bolometer array. The
voltage on either side of the bolometer is fed into one of the JFETs in the pair, which are
matched to have a minimal difference in offset voltage. The JFETs present the same signal
with a lower output impedance, which significantly lowers the system’s susceptibility to
microphonic pickup, electromagnetic interference, and RC rolloff. Following the JFETs, the
differential signal from each bolometer exits the dewar directly into an RF-tight enclosure
mounted on the outside of the dewar. See Figure 2.7. Once inside this enclosure, the signals
are amplified by a factor of 100 and then filtered with a band pass centered on the bias
frequency6. The band pass filter has a gain of 4.98, so the overall amplification factor is
approximately 500.
Following amplification, the differential bolometer signals leave the RF-tight enclosure
via shielded twisted-pair cables to be demodulated by a square-wave using a set of analog
lockin circuits. These lockins are located in a separate electronics rack, and another band
pass filter centered at the bias frequency is applied to the differential signals prior to de-
modulation. The demodulated signal is then amplified by 2.6 and low-pass filtered by two
two-pole Butterworth filters, each with a time constant corresponding to ≃ 21 Hz, in prepa-
ration for digitization at 50 Hz. This signal is then split, with one version digitized as the
low-gain DC output (DC bolometer voltage). The DC bolometer voltage corresponds to the
amplitude of the bias signal or carrier wave, and provides a measurement of the quiescent
bolometer voltage7 . The digitizer is composed of a set of National Instruments SCXI-1100
multiplexer banks with differential inputs coupled to a single National Instruments PCI-
6034E Analog-to-Digital PCI card. The dynamic range of the A/D card is 16-bit, which is
much coarser than the resolution of the analog signal, which is around one part per million.
6Prior to filtering, the signal is split, and a low-pass filter is applied to the second version of the signal.
This low-pass filtered signal is output for instrument characterization.
7Actually, the DC bolometer voltage does not measure the true bolometer resistance due to phase shifts
between the demodulation signal and the bolometer signal, along with imperfections in the demodulation.
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Figure 2.7: Photograph of the Bolocam dewar in the lab at Caltech. Note the large RF-tight
enclosure on top of the dewar, which contains the first stage amplifiers.
Since the majority of the bolometer signal is a DC offset, the second version of the split
signal is high-pass filtered by a single pole filter with a time constant corresponding to
≃ 16 mHz, and amplified by a factor of 100. This second signal is digitized as the high-
gain AC output (AC bolometer voltage). Thanks to the removal of the DC offset, the AC
bolometer voltage is not bit-noise limited.
With regard to the electronics, the 144 bolometers are split into six hextants, with
24 bolometers being read out by each hextant8. Along with the bolometer signals, the
bias voltage that enters the dewar is also recorded for each hextant. This bias voltage
is demodulated and amplified using the same electronics, and the corresponding DC bias
voltage and AC bias voltage values are digitized. Additionally, the outputs from several
thermometers are digitized along with other housekeeping signals. The read-out electronics
for these thermometry signals is completely separate from the lockin electronics used for
the bolometer and bias signals, and consists mainly of DC-biased diodes and DC-biased
germanium resistance thermometers (GRTs). LabVIEW software is used to store all of the
8There are 151 bolometers in the focal plane, but seven bolometers are not read out. This is because
the standard micro-D connectors used for the cables to transmit the bolometer signals only contain 51 pins.
Since two pins are required to transmit the bias voltage applied to the hextant, the differential signal can
only be read out from 24 bolometers.
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data after digitization, which totals approximately one GB per night.
2.5 Optics
The Bolocam optical system was designed to couple the bolometers to the telescope at the
CSO. Additionally, the system needs to define the spectral bandpass appropriate for each
observing band, which is a fractional bandpass of approximately 20%.
2.5.1 Physical Components
Each bolometer is housed within its own integrating cavity, formed by a frontshort plate
and a backshort plate. See Figure 2.8. The walls of the cavity are largely absent, due
to the silicon substrate that the silicon nitride micromesh absorber for each bolometer is
etched into. The 2.1 mm backshort plate is made from gold-plated aluminum, while the
1.1 mm backshort plate is made from gold-plated invar9. Although the bolometer array
is the same for all three of the bands at which Bolocam can observe, the height of this
integrating cavity can be adjusted to maximize the photon absorption efficiency at each
wavelength [51]. Each bolometer is coupled to a single waveguide and feed horn, which
are all machined into a single piece of gold-plated aluminum (horn-plate); a different horn-
plate is used for each observing frequency. See Figure 2.9. The waveguide serves as a
high-pass filter on the incoming photons, and defines the low-frequency edge of each band.
Limited by the 5 mm spacing between bolometers, the opening aperture diameter of the feed
horns is 4.8 mm. Since the incoming geometrical optics ray bundle is f/2.8, these openings
correspond to 1.5 (f/#)λ, 1.2 (f/#)λ, and 0.7 (f/#)λ for the 1.1 mm, 1.4 mm, and 2.1 mm
bands, respectively10. Note that the opening diameter of the feed horns, and consequently
the spacing between bolometers, was chosen as a compromise so that the focal plane is not
significantly over or under sampled for any of the three observing bands.
The optical window at the outside of the dewar is made from Zotefoam PPA30, a
nitrogen-expanded polypropylene foam with a closed cell structure, that is part of the
300 K vacuum enclosure of the dewar [118]. Inside this window is a Lyot stop, which is
thermally linked to the 4 K stage, that truncates the beams from the feed horns so that
9Since the backshorts are pedestals that stick up into the bolometers, thermal contraction is a potentially
major problem for the shorter 1.1 mm cavities. Therefore, to reduce the thermal contraction of the plate,
the 1.1 mm backshorts were made from invar.
10The beams produced by the 26 mm thick horn plate are f/5.0 at 1.1 mm and f/2.7 at 2.1 mm.
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Figure 2.8: Profile of the integrating cavity used for each of the 144 Bolocam bolome-
ters. This schematic shows the geometry for 1.4 mm observations. Note that the cavity is
circularly symmetric about the axis of the waveguide. Figure taken from Glenn, et al. [51].
Figure 2.9: Left: a photon’s-eye view of the horn-plate used for 2.1 mm observations. Right:
the view from the bolometer of the same horn-plate.
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they will slightly under-illuminate the primary mirror. The inside surfaces of the Lyot stop
are covered in carbon lampblack mixed with epoxy11, and these surfaces couple to 45%
of the 1.1 mm beam, and 80% of the 2.1 mm beam. The last component in the optical
system before the incoming photons couple to the feed horns is a double-parabolic high-
density polyethylene (HDPE) lens that converts the incoming geometrical optics ray bundle
from f/7.4 to f/2.8. The lens has circular anti-reflection grooves cut to a depth of λ/4 in
its surface, so a different lens is required for each observing band. Additionally, this lens
removes most of the field curvature.
Located between the Bolocam dewar and the CSO telescope is a large optics box which
is located on-axis at the Cassagrain focus of the telescope and serves as a mounting point for
Bolocam. See Figures 2.10 and 2.11. There is a rotator located at this mounting point that
allows the Bolocam dewar to rotate about its axis, which is aligned with the telescope optical
axis. From the Bolocam dewar, the first component in the optics box is an off-axis elliptical
mirror which converts the beams from f/7.4 to f/12.4. Additionally, the ellipsoidal mirror,
along with the cold HDPE lens, optimizes the image quality over the entire Bolocam focal
plane [128]. The optics box also contains two parallel flat mirrors between the elliptical
mirror and the telescope secondary mirror, which fold the beam to make the optics box
sufficiently compact to be practical. A view of the entire Bolocam optical system, including
the telescope, is given in Figure 2.12.
Additionally, the optical system contains a series of capacitive/inductive multi-layered
copper mesh grids which act as low-pass filters on the incoming photos. Layered HDPE
serves as the substrate for these grids. All of these filters were supplied by the group led
by Peter Ade in Cardiff [1]. The filters define the high-frequency edge of each band, along
with reducing the thermal photon load on the cold stages inside the dewar. The cutoff
frequencies of the filters are chosen such that the harmonic leaks of one filter are reflected
by another. A total of six filters are used, one linked to the 77 K stage, two linked to the
4 K stage, and three connected directly to the 250 mK UC stage. Three of these filters have
gore-tex anti-reflection coatings, and the final filter at 250 mK is used to define the band
edge. The details of these filters are given in Table 2.1.
11This mixture of carbon lampblack and epoxy creates a very good blackbody at millimeter wave-
lengths [17].
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Figure 2.10: An image of Bolocam mounted on the optics box at the CSO. Bolocam is
the green cylinder in the upper left of the picture, with a rectangular aluminum RF-tight
electronics enclosure on top. Behind Bolocam is a black sleeve covering the elevation drive
of the telescope. The Bolocam optics box is located near the bottom of the photo, with a
black side panel. This optics box not only couples Bolocam to the telescope optics, but also
provides a mechanical mounting point for the dewar. Note that only the back half of the
optics box is visible in this photo.
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Figure 2.11: A schematic of the Bolocam optics box. The mount point to the telescope is
on the upper right of the box, and the mount point for the Bolocam dewar is on the upper
left of the box. The blue line traces the optical axis of the system. The two flat mirrors
can be seen towards the lower right and upper left of the box, and the elliptical mirror is
towards the lower left of the box. Figure created by Sunil Golwala.
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Figure 2.12: Three-dimensional scaled representations of the Bolocam optical system. The
top image shows the entire system, with the primary mirror as the dominant feature in the
image. The bottom image zooms in on the lower right section of the top image, and shows
the two flat mirrors and elliptical tertiary, along with the lens and focal plane inside the
dewar.
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2.1 mm configuration
Position cutoff ν AR coating serial #
77 K 420 GHz none B286
4 K 255 GHz gore-tex B131
4 K 420 GHz gore-tex B283
250 mK 255 GHz gore-tex B159
250 mK 233 GHz none C195
250 mK 150 GHz none B309
1.1 mm configuration
Position cutoff ν AR coating serial #
77 K 540 GHz PTFE B445
4 K 420 GHz none B286
4 K 420 GHz gore-tex B283
250 mK 420 GHz PTFE B430
250 mK 360 GHz PTFE B161
250 mK 300 GHz PTFE B411
Table 2.1: The six optical filters used for 1.1 mm and 2.1 mm observations. The cutoff
frequencies are chosen such that the harmonic leaks of one filter are absorbed by another
filter.
2.5.2 Measured Performance
We used a Fourier transform spectrometer (FTS) to characterize the spectral bandpass of the
filter/feed horn system. The FTS is a Michelson interferometer, with a movable mirror that
smoothly varies the path length on one arm of the interferometer. The Fourier transform of
the resulting interferogram recorded by the detector gives the spectral transmission of the
Bolocam optical system. Each detector was analyzed separately, but the resulting spectra,
Θ(ν), are similar for all of the detectors. From these spectra, we calculated an effective
bandwidth12 according to
∆ν =
∫
dνΘ(ν), (2.7)
and an effective band center from
ν0 =
∫
νdνΘ(ν)/∆ν. (2.8)
12The absolute normalization of the Θ(ν) is not known, so the peak of Θ(ν) was normalized to one. This
convention affects the bandwidth we calculate, but it does not alter the calculated band center.
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For the 1.1 mm observing band, ν0 = 268± 1 GHz and ∆ν = 45± 3 GHz. For the 2.1 mm
observing band, ν0 = 143± 2 GHz and ∆ν = 21± 2 GHz.13 See Figure 2.13 and Table 2.2.
The measured optical efficiency of Bolocam was determined from IV load-curves. The
load-curves were taken at a constant bath temperature, while varying the incident optical
power using a hot (300 K) blackbody and a cold (77 K) blackbody. Using Equation 2.2,
we take the difference between the hot and cold load-curves at a given value of Rb (and
therefore Tb). The result is
Phot − Pcold = 0, (2.9)
since the bath temperature, Ts, is the same for both load-curves. The total power (P ) can
be expressed as the sum of the electrical (Pe) and incident optical power (Q), so that
Pe,cold − Pe,hot = Qhot −Qcold. (2.10)
Next, we determine the expected values of Qhot and Qcold. The two blackbodies are
positioned just outside the dewar window, and they are oversized to ensure that they are
beam-filling14. Therefore, for 100% optical efficiency, the expected optical power is
Qexp =
∫
dνλ2Θ(ν)Bν(ν, T ), (2.11)
where λ2 is the throughput for a single-moded system [76], and Bν(ν, T ) is the Planck
function for the surface brightness of a blackbody at temperature T . Both observing bands,
for both blackbodies, are well within the Rayleigh-Jeans limit, so we can approximate the
Planck function as
Bν(ν, T ) = 2kBT (ν/c)
2, (2.12)
where kB is Boltzmann’s constant. Using Equation 2.7, we can rewrite the expected optical
power as
Qexp = 2kBT∆ν. (2.13)
The optical efficiency, η, is defined as the ratio of the measured optical power to the
expected optical power. However, since the detector is exposed to optical power from
13Note the the uncertainties given for the band centers and bandwidths indicate the bolometer-to-
bolometer variations rather than a measurement uncertainty.
14An object is beam-filling if it produces all of the optical power incident on the detector.
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Figure 2.13: The top row shows the transmission spectra for the 2.1 mm observing band,
and the bottom row shows the transmission spectra for the 1.1 mm observing band. The
plots on the left have been averaged over all of the bolometers, and the plots on the right
show the individual bolometer spectra. Each spectrum has been peak normalized to one.
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2.1 mm observing band 1.1 mm observing band
parameter value RMS deviations value RMS deviations
band center (ν0) 143 GHz 2 GHz 268 GHz 1 GHz
band width (∆ν) 21 GHz 2 GHz 45 GHz 3 GHz
optical efficiency (η) 8% 1% 19% 1%
optical eff (dQ/dTRJ ) 0.047 pW/K 0.003 pW/K 0.23 pW/K 0.01 pW/K
Table 2.2: A summary of the measured optical properties of the Bolocam instrument. In
all cases the RMS deviations indicate the spread of values from one detector to another,
rather than a measurement uncertainty.
emission inside the dewar, it is better to consider the difference in optical power between
the hot and cold blackbody. Using Equation 2.10 and Equation 2.13 we find
η =
Qhot −Qcold
2kB∆ν(Thot − Tcold)
. (2.14)
The measured optical efficiency for the 2.1 mm observing band is 8%, while the measured
optical efficiency of the 1.1 mm band is 19%. See Figure 2.14 and Table 2.2. A larger
amount of coupling to the Lyot stop (80% at 2.1 mm compared to 45% at 1.1 mm) is the
reason for the lower efficiency at 2.1 mm. Alternatively, η can be multiplied by 2kB∆ν to
give dQ/dTRJ , which is the optical efficiency in terms of pW per K. For the 2.1 mm band
the median value of dQ/dTRJ is 0.047 pW/K, and for the 1.1 mm band the median value
of dQ/dTRJ is 0.23 pW/K. See Figure 2.14 and Table 2.2.
To date, no reliable measurements of the optical efficiency of the optics outside the dewar
have been made. The best way to conduct this measurement would be with observations
of bright astronomical point sources with known fluxes, since the physical dimensions of
the telescope are too large to use beam-filling blackbodies in an analogous way to the
measurements described above. However, these objects would need to be observed while
the bolometers are DC biased to apply the same IV loadcurve analysis to determine the
optical efficiency, and the sensitivity of the bolometers is severely degraded when they are
DC biased. Bolocam would probably still be sensitive enough to detect Jupiter or Mars, but
we have not observed either of these objects while DC biasing the bolometers. These objects
have been observed numerous times while AC biasing the bolometers, but unfortunately it
is difficult to determine the bolometer resistance while AC biasing because of the properties
of the demodulation electronics15. However, simulations with Zemax show that all of the
15First, the bias voltage is not a perfect sine wave. So, the square wave used for demodulation couples
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Figure 2.14: The measured optical efficiency of every working detector in the Bolocam focal
plane. In the top row the histogram on the left shows the efficiency for the 2.1 mm optics,
while the histogram on the right shows the efficiency for the 1.1 mm optics. In the bottom
row the histograms show the optical efficiency in terms of pW per K for each band.
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optics are considerably larger than the beam, indicating that very little power will be lost
due to spillover. Additionally, the surface roughness of the CSO telescope corresponds to
an RMS of 25 µm, which means the optical efficiency at 2.1 mm should be extremely good
(≃ 98% according to Ruze scattering theory [119])16.
Measurements of the Bolocam beam profiles have been made at several locations in the
optics, and agree well with the predictions made by Zemax. By analyzing the system in
a time-reverse sense17, the illumination of the primary mirror is defined by the truncated
beam produced by the Lyot stop, since the optics produce an image of the primary mirror
at the Lyot stop. The Lyot stop causes diffraction, and the finite size of the mirrors outside
the dewar prevents all of the diffracted rays from being recovered and reconverged, which
causes blurring. This blurring is predicted by Zemax, and has been confirmed by several
measurements. See Figure 2.15. Fortunately, the beam profiles in the far-field of the
telescope are relatively unaffected by this blurring because they are the Fourier transforms
of the primary mirror illumination. The sharp truncation by the Lyot stop produces some
ringing in the far-field beams, making them more Airy-like than Gaussian; which can be
seen in high-resolution images of the far-field beams (see Figure 3.17). Overall, the optical
system has performed close to expectations.
with frequencies other than the true bias frequency. Also, the presence of harmonics in the signal arriving
at the demodulator makes the square-wave demodulation difficult to interpret. Additionally, the stray
capacitance of the bolometer circuit produces an RC time constant that is non-negligible compared to the
bias frequency. This time constant will cause a phase shift between the bolometer voltage and the bias signal
used to demodulate the signal. Therefore, the bolometer voltage cannot be easily converted to a bolometer
resistance when Bolocam is AC biased.
16There is now some concern that the imperfect alignment of the primary mirror panels might affect
our optical efficiency. We did not use the CSO’s dish surface optimization system (DSOS) during our
observations, since we did not want to alter our optical system and it was thought that the DSOS would
only make a noticeable difference at much higher frequencies. However, recent evidence shows that the
DSOS can make a significant difference at frequencies as low as 350 GHz, fairly close to our observing band
at 143 GHz [84].
17A time-reverse sense assumes that the detector emits photons that are absorbed by the source, rather
than vice versa.
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Figure 2.15: The profile of the Bolocam beam at various points in the optics. The plots in
the top row show the one-dimensional profile of the beam for a detector approximately half-
way between the center of the array and the edge. The plots in the bottom row show the
one-dimensional profile of the beam for a detector near the edge of the array. The upper left
plot was based on a measurement made approximately 280 mm outside the dewar window,
while the upper right plot was based on a measurement made at the surface of the ellipsoidal
tertiary mirror. The two lower left plots are based on measurements made at the secondary
mirror with 1.1 mm optics, while the two lower right plots are based on measurements made
at the secondary mirror with 2.1 mm optics. The measured values have been overlaid on
the predicted values from Zemax simulations. Figure taken from Glenn, et al. [49].
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Chapter 3 Observations and Performance
3.1 Observing Site
Bolocam was designed to be mounted on the CSO, and all of the astronomical data collected
with Bolocam has been at the CSO. One of the premier submillimeter observatories in the
world, the CSO is located near the summit of Mauna Kea on the Big Island of Hawaii, at
an elevation of just over 4000 m.
3.1.1 Telescope
The CSO has an on-axis Cassagrain telescope, with a 10.4 m diameter Leighton radio dish
as the primary mirror. Hexagonal panels have been used to construct the primary mirror.
The secondary mirror is capable of chop throws of up to nine arcminutes in amplitude,
although we held the secondary fixed at its nominal position for all of our observations.
Equipped with an alt/az mount, the telescope can observe over the full range of 360 degrees
in azimuth, and it can cover elevation angles between 1.5 and 86 degrees. However, the
majority of our observations were made at elevations between 40 and 70 degrees. The
telescope can raster scan at any alt/az angle or any RA/dec angle at speeds of several
arcminutes per second. Even at high scan speeds the deviations from an exact raster are
typically a couple of arcseconds or less, and these deviations are recorded to allow for
correction when processing the data.
3.1.2 Typical Conditions
Precipitable water vapor in the atmosphere is generally the limiting factor in the sensitiv-
ity of broadband, ground-based, millimeter-wave observations. Consequently, the premier
sites for these observations, which include Mauna Kea, Atacama, and the South Pole, are
extremely dry. The CSO maintains a narrow-band, heterodyne τ -meter that measures the
optical depth at 225 GHz (τ225) [27]. Since τ225 is a monotonically increasing function of the
column depth of precipitable water vapor in the atmosphere, these τ225 measurements can
be used to quantify how dry the atmosphere above Mauna Kea is. Historically, the median
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Figure 3.1: The Caltech Submillimeter Observatory
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Figure 3.2: The cumulative distribution of τ225 at Atacama (Chajnantor), Mauna Kea, and
the South Pole. Figure taken from Radford and Chamberlin [106].
value of τ225 is 0.091, with the 25% and 75% centiles at τ225 = 0.058 and 0.153. Using the
Pardo atmospheric model, the corresponding column depths of precipitable water vapor at
the 25%, 50%, and 75% centiles are 1.00, 1.68, and 2.92 mm, respectively [34, 101]. For
comparison, the median value of τ225 at Atacama is 0.061, while the median value at the
south pole is around 0.053 [80,104,106,136]. See Figure 3.2. These median column depths
of precipitable water produce very low atmospheric zenith optical depths near the Bolocam
band center at ≃143 GHz. Specifically, using the Pardo atmospheric model to extrapolate
to 143 GHz, the median zenith optical depths are τ143 = 0.027, 0.030, and 0.041 for the
South Pole, Atacama, and Mauna Kea, respectively [34,101].
3.1.3 Actual Conditions
We were granted two separate blocks of time from the CSO to make the observations
discussed in this thesis; the first block was from October 30, 2003 to December 8, 2003 and
the second block went from October 29, 2004 to December 6, 2004. After accounting for time
spent observing calibration sources and other observing inefficiencies, we had approximately
eight hours of potential on-source time per night. With a possible 320 hours on-source in
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year total hours diagnostics hardware high-frequency bad weather on-source
2003 320 24 36 32 88 140
2004 312 8 48 16 100 140
Table 3.1: Breakdown of how our time was allocated during the two observing runs. Total
hours refers to the time granted to us by the CSO, diagnostics refers to the time spent
aligning the Bolocam and telescope optics and analyzing observing strategies, hardware
refers to time spent working on Bolocam hardware, high-frequency refers to time where τ
was exceptionally low and the CSO was used for observations at frequencies above 300 GHz,
bad weather refers to time when the weather was too poor to observe, and on-source refers
to the time spent observing our science targets.
2003 and 312 hours on-source in 2004, we spent approximately 140 hours on-source during
each observing run. In each case, approximately half of the lost time was due to bad weather.
Additionally, one night at the start of each run was devoted to aligning the optical system,
and two nights at the start of the 2003 run were used to analyze various scan strategies1.
We also devoted approximately three and one half nights during the 2003 run to fixing
problems with the electronics that generate the bias voltages for Bolocam, and we lost six
nights in 2004 while changing the horn-plate. Finally, the CSO multiplexes between low-
frequency (. 300 GHz) and high-frequency (& 300 GHz) observations, granting nights with
exceptionally low τ to the high-frequency programs. We lost four nights in 2003 and two
nights in 2004 to high-frequency observations. See Table 3.1.
As mentioned in Section 3.1.2, the 25%, 50%, and 75% centiles of τ225 are 0.058, 0.091,
and 0.153. Considering only the time spent on-source, the conditions we observed in both
2003 and 2004 were fairly close to these historical averages. However, the on-source time
does not account for the time when τ225 is exceptionally low, or for the time when the
weather is too bad for us to observe. A simplistic correction would be to set τ225 = 0.00
for all the of the nights the telescope was used by high-frequency programs, and to set
τ225 = 0.30, the highest τ225 we will typically observe in, for all of the bad weather nights.
These simplistic corrections make it appear that the conditions we experienced were much
worse than the historical averages, but these simplistic corrections are somewhat flawed. For
example, several of the bad weather days were caused by high winds or high relative humidity
at the surface, and not by high values of τ225. Therefore, the weather we experienced was
probably a little worse than the historical averages, but not significantly worse, as indicated
1The weather was not very good during these two nights, so the resulting degradation in sensitivity in
the science fields due to the lost integration time was minimal.
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by our simplistic correction. See Figure 3.3.
3.2 Observing Strategy
In order to maximize our sensitivity to the SZE, we 1) selected science fields that have a
minimal amount of contamination from astronomical sources and that have already been
observed at other wavelengths and 2) developed a strategy to map these science fields in a
way that balances observing efficiency and instantaneous sensitivity in the optimal way.
3.2.1 Science Fields
First, we selected fields with low dust emission, to ensure that we observed a clean region of
the sky. Additionally, we looked for fields with X-ray and optical coverage, which will enable
us to determine the validity and redshift of cluster candidates, and allow us to study more
of the cluster astrophysics. Finally, we decided to split our time between two separate fields
instead of trying to observe a single field for the entire night. This allows us to observe the
fields only when they are above an elevation of ≃40 degrees, since the atmospheric opacity
and pointing stability tend to degrade rapidly at lower elevations.
During the first half of each night we observed a 0.5 deg2 region centered at 02h18m00s,
-5d00m00s, which coincides with the Subaru/XMM Deep Survey (SXDS or SDS1). This
field has approximately 400 ksec of XMM-Newtion EPIC X-ray imaging, coverage at optical
and near IR wavelengths by Subaru and the CFHT Legacy Survey, IR coverage by the UK
Infrared Deep Sky Survey Ultra-Deep Survey and the SWIRE Legacy Survey, submillime-
ter coverage from the SCUBA Half Degree Extragalactic Survey (SHADES), and 12 µJy
RMS data from the VLA. The dust emission in this field is only a few times larger than
the best available regions in the whole sky, indicated by a 100 µm surface brightness of
1.17 MJy/sr [124].
During the second half of each night we observed a 0.5 deg2 region centered on the
Lynx field at 08h49m12s, +44d50m24s. This field has 150 ksec of XMM/Newton EPIC
observations, and it contains three high redshift (z > 1) clusters that have been studied at
X-ray and optical/IR wavelengths [135,150]2 . Additionally, the dust emission in the field is
2The mass of the hottest X-ray cluster is approximately 4 × 1014 M⊙. A cluster of this mass would
produce a peak signal of . 100 µKCMB at 143 GHz, which is less than or comparable to the RMS per beam
in our final map of Lynx. Therefore, we cannot resolve any of the known clusters.
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Figure 3.3: Cumulative distribution of τ225 for both observing runs. The historical 25%,
50%, and 75% centiles are shown on each plot, and our on-source time corresponds well
with these averages (solid black line). However, after considering time when we could not
observe due to bad weather, or when high-frequency programs observed in exceptionally
good weather, it appears that the conditions during our runs were much worse than the
historical averages (dashed red line). But, it should be noted that some of the bad weather
time was caused by high winds or surface humidity, and not high values of τ225.
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very low, with a 100 µm surface brightness of 1.33 MJy/sr.
3.2.2 Scan Pattern
Two nights at the start of the 2003 run were used to analyze different scan strategies
which could be implemented to map the science fields. Prior to these studies, we had
already decided to map the fields by raster scanning across them, stepping in the direction
perpendicular to the scan, then raster scanning across the field in the opposite direction of
the previous scan. This process is repeated until we have stepped across the entire field.
With the geometry of the Bolocam focal plane, the most uniform coverage is obtained when
the step size between scans is 162 arcseconds, so we maintained this step size during all of
our tests. Additionally, the angle of the focal plane remained fixed for all of our tests because
the rotator was not operable at the time3. Finally, we did not make any observations while
chopping the secondary mirror of the telescope because it would reduce the amount of on-
source time during an observation by a factor of two. Chopping would also remove signals
with scales similar to the chop throw, and we wanted to achieve maximum fidelity on large
scales. Additionally, the data is difficult to analyze because there is a chop-synchronous
signal due to the receiver seeing the optics differently as a function of the throw4.
From our test observations, we found that the angle of the raster scan relative to the
alt/az coordinate system had no effect on the noise level of the data. Therefore, we decided
to scan parallel to either the RA or dec axis, which would allow us to map the science fields to
a uniform depth in the most efficient way. Next, we found that the sensitivity of the Bolocam
detectors is independent of how quickly the telescope turns around between scans5, so we
had the telescope turn around as quickly as possible (approximately 9.5 seconds from the
end of one scan to the start of the next). Finally, we varied the angular speed of the scans.
Scanning more quickly broadens the profile of the Bolocam beams in frequency space, which
3The rotator was also not operable for the 2004 observing run. It would have been possible to rotate the
dewar by hand for the test observations, but that would not have been practical for general observations.
Since the rotation angle of the dewar is fixed in alt/az coordinates while the scan direction is parallel to
RA or dec, the relative angle of the dewar to the scan direction changes continuously throughout the night.
Therefore, even if the optimal rotation angle of the dewar was determined, we could only configure the
system to be near that angle for a short amount of time each night.
4For single detector cameras, chopping is the only way to separate the atmospheric signal from the
astronomical signal, but this is not the case with Bolocam. All of the beams from the &100 detectors
overlap to a high degree through the atmosphere, so the majority of the atmospheric signal is common to
all of the detectors and can be removed without chopping.
5Therefore, we can conclude that the microphonic, or any other, pickup from the accelerations in the
turnarounds is negligible.
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scan speed sensitivity time on-source effective sensitivity
30 8.6 mKCMB
√
sec 91% 9.0 mKCMB
√
sec
60 6.1 mKCMB
√
sec 84% 6.6 mKCMB
√
sec
120 5.7 mKCMB
√
sec 72% 6.7 mKCMB
√
sec
240 4.0 mKCMB
√
sec 57% 5.3 mKCMB
√
sec
Table 3.2: Beam-smoothed point-source sensitivities achieved when scanning at various
speeds during test observations prior to the 2003 observing run. The effective sensitivities
shown in the far right column are obtained by dividing the sensitivity by the square root of
the fraction of time spent on-source. Based on these results, all science observations were
made while scanning at 240 arcseconds/sec.
means a larger amount of the astronomical signal will be separable from the atmospheric
fluctuations at low frequency. See Figure 3.4. However, scanning at higher speeds results
in less time on-source, since the relative fraction of time spent turning around between
scans is larger6. In the end, we found that scanning at 240 arcseconds/sec was the optimal
combination of instantaneous sensitivity and time spent on-source. See Table 3.2.
Our goal was to obtain maps with fairly uniform coverage over a square region with
sides of approximately 40 arcminutes. To achieve uniform coverage over a region that size
requires scanning the telescope over a square region with 50 arcminute sides. Therefore,
each scan across this region takes 12.5 seconds, and 20 scans are required to map the entire
field. Including turnaround time between scans, this means that a complete observation of
the field is made in approximately 8 minutes.
3.3 Contrasts Between 2003 and 2004
Although very little changed between the 2003 observing run and the 2004 observing run,
there was one important difference. In 2004 Bolocam was plagued by a large amount of noise
from an unidentified source, but the most likely cause was poor grounding somewhere in
the system. This noise is not common to all the detectors, and the only way to effectively
remove it is with adaptive principle component analysis (PCA). Unfortunately, adaptive
PCA also removes bright sources from the data, including all of the sources we use for
calibrating Bolocam. The result is a slight, but noticeable, degradation in the instrument
characterization that is described in Sections 3.4, 3.5, and 3.6 for the 2004 data. Section 4.4
6The CSO was not designed to scan this quickly. If it was equipped with an optimized motor drive,
instead of simple ramps, then the CSO would probably be able to turnaround more quickly without making
the accelerations worse.
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Figure 3.4: Results for two observations made during our study of various scan speeds prior
to the 2003 observing run. The plot on the left shows an observation taken while scanning
at 30 arcseconds/sec, and the plot on the right shows an observation taken while scanning
at 240 arcseconds/sec. The power spectral density (PSD) of the time-ordered data is nearly
identical for each observation, but the profile of the beam is dramatically different (in both
cases the beam is normalized to have a peak height of 10). A much larger percentage of the
power from a point source is above the 1/f knee when scanning at 240 arcseconds/sec.
contains more details about this noise.
3.4 Pointing Reconstruction
In order to find the conversion between the coordinates reported by the telescope and the
actual location of each detector’s beam, we made observations of bright sources with known
positions. We first determined the location of the beam from each detector relative to the
array center, and then calculated the offset between the array center and the telescope
coordinates.
3.4.1 Relative Beam Offsets
Approximately once every other night we made a fifteen minute observation of Uranus
or Neptune. These planets are bright enough to appear at high signal-to-noise in a map
made from a single bolometer, so they can be used to determine the position of each
detector relative to the array center. Since Bolocam was held at a fixed angle in the
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alt/az coordinate system for each observing run (2003 and 2004), each bolometer views
the optics in the same way for the entire run and the coordinates on the sky in alt/az
units remain fixed. Therefore, we combined the data from all the planet observations to
determine the average position of each beam on the sky. See Figure 3.5. The uncertainties
on these average positions were ∼ 1 arcsecond for each observing run, which is negligible
when compared to the 60 arcsecond full-width at half-maximum (FWHM) of a Bolocam
beam. We found no evidence for a systematic difference in the beam positions derived from
any single observation to the average beam position found from all the observations. This
indicates that the optical system was very stable over the entire observing run, including a
wide range of telescope elevation angles.
In order to better understand our optical system we first tried to model the observed
beam positions using the Seidel aberration coefficients. The best fit of the Seidel coefficients
produces a χ2/DOF ∼ 5000, clearly not a good fit. Next, we tried to fit the optical system
using the Zernike polynomials. Unfortunately, even with a seventh-order Zernike polynomial
we still ended up with χ2/DOF ∼ 5000. The lack of convergence of these polynomials is
likely due to minor misalignments in the optical system [155]. However, these misalignments
do not measurably affect the beam shapes, so they do not reduce the angular resolution
of the system. Additionally, the actual location of each beam center is well characterized,
so the poor fit produced by simple models of the optical system does not degrade the
performance of Bolocam.
3.4.2 Developing a Model of the Array Center Location
We observed a bright source with a known position near the science field for approximately
ten minutes once every two hours. Three different sources were used for the SDS1 field
(0106+013, 0113-118, and 0336-019), and two different sources were used for the Lynx
field (0804+499 and 0923+392). Each source was observed for five minutes while scanning
parallel to RA, then for five minutes scanning parallel to dec (analogous to how the science
fields were observed).
To determine if there is a systematic difference between observations made in these
two scan directions, we examined the difference in the centroided position of the source
for the map made from the RA scans and the map made from the dec scans for each ten-
minute-long observation. Since we observed five sources, each with a centroid difference in
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Figure 3.5: Location of the beam center of every working detector relative to the center of
the array. The red rings around each beam center represent the approximate FWHM of the
beam. The top plot shows the beam locations during the observing run in 2003, and the
bottom plot represents the locations during the observing run in 2004.
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source 0106+013 0113-118 0336-019 0804+499 0923+392
measured flux (Jy) 1.30 ± 0.09 0.87 ± 0.07 0.97 ± 0.07 0.33 ± 0.02 2.76 ± .15
2003 centroiding
error (arcsec) 2.85 3.64 3.32 4.20 2.13
2004 centroiding
error (arcsec) 16.35 8.79 10.06 9.30 4.60
Table 3.3: Measured uncertainty in the centroided location for each of the five bright sources
used for pointing calibration. There is a large degradation in the centroiding errors for the
2004 data, but the errors average down when constructing the pointing model. The end
result is that the uncertainty in the 2004 pointing model is only about 15% worse than the
uncertainty in the 2003 pointing model.
two orthogonal directions, there are a total of ten independent data sets to consider. For
each set, the mean and standard deviation on the mean were calculated, and the mean
was consistent with zero for all ten of the data sets7. Therefore, there is no systematic
pointing offset between observations taken while scanning parallel to RA and those taken
while scanning parallel to dec.
These distributions were then used to determine the uncertainty in the centroided po-
sition for each source. We found that there is no pointing difference between maps made
from RA scans and those made from dec scans, and it is unlikely there is any significant
change in the telescope over a ten minute period. Therefore, the difference of the centroided
position in the map made from RA scans and the centroided position in the map made from
dec scans is likely to be caused by measurement uncertainty on the centroid location. So,
the uncertainty in the centroid for each source is calculated from the distribution of these
centroid offsets. See Table 3.3. As expected, the centroiding error for the five sources is
inversely proportional to the flux of the source.
Next, the pointing data was broken up into three distinct subsets corresponding to the
azimuthal position of the telescope: SDS1 was observed between azimuth angles of 90 and
270 (in the south), while Lynx was observed between azimuth angles of -90 and 90 (in the
north), and also between azimuth angles of 270 and 360.8 Most of the Lynx data was taken
between an azimuth angle of -90 to 90, so the third subset of data is considerably smaller
than the first two (about 1/5 the size). Note that the slewing limits of the telescope are
7Specifically, five data sets are within 1σ of zero, eight data sets are within 2σ of zero, and all ten data
sets are within 2.3σ of zero.
8Azimuth angles between -90 and 0 are reached by slewing the telescope from the north, while azimuth
angles between 270 and 360 are reached by slewing the telescope from the west. We found a slight difference
in the pointing between the two sets, so we chose to treat them as distinct.
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roughly equal to azimuth angles of -90 to 360. Each of these subsets was found to produce
a slightly different pointing offset model.
There is a correlation between the elevation angle of the telescope and the pointing offset
for each of these subsets. We attempted to model this correlation with several low order
polynomials, but we ended up using a quadratic fit of elevation versus pointing offset because
the residual scatter of the data does not improve significantly when going to a higher order
fit. See Figure 3.6. We then looked for a correlation between telescope azimuth angle and
the residual offset, and we concluded there is no correlation for the following reasons: 1) the
Pearson’s correlation coefficient indicated there is only a ∼ 50% chance of any correlation
between telescope azimuth angle and pointing offset and 2) the residual RMS deviations
of the data were not noticeably improved after removing a fit of azimuth versus pointing
offset (i.e., the fit did not improve our pointing model). Therefore, a simple quadratic fit of
telescope elevation angle versus pointing offset served as our only pointing model. Plots of
this final model can be found in Figure 3.7.
Finally, we tested to see if the pointing improves/degrades as a function of time of day.
To test for any changes over the course of the night we binned up the residual scatter of
the pointing data after removal of the quadratic fit as a function of universal time. See
Figure 3.8. This data shows that there is no change in the quality of our pointing over the
course of the night.
3.4.3 Uncertainties in the Pointing Model
The pointing uncertainty is a measure of how far away our model is from where the tele-
scope was truly pointing during an observation9. To determine the uncertainty in our
pointing model, σptg, we analyzed the RMS deviations in the pointing data after the point-
ing model is removed. The RMS deviations are due to the uncertainty in the centroided
position of each source, σcen; they are also due to fluctuations in the telescope, errors in
the reported position of the telescope, changes in the Bolocam optics, etc. (i.e., RMS de-
viations = σtot =
√
σ2cen + σ
2
ptg). σtot was calculated for each source, for each of the three
subsets based on telescope azimuth, along with the uncertainty on σtot, σσtot . We could then
determine σptg =
√
σ2tot − σ2cen and σσptg =
σ2totσ
2
σtot
+σ2cenσ
2
σcen
σ2ptg
for each source in each subset.
9The pointing uncertainty is not to be confused with the pointing offset, which measures the difference
between the coordinates reported by the telescope and where the telescope was actually pointing. Our
pointing model is an attempt to determine this pointing offset.
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Figure 3.6: Each plot shows the residual scatter in the pointing data after removal of a nth-
order polynomial fit of telescope elevation angle vs. pointing offset. n was varied between
0 and 8, and n = 2 was chosen as the best compromise between residual pointing error and
a physically reasonable fit. The plot on the left shows the 2003 pointing data for SDS1 and
the plot on the right shows the 2003 pointing data for Lynx taken between azimuth of -90
to 90.
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Figure 3.7: All of the raw pointing data for Lynx at azimuth angles between -90 and 90
degrees. The top row is data from 2003, and the bottom row is data from 2004. The
pointing model (quadratic fit) is overlaid. Similar models were fit to the SDS1 pointing
data and the Lynx data at azimuth angles between 270 and 360 degrees. Note that the
scatter is slightly larger in 2004 due to increased noise in the data during that observing
run.
59
Figure 3.8: Residual pointing RMS (after removal of a quadratic fit versus telescope eleva-
tion) is shown as a function of time of day for the 2003 data. There does not appear to be
any degradation/improvement in the pointing over the course of the night.
The next step was to determine σptg for each of the subsets by taking the weighted mean
over the pointing sources contained within that subset, since there is no evidence that σptg
is different for the different sources we observed. Finally, σptg for the entire set of data was
calculated, again taking the weighted mean over the three subsets since there is no evidence
for a difference in σptg between these subsets. The results are summarized in Table 3.4 and
Figure 3.9. In the end, we determined that the uncertainty on our pointing model is just
under 5 arcseconds in 2003 and just less than 6 arcseconds in 2004. This 5 - 6 arcsecond
uncertainty is minor compared to the 60 arcsecond FWHM of a Bolocam beam10.
3.5 Flux Calibration
Our flux calibration is based on observations of Uranus and Neptune, which have fluxes
known to ≃ 6% in our band, and the uncertainty in our final calibration is dominated
by this 6% uncertainty in the fluxes of the planets. We observed one of these planets for
approximately fifteen minutes every other night. Additionally, we made several observations
10To be specific, the 5 - 6 arcsecond uncertainty in the pointing model results in a . 1% reduction in the
peak signal from a point source.
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2003 data
subset pointing source 1σ pointing error, σptg
SDS1 0106+013 4.95 ± 0.67 arcsec
0113-118 4.01 ± 1.01 arcsec
0336-019 5.12 ± 0.92 arcsec
all data 4.79 ± 0.48 arcsec
Lynx (270 ≤ AZ ≤ 360) 0804+499 0.81 ± 4.71 arcsec
0923+392 4.13 ± 1.30 arcsec
all data 3.90 ± 1.25 arcsec
Lynx (−90 ≤ AZ ≤ 90) 0804+499 4.80 ± 0.96 arcsec
0923+392 5.42 ± 0.64 arcsec
all data 5.23 ± 0.53 arcsec
all data all data 4.91 ± 0.34 arcsec
2004 data
subset pointing source 1σ pointing error, σptg
SDS1 0106+013 10.49 ± 8.96 arcsec
0113-118 6.65 ± 3.94 arcsec
0336-019 7.00 ± 3.90 arcsec
all data 7.14 ± 2.64 arcsec
Lynx (270 ≤ AZ ≤ 360) 0804+499 7.20 ± 1.99 arcsec
0923+392 7.24 ± 1.75 arcsec
all data 7.22 ± 1.31 arcsec
Lynx (−90 ≤ AZ ≤ 90) 0804+499 7.36 ± 2.47 arcsec
0923+392 4.69 ± 1.00 arcsec
all data 5.06 ± 0.92 arcsec
all data all data 5.88 ± 0.73 arcsec
Table 3.4: Summary of the 1σ pointing error of the model fit to the data (σptg) for the 2003
observing run (top) and the 2004 observing run (bottom).
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Figure 3.9: Summary of the uncertainty of the 2003 pointing model for each pointing source
in two of the three subsets that the data was divided into based on telescope azimuth angle.
Note that there is no statistically significant difference in the 1σ pointing error of the model
for different sources or different subsets.
of NGC2071IR and 0923+392, which were used as secondary calibrators.
3.5.1 Overall Theory
Before discussing flux calibration it is useful to determine the expected voltage recorded by
a bolometer for a given astronomical signal. Consider a nearly ideal point source (much
smaller than the detector beam), described by a surface brightness, Bν(ν),
11 and a total
solid angle Ω.12 The voltage recorded by detector i will then be
Vi = sigiηiηi,atmAi,tel
∫
dνΘi(ν)ηi,tel(ν)Θi,atm(ν)ΩBν(ν) (3.1)
where si is the responsivity of the detector in V/W, gi is the gain in the electronics, ηi is
the optical efficiency of the detector, ηi,atm is the transmission of the atmosphere at our
band center of ∼ 143 GHz, ηi,tel(ν) is the optical efficiency of the telescope, Ai,tel is the
11The surface brightness can be described by an effective Raleigh-Jeans temperature, with Bν(ν) =
2kBT (ν)/λ
2, where kB is Boltzmann’s constant, T (ν) is the effective temperature of the source, and λ = c/ν
is wavelength.
12Our calibration is based on observations of the planets, which have a constant surface brightness. How-
ever, the angular size of a given planet varies in a known way because the distance between the Earth and
the planet changes as the two objects orbit the sun.
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effective area of the telescope in m2,13 Θi(ν) is the normalized transmission of the Bolocam
optical system for the detector, Θi,atm(ν) is the transmission of the atmosphere (normalized
to unity at our band center). Since we have no way to measure ηi,tel(ν), we are forced to
make the approximation ηi,tel(ν) ≃ ηi,tel. However, this approximation should be fairly good
for the relatively small fractional bandwidth of the Bolocam optics. The detector beams
also overlap to a high degree when passing through the atmosphere, so we will assume
Θi,atm(ν) = Θatm(ν). This leaves us with
Vi ≃ sigiηiηi,atmAi,telηi,telΩ
∫
dνΘi(ν)Θatm(ν)Bν(ν). (3.2)
However, it is more useful to rewrite Equation 3.2 as
Vi ≃ χiΩ
(∆νatm)i
∫
dνΘi(ν)Θatm(ν)Bν(ν) (3.3)
where χi = sigiηiηi,atmAi,telηi,tel(∆νatm)i is the flux calibration of the detector (in V/Jy),
and (∆νatm)i =
∫
dνΘi(ν)Θatm(ν) is the effective bandwidth of the detector including the
effects of the atmosphere. Similarly, it is possible to determine the voltage induced in a
detector from fluctuations in the thermal emission from the atmosphere by
Vi =
χi
Ai,tel(∆νatm)i
∫
dνΘi(ν)λ
2 2kBδεatm(ν)Tatm
λ2
, (3.4)
where λ2 takes the place of Ai,telΩ for a beam-filling source such as the atmosphere, δεatm(ν)
is a fluctuation in the emissivity of the atmosphere, and Tatm is the effective RJ temperature
of the atmosphere. The fluctuations in εatm(ν) are caused primarily by changes in the
column depth of precipitable water vapor, dpw. So,
δεatm(ν) ≃ ∂εatm(ν)
∂dpw
δdpw. (3.5)
Note that δεatm(ν) is also a weak function of dpw. However, since dpw is difficult to measure
on short time scales we set δεatm(ν, dpw) = δεatm(ν, dpw = 1.5 mm) because the median
13Ai,tel is not well defined because we do not have a simple top-hat illumination of the primary mirror.
If Ai,tel is set equal to the size of the primary mirror, then the normalization of ηi,tel(ν) will be artificially
low because the primary is under illuminated. Alternatively, Ai,tel can be set equal to λ
2/Ωbeam, and
ηi,tel(ν) will only describe the efficiency losses due to poor reflectivity or scattering. Therefore, there is a
degeneracy between Ai,tel and the normalization of ηi,tel(ν). However, this degeneracy does not affect the
flux calibration determined for our data.
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value of dpw when we are observing on Mauna Kea is ∼ 1.5 mm. So, for fluctuations in
thermal emission from the atmosphere we have
Vi ≃ χi2kBTatm
Ai,tel(∆νatm)i
∫
dνΘi(ν)
∂εatm(ν)
∂dpw
δdpw. (3.6)
From Equation 3.4 we can measure the absolute calibration, χ¯ = 1nbolos
∑nbolos
i=1 χi, using
observations of point sources with known fluxes (i.e., the planets), with
χ¯ =
1
nbolosΩ
nbolos∑
i=1
Vi(∆νatm)i∫
dνΘi(ν)Θatm(ν)Bν(ν)
. (3.7)
The relative calibration, χi/χ¯, can be calculated from point source observations using
χi/χ¯ =
(
Vi(∆νatm)i∫
dνΘi(ν)Θatm(ν)Bν(ν)
)/(
1
nbolos
nbolos∑
i=1
Vi(∆νatm)i∫
dνΘi(ν)Θatm(ν)Bν(ν)
)
, (3.8)
and from the science field observations according to
χi/χ¯ =
 Vi(∆νatm)i∫
dνΘi(ν)
∂εatm(ν)
∂dpw
δdpw
/ 1
nbolos
nbolos∑
i=1
Vi(∆νatm)i∫
dνΘi(ν)
∂εatm(ν)
∂dpw
δdpw
 . (3.9)
Note that the science fields cannot be used to determine the absolute calibration because it is
difficult to determine Tatm, and ∂εatm(ν)/∂dpw is determined from an imperfect atmospheric
model. In Equation 3.9 we have assumed that Ai,tel is the same for every bolometer.
This assumption is reasonable since Ωbeam is the same for every bolometer within our
measurement errors (see Section 3.6.3), and Atel = λ
2/Ωbeam.
The DC output of the lockin amplifiers provides a continuous measurement of the op-
erating resistance of each bolometer. If the total thermal emission from the atmosphere,
ηi,atmTatm, increases, then the optical loading on the bolometer will go up and the bolometer
resistance will decrease. Therefore, the median lockin DC output taken over all bolometers
for a single observation is a monotonically decreasing function of ηi,atm for a fixed value of
Tatm. Additionally, the responsivity of the bolometer, si, decreases monotonically as the
bolometer resistance decreases. Therefore, the flux calibration, χi, which is proportional
to the product of ηi,atm and si, is expected to be a monotonic function of the bolometer
resistance. Consequently, we have empirically determined the flux calibration as a function
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of the lockin DC output.
Six different flux calibrations were needed for the 2003 data set. The base temperature
of the bolometers was changed on November 4, 2003, and the bias voltage applied to the
bolometers was changed on November 5, 8 (twice), and 10, 2003. These bias voltage changes
were not intentional, and were caused by an instability in the electronics used to generate
our bias signal. Each of the changes listed above caused a change in the responsivity of the
bolometers, so a different flux calibration is needed after each change. Note that for the
first five data sets mentioned above, the lockin DC output changed by less than one or two
percent over all the observations included in that set (since the data for each set is from one
or two nights), so we did not fit the calibration versus median lockin DC output. However,
the last 2003 data set had lockin DC output voltages that varied by up to ≃ 10%, so we
did fit the calibration versus median lockin DC output for this set.
3.5.2 Relative Calibration of the Detectors
For the 2004 data set, the increased noise prevented us from determining the relative cali-
bration of the detectors. Therefore, we set the relative calibration of every detector equal to
one for the 2004 data. This will not bias our results, but means that the 2004 data will not
be co-added in the optimal way. However, since the relative calibration of all the detectors
is fairly close to one, the resulting degradation will be small.
The relative calibration for the 2003 data was determined using the ≃ 1000 separate
observations of the two science fields, Lynx and SDS1. Of these ≃ 1000 observations,
approximately 800 were taken after the last calibration change on November 10. Since
these observations covered regions of the sky with negligible amounts of astronomical flux,
the fluctuations in thermal emission from the atmosphere are the dominant source of the
AC signal recorded by each bolometer. Additionally, this signal should be the only one
that is correlated among all the bolometers since the beams from all bolometers overlap to
a high degree when passing through the atmosphere. Therefore, this signal should be the
same in each bolometer, weighted by the responsivity of that bolometer. So, by determining
how correlated the data from each bolometer is with this common signal, it is possible to
determine the relative responsivity (calibration) of each bolometer14.
14Although none of the bolometer signals will be 100% correlated with the common mode signal, the
ratio of the correlation for each bolometer signal to the average correlation of all the bolometer signals is
the only quantity needed to determine the relative flux calib
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Let the bolometer time-streams for a given observation be represented by din where i is
the bolometer number ranging between 0 and nbolos, and n is the sample number. First, we
calculate a template describing the fluctuations in thermal emission from the atmosphere,
an, with
an =
1
nbolos
i=nbolos∑
i=1
din. (3.10)
The correlation coefficient, ci, is then determined from
ci =
∑
n a˜ndin∑
n a˜
2
n
, (3.11)
where a˜n = an− a¯, and a¯ is the mean of an. However, it is more useful to work in terms of
c˜skyi = ci
(∆νatm)i∫
dνΘi(ν)
∂εatm(ν)
∂dpw
. (3.12)
From Equation 3.6, we see that
χi ∝ Vi(∆νatm)i∫
dνΘi(ν)
∂εatm(ν)
∂dpw
. (3.13)
Combining Equations 3.12 and 3.13 we have
c˜skyi
χi
=
ci
Vi
. (3.14)
Since the correlation coefficient for each bolometer, ci, is proportional to the voltage induced
by the common mode atmospheric signal, Vi, this means that c˜
sky
i ∝ χi. Consequently, the
relative calibration is equal to
χi
χ¯
=
c˜skyi
1
nbolos
∑nbolos
i=1 c˜
sky
i
. (3.15)
After determining the relative calibration for each working bolometer for each science
field observation, we then calculated the best fit relative calibration for each bolometer for
each of the six data sets (this best fit was a simple mean for the first five data sets, and
a polynomial fit versus median lockin DC output for the last data set). See Figure 3.10
Equation 3.15.
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Figure 3.10: Each plot shows the relative calibration for each science field observation taken
after November 10, 2003 in red (80% of the total data), and the other 2003 science field
observations in green. Note that the data in green spans five different calibration sets of
data, and are all in a different calibration set from the data in red. Overlaid is a fit of
relative calibration versus median lockin DC output for the red data set. The plot on the
left shows a bolometer with a relative calibration that is a strong function of the median
lockin DC output, while the plot on the right shows a bolometer with a nearly flat relative
calibration.
for typical plots of relative calibration versus median lockin DC output. Every bolometer
produced a relative calibration between 0.74 and 1.31, and the standard deviation of the
relative calibrations is .08 (so most bolometers have a relative calibration within ∼ 10% of
1.00). The average (over bolometers) uncertainty on the relative calibration for each data
set is shown in Table 3.5
Additionally, it is possible to determine the relative calibration from observations of
bright point sources. The problem is that the source has to be bright enough to be seen by
an individual bolometer in a single observation, which is true only for Uranus and Neptune
average statistical uncertainty on relative calibration for each calibration data set
031102 ob1 031104 ob1 031105 ob1 031108 ob1 031108 ob70 031110 ob1
to to to to to to
031103 ob40 031104 ob17 031107 ob42 031108 ob69 031109 ob70 031208 ob77
0.16% 1.23% 0.75% 0.76% 1.24% 0.12%
Table 3.5: The average statistical uncertainty on the relative calibration for each bolometer
for each of the six calibration data sets.
67
among the sources we observed. So, we used each observation of these planets to determine
a relative calibration for each bolometer15.
To start, we used a peak normalized16 map made from co-adding all bolometers and
all observations of Uranus and Neptune to serve as a template for the shape of our beam.
Then, we determined the peak signal voltage, Vi, for maps made of each bolometer’s signal
for each of the planet observations by fitting the map to the peak normalized beam shape
template. Next, we computed
χi = Vi
(∆νatm)iΩ∫
dνΘi(ν)Θatm(ν)ν2T (ν)
(3.16)
using Equation 3.3, where Θatm(ν) is the atmospheric transmission at dpw = 1.5 mm [34].
It is then trivial to compute the relative calibration, χi/χ¯. Recall that the overall normal-
ization of the emissivity of the atmosphere is accounted for by fitting the calibration versus
the median lockin DC output signal. Therefore, since the shape of Θatm(ν) is relatively
constant over the range of dpw we observe in, it is adequate to use the value of Θatm(ν) at
dpw of 1.5 mm. These relative calibration values were then compared to those derived from
the science field observations, and the two sets of values agree well. See Figure 3.11.
3.5.3 Absolute Calibration
First, single-observation maps co-added over all bolometers (weighted by the relative cal-
ibrations found above) were made of all the observations of Uranus, Neptune, 0923+392,
and NGC2071IR17. Since we did not have enough observations of Uranus and Neptune
to adequately determine the shape of the calibration versus lockin DC output, we used
0923+392 and NGC2071IR as secondary calibrators. These two sources are known to have
minimal variations in emitted flux as a function of time, so they are well suited to be used
15Note that there are a factor of ≃ 100 fewer observations of the planets than of the science fields, so the
calibration derived from the planet observations will not be as precise as the calibration derived from the
science field observations.
16The maps were peak normalized by fitting them to our beam profile pixelated at the same resolution as
the map. This means that the value of the central pixel is ≃ 0.95, which is the expected value for the center
pixel of a 60 arcsecond FWHM Gaussian beam normalized to 1 and pixelated at 20 arcseconds. The maps
are made at this relatively coarse pixelization because of the lack of data in single observation maps made
from a single bolometer, where some map pixels contain no data even with 20 arcsecond pixels.
17Mars was also observed, but there were inconsistencies in the beam profile produced by these observa-
tions. See Section 3.6.2. Therefore, the Mars observations were discarded.
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Figure 3.11: The plot on the left shows the difference between the relative calibration derived
from the observations of Uranus and Neptune and the relative calibration derived from the
observations of science fields for one of the data sets for 2003. The plot on the right shows the
same values for the 2004 data, except that the relative calibration is assumed to be one for
every detector in 2004 because noise prevented us from determining the relative calibration
from the science field observations. In both cases, the relative calibration determined from
the science field observations is consistent with the relative calibration determined from the
planet observations. The wide distribution of relative calibration values determined from
the planets is due to the relatively small number of observations made of the planets (. 20
each observing season).
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for flux calibration [102, 121]18 . Note that we did not use any of the published fluxes for
0923+392 or NGC2071IR, rather the fluxes were left as free parameters and they were used
to determine the shape of the calibration curve versus lockin DC output.
Next, we determined the peak signal voltage by fitting each map to a peak normalized
beam profile. Then, we used the peak signal voltage and median lockin DC output from
each observation to determine the fit parameters in the following function
Vj(VDC) = Fj(α1 + α2VDC), (3.17)
where Fj is equal to the flux of the j
th source (known for Uranus and Neptune, left as a
free parameter for NGC2071IR and 0923+392), and α1 and α2 free parameters. The planet
fluxes were calculated from
Fj =
2ΩkB
c2nbolos
nbolos∑
i=1
(
1
(∆νatm)i
∫
dνΘi(ν)Θatm(ν)ν
2Tj(ν)
)
, (3.18)
where Θatm(ν) is calculated at 1.5 mm of precipitable water vapor, and Θi(ν) was measured
with a Fourier transform spectrometer, Tj(ν) is effective Raleigh-Jeans temperature of the
planet given in Griffin and Orton [57] or Orton et al. [100], and Ω is solid angle of the planet
calculated from the James Clerk Maxwell Telescope (JCMT) website [68]. See Figure 3.12.
Note that for the five data sets prior to the one beginning on November 10, 2003 we have
set α2 = 0 since the range of VDC values sampled is too small to produce a valid fit. Since
the measurement error of the peak voltage for each source is difficult to determine from
the algorithm that calculates the peak height, a first attempt to fit the free parameters
assumes that the measurement errors are uniform for all sources. Next, using the residuals
from the initial fit for each source, a measurement error is estimated for the peak voltage
of each source and a new fit is computed weighting the data by these calculated errors19.
This process of estimating errors and repeating the fit is continued until the values of the
fit parameters remain constant within a given tolerance (1% in this case).
Up until now, all of the fit parameters have been calculated separately for each of the
18In our own data we found no evidence for variations in the emitted flux from these two sources as a
function of time within each observing year. However, the observed flux of 0923+392 in 2004 is approximately
2σ (or 7%) lower than the observed flux in 2003, indicating it may be variable on long time scales.
19Note that since the errors are estimated based on the fit, it is not possible to determine the quality of the
fit based on these errors. However, we are only interested in weighting the different observations correctly
when determining the fit parameters, so this is not a problem.
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six independent calibration data sets in 2003. However, the value of Fj should be the
same for each set. Using the uncertainty on the calculated value of Fj for NGC2071IR and
0923+392 for each set, a weighted mean is calculated and used as the true flux for each
of these sources. Finally, α1 and α2 are calculated one more time for each calibration set
(while holding all the Fj fixed). Two examples of the final fits are given in Figure 3.13.
If we return to Equation 3.3 we see that
χ¯(VDC) ≃ c
2(∆νatm)
2ΩkB
V (VDC)∫
dνΘ(ν)Θatm(ν)ν2T (ν)
. (3.19)
Combining Equations 3.19 and 3.18 yields χ¯(VDC) = V (VDC)/Fj = α1+α2VDC , which gives
the absolute flux calibration. For reference, the absolute calibration ranges from around
12 mV/Jy up to around 24 mV/Jy over the range of DC levels recorded during the 2003
observing run, and between 9 mV/Jy up to 15 mV/Jy during the 2004 observing run. The
reason for such a large difference between the calibration of the two runs is a change in the
normalization convention within the analysis software, rather than a fundamental change
in the Bolocam instrument20.
3.5.4 Uncertainty in the Flux Calibration
First, the temperature profiles of Uranus and Neptune were derived by Griffin and Orton
using Mars as an absolute calibrator [57]. To determine the surface brightness of Mars at
millimeter wavelengths, Griffin and Orton used the model developed by Wright based on
observations made at far infrared wavelengths [153], along with the logarithmic interpo-
lation to longer wavelengths described by Griffin, et al. [56]. The estimated uncertainty
on this interpolated model is approximately 5% [153]21. Second, the uncertainties on the
temperature profiles of Uranus and Neptune are estimated to be less than 1.5% relative to
20The Bolocam software normalizes the calibration to the bolometer with the largest relative calibration.
For the 2003 data the most sensitive bolometer had a relative calibration approximately 30% higher than
the average relative calibration. However, in 2004 the relative calibration of all of the bolometers was set to
one. Therefore, the absolute flux calibration in 2003 will be artificially inflated by a factor of approximately
1.3 compared to the absolute flux calibration determined for the 2004 data.
21There is also a brightness model based on a physical model of the dielectric properties of the Martian
surface that was developed by Rudy [114,115]. This model was constrained by measurements at centimeter
wavelengths, and also needs to be extrapolated to millimeter wavelengths. Griffin and Orton, along with
Goldin, et al., compared the results of these two models at millimeter wavelengths, and found that they
agree within their estimated uncertainties [52, 57]. Based on the comparison of these two models, Griffin
and Orton conclude the the uncertainty in the Martian brightness based on the Wright model is 5%.
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Figure 3.12: The red and green curves show the RJ temperature of Uranus and Neptune, re-
spectively, versus frequency. The dark blue curve shows the transmission, measured by FTS,
of the Bolocam filters/horns/window/lens/etc., normalized to a maximum value of 100%.
The light blue curve shows the transmission of the atmosphere at 2.1 mm of precipitable
water [34].
Mars [57]22. Additionally, the observations of Uranus and Neptune were taken with a pre-
cipitable water vapor of 1.5± 0.5 mm, which results in a calibration uncertainty of ∼ 1.4%.
Finally, the error inferred by the scatter of our measurements results in calibration uncer-
tainties between 0.6% and 3.0% for each of the data sets. These results are summarized in
Table 3.6.
3.5.5 Derived Source Fluxes
We observed five different sources to use for pointing calibration: 0923+392 along with
0106+013, 0113-118, 0336-019, and 0804+49923 . Also, we observed NGC2071IR for use
as a secondary flux calibrator. Using the flux calibration described earlier we were able
to derive a flux for each of these sources, which is given in Table 3.7. It should be noted
that the effective band center of our detectors is ∼ 143 GHz = 2.1 mm, and the effective
bandwidth is ∼ 21 GHz.
22Griffin and Orton find that the uncertainty is 1.7 K for both their Uranus and Neptune models. Since
the temperature of these planets in our band is approximately 115 K, this translates to an uncertainty of
≃ 1.5%.
23Other than 0923+392, none of these sources have been shown to emit a (nearly) constant amount of flux
as a function of time (i.e., they are or could be variable). Therefore, they were not used when computing the
flux calibration. However, an estimate of the average flux of each source during the course of our observations
has been determined.
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Figure 3.13: Flux calibration for one of the six calibration data sets from 2003 (top), and
for the 2004 data set (bottom). The linear fit of calibration versus median lockin DC output
is overlaid on each plot. The reason the calibration for the 2004 data appears to be ≃ 30%
lower than the 2003 data is because of a change in normalization convention within the
analysis software between the two observing runs.
73
uncertainty in the flux calibration
cause 2003/11/02 2003/11/04 2003/11/05 2003/11/08
of to to to to
uncertainty 2003/11/03 2003/11/04 2003/11/07 2003/11/08
Mars 5.0% 5.0% 5.0% 5.0%
Neptune/
Uranus 1.5% 1.5% 1.5% 1.5%
range of
atmospheric
opacity 1.4% 1.4% 1.4% 1.4%
measurement 2.8% 3.0% 3.0% 2.5%
total 6.1% 6.2% 6.2% 6.0%
uncertainty in the flux calibration
cause 2003/11/08 2003/11/10 2004/11/10
of to to to
uncertainty 2003/11/09 2003/12/08 2004/12/06
Mars 5.0% 5.0% 5.0%
Neptune/
Uranus 1.5% 1.5% 1.5%
range of
atmospheric
opacity 1.4% 1.4% 1.4%
measurement 1.5% 0.6% 1.5%
total 5.6% 5.4% 5.6%
Table 3.6: Description of the flux calibration uncertainties for each of the six calibration
data sets for 2003 and the single data set for 2004. The overall uncertainty on the calibration
for every set is ≃ 6%, dominated by the uncertainty in the flux of Mars.
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Derived source fluxes from 2003 (in Jy)
NGC2071IR 0106+013 0113-118 0336-019 0804+499 0923+392
observed flux 1.69 1.30 0.87 0.97 0.33 2.77
measurement
uncertainty 0.03 0.04 0.04 0.04 0.02 0.01
normalization
uncertainty 0.10 0.08 0.05 0.06 0.02 0.15
total
uncertainty 0.10 0.09 0.07 0.07 0.02 0.15
Derived source fluxes from 2004 (in Jy)
NGC2071IR 0106+013 0113-118 0336-019 0804+499 0923+392
observed flux - 0.55 0.66 0.71 0.77 2.57
measurement
uncertainty - 0.11 0.07 0.08 0.06 0.09
normalization
uncertainty - 0.03 0.04 0.04 0.05 0.14
total
uncertainty - 0.11 0.08 0.09 0.08 0.17
Overall Results (in Jy)
total 1.69± 0.10 Variable Variable Variable Variable 2.76± 0.15
published 1.5± 0.2 - - - - 3.2± 0.4
flux @2 mm, [121] @2 mm, [48]
Table 3.7: Derived flux for several bright sources observed with Bolocam. The measurement
uncertainty is due to the scatter of the measured values and the normalization uncertainty
is due to published uncertainties in the flux of Uranus and Neptune, along with changes in
the atmospheric opacity between observations of these planets. No attempt has been made
to determine how much of the measurement uncertainty is due to variability in the emitted
source flux. The bottom table gives the derived flux using the data from both observing
seasons, except for the sources which appear to be variable.
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3.6 Beam Profiles
Since our maps are inherently smoothed based on the profile of the Bolocam beams, it is
important to understand their shapes. The beam profile will also determine what filter
should be applied to the maps to optimize the peak of any potential clusters. Additionally,
our flux calibration is based on observations of point sources, so we end up with maps with
units of flux density. However, since the CMB or SZE signal we are looking for is a surface
brightness or temperature, we need to know the area of our beam in solid angle to convert
our maps to surface brightness units. Therefore, any error in our determination of the beam
area will show up as a surface brightness or temperature calibration error.
3.6.1 Overview
The map of a point source will produce an exact replica of the beam shape24. Observations
were made of Mars (in 2003), Neptune, and Uranus in order to calculate beam areas, which
were chosen because they were the brightest sources available during the observing runs.
All three sources are not true point sources, and had semi-diameters during the observations
of 5.2 8.0, 1.1, and 1.8 arcseconds, respectively [68]. Note that the semi-diameter of Mars
changed dramatically during our observations of it in 2003. To determine how non-point-
like the planets are for our beams the following simulation was run. The time-stream of a
Gaussian beam with a 60 arcsecond FWHM25 was convolved with a top hat of the same
diameter as the planet. An area was then calculated by mapping the resulting time-stream
into a 1-dimensional map, revolving the map about its center to generate a 2-dimensional
map, then integrating the peak-normalized map. The results of this calculation are given in
Table 3.8. Uranus and Neptune were nearly ideal point sources, so no correction is needed.
However, Mars requires a correction which changes for each observation, since the excess
area due to the size of Mars varies by a non-negligible amount during the course of the
observing run.
The beam areas are calculated from a map of the planet that is peak normalized to one,
in order to make the calculation independent of source flux. To normalize our maps of the
24A true point source can be represented by a delta function, with all of its flux originating at a single
point in the sky. So, scanning past a point source is equivalent to convolving the beam with a delta function,
which is equal to the beam.
25Bolocam was designed to have beams with a FWHM of 60 arcseconds, so Gaussians of this size were
used in several places to simulate a Bolocam beam. In the end, we found the profile of the Bolocam beams
to be very close to this Gaussian approximation, justifying its use in simulations.
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Planet Date Semi-Diameter Beam Area Excess Area Percent Change
Pt. Src. - 0.0 4070 0 0 %
Mars 11/01/2003 8.0 4180 120 2.9 %
Mars 12/08/2003 5.2 4120 60 1.4 %
Neptune - 1.1 4070 0 0 %
Uranus - 1.8 4070 0 0 %
Table 3.8: All semi-diameters are given in arcseconds and all beam areas are given in
arcseconds2.
planets we first calculated the values of the central nine pixels for a simulated Gaussian
beam with a FWHM of 60 arcseconds.26 Each pixel in the simulation is a 20 arcsecond
square, just like in our real maps, and the beam is centered on the central pixel. Because of
pixelization, the center pixel has a value of 0.95, not 1.0. The values of these central nine
pixels are relatively unchanged for FWHMs within a couple arcseconds of the assumed value
of 60, making this simulation robust to small differences between the real beam profiles and
the assumed profile. Next, the average ratio between these simulated values and the values
of the central nine pixels in the planet map is used to normalize the map. The planet map
has been centered, but the RMS pointing uncertainty for a single bolometer for a single
observation of one of these planets is ≃ 5 arcseconds. This pointing uncertainty results in
the beam area computed from the planet maps to be systematically high by about 4%.27
Due to the geometry of the optical system no two bolometers will necessarily produce
the same beam area, which means the beam area must be calculated for each one separately.
With this in mind, the beam area was calculated by co-adding the data from all the obser-
vations of a given planet for each bolometer. These maps were then peak normalized and
integrated. The best way to quantify the uncertainty in the beam area is to calculate the
beam area for a given bolometer for each observation; the RMS of these values can then be
26The reason we normalize the beam based on these central nine pixels is that we cannot assume a priori
that the beam profiles are Gaussian or that they are the same for every bolometer. Since there is not enough
information to produce a high signal-to-noise measurement of the beam profile for each bolometer, we do
not have a reliable profile to fit to. However, the central portion of the beam profile is well described by a
Gaussian, which was used to normalize the beam based on the central nine pixels.
27Because the maps are normalized based on the assumption that the source is centered, a pointing error
makes the center of the map appear dimmer than it should. This is because the center of the map is
located away from the peak of the source. The result is that the normalization is too large, and the peak
amplitude of the source will be larger than one after applying the normalization. Therefore, the beam area
calculated from this map will be larger than the beam area calculated from a map where the source peak is
normalized exactly to one. However, the pointing errors average down when the data from a large number of
observations or detectors is added together. In these maps the peak will be much closer to the center of the
map, and the normalization error will be negligible even though the beam profile will be slightly broadened
by the pointing errors. We have not attempted to correct for this broadening because the beam profile will
be broadened during normal observations by the same effect.
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planet abs(µ) ≤ 1σ abs(µ) ≤ 2σ abs(µ) ≤ 3σ abs(µ) ≤ 4σ abs(µ) ≤ 5σ
Mars 4/35 12/35 18/35 23/35 27/35
Neptune 7/10 10/10 10/10 10/10 10/10
Uranus 5/10 9/10 10/10 10/10 10/10
Ideal Gaussian 0.68 0.95 1.00 1.00 1.00
Mars 0.11 0.34 0.51 0.66 0.77
Neptune 0.70 1.00 1.00 1.00 1.00
Uranus 0.50 0.90 1.00 1.00 1.00
Table 3.9: Results of self-consistency tests for the beam area data of each planet. For each
planet the data was split into two sets with an equal number of observations in each set,
then the test described in Section 3.6.2 was applied to these two sets of data. The data for
Mars is not self consistent, indicating an underlying variation from one observation of Mars
to the next. Therefore, the observations of Mars were discarded.
used to determine the uncertainty under the assumption that the beam area values follow
a Gaussian distribution (this assumption is justified based on the data in Table 3.9). Un-
fortunately, 10 - 20% of the pixels in a map made from an individual bolometer for a single
observation have no value (i.e., no data was taken while the detector was pointing within
a given pixel). Therefore, the 115 working bolometers were divided into 28 groups of four
bolometers and one group of three bolometers, where each group contains bolometers that
are close to each other on the focal plane28. The data from each group was then co-added
into a map for each observation, and this data was used to calculate the uncertainty in the
beam area for each bolometer and each planet, under the assumption that all bolometers
in a given group have the same uncertainty on their beam area. Four different divisions
of the bolometers into 29 groups were used, and an uncertainty on the beam area for each
bolometer was calculated from the uncertainty in the beam area for each of the four groups
that bolometer was placed in. These uncertainties were then used to compute the weighted
mean of the beam area calculated from each planet, with the results given in Table 3.10.
3.6.2 Consistency Tests
It should be noted that the beam areas in Table 3.10 were calculated using only data
from Uranus and Neptune. The data from Mars was not used because it was inconsistent
with both the Uranus and Neptune data (see Figure 3.14), and it was not consistent from
one observation of Mars to the next (see Table 3.9). Some possible explanations for the
28Bolometers close to each other on the focal plane propagate through a similar optical path, and should
therefore have a similar profile.
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peak normalized beam areas and uncertainties in arcsec2
bolo area bolo area bolo area
0 4176 ± 111 44 3985 ± 179 95 4071 ± 120
1 4159 ± 134 46 3817 ± 92 96 4202 ± 107
2 4128 ± 110 47 4008 ± 86 100 3751 ± 105
3 3933 ± 137 48 4048 ± 122 101 3999 ± 93
5 4127 ± 141 49 4031 ± 90 102 3884 ± 92
6 3955 ± 134 50 3971 ± 81 103 3958 ± 123
7 4091 ± 153 51 4016 ± 80 106 4040 ± 91
9 3957 ± 151 52 3968 ± 84 108 4027 ± 141
10 3896 ± 181 55 4006 ± 108 109 3852 ± 106
11 4185 ± 139 57 3963 ± 114 110 3982 ± 106
12 3912 ± 112 61 3995 ± 92 112 4978 ± 153
13 3897 ± 104 62 3932 ± 144 113 3957 ± 142
14 3978 ± 160 64 4054 ± 97 114 3793 ± 134
15 4236 ± 182 65 4046 ± 95 115 3724 ± 121
16 4309 ± 188 66 4050 ± 100 116 3759 ± 115
17 3903 ± 102 67 3873 ± 104 118 3777 ± 115
18 3986 ± 99 70 3855 ± 100 119 3681 ± 109
19 3802 ± 104 72 4027 ± 121 120 4212 ± 116
20 3963 ± 154 73 3979 ± 123 121 4127 ± 118
22 3878 ± 110 74 3972 ± 118 122 4136 ± 128
24 3940 ± 71 75 3997 ± 118 123 4272 ± 156
25 4967 ± 55 76 4161 ± 113 124 4175 ± 126
26 4155 ± 96 77 3930 ± 106 125 3791 ± 108
28 3849 ± 79 78 3996 ± 106 126 4081 ± 163
29 4057 ± 147 79 3922 ± 103 127 4087 ± 111
30 4291 ± 85 80 3876 ± 111 128 3861 ± 126
31 3796 ± 114 82 3878 ± 86 129 3927 ± 86
32 3945 ± 109 83 3826 ± 86 130 3944 ± 151
33 4047 ± 141 84 3875 ± 74 131 4054 ± 131
34 3937 ± 164 85 3866 ± 87 132 4013 ± 126
35 3959 ± 100 86 3920 ± 107 133 3959 ± 101
36 3804 ± 119 87 3934 ± 86 134 4050 ± 103
37 4038 ± 110 88 3851 ± 82 135 3951 ± 135
38 4111 ± 167 89 4036 ± 103 136 3797 ± 106
39 4070 ± 169 90 4082 ± 111 137 3874 ± 92
40 3963 ± 156 91 3865 ± 112 138 3829 ± 89
41 3989 ± 131 92 3805 ± 93 140 3783 ± 81
42 3863 ± 111 94 4044 ± 123 143 4250 ± 103
43 3804 ± 105
Table 3.10: Beam area and associated uncertainty for each bolometer.
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Figure 3.14: The data sets used in these histograms were generated as follows: 1) taking
the difference in the average beam area determined for each bolometer from two different
planets, 2) dividing this difference by the expected uncertainty in the difference. This data
set should then have a sigma of 1 and a mean consistent with 0 if the beam areas from the
two planets are the same. The data from Uranus and Neptune appear to be consistent,
while the data from Mars is vastly different.
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problems with the Mars data include: lockin DC output data had to be used for Mars
because it was bright enough to saturate the amplifiers, the large signal produced by Mars
might have pushed the bolometers to a point where the bolometer model is no longer valid,
or the uniform brightness disk used to model the large size of Mars might not be valid.
Unfortunately, we have not been able to determine the cause of the inconsistencies in the
Mars data.
In order to test if the data for a given planet is self-consistent, the following analysis was
performed. First, maps were made for each observation from co-adding the bolometers into
the 29 groups described above. Next, beam areas were calculated from these maps, along
with the standard deviation of the beam areas for each of the 29 groups for each planet. At
this point we have have a set of beam areas, Api,j , along with uncertainties on these beam
areas, σpi , where i represents the group of bolometers, j represents the observation, and p
represents that planet. The observations for each planet were then split into two equal-size,
non-overlapping subsets, {j1} and {j2}. Next, the average beam area, A¯Pi,{j}, for each of
the 29 bolometer groups was calculated for each of the two subsets. These average beam
areas were then differenced and divided by the expected uncertainty according to
xpi =
A¯pi,{j1} − A¯
p
i,{j2}
(
√
2/n)σpi
, (3.20)
where n is the number of observations in each subset {j}. If the two subsets of data are
consistent, then xpi should follow a standard normal distribution. The data for each planet
was split into every possible combination of subsets, and the subsets for Uranus and Neptune
showed that the observations of each of these planets are self consistent. However, the Mars
subsets produce mean values of xpi that are clearly not consistent with 0, which means there
is some variation from one observation of Mars to the next (see Table 3.9).
Additionally, tests were performed to see if there is a variation in the beam area from
one bolometer to another (i.e., to determine if the beam area of each bolometer is the
same to within the measurement precision). First, the RMS of the 115 beam areas found in
Section 3.6.1 was calculated (σBA). Recall that the uncertainty for each beam area, σP , was
found using the RMS calculated for each individual bolometer’s beam area. If there is no
variation in the beam area from one bolometer to the next then σBA should be consistent
with the distribution of σP s. We find that σBA is somewhat larger than expected given
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measured σ predicted σ (σP ) σσP
√
σ2meas − σ2P
single bolometers 124 arcsec2 112 arcsec2 22 arcsec2 53 arcsec2
groups of 4 bolos 78 arcsec2 59 arcsec2 8 arcsec2 51 arcsec2
groups of 6 bolos 48 arcsec2 45 arcsec2 6 arcsec2 17 arcsec2
groups of 8 bolos 70 arcsec2 42 arcsec2 4 arcsec2 56 arcsec2
Table 3.11: Actual σ of the distribution of beam areas compared to what is predicted by
the uncertainty on each individual bolometer. If the beam area of each bolometer is the
same then the measured sigma, (σBA), should be consistent with the distribution of σP s.
The data for the first row is shown in Figure 3.15.
the distribution of σP s (see Table 3.11). Unfortunately, the fact that uncertainties add in
quadrature means that σBA could be consistent with the σP s even if there is a large variation
from bolometer to bolometer. To reduce the spread of the σP s, beam areas can be calculated
using maps made from more than one bolometer, since σP is proportional to 1/
√
Nbolos.
The variation in beam area from one bolometer to the next is thought to be dominated by
differences in the optical system based on bolometer location, so nearby bolometers should
have similar beam areas, and this averaging should not reduce the systematic spread in
the beam areas. With this in mind, beam areas were calculated for groups of 4, 6, and 8
nearby bolometers, with the results given in Table 3.11. These results allow for there to be
a systematic variation in the beam area from one bolometer to the next of up to a few tens
of arcseconds2, but our measurement uncertainty on the beam areas prevents this variation
from being adequately characterized. Note that in the end we have chosen to use the most
conservative value for the uncertainty on the beam area, 124 arcseconds2.
3.6.3 Results
Looking at the beam areas we determine from the individual bolometers, we find an
area of 3968 ± 124 arcseconds2. For a Gaussian beam, this corresponds to a FWHM
of 59.2 ± 0.9 arcseconds, consistent with the expectation for Bolocam. Since there is no
evidence for systematic variations in the beam profile from one bolometer to another, we
will assume that all of the beam profiles are the same. Therefore, we co-added all bolome-
ters over all observations of Uranus and Neptune to create the highest S/N measurement
of our beam. See Figure 3.16. These co-added maps produce a beam profile with an area
of 3949 arcseconds2 for the 2003 data, and an area of 3923 arcseconds2 for the 2004 data.
The shape of the beam looks slightly more spread out in 2004 (See Figure 3.17), which is
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Figure 3.15: The histogram on the left shows the beam areas calculated for the 115 working
bolometers, the histogram on the right shows the predicted uncertainties on these beam
areas based on the RMS for an individual bolometer for an individual observation.
probably caused by the larger pointing uncertainty for that data.
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Figure 3.16: A surface plot of the Bolocam beam profile.
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Figure 3.17: Contour plots of the Bolocam beam profile from the 2003 observing run (top)
and the 2004 observing run (bottom). The scale on the right of each plot is in dB relative
to the beam peak. The first Airy ring is visible, with an amplitude of . 30 dB relative to
the beam peak.
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Chapter 4 Noise
Numerous sources, both within and external to Bolocam, produce noise which hinders our
ability to measure the astronomical sources we are looking for. Ideally, the dominant source
of noise is the random arrival time of background photons, where the system is referred to as
background noise limited (BLIP limited). At low frequencies Bolocam is not BLIP limited
due to residual atmospheric fluctuations that cannot be removed. At high frequencies
Bolocam is a factor of ≃ 1.5 above the BLIP limit due to instrumental noise.
4.1 Photon Noise
4.1.1 Theory
The Bolocam detectors are exposed to photons from numerous sources, most notably emis-
sion from surfaces inside the dewar, emission from the optics, and emission from the atmo-
sphere. The vast majority of this emission is constant, and is easily removed from the data
by the high-pass filter in the electronics. The number of photons emitted from a blackbody
and absorbed by a bolometer per spatial mode per second per Hz of bandwidth is given by
the Planck law
nγ = ηǫ/(e
hν/kBT − 1) (4.1)
where η is the efficiency of the Bolocam optics between the emission source and the bolome-
ters, ǫ is the emissivity of the source, h is Planck’s constant, ν is the frequency, kB is Boltz-
mann’s constant, and T is the temperature of the source. However, even for sources with
constant emission, there will be fluctuations in nγ . When the number of photons is small
(hν/kBT ≫ 1), the fluctuations will obey Poisson statistics, with 〈(∆nγ)2〉 = nγ . But,
when the number of photons is large (hν/kBT ≪ 1), the fluctuations will be dominated
by the penchant for photons to bunch together because they are bosons. The Bose term
fluctuations are described by 〈(∆nγ)2〉 = n2γ [110]. For Bolocam, the temperatures of the
emitting surfaces range from 4 - 300 K, resulting in hν/kBT . 1. Therefore, Bolocam falls
in the regime where both the shot and Bose terms are important.
Next, we need to convert from fluctuations in the number of photons per mode per second
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per Hz of bandwidth to fluctuations in the optical power received by the bolometer. If there
are N spatial modes, each with two polarizations, then for an integration time of one second
the mean square fluctuation in energy arriving at the bolometer is
∫
dν2Nh2ν2〈(∆nγ)2〉,
since the energy per photon is hν. The bandwidth for an integration time of one second is
1/2 Hz, so the mean square fluctuation in power per unit bandwidth at the bolometer is
given by
NEP 2photon = 2
∫
dν2Nh2ν2〈(∆nγ)2〉, (4.2)
where NEP 2photon has units of W
2/Hz. Alternatively, we can write the noise equivalent
power as
NEP 2photon = 2
∫
dνPνhν +
∫
dνP 2ν /N (4.3)
where Pν = 2Nnγhν is the spectral power absorbed by the bolometer [110]. Since hν/kBT .
1, the term ehν/kBT in Equation 4.1 is reasonably well approximated as 1+ hν/kBT , which
means that Pν is fairly constant over the Bolocam observing band. We can then simplify
Equation 4.3 as
NEP 2photon = 2Qhν0 +Q
2/∆ν = NEP 2shot +NEP
2
Bose, (4.4)
where Q =
∫
dνPν is the total optical power, ν0 = 143 GHz is the Bolocam band center,
and ∆ν = 21 GHz is the effective Bolocam band width1.
4.1.2 Measured Values
The optical power deposited on the bolometers (optical loading) can be calculated using
the IV load-curves described in Section 2.5.2. Equation 2.13 can be rewritten as
Qexp = η2kBT∆ν +Q0 (4.5)
1In deriving Equation 4.4 we have also used the fact that Bolocam’s optical system is single moded
(N = 1). For Bolocam’s cylindrical waveguides, the ratio between the cut-on frequencies of the two lowest
propagation modes, TE11 and TM01, is approximately 1 to 1.3. Therefore, if the high-frequency cutoff
defined by the metal mesh filters is less 1.3 times the low-frequency cutoff defined by the waveguide, then
only one spatial mode can propagate through to the bolometer. This corresponds to a fractional band
width, ∆ν/ν0 of of approximately 0.26, which is much larger than the measured fractional band width of
0.15. Therefore, Bolocam operates as a single-moded optical system.
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to include the measured optical efficiency from Equation 2.14 and the optical loading, Q0.
2
First, the load-curves taken with a source just outside the dewar window can be used to
provide a measurement of the optical loading inside the dewar, Qdewar. Originally, the
Bolocam dewar was designed to operate with the LHe bath at atmospheric pressure. In
this configuration, Qdewar is approximately 2.4 pW, which corresponds to a blackbody
temperature of 52 K using our measured dQ/dTRJ of 0.047 pW/K.
3 See Table 2.2 and
Figure 2.14. However, if we pump on the LHe bath to maintain a pressure of ∼ 10 torr,
then Qdewar drops to approximately 0.3 pW (6 K). See Figure 4.1. The reason for this
large reduction in loading is not well understood, but it is thought to be a result of the
bolometer coupling to multi-moded high-frequency radiation emitted by the inside of the
snout that holds the cold lens and Lyot stop. Approximately 80% of the beam couples to
the snout or the Lyot stop, which are at a temperature of 4.6 K when the LHe bath is
at atmospheric pressure, and a temperature of 3.1 K when the LHe bath is at ≃ 10 torr.
Therefore, the expected drop in optical loading should only be about 1.5 K (0.08 pW).
But, since the high-frequency radiation from the lower portions of the snout will not be
perpendicular to the plane of the copper mesh filters, the filters may not be effective at
blocking it. The feed horns will couple to multiple modes of these high-energy photons,
which could produce a substantial optical load. Because these photons are in the Wien part
of the emission spectrum from the snout and Lyot stop, a small reduction in temperature
results in a significant reduction in photons, which may be the reason for the dramatic
reduction in optical loading when we pump on the LHe bath.
Additionally, the optical loading due to the Bolocam optics box can be measured using
IV load-curves with Bolocam mounted on the optics box. The hot load is still a room
temperature blackbody, but the night sky is used as the cold load. The CSO tipper tau
measurements allow us to determine the emissivity of the atmosphere, which is multiplied
by an average atmospheric temperature of 260 K to determine an effective temperature4.
Typically, the effective atmospheric temperature is near 10 K, and the errors introduced
2Note that this equation assumes that the Rayleigh-Jeans limit holds, i.e., that hν << kBT . This is true
for the 2.1 mm observations made with Bolocam for blackbodies with a temperature & 10 K.
3In the Rayleigh-Jeans limit, the optical power emitted by a blackbody is proportional to the temperature
of the blackbody. Therefore, the optical loading is often referenced to a blackbody temperature instead of
a power in pW.
4The average atmospheric temperature corresponds to the average temperature of the water vapor in
the atmosphere; and is determined by assuming that the amount of water vapor in the atmosphere falls
exponentially with height, and that the temperature of the atmosphere falls according to the adiabatic lapse
rate [94].
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Figure 4.1: The measured optical loading from inside the dewar. The plot on the left
shows the loading when the LHe bath is left at atmospheric pressure, and the plot on the
right shows the loading when the bath is pumped down to a pressure of ∼ 10 torr. It is
unclear why there is such a large drop in loading while pumping on the LHe bath, but a
likely suspect is coupling to multi-moded high-frequency radiation emitted from the Lyot
stop. Note that the large spread in measured loading values is due to a combination of
measurement uncertainty and imperfections in the bolometer model that arise because we
are extrapolating from the measured Q for 77 K and 300 K loads down to the expected Q
for no optical load outside of the dewar.
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Figure 4.2: The black squares show the optical loading from the Bolocam optics box for
each bolometer, as a function of the bolometer distance from the center of the focal plane.
The red asterisks show the optical loading from the optics box and the telescope. Most of
the loading in the optics box is from diffraction at the opening where the dewar attaches
to the box and/or spillover of the beam at the elliptical mirror. Therefore, the loading for
pixels farther from the array center is larger. The difference between the two values is used
to infer the loading from the telescope, which is 0.3± 0.1 pW (6± 2 K).
by our method of determining an average atmospheric temperature should be of order
1 K. After subtracting Qdewar, we find that the optical loading from the optics box is
Qobox = 2.5 − 3.5 pW, which translates to 55 - 75 K. The loading is smallest for the inner
bolometers, and largest for the outer bolometers. See Figure 4.2. This optical load is much
larger than expected for the optics box, and we have isolated the sources of this excess
loading within the box. By using a 77 K blackbody to probe around the surfaces in the
optics box, we found that the beams are hitting the edge of the opening to the optics box
where the dewar is mounted. Additionally, the beams are spilling over the elliptical mirror
inside the box. No modifications have been made to the optics box, mainly because the
excess noise produced by the large optical load is sub-dominant to the noise from fluctuations
in atmospheric emission.
We have also taken IV load-curves while Bolocam is mounted on the telescope. Although
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source optical power (Q) comments
inside dewar 0.3 pW (6 K) measured using IV load-curves
optics box 2.5-3.5 pW (50-70 K) measured using IV load-curves, varies over array
telescope ≃ 0.3 pW (6 K) measured using IV load-curves
atmosphere ≃ 0.5 pW (10 K) estimated from Tatm = 260 K and 2 mm PWV
total ≃ 3.5-4.5 pW (70-90 K) NEPphoton = 4.0× 10−17 W/
√
Hz
Table 4.1: The optical loading contributions from various components in the Bolocam
optics. The total optical loading of ≃ 3.5 - 4.5 pW produces a total noise equivalent power
(NEPphoton) of around 4.0 × 10−17 W/
√
Hz, with NEPshot . 3.0 × 10−17 W/
√
Hz and
NEPBose . 3.0× 10−17 W/
√
Hz.
it is impractical to put a room-temperature load in front of the primary mirror, the sky
can be used as a cold load in the same way it was for IV load-curves taken on the optics
box. By changing the elevation angle of the telescope, and therefore the optical depth of
the atmosphere, it is possible to model the optical load from the atmosphere, which can
then be subtracted. Finally, the known optical loading caused by the dewar and optics box
is subtracted, and the optical loading caused by the telescope optics is the only remaining
optical power on the detector. With this method, we find the optical loading from the
telescope optics is 0.3 ± 0.1 pW, which translates to 6 ± 2 K. Since the telescope consists
of two aluminum mirrors at a temperature of approximately 275 K, this corresponds to an
emissivity of ≃ 1 % for the mirror surfaces. This is several times larger than the theoretical
emissivity of ≃ 0.2%, although even freshly polished aluminum surfaces tend to be a factor
of ≃ 2 more emissive than the theoretical value at millimeter wavelengths [19]5.
A summary of the optical loading from various components in the Bolocam optics is
given in Table 4.1. The total optical power deposited on the bolometers is ≃ 3.5− 4.5 pW,
which corresponds to 70 - 90 K, with most of this loading coming from the optics box. This
corresponds to a photon noise of approximately 4.0 × 10−17 W/√Hz, with approximately
equal contributions from the shot and Bose terms.
5Small cracks between primary mirror panels, along with dust that collects on the mirror surface probably
add to its emissivity.
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4.2 Bolometer and Electronics Noise
4.2.1 Bolometer Noise
Since the bolometers operate at a non-zero temperature they are subject to Johnson noise,
which is caused by the thermal agitation of electrons in a conductor. This noise has a
flat frequency spectrum, with a Gaussian distribution of amplitudes. The RMS voltage
fluctuations across the bolometer per unit square-root bandwidth are given by
VRMS =
√
4kBTbRb, (4.6)
where kB is Boltzmann’s constant, Tb is the temperature of the bolometer, and Rb is the
resistance of the bolometer. Under typical observing conditions, the current across the
bolometer is approximately 0.8 nA and the bath temperature is ≃ 235 mK. These biasing
conditions produce approximately optimal noise properties for the bolometers for typical
observing conditions at 2.1 mm. Since the optical power is known to be around 4 pW,
Equations 2.1 and 2.2, along with the measured bolometer parameters, can be used to
solve for the typical bolometer temperature and operating resistance, which are ≃ 300 mK
and ≃ 3.0 MΩ, respectively. Using Equation 4.6, these values produce RMS fluctuations
around 7 nV/
√
Hz for the Bolocam bolometers. Additionally, the Johnson noise fluctuations
described in Equation 4.6 can be converted to an equivalent noise in units of optical power
received by the detector, by dividing by the electrical responsivity of the detector, s (in
V/W), and multiplied by
√
2 to account for the noise appearing in both sidebands around
the bias frequency, with
NEPJohnson =
√
8kBTbRb/|s|. (4.7)
Since the phase of the responsivity is not important, the absolute value of s is used [110].
For Bolocam, s ≃ −4.0× 108 V/W,6 which means NEPJohnson ≃ 2.4 × 10−17 W/
√
Hz.
Another source of noise that is inherent to the bolometers is phonon noise, which is
caused by fluctuations in the energy of the bolometer [110]. These fluctuations are caused
6The responsivity obtained from our measured flux calibration is approximately −3.0×108 V/W, approx-
imately 25% lower in magnitude than the predicted value of −4.0×108 V/W. However, since we only digitize
the real part of the signal output by the lockin electronics, the magnitude of this measured responsivity can
only serve as a lower limit. This is because the finite stray capacitance of the bolometer circuit will put the
bolometer signal out of phase with the bias reference signal, resulting in attenuation when the bolometer
signal is demodulated by the lockin. For our 130 Hz bias frequency, and several MΩ bolometer resistance,
a physically reasonable stray capacitance of ≃ 100 pF would cause the responsivity to appear 25% low.
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because carriers that pass energy through the thermal link between the bolometer and the
bath are quantized. Even if there is no net DC power flow between the bolometer and the
bath, the noise will still appear because phonons flow back and forth through the thermal
link to keep the bolometer temperature fixed. The power spectrum of the fluctuations is
flat7, and is described by
NEPphonon =
√
4kBT 2b G, (4.8)
where G is the thermal conductance given in Equation 2.3 [110]. For Bolocam, NEPphonon ≃
2.1× 10−17 W/√Hz.
4.2.2 Electronics Noise
The electronics used to read out the bolometer signals also add noise. The spectrum of the
room-temperature electronics has been measured, and the white-noise level is approximately
8 nV/
√
Hz, with a 1/f knee at less than 10 mHz. Additionally, we measured the power
spectrum of the warm electronics plus the cold JFETs (i.e., all of the read-out electronics).
This PSD also has a white spectrum down to at least 10 mHz, at a level of approximately
11 nV/
√
Hz. See Figure 4.3. Therefore, the cold JFETs also contribute approximately
8 nV/
√
Hz of noise to the the electronics. The total noise contributed by the read-out
electronics corresponds to an NEP of ≃ 3× 10−17 W/√Hz.
Compared to similar instruments (e.g., ACBAR, with a noise level of 3 nV/
√
Hz), our
electronics noise is not optimal [117]. There is a degradation of
√
2 due to our AC-biased
read-out compared to ACBAR’s DC-biased read-out, but our noise level is still a factor of
two higher due to two separate design decisions. First, the original NJ132 JFET modules8
used for Bolocam failed after several thermal cycles due to a poor mechanical design. Once
the problem was discovered there were no remaining NJ132s to replace the broken modules,
and no funding to purchase new NJ132s, so available U401 dies were used to construct the
final JFET modules even though they are known to be noisier than the NJ132s. Second,
the original Bolocam design used INA103 low-noise amplifier chips. However, these chips
were suspected of powering up in a strange state that dramatically heated the detectors and
7The bolometer has a finite time constant, and cannot respond to fluctuations on time scales that are short
compared to this time constant. The result is that the power spectrum of the phonon noise is attenuated
at high frequency, although the bolometer time constant is short enough that the power spectrum is flat in
our signal band.
8ACBAR utilized NJ132 JFET modules.
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Figure 4.3: PSD showing the noise level of the room-temperature electronics and cold
JFETs.
caused the refrigerator to fail. By the time the problem was traced to a simple design flaw
in the circuit implementation of the INA103 chips, new boards had already been produced
with AD624 chips which are a factor of ≃ 4 noisier than the INA103s. Unfortunately, since
the AD624s are not pin-compatible with the INA103s, it was not possible to revert to the
original chips.
Additionally, there are fluctuations in the bias voltage applied to the bolometers. We
remove this noise by creating a template from the bias signal, correlating this template to the
data from each bolometer, and then subtracting this template weighted by the correlation
coefficient. On average, the signal removed has an NEP of approximately 1− 4 nV/√Hz,
which is almost negligible compared to the total NEP of ≃ 25 nV/√Hz.
A summary of the optical, bolometer, and electronics noise is given in Table 4.2. A
comparison between the total noise expected and the total noise recorded during an obser-
vation at the CSO is given in Figure 4.4. Note that the photon noise (2.5 mKCMB/
√
Hz)
is comparable to the instrumental noise (2.7 mKCMB/
√
Hz), so Bolocam is not quite BLIP
limited9. There is a degradation in our sensitivity due to the excess optical load from
the optics box (3 pW compared to the expected 0.5 pW). If the loading from the optics
9However, although Bolocam is not BLIP limited, the sensitivity is limited by fluctuations in atmospheric
emission rather than instrumental noise.
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box was 0.5 pW, and the bolometers were fabricated with the optimal compromise G0 of
100 pW/K for this loading, then the total noise would decrease from 3.7 mKCMB/
√
Hz
to 1.9 mKCMB/
√
Hz. However, Bolocam would still not be BLIP limited with photon
noise equal to 1.1 mKCMB/
√
Hz and instrumental noise equal to 1.6 mKCMB/
√
Hz. See
Table 4.3.
This degradation from the BLIP limit is caused by several different factors. First, if we
only observed at 2.1 mm, then we could fabricate the bolometers with the optimum value of
G0 = 40 pW/K for this band. With this thermal conductance the photon noise level would
be 1.1 mKCMB/
√
Hz and the instrument noise level would be 1.3 mKCMB/
√
Hz, which
is closer to BLIP limited. Another factor that prevents us from achieving BLIP limited
performance is the excess electronics noise described in Section 4.2.2. If our electronics noise
was reduced by a factor of two then the photon noise level would be 1.1 mKCMB/
√
Hz and
the instrument noise level would be 1.0 mKCMB/
√
Hz, approximately BLIP limited.
Finally, our performance is degraded by the poor optical efficiency of the system at
2.1 mm. This poor optical efficiency is a result of the 0.7 (f/#)λ spacing of the bolometers
on the focal plane, which requires the use of small feed horns that couple a large amount
of power to the Lyot stop. If the spacing was closer to 2 (f/#)λ, then the larger feed
horns would increase the optical efficiency by a factor of almost three. With this increased
optical efficiency, along with the improved electronics noise, we would be even closer to
BLIP limited. The photon noise level would be 0.8 mKCMB/
√
Hz and the instrument noise
level would be 0.5 mKCMB/
√
Hz. See Table 4.3. To achieve this higher optical efficiency
we would lose approximately 75% of our detectors because of the larger feed horns. The
end result is that the overall sensitivity of the camera is similar to using all of the detectors
with poor optical efficiency. Note that for the actual G0 and electronics noise of Bolocam,
the overall sensitivity of the camera is a little better with the smaller feed horns10.
Underlying all of these calculations is the fact that the BLIP limit in mK/
√
Hz changes
as a function of optical loading and optical efficiency. For comparison, the BLIP limit of
ACBAR at 150 GHz is around 0.35 mK/
√
Hz, which is a factor of 2 better than our best
case estimate of 0.8 mK/
√
Hz [117]. ACBAR has a total optical load of 39 K, similar to
what we would achieve if the optics box performed close to our expectations. However, the
10The excess correlations between bolometer time-streams discussed in Section 4.6.5 was not discovered
until after the final observing run in 2004. Since the correlations are likely caused by the close spacing of
the detectors, using the larger feed horns may have eliminated these correlations.
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per-detector sensitivity
source W/
√
Hz nV/
√
Hz mJy/
√
Hz mKRJ/
√
Hz mKCMB/
√
Hz SZEy/
√
Hz
optical shot 2.8×10−17 11 62 1.1 1.8 2.0×10−4
optical Bose 2.8×10−17 11 62 1.1 1.8 2.0×10−4
bolo Johnson 2.4×10−17 10 54 0.9 1.5 1.6×10−4
bolo phonon 2.1×10−17 8 47 0.8 1.3 1.4×10−4
room-temp amp 2.0×10−17 8 44 0.8 1.2 1.4×10−4
JFET 2.0×10−17 8 44 0.8 1.2 1.4×10−4
total noise 5.8×10−17 23 130 2.2 3.7 4.1×10−4
Table 4.2: NEP s for Bolocam under standard observing conditions. The optical noise is
calculated for a bolometer with average loading from the optics box for the median atmo-
spheric opacity at the CSO. The value used for the typical total optical loading is 80 K. The
Johnson and phonon noise are calculated for a bolometer with 80 K of optical loading using
the parameters determined from the bolometer model, which are a bolometer temperature
of 300 mK and a bolometer operating resistance of 3.0 MΩ. The room temperature ampli-
fier and cold JFET noise have been measured in the lab. The responsivity, s, to convert
from W to nV is −4.0 × 108 V/W. The conversion from nV to Jy is determined using the
average flux calibration of ≃ 15 mV/Jy. Note that the mV in the flux calibration is post
lockin, and has been amplified by a factor of 82933 relative to the voltage at the bolometer.
All of the other conversion factors are given in Appendix A.
optical efficiency of ACBAR is 40%, approximately twice what we can achieve using the
larger feed horns for detectors spaced at 2 (f/#)λ.
4.3 Non-Optical Noise
Six bolometers on the Bolocam focal plane are left dark (i.e., they are surrounded by
reflective surfaces that are at sub-Kelvin temperatures). We use the signals from these dark
bolometers to create a template, which is then correlated with the time-stream from each
standard bolometer and removed after applying the appropriate weighting factor. The dark
bolometers have a white power spectrum, since they are shielded from the atmospheric
emission. See Figure 4.5. Since the standard bolometer time-streams are dominated by
fluctuations in atmospheric emission below ≃ 0.5 Hz, the dark and standard bolometer time-
streams are high-pass filtered at 1 Hz before the correlation coefficients are calculated. The
typical PSD of the weighted template that is removed from the data is a few nV/
√
Hz, which
can be compared to the typical time-stream NEP of ≃ 25 nV/√Hz. Since each bolometer
has its own amplifier and lockin electronics, the cause of this correlated noise between the
dark and light bolometers is thought to be thermal fluctuations on the bolometer array.
This noise was not included in the noise budget described in Table 4.2 because it can be
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Figure 4.4: PSD from a typical observation made from the CSO. This PSD represents
processed data, and the atmospheric noise has been removed in the optimal way. The
excess noise at low frequency is caused by non-removable fluctuations in emission from the
atmosphere, while the slight rise in the noise at high frequency is caused by the deconvolution
of a 5 Hz anti-aliasing filter. The white noise level is approximately equal to expected noise
level of 23 nV/
√
Hz determined from the photon, bolometer, and electronics noise estimates.
For reference, the profile of the Bolocam beam is shown as a red dotted line, and the profile
of a flat band power CMB power spectrum multiplied by the transfer function of the beam
and our atmospheric noise removal algorithm is shown as a green dashed line. Additionally,
the profile of a massive cluster, based on the fit parameters for CL0016 given in Bonamente,
et al., multiplied by the transfer function of the beam and our atmospheric noise removal
algorithm is shown as a blue dot-dashed line [20].
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NETCMB per detector mKCMB/
√
Hz
source observed compromise G0 optimum G0 optimum G0, o-box,
of noise o-box = 3 pW o-box = 0.5 pW o-box = 0.5 pW elec noise, opt eff
optical shot 1.8 0.9 0.9 0.6
optical Bose 1.8 0.6 0.6 0.6
bolo Johnson 1.5 0.9 0.7 0.4
bolo phonon 1.3 0.8 0.6 0.3
room-temp amp 1.2 0.7 0.6 0.1
JFET 1.2 0.7 0.6 0.1
total noise 3.7 1.9 1.7 1.0
Table 4.3: A summary of our observed noise with 3 pW of optical load from the optics box
(left column), the estimated noise given the predicted optical loading from the optics box
of 0.5 pW (second column), the estimated noise given the predicted loading from the optics
box and using a bolometer thermal conductance optimized for 2.1 mm (third column), and
the estimated noise given the predicted optics box loading, an optimized 2.1 mm thermal
conductance, improved electronics noise, and higher optical efficiency from larger feed horns
(right column). Note that approximately 75% of the detectors are lost if larger feed horns
are used, so the overall sensitivity of the camera does not improve as much as would be
expected from the single detector noise level.
removed.
4.4 Extra Noise During the 2004 Observing Season
As mentioned in Section 3.3, there was excess noise in the data during the 2004 observing
season. This noise was not correlated among all the bolometers, and could not be removed
using our standard data processing techniques. See Figure 4.6. However, the noise is
correlated between the bolometers in a way that allows us to remove most of it using
adaptive PCA subtraction. The correlations are not well understood, and appear to change
over time. A grounding problem is a possible explanation for this excess noise, but the
exact cause is not known. This noise has not reappeared in any of the data collected after
the fall 2004 observing run, indicating it was unique to how the instrument was set up for
that run. Unfortunately, we were not examining the data closely enough to discover and
correct this problem while we were still collecting data.
4.5 Atmospheric Noise: Theory
The dominant source of non-removable noise in Bolocam data is fluctuations in emission
from the atmosphere. Since water vapor produces most of the emission at millimeter wave-
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Figure 4.5: A typical PSD for the dark bolometers, averaged over all scans and all dark
bolometers for a single ten-minute-long observation. The top plot shows the spectrum with
a linear x-axis, and the bottom plot shows the spectrum with a logarithmic x-axis. The
plots are made in arbitrary units of amplitude/
√
Hz, since the responsivity of the dark
bolometers is not known. Note that the power spectrum is white, except at high frequency
where the effects of the anti-aliasing filter can be seen. In contrast, the normal bolometers
have a 1/f-type power spectrum due to fluctuations in emission from the atmosphere.
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Figure 4.6: The plot on the left shows a typical set of bolometer time-streams taken in 2003,
and the plot on the right shows a typical set of bolometer time-streams taken in 2004. In
each plot, the time-stream from every working bolometer is plotted for the same 12.5 second
long observation. The data for each bolometer was given a different DC offset to make them
easier to view. In 2003 the majority of the noise is at low frequency and is common to every
bolometer. This common mode low-frequency noise can also be seen in the 2004 data, but
there is a lot of additional noise that is not common to all the bolometers.
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lengths, these fluctuations are caused by variations in the column depth of precipitable
water between Bolocam and the astronomical object of interest [28,83,89]11 . Bolocam was
designed to have a high degree of overlap between the individual beams as they pass through
the atmosphere, so most of the fluctuations in atmospheric emission show up as a common
mode signal in all of the bolometers. However, the beams do diverge; the largest separation
between beam centers increases by about 2.5 m per kilometer above the telescope. This
divergence is small compared to the 10 m diameter of the the beams, but the result is that
only ≃ 90 - 95% of the atmospheric fluctuations are common to all of the bolometers. Since
the remaining noise from these fluctuations still dominates the data, we have attempted
to model the variations in water vapor in the atmosphere. The goal of this modeling is to
obtain a better understanding of the fluctuations, so that we can develop better schemes
for their removal.
4.5.1 Kolmogorov/Thin-Screen Model
The Kolmogorov model of turbulence provides a good description of air movement in the
atmosphere [72,141]. According to the model, processes such as convection and wind shear
inject energy into the atmosphere on large length scales, of order several kilometers [83,154].
This energy is transferred to smaller scales by eddy currents, until it is dissipated by viscous
forces at millimeter scales [83]. For a three-dimensional volume, the model predicts a power
spectrum for the fluctuations from this turbulence that is proportional to |~q|−11/3, where ~q
is a three-dimensional spatial frequency with units of 1/length. The same spectrum holds
for particulates that are passively entrained in the atmosphere, such as water vapor [141].
For our analysis, we adopted the two-dimensional thin-screen model described by Lay
and Halverson [83]. A schematic of this thin-screen model is given in Figure 4.7. This model
assumes that the fluctuations in water vapor occur in a turbulent layer at a height hav and
a thickness ∆h, where hav ≫ ∆h. This layer is moved horizontally across the sky by wind
at a velocity ~w. Given these assumptions, the three-dimensional Kolmogorov power spectra
11The column depth of oxygen in the atmosphere also produces a non-negligible amount of emission, a
factor of a few less than the emission from water vapor under typical conditions at Mauna Kea. However,
the oxygen in the atmosphere is well mixed, and therefore fluctuations in the emission are minimal. In
contrast, the temperature of the atmosphere tends to be close to the condensation point of the water vapor,
and causes the water vapor to be poorly mixed in the atmosphere. Therefore, there are in general significant
fluctuations in the emission from water vapor [89].
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Figure 4.7: A schematic of the atmospheric model described by Lay and Halverson. The
fluctuations in water vapor occur in a turbulent layer at a height of hav and a thickness of
∆h, where hav ≫ ∆h. The turbulent layer is being moved by the wind, with a velocity ~w.
Figure taken from Lay and Halverson [83].
reduces to
P (~α) = Ah5/3av sin ǫ
−8/3|~α|−11/3, (4.9)
where A is a measure of the turbulent intensity, ǫ is the elevation angle of the telescope,
and ~α is the two-dimensional angular frequency with units of 1/radians.
4.5.2 Comparison to Data: Instantaneous Correlations
Equation 4.9 can be converted from a power spectrum in angular frequency space to a
correlation function as a function of angular separation [24]. Since the power spectrum is
azimuthally symmetric, we can write P (~α) as P (α), where α = |~α|. This power spectrum
will produce a correlation function according to
C(θ) = 2π
∫ ∞
0
dααP (α)J0(2παθ), (4.10)
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where θ is the angular separation in radians and J0 is the 0
th-order Bessel function of the
first kind12. The correlation function produced by the integral in Equation 4.10 is an infinite
series of hyper-geometric functions, which can be reduced to
C(θ) = C0 + C1θ
β−2 +O(θ2) (4.11)
for small values of θ, where β = 11/3 for the Kolmogorov model we have adopted and C0
and C1 are functions of several of the physical parameters from the model. Note that C1
is negative, because the correlation decreases with increasing angular separation. Without
loss of generality, Equation 4.11 can be rewritten as
C(θ) = C0 + C1θ
γ(θ), (4.12)
where γ(θ) = 5/3 for θ ≪ 1. If atmospheric emission is the only signal in the time-stream,
which is a reasonable approximation for Bolocam data, then C0 = 1 and C1 will be negative.
However, Equation 4.11 is only valid for point-like beams, which is a poor assumption for
Bolocam because the beam diameters are ≃ 10 m and the separations are of order 1 m.
Since the far-field distance for Bolocam is ≃ 50 km at 2.1 mm, the beams can be well
approximated by a top-hat function with a diameter of 10 m. With this assumption, we
can numerically solve for the correlation as a function of angular separation, with the results
shown in Figure 4.8. The result is that γ(θ) should be between 1.6 and 2.0 for any physically
reasonable height of the turbulent layer.
To compare our data to this model, we calculated the relative correlation coefficient
between the time-streams of every bolometer pair. A single correlation value for each pair
was calculated for each 12.5-second-long scan made while observing one of the science fields,
and then averaged over the twenty scans in one complete observation of the field13. Next,
the correlations were binned according to the separation of the bolometer pair and fit to a
function of the form
C(θ) = C0 + e
a0+a1 log(θ)+a2 log(θ)2 , (4.13)
where C0, a0, a1, and a2 are free parameters. This functional form was chosen because it
12In practice, the integral in Equation 4.10 diverges as α → 0, so a cutoff is made at αmin. This is
physically reasonable because there is a maximum length scale for the turbulence.
13Since there is very little astronomical signal in the science fields, the atmospheric signal dominates the
time-streams.
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Figure 4.8: Plots of the exponent, γ(θ) from Equation 4.12, as function of angular sepa-
ration. The plot on the left shows γ(θ) for a point-like beam, which goes to 5/3 at small
separations as expected from Equation 4.11. The plot on the right shows γ(θ) for a 10 m
top-hat beam for several potential heights of the turbulent layer. As the turbulent layer
gets higher and the separation gets larger, γ(θ) approaches the point-like beam approxima-
tion as expected. For reference, the diameter of the Bolocam focal plane is approximately
500 arcseconds. Note that in all cases the γ(θ) is between 1.6 and 2.0.
is a simple way to represent a running power law. Some examples of the data with a fit
overlaid are given in Figure 4.9. We calculated a fit for all ≃ 1000 observations made in
2003, and approximately 400 of the observations produced a physically reasonable fit with
C0 ≤ 1. Of these 400 observations, approximately 50 produced a reasonable fit without a
running power law (i.e., a2 = 0). The average power law index for the observations fit with
a running model is γ(θ) = 1.0, while the average fit for the observations without running
is γ(θ) = 1.6. A summary is given in Figure 4.10. In general, we found that observations
made in good weather (i.e., less atmospheric noise) are more likely to produce a good fit to
the model than observations made in bad weather.
Additionally, the same analysis was applied to data collected with Bolocam at 1.1 mm
in early 2004. Approximately half of the observations were well fit by the model in Equa-
tion 4.13, including approximately 15% of the observations that are fit by a model without
running. The average value of γ(θ) for the fits with running is 1.4, and the average value
of γ(θ) for the fits without running is 1.7. It is not clear why the model works better for
the 1.1 mm data than the 2.1 mm data, but the increased atmospheric opacity at 1.1 mm,
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Figure 4.9: Relative correlation of the time-streams of all bolometer pairs for a single eight-
minute-long observation of a science field. The correlations have been binned according to
the separation between the bolometer pair. Overlaid in red is a fit of the running power law
given in Equation 4.13. The legend in each plot gives the average value of the power law
exponent, along with the y-intercept, C0. If the time-streams contained only atmospheric
signal, then C0 would equal one. The power law exponent is expected to be between 1.6
and 2.0, if the atmosphere is well approximated by the Kolmogorov turbulence model and
the thin-screen approximation. The bottom right plot shows an observation that is not well
described by the model, due to an excess correlation at small separations.
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Figure 4.10: Histograms of the average fitted value of γ(θ) from Equation 4.12 for individual
observations. The plots on the left show 2.1 mm data from 2003, and the plots on the right
show 1.1 mm data from 2004. The top row of plots shows observations where a running
value of γ(θ) produced the best fit, and the bottom row of plots shows observations where a
fixed value of γ(θ) produced the best fit. γ(θ) is expected to run, and have a value between
1.6 and 2.0.
which produces more emission from the atmosphere, might play a role.
4.5.3 Comparison to Data: Time-Lagged Correlations
Another component in the model described by Lay and Halverson is the wind velocity, ~w.
If the wind velocity is assumed to be constant, and the spatial structure of the turbulent
layer is static, then detectors aligned with the wind velocity will see the same atmospheric
emission, but at different times [28]. Making reasonable assumptions for the wind speed
(10 m/s) and height of the turbulent layer (1 km) yields an angular speed of approximately
30 arcminutes/sec for the layer. Since the diameter of the Bolocam focal plane is 8 ar-
cminutes, the wind velocity and spatial structures only need to be constant for a fraction
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of a second to make our assumption valid. To look for these time-lagged correlations we
computed the relative cross power spectrum between every pair of bolometers. The details
of this calculation are given in Appendix C, and it is important to note the cross spectra
referred to in this section have units of V2/Hz, not V/
√
Hz.
If two bolometers see the same signal at different times, then the cross PSD of these
bolometers will have a phase angle described by
tan−1(xPSD) = Θf = 2πf∆t (4.14)
where f is the frequency in Hz and ∆t is the time difference (in sec) between the signal
recorded by the two bolometers. Therefore, the slope of a linear fit to Θf versus f will
be proportional to ∆t. If the simple atmospheric model we have assumed is correct, then
∆t/spair should be a sinusoidally varying function of the relative angle between the bolome-
ter pair (θpair), where spair is the distance between the two bolometers. Analogous to the
time-instantaneous model, approximately half of the observations were well fit by the time-
lagged model. Some examples of 2π∆t/spair versus θpair are given in Figure 4.11. The data
from the observation taken on November 10, 2003 in relatively good weather (i.e., less atmo-
spheric noise) shows very good agreement with a sinusoid, which indicates that the simple
model is close to reality. However, the data from December 7, 2003, when the weather was
relatively poor, is clearly not sinusoidally varying. In general, the model appears to work
better in good weather than in bad weather.
Using the data that is accurately described by the time-lagged model, we were able to
determine the angular speed of the wind. Most of the speeds we inferred were between 10
and 40 arcminutes/second, in good agreement with what we expect for a reasonable wind
speed and turbulent height. As an example, the amplitude of the sin wave for the plot
on the left of Figure 4.11 is 0.22 = 2π∆t, so ∆t = 0.035 seconds for bolometers that are
adjacent to each other14. This gives an angular velocity of 20 arcminutes/second, which
corresponds to a wind velocity of about 10 km/hr at a height of 500 m, or a wind velocity
of about 20 km/hr at a height of 1 km.
14Adjacent bolometers are approximately 40 arcseconds apart.
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Figure 4.11: Plots of the slope of Θf/spair versus frequency for all bolometer pairs and
all scans of a given observation. This slope is binned according to θpair, and a sinusoidal
fit is overlaid in red. The fit is based only on frequencies where the atmospheric noise
is the dominant signal, which is usually f . .5 Hz. The plot on the left comes from an
observation taken on November 10, 2003, in good weather and the plot on the right comes
from an observation taken on December 7, 2003, in bad weather. In general, the data
collected in good weather is well fit by the model, while data collected in bad weather is
not.
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4.5.4 Comparison to Data: Summary
In summary, the time-lagged atmospheric model described in this section appears to de-
scribe approximately half of the data, which is similar to how well the time-instantaneous
atmospheric model described our data. It is not clear why these models only work half of
the time, but the models could fail because: 1) ∆h / hav ≃ 1 due to the turbulent layer
being thick or close to the ground, or 2) there is more than one turbulent layer or a varying
angular wind velocity within a single layer.
4.6 Atmospheric Noise: Removal
We have tried several methods to remove the signal produced by fluctuations in the at-
mosphere (atmospheric noise), since this is by far the largest noise signal in the Bolocam
data. To start, the beams from each individual bolometer were designed to overlap to a
high degree when passing through the atmosphere, so that most of the atmospheric noise
will be a common mode signal that can be removed. Unfortunately, even after removing
this common mode signal, atmospheric noise is the dominant source of noise in Bolocam
data. More of the atmospheric noise can be removed using the different methods described
in this section, but the remaining data are still significantly contaminated by atmospheric
noise.
The adaptive PCA algorithm described in Section 4.6.4 was developed for Bolocam
by Sunil Golwala, Glenn Laurent, Douglas Haig, Christian Reichardt, and other members
of the Bolocam team prior to my work with atmospheric noise. I have not modified the
algorithm that they developed. Additionally, the average template algorithm described in
Section 4.6.1 was developed by the Bolocam team prior to my work, but I have made several
modifications to improve this routine.
4.6.1 Average Template Subtraction
The most basic method for removing atmospheric noise is to subtract the signal that is
common to all of the bolometers. Initially, a template is constructed according to
Tn =
∑i=Nb
i=1 cidin∑i=Nb
i=1 ci
(4.15)
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where n is the sample number, Nb is the number of bolometers, ci is the relative responsivity
of bolometer i, din is the signal recorded by bolometer i at sample number n, and Tn is
the template. A separate template is computed for each 12.5-second-long scan. After the
template is computed, it is correlated with the signal from each bolometer to determine the
correlation coefficient, with
c˜i =
∑j=Ns
j=1 Tndin∑j=Ns
j=1 T
2
n
. (4.16)
c˜i is the correlation coefficient of bolometer i and Ns is the number of samples in the 12.5-
second-long scan15. Next, the ci in Equation 4.15 are set equal to the values of c˜i found
from Equation 4.16, and a new template is computed. The process is repeated until the
values of ci stabilize. We generally iterate until the average fractional change in the cis is
less than 1× 10−8, which usually takes five to ten iterations. If the cis fail to converge after
100 iterations, then the scan is discarded from the data. This algorithm generally removes
around 90% of the atmospheric noise, as shown in Figures 4.12 and 4.13.
Even in the limit that the atmospheric noise is perfectly correlated between bolometers,
and the template is a perfect reproduction of this atmospheric signal, the instrumental noise
will still cause a statistical uncertainty in the cis we determine. Since the instrumental
noise is white, with a PSD of ≃ 4 mKCMB/
√
Hz, this translates to a time-stream RMS
of around 9 mKCMB for our 5 Hz of bandwidth. Since each scan that we correlate to the
atmospheric template has approximately 60 independent time samples, this means that the
statistical variations in ci caused by the instrumental noise will produce an RMS of around
1 mKCMB in the time-stream. Since the atmospheric template is not white, this will not
produce a flat noise level of ≃ 0.5 mKCMB/
√
Hz. Instead, the noise level is approximately
0.2 mKCMB/
√
Hz at high frequency and around 1 - 2 mKCMB/
√
Hz at low frequency. Still,
even at low frequency, this residual noise is almost negligible when added in quadrature
with the instrumental noise.
15The best fit correlation coefficients change from one scan to the next, typically by a couple percent. It is
not clear what causes these fluctuations in the correlation coefficients, but there is a noticeable improvement
in the amount of noise removed from the data when the coefficients are floated for each scan, rather than
fixing them for all twenty scans in the observation.
110
Figure 4.12: The top row of plots shows raw bolometer data in black. The data is dominated
by a a low-frequency drift caused by atmospheric noise. The red line shows the data after
removing an average template. The bottom row of plots shows the same post-subtraction
data, but the scale of the y-axis has been reduced by a factor of ten.
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Figure 4.13: Plots of the time-stream PSDs averaged over all scans and all bolometers for a
single observation. The black solid line shows the PSD prior to subtracting the atmospheric
noise, and the red dot-dashed line shows the PSD after removing an average template of the
atmosphere. Note the dramatic improvement at low frequency. The plot on the left shows
data collected in relatively good weather on November 10, 2003, and the plot on the right
shows data collected in relatively poor weather on December 7, 2003. Overlaid as a dark
blue dotted line is the profile of the Bolocam beam, and overlaid as a light blue dashed line
is the profile of a flat band power CMB power spectrum multiplied by the transfer function
of the beam and our average template atmospheric noise removal algorithm. Note that in
these plots, the PSD is reduced by a factor of ≃ 50 - 75% at low frequency after average
subtraction, which appears to contradict the claim that average subtraction removes 90%
of the atmospheric noise. However, there is a factor of ≃ 10 difference in the time-stream
RMS calculated from the two PSDs, if frequencies below 100 mHz are included.
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4.6.2 Wind Model
Since the atmospheric model described in Section 4.5.3 seemed promising, we attempted
to improve our atmospheric noise removal algorithm by applying the appropriate time de-
lay/advance to every bolometer prior to average subtraction. Since the fit in Section 4.5.3
gives the time delay/advance (∆t) as a function of the relative separation and angle between
bolometer pairs, it is necessary to pick a reference point on the focal plane. We chose the
center as our reference point (i.e., the location where ∆t = 0), and then determined the
angle and distance to each bolometer from this point. Next, ∆t is determined for each
bolometer using the sinusoidal fit for the slope of 2π∆t/spair versus Θpair. For example, the
plot on the left in Figure 4.11 has a maximum at a relative bolometer angle of 147 degrees.
With our convention for relative bolometer angle, this means the wind is coming from 147
degrees in the bolometer coordinate system. The amplitude of the sin wave is 0.22 = 2π∆t,
so ∆t = 0.035 seconds for bolometers that are adjacent to each other.
For example, using the data described above, if a bolometer is located at 4.5 bolometer
spacings from the center of the array, at an angle of 127 degrees, then that bolometer will
see the atmospheric signal 0.035 × 4.5 × cos(147 − 127) = .175 seconds before a bolometer
at the center of the array would. Since our processed data is sampled at 10 Hz, this
corresponds to an advance of 1.75 samples. A linear interpolation is used to account for
these fractional shifts. We applied the appropriate shift to the time-stream of each bolometer
before performing average subtraction, but this did not seem to improve the data. See
Figure 4.14. Additionally, the map made from data that was cleaned using this shift was
extremely stripey and had a lot of 1/f noise. Therefore, we abandoned this atmospheric
noise subtraction algorithm.
4.6.3 Higher-Order Template Subtraction
It is useful to think about what type of modes in the atmosphere will cause bolometers
at different positions to see different signals, which is the reason subtraction of an average
template does not remove all the atmospheric noise. Since the diameter of an individual
beam within the atmosphere is of order 10 m, and the separation between beams within
the first several km of the atmosphere is of order 1 m, average subtraction will not be able
to remove variations in the atmosphere the occur on scales smaller than a few meters. But,
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Figure 4.14: Plots of the time-stream PSDs averaged over all scans and all bolometers for
a single observation. The plot on the left shows an observation taken in relatively good
weather on November 10, 2003, and the plot on the right shows an observation taken in
relatively poor weather on December 7, 2003. The solid black line is the PSD after removing
atmospheric noise using an average template. The dot-dashed red line is the PSD after
shifting the data to account for the wind velocity before removing an average template.
In good weather there is an ∼ 10% improvement in the noise at the lowest frequency,
but in general the two methods produce similar results. Note that the wind velocity is
determined from analyzing the cross power spectra between the bolometers, not from a
direct measurement. Overlaid as a dark blue dotted line is the profile of the Bolocam
beam, and overlaid as a light blue dashed line is the profile of a flat band power CMB
power spectrum multiplied by the transfer function of the beam and our average template
atmospheric noise removal algorithm.
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the power spectrum of the atmosphere shows there is almost no variation in emission on
these short scales. In general, most of the atmospheric noise in our time-stream data is
below 0.1 Hz, and the atmospheric noise becomes negligible above 0.5 Hz. We found in
Section 4.5.3 that the angular speed of the wind in the thin-layer model is approximately
20 arcminutes/sec, which means that most of the atmospheric noise occurs on scales larger
than ≃ 0.05 radians and the noise becomes negligible on scales shorter than ≃ 0.01 radians.
If we assume a reasonable height for the thin layer of water vapor, around 1 km, this implies
that the atmospheric noise is negligible on scales . 10 m, and most of the noise occurs on
scales & 100 m. This means that the residual atmospheric noise signal that remains after
processing the data with the average subtraction algorithm is not caused by atmospheric
fluctuations on scales smaller than a few meters.
Consequently, the cause of variations in the atmospheric signal recorded by different
bolometers must be fluctuations in atmospheric emission that occur on scales much larger
than the projected size of the focal plane. This means that the variation in signal over
the focal plane should resemble a low-order two-dimensional polynomial. Therefore, we
decided to try removing a planar fit of atmospheric signal versus bolometer position, and
also a two-dimensional quadratic fit of atmospheric signal versus bolometer position. This
is similar to the method used by SHARC II to remove atmospheric noise [75].
The fit is carried out as follows. First, a template is created at each point in the time-
streams by fitting a plane (or 2-D quadratic) to signal versus bolometer position in the focal
plane. Appendix D.1 contains the details of how the template is constructed. This template
is then iteratively correlated to each bolometer for each 12.5-second-long scan and removed,
in the same way the average sky subtraction template is correlated. Compared to average
sky subtraction, a slight reduction in noise, most noticeable at low frequencies, can be seen
in the time-streams (see Figure 4.15). However, the difference in the noise level of a map
made from co-adding all ≃ 500 2003 observations of Lynx is significant (see Figure 4.16).
The reason such a small change in the time-stream PSDs produces such a large change in
the map PSDs is because planar and quadratic subtraction reduce the amount of correlation
between the bolometer time-streams, especially among nearest neighbor bolometers. See
Figure 4.20.
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Figure 4.15: Plots of the PSD averaged over all scans and all bolometers for a single obser-
vation. The plot on the left shows an observation taken in good weather on November 10,
2003, and the plot on the right shows an observation taken in bad weather on December 7,
2003. The solid black line is the PSD after removing atmospheric noise using an average
template. The dot-dashed red line is the PSD after removing a planar fit to signal versus
bolometer position. The dot-dot-dot-dashed green line is the PSD after removing a 2-D
quadratic fit to signal versus bolometer position. Overlaid as a dark blue dotted line is
the profile of the Bolocam beam. Overlaid as a light blue/magenta/yellow dashed line is
the profile of a flat band power CMB power spectrum multiplied by the transfer function
of the beam and our average/planar/quadratic template atmospheric noise removal algo-
rithm. Although the ratio of the PSD to the transfer function makes it appear that average
subtraction is clearly the best method, these plots do not show the residual correlations
between the bolometer time-streams. Quadratic and planar subtraction remove more of
these correlations, which translates into a large reduction in the map-space noise, which
can be seen in Figure 4.16.
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Figure 4.16: Plots of the map PSD for a map made from co-adding all ≃ 500 observations
of Lynx taken in fall 2003. The PSDs have been azimuthally averaged to present a radial
PSD. The solid black line represents data cleaned with average subtraction, the dashed
red line represents data cleaned with planar subtraction, and the dot-dashed green line
represents data cleaned with quadratic subtraction. Overlaid on the top plot with a dot-
dot-dot-dashed line is the profile of the Bolocam beam. Overlaid on the top plot with a
dotted dark blue/light blue/magenta line is the profile of a flat band power CMB power
spectrum multiplied by the transfer function of the beam and our average/planar/quadratic
atmospheric noise removal algorithm. The bottom plot shows the PSD for each atmospheric
noise removal algorithm divided by the transfer function for that algorithm and multiplied
by
√
ℓ(ℓ+ 1), to show the relative sensitivity to a flat band power CMB power spectrum.
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4.6.4 Adaptive Principal Component Analysis (PCA)
We have also used an adaptive PCA algorithm to remove atmospheric noise from Bolocam
data [82, 96]. First, a square correlation matrix with dimensions equal to the number of
bolometers is calculated from the time-streams for each scan. This matrix is then decom-
posed into orthogonal eigenvectors, and an eigenvalue is computed for each vector. Next, the
distribution of eigenvalues is analyzed, and the large eigenvalues that are outliers are itera-
tively removed until no outliers remain. Finally, the remaining eigenvectors are transformed
back into bolometer time-streams. More details of the algorithm are given in Appendix D.2.
Typically, adaptive PCA only removes one or two eigenvectors from the 2003 data. At
high frequencies, adaptive PCA works slightly better than the quadratic method described
in Section 4.6.3, but there is very little astronomical signal at these frequencies because of
attenuation by the beam. In good weather, the results from adaptive PCA are comparable
to the results from quadratic subtraction, but adaptive PCA performs much worse than
quadratic subtraction in bad weather. See Figure 4.17. However, adaptive PCA attenuates
more of the astronomical signal than quadratic subtraction16, so adaptive PCA was not
used to remove atmospheric noise for the 2003 data.
In addition to removing signals that are correlated between all bolometers (e.g., atmo-
spheric noise), adaptive PCA is also effective at removing signals that are correlated among
a subset of bolometers. Specifically, adaptive PCA is able to remove most of the additional
noise that Bolocam experienced during the 2004 observing season (see Section 4.4). For
a typical observation in 2004, adaptive PCA will remove between 5 and 10 eigenvectors.
Unfortunately, a large amount of astronomical signal is also removed when this many eigen-
vectors are subtracted, but adaptive PCA is the only effective method for removing this
noise.
4.6.5 Nearest-Neighbor Bolometer Correlations
In general, all of the Bolocam observations taken in bad weather produce a large number
of bolometer pairs with abnormally high correlations between their time-streams. Addi-
16For a dim point-like source, adaptive PCA removes approximately 19% of the flux, while quadratic
subtraction only removes about 12% of the flux. For reference, average subtraction removes around 2% of
the flux and planar subtraction removes approximately 6% of the flux. For a more diffuse source, like the
CMB, quadratic subtraction actually attenuates a little more signal than adaptive PCA. However, quadratic
subtraction is only used for observations taken in bad weather when processing for non point-like signals
(e.g., the CMB), and in bad weather quadratic subtraction significantly outperforms adaptive PCA.
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Figure 4.17: Plots of the PSD averaged over all scans and all bolometers for a single
observation. The plot on the left shows an observation taken in good weather on November
10, 2003, and the plot on the right shows an observation taken in bad weather on December
7, 2003. The solid black line is the PSD after removing atmospheric noise using a quadratic
fit to signal versus bolometer position. The dot-dashed red line is the PSD after using the
adaptive PCA algorithm to remove atmospheric noise. Overlaid as a dark blue dotted line
is the profile of the Bolocam beam, and overlaid as a light blue dashed line is the profile
of a flat band power CMB power spectrum multiplied by the transfer function of the beam
and our average template atmospheric noise removal algorithm.
tionally, the pairs with very large correlations in bad weather are almost always adjacent
bolometers. See Figure 4.18. The reason for the high correlation among nearest neighbor
bolometers is the small separation between them on the focal plane, since the horns are
only 5 mm, or 0.7 (f/#)λ,17 on center from each other. Using the optical properties of the
telescope and Bolocam optics, along with the geometry of the focal plane, we simulated the
amount of correlation between nearest neighbor bolometers for a beam-filling source (like
the atmosphere). The result is that approximately 53% of the power received by nearest
neighbor bolometers is completely correlated. If the emission from the atmosphere was uni-
form, then this correlation would be removed by average subtraction since the signal would
be correlated among all bolometers. However, since the emission from the atmosphere is
not uniform, especially in bad weather, this excess correlation of nearest neighbors will
not be completely removed by our sky subtraction algorithms. Although, in good weather
most of the correlation can be removed with the planar or quadratic atmospheric noise
removal algorithm. See Figure 4.19. A summary of the correlation between the nearest
17The value of (f/#)λ corresponds to the ratio between the opening diameter of the feed horn and the
FWHM of Airy function describing the illumination pattern.
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Figure 4.18: The histogram on the left shows the separation between all bolometer pairs.
The histogram on the right shows the separation between bolometer pairs that have an
abnormally high correlation between their time-streams. Note that most of the highly cor-
related pairs are close to each other. The bolometer pairs with abnormally high correlations
are flagged if the absolute value of the cross PSD between the pair is more than 3σ from
zero. Typically, these pairs are highly correlated at all temporal frequencies, but the effect
is strongest at low frequency. Therefore, only the cross spectra below 1 Hz were used to de-
termine which pairs are highly correlated. These histograms are made from an observation
taken on December 7, 2003, and are typical of an observation made in bad weather.
neighbor bolometer pairs for all of the observations that were made in 2003 is given in
Figures 4.20 and 4.21.
This noise is difficult to remove, because it is only correlated among bolometers that
are close to each other on the focal plane. We have attempted to remove this noise by
constructing localized templates using the data from a bolometer and the . 10 bolometers
that are adjacent to it on the focal plane. We have removed these localized templates from
the data both before and after applying our atmospheric noise removal algorithm to the
data. Unfortunately, subtracting these templates from the data resulted in an unacceptable
amount of signal attenuation, and not all of the locally correlated noise was removed.
4.7 Sensitivity Losses Due to Correlations and Atmospheric
Noise
Ideally, the noise in our data would be uncorrelated between bolometers and have a white
spectrum. This is approximately what we would expect if instrumentalal or photon noise
was the dominant source of unwanted signal in our data time-streams. However, at low
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Figure 4.19: These plots show the relative cross PSD averaged over all scans and all frequen-
cies below 1 Hz, then binned according to bolometer pair separation for a single observation.
See Appendix C. The plot on the top shows data from an observation taken in good weather
on November 10, 2003, and the plot on the bottom shows data taken in bad weather on
December 7, 2003. Note that the excess correlation at small relative separations is essen-
tially removed from the data in good weather using higher-order atmospheric noise removal
algorithms. However, even after applying the quadratic algorithm, the correlations remain
in the data collected in bad weather. The reason these plots show a lower correlation frac-
tion compared to the plots in Figure 4.9 is because the relative xPSD has been averaged
over all frequencies below 1 Hz. This means that all of the modes below 1 Hz are weighted
equally, in contrast to correlations shown in Figure 4.9 which are dominated by the strong
atmospheric signal at very low frequency.
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Figure 4.20: Histograms of the average relative correlation between nearest neighbor
bolometer pairs over an entire observation. The histograms cover all of the data collected in
2003. Only data between 0 and 1 Hz was used to compute the correlation. The plot in the
upper left shows data prior to removing the atmospheric noise, the plot in the upper right
shows data after average subtraction, the lower left plot is data after planar subtraction,
and the lower right plot is data after quadratic subtraction. Note the bimodality in the
data after atmospheric noise subtraction. There is one group of observations with very little
correlation between bolometer time-streams (good weather) and another group of observa-
tions with a relatively large amount of correlation between bolometer time-streams (bad
weather).
122
Figure 4.21: Histograms of the average relative correlation between all bolometer pairs that
are not nearest neighbors over an entire observation. The histograms cover all of the data
collected in 2003. Only data between 0 and 1 Hz was used to compute the correlation. The
plot in the upper left shows data prior to removing the atmospheric noise, the plot in the
upper right shows data after average subtraction, the lower left plot is data after planar
subtraction, and the lower right plot is data after quadratic subtraction. Note that the
scale of the x-axis is different for the plots on the bottom and top right, compared to the
plot in the upper left and the plots in Figure 4.20.
123
frequencies our data is dominated by atmospheric noise which rises steeply with a 1/f -type
spectrum. Additionally, the unremoved atmospheric noise produces correlations between
the bolometer time-streams. The atmospheric noise also indirectly creates correlations
among the bolometer time-streams due to our removal algorithms. This is because the
atmospheric template is a superposition of all the bolometer data, so a small amount of
signal from each bolometer is subtracted from the time-stream of every other bolometer
when the template is subtracted from the data.
To determine the degradation in our sensitivity to measure a CMB anisotropy caused
by these non-idealities in our data, we have created two sets of simulated time-streams.
A different simulated data set was generated for each detector for each eight-minute-long
observation, based on the measured PSD of each bolometer for each observation. One
simulated data set contains randomly generated data with the same noise properties as our
actual data, except the simulated data is completely uncorrelated between bolometers. The
second set was generated using a flat noise spectrum (i.e., white noise), based on the white
noise level observed in our actual data at high frequency. This simulated data set provides a
best case scenario for Bolocam. For each simulation we generated data corresponding to all
of the 2003 observations of Lynx, and the results are shown in Figure 4.22. Additionally, we
made a map from our actual data after masking off 79 of the 115 working detectors. This
data set includes 36 detectors, all of which are separated by more than 2(f/#)λ, allowing
us to test if the time-stream correlations are isolated to near-neighbor detector pairs. The
results from this data set are also shown in Figure 4.22.
At high spatial frequency (ℓ & 10000) the simulated data sets produce noise levels
that are similar to our actual data, which implies that the correlations between detectors
occur at low frequency and due to the atmospheric noise. However, both simulated data
sets have a much lower noise level than our actual data at low spatial frequencies. To
quantify the difference between the simulated data sets and our actual data set we have
estimated the uncertainty in determining the amplitude of a flat CMB power spectrum using
Equation F.13. Additionally, we estimated the uncertainty in determining the amplitude of
a flat CMB power spectrum for the data set that contains our actual data for 36 detectors.
This uncertainty was multiplied by 36/115 to account for the degradation caused by masking
off 79 detectors. The results are shown in Table 4.4. The simulated data indicate that our
uncertainty on the amplitude of a flat CMB power spectrum would be improved by a factor
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Figure 4.22: The solid black line shows the map PSD for all of the data collected for the Lynx
field in 2003. The red dotted line shows the map PSD for simulated data generated from the
noise spectrum of our actual time-streams, except that the simulated data are uncorrelated
between detectors. The green dashed line shows the map PSD for uncorrelated simulated
data that has a flat frequency spectrum and is based on the white noise level of our actual
data. The blue dot-dashed line shows the map PSD for a map made from our actual data,
after masking out some detectors so that the spacing between all detectors is at least at
least 2(f/#)λ. This reduces the number of detectors from 115 to 36, but it discards the
relatively correlated data between near neighbor detectors. Since this PSD overlaps with
the uncorrelated simulated PSD, we can conclude that most of the correlations between
detector time-streams occurs for near neighbor detectors. Note that this spectrum has been
multiplied by
√
36/115 to account for the change in the number of detectors. Also shown
as a yellow dot-dot-dot-dashed line is a flat band power CMB spectrum multiplied by our
transfer function.
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Lynx 2003 data
data type data spectrum CMB amplitude uncertainty
actual data actual data 270 µK2CMB
simulated actual data 170 µK2CMB
simulated white 100 µK2CMB
actual data, 2(f/#)λ actual data 170 (550) µK2CMB
Table 4.4: The estimated uncertainty on measuring the amplitude of a flat CMB power
spectrum using Equation F.13 for all of the 2003 Lynx observations. The four data sets
include: our actual data, simulated data using our actual time-stream noise spectra, simu-
lated data using our actual time-stream white noise level, and our actual data after masking
off 79 of our 115 detectors so that the spacing between all detectors is at least 2(f/#)λ.
For the two simulated data sets the bolometer time-streams are uncorrelated. The results
for the second and fourth data sets are similar, after accounting for the reduction in de-
tector number in the fourth set, indicating that the majority of the correlations between
our detector time-streams are between near-neighbor detectors. The results show that our
sensitivity to a CMB amplitude is reduced by a factor of . 2 due to these correlations, and
by another factor of . 2 due to the 1/f-type spectrum of the residual atmospheric noise in
our data.
of . 2 if the detector time-streams were uncorrelated, and by another factor of . 2 if the
time-streams had a white spectrum instead of the 1/f-type spectrum due to the residual
atmospheric noise. Additionally, after correcting for the loss of 79 detectors, the data set
with 36 detectors produces a similar result to the simulated data set based on our actual
noise spectra. This indicates that all of the correlations between our detector time-streams
occur for near-neighbor bolometer pairs.
4.8 Atmospheric Noise as a Function of Atmospheric Opacity
Ironically, we found almost no correlation between the amount of water vapor in the atmo-
sphere and the magnitude of the atmospheric noise in our data. We compared the value of
the atmospheric opacity measured by the CSO tau-meter, which corresponds to the amount
of water vapor, to both the point source sensitivity and RMS of our time-stream data, which
are good proxies for the amount of atmospheric noise in our data. The results are shown in
Figure 4.23, and look like a scatter plot. It is not clear why there is little or no correlation
between the amount of water vapor in the atmosphere and the amount of atmospheric noise
in our data. However, a possible explanation is that the clumpiness of the water vapor in
the atmosphere is independent of the total amount of water vapor in the atmosphere.
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Figure 4.23: The top row of plots show the point source sensitivity of our time-stream data
as a function of the zenith atmospheric opacity at 225 GHz measured by the CSO tau-meter.
The bottom row of plots shows the time-stream RMS as a function of zenith atmospheric
opacity at 225 GHz. The plots on the left show data prior to removing atmospheric noise,
and the plots on the right show data after subtraction an average template. Both the point
source sensitivity and time-stream RMS provide a measure of the amount of atmospheric
noise in the data, so these plots indicate there is little or no correlation between the amount
of atmospheric noise and the atmospheric opacity. It is not clear why the atmospheric noise
is not well correlated with the atmospheric opacity, but a possible explanation is that the
clumpiness of the water vapor is more important than the amount of water vapor. Note that
the reason the point source sensitivity improves only moderately after removing an average
atmospheric template is because a large fraction of the signal is at frequencies above the
atmospheric noise. Unfortunately, this is not true for extended sources, such as the CMB.
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4.9 Summary of Atmospheric Noise
After removing the common mode signal over Bolocam’s eight arcminute diameter focal
plane, the residual signal from fluctuations in atmospheric emission is the dominant source
of noise in our data at frequencies below a couple hundred mHz. This is true even in the
best observing conditions at the CSO. We can remove more of the atmospheric noise by
effectively subtracting the common mode signal on shorter length scales by allowing linear
or quadratic variations over the focal plane, but the residual noise still dominates our data
at low frequency. However, the trade off when subtracting the common signal on shorter
length scales is that more astronomical signal is attenuated. Since only ≃ 10% of our
observations were optimally processed using quadratic subtraction for a CMB spectrum, we
can conclude that in almost all conditions the loss of astronomical signal is more important
than the reduction in atmospheric noise achieved by subtracting the common mode signal
on smaller spatial scales. Therefore, spatial subtraction of atmospheric noise on scales of
several arcminutes will not allow BLIP limited performance below a couple hundred mHz
for broadband 150 GHz receivers operating at the CSO.
However, this does not mean that BLIP limited performance is impossible from the CSO.
SUZIE I.5 was able to achieve instrument limited performance18 down to 10 mHz at 150 GHz
at the CSO by subtracting a combination of spatial and spectral common mode signals [92].
The initial subtraction of the spatial common mode signal is obtained from differencing
detectors separated by ≃ 4 arcminutes, and removes the atmospheric noise to within a
factor of two of the instrument noise level below a couple hundred mHz. However, SUZIE
I.5 has three observing bands (1.1, 1.4, and 2.1 mm) per spatial pixel, which allows them
to determine the correlated signal over a range of frequencies. The remaining atmospheric
noise at low frequency can be removed down to the instrument noise level by subtracting
this spectral common mode signal.
SUZIE II was able to employ a similar subtraction method, using observing bands at
0.85, 1.4, and 2.1 mm for each spatial pixel [10]. Additionally, SUZIE II has a much
lower instrument noise level at 150 GHz compared to SUZIE I.5, within 50% of the BLIP
limit. Similar to Bolocam, SUZIE II reaches the instrument noise level at frequencies
above a couple hundred mHz by subtracting a spatial common mode signal. However, by
18For reference, SUZIE I.5’s BLIP limit is a factor of ≃ 3 below the instrument noise limit at 100 mHz
and a factor of ≃ 6 below the instrument noise limit at 10 mHz.
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subtracting the spectral common mode signal SUZIE II achieves instrument noise limited
performance below 100 mHz, and is within a factor of 1.5 of the instrument noise limit at
10 mHz. Therefore, spectral subtraction of the atmospheric noise does provide a method
to achieve BLIP, or nearly BLIP, limited performance from the CSO.
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Chapter 5 Data Processing
To create a map from the bolometer time-streams recorded by our data acquisition system
(DAS) computer requires a fair amount of processing. First, the DAS time-streams must
be merged with time-streams recorded by the telescope computer. Next, the data is parsed
and organized to make the bookkeeping as easy as possible. Then, the bolometer data is
filtered and cleaned to remove systematic biases and maximize the signal-to-noise ratio.
Finally, a map is created from the time-stream data after determining the optimal way to
bin and add the different time-stream samples.
The routines to merge the telescope and bolometer data described in Section 5.1 were
developed by the Bolocam team prior to my arrival. I have not made any modifications to
these routines, other than the minor improvements to the data alignment that are described
in Appendix B.2. Additionally, a full reduction pipeline was developed, largely by Glenn
Laurent, Ben Knowles, and Samantha Edgington, to analyze the dusty galaxy surveys
conducted with Bolocam in early 2003. This pipeline provided me with a large number of
utilities and driver routines that I have made use of and/or adapted to create the software
used to analyze the data described in this thesis.
5.1 Merging and Parsing the Data Time-Streams
Several data time-streams are digitized by the DAS computer at 50 Hz, including: AC
bolometer voltages, DC bolometer voltage1, bias monitor voltages, information about the
rotator, an observation number, several thermometer signals, and a logic signal which tran-
sitions at the start and end of each scan. Additionally, several data streams are digitized
by the telescope computer at 100 Hz, including: the position of the telescope, the position
and name of the observed astronomical source, ambient weather information, the location
of the secondary mirror, and the same logic signal which transitions at the start and end
of each scan. The first step in merging the time-streams from these two computers is to
down-sample the telescope data to 50 Hz. Since all of the information recorded by the tele-
1Recall from Section 2.4 that the DC bolometer voltage is the bolometer signal after demodulation by
the lockin electronics. The AC bolometer voltage is the same signal, after a high-pass filter is applied.
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scope is slowly varying on time scales of tens of milliseconds, this down-sampling is trivial.
Once the telescope computer data are down-sampled, we merge it with the DAS computer
data into a single netCDF file2.
Next, it is useful to parse this data into files that contain a single observation using
the observation number recorded by the DAS computer. Each single observation contains
a set of scans that completely map the astronomical field or object, and they are typically
around ten minutes in length. Separating these observations into individual files makes
bookkeeping much easier because each netCDF file can be grouped according to the source
or field that was observed. Additionally, this parsed data is easy to work with because it
contains a relatively small number of time-stream samples.
Note that aligning the DAS computer and telescope computer time-streams is non-
trivial, since the two computer clocks drift relative to each other. The drift is relatively
slow, so by synchronizing the two clocks at the start of each night we can ensure that they
are within ≃ 1 second of each other for the entire night. As long as the two clocks are aligned
within ≃ 10 seconds, the logic signal which transitions at the start and end of each scan,
which is digitized by both computers, can be used for high-precision alignment of the two
sets of time-streams. More details of this synchronization process are given in Appendix B.2.
Additionally, the individual DAS computer time-streams are slightly misaligned due to the
finite sampling rate of the multiplexer. This issue is correctable, and is discussed in detail
in Appendix B.1.
5.2 Filtering and Down-Sampling
Once the initial merging and parsing of the data is complete, we begin the process of refining
the data. Before filtering and down-sampling3 the data we Fourier transform the time-
stream from the entire observation for each bolometer4. Next, we remove the effects of the
2Network Common Data Form (netCDF) is a set of machine-independent software libraries that
can be used to store and access array-oriented scientific data. See the netCDF website at
http://www.unidata.ucar.edu/software/netcdf/.
3We down-sample the data to remove noise due to 60 Hz pickup that is at frequencies above our signal
band. See the detailed explanation below.
4Each observation contains several tens of thousands of samples for each bolometer, making the Fourier
transform a computationally intensive operation. To reduce the computation time, we reduce the number
of samples at the start and end of each observation, such that the total number of samples is divisible by
2n, where n ≥ 6. For the fast Fourier transform algorithm we use, the run time is roughly proportional to
the number of elements times the sum of the prime factorization of the number of elements. Therefore, by
ensuring that the number of samples is divisible by 2n≥6
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filtering applied by the lockin electronics by dividing the transformed data by the effective
lockin filter. See Figure 5.1 for profiles of the lockin filters. At this point we multiply the
transformed bolometer time-stream by an anti-aliasing filter prior to transforming the data
back to time space and down-sampling it by a factor of five. This filter is given by
F = 1
1 + 10(f/fN )3
, (5.1)
where f is the frequency in Hz and fN is the Nyquist frequency of the data after it is down-
sampled, equal to 5 Hz. An ideal anti-aliasing filter would attenuate all of the signal above
fN , but still be slowly varying so that it does not produce ringing in the time domain. In
practice there is always a trade off between high-frequency attenuation and ringing, and the
filter in Equation 5.1 proved to be the best combination of good attenuation and minimal
ringing for our bolometer time-streams.
Several factors influenced our decision to down-sample the data from 50 Hz to 10 Hz.
First, the half-width at half-maximum (HWHM) of a Bolocam beam in frequency space is
about 1.75 Hz.5 Therefore, very little astronomical signal is found at frequencies above a
few Hz. However, there is a lot of noise above a few Hz, due primarily to 60 Hz pickup. See
Figure 5.2. By down-sampling we can eliminate almost all of this noise caused by 60 Hz
pickup, yet the amount of astronomical signal attenuation is negligible6. After the data
is down-sampled, it is Fourier transformed again and divided by the filter in Equation 5.1
to remove any artifacts caused by the filter. Finally, the data is transformed back to time
space, and we are left with bolometer time-streams that are sampled at 10 Hz and are free
from any filtering effects.
5.3 Noise Removal
The next step in the data processing involves removing several types of correlated noise
from the data. First, the emission from the atmosphere changes as a function of telescope
elevation angle due to the changing path length through the atmosphere. The path length
26 = 64. Since there are some extra samples in each observation prior to the first scan and after the last
scan, this reduction in the total number of samples does not eliminate any of the on-source data.
5The scan speed of 240 arcseconds/sec can be used to convert the beam profile in physical space, where
the FWHM is 60 arcseconds, to frequency space.
6Adaptive PCA is also effective at removing this 60 Hz pickup noise, but it also attenuates a large amount
of astronomical signal in the process.
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Figure 5.1: Profiles of the filters applied by the lockin electronics. In each plot, the solid
black line shows the absolute value of the filter, the dashed red line shows the real part of the
filter, and the dot-dashed green line shows the imaginary part of the filter. Clockwise from
the top left, the plots show: 1) the first of two two-pole Butterworth filters, 2) the second
two-pole Butterworth filter, 3) the single-pole high-pass filter, and 4) the total effective filter
applied by the lockin electronics. Note that the plot of the high-pass filter has a logarithmic
x-axis.
133
Figure 5.2: A pre-down-sampled time-stream PSD showing 60 Hz pickup at frequencies
above ≃ 10 Hz. Some of these 60 Hz lines are larger in amplitude than the low-frequency
atmospheric noise. Overlaid as a red dashed line is the beam profile multiplied by a factor
of 100, showing that very little astronomical signal will be present above a few Hz. Note
that the time-stream PSD represents data before removing any atmospheric noise.
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through the atmosphere relative to the zenith path length is called the airmass, A, and is
described by
A = 1/ sin(ǫ), (5.2)
where ǫ is the elevation angle. For a typical observation the range of elevation angles is
approximately one degree, which corresponds to a change in airmass between 0.005 and
0.060 for elevation angles between 75 and 30 degrees.7 To remove this elevation-dependent
signal we calculate a linear fit of bolometer voltage versus airmass. Since the bolometer data
is high-pass filtered on scales of ≃ 10 seconds, the airmass must also be filtered in a similar
way before calculating the fit coefficients. In practice, this is accomplished by building the
fit up from each 12.5-second-long scan within the observation after subtracting the mean
from the airmass for the scan. This process yields one set of linear fit coefficients for each
bolometer for the entire observation, which is used to create a template that is removed
from the bolometer time-streams.
Next, we remove a template that is created from the bias voltage monitors from the
bolometer time-streams. Details of this process are given in Section 4.2.2. A template
created from the dark bolometer signals is also removed from the bolometer time-streams,
as described in Section 4.3. Finally, and most importantly, we remove a template describ-
ing the fluctuations in emission from the atmosphere (i.e., the atmospheric noise). Several
algorithms for removing atmospheric noise are described in Section 4.6. The type of atmo-
spheric noise removal algorithm applied to the data depends on the type of observation, as
described below.
5.3.1 Observations of Bright Point-Like Sources
Since these observations are used to calibrate the profile of the Bolocam beams and to de-
termine the flux calibration of our data, we want to minimize the amount of astronomical
signal that we attenuate while removing the atmospheric noise. Therefore, prior to calcu-
lating an atmospheric noise template we mask off all of the data that is within 2 arcminutes
of the source8. For any given time-stream sample, no more than ≃ 40 bolometer signals are
masked off, so a good atmospheric template can still be constructed at every sample. This
7For reference, a change of 0.06 in airmass corresponds to a change of approximately 0.5 K of optical
loading from the atmosphere, or a change in surface brightness of a little less than 1 KCMB .
8For a true point source the signal relative to the peak is approximately 1 × 10−5 at a distance of
2 arcminutes from the center. So, to a good approximation, all of the signal from the source is masked off.
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template is then subtracted from every sample, including the ones that were masked out.
For the 2003 data, a desourcing version of average sky subtraction was used. For the 2004
data, a desourcing version of adaptive PCA sky subtraction was used.
5.3.2 Observations of Science Fields
None of the bolometer data samples are masked out prior to removing the atmospheric noise
from the science field observations, since we do not have any information about the location
or profile of the astronomical signal. Additionally, the amplitude of the astronomical signal
is much smaller than the amplitude of the atmospheric noise, so masking off samples would
not significantly alter the template. For the 2003 data, three different atmospheric noise
removal algorithms were applied to each observation: average, planar, and quadratic sky
subtraction. Therefore, three different files are generated for each observation. A figure of
merit is calculated for each of the three files for each observation, based on the noise level of
the data and the expected astronomical signal shape9. For each observation, the file with the
best figure of merit value will be the one used to create the final map of the data. In general,
observations made in poor weather and observations of compact astronomical sources are
optimally cleaned by the more aggressive algorithms (planar or quadratic sky subtraction),
while observations made in good weather and observations of extended astronomical sources
are optimally cleaned by the more benign algorithms (average or planar sky subtraction).
For the 2004 data, all of the observations are cleaned with adaptive PCA sky subtraction,
since the average/planar/quadratic sky subtraction algorithms are unable to remove the
excess noise present during that year’s observations.
5.4 Map Making
5.4.1 Least Squares Map Making Theory
The astronomical signals we are looking for can be thought of as two-dimensional ob-
jects, which can be represented by a map with finite pixelization. For simplicity, this
two-dimensional map can be thought of as a vector, ~m. This map is stored in the bolometer
time-streams, ~d, according to
~d = p~m+ ~n, (5.3)
9This figure of merit is described in more detail in Section 5.6.
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where p is a matrix containing the pointing information and ~n is noise. Since ~m is what we
are fundamentally interested in obtaining, we need to find a solution to Equation 5.3 that
yields the optimum unbiased estimate of ~m given ~d. There are several methods that can
be used to estimate ~m [143], including the commonly used least squares method described
below [97].
Solving the least squares problem for Equation 5.3 requires minimizing
χ2 = (~d− p~m)Tw(~d− p~m), (5.4)
where w is the inverse of the time-stream noise covariance matrix,
〈
~n~nT
〉−1
. The estimator
for ~m derived from Equation 5.4 is
~m′ = cpTw~d, (5.5)
where c = (pTwp)−1 is the map-space noise covariance matrix. If the time-stream noise,
~n, has a white spectrum then the various terms in Equation 5.5 are easy to understand
because w and c are both diagonal. w is the inverse of the time-stream noise variance, and
applies the appropriate weight to each sample in the time-stream. pT then bins the data
time-stream into a map, and c corrects for the fact that pT sums all of the data in a single
map bin instead of averaging it. The general idea is the same for non-white time-stream
noise, but w will mix time samples and c will mix map pixels.
If the time-stream noise is stationary then the time-stream noise covariance matrix can
be diagonalized by applying the Fourier transform operator, F [2,97]. For stationary noise,
any element of the inverse time-stream noise covariance matrix can be described by
w(t1, t2) =
〈
~n(t1) ~n(t2)
T〉−1
= w(∆t), (5.6)
where t1 and t2 are any two time samples separated by ∆t. The corresponding elements of
the Fourier transform of the inverse covariance matrix, W = FwF−1, can be written as
W(f1, f2) =W(f1)δf1,f2, (5.7)
where δf1,f2 represents a Kronecker delta and f is frequency in Hz. The diagonal elements
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of W are equal to 1/(PSD*df), where PSD is the power spectrum and df is the frequency
resolution of the time-stream. The delta function ensures that all of the off-diagonal ele-
ments are equal to zero. Returning to Equation 5.5, the estimate for ~m can be rewritten
as
~m′ = ((pTF−1)(FwF−1)(Fp))−1(pTF−1)(FwF−1)(F~d), (5.8)
using the fact that F−1F = 1. Finally, taking the Fourier transform of the various terms in
Equation 5.8 yields
~m′ = (PTWP)−1PTW ~D (5.9)
as an alternate expression to estimate the value of ~m. Note that c = (pTwp)−1 =
(PTWP)−1 does not in general simplify as a result of Fourier transforming.
5.4.2 The Bolocam Algorithm: Theory
The science field maps produced by Bolocam each contain np ≃ 20000 pixels, and an ex-
tremely large matrix must be inverted to calculate c since PTWP = pTwp has dimensions
of np × np. Storing a matrix this size requires approximately 1 GB of memory, and the
inversion takes a prohibitive amount of computation time. Therefore, we developed an al-
gorithm to approximate ~m′ by exploiting the simplicity of our scan pattern, which involved
raster scanning parallel to either the RA or dec axis.
To illustrate this simplification, consider the map made from a single bolometer for a
single scan within an observation. This scan will produce a one-dimensional map at a single
dec value (for an RA scan) or a single RA value (for a dec scan). Each data point in the
time-stream is separated by 24 arcseconds in map-space since our data is sampled at 10 Hz
and the telescope scans at 240 arcseconds/sec. The maps are binned with 20 arcsecond
pixels, so pTs will map either one or zero time-stream samples to each map pixel
10. Note
that ns, the number of time-stream samples, will be slightly less than np, the number of
map-space pixels. Since pTs has dimensions of ns × np, the sum of each row in pTs is either
one or zero and the sum of each column is one. Therefore, a simple transformation would
allow us express pTs as a square identity sub-matrix and rectangular sub-matrices of zeros.
Consequently, we will make the approximation that pTs = 1.
11 From Equation 5.5, this
10The subscript s will denote that a given matrix or vector corresponds to the data from a single scan.
11This approximation is equivalent to ignoring the small number of map pixels which do not correspond to
a time-stream sample. Alternatively, this approximation can be thought of as a reordering of the map-space
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means that
cs = ws
−1, (5.10)
and therefore ~ms = ~ds for a single scan of time-stream data. If we Fourier transform
Equation 5.10, then we find that
Cs =Ws
−1. (5.11)
SinceWs is diagonal, the inversion is trivial, and the result is that the Fourier transform of
the map-space noise covariance matrix is diagonal with elements equal to the time-stream
PSD*df.
The next step is to consider a map made from a single bolometer for an full observation,
which contains twenty scans. We move the telescope in the orthogonal direction to the scan
between scans by more than the size of a single map pixel, so we can still approximate
pT ≈ 1. Since it takes & 20 seconds to go from the start of one scan to the start of the
next scan12, there will be almost no correlations between the data in one scan and the
data in all the other scans because the time-stream data is high-pass filtered with a time
constant corresponding to approximately 10 seconds. Therefore, the time-stream data and
map-space data for different scans are independent. This means that the noise in map-space
will be stationary, which means that the noise covariance matrix can be diagonalized by
Fourier transforming it. The Fourier transform of the full-map noise covariance matrix,
C, can be visualized by noting that each diagonal element corresponds to a single map-
space pixel (or equivalently, a single time-stream sample). So, this visualization of C will
be equal to the single scan time-stream PSD*df for rows of map-space pixels that are
parallel to the scan direction, and will have a white spectrum for columns of map-space
pixels that are perpendicular to the scan direction. Alternatively, since there is a one-to-
one correspondence between time-stream samples and map-space pixels, this visualization
of the diagonal elements of C is equal to the full map-space PSD*dfΩ, where dfΩ is the
angular frequency resolution of the map.
At this point, we need to add together all of the individual observations to make a single
map. Since we have shown that the map-space data is equivalent to the time-stream data
for a single observation, the easiest way to co-add data from separate observations is to use
pixels, so that all of the matrices in Equation 5.5 are block diagonal, and contain only one block of non-zero
values.
12This includes the 12.5-second-long scan and the . 10 seconds of turnaround time between scans.
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the single observation maps. Since the noise in separate observations is uncorrelated, the
maps can be co-added according to
~m = (
∑
i
c−1i )
−1∑
j
c−1j ~mj, (5.12)
where the subscripts i and j refer to observation number. The easiest way to evaluate Equa-
tion 5.12 is to Fourier transform it, so that the noise covariance matrices are all diagonal.
The result is
~M = (
∑
i
C−1i )
−1∑
j
C−1j ~Mj , (5.13)
where ~M is the Fourier transform of the map and C is the Fourier transform of the noise
covariance matrix, with diagonal elements equal to the PSD*dfΩ of the map. Since all of
the Cs are diagonal, we can simplify Equation 5.13 to
M =
(∑
i
1
Pi
)−1∑
j
Mj
Pj , (5.14)
whereM is the two-dimensional Fourier transform of the map and P is the two-dimensional
PSD of the noise in the map13.
Finally, to make a map using all of our data we need to consider every bolometer,
not just a single detector. To properly weight the data from each bolometer prior to co-
adding, we calculate the expected variance, (σpf )
2
i , in measuring the peak flux of a point-like
source from a single scan through the center of the source for bolometer i. This variance is
calculated using the scan average time-stream PSD for each bolometer, PSDi(f), and the
Fourier transform of the expected signal shape of a point source, S(f), according to
(σpf )
2
i =
∫
df
S(f)2
PSDi(f)
(5.15)
where f is temporal frequency. Then, the data from each bolometer is weighted by a factor
proportional to 1/(σ2pf ) prior to co-adding it with data from other bolometers. This is the
optimal way to co-add the data for point-like signals; it is nearly optimal for signals of any
shape if the PSDs have similar profiles for every bolometer.
13dfΩ is the same for every map, so the constant factor of dfΩ from the first sum in Equation 5.14 cancels
the factor of 1/dfΩ from the second sum in Equation 5.14.
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However, due to atmospheric noise, along with our noise removal algorithms, there are
correlations between the bolometers. But, all of these correlations are instantaneous in time
and constant over the observation. Additionally, the relative positions of the bolometers
do not change during the observation, so the map-space separation of the correlations does
not change. If we also assume that the correlations between different bolometers are time-
instantaneous and independent of time, then the Fourier transform of the time-stream noise
covariance matrix will still be diagonal. The reason that this W−1 is diagonal is because
the correlations do not depend on the time-stream sample number of either bolometer,
nor on the relative difference in time-stream samples for each bolometer. Since W−1 is
still diagonal, co-addition of the maps of individual observations can proceed according to
Equation 5.14. Therefore, Equation 5.14 can be used as the algorithm to produce our final
science field maps, with
M =
(∑
i
1
Pi
)−1∑
j
Mj
Pj ,
where M is the Fourier transform of the full-data map, Pi is the two-dimensional PSD
(in µK2CMB ster) of the noise in the map made from observation i, and Mi is the Fourier
transform of the map made from observation i.
Note that we were forced to make several simplifying assumptions in order to develop
Equation 5.14. We have assumed that the pointing matrix, pT , is equal to one. We have
also assumed that the noise in our time-streams is stationary for each eight-minute-long
observation. Additionally, we have assumed that the PSD of the correlations between
bolometers is white, and that all of the correlations are time-instantaneous. Finally, we
have assumed that the map coverage (i.e., the number of time-stream samples that are
binned in each map-space pixel) is uniform, so that the Fourier transform of the map is
a valid description of the time-stream data. Deviations from these assumptions will alter
the map estimate we compute from the optimal least squares map estimate. But, these
deviations only effect how each time-stream sample is weighted before it is mapped. This
means our final map will have more noise compared to an optimal map, but it will not be
biased in any way. In other words, since the map-making operation is linear, the resulting
map will be unbiased no matter what weightings are used to co-add the data, as long as
the weights are properly normalized.
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5.4.3 The Bolocam Algorithm: Implementation
To start, we need to produce a map from the time-stream data for each eight-minute-long
observation. As mentioned in Section 5.4.2, this is done by calculating the variance in
measuring the peak flux of a point-like source under the assumption that the profile of the
time-stream PSD is similar for every bolometer. To determine this variance, we calculate the
PSD for each bolometer for each scan according to the formalism described in Appendix C.
These spectra are then averaged over all twenty scans and all temporal frequencies for each
bolometer, under the assumption that the noise properties do not change over the course
of the observation. Then, we determine the expected shape of a point-like source using
our measured beam profile and scan speed. Finally, Equation 5.15 is used to determine
the variance in measuring the peak flux of a point-like source for each bolometer, which
is inversely proportional to the weighting factor applied to the time-stream data for that
bolometer.
At this point, we have individual observation maps for every observation, and we can
make a map from all of the data using Equation 5.14. But, one of the main assumptions
made in developing Equation 5.14 was that the map coverage is uniform for each observation.
If this assumption fails, then the Fourier transform of the map is not a good description
of the time-stream data. Fortunately, our scan strategy produced highly uniform coverage
in the central region of the map, and this coverage falls rapidly to zero at the edges of the
map. See Figure 5.3. If we restrict our map to a square region in the center, with sides
of 42 arcminutes, then the fractional RMS variations in coverage for a single eight-minute-
long observation are only about 8 - 9%.14 Since the coverage variations are minimal, we will
assume that this square central region has uniform coverage, and therefore uniform noise
properties. This assumption of uniform coverage allows us to directly compute the Fourier
transform and noise properties of the map.
We now have a uniform coverage map for each observation, which can easily be Fourier
transformed to produce theMis needed in Equation 5.14. But, we still need to determine the
two-dimensional PSD of each single observation map. Due to residual correlations between
bolometers we do not understand the noise properties of our data well enough to determine
the map PSD from simulation, so we instead estimated the PSD by generating a large
14Discarding the data outside of this central region is equivalent to losing about 30% of the time-stream
samples.
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Figure 5.3: Map coverage, quantified by the number of time-stream samples that correspond
to a particular map-space pixel. The top plot shows a single eight-minute-long observation
made while scanning in the RA direction; the bottom plot shows the total of all ≃ 500
observations made of the Lynx field in 2003. The white square has sides of approximately
42 arcseconds and represents the region of the map defined to have uniform coverage. The
RMS deviations in coverage within this region relative to the average coverage within the
region are approximately 8 - 9% for a single observation and around 1.5% for the co-add of
all observations.
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number of jackknifed maps from our real data. In each jackknifed map, a different subset
of the time-streams from half of the scans within each observation was multiplied by -1.
This multiplication leaves the noise properties of the map unchanged15, while allowing us
to produce a large number of realizations for each map. Note that the residual atmospheric
noise correlations are time-instantaneous, so they remain in the jackknifed realizations.
We generated 100 realizations for each observation, and we set the true PSD for each
observation equal to the average of the map-space PSD computed for each realization.
See Equation 5.17. Examples of the PSDs we calculated are given in Figure 5.4. This
method of determining the map-space PSDs assumes that the time-stream data from each
scan is uncorrelated with the data from all other scans. We made the same assumption in
developing our map making algorithm, and it is reasonable since the time between scans is
larger than the cutoff of the high-pass filter we apply to the time-stream data. Additionally,
the covariance of maps made for a single observation from alternate scans is negligible,
supporting our assumption that individual scans are uncorrelated.
To determine the validity of the map-space PSDs we estimated from the jackknifed map
realizations, we examined the distribution of PSD values for each realization. If the noise
properties of the data are Gaussian, as we have assumed, then the PSD measured at any
given Fourier map-space pixel will be drawn from
f(xi,~ν) = (1/P~ν)e(−xi,~ν/P~ν), (5.16)
where xi,~ν is the measured PSD for realization i at pixel ~ν, P~ν is the true PSD for pixel ~ν,
and f(xi,~ν) is the probability density function of xi,~ν . See Appendix F for a derivation of
f(xi,~ν). Note that ~ν has units of spatial frequency (i.e., radians
−1), and describes a pixel
in the spatial Fourier transform of the map. The true PSD is estimated from
P̂~ν =
1
Nr
i=Nr∑
i=1
xi,~ν , (5.17)
15Each time-stream sample (and therefore each map-space pixel) can be expressed as the sum of two signals:
1) an astronomical signal and 2) a random noise signal that is drawn from the underlying distribution of
the noise in the Bolocam system. The astronomical signal corresponding to a particular map-space pixel
will be the same for any scan, and will disappear in the jackknife realizations when time-stream data from
half of the scans is multiplied by -1. But, if the underlying distribution of the noise is Gaussian, then the
distribution of signals it will produce is symmetric about 0. Therefore, the statistical properties of the noise
will be unchanged when half of the data is multiplied by -1.
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Figure 5.4: The map-space PSDs for single observations. The plot on the left shows the PSD
for an observation made while scanning in the RA direction in good weather conditions. The
plot on the right shows the PSD for an observation made while scanning in the dec direction
in poor weather conditions. In each case, note that there is a stripe of increased noise at
low frequency along the scan direction, due to time-stream noise with a 1/f spectrum.
where Nr = 100 is the number of realizations. To compare our measured PSDs to the
probability density function (PDF) given in Equation 5.16, we created the dimensionless
value
yi,~ν =
xi,~ν
P̂~ν
, (5.18)
with associated PDF
f ′(yi,~ν) = e−yi,~ν . (5.19)
Then, we compared our measured values of yi,~ν to the PDF in Equation 5.19. In general,
we found that our measured yi,~ν follow a distribution extremely close to f
′(yi,~ν), except
that the number of yi,~ν with values near zero is slightly less than expected. See Figure 5.5.
Therefore, the map-space PSDs estimated from the jackknife realizations should be a good
estimate of the true map-space PSDs.
5.5 Transfer Functions
The transfer function describes the fraction of the astronomical signal that remains after
processing, as a function of map-space Fourier mode. In order to determine the transfer
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Figure 5.5: The measured probability density function for the map-space PSD of a single
observation. This plot is typical of the distribution for all observations. The plot shows a
histogram of the number of times that the value of the normalized PSD for a pixel, yi,~ν ,
takes a particular value. The solid black line is the measured data, and the dashed red
line is the theoretical values for an ideal Gaussian distribution. There is a slight decrement
in the number of yi,~ν near zero, which results in a poor quality of fit (χ
2/DOF = 1.27).
However, the departures in the measured data from a Gaussian distribution are small.
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function of our data processing algorithms, we first generate a simulated map of the ex-
pected astronomical signal. This map is then reverse mapped into a time-stream using the
pointing information in a real observation. Next, this simulated time-stream is added to the
real bolometer time-streams from the observation, and then processed and mapped in the
standard way. A map made from data that did not have a simulated signal added to it is
then subtracted from this map, producing a map with the simulated signal after processing.
Finally, the PSD of this map is divided by the PSD of the original simulated signal map
to determine how much of the signal remains. More details of this calculation are given in
Appendix E.
This transfer function was computed for twenty randomly selected observations, ten
taken while scanning parallel to RA and ten taken while scanning parallel to dec. Realiza-
tions of the expected CMB signal were used as the simulated signal. These realizations were
generated in Fourier map-space assuming Gaussian fluctuations and a flat band power in
Cℓ = Cℓℓ(ℓ+1)/2π of 50 µK2CMB.16 For each observation, we averaged the transfer function
obtained from 100 different CMB realizations to determine the average transfer function.
We then compared the average transfer function for each of the ten observations taken with
a similar scan pattern. The result is that the transfer functions were the same within our
measurement uncertainty for all of the observations17. Therefore, we averaged the transfer
function from all ten observations to produce a high signal-to-noise measurement for each
cleaning method. See Figures 5.6 and 5.7.
Since all of the data processing is performed on the time-streams, the attenuation caused
by the processing has a preferred orientation based on the scan strategy. The result is a
transfer function that is not azimuthally symmetric, due to the large amount of attenuation
at low frequencies parallel to the scan direction. Additionally, there is a lot of attenuation
on scales larger than the Bolocam focal plane (≃ 500 radians−1) due to the atmospheric
noise removal algorithms. This occurs because these algorithms are designed to remove
all time-instantaneous signals at each data sample, which is equivalent to subtracting any
signals that vary slowly compared to the size of the focal plane.
16We chose to use 50 µK2CMB for the CMB signal because that is the best estimate for the amplitude at
150 GHz. However, in Appendix E we show that the transfer function does not depend on the amplitude of
the astronomical signal.
17Additionally, the transfer functions from the observations made while scanning parallel to RA are equiv-
alent to the transfer functions made while scanning parallel to dec, after a rotation of 90 degrees to account
for the scan direction.
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Figure 5.6: The transfer function for observations made while scanning parallel to RA.
Clockwise from top left, the plots show the transfer function for average sky subtraction,
planar sky subtraction, quadratic sky subtraction, and adaptive PCA sky subtraction. Each
contour on the plots represents 0.1. Additionally, each transfer function has been multiplied
by the effective transfer function of the beam, which attenuates the signal at high-~ν. Note
the large amount of attenuation at low frequencies along the scan direction, and at scales
larger than the focal plane size of approximately 500 radians−1.
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Figure 5.7: The transfer function for observations made while scanning parallel to dec.
Clockwise from top left, the plots show the transfer function for average sky subtraction,
planar sky subtraction, quadratic sky subtraction, and adaptive PCA sky subtraction. Each
contour on the plots represents 0.1. Additionally, each transfer function has been multiplied
by the effective transfer function of the beam, which attenuates the signal at high-~ν. Note
the large amount of attenuation at low frequencies along the scan direction, and at scales
larger than the focal size of approximately 500 radians−1.
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In addition to the signal attenuation caused by the data processing, the Bolocam sys-
tem also attenuates some of the astronomical signal. By scanning across the sky, we are
effectively convolving any signal with the profile of a Bolocam beam; since the beams have a
non-zero width, this convolution will act like a low-pass filter on all of the astronomical sig-
nals. This filter will be approximately symmetric because the Bolocam beam profiles have
a high degree of rotational symmetry. Additionally, since the beams are nearly Gaussian,
the filter will be approximately Gaussian with a HWHM of about 1000 radians−1 (which is
equivalent to a HWHMℓ ≃ 6000 in angular multipole space). See Figures 5.6 and 5.7.
In order to quantify the amount of signal attenuation by each atmospheric noise removal
algorithm, it is useful to determine the effective bandwidth of the transfer function. The
effective bandwidth describes the range of angular multipoles defined by the transfer func-
tion, and can be used to convert an angular power, Cℓ, to a map-space variance in µK
2
CMB.
In general, the effective bandwidth is calculated by integrating the transfer function over
all angular multipoles. However, since the expected SZE power spectrum is approximately
flat in Cℓ, it is more useful to weight the transfer function by the expected signal spectrum
of 1/ℓ(ℓ+1). This weighting will produce an effective logarithmic, rather than linear, band-
width, and can be used to convert an angular power in Cℓ to a map-space variance. This
effective logarithmic bandwidth, BWeff , is defined as
BWeff =
∫
~ν
d~νS~νW~νB~ν , (5.20)
where ~ν is the two-dimensional spatial frequency, S~ν is the expected signal spectrum, W~ν is
the transfer function of the data processing (in amplitude squared), and B~ν is the transfer
function of the Bolocam beam (in amplitude squared). Since the expected CMB signal has
a flat band power in Cℓ,
S~ν ∝
1
ℓ(ℓ+ 1)
(5.21)
for ℓ = 2π|~ν|.18 Assuming this spectrum for S~ν , a symmetric top-hat window between
ℓ = ℓmin and ℓ = ℓmax will produce a bandwidth approximately equal to
BWeff ∝ log(ℓmax)− log(ℓmin) = ∆ log ℓ. (5.22)
18We have used the small-scale flat sky approximation, ℓ = 2π|~ν|.
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sky subtraction ∆ log(ℓ)
average 0.98
planar 0.58
quadratic 0.37
adaptive PCA 0.51
Table 5.1: The effective bandwidth of the transfer function for the four types of atmospheric
noise removal algorithms.
Figure 5.8: Azimuthally averaged transfer functions for a single observation for each of the
four types of atmospheric noise removal algorithms.
Although the Bolocam transfer functions are highly non-symmetric, it is still useful to
determine the effective ∆ log(ℓ) for each of the atmospheric noise removal algorithms. See
Table 5.1 and Figure 5.8.
5.6 Optimal Sky Subtraction
Each of the 2003 science field observations were processed with average, planar, and quadratic
sky subtraction, creating three separate files for each observation. Quadratic subtraction
removes the most atmospheric noise, while average subtraction retains the most astronom-
ical signal, so there is an optimal sky subtraction algorithm for each observation based on
the type of astronomical signal we are looking for. To determine which algorithm is optimal,
we computed a figure of merit, FOM, for each subtraction method. Since the CMB signal
appears as a variance in the map, the variance on the CMB signal will be proportional to
the square of the map PSD divided by the transfer function of the experiment. This can
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be seen in Equations F.12 and F.13. Therefore, the FOM is defined as the inverse of this
variance on the CMB signal summed over all angular scales according to
FOM =
∑
~ν
S2~νW
2
~νB
2
~ν
P2~ν
, (5.23)
where ~ν is a two-dimensional spatial frequency with units of radians−1, S~ν is the expected
CMB power spectrum, W~ν is the transfer function of the data processing, B~ν is the transfer
function of the Bolocam beam, and P~ν is the PSD of the noise in the map. Note that
we have included the ≃ 5 - 6 arcsecond uncertainty in our pointing model in B~ν , and this
pointing uncertainty effectively broadens the beam. To be precise,
B~ν =
(
B~νe
−|~ν|2/2σ2k
)2
, (5.24)
where B~ν is the measured beam profile in Figure 3.17, and σk = 1/2πσp for a pointing
uncertainty of σp. For the CMB spectrum, we assumed a flat band power in Cℓ, so
S~ν =
1
ℓ(ℓ+ 1)
(5.25)
for ℓ = 2π|~ν|. The figure of merit is inversely proportional to the variance in an estimate of
the CMB amplitude (in µK2CMB), so it characterizes the signal-to-noise ratio of the map.
In the end, average subtraction was the optimal method for just over 50% of the obser-
vations, planar subtraction was the optimal method for just over 40% of the observations,
and quadratic subtraction was the optimal method for just under 10% of the observations.
See Table 5.2. In general, the amount of atmospheric noise in the data determines which
subtraction algorithm is optimal. Therefore, for a given night where the conditions are
similar for every observation, one algorithm is usually optimal for most of the observations.
This effect can be seen in Figure 5.9, where the the FOM is plotted for every observation
taken in 2003 for each science field. Note that quadratic subtraction is the optimal method
only when the weather conditions are extremely poor. This is because the CMB spec-
trum falls quickly at high frequency, and the quadratic subtraction algorithm attenuates a
large amount of signal at low frequency. For point-like sources, whose spectra are flatter,
quadratic subtraction is often the optimal processing method.
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science field average planar quadratic
Lynx 256 211 48
SDS1 260 226 33
Table 5.2: The number of observations of each science field that were optimally processed
by a given atmospheric noise removal algorithm.
Figure 5.9: The figure of merit (FOM) for the three types of atmospheric noise removal
algorithms for every observation made in 2003. The plot on the top shows observations of
Lynx, while the plot on the bottom shows observations of SDS1. The x-axis is observation
number, with the observations presented in chronological order.
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5.7 Final Map Properties
Once the FOM is determined for each subtraction method for each observation, we can then
produce a map of all of the data using the optimally processed map for each observation. To
produce this final map, we need to make a slight modification to Equation 5.14 to account
for the transfer function of the data processing and the Bolocam beam. We need to account
for these effects because the transfer function depends on the scan direction and optimal sky
subtraction algorithm for each observation. Therefore, the amount of astronomical signal
in the map is in general different for each observation. To account for the amount of signal
attenuation in each observation, the map PSD needs to be divided by the transfer function
and the Fourier transform of the map needs to be divided by the square root of the transfer
function. After making these modifications to Equation 5.14, we have
M =
∑
i
(
Mi√
WiBi
)(
WiBi
Pi
)
∑
j
(
WjBj
Pj
) (5.26)
as the optimal map estimate, M. Wi is the transfer function of the data processing for
observation i, Bi is the Bolocam beam profile for observation i,
19 Mi is the Fourier trans-
form of the map from observation i, and Pi is the noise PSD for observation i. Note that
the astronomical signal in M will be equal to the true astronomical signal, because we
have divided the Fourier transform of each single observation map, Mi, by the appropri-
ate attenuation factor,
√
WiBi. However, for some pixels in Fourier space, Wi and/or Bi
take on extremely small values, which means that some pixels in both the numerator and
denominator of M have extremely small values. Therefore, before taking the ratio of the
numerator and denominator in Equation 5.26 we apply a regularizing factor, so that
M ′ =
√
RM =
1√R
∑
i
(
Mi√
WiBi
)(
WiBi
Pi
)
1
R
∑
j
(
WjBj
Pj
) , (5.27)
for
√
R =
∑
i
(√
WiBi
) (
WiBi
Pi
)
∑
j
(
WjBj
Pj
) . (5.28)
19The beam profile is the same for every observation taken during a single observing season, but the beam
is slightly different for the 2003 and 2004 observing seasons.
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Although M ′ will be biased (i.e., it is not the Fourier transform of the true map of the sky),
this bias is accounted for by the final transfer function we calculate in Section 5.7.220. Note
that M ′ can be Fourier transformed back to map-space to produce a map m′, although m′
will be biased.
5.7.1 Noise PSDs
Analogous to the case of a single observation, we used jackknifed realizations of our data
to estimate the noise PSD of m′. In this case, each realization is generated by multiplying
a randomly selected set of half the observations in m′ by −1. The map-space PSD from
1000 realizations were averaged to determine the best estimate of the noise PSD for each
observing season for each science field, with the results shown in Figure 5.10. We also
analyzed the distribution of individual realization PSDs to determine if the underlying
probability distribution describing the noise is Gaussian. As in the single observation case,
we computed a dimensionless PSD value according to Equation 5.18, and compared the
distribution of these values to the PDF given in Equation 5.16. In general, the agreement is
excellent, indicating the underlying noise distribution is Gaussian21. However, the Gaussian
fits to the 2004 data are slightly worse than the fits to the 2003 data. Specifically, the
probability of getting a worse χ2 is 88%, 25%, 91%, and 2% for the 2003 Lynx field, 2003
SDS1 field, 2004 Lynx field, and 2004 SDS1 field, respectively. See Figure 5.11.
5.7.2 Astronomical Signal Attenuation
Now that the noise properties of the maps are well described, we need to determine the
amount of astronomical signal attenuation due to data processing, the Bolocam beam,
and the regularizing factor in Equation 5.27. Again, the method for calculating the transfer
function of the data processing and regularizing factor is analogous to the method described
in Section 5.5 for single observations. First, a simulated map of the expected CMB signal is
20In Equations 5.27 and 5.28, WiBi/Pi acts as a weighting factor for each observation. Therefore, M
represents the weighted mean of the Fourier transform of each single observation map divided by the square
root of the transfer function for that map, (M/
√
WB). Similarly,
√
R represents the weighted mean of the
square root of the transfer function for each observation,
√
WB. So, M ′ = (
√
WB)((M/
√
WB)), which
reduces to the weighted mean of all the single observation map Fourier transforms, M ′ ≃ M , in the limit
that all of the single observation transfer functions, WiBi, are the same.
21The Hanning window we apply to each map prior to Fourier transforming could potentially alter the
probability density function given in Equation 5.16. However, we have shown through simulations that the
Hanning window does not noticeably alter f(xi,~ν).
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Figure 5.10: The map-space PSDs of the maps made from co-adding all observations for
a given observing season. The plots in the top row are from 2003, and the plots in the
bottom row are from 2004. The plots on the left are for the Lynx field, and the plots on the
right are for the SDS1 field. Note that these PSDs have been calculated after applying the
regularizing factor in Equation 5.27, so the profiles and surface brightness units are not, in
general, physical. Additionally, the effects of the highly non-uniform transfer functions have
not been included. Still, the PSDs do illustrate that there is excess noise at low frequency
due to residual atmospheric noise, and they show an overall increase in noise level in the
2004 data compared to the 2003 data.
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Figure 5.11: A comparison between the distribution of PSD values from the jackknifed
realizations to a Gaussian PDF for the data co-added over all observations for a given
observing season. From top to bottom, the plots show the data from: Lynx in 2003, SDS1
in 2003, Lynx in 2004, and SDS1 in 2004. In general the agreement is quite good, but the
fits to the 2004 data are slightly worse than the fits to the 2003 data.
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generated, then reverse-mapped and added into the time-stream for every observation that
is co-added into m′. Next, these time-streams are processed and mapped in the same way
that the original data was processed and mapped, including application of the regularizing
factor22. The map made from the unmodified time-streams is then subtracted from the map
made from the time-streams that include simulated signal, and this map is compared to
the original simulated CMB map. More details of the calculation are given in Appendix E.
Since the beam profile is the same for every observation made during a single observing
season, the beam profiles, Bis, will cancel out in Equations 5.26, 5.27, and 5.28. The Bis
will approximately cancel even when adding data from separate seasons, since the beam
profile is similar in both years. Therefore, the beam profile in the final maps is the same as
the beam profile used for single observation maps. Contour plots of the total astronomical
signal attenuation are given in Figure 5.12 and Figure 5.13.
Compared to a single observation, the transfer functions for the final maps are much
closer to being rotationally symmetric. The difference in the transfer functions is at low
spatial frequencies parallel to either RA or dec, and is caused by adding observations made
while scanning in perpendicular directions. This is because the modes in single observation
maps, where there is a large amount of astronomical signal attenuation (i.e., at low frequency
parallel to the scan direction), do not contribute much to the final map. Therefore, most
of the signal at low frequency along the RA direction is obtained from maps made while
scanning parallel to dec, and vice versa. This effect can be seen by comparing the plots in
Figures 5.6 and 5.7 with the plots in Figure 5.12.
5.7.3 Noise from Astronomical Sources
Since the noise PSD of the final map is estimated from jackknifed realizations of the data,
all of the astronomical signal will be absent from the noise PSD. This is fine for the CMB
signal we are looking for, because we want to understand the noise of our system in the
absence of our signal of interest. However, we need to account for the noise produced by
other sources of astronomical signal, including galactic dust emission, radio point-source
emission, emission from dusty submillimeter galaxies, and primary CMB anisotropies.
The amount of galactic dust emission can be estimated from maps of our science fields
22Since the single observation PSDs, transfer functions, and beam profiles are the same for the original files
and the files with simulated CMB signal, the regularizing factor will be the same for both files. Therefore,
the transfer function computed in the end will account for the effects of the regularizing factor.
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Figure 5.12: Contour plots showing the fractional amount of astronomical signal that re-
mains in the maps made from all observations of each science field for each observing season.
The astronomical signal is attenuated both by our processing and map-making algorithms,
and by the Bolocam beam. Each contour line represents 0.1. Clockwise from top left, the
plots show: Lynx in 2003, SDS1 in 2003, Lynx in 2004, and SDS1 in 2004. Note that the
transfer functions for a given observing season are similar for each science field, because
the data was processed in a similar way. However, the 2004 data processed using adaptive
PCA sky subtraction has a much different transfer function than the 2003 data processed
with average, planar, or quadratic sky subtraction. Note that, especially in 2003, there is a
high degree of rotational symmetry compared to the single observation transfer functions in
Figures 5.6 and 5.7. There is slightly more attenuation along the νRA axis compared to the
νdec axis in the 2003 maps because more observations were taken while scanning parallel to
RA compared to scanning parallel to dec. This asymmetry between RA and dec scans was
caused by an observing error near the start of the season.
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Figure 5.13: The azimuthally averaged transfer function for the map made of each science
field for each observing season. Included in the legend is the value of ∆ log(ℓ) for each
map, which gives an estimate of the effective bandwidth of the map to a CMB signal with
a flat band power in Cℓ = Cℓℓ(ℓ + 1)/2π. Note that the effective bandwidth in 2003 is
approximately twice the effective bandwidth in 2004.
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Figure 5.14: Maps of the galactic dust emission in each science field, with Lynx on the left
and SDS1 on the right. Note that there is a different scale for the shading and contours for
the two plots.
taken from the full-sky 100 µm DIRBE/IRAS dust map [40,124]. To extrapolate the 100 µm
data to our band at 143 GHz ≃ 2.1 mm, we have used the “model 8” extrapolation given in
Finkbeiner, et al. [46]. At 100 µm, the typical surface brightness of the dust emission in our
science fields is just over 1 MJy/ster, which corresponds to a surface brightness of around
5 - 15 nKCMB for Bolocam. See Figure 5.14. Using the maps that have been scaled to
a surface brightness at 143 GHz, we determined the map-space PSD of the dust emission,
which corresponds to a Cℓ less than 10−6 µK2CMB for ℓ & 1000.23 See Figure 5.15. Since
this is well below the expected SZE-induced CMB anisotropy we are looking for, we will
assume that there is no dust emission in our science field maps.
Emission from radio point sources will also contribute to the astronomical signal in our
maps. The power spectrum from these sources can be calculated from
Cℓ =
∫ Scut
0
S2N(S)dS + wℓI
2, (5.29)
where S is the flux of the source, N(S) is the differential number of sources at a given flux
in a given solid angle, Scut is an estimate of the brightest source that cannot be resolved in
the map, Cℓ is the angular power spectrum, wℓ is the Legendre transform of the two-point
23Note that the resolution of the DIRBE/IRAS dust map is 6.1 arcminutes, which corresponds to HWHM
in ℓ-space of . 2000. Therefore, we have no direct knowledge of the power spectrum on scales smaller than
≃ 6 arcminutes, which are the angular scales Bolocam is most sensitive to. However, the power spectrum of
the dust falls rapidly at small angular scales, so the estimate at ℓ < 2000 should provide a reasonable upper
limit for the expected power spectrum at the scales Bolocam is most sensitive to.
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Figure 5.15: The map-space PSD of the dust emission in each science field. The dust signal
is several orders of magnitude below the expected SZE-induced CMB anisotropies.
correlation function of the sources, and
I =
∫ Scut
0
SN(S)dS (5.30)
is the background contributed by the sources [125,152]. We will assume wℓ = 0, since there
is a large amount of uncertainty in the clustering of these sources. Since any clustering will
push the power spectrum to lower ℓ, which would reduce the amount of power in our band,
this should be a conservative assumption. Differential number counts have been determined
from measurements at 1.4, 5, and 8.44 GHz [36,146], with
N(S)5GHz = 150 S
−2.5 Jy−1ster−1. (5.31)
Since the spectrum of the sources is nearly flat (i.e., Sν ∝ νβ with β = 0), this equation is
valid over a wide range of frequencies. Additionally, the WMAP K, Ka, and Q bands have
been used to determine the differential number counts at 22, 30, and 40 GHz [9]. N(S) is
similar for all three WMAP bands, and is . 70% of the value of the model in Equation 5.31.
The differential number counts at 40 GHz are described by
N(S)40GHz = 33 S
−2.7 Jy−1ster−1. (5.32)
To extrapolate this equation to the Bolocam band center at 143 GHz, we will use the
method described in White and Majumdar [152]. Since there is evidence of the power law
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for N(S) flattening out at higher frequencies, they describe the differential number counts
according to24
N(S)143GHz = (20− 33) S−2.3 Jy−1ster−1. (5.33)
We also need to estimate Scut in order to evaluate the power spectrum in Equation 5.29.
This cutoff flux will necessarily be somewhat arbitrary, but, since Cℓ is only weakly depen-
dent on Scut, it will not significantly alter our result. We have chosen Scut = 10 mJy, which
is approximately four times the RMS fluctuations per beam in maps made from the 2003
data that have been optimally filtered for point sources. Additionally, the largest excursions
in these maps are ≃ 10 mJy, further justifying our choice to set Scut = 10 mJy. Inserting this
value of Scut into Equation 5.29, along with Equation 5.33, yields Cℓ ≃ 1.1−1.9 Jy2 ster−1,
or Cℓ ≃ 7− 12 × 10−6 µK2CMB. To compare this angular power spectrum to the expected
SZE-induced CMB anisotropies, we compare the temperature fluctuation caused by Cℓ to
the temperature fluctuation caused by a constant band power in Cℓ given our full transfer
function, WℓBℓ, in Figure 5.13. For this comparison, we compute the value of a constant
Ceffℓ that would produce the same temperature fluctuation as Cℓ, given by
Ceffℓ =
∑
ℓCℓ
2ℓ+1
4π WℓBℓ∑
ℓ
2π
ℓ(ℓ+1)
2ℓ+1
4π WℓBℓ
. (5.34)
For the radio point sources with Cℓ = 7 − 12 × 10−6 µK2CMB, the effective Cℓ given the
Bolocam transfer function is Ceffℓ ≃ 35 − 60 µK2CMB, which is comparable to the expected
signal from the SZE-induced CMB anisotropies.
Additionally, emission from dusty submillimeter galaxies will be present in our maps.
The same method used to determine the power spectrum from radio point sources can
also be used to estimate the power spectrum of these sources. To calculate the differential
number counts we used the number counts distribution determined by Maloney et al. [87],
with
N(S)268GHz = 42 S
−2.7 Jy−1ster−1. (5.35)
The spectrum of these objects can be described by Sν ∝ νβ, where 2.5 . β . 3.5 [22],
24There is some uncertainty in the spectrum of Sν for these radio sources between 40 GHz and 143 GHz.
White and Majumdar quote two spectra, one with β = 0, and one with β = −0.3. This uncertainty in the
spectrum of the radio point sources results in a finite range for the normalization of the number counts after
extrapolating to 143 GHz.
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which gives a differential number count at 143 GHz of
N(S)143GHz = (1.0− 2.9) S−2.7 Jy−1ster−1. (5.36)
Inserting the above formula into Equation 5.29 gives Cℓ = 0.8 − 2.4 Jy2 ster−1, or Cℓ =
6 − 17 × 10−6 µK2CMB. Equation 5.34 can again be used to convert this to an effective
constant Cℓ for our transfer function, giving Ceffℓ ≃ 30 − 85 µK2CMB. Alternatively, we can
compute a power spectrum using the differential number counts derived from SHADES data
at 350 GHz [31], which is described by
N(S)350GHz = 2.2 × 104
[
S2 + (5.9× 107)S5.8]−1 Jy−1ster−1. (5.37)
Converting this N(S) to a differential number count at 143 GHz using the average spectrum
of ν3 yields a similar power spectrum, with Cℓ = 1.0 Jy
2 ster−1, or Cℓ = 8× 10−6 µK2CMB.
Since there is a wide range of uncertainty in the power spectrum for both the radio
and submillimeter point sources, we have not attempted to correct for this contamination
in our CMB amplitude estimates. This means that the upper limits we find for the CMB
amplitude will be conservative.
Finally, there will also be a signal in our map due to the primary CMB anisotropies,
which are distinct from the SZE-induced anisotropies that we are looking for. The power
spectrum of the primary CMB anisotropies has been measured to high precision by WMAP
at ℓ . 800 [63], by BOOMERANG at 500 . ℓ . 1100 [69], and up to ℓ ≃ 2500 by
ACBAR [78]. This measured power spectrum is well fit by theory, with only a small
number of free parameters. Therefore, we have generated a template of the primary CMB
power spectrum using the theoretical prediction generated by CMBFAST [29,127,159,160],
with the best fit values to the free parameters from WMAP, BOOMERANG, ACBAR,
and other CMB measurements25 [78, 132]. Since the CMBFAST routine only computes
the power spectrum up to ℓ = 3000, we fit a decaying exponential to the Cℓ versus ℓ to
extrapolate the primary CMB power spectrum to higher ℓ. We can again use Equation 5.34
to convert this power spectrum to an effective constant Cℓ given our transfer function, with
25The best fit values are: primordial helium fraction, YHe = 0.248; baryon fraction, Ωb = 0.0422; cold dark
matter fraction, ΩCDM = 0.203; dark energy fraction, Ωλ = 0.76; Hubble constant, H0 = 73 km sec
−1 Mpc−1;
number of effective neutrino species, Nν = 3.29; and an optical depth to the surface of last scattering of τ
= 0.09.
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source Ceffℓ accounted for
galactic dust . 10−10 µK2CMB no
radio point sources ≃ 35− 60 µK2CMB no
submillimeter point sources ≃ 30− 85 µK2CMB no
primary CMB anisotropies ≃ 45 µK2CMB yes
Table 5.3: The effective constant band power in Cℓ for the Bolocam transfer function,
according to Equation 5.34, for various astronomical signals.
Ceffℓ ≃ 45 µK2CMB. This band power is similar to what is expected from the SZE-induced
CMB anisotropies. However, in contrast to the radio and submillimeter point sources, the
primary CMB power spectrum is precisely known, and can be accounted for in our analysis.
A summary of the expected signal from the various astronomical sources is given in
Table 5.3 and Figure 5.16.
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Figure 5.16: The power spectra from the primary CMB anisotropies (short red dashes),
high and low estimates for radio point sources (green dash-dot), high and low estimates for
submillimeter point sources (blue dot-dot-dot-dash), and the analytically predicted SZE-
induced CMB anisotropies from Komatsu and Seljak [73] using the best fit value of σ8 from
Dawson, et al. [37] (long yellow dashes). Also included as a solid black line is the transfer
function of the final map of the Lynx field for the 2003 observing season, with arbitrary
normalization.
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Chapter 6 Science Analysis
Based on the estimated non-CMB noise in our maps, the CMB signal transfer function of
our maps, and the PSD of our maps we can estimate the total anisotropy (primary CMB +
SZE-induced CMB + any other astronomical signal) power spectrum for the angular scales
probed by our observations. Additionally, with knowledge of the expected primary CMB
signal and expected spectrum of the SZE-induced CMB anisotropies, we can determine the
amplitude of the SZE-induced CMB anisotropies.
6.1 Procedure
Anisotropies in the CMB, along with other unresolved astronomical signals, will produce
noise in our maps. Therefore, to measure the total anisotropy power spectrum, we need to
calculate the difference between the observed power spectrum of our maps and the expected
power spectrum of our maps. The observed PSD, which is the squared amplitude of the
Fourier transform of the final map, will be denoted by x~ν , where ~ν is the two-dimensional
Fourier space frequency in radians−1. The expected PSD, P~ν , consists of all the noise due
to non-astronomical sources (i.e., the Bolocam system), as well as the noise from unwanted
astronomical sources. However, we do not account for the expected noise from unwanted
astronomical sources since it is not well understood, and is expected to be much smaller than
the signal from the CMB anisotropies1. The noise level of the Bolocam system has been
estimated from jackknifed realizations of the data to give P~ν , and is shown in Figure 5.10.
In order to interpret the excess power (or excess variance) in the map, the amount of
astronomical signal attenuation needs to be determined. Signal is attenuated by our data
processing and map-making routines, along with our finite size beam profiles, with the
effective transfer functions of the map denoted by W~ν and B~ν , respectively. We have chosen
to model the CMB anisotropies according to Cℓ = AS~ν , for ℓ = 2π|~ν| and S~ν = 2π/ℓ(ℓ+1)
for a flat band power in Cℓ. With these definitions, the best fit amplitude for the CMB
1As detailed in Section 5.7.3, the noise from both radio and submillimeter point sources is not well
understood, so we have not accounted for the signal from these point sources in our analysis.
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anisotropy signal is determined by maximizing Equation F.8,
log(L) =
∑
~ν
(
−log(P~ν +AS~νB~νW~ν)−
x~ν
P~ν +AS~νB~νW~ν
)
,
with respect to A, where x~ν is the measured PSD of the science field map. For reference, a
detailed derivation of the above equation is given in Appendix F. Note that Equation F.8
allows for A < 0. Although such values are not physical, fluctuations in the noise can cause
the most likely value of A to be less than zero when the signal-to-noise ratio is low.
Since our maps are real, x~ν = x−~ν , P~ν = P−~ν , etc., so the sum in Equation F.8 only
includes half of the ~ν-space pixels. Additionally, the ~ν-space pixels are slightly correlated,
approximately 1 - 4% for nearest-neighbor pairs of pixels and less than 1% for all other
pairs of pixels. These correlations can be modeled as an effective reduction in the number
of ~ν-space pixels, with the effective reduction factor given by
Neff = Ntrue/
∑
~ν
∑
~ν′
c~ν,~ν′ , (6.1)
where Ntrue is the total number of ~ν-space pixels, Neff is the effective number of ~ν-space
pixels, and c~ν,~ν′ is the correlation between pixel ~ν and pixel ~ν
′. c~ν,~ν′ is calculated from the
Fourier transform of the map, M , according to
c~ν,~ν′ =
∣∣∣∣∣
〈
M∗~νM~ν′
〉
〈|M~ν |〉 〈|M~ν′ |〉
∣∣∣∣∣ . (6.2)
Equation F.8 is divided by the ratio of Ntrue to Neff to account for these correlations when
calculating the Bayesian likelihood, with Ntrue/Neff ≃ 2.3 for our data2. The location of
the peak in the likelihood is not affected by the value of Neff , however the width of the
likelihood is. Therefore, the Bayesian likelihoods we derive using Neff are not used to set
our final confidence level limits; they are only used as a rough estimate of these limits. Plots
of L versus A for each science field for each observing season are given in Figure 6.1.
Equation F.8 is useful for determining the most likely value of the CMB amplitude for
each data set, but it does not provide an accurate estimate of the confidence intervals on
A given our data. The reason we do not use the Bayesian model given by L to estimate
2This factor of 2.3 is due entirely to these correlations, and does not include the factor of 2 due to the
fact that the map is real.
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Figure 6.1: The Bayesian likelihood given by Equation F.8 for each science field for each
observing season. The likelihoods have all been normalized to one at the peak. These plots
should only be considered as rough estimates for determining confidence intervals, because
the cosmic variance of the CMB spectra, correlations among map pixels, and the physical
boundary that the CMB amplitude must be greater than or equal to zero have not been
fully accounted for in the likelihood function.
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the confidence intervals on A is because: 1) the correction factor Ntrue/Neff is only an
approximate way to account for the correlations between pixels, 2) L does not account for
the cosmic variance on the CMB spectrum, and 3) the physical boundary that the CMB
amplitude must be greater than or equal to zero is not properly dealt with in L.3 Instead,
we have used the following method to determine our confidence intervals, which relies on the
classical interpretation of probability and the Feldman and Cousins method of dealing with
physical boundaries and background signals [45]. To understand this interpretation, suppose
that the most likely CMB anisotropy amplitude given our data is A0. Next, consider a set
of experiments that are conducted under the same conditions, and have the same noise
properties as our experiment, but with a CMB anisotropy amplitude of A. This set of
experiments is then repeated for the full range of physically allowed values of A. We can
then determine the interval, [A1, A2], such that for any A within this interval the data from
no more than α of the experiments within a given set of experiments will produce a CMB
anisotropy amplitude that is more likely than A0. This means that given our measured
data, the true value of the CMB anisotropy amplitude is within the interval [A1, A2] at a
confidence level of α.
To apply this method to our data, we first create a simulated map of the CMB for a
given value of the CMB amplitude, Asim, using our assumed profile S~ν . This simulation is
produced by drawing a value for each pixel, ~ν, from an underlying Gaussian distribution,
then multiplying it by AsimS~ν . The PSD of this simulated map is multiplied by our full
transfer function and added to the jackknifed realization of our data, xi,~ν.
4 Note that a
different simulated map is created for each jackknifed realization of the data to account for
cosmic variance. Then, we use Equation F.8 to determine the most likely value of the CMB
amplitude, Aˆi, for realization i. By using jackknifes of our actual data we are including all
of the correlations between pixels, and by simulating the CMB maps we are accounting for
the cosmic variance of the CMB spectra. For a given value of Asim, we repeat this process
for each jackknifed realization of the data.
At this point, we have Nreal sets of data, each with a likelihood given by L(xi,~ν |Asim),
where i is the index for each of the Nreal jackknifed realizations of our data. We can arrange
3The standard Bayesian technique is to renormalize the likelihood to the integral over the physically
allowed region, but such a renormalization is not rigorously justified [156].
4The reason we add the simulated CMB map to the jackknifed realization map instead of the time-streams
is to reduce the amount of computational time required. Since the transfer functions of the maps are well
measured, there is no reason to add the simulated data directly to the time-streams.
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these data sets from most likely to least likely by ordering them according to L(xi,~ν |Asim).
Classically, we can then determine what values of Aˆi are within a given confidence level, α,
by determining the range of Aˆi for the most likely α×Nreal data realizations. However, this
approach can lead to confidence intervals that contain unphysical values for an observable,
or even intervals that contain no physically allowed values. Additionally, with small signals
and large backgrounds it can be unclear whether an upper limit or central confidence region
should be used until a result is obtained. The consequence of basing the choice of interval
on the result of the data is that the intervals under-cover (i.e., do not contain a large enough
range for the given confidence level) for a large range of values for the physical observable.
Therefore, to correctly determine our confidence intervals we will use the ordering
method developed by Feldman and Cousins [45]. Instead of ordering data sets based on
their likelihood, the data sets are ordered based on the ratio of their likelihood to the like-
lihood of the most probable physically allowed outcome. For example, if Aˆi < 0, then the
likelihood of the data set, L(xi,~ν |Asim), will in general be small. However, the likelihood of
that data set may not be small compared to the likelihood, L(xi,~ν |0), of the most probable
physically allowed alternative hypothesis of Aˆi = 0. Therefore, the correct way to order the
data is according to the value of
Ri =
L(xi,~ν |Asim)
L(xi,~ν |Aˆi,best)
, (6.3)
where Aˆi,best = max(Aˆi, 0) is the most likely physically allowed value of A for each data
realization. With this ordering principle, the confidence intervals never contain unphysical
values for the observable. Additionally, there is a smooth transition from the case of an
upper limit to a central confidence region, eliminating intervals that under-cover due to
choosing between an upper limit and a central region based on the result.
To apply this ordering principle to our jackknifed realizations, we first calculate Ri for
each of the Nreal data sets. Then, the range of Aˆi for a given confidence level is calculated
from the maximum and minimum values of Aˆi, denoted by [Aˆmin, Aˆmax], for the α×Nreal
data sets with the largest values of Ri. This means that the width of the confidence belt
at Asim is given by [Aˆmin, Aˆmax] (i.e., if the CMB amplitude is Asim and a large number
of experiments are performed with the same noise properties as our experiment, then the
estimated CMB amplitude for 100× α percent of these experiments will fall between Aˆmin
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Figure 6.2: Confidence intervals for the CMB amplitude for each science field for each
observing season. These values were determined from the confidence belts in Figure 6.3.
Note the break in the x-axis of the plot near an amplitude of 1300 µK2CMB.
and Aˆmax). By calculating [Aˆmin, Aˆmax] for the full range of Asim, we can construct a
complete confidence belt. This confidence belt can then be used to determine the upper
and lower limits at a given confidence level using the most likely value of A determined for
each science field for each observing season. See Figure 6.3 and Figure 6.2.
6.2 CMB Anisotropy Results
From Figure 6.2 it is clear that the data from the Lynx field in 2004 is inconsistent with the
other three data sets. Additionally, the 2004 Lynx data is inconsistent with the expected
signal of ≃ 50 − 100 µK2CMB. The cause of this inconsistency in the 2004 Lynx field is
not well understood, but it might be due to the adaptive PCA algorithm used to process
the data or because of the excess noise that was present in the 2004 data5. Unfortunately,
the extremely low signal-to-noise ratio of the data makes it difficult to determine the cause
of the problem. At first glance, the 2004 SDS1 data appears to agree well with the 2003
data. However, the Bayesian likelihood that the CMB amplitude is greater than 0 is less
than 4% for the 2004 SDS1 data. Feldman and Cousins [45] caution that their method for
determining confidence intervals may not be reliable when the probability of a physically
5See Section 4.4 for a detailed explanation of this excess noise in the 2004 data.
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Figure 6.3: Confidence belts for the CMB amplitude for each science field for each observing
season. The left row shows 68% confidence level belts, the middle row shows 90% confidence
level belts, and the right row shows 95% confidence level belts. Overlaid in red on each plot
is the most likely amplitude measured for each map. The upper and lower bounds of the
confidence level can be determined from the intersection of this red line with the confidence
belt.
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allowed outcome is very small. Therefore, the 2004 SDS1 data is also inconsistent with the
2003 data, presumably for the same reason(s) that the 2004 Lynx data is inconsistent. Due
to the higher noise level and larger amount of signal attenuation in the 2004 data, it is much
less sensitive to the CMB signal than the 2003 data. See Figure 6.1. Even if the most likely
amplitude in both 2004 data sets was 0 µK2CMB, the upper limits on the CMB amplitude
would drop by less than 5% compared to the upper limits found using only the 2003 data.
Therefore, we have chosen to ignore the 2004 data in determining our final results.
To determine the confidence intervals for the full data set, we make a joint estimate of
A using both the Lynx and SDS1 2003 data sets. The calculation was performed according
to the same methods described in Section 6.1 for the single field/season data sets. A plot
of the Bayesian likelihood, along with confidence belts computed using the Feldman and
Cousins method are given in Figure 6.4. Uncertainties in our pointing model have already
been included in these calculations, by an effective broadening of the Bolocam beam6. Our
upper limits on the CMB amplitude are equal to 588, 755, and 828 µK2CMB at confidence
levels of 68%, 90%, and 95%.
To determine the effective angular scale of our CMB amplitude measurements we have
computed our band power window function, WBℓ /ℓ,
7 using the method given by Knox [71].
A plot of the peak normalized band power window function for the full 2003 data set is
given in Figure 6.5. From this band power window function we have calculated an effective
angular multipole for our data set, ℓeff , given by
ℓeff =
∑
ℓ ℓ(W
B
ℓ /ℓ)∑
ℓW
B
ℓ /ℓ
, (6.4)
and equal to 5700. Additionally, the full-width half-maximum of the window function,
FWHMℓ, is equal to 2800. A plot comparing our result to other measurements of the CMB
on similar scales is shown in Figure 6.6.
6Uncertainties in the flux calibration have not been included here due to the standard convention. How-
ever, these uncertainties are included in our estimates of the SZE-induced anisotropies described in Sec-
tion 6.3.
7This band power window function is defined such that 〈CB〉 =
P
ℓ(W
B
ℓ /ℓ)Cℓ, where 〈CB〉 is the experi-
mental band power measurement for the power spectrum, Cℓ.
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Figure 6.4: The top left plot shows the Bayesian likelihood for a range of CMB amplitudes
for the full data set, which includes all of the observations made in 2003. The remaining
three plots show the classical confidence belts for the full data sets, for confidence levels of
68%, 90%, and 95%.
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Figure 6.5: The band power window function for the full 2003 data set. We have arbitrarily
peak normalized the window function.
6.3 SZE-Induced CMB Anisotropy Results
In order to determine the amplitude of the SZE-induced CMB power spectrum, we follow
the same method described in Section 6.1 to determine the total amplitude of the CMB
power spectrum. However, we now have to account for the signal from the primary CMB
anisotropies. Following the notation from Section 6.1, the noise contributed to the map
from the Bolocam system is given by P~ν . Since the spectrum of the primary anisotropies in
the CMB is well understood, we can calculate the expected noise from the primary CMB
anisotropies. To calculate this noise we first create a simulated map of the primary CMB, as-
suming that the underlying distribution of ~ν-space pixel values is Gaussian. This simulation
is produced by drawing a value for each pixel, ~ν, from an underlying Gaussian distribution,
then multiplying it by the best fit primary CMB spectrum given in Section 5.7.3. The PSD
of this map is then multiplied by W~νB~ν and added to a jackknifed realization of our data,
xi,~ν , to give x
[SZE]
i,~ν . A different simulated map is generated for each jackknifed realization
of the data to account for the cosmic variance in the CMB spectrum. These modified jack-
knifed realizations of the data can then be used to determine the expected PSD, P [SZE]~ν ,
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Figure 6.6: A plot of all of the current CMB anisotropy measurements above ℓ = 2000. Solid
lines represent observations made near 150 GHz, and dashed lines represent observations
made near 30 GHz. The primary CMB anisotropies are represented by a solid black line
on the left side of the plot, and the predicted SZE-induced CMB anisotropies are shown
as solid (150 GHz) and dashed (30 GHz) black lines. The analytic model of Komatsu and
Seljak [73], along with the best estimate of σ8 from Dawson, et al. [37], were used to estimate
the SZE-induced CMB anisotropies. All of the data is plotted with 1σ error bars, except
for the Bolocam upper limit at ℓ = 5700 and the BIMA upper limit at ℓ = 8748, which are
given as 90% and 95% confidence level upper limits, respectively. The ACBAR data was
taken from Kuo, et al. [78], the BIMA data was taken from Dawson, et al. [37], and the
CBI data was taken from Mason, et al. [88].
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for the noise contributed by the Bolocam system and the primary CMB anisotropies.
Next, we select a model spectrum for the SZE anisotropies, S
[SZE]
~ν . Using these new
definitions, the Bayesian likelihood function in Equation F.8 can be written as
log(L) =
∑
~ν
(
−log(P [SZE]~ν +A[SZE]S
[SZE]
~ν B~νW~ν)−
x
[SZE]
~ν
P [SZE]~ν +A[SZE]S
[SZE]
~ν B~νW~ν
)
,
where A[SZE] is the amplitude of the SZE-induced CMB anisotropies, and B~ν and W~ν give
the transfer functions of our beam and data processing. At this point we can proceed
exactly as in Section 6.1 to determine confidence intervals for A[SZE]. As before, we create
simulated SZE maps with an amplitude A
[SZE]
sim , add these to our jackknifed realizations
after multiplying by S
[SZE]
~ν B~νW~ν , then use the ordering method developed by Feldman
and Cousins [45] to determine the width of the confidence belt at A
[SZE]
sim . By repeating
this procedure for a range of physically allowed values of A
[SZE]
sim we can construct a full
confidence belt that can be used to determine our confidence intervals. Examples of these
confidence belts for a flat SZE spectrum are given in Figure 6.7.
Additionally, we need to account for the flux calibration uncertainty8. The uncertainty
in the flux calibration model derived from point sources is 5.5%, and the uncertainty in the
area of our beam is 3.1%. Therefore, the uncertainty in our surface brightness calibration is
6.3%. To determine the effect of this flux calibration error on our confidence intervals, we
multiplied each simulated primary and SZE-induced CMB map by φi = 1 + y, where y is
drawn from a Gaussian distribution with a standard deviation equal to our flux uncertainty
of 0.063. A different φi was generated for each simulated CMB map. This means that each
simulated map has a different flux calibration, distributed according to our uncertainty in
the calibration. New confidence belts were then calculated using the procedure described
in Section 6.19.
We have computed confidence intervals for two different SZE spectra: a flat spectrum,
S
[SZE]
~ν = 2π/ℓ(ℓ + 1) for ℓ = 2π|~ν| and the analytic spectrum calculated by Komatsu and
Seljak [73]. The results from both of these spectra are similar, which is reasonable since the
analytic spectrum is nearly flat at the scales we are most sensitive to (4000 . ℓ . 7000).
8The flux calibration uncertainty was not included in our total anisotropy amplitude estimate because
that is the standard convention.
9We have also determined the confidence intervals assuming that there is no uncertainty in the known
flux of Uranus and Neptune (i.e., the only flux calibration uncertainties are due to our measurement errors
and observational techniques). In this case, the flux calibration uncertainty is 3.5% instead of 6.3%.
178
Figure 6.7: The left plot shows the 68% confidence belt for the full 2003 data set for an
SZE-induced CMB amplitude for a flat SZE spectrum. The plot on the right shows the
corresponding 90% confidence belt.
See Table 6.1. In addition to the analytic spectrum calculated by Komatsu and Seljak,
several SZE power spectra have been determined via hydrodynamic simulations using either
MMH (moving-mesh hydrodynamic) or SPH (smoothed-particle hydrodynamic) algorithms.
Examples of MMH simulations can be found in Zhang, et al. (2002) [162], Seljak, et al.
(2001) [126], Refregier, et al. (2000) [108], and Refregier and Teyssier [109]. Examples of
SPH simulations can be found in da Silva, et al. (2001) [35] and Springel, et al. (2001) [134].
Since most of the simulated SZE spectra are approximately flat at the angular scales we are
most sensitive to, we have not determined confidence levels using any of these spectra. See
Figure 6.8.
6.4 Conclusions
Komatsu and Seljak determined that the amplitude of the SZE-induced CMB anisotropies
scales according to σ78(Ωbh)
2, and is relatively insensitive to all other cosmological parame-
ters [73]. Using the results fromWMAP, Boomerang, ACBAR, and other CMB experiments,
the best fit values for σ8, Ωb, and h are 0.78, 0.0425, and 0.729 [78]. These values produce a
maximum SZE anisotropy amplitude of less than 10 µK2CMB at our band center of 143 GHz
for the analytic Komatsu and Seljak spectrum. For comparison, the 90% confidence level
upper limit on the analytic spectrum based on our data is 1093 µK2CMB, including our flux
calibration error. See Table 6.1. Based on this upper limit, assuming the scaling relation
given by Komatsu and Seljak and holding all other parameters fixed, the corresponding
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Figure 6.8: SZE spectra calculated from various MMH or SPH simulations (dashed lines)
[35,108,109,126,134,162] and from the analytic model given by Komatsu and Seljak (solid
lines) [73]. Each of the simulations was run with slightly different input parameters, and
an analytic spectrum was calculated for each set of parameters. All of the spectra have
been scaled by σ78(Ωbh)
2, since this combination of parameters approximates the amplitude
of the spectra to good precision. The highlighted region between ℓ = 4000 and ℓ = 7000
indicates the range of angular scales Bolocam is most sensitive to, and most of the spectra
are reasonably flat within this region. Figure adapted from Komatsu and Seljak [73].
180
SZE-induced CMB anisotropy results
spectrum flux uncertainty 68% CL interval 90% CL interval 95% CL interval
flat 0 90 ≤ 582 µK2CMB 0 ≤ 747 µK2CMB 0 ≤ 830 µK2CMB
flat 3.1% (inst only) 89 ≤ 634 µK2CMB 0 ≤ 794 µK2CMB 0 ≤ 876 µK2CMB
flat 6.3% (total) 83 ≤ 692 µK2CMB 0 ≤ 956 µK2CMB 0 ≤ 998 µK2CMB
K-S 0 89 ≤ 625 µK2CMB 0 ≤ 789 µK2CMB 0 ≤ 881 µK2CMB
K-S 3.1% (inst only) 87 ≤ 655 µK2CMB 0 ≤ 853 µK2CMB 0 ≤ 960 µK2CMB
K-S 6.3% (total) 84 ≤ 842 µK2CMB 0 ≤ 1093 µK2CMB 0 ≤ 1143 µK2CMB
Table 6.1: Confidence intervals for our estimate of the SZE-induced CMB anisotropy am-
plitude for both a flat SZE band power in Cℓ, and the SZE spectrum given by the analytic
model of Komatsu and Seljak [73]. The limits for the analytic model refer to the peak am-
plitude of the SZE spectrum, and therefore make the upper limits for the analytic spectrum
appear artificially high compared to the upper limits for the flat spectrum. The three rows
for each spectrum give the upper limits for no uncertainty in our flux calibration, the 3.1%
uncertainty in our flux calibration due to measurement error, and the 6.3% uncertainty in
our flux calibration due to the combination of measurement error and uncertainty in the
surface brightness of Uranus and Neptune.
90% confidence level upper limit on the three cosmological parameters is: σ78(Ωbh)
2 < 2.13.
Individually, the best constraint can be placed on σ8 since the amplitude depends most
strongly on this parameter, with σ8 < 1.55 at a confidence level of 90%.
181
Chapter 7 Other Bolocam Science
7.1 Surveys for Dusty Submillimeter Galaxies
Dusty submillimeter galaxies are high redshift, extremely luminous galaxies obscured by
dust. Optical and ultraviolet radiation from young stars within the galaxy heat this dust,
and thermal emission from the dust allows these galaxies to be detected at submillimeter
wavelengths. The inferred formation rate of these young stars is very large, around 100 -
1000 M⊙yr−1 [16]. At these high star formation rates, all of the stars in a typical elliptical
galaxy could be created on a time scale of 100 million years, so these dusty galaxies might
be the progenitors of elliptical galaxies and spiral bulges [131,140]. Therefore, knowledge of
these dusty submillimeter galaxies will help provide a complete picture of galaxy formation.
Bolocam has been used at 1.1 mm to conduct two deep surveys for dusty submillimeter
galaxies. One survey was conducted toward the Lockman Hole, covering & 300 arcminutes2
with an RMS per 30 arcsecond FWHM beam of 1.4 mJy [82]. The second survey was
conducted towards the COSMOS field and covers ≃ 1000 arcminutes2 with an RMS per
30 arcsec FWHM beam of 1.9 mJy [3]. In each survey approximately 15 sources were
detected. See Figure 7.1. The inferred luminosities of these sources are & 1013 L⊙, implying
star formation rates of several hundred M⊙ per year. Additionally, differential number
counts have been calculated from the these maps, with the best model from the Lockman
Hole map1 derived from a P (D) analysis and given by N0 = 1595
+85
−238 mJy
−1deg−2 and
δ = 2.7+0.18−0.15 for a power law of the form N(S) = N0S
δ [87]. This N(S) is a factor of 2 - 3
lower than the best fit model derived from MAMBO data at 1.2 mm [55] and the model in
Blain, et al. [16] However, the MAMBO model is consistent with the Bolocam model given
the flux calibration uncertainty of each data set, and the Bolocam model is consistent with
the Blain model above the detection threshold in the Bolocam maps. See Figure 7.2.
1The data from the COSMOS map is consistent with the model N(S) derived from the Lockman Hole
map.
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Figure 7.1: Left: The Bolocam map of the Lockman Hole, with the dusty submillimeter
galaxy source detections circled. The uniform coverage region of the map is indicated by
the solid black line. Right: A histogram of the pixel values in the map. The dashed line
is a Gaussian fit of the noise determined from jackknifed realizations of the data, and the
shaded region indicates the emission from galaxy candidates. Both plots have been taken
from Laurent, et al. [82].
Figure 7.2: A model of the differential number counts of dusty submillimeter galaxies derived
from the Bolocam Lockman Hole survey. The model is given by the solid black line, with
68% and 95% confidence limits given by the dark and light gray shaded areas. The solid
circles represent the MAMBO data [55], and the open diamonds represent the model from
Blain, et al. [16]. The dashed line represents the initial model derived from the Bolocam
data in Laurent, et al. [82]. Figure taken from Maloney, et al. [87].
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7.2 Molecular Cloud Surveys
Stars are born in molecular clouds, and the crucial step in this birth appears to be formation
of dense cloud cores. Therefore, knowledge of these cores is an important step towards
understanding both the efficiency and distribution of star formation [44]. These pre-stellar
cores are cold, with temperatures near 10 K, so they are most easily seen at millimeter
and submillimeter wavelengths. Bolocam was used to map 7.5 deg2 of the Perseus cloud
at 1.1 mm to an RMS of 15 mJy per beam [42], and 10.8 deg2 of the Ophiuchus cloud at
1.1 mm to a non-uniform RMS of about 10 - 30 mJy per beam [158]. Approximately 60
new cores, among 122 total cores, were detected in Perseus with a 5σ mass threshold of
0.18 M⊙, and 44 cores were detected in Ophiuchus with masses as low as 0.24 M⊙. For each
cloud the core mass function can be fit with a power law, and the slope of the power laws
are slightly shallower than the initial mass function slope. Additionally, the total mass in
these discrete cores is less than 5% of the total cloud mass, and most of the cloud contains
no compact millimeter emission. Maps of the two clouds are shown in Figure 7.3.
7.3 Targeted Cluster Observations
Since November 2006, we have observed nine clusters and one blank test field at 150 GHz
with Bolocam at the CSO, and each cluster has been observed for a total of approximately
ten hours. We have been granted twenty nights per year for the next three years to con-
tinue this project, and we expect to image thirty more clusters assuming a weather-related
observing efficiency of ≃ 50%. We scanned the telescope in a Lissajous pattern, which was
essentially 100% efficient mapping the center of the cluster, and 50% efficient at a radius
of ≃ 5 arcminutes.2 To remove the atmospheric noise from this data we have used the
quadratic subtraction algorithm, masking off the data within 2 arcminutes of the cluster
center as described in Section 5.3.1. This removal algorithm acts like a spatial high-pass
filter on our data, with an effective length scale given by the eight arcmin diameter of the
focal plane. From simulations, we estimate that the peak signal from a massive cluster is
reduced by ≃ 2/3 due to our atmospheric noise removal. See Fig. 7.4. In the future we
plan to use an iterative map-making procedure in order to recover more of the cluster flux.
2Bolocam must be scanned quickly in order to separate the astronomical signal from low-frequency
atmospheric noise. However, if we raster scan across the cluster, then the observing efficiency is only 10 -
15% due to the time required to turn the telescope around between scans.
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Figure 7.3: Maps of the Perseus (top) and Ophiuchus (bottom) molecular clouds made with
Bolocam at 1.1 mm. The cores detected in each map are denoted by small red circles.
185
Figure 7.4: Left: Profile of a simulated cluster based on CL0016+1609. Note that the
edge of the image, 10 arcmins from the center, has a brightness of around 5 mJy/beam or
50 µKCMB. Right: Image of the same cluster after applying our atmospheric noise removal
algorithm. The peak height is reduced by a factor of ≃ 3, and the profile is narrowed.
However, the high-pass filter due to our atmospheric noise removal sets a fundamental limit
on how much signal is attenuated; even if all of the signal on small scales is recovered the
peak flux will still be reduced by a factor of ≃ 1/3.
To estimate the sensitivity of the maps, we have created jackknife maps, where a random
half of the ten-minute-long observations are multiplied by -1. These jackknife maps are free
from astronomical signal, but still maintain the noise properties of the original map under
the assumption that the observations are uncorrelated. Our beam-smoothed maps have an
RMS per 1.4 arcmin effective beam of ≃ 15−25 µKCMB (RMS in y of 5−10×10−6), which
corresponds to a signal-to-noise ratio of 10 - 15 for the typical maximum SZE decrement of
≃ −200 µKCMB. See Fig. 7.5. These decrements correspond to y0 ≃ 75× 10−6, which is a
factor of ≃ 3 below the accepted values of y0 for the clusters we have observed, as expected
from our simulations to calculate signal attenuation. For comparison, the signal-to-noise
ratio of these images is comparable to the best SZE images produced to date, made with
the OVRO/BIMA interferometers at 30 GHz [107]. Before we begin a rigorous analysis of
the cluster images, we still need to develop a way to remove the scan-synchronous artifacts
that appear with an amplitude of ≃ 30% of the cluster peak amplitude.
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Figure 7.5: Top: Abell 697. Bottom: SDS1 (blank test field). Left: Beam-smoothed image
of the cluster/test field. Center: Beam-smoothed jackknife image of the cluster/test field.
The white dashed contours correspond to a S/N of -1, the black dashed contours correspond
to a S/N of +1. The noise level is similar in both images, and the contours correspond to
≃ 15 µKCMB. Right: Radial plots, with black for the image and blue for the jackknife
image. The top plot shows a point for each map-pixel, the middle plot shows S/N weighted
bin averages, and the bottom plot shows direct bin averages.
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Appendix A Astronomical Flux and Surface Brightness
Conversion Factors
Our data was calibrated against the flux of point sources, so the default is for our maps to
be made in units of mJy. However, flux density is not always the most useful calibration
for the maps. To convert from flux density in mJy to surface brightness in mJy/ster, we
divide by the Bolocam beam area, with
NESB =
NEFD
Ωbeam
=
(
9.33 × 10−8 mJy/ster
mJy
)
NEFD (A.1)
for our beam area of Ωbeam = 3968 arcsec
2. See Figure 3.15. It is also possible to convert
to surface brightness units relative to the temperature of a blackbody in the Raleigh-Jeans
limit, with
NETRJ = NESB
(
dBRJν
dT
∣∣∣∣
ν=ν0
)−1
, (A.2)
where BRJν = 2kBTν
2/c2 is the surface brightness of a blackbody in the Raleigh-Jeans limit.
kB is Boltzmann’s constant, T is the temperature of the blackbody, and ν0 = 143 GHz is
the effective band center for Bolocam. See Table 2.2. Equation A.2 can be rewritten in
terms of the NEFD as
NETRJ =
NEFD
Ωbeam
(
c2
2kBν20
)
=
(
17.1
µK
mJy
)
NEFD. (A.3)
A similar relation can be used to convert to surface brightness units relative to the temper-
ature of the CMB, with
NETCMB = NESB
(
dBCMBν
dTCMB
∣∣∣∣
ν=ν0
)−1
, (A.4)
where
BCMBν = 2kBTCMB
ν2
c2
x
ex − 1 (A.5)
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is the surface brightness of the CMB, TCMB = 2.73 K is the temperature of the CMB, and
x = hν/kBTCMB where h is Planck’s constant. Again, we can relate NETCMB to NEFD,
with
NETCMB =
NEFD
Ωbeam
(
c2
2kBν
2
0
)
(ex − 1)2
x2ex
=
(
28.3
µKCMB
mJy
)
NEFD (A.6)
using
dBCMBν
dTCMB
∣∣∣∣
ν=ν0
= 2kB
ν2
c2
x2ex
(ex − 1)2 , (A.7)
for NEFD in mJy and NETCMB in µK. Finally, to convert to surface brightness units
relative to the SZE y parameter,
NEy = −1
2
NEFD
Ωbeam
c2
2kBν2TCMB
=
(
−3.14× 10−6 1
mJy
)
NEFD, (A.8)
for NEFD in mJy.
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Appendix B Data Synchronization
There are two data synchronization problems that must be addressed prior to analyzing
Bolocam data. The first synchronization issue arises because of the finite time it takes for the
multiplexer in our data acquisition system to sample each channel. So, up to 0.02 seconds
can elapse between when the signal from the first and last bolometer are recorded for a
given sample. Since we scan at 240 arcseconds/sec, this 20 ms timing error can create a
pointing error of 5 arcseconds, which is non-negligible compared to our 5 arcsecond pointing
uncertainty. The second synchronization issue arises because the pointing information is
recorded by the telescope computer while the bolometer information is recorded by our
data acquisition computer. Therefore, these two data streams need to be aligned in order
to create a map from the bolometer data.
B.1 Data Acquisition System Multiplexer
Bolocam uses a National Instruments SCXI-1001 multiplexer to read the 300+ channels
of bolometer signals, bias signals, etc. Each signal is sampled at 50 Hz, or once every
20 ms. The multiplexer can sample at 20000 Hz, or once every 50 µs, which means that
it takes approximately 15 ms to sample every channel. The end result is that the first
bolometer signal is digitized about 15 ms before the last bolometer signal, which translates
to a pointing difference of around 4 arcseconds with our scan speed of 240 arcseconds/sec.
This is not a huge effect since our beams have a FWHM of approximately 60 arcseconds,
but it is large enough to detect.
During the 2003 observing run we collected data while the dewar was capped, which
means each bolometer was exposed to the same optical signal. Therefore, the time-streams
of all bolometers will be the same (ignoring small differences in gain, responsivity, etc.),
except they will be shifted relative to each other according to when the multiplexer reads
their signals. This shift can be determined by the phase of the cross PSD between the
bolometer pairs, with the results shown in Figure B.1. Additionally, this effect can be seen
by plotting the phase angle of each bolometer pair versus the physical angle between them
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Figure B.1: Scatter plot of time offset between bolometer pairs for capped observations
taken during the Fall 2003 observing run. The vertical axis is the measured offset, the
horizontal axis is the offset predicted from the sampling properties of the multiplexer. Note
that the scale of the two axes is different. A line with a slope of 1 and intercept of 0 is
plotted for reference.
on the focal plane, since the multiplexer orders the channels by hextant (see Figure B.2).
In order to correct for this offset between the bolometer signals, we linearly interpolate
each bolometer time-stream between consecutive 50 Hz samples. Since the data acquisition
system (DAS) computer is aligned with the telescope computer based on a logic signal
that is digitized by both computers, the time when this logic signal is digitized by the
DAS computer is chosen as the zero point for the interpolation. For example, if a given
bolometer is sampled ∆tb seconds after the reference logic signal, then we will interpolate
the time-stream according to
d′n =
(
1−
∣∣∣∣∆tb∆t
∣∣∣∣) dn + ∣∣∣∣∆tb∆t
∣∣∣∣ dn+∆tb/∆t (B.1)
where d′n is the interpolated data time-stream, dn is the original data time-stream, ∆t is
the time between samples, and n is the sample number. Since ∆tb < ∆t, we do not need
to worry about shifting the data by more than one sample. Alternatively, this shift can be
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Figure B.2: Plot of relative bolometer pair angle on the focal plane versus time offset for
capped observations during the 2003 observing run. The red diamonds show the mea-
sured values and the black diamonds show the predicted values from the properties of the
multiplexer.
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performed in frequency space by applying
Sm =
(
1−
∣∣∣∣∆tb∆t
∣∣∣∣+ ∣∣∣∣∆tb∆t
∣∣∣∣ e−sign(∆tb)i2πfm∆t) (B.2)
to the Fourier transform of the time-stream data, where fm is frequency in Hz and m is
the frequency-space index. Sm acts like a filter, and for all non-zero frequencies |Sm| < 1.
Therefore, to preserve the noise properties of our data, we divide the Fourier transform of
the shifted time-stream by |Sm|. In summary, we shift the time-stream data according to
Equation B.1, then correct for the filtering effects of this shift in frequency-space by dividing
by |Sm|.
B.2 Aligning the Telescope and DAS Computer Data Streams
In order to align the time-streams from the telescope computer (mostly pointing informa-
tion) and the DAS computer (mostly bolometer signals), each computer digitizes the same
logic signal1. This logic signal is low only when the telescope is scanning, so there is a tran-
sition at the start and end of each scan. Since each scan is roughly 10 seconds in length, the
transitions of this logic signal are fairly frequent. Each transition allows us to align the two
data streams to within 0.02 seconds, because the DAS data is sampled at 50 Hz. In order
to improve the alignment, we investigated some of the subtleties involved in analyzing the
offset in the logic transition for the two computers.
B.2.1 Results
First, note that the telescope data is digitized at 100 Hz instead of 50 Hz. Without loss of
generality, assume that the telescope data is digitized at t=0.00, 0.01, etc., while the DAS
data is digitized at t=0.00+∆t, 0.02+∆t, etc., where ∆t is a uniformly distributed random
variable between 0 and .02 and t is measured by the telescope clock. The reason for ∆t is
that the DAS clock runs about 94 ms/hour slower than the telescope clock, so in general no
DAS sample is digitized at the same absolute time as a telescope sample. However, since
∆t is slowly varying it is reasonable to assume it is constant for a single scan. Further,
assume that the telescope sample at t=0.00 is the first sample with a logic low, signaling
the start of a scan. We down-sample the telescope data by a factor of 2 before storing it to
1The logic signal is sent via a physical cable from the telescope to our DAS computer.
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disk, so we select every other sample from the telescope. This means that we are equally
likely to select the sample at t=0.00 as we are to select the sample at t=0.01. Therefore,
the average start time of the scan according the the telescope computer is t=0.005.
The DAS digitizes the logic signal of the telescope computer, so the signal will be
recorded as low by the DAS computer the first time it digitizes the signal after the telescope
has gone low. This means that the start time of the scan according to the DAS will be
∆t. Recall that ∆t is a uniformly distributed random variable between 0 and .02, so on
average the DAS will think the scan starts at t=0.01. This means that when we calculate
the offset between the two computers based on the tracking logic signals, the DAS will be
5 ms behind the telescope on average2.
However, this is not the way that we calculate the start of a scan. The method described
above provides a first guess of the start (and end) of each scan. Then, each scan is forced
to be a certain length (e.g., if the scan is 600 arcseconds long and the scan speed is 240
arcseconds/sec then the scan should contain 125 50-Hz samples). Next, the offset, in number
of 50 Hz frames, between the DAS computer and the telescope computer is constrained to
be the same for both the start and end of each scan. The end result is that every scan
contains the correct number of frames, and the offset between the computers is a perfect
step function. Here is a simple example. For a given scan the DAS computer has 124 frames
and the telescope computer has 125 frames. The offset, DAS start frame minus telescope
start frame, between the computers is 12 50-Hz samples at the start of the scan and 11
samples at the end of the scan. If the average offset of the 2 previous and 2 subsequent
scans is 12 samples, then the assumption is made that 12 is the true offset of this scan. So,
if a frame is added to the end of the DAS scan, then the DAS scan will have the correct
number of frames and the offset will be correct.
The complexity of determining the time delay of the scan on the DAS compared to
the telescope is daunting when the scan information is calculated in the manner described
above (note that this time delay is calculated after accounting for the offset of 12 frames).
Therefore, a simulation was run to determine the time delay, which was calculated by
the simulation to be 9.770 ± .002 ms. To test for this delay the centroids produced from
observations of Uranus and Neptune were compared for left-going and right-going scans. A
time offset between the pointing information and the bolometer data would show up as a
2Simulations produce an average time delay of 4.991 ± .004 ms for the DAS.
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pointing offset along the scan direction for the two sets of scans. The 21 centroids from these
observations give a time delay of 9.1± .9 ms, consistent with our prediction of 9.77 ms.3
B.2.2 Details of the Simulation
A 100 Hz string of logic signals, representing the telescope time-stream before it is down-
sampled to 50 Hz, is produced. Each scan in this time-stream contains one less sample
than it should (e.g., if the scan should have 125 50-Hz samples then the simulation pro-
duces scans with 249 samples), and each scan starts randomly on either an odd or even
sample number. These two input parameters to the simulation are justified below. This
simulated logic signal is generated to have the same number of scans and same number of
samples per scan as our real data. Next, a 100 Hz string (telescope) of times, in seconds
relative to the first frame, is generated to correspond to the time when each logic signal
was taken. Additionally, a 50 Hz string (DAS) of times is created, with the start frame
randomly offset by an amount between 0 and 0.02 seconds and every frame multiplied by
a factor to account for the DAS running slower than the telescope by 94 ms/hour. Then, a
50 Hz logic signal (DAS) is generated by giving each sample the value of the 100 Hz logic
sample (telescope) with the closest earlier time. Recall that this is how the DAS logic signal
is actually digitized. Finally, the telescope logic signal is down-sampled to 50 Hz, and the
two logic signals are input to the same program used to calculate the scan information for
real data. The time delay of the DAS was calculated by differencing the time according to
the DAS computer when the scan starts with the time according to the telescope computer
when the scan starts. The results of this simulation are given in Table B.1, and agree well
with our real data.
Randomly starting the scan on odd-or even-numbered samples is reasonable because the
number of 50 Hz frames between scans varies by approximately 100 for a single observation.
Since the time between scans varies by such a large amount from one scan to the next
it seems reasonable that the start frame will be randomly either even or odd. The only
justification for making each scan with one fewer frame than it should have, is that any
other reasonable assumption does not fit the data. The following possibilities, in addition to
3After correcting for a 9.77 ms time delay, the 21 observations give an average time delay of −.36±.93 ms.
The reason the new time delay was not 9.1 - 9.770 = -.67 ms is that the time delay is calculated by centroiding
a binned map, and therefore depends on the binning, which changes when the time delay is corrected. For
reference, the average pointing error in the direction perpendicular to the scan is .208± .191 arcseconds (or
.87± .79 ms after dividing by the scan speed).
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planet obs pointing obs science field obs
data simulation data simulation data simulation
total scans 1792 1792 11592 11592 18960 18960
DAS/tel wrong length 905 901.3 ± 21.6 5654 5798.2 ± 90.8 9467 9500.5 ± 114.2
tel scan too short 460 435.1 ± 14.9 2814 2877.1 ± 64.8 4680 4600.4 ± 79.8
tel scan too long 0 0.0± 0.0 0 0.0± 0.0 0 0.0± 0.0
DAS scan too short 445 466.2 ± 15.7 2840 2921.1 ± 63.7 4786 4900.1 ± 81.7
DAS scan too long 0 0.0± 0.0 0 0.0± 0.0 1 0.0± 0.0
add to tel start 458 433.9 ± 15.0 2781 2833.8 ± 65.2 4621 4515 ± 80.2
sub from tel start 0 0.0± 0.0 0 0.0± 0.0 0 0.0± 0.0
add to tel end 2 1.3± 1.0 33 43.3± 10.7 59 85.4 ± 14.7
sub from tel end 0 0.0± 0.0 0 0.0± 0.0 0 0.0± 0.0
add to DAS start 1 1.3± 1.0 28 53.5± 11.8 67 95.7 ± 15.6
sub from DAS start 0 0.0± 0.0 0 0.0± 0.0 0 0.0± 0.0
add to DAS end 444 464.9 ± 15.8 2812 2867.6 ± 64.4 4719 4804 ± 82.1
sub from DAS end 0 0.0± 0.0 0 0.0± 0.0 1 0.0± 0.0
DAS time lag (ms) N/A 9.912 ± .002 N/A 9.744 ± 0.003 N/A 9.606 ± .003
Table B.1: Actual scan data compared to simulations. In each simulation the total number
of scans is normalized to be the same as the data. The data includes all observations taken
at 240 arcseconds/sec in October 2003. The errors are the 1 sigma statistical errors on the
simulated values due to the finite length of each simulation.
how the simulation was actually performed, were attempted in every possible combination:
scan length is always the number of 100 Hz frames it should be, scan length is randomly
within one of the correct number of frames, scan length is randomly one less or equal to the
correct number of frames, the start of each scan is an even-numbered frame, the start of
each scan is an odd-numbered frame, the start of each scan is randomly odd or even for the
entire observation. Only when the number of frames in the scan is one less than it should be
and when the start of each scan is randomly either odd or even does the simulation match
the data.
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Appendix C Computing Power Spectra and Cross Power
Spectra
Power spectral densities (PSDs) and cross power spectral densities (xPSDs) are mentioned
throughout this thesis, and were calculated using the conventions described in this appendix.
I will present the formalism for the one-dimensional case, but the generalization to two
dimensions is trivial. First, consider a set of data of the form dn, where n is the sample
number. The amplitude of the Bolocam data will generally be given in units of voltage (V),
flux (Jy), or surface brightness (TCMB), and the samples will be evenly spaced in either
time (sec) or distance (arcseconds). The Fourier transform of dn is given by
Dm =
1
Ns
n=Ns−1∑
n=0
dne
−i2πnm/Ns , (C.1)
where Ns is the number of samples in the data and m is the Fourier space index ranging
from −(Ns − 1)/2 to Ns/2. Dm can be transformed back to dn according to
dn =
m=Ns/2∑
m=−(Ns−1)/2
Dme
i2πnm/Ns . (C.2)
Often, we apply a Hanning window to the data prior to Fourier transforming. The Hanning
window is applied so that the data smoothly transitions to zero at the endpoints1. With
this window, Equation C.1 becomes
Dm =
1
Ns
√
1
h2
n=Ns−1∑
n=0
dnhne
−i2πnm/Ns , (C.3)
where hn is the Hanning window defined by hn =
1
2(1−cos(2πn/Ns)) and h2 = 1Ns
∑n=Ns−1
n=0 h
2
n.
Note that Dm has units of amplitude. Also, since dn is purely real, D
∗
m = D−m where D∗m
1The Hanning window reduces the Fourier-space resolution of the transform, but it also reduces the
amount of leakage between signals at different Fourier-space indices. This windowing is important because
a lot of the Bolocam data has a steeply rising profile at low frequency, which means the signals at low
frequency can easily contaminate the signals at high frequency.
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is the complex conjugate of Dm. A PSD can be directly computed from Dm, with
PSDf =
2D∗mfDmf
∆f
=
2D−mfDmf
∆f
, (C.4)
and has units of amplitude2/frequency. mf is still the Fourier space index, and the subscript
f signifies that it corresponds to a particular Fourier space frequency with units of 1/time
or 1/distance. The Fourier space frequency is defined by f = m/Ns∆t, where ∆t is the
spacing between data points, dn, in units of time or distance. ∆f is the frequency resolution,
given by ∆f = 1Ns∆t . The factor of 2 is added because all of the spectra are converted to
one-sided spectra, containing only positive frequencies. One-sided spectra are used because
PSDf = PSD−f . Often, the square root of the PSD, in units of amplitude/
√
frequency,
is quoted in place of the PSD. Since PSDs are purely real, no phase information is lost by
taking this square root.
The cross PSD between two data sets serves as a useful tool for determining the corre-
lations between them. For two sets of data, d
[1]
n and d
[2]
n , the cross PSD is defined as
xPSD
[12]
f =
2(D
[1]
mf )
∗D[2]mf
∆f
, (C.5)
where D
[1]
mf and D
[2]
mf are calculated from Equation C.1 or C.3. Again, the factor of 2 is
added to account for the conversion from a two-sided spectra to a one-sided spectra. Since
the cross spectra are generally used to determine correlations between data, it is more useful
to compute the relative cross spectra,
rel xPSD
[12]
f =
xPSD
[12]
f√
PSD
[1]
f
√
PSD
[2]
f
. (C.6)
As an example, consider d
[1]
n = (1 − α)r[1]n + αcn and d[2]n = (1 − α)r[2]n + αcn, where
|α| < 1, and cn, r[1]n and r[2]n are uncorrelated and have similar amplitudes and spectra. The
corresponding transforms will be D
[1]
f = (1−α)R[1]f +αCf and D[2]f = (1−α)R[2]f +αCf . If
we ignore the cross terms, which are uncorrelated and will average to zero, then the relative
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Figure C.1: A plot of the relative cross power spectra versus the relative amplitude of
the correlated signal. The relative amplitude of the correlated signal, α, is described in
the text. The relative cross power spectra is a good indicator of the relative PSD of the
correlated portion of the signal in each of the two data sets. For reference, the red dashed
line corresponds to the relative amplitude of the correlated signal, α.
cross spectra will be
rel xPSD[12] =
|α|2|C|2f√
|1− α|2|R[1]f |2 + |α|2|C|2f
√
|1− α|2|R[2]f |2 + |α|2|C|2f
. (C.7)
Since |R[1]f |2, |R[2]f |2, and |Cf |2 are roughly equal to each other, Equation C.7 can be re-
duced to rel xPSD
[12]
f ≃ |α|
2
1−α−α∗+2|α|2 . Except at very small correlations, this expression
is approximately equal to the relative amplitude of the correlated portion of the signal, α.
This can be seen in Figure C.1.
As another example, consider two data sets that are identical, but shifted in time or
space relative to each other. These data sets could be written as d
[1]
n = dn and d
[2]
n = dn+δn.
From Equation C.1 or C.3, the corresponding transforms would be Dm and Dme
−i2πmδn/Ns ,
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and the relative cross PSD of these two sets is rel xPSD
[12]
f = e
−i2π(mf )(δn)/Ns . Therefore,
if two data sets are highly correlated, the relative cross PSD can be used to determine the
temporal or spatial delay between the two sets.
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Appendix D Atmospheric Noise Removal Algorithms
This Appendix will describe how the various atmospheric noise removal algorithms are
implemented. In each case, the data is parsed into scans prior to removing the atmospheric
noise, where each scan is 12.5 seconds long.
D.1 Average/Planar/Quadratic Subtraction
For average/planar/quadratic subtraction, the data is modeled according to
~dn = S ~pn, (D.1)
where ~dn is a vector with nb elements representing the bolometer data, S is an nparams×nb
element matrix and ~pn is a vector with nparams elements. nb is the number of bolometers,
n is the sample number within the 12.5-second-long scan, and nparams is the number of
fit parameters. S is based on the geometry of the focal plane, with nparams = 1/3/6 for
average/planar/quadratic subtraction and
average: S = (~1)
planar: S = (~1, ~x, ~y)
quadratic: S = (~1, ~x, ~y, ~xy, ~x2, ~y2),
where ~x (~y) are vectors with nb elements that contain the x (y) coordinate of each bolometer.
The ~pn are the nparams atmospheric noise templates, which are obtained by minimizing
χ2n = (
~dn − S ~pn)T ( ~dn − S ~pn) (D.2)
with respect to ~pn.
1 Each ~pn can be thought of as a time-dependent trace that corresponds
to a particular spatial dependence over the focal plane. To minimize Equation D.2, we set
1The reason there is not a noise covariance matrix in Equation D.2 is that we have assumed the in-
strumental noise is constant in time. Since this noise is approximately white, this should be a reasonable
assumption. If the instrumental noise is time-dependent, then our estimate of the atmospheric templates
will be noisier, but it will not be biased.
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the gradient of χ2n with respect to ~pn equal to zero, with
~▽ ~pnχ
2 = −2ST ~dn + 2STS ~pn. (D.3)
Solving Equation D.3 for ~pn yields
~pn = (S
TS)−1ST ~dn. (D.4)
Once ~pn is known, we can construct an atmospheric template analogous to Equation 4.15
for each bolometer according to
~Tn = S ~pn. (D.5)
At this point, the process continues exactly like the average subtraction algorithm given
in Section 4.6.1. A correlation coefficient is computed for each bolometer according to
Equation 4.16, the data is weighted by this correlation coefficient, and a new template is
computed. The process is repeated until the fractional change in the values of the correlation
coefficients is less than one part in 108. Some examples of the typical power spectra of the
~pi are shown in Figure D.1.
D.2 Adaptive PCA Subtraction
Consider the bolometer data to be a matrix, d, with nb×ns elements. As usual, nb denotes
the number of bolometers and ns denotes the number of samples in a scan. For our adaptive
PCA algorithm, we first calculate a covariance matrix, C, with nb × nb elements according
to
C = ddT . (D.6)
Next, C is decomposed in the standard way to produce a set of eigenvalues (λi) and eigen-
vectors (~φi), where i is the index of the eigenvector and ~φ contains nb elements. A trans-
formation matrix, R, is then formed from the eigenvectors according to
R = ( ~φ0, ~φ1, ..., ~φnb ). (D.7)
224
Figure D.1: Power spectra for the templates generated by the quadratic sky subtraction
algorithm. The plot on the left represents an observation taken in good weather on Novem-
ber 10, 2003, and the plot on the right represents an observation taken in bad weather on
December 7, 2003. All six elements of ~pi are plotted, with labels given in the upper right
of each plot. The higher-order elements in ~pi are shown for a bolometer approximately
half-way between the array center and the edge of the array. Therefore, the PSDs for these
~pi will be larger for bolometers at the edge of the focal plane, and they will be zero for a
bolometer at the center of the focal plane. Note that the magnitude of the higher-order
templates in bad weather is a factor of ≃ 2 larger than the magnitude of the higher-order
templates in good weather.
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This transformation matrix is used to decompose the data into eigenfunctions, ~Φi, with
( ~Φ0, ~Φ1, ..., ~Φnb)
T = Φ = dRT . (D.8)
At this point, we compute the logarithm for all of the eigenvalues, and then determine the
standard deviation of that distribution. All of the eigenvalues with a logarithm more than
three standard deviations from the mean are cut, and then a new standard deviation is
calculated. The process is repeated until there are no more outliers with large eigenvalues.
Next, all of the eigenvector columns, ~φi, in R that correspond to the cut eigenvalues are set
to zero, yielding a new transformation matrix, R′. When reconstructing the data, setting
these columns in R equal to zero is equivalent to discarding the cut eigenvectors. Finally,
we transform back to the original basis, with the adaptive PCA cleaned data, d′, computed
according to
d′ = ΦR′. (D.9)
In general, the eigenfunction, ~Φi, corresponding to the largest eigenvalue is nearly equal
to the template created for average sky subtraction. See Figure D.2. Therefore, the physical
interpretation of the leading order eigenfunction is fairly well understood. However, it is
not obvious what signal(s) the lower-order eigenfunctions correspond to. Our lack of an
intuitive understanding of what signals are removed by adaptive PCA subtraction is one
more reason why it was not used to analyze the data collected in 20032.
2The main reason we do not use PCA subtraction for the 2003 data set is because the ratio of attenuated
noise to attenuated astronomical signal is low compared to the other subtraction methods.
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Figure D.2: This plot was generated from the data for a single scan taken during an
observation on November 10, 2003. The long-dashed black line represents the average sky
subtraction template, and the short-dashed red line represents the leading order adaptive
PCA basis vector. The solid green line represents the difference between the two templates,
which is minimal.
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Appendix E Data Processing: Signal Attenuation Versus
Signal Amplitude
E.1 Theory
This section describes the theory of the average sky subtraction algorithm for removing
atmospheric noise. The theory becomes slightly more complicated for the more advanced
planar and quadratic sky subtraction algorithms. However, the general idea of these algo-
rithms is the same, and the results of simulations show that they behave in similar ways to
changes in the amplitude of the astronomical signal.
Assume that our data is of the form
di,n = αiAn +Ni,n + Si,n, (E.1)
where i denotes the bolometer number and n denotes the sample number. αi is the relative
responsivity of bolometer i, An is the atmospheric signal that is common to all bolometers,
Ni,n is noise that is uncorrelated between bolometers, and Si,n is the astronomical signal.
Recall from Section 4.6.1 that we remove atmospheric noise to create a new set of data, d˜i,
according to the following equation:
d˜i,n = di,n − ciTn, (E.2)
with
ci =
∑
u di,uTu∑
v T
2
v
and Tn =
∑
i cidi,n∑
i ci
. (E.3)
Since Ni,n will average to zero when summed over i, and since all of the ci are approximately
equal to one, we have
Tn ≃ 1
Nbolos
∑
i
(αiAn + Si,n) = α¯An + S˜n (E.4)
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where α¯ = 1Nbolos
∑
i αi and S˜n =
∑
i Si,n. Now, we can rewrite ci from Equation E.2 as
ci =
∑
v(αiAv +Ni,v + Si,v)(α¯Av + S˜v)∑
w(α¯Aw + S˜w)
2
(E.5)
using Equation E.4. On average, none of the terms in the numerator or denominator will
be correlated with each other, so all the cross terms will average to zero. However, since
An and s˜n both have a steep 1/f profile, at least for Si,n due to the CMB, the cross terms
between these factors will not average to zero very quickly. Therefore, we will discard all
the cross terms except those between An and S˜n and Equation E.5 will reduce to
ci =
∑
v αiα¯A
2
v + αiAvS˜v + α¯AvSi,v + Si,vS˜v∑
w α¯
2A2w + 2α¯AwS˜w + S˜
2
w
. (E.6)
Next, we define A2 = α¯2
∑
nA
2
n, S
2 =
∑
n S˜
2
n, AS = α¯
∑
nAnS˜n, ASi = α¯
∑
nAnSi,n, and
S2i =
∑
n S˜nSi,n. This allows us to rewrite Equation E.6 as
ci =
αi
α¯ (A
2 +AS) + ASi + S2i
A2(1 + 2AS+S
2
A2
)
(E.7)
A2 is much greater than AS, S2, ASi, or S2i since the atmospheric noise is about 10
4 times
larger than the astronomical signal we are looking for. Therefore, we will approximate the
above equation as
ci =
1
A2
(
1− 2AS + S
2
A2
+ 8
(AS)2
(A2)2
+O
(S3
A3
))(αi
α¯
(A2 +AS) + ASi + S2i
)
(E.8)
which can be further simplified as
ci =
αi
α¯
+
ASi − αiα¯ AS
A2
+
S2i − αiα¯ S2
A2
+
6αiα¯ (AS)
2 − 2(AS)(ASi)
(A2)
+O
(S3
A3
)
. (E.9)
So, the leading order correction to ci due to the astronomical signal Si,n will be of order
S/A ≃ 10−4, and the next correction will be of order S2/A2 ≃ 10−8. Now, if we consider
what is removed from the data, ciTn, we find that
ciTn = αiAn +
αi
α¯
S˜n + (α¯ASi − αiAS)An
A2
+O
(S2
A
)
. (E.10)
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Again, since A/S ≃ 104, the first term in the equation above will be approximately 104
times larger than the second and third terms, and approximately 108 times larger than any
of the terms that are quadratic in S. Therefore, we can safely conclude that our atmospheric
noise removal algorithm will be nearly constant for any reasonable range of possible signal
values, with the leading order deviations being linear with respect to signal strength.
E.2 Results From Simulations
To test the theory outlined in Section E.1, we have run some simulations using simulated
realizations of the expected CMB signal. For all but the largest angular scales probed by
Bolocam, the CMB signal is likely to be dominated by emission from the thermal SZE, which
we have approximated as a flat band power in Cℓ = Cℓℓ(ℓ+ 1)/2π. To run the simulations
we first generated a simulated CMB map realization, mCMB . Next, we reverse map this
realization into a time-stream using the pointing information for a real observation, and then
add it to the time-stream data for that observation. We then propagate this time-stream
through our data processing algorithms, and make a map, msimCMB . Then, we make a
map of the same observation using the original time-streams, called mnoCMB. Finally, we
determine the difference between the map with no simulated CMB signal and the one with
the simulated signal.
First, we determined how much the correlation coefficient in the atmospheric noise
removal algorithm, ci in Equation E.3, is distorted by the addition of a simulated CMB
signal using the quantity
∆c = median
(∣∣∣ci,simCMB − ci,noCMB
ci,noCMB
∣∣∣). (E.11)
The results, with the median taken over ten observations, twenty scans per observation, five
CMB realizations, and 114 bolometers are given in Table E.1 and Figure E.1. We found
that for S/A . 10−1 ∆c is of the same order of magnitude as S/A, as predicted by the
theory. Additionally, this relationship holds not only for average sky subtraction, but also
for the slightly more advanced planar and quadratic algorithms. For larger values of S/A
the median value of ∆c approaches a constant.
We also looked at the distribution of (ci,simCMB − ci,noCMB)/ci,noCMB to determine if
there is any systematic difference in the values, or if the nonzero values of ∆c are just caused
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Figure E.1: Plot of the data in Table E.1.
Cℓℓ(ℓ+ 1) approx. S/A ∆cave ∆cplanar ∆cquadratic
5× 101µK2 1× 10−4 0.89 × 10−4 0.89 × 10−4 0.86 × 10−4
5× 103µK2 1× 10−3 0.85 × 10−3 0.85 × 10−3 0.84 × 10−3
5× 105µK2 1× 10−2 0.84 × 10−2 0.83 × 10−2 0.81 × 10−2
5× 107µK2 1× 10−1 0.74 × 10−1 0.69 × 10−1 0.67 × 10−1
5× 109µK2 1× 100 0.19 × 100 0.16 × 100 0.14 × 100
5× 1011µK2 1× 101 0.021 × 101 0.017 × 101 0.015 × 101
Table E.1: The median fractional change in the atmospheric noise subtraction correlation
coefficient for each of the three atmospheric noise removal algorithms (average, planar, and
quadratic) when simulated CMB realizations of six different amplitudes were added to the
data. The first column gives the flat band power of the CMB realization and the second
column gives the approximate ratio of the CMB signal to the atmospheric signal. Notice
that at small values of S/A, the median fractional change in the correlation coefficient is of
the same order of magnitude as S/A, as predicted by the theory.
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Figure E.2: Histograms of the distribution of (ci,simCMB − ci,noCMB)/ci,noCMB for two
amplitudes of CMB realizations. The histogram on the left shows the distribution for a
flat CMB band power of 50µK2CMB (S/A ≃ 10−4), while the histogram on the right shows
the distribution for a flat CMB band power of 5× 1011µK2CMB (S/A ≃ 10). In both cases
the mean of the distribution is consistent with 0, indicating that there is no systematic
difference between the value of ci,simCMB and ci,noCMB .
by ci,simCMB fluctuating around the value of ci,noCMB . The result is that the distribution is
consistent with zero for any value of S/A that we tried (see Figure E.2). This is due to the
fact that the SZE-induced CMB power spectrum and the atmosphere are both beam-filling
sources with steeply falling spectra at high spatial frequency. This means that on average,
the CMB signal and/or the atmosphere will produce the same value of ci.
Additionally, it should be noted that any primary CMB signal observed by Bolocam will
also be a beam-filling signal that falls steeply at high frequency, since the largest angular
scales probed by Bolocam correspond to ℓ ≃ 1500. Actually, the primary CMB power
spectrum falls much more steeply than the SZE-induced CMB power spectrum, which
means it will be even more similar to the atmospheric signal. Therefore, the small amount
of primary CMB signal in the time-stream data will not have a large effect on the cis we
determine to remove atmospheric noise.
We have shown that the deviations in ci are of the same magnitude as S/A, which means
they will be very small for our expected astronomical signals. But, it is also important to
know if the effective transfer function of our atmospheric noise removal algorithms is affected
by changes in the amplitude of the astronomical signal. To test this, we computed a transfer
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function for each observation according to
Xfer =
|Mdiff |2
|MCMB |2 , (E.12)
where M denotes the two-dimensional Fourier transform of the map m. The results are
given in Figure E.3. We find that the transfer function is not affected by the amplitude
of the CMB signal, even for S/A ≃ 10. Again, this is because the spectrum of the CMB
signal is very similar to the spectrum of the atmospheric signal, and any combination of
the two signals will produce the same value of ci on average. Therefore, a transfer function
computed for a given signal amplitude will be valid for any signal amplitude.
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Figure E.3: Plots of the transfer function of the Bolocam software pipeline. The plots in
the upper left, upper right, and lower left show the transfer function when average sky
subtraction, planar sky subtraction, or quadratic sky subtraction is applied to data with a
CMB realization added to the time-stream. Six different amplitudes of CMB realizations
were tested, with the results of each shown in the plots. The black error bars show the
average error for that bin for a single CMB amplitude. Note that the transfer functions at
different CMB amplitudes are consistent with each other given the uncertainties, indicating
the transfer function is independent of signal amplitude. For reference, the plot on the lower
right shows the average transfer function for each of the three cleaning methods.
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Appendix F Algorithm for Calculating An Excess Map
Variance
The goal of our analysis is to determine the amplitude of the power spectrum due to
emission from astronomical sources1 by measuring an excess variance in the maps of the
science fields. This excess variance is the difference between the actual variance of the map,
and the expected variance of the map based on measurements of the noise in the Bolocam
system and knowledge of the expected signal spectrum. Therefore, we need measurements
of the following quantities:
• x~ν : The measured PSD of the science field map at pixel ~ν in units of µK2CMB. ~ν is
a two-dimensional value, ~ν = (νRA, νdec), describing a location in the spatial Fourier
transform of the map, and has units of 1/radians.
• P~ν : The predicted PSD of the science field map at pixel ~ν in the absence of the desired
astronomical signal. P~ν is estimated from jackknife realizations, along with the PSDs
of unwanted astronomical sources in the map (i.e., primary CMB anisotropies).
• S~ν : The spectral profile of the expected astronomical signal. For a flat band power
S~ν = 2π/(ℓ(ℓ+ 1)), where the angular multipole ℓ is described by ℓ = 2π|~ν|.
• B~ν : The peak-normalized square of the ~ν-space Bolocam beam profile. Since astro-
nomical signals are attenuated by the beam, B~ν acts like a window function or filter.
Note that the broadening of the beam in map-space due to our pointing uncertainty
is included in B~ν .
• W~ν : The effective transfer function, or window function, of the data processing applied
to the time-stream data. Analogous toB~ν ,W~ν describes how much astronomical signal
is attenuated.
With this convention, the expected PSD of the map can be described by
〈x~ν〉 = P~ν +AS~νB~νW~ν , (F.1)
1This power spectrum is thought to be dominated by primary and SZE-induced anisotropies in the CMB.
See Section 5.7.3.
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where A is the amplitude of the CMB variance, in µK2CMB.
The CMB amplitude can be estimated by determining what value of A maximizes the
likelihood of the measured map PSD, x~ν . Therefore, we need to determine the probability
density function (PDF) describing x~ν , given A. First, note that
|x~ν | = |α+ iβ|2 , (F.2)
where α is the real part of the Fourier transform of the science field map and β is the
imaginary part of the Fourier transform of the science field map. If we assume that the
noise properties of the map are Gaussian2, then the PDFs for α and β are the same and
are given by
f(α) =
1√
2πσ2
e−α
2/2σ2 and f(β) =
1√
2πσ2
e−β
2/2σ2 , (F.3)
where σ2 = 〈x~ν〉 /2. Next, after a change of variables to α = r cos(θ) and β = r sin(θ), the
PDF in Equation F.3 becomes
f(r, θ) =
1
2πσ2
re−r
2/2σ2 . (F.4)
Since the θ dependence of f(r, θ) is trivial, we can reduce the above PDF to f(r) = 2πf(r, θ),
with
f(r) =
r
σ2
e−r
2/2σ2 . (F.5)
Finally, after one more change of variables using the relation x~ν = r
2, we find that the PDF
for x~ν is equal to
f(x~ν) =
1
2σ2
e−x~ν/2σ
2
, (F.6)
where the factor of r has been replaced by 1/2 due to the change in the differential element.
Equation F.6 can be written in terms of our measured parameters as
f(x~ν |A) = 1P~ν +AS~νB~νW~ν
exp
( −x~ν
P~ν +AS~νB~νW~ν
)
(F.7)
2This is an extremely good assumption. See Figure 5.11.
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using Equation F.1. Note that we have made use of the fact that 2σ2 = 〈x~ν〉 = P~ν +
AS~νB~νW~ν to go from Equation F.6 to Equation F.7.
The next step is to calculate a likelihood function, L, from Equation F.7 by multiplying
f(x~ν |A) over all of the ~ν-space pixels. This product can be turned into a sum by taking the
logarithm of L, with
log(L) =
∑
~ν
(
−log(P~ν +AS~νB~νW~ν)−
x~ν
P~ν +AS~νB~νW~ν
)
. (F.8)
Then, the most probable value of the CMB amplitude for our measured map PSD
can be determined by maximizing log(L) with respect to A. In practice, we maximize
Equation F.8 by evaluating log(L) at a range of values for A. Since the number of ~ν-space
pixels is . 10000, the computational time required to evaluate log(L) at each value of A is
minimal, which means that we can determine the best fit value of A to almost any desired
precision using this numerical method.
However, it is also instructive to analytically approximate the value of A that maximizes
Equation F.8. To start, we take the derivative of log(L) with respect to A, yielding
∂log(L)
∂A
∣∣∣∣
A=Aˆ
=
∑
~ν
Θ~ν
(P~ν +AΘ~ν)2
(x~ν − P~ν −AΘ~ν)
∣∣∣∣∣
A=Aˆ
= 0, (F.9)
where Θ~ν = S~νB~νW~ν and Aˆ is the best fit value of A. For any given ~ν-space pixel, P~ν ≫ AΘ~ν
for any physically reasonable value of A. Therefore, we can simplify Equation F.9 to
∑
~ν
Θ~ν
P2~ν
(
1− 2AΘ~νP~ν
+O
(
A2Θ2~ν
P2~ν
))
(x~ν − P~ν −AΘ~ν)
∣∣∣∣∣
A=Aˆ
≃ 0 (F.10)
by making some approximations. If we rearrange some terms, and again keep only the
lowest order terms in AΘ~ν/P~ν , then we find
Aˆ ≃
∑
~ν
Θ2
~ν
P2
(
x~ν−P~ν
Θ~ν
)
∑
~ν
Θ2
~ν
P2
(
2x~ν−P~ν
P~ν
) . (F.11)
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Finally, because AΘ~ν ≪ P~ν , we can make the approximation that 〈x~ν〉 ≃ P~ν , which means
that 〈2x~ν − P~ν〉 ≃ P~ν . With this approximation we find
Aˆ ≃
∑
~ν
Θ2
~ν
P2
(
x~ν−P~ν
Θ~ν
)
∑
~ν
Θ2
~ν
P2
. (F.12)
To understand this result, consider that for a single ~ν-space pixel the best estimate of A is
(x~ν −P~ν)/Θ~ν . Therefore, Equation F.12 determines the weighted mean of A over all pixels,
assuming that the uncertainty on the value of A for each ~ν-space pixel is proportional to
P~ν/Θ~ν , which is a reasonable assumption. This means that the variance on Aˆ implied by
Equation F.12 is proportional to
σ2
Aˆ
∝ 1∑
~ν
Θ2
~ν
P2
. (F.13)
