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Abstract
The classical rearrangement inequality provides bounds for the sum of products of two sequences un-
der permutations of terms and show that similarly ordered sequences provide the largest value whereas
opposite ordered sequences provide the smallest value. This has been generalized to multiple sequences
to show that similarly ordered sequences provide the largest value. However, the permutations of the
sequences that result in the smallest value is in general not known. We show a variant of the rearrange-
ment inequality for which a lower bound can be obtained and conditions for which this bound is achieved
for a sequence of permutations. We also study a generalization of the rearrangement inequality and a
variation where the permutations of terms can be across the various sequences. For this variation, we
can also find the minimizing and maximizing sequences under certain conditions. Finally, we also look
at rearrangement inequalities of other objects that can be ordered such as functions and matrices.
1 Introduction
The rearrangement inequality [1] states that given two finite sequences of real numbers the sum of the
product of pairs of terms is maximal when the sequences are similarly ordered and minimal when oppositely
ordered. More precisely, suppose x1 ď x2 ¨ ¨ ¨ ď xn and y1 ď y2 ¨ ¨ ¨ ď yn, then for any permutation σ in the
symmetric group of permutation on t1, ¨ ¨ ¨ , nu,
xny1 ` ¨ ¨ ¨ ` x1yn ď xσp1qy1 ` ¨ ¨ ¨ ` xσpnqyn ď x1y1 ` ¨ ¨ ¨xnyn (1)
The dual inequality is also true [2], albeit only for nonnegative numbers in general (i.e. xi ě 0, yi ě 0):
px1 ` y1q ¨ ¨ ¨ pxn ` ynq ď pxσp1q ` y1q ¨ ¨ ¨ pxσpnq ` ynq ď pxn ` y1q ¨ ¨ ¨ px1 ` ynq (2)
Eq. (2) says that similarly ordered terms minimize the product of sums of pairs, while opposite ordered
terms maximize the product of sums. In Ref. [3] it was shown that Eq. (1) and Eq. (2) are equivalent for
positive numbers.
In Ref. [4], these inequalities are generalized to multiple sequences of numbers:
Lemma 1. Consider a set of nonnegative numbers taiju, i “ 1, ¨ ¨ ¨ , k, j “ 1, ¨ ¨ ¨ , n. For each i, let
a1i1, a
1
i2, ¨ ¨ ¨ , a
1
in be the numbers ai1, ai2, ¨ ¨ ¨ , ain reordered such that a
1
i1 ě a
1
i2 ě ¨ ¨ ¨ ě a
1
in. Then
nÿ
j“1
kź
i“1
aij ď
nÿ
j“1
kź
i“1
a1ij
nź
j“1
kÿ
i“1
aij ě
nź
j“1
kÿ
i“1
a1ij
1
Note that only half of the rearrangement inequality is generalized. In particular, the rightmost inequality
(the upper bound) in Eq. (1) and the leftmost inequality (the lower bound) in Eq. (2) are generalized in
Lemma 1 by showing that similarly ordered sequences maximizes the sum of products and minimizes the
product of sums. No such generalization is known for the other half. This paper provides results for the
other direction and generalizes the rearrangement inequalities in various ways.
Eq. (1) can be used to prove the AM-GM inequality which states that the algebraic mean of nonnegative
numbers are larger than or equal to their geometric mean. We will rewrite it in the following equivalent
form.
Lemma 2. For n nonnegative real numbers xi,
řn
i“1 xi ě n
n
aśn
i“1 xi and
śn
i“1 xi ď
´ř
n
i“1 xi
n
¯n
with
equality if and only if all the xi are the same.
This allows us to give the following bounds on the other direction of Lemma 1.
Lemma 3. Consider a set of nonnegative numbers taiju, i “ 1, ¨ ¨ ¨ , k, j “ 1, ¨ ¨ ¨ , n. Then
n n
dź
ij
aij ď
nÿ
j“1
kź
i“1
aij
ˆř
ij aij
n
˙n
ě
nź
j“1
kÿ
i“1
aij
In addition, Lemma 2 implies that if there exists k permutations σi on t1, ¨ ¨ ¨ , nu such that
śk
i“1 aiσipjq “śk
i“1 aiσip1q for all j, then this set of permutations will minimize the sum of products, i.e.
nÿ
j“1
kź
i“1
aiσipjq ď
nÿ
j“1
kź
i“1
aij
Similarly, if there exists permutations σi such that
řk
i“1 aiσipjq “
řk
i“1 aiσip1q for all j, then this set of
permutations will maximize the product of sums, i.e.
nź
j“1
kÿ
i“1
aiσipjq ě
nź
j“1
kÿ
i“1
aij
In the next section we consider scenarios where these conditions can be satisfied for some sequence of
permutations of terms and thus supply the other directions of Lemma 1.
2 Sums of products of permuted sequences
Instead of considering multiple sequences, we restrict ourselves to permutations of the same sequence and
look at sum of products of these sequences.
Definition 1. Let 0 ď a1 ď a2 ¨ ¨ ¨ ď an be a sequence of nonnegative numbers. Consider k permutations
of the integers t1, ¨ ¨ ¨ , nu denoted as tσ1, ¨ ¨ ¨ , σku and define the value vpn, kq “
řn
i“1
śk
j“1 aσjpiq. The
maximal and minimal value of v among all k-sets of permutations are denoted as vmaxpn, kq and vminpn, kq
respectively.
An immediate consequence of Lemma 1 is that vmaxpn, kq “
řn
i“1 a
k
i and is achieved when all the k
permutations σi are the same.
vminpn, kq and vmaxpn, kq can be determined explicitly for small value of n or k.
2
Lemma 4. • vp1, kq “ aki ,
• vpn, 1q “
řn
i“1 ai,
• vmaxp2, kq “ a
k
1
` ak
2
.
• vminp2, 2mq “ 2a
m
1
am
2
• vminp2, 2m` 1q “ pa1 ` a2qa
m
1
am
2
• vmaxpn, 2q “
řn
i“1 a
2
i
• vminpn, 2q “
řn
i“1 aian´i`1
Proof. For k “ 1 there is only one sequence and vpn, 1q “
řn
i“1 ai. For n “ 1, the only permutation is p1q, so
vp1, kq “ ak
1
. When n “ 2, there are only two permutations on the integers t1, 2u, and vmaxp2, kq “ a
k
1
` ak
2
.
If k “ 2m, vminp2, kq “ 2a
m
1 a
m
2 is achieved with m of the permutations of one kind and the other half the
other kind. If k “ 2m` 1, vminp2, kq “ pa1 ` a2qa
m
1
am
2
is achieved with m of the permutations of one kind
and m` 1 of them the other kind.
The rearrangement inequality (Eq. (1)) implies that for k “ 2, vmaxpn, 2q “
řn
i“1 a
2
i and vminpn, 2q “řn
i“1 aian´i`1 by choosing both permutations to be (1,2,¨ ¨ ¨ , n) for vmaxpn, 2q and choosing the two permu-
tations to be (1,2,¨ ¨ ¨ , n) and (n,n´ 1,¨ ¨ ¨ , 2, 1) for vminpn, 2q.
Our next result is a lower bound on vmin:
Lemma 5. vminpn, kq ě n
ś
i a
k{n
i .
Proof. The product
ś
ij aσipjq is equal to
ś
i a
k
i . Thus by Lemma 2, vpn, kq ě n
n
bś
i a
k
i “ n
ś
i a
k{n
i .
Our main result is that this bound is tight when k is a multiple of n.
Theorem 1. If n divides k, then vminpn, kq “ n
śn
i“1 a
k{n
i and is achieved by using each cyclic permutation
k{n times..
Proof. By Lemma 5 vpn, kq ě n
śn
i“1 a
k{n
i . Consider the n cyclic permutations r1 “ p1, 2, ..., nq, r2 “
p2, ..., n, 1q, ..., rn “ pn, 1, ..., n ´ 1q. It is clear that using k{n copies of each permutation ri to form k
permutations results in vpn, kq “ n
śn
i“1 a
k{n
i .
3 The dual problem of product of sums
Definition 2. Let 0 ď a1 ď a2 ¨ ¨ ¨ ď an be a sequence of nonnegative numbers. Consider k permutations
of the integers t1, ¨ ¨ ¨ , nu denoted as tσ1, ¨ ¨ ¨ , σku and define the value wpn, kq “
śn
i“1
řk
j“1 aσjpiq. The
maximal and minimal value of v among all k-sets of permutations are denoted as wmaxpn, kq and wminpn, kq
respectively.
Analogous to Section 2 the following results can be derived regarding wmax and wmin.
Lemma 6. • wminpn, kq “
śn
i“1 kai “ k
n
ś
i ai
• wmaxp1, kq “ ka1
• wmaxpn, 1q “
ś
i ai
• wminp2, kq “ k
2
ś
i ai.
• wmaxp2, 2mq “ pa1 ` a2q
2m2.
3
• wmaxp2, 2m` 1q “ pma1 ` pm` 1qa2qpma2 ` pm` 1qa1q.
• wminpn, 2q “ 2
n
ś
i ai.
• wmaxpn, 2q “
ś
ipai ` an´i`1q.
• wmaxpn, kq ď
´
k
ř
i
ai
n
¯n
with equality if n divides k.
4 The special case where ai is an arithmetic progression
Consider the special case where the elements ai form an arithmetic progression, i.e. ai are equally spaced
where ai`1 ´ ai is constant and does not depend on i. Even though vmin are difficult to compute in general,
explicit forms for wmax can be found for many values of n and k.
Theorem 2. If k “ 2t` nu for nonnegative integers t and u, then wmaxpn, kq “
´
kpa1`anq
2
¯n
.
Proof. It is easy to see that
ř
i ai “ npa1`anq{2. By Lemma 6 wmaxpn, kq ď
´
kpa1`anq
2
¯n
. By using t copies
of the permutation p1, ¨ ¨ ¨ , nq and t copies of the permutation pn, ¨ ¨ ¨ , 1q followed by u copies each of the
cyclic permutations ri, we see that
ř
j σjpiq “ tpa1`anq`unpa1`anq{2 “ pt`un{2qpa1`anq “ kpa1`anq{2
for all i and thus wpn, kq “
´
kpa1`anq
2
¯n
.
Corollary 1. If k is even, then wmaxpn, kq “
´
kpa1`anq
2
¯n
.
Corollary 2. If n is odd and k ě n´ 1, then wmaxpn, kq “
´
kpa1`anq
2
¯n
.
The case when k is odd and n is even is more involved. Let ai “ a1 ` pi ´ 1qd “ pa1 ´ dq ` id for
i “ 1, ¨ ¨ ¨ , n and d ě 0. Given a k-set of permutations σj define wi as wi “
řk
j“1 σjpiq. This implies thatřk
j“1 aσjpiq “ kpa1 ´ dq `wid. Next we show there is a sequence of permutations for which wi ´ wj ď 1 for
all i, j when k ě n´ 1.
Lemma 7. If n is even, there exists a sequence σj of n´ 1 permutations of t1, ¨ ¨ ¨nu such that wi “
n2
2
´ 1
for i “ 1, ¨ ¨ ¨ n
2
and wi “
n2
2
for i “ n
2
` 1, ¨ ¨ ¨ , n.
Proof. Recall the cyclic permutations denoted as ri. Consider the index set S “ ti : 2 ď i ď n, i ‰ n{2` 1u.
Let us compute
ř
jPS rjpiq. Since r1piq “ p1, 2, ..., nq and rn{2`1 “ pn{2 ` 1, n{2` 2, ..., n{2q,
řn´1
jPS rjpiq “
npn` 1q{2´ r1piq ´ rn{2`1piq is equal to npn` 1q{2´ i´ pn{2` iq “ n
2{2´ 2i for i “ 1, ¨ ¨ ¨ , n{2 and equal
to npn` 1q{2´ i ´ pi´ n{2q “ n2{2´ p2i´ nq for i “ n{2` 1, ¨ ¨ ¨ , n. Let σ˜ be the permutation defined as
σ˜piq “ 2i´ 1 for i “ 1 ¨ ¨ ¨n{2 and σ˜piq “ n´ 2i for i “ n{2` 1 ¨ ¨ ¨ , n. Define the pn´ 1q-set of permutations
tσi} as σ˜ plus the cyclic permutations with index in S, we get
řn´1
j“1 σjpiq “ n
2{2´ 1 for i “ 1, ¨ ¨ ¨ , n{2 andř
j σjpiq “ n
2{2 for i “ n{2` 1, . . . , n.
Corollary 3. If n is even and k is odd, there does not exists a k-set of permutations such that wi “ wj for
all i, j. If k ě n´ 1, then there exists k permutations such that wi ´ wj ď 1 for all i, j.
Proof. If n is even and k is odd,
ř
i wi “ knpn` 1q{2 is not divisible by n as k and n` 1 are both odd. This
means it is not possible for wi “ wj for all i, j. If n is odd, the case k “ n ´ 1 can be achieved with k{2
permutations p1, ¨ ¨ ¨ , nq and k{2 permutations pn, n´ 1, . . . , 1q. If n is even, the case k “ n´ 1 follows from
Lemma 7. If k ą n, it follows by induction from the k ´ 2 case and adding the two permutations p1, ¨ ¨ ¨ , nq
and pn, n´ 1, . . . , 1q.
Lemma 8. If w1 ` w2 “ v1 ` v2 and |w2 ´ w1| ě |v2 ´ v1|, then px` w1qpx ` w2q ď px` v1qpx` v2q.
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Proof. Let y “ w1 `w2. Then px`w1qpx`w2q “ x
2 ` yx` w1py ´w1q. Since the function xpy ´ xq has a
maximum at y
2
, this implies that px` w1qpx` w2q is maximized when w1 “ w2.
Lemma 9. If k ě n ´ 1, then for the set permutations σj that maximizes wpn, kq, the corresponding wi
must satisfy wi ´ wj ď 1 for all i, j. If in addition, n is odd or k is even, then wi “ wj for all i, j.
Proof. If wi ´wj ą 1 for some pair pwi, wjq, by Lemma 8 we can reduce wi and increase wj by 1 repeatedly
until wi ´wj ď 1 for all i, j without increasing wmaxpn, kq “
śn
i“1
řk
j“1 aσjpiq “
śn
i“1 kpa1 ´ dq `wid. If n
is even and k is odd,
ř
iwi is not divisible by n and the only set of wi such that wi ´ wj ď 1 for all i, j is
the one described in Lemma 7. If n is odd or k is even, there exists a set of permutations corresponding to
wmaxpn, kq such that wi “ wj by Theorem 2.
Theorem 3. If n is even and k is odd such that k ě n´ 1, then
wmaxpn, kq “
ˆ
ka1 `
ˆ
kpn´ 1q ´ 1
2
˙
d
˙n{2 ˆ
ka1 `
ˆ
kpn´ 1q ` 1
2
˙
d
˙n{2
Proof. Note that k can be written as k “ 2t`pn´1q. As a consequence of Lemmas 7, 9, the value wmaxpn, kq
is achieved with t copies of p1, ..., nq, t copies of pn, ..., 1q, σ˜ and the cyclic permutations with index in S.
Then wi “ tpn`1q`n
2{2´1 “ kpn`1q´1
2
for i “ 1, ¨ ¨ ¨ , n{2, and wi “ tpn`1q`n
2{2 “ kpn`1q`1
2
for i “ n{2`
1, ¨ ¨ ¨ , n. Thus wmaxpn, kq “
śn
i“1 kpa1´dq`wid “
´
kpa1 ´ dq `
dpkpn`1q´1q
2
¯n{2 ´
kpa1 ´ dq `
dpkpn`1q`1q
2
¯n{2
and the conclusion follows.
Theorems 2 and 3 show that the value ofwmaxpn, kq and the corresponding maximizing set of permutations
can be explicitly found when k ě n´ 1 or k is even. It is clear that we get analogous results for vmin if the
sequence ai is a geometric progression, i.e. it is defined as ai “ c
bi for some constant c ě 0 and an arithmetic
progression bi of (not necessarily nonnegative) numbers.
4.1 The special case ai “ i
Consider the special case where the sequence ai is just the first n positive integers, i.e. vpn, kq “
řn
i“1
śk
j“1 σjpiq
and wpn, kq “
śn
i“1
řk
j“1 σjpiq. The values of vminpn, kq and wmaxpn, kq can be found in OEIS [5] sequence
A260355 (https://oeis.org/A260355) and sequence A331988 (https://oeis.org/A331988) respectively.
Theorem 4. If k “ 2t` nu for nonnegative integers t and u, then wmaxpn, kq “
´
kpn`1q
2
¯n
. In particular,
if k is even or if n is odd and k ě n´ 1, then wmaxpn, kq “
´
kpn`1q
2
¯n
.
Theorem 5. If n is even and k is odd such that k ě n´ 1, then wmaxpn, kq “
´
k2pn`1q2´1
4
¯n{2
.
For example, Theorem 4 shows that wmaxp3, kq “ 8k
3 for k ą 1. More details about vmin and wmax for
this special case, including tables of values, can be found in Ref. [6].
5 A generalization of the rearrangement inequality
In Ref. [7], Eqs (1-2) are generalized as follows:
Theorem 6. Let f be real valued function of 2 variables defined on Ia ˆ Ib. If
fpx2, y2q ´ fpx2, y1q ´ fpx1, y2q ` fpx1, y1q ě 0
5
for all x1 ď x2 in Ia and y1 ď y2 in Ib, thenÿ
i
fpai, bn´i`1q ď
ÿ
i
fpai, bσpiqq ď
ÿ
i
fpai, biq (3)
for all sequences a1 ď a2 ¨ ¨ ¨ ď an in Ia, b1 ď b2 ¨ ¨ ¨ ď bn in Ib, and all permutation σ of t1, ¨ ¨ ¨ , nu .
Theorem 6 unifies Eq. (1) and Eq. (2) as they can be derived by choosing fpx, yq “ xy and fpx, yq “
´ logpx ` yq respectively. The assumption xi ě 0 and yi ě 0 in Eq. (2) are used to ensure that the log is
well-defined. In this section, we generalize this theorem by replacing the summation and subtraction with a
general function and real intervals with partially ordered sets and give a more direct way to unify Eq. (1)
and Eq. (2).
Definition 3. For a function g with n arguments and for i ‰ j define gijpx, y, zq as gpzq but with the i-th
and j-th argument replaced with x and y respectively. Similarly, we define gipx, zq as gpzq except with the
i-th argument replaced with x.
For instance if gpz1, z2, z3q is a function of 3 arguments, then g1,3px, y, pz1, z2, z3qq “ gpx, z2, yq and
g2px, pz1, z2, z3qq “ gpz1, x, z3q.
Theorem 7. Let Ia and Ib be two sets with corresponding partial orders ĺa and ĺb. Let f : Ia ˆ Ib Ñ Ic be
a function of 2 variables defined on Ia ˆ Ib. Let g : I
n
c Ñ Id be a function of n variables defined on I
n
c . Let
ĺd be a partial order on Id.
If
gijpfpx1, y1q, fpx2, y2q, zq ľd gijpfpx2, y1q, fpx1, y2q, zq (4)
for all x1 ĺa x2 in Ia and y1 ĺb y2 in Ib and all pairs of indices i ă j and all z, then
gptfpai, bn´i`1q|i “ 1, ..., nuq ĺd gptfpai, bσpiqq|i “ 1, ..., nuq ĺd gptfpai, biq|i “ 1, ..., nuq (5)
for all sequences a1 ĺa a2 ¨ ¨ ¨ ĺa an in Ia, b1 ĺb b2 ¨ ¨ ¨ ĺb bn in Ib, and all permutation σ P Sn.
Proof. The proof is similar to Ref. [8] where we use the permutahedron ordering Pn on Sn, with σ1 ľ σ2 if σ1
can be formed from σ2 by exchanging the elements of an adjacent inversion and we consider the partial order
on Sn generated by the transitive closure of Pn. Let x1 ĺa x2 ĺa ¨ ¨ ¨ ĺa xn and y1 ĺb y2 ĺb ¨ ¨ ¨ ĺb yn and
define gσ “ gpfpx1, yσp1qq, fpx2, yσp2qq, ...q for σ P Sn. If σ1 ľ σ2, then Eq. (4) implies that g
σ1 ľd g
σ2 . Since
the greatest element and the least element in the partial order is the identity and the reverse permutation
respectively, the conclusion follows.
A slight variation of Theorem 7 is the following:
Theorem 8. Let Ia, Ib, Ic, Id, f and g be as defined in Theorem 7..
If Eq. (4) is satisfied for all x1 ĺa x2 in Ia and y1 ĺb y2 in Ib and all pairs of indices i ‰ j and all z,
then
gptfpaµpiq, bµpn´i`1qq|i “ 1, ..., nuq ĺd gptfpai, bσpiqq|i “ 1, ..., nuq ĺd gptfpaµpiq, bµpiqq|i “ 1, ..., nuq (6)
for all sequences a1 ĺa a2 ĺa ¨ ¨ ¨ ĺa an in Ia, b1 ĺb b2 ĺb ¨ ¨ ¨ ĺb bn in Ib, and all permutation σ, µ P Sn.
The proof of Theorem 8 is similar to Theorem 7 except that we define gσ as
gσ “ gpfpxµp1q, yµpσp1qqq, fpxµp2q, yµpσp2qqq, ...q.
Lemma 10. Let x1, x2, y1 and y2 be real numbers. If x1 ď x2 and y1 ď y2, then
x1y1 ` x2y2 ě x1y2 ` x2y1
and
px1 ` y1qpx2 ` y2q ď px1 ` y2qpx2 ` y1q
6
Proof. The inequalities follow from the fact that they can both be rearranged into px2´x1qpy2´y1q ě 0.
Theorem 7 gives us a more direct way to unify Eq. (1) and Eq. (2). If we choose gpx1, x2, ...q “
ř
i xi
and fpx, yq “ xy, then Lemma 10 implies that Eq. (4) is satisfied and we obtain Eq. (1). If we choose
gpx1, x2, ...q “ ´
ś
i xi and fpx, yq “ x ` y, then Lemma 10 with the additional assumption that xi, yi ě 0
ensures that z ě 0 and thus Eq. (4) is satisfied and we obtain Eq. (2). Not having to use the log function
to prove Eq. (2) will be useful when we look at more general products such as the Hadamard product of
matrices in Section 7.
5.1 Extension to multiple sequences
Theorem 7 can be generalized to multiple sequences as well.
Theorem 9. Let f be a function of k variables and let g be function of n variables.
If
gijpfmlpx1, y1, wq, fmlpx2, y2, wq, zq ľd gijpfmlpx2, y1q, fmlpx1, y2, wq, zq (7)
for all x1 ĺi x2 and y1 ĺj y2 and all pairs of indices i ă j, m ă l and all z, w, then
gptfpa1σ1piq, a2σ2piq, ¨ ¨ ¨ , akσkpiq|i “ 1, ..., nuq ĺd gptfpa1i, a2i, ¨ ¨ ¨ akiq|i “ 1, ¨ ¨ ¨ , nuq
for all permutations σj P Sn and for all sequences aij, 1 ď i ď k, 1 ď j ď n where for all i, ai1 ĺi ai2 ĺi
¨ ¨ ¨ ĺi ain.
Proof. This follows by induction on the number of arguments of f and the fact that once all the sequences
are similarly ordered, exchanging any pair of adjacent terms in one sequence will not increase the value of g
as a consequence of Eq. (7).
The corresponding extension of Theorem 8 to multiple sequences is
Theorem 10. Let f be a function of k variables and let g be a function of n variables.
If Eq. (7) is satisfied for all x1 ĺi x2 and y1 ĺj y2 and all pairs of indices i ‰ j, m ă l and all z, w,
then
gptfpa1σ1piq, a2σ2piq, ¨ ¨ ¨ , akσkpiq|i “ 1, ..., nuq ĺd gptfpa1µpiq, a2µpiq, ¨ ¨ ¨ , akµpiqq|i “ 1, ¨ ¨ ¨ , nuq
for all permutations µ, σj P Sn and for all sequences aij, 1 ď i ď k, 1 ď j ď n where for all i, ai1 ĺi ai2 ĺi
¨ ¨ ¨ ĺi ain.
6 Another variation of the rearrangement inequality
In Theorem 7, the sequences ai and bi are separate and the permutation σ acts on bi only. We next introduce
a variant of the rearrangement inequality where the permutation acts on the union of ai and bi.
Theorem 11. Let I be a set with partial order ĺ and let f : I ˆ I Ñ Ic be a function of 2 variables. Let
g : Inc Ñ Id be a function of n variables. Let ĺc and ĺd be partial orders for sets Ic and Id respectively. Let
ai be a set of 2n elements in I such that a1 ĺ a2 ĺ ¨ ¨ ¨ ĺ a2n and let bi be any permutation of the elements
of ai. If x ĺc y ñ gipxq ĺd gipyq for all i and
fpx1, x2q ĺc fpx2, x1q, (8)
and
gijpfpx1, y1q, fpx2, y2q, zq ľd gijpfpx2, y1q, fpx1, y2q, zq (9)
for all x1 ĺ x2 and y1 ĺ y2 in I and all pairs of indices i ă j and all z, then
gptfpai, a2n´i`1q|i “ 1, ¨ ¨ ¨nuq ĺd gptfpb2i´1, b2iq|i “ 1, ¨ ¨ ¨nuq (10)
7
If
fpx, yq “ fpy, xq (11)
for all x, y in I, and Eq. (9) is satisfied for all x1 ĺ x2 and y1 ĺ y2 in I and all pairs of indices i ă j and
all z, then
gptfpb2i´1, b2iq|i “ 1, ¨ ¨ ¨nuq ĺd gptfpa2i´1, a2iq|i “ 1, ¨ ¨ ¨nuq (12)
Proof. Let ci be a permutation of bi such that v “ gptfpci, c2n´i`1|i “ 1, ¨ ¨ ¨ , nuq is a minimal element under
ĺd. Then by Theorem 7, ci can be chosen such that ci ĺ ci`1 for 1 ď i ď n´ 1 and for n` 1 ď i ď 2n´ 1.
Suppose cn`1 ă cn. By Eq. (8) we can swap these two terms without causing v to be nonminimal. Again
by Theorem 7, we can reorder ci for 1 ď i ď n such that they are nondecreasing under ĺ and also reorder
ci for n` 1 ď i ď 2n such that they are nondecreasing. If cn`1 ă cn we repeat the process again. It’s clear
that this needs to be repeated at most a finite number of times and eventually we have cn`1 ľ cn. Thus
we have a sequence of ci such that ci ĺ ci`1 for 1 ď i ď n ´ 1 and for n ` 1 ď i ď 2n ´ 1, in addition to
cn ĺ cn`1, i.e., c1 ĺ c2 ¨ ¨ ¨ ĺ c2n. Since each swap of 2 elements in the permutation results in comparable
elements in Id, this minimal element v is also the least element v under ĺd among all the permutations of
bi.
Next, let di be a permutation of bi such that v “ gptfpd2i´1, d2iu|n “ 1, ¨ ¨ ¨ , nuq is a maximal element
under ĺd. Then by Theorem 7, di can be chosen such that d2i´1 ĺ d2i`1 and d2i ĺ d2i`2 for 1 ď i ď n´ 1.
Furthermore, by repeated use of Theorem 7 and Eq. (11) we can assume d2i´1 ĺ d2i as well. Suppose
d2n´1 ă d2pn´1q. Then d2pn´1q´1 ă d2pn´1q and by Eq. (11) we can swap d2pn´1q and d2pn´1q´1 without
changing the value of v. Again by repeated application of Theorem 7 and Eq. (11) we can reorder d2i for
1 ď i ď n such that they are nondecreasing under ĺ and also reorder d2i´1 for 1 ď i ď n such that they
are nondecreasing in addition to ensuring d2i´1 ĺ d2i without changing v. It is easy to see that after this
reordering d2n´1 ľ d2pn´1q. Applying this procedure for j “ n´ 1, ..., 3, 2 sequentially shows that for each
2 ď j ď n, d2j´1 ľ d2pj´1q. This in addition with the fact that d2i ľ d2i´1 shows that d1 ĺ d2 ¨ ¨ ¨ ĺ d2n.
Similarly, this maximal element v is also the greatest element v among all the permutations of bi.
By choosing gpx1, x2, ¨ ¨ ¨ q “
ř
i xi and fpx, yq “ xy or gpx1, x2, ¨ ¨ ¨ q “ ´
ś
i xi and fpx, yq “ x ` y, we
have the following result.
Corollary 4. Let ai be a set of 2n numbers and let bi be the numbers ai sorted such that b1 ď b2 ď ¨ ¨ ¨ ď b2n.
Then
nÿ
i“1
bib2n´i`1 ď
nÿ
i“1
a2i´1a2i ď
nÿ
i“1
b2i´1b2i.
If in addition ai ě 0, then
nź
i“1
pb2i´1 ` b2iq ď
nź
i“1
pa2i´1 ` a2iq ď
nź
i“1
pbi ` b2n´i`1q .
Similarly, we can generalize Theorem 9 to multiple sequences when the permutation is among all kn
numbers taiju.
Theorem 12. Consider a sequence of kn elements ai in I with partial order ĺ such that a1 ĺ a2 ĺ ¨ ¨ ¨ ĺ akn.
Let bi be and arbitrary permutation of ai. Let fpx1, ¨ ¨ ¨ , xkq be a function defined on I
k such that
fmlpx, y, zq “ fmlpy, x, zq
for all x, y, z and pairs of indices m ă l and Eq. (9) is satisfied for all x1 ĺ x2 and y1 ĺ y2 in I and all
pairs of indices i ă j and all z, then
gptfpbpj´1qk`1, bpj´1qk`2, ¨ ¨ ¨ , bjk|j “ 1. ¨ ¨ ¨ , nuq ĺd gptfpapj´1qk`1, apj´1qk`2, ¨ ¨ ¨ , ajk|j “ 1, ¨ ¨ ¨ , nuq
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Proof. The proof is similar to Theorem 11. Let di be a permutation of bi such that
v “ gptfpdpj´1qk`1, dpj´1qk`2, ¨ ¨ ¨ , djk|j “ 1, ¨ ¨ ¨nuq
is a maximal element. Then by Theorem 9, di can be chosen such that dpj´1qk`i ĺ djk`i for 1 ď i ď k and
1 ď j ď n´1. Furthermore, by Eq. (11) we can also assume that dpj´1qk`i ĺ dpj´1qk`i`1 for 1 ď i ď k´1 and
1 ď j ď n. Suppose dkpn´1q`1 ă dkpn´1q. By Eq. (11) we can swap dkpn´2q`1 and dkpn´1q without changing
the value of v. Again by repeated application of Eq. (11) and Theorem 7, we can reorder di such that
dpj´1qk`i ĺ djk`i for 1 ď i ď k and 1 ď j ď n´1 without changing v while ensuring dpj´1qk`i ĺ dpj´1qk`i`1
for 1 ď i ď k´1 and 1 ď j ď n. If dkpn´1q`1 ă dkpn´1q we repeat this process (which terminates after a finite
number of times) until dkpn´1q`1 ľ dkpn´1q. Applying this procedure for j from n´ 1, ¨ ¨ ¨ , 3, 2 sequentially
shows that for each 2 ď j ď n, dpj´1qk`1 ľ dkpj´1q. This along with dpj´1qk`i ĺ dpj´1qk`i`1 for 1 ď i ď k´1
and 1 ď j ď n shows that d1 ĺ d2 ĺ ¨ ¨ ¨ ĺ dkn.
We get the following result when we set gpx1, ¨ ¨ ¨ , xnq “
řn
i“1 xi and fpx1, ¨ ¨ ¨ , xkq “
śk
i“1 xi or if we
set gpx1, ¨ ¨ ¨ , xnq “ ´
śn
i“1 xi and fpx1, ¨ ¨ ¨ , xkq “
řk
i“1 xi.
Corollary 5. Let ai ě 0 be a set of kn numbers and let bi be the numbers ai reordered such that b1 ď b2 ď
¨ ¨ ¨ ď bkn. Then
n n
gffe knź
i“1
ai ď
nÿ
j“1
kź
i“1
apj´1qk`i ď
nÿ
j“1
kź
i“1
bpj´1qk`i
and
nź
j“1
kÿ
i“1
bpj´1qk`i ď
nź
j“1
kÿ
i“1
apj´1qk`i ď
˜řkn
i“1 ai
n
¸n
.
Suppose there exists ci, a reordering of the numbers ai such that
śk
i“1 cpj´1qk`i “
śk
i“1 cpl´1qk`i for all
1 ď j, l ď n. Then
nÿ
j“1
kź
i“1
cpj´1qk`i ď
nÿ
j“1
kź
i“1
apj´1qk`i
Suppose there exists ci, a reordering of the numbers ai such that
řk
i“1 cpj´1qk`i “
řk
i“1 cpl´1qk`i for all
1 ď j, l ď n, then
nź
j“1
kÿ
i“1
apj´1qk`i ď
nź
j“1
kÿ
i“1
cpj´1qk`i
The bounds n n
bśkn
i“1 ai and
´řkn
i“1
ai
n
¯n
in Corollary 10 are due to the AM-GM inequality (Lemma 2).
6.1 The special case when ai is an arithmetic progression
Definition 4. For a permutation σ of t1, ¨ ¨ ¨ , knu, define vpn, kq “
řn
i“1
śk
j“1 aσppi´1qk`jq. Let vminpn, kq
and vmaxpn, kq be the minimal and maximal values respectively of vpn, kq among all permutations σ of
t1, ¨ ¨ ¨ , knu.
Definition 5. For a permutation σ of t1, ¨ ¨ ¨ , knu, define wpn, kq “
śn
i“1
řk
j“1 aσppi´1qk`jq. Let wminpn, kq
and wmaxpn, kq be the minimal and maximal values respectively of wpn, kq among all permutations σ of
t1, ¨ ¨ ¨ , knu.
Suppose ai ě 0 is an arithmetic progression, with ai “ a1 ` pi ´ 1qd, for i “ 1, ¨ ¨ ¨ , kn, d ě 0. Corollary
10 implies that
Theorem 13. • vminpn, kq ě nd
k n
c
Γp a1d `nkq
Γp a1d q
.
9
• vmaxpn, kq “
řn
i“1
śk
j“1 api´1qk`j “ d
k
řn
i“1
Γp a1d `ikq
Γp a1d `pi´1qkq
.
• wmaxpn, kq ď
´
kpa1`aknq
2
¯n
.
•
wminpn, kq “
nź
i“1
kÿ
j“1
api´1qk`j “ k
n
nź
i“1
ˆ
a1 `
ˆ
ik ´
k ` 1
2
˙
d
˙
“ k2ndn
Γ
´
n` 2a1`pk´1qd
2kd
¯
Γ
´
2a1`pk´1qd
2kd
¯
.
Theorem 14. If k “ 2t` nu for nonnegative integers t and u, then wmaxpn, kq “
´
kpa1`aknq
2
¯n
.
Proof. The proof is similar to the proof of Theorem 2. Instead of using cyclic permutations ri of t1, ¨ ¨ ¨ , nu
and the permutation pn, n ´ 1, ¨ ¨ ¨ , 1q, we apply them to ppj ´ 1qn ` 1, pj ´ 1qn ` 2, ¨ ¨ ¨ , jnq and this is
equivalent to adding pj ´ 1qn to each term of the j-th permutation. For instance, for n “ k “ 3, wpn, kq is
maximized by pa1, a5, a9, a2, a6, a7, a3, a4, a8q.
This implies that if n is odd and k ě n´ 1 or if k is even, then wmaxpn, kq “
´
kpa1`aknq
2
¯n
.
Theorem 15. If n is even and k is odd such that k ě n´ 1, then
wmaxpn, kq “
ˆ
ka1 `
ˆ
kpkn´ 1q ´ 1
2
˙
d
˙n{2 ˆ
ka1 `
ˆ
kpkn´ 1q ` 1
2
˙
d
˙n{2
Proof. The proof is similar to the proof of Theorem 3, except that we add pj ´ 1qn to each term of the j-th
permutation in the k-set of permutations of t1, ¨ ¨ ¨ , nu. This adds an additional
řk
j“1pj´ 1qn “ pk´ 1qkn{2
to each wi and thus wi “
kpkn`1q´1
2
for i “ 1, ¨ ¨ ¨ , n{2, and wi “
kpkn`1q`1
2
for i “ n{2 ` 1, ¨ ¨ ¨ , n. Thus
wmaxpn, kq “
śn
i“1 kpa1 ´ dq ` wid “
´
kpa1 ´ dq `
dpkpkn`1q´1q
2
¯n{2 ´
kpa1 ´ dq `
dpkpkn`1q`1q
2
¯n{2
and the
conclusion follows.
6.2 The special case ai “ i
Definition 6. For a permutation σ of t1, ¨ ¨ ¨ , knu, define vpn, kq “
řn
i“1
śk
j“1 σppi´1qk`jq. Let vminpn, kq
and vmaxpn, kq be the minimal and maximal values respectively of vpn, kq among all permutations σ of
t1, ¨ ¨ ¨ , knu.
Definition 7. For a permutation σ of t1, ¨ ¨ ¨ , knu, define wpn, kq “
śn
i“1
řk
j“1 σppi´1qk`jq. Let wminpn, kq
and wmaxpn, kq be the minimal and maximal values respectively of wpn, kq among all permutations σ of
t1, ¨ ¨ ¨ , knu.
We have vminpn, 1q “ wmaxp1, nq “ npn ` 1q{2, vminp1, kq “ wmaxpk, 1q “ k!, vminpn, kq ě n
n
a
pknq!.
Furthermore, wmaxpn, kq ď
´
kpnk`1q
2
¯n
with equality if k “ 2t` nu for nonnegative integers t and u.
Theorem 16. vminpn, 2q “ npn` 1qp2n` 1q{3, wmaxpn, 2q “ p2n` 1q
n.
Proof. By Corollary 10, vminpn, 2q “
řn
i“1 ip2n´ i`1q “ p2n`1q
řn
i i´
řn
i i
2 “ npn`1qp2n`1q{2´npn`
1qp2n` 1q{6 “ npn` 1qp2n` 1q{3. Similarly, wmaxpn, 2q “
śn
i“1pi` p2n´ i` 1qq “ p2n` 1q
n.
Theorem 15 implies that
Corollary 6. If n is even and k is odd such that k ě n´ 1, then wmaxpn, kq “
´
k2pkn`1q2´1
4
¯n{2
.
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The value of vminpn, 3q can be found in OEIS [5] sequence A072368 (https://oeis.org/A072368).
The values of vminpn, kq can be found in sequence A331889 (https://oeis.org/A331889). The values
of wmaxpn, kq can be found in sequence A333420 (https://oeis.org/A333420). The values of wminpn, kq
can be found in sequence A333445 (https://oeis.org/A333445). The values of vmaxpn, kq can be found in
sequence A333446 (https://oeis.org/A333446).
7 Rearrangement inequalities for generalized sum-of-products and
product-of-sums
So far the examples above deal mainly with sequences of real numbers. In this section we look at other
partially ordered sets for which Eq. (4) can be satisfied.
Definition 8. Let C be defined as the set of tuples pI,ĺI , J,ĺJ ,K,ĺK , ˚q satisfying the following conditions:
1. I, J , and K are Abelian additive groups with partial orders ĺI , ĺJ and ĺK respectively.
2. ĺI, ĺJ and ĺK satisfy the translation property, i.e. x` z ĺ y ` z ô x ĺ y.
3. ˚ : I ˆ J Ñ K is a bilinear operation.
4. If x ľI 0 and y ľJ 0, then x ˚ y ľK 0.
Examples of elements in C are listed in Table 1.
Lemma 11. Let a1, a2 P I, b1, b2 P J . If a1 ĺI a2 and b1 ĺJ b2, then
a1 ˚ b1 ` a2 ˚ b2 ľK a1 ˚ b2 ` a2 ˚ b1
If addition I “ J and ˚ is symmetric, then
pa1 ` b1q ˚ pa2 ` b2q ĺK pa1 ` b2q ˚ pa2 ` b1q
Proof. This follows from the fact that both inequalities can be rewritten as pa2 ´ a1qpb2 ´ b1q ľK 0.
By choosing g as the sum and f as the product, or choosing g as the product and f as the sum, Theorem
7 along with Lemma 11 can be used to prove the following result
Theorem 17. Let pI,ĺI , J,ĺJ ,K,ĺK , ˚q be a tuple in C. Let a1 ĺI a2 ĺI ¨ ¨ ¨ ĺI an, and b1 ĺJ b2 ĺJ
¨ ¨ ¨ ĺI bn, then ÿ
i
ai ˚ bn´i`1 ĺK
ÿ
i
ai ˚ bσpiq ĺK
ÿ
i
ai ˚ bi
for all σ P Sn. If in addition I “ J “ K, ˚ is symmetric, a1 ľI 0 and b1 ľJ 0, then
˚i pAi `Bn´i`1q ľK ˚i
`
Ai `Bσpiq
˘
ľK ˚i pAi `Biq
for all σ P Sn.
Theorem 17 can be used to prove the following generalized Chebyshev’s sum inequality:
Corollary 7. Let pI,ĺI , J,ĺJ ,K,ĺK , ˚q be a tuple in C. Let a1 ĺI a2 ĺI ¨ ¨ ¨ ĺI an, and b1 ĺJ b2 ĺJ
¨ ¨ ¨ ĺI bn, then ÿ
i
ai ˚
ÿ
j
bj ĺK n
ÿ
i
ai ˚ bi.
Proof. ÿ
i
ai ˚
ÿ
j
bj “
ÿ
i
ÿ
j
ai ˚ bj “
ÿ
i
ÿ
j
ai ˚ bσjpiq ĺK
ÿ
j
ÿ
i
ai ˚ bi ĺK n
ÿ
i
ai ˚ bi
where σjpiq “ pi ` j mod nq ` 1.
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I ĺI J ĺJ K ĺK ˚
symmetric
˚
R ď R ď R ď multiplication yes
R
n
induced by
positive
cone Rn
induced by
positive
cone R ď dot product yes
R
n
induced by
positive
cone Rn
induced by
positive
cone R ď
x ˚ y “ xTAy
with A ą 0
no
yes if A “ AT
f : r0, 1s Ñ R
induced by
positive
cone f : r0, 1s Ñ R
induced by
positive
cone R ď
f ˚ g “ş1
0
fpxqgpxqdx yes
R
nˆn
induced by
positive
cone Rnˆn
induced by
positive
cone Rnˆn
induced by
positive
cone
Matrix
multiplication no
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order R ď
Frobenius
inner
product yes
Commuting
Hermitian
matrices
Loewner
order
Commuting
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Matrix
multiplication yes
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Hadamard
product yes
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Kronecker
product no
Table 1: Examples of members in C.
1
2
Similarly, Theorem 9 can be used to prove:
Theorem 18. Let pI,ĺI , I,ĺI , I,ĺI , ˚q be a tuple in C. Let aij be a sequence of elements in I that for each
i, 0 ĺI ai1 ĺI ai2 ĺI ¨ ¨ ¨ ĺI ain. Then ÿ
i
˚jajσjpiq ĺI
ÿ
i
˚jaji
for all permutations σj P Sn. If in addition ˚ is symmetric, then
˚i
ÿ
j
ajσjpiq ľI ˚i
ÿ
j
aji
for all permutations σj P Sn.
Theorem 11 implies:
Theorem 19. Let pI,ĺI , I,ĺI ,K,ĺK , ˚q be a tuple in C with ˚ symmetric. Let a1 ĺI a2 ĺI ¨ ¨ ¨ ĺI a2n be
a sequence of 2n elements of I. Then
nÿ
i“1
pai ˚ a2n´i`1q ĺK
nÿ
i“1
`
aσp2i´1q ˚ aσp2iq
˘
ĺK
nÿ
i“1
pa2i´1 ˚ a2i.q
for all σ P S2n. If in addition I “ K, and a1 ľI 0, then
˚
n
i“1 pa2i´1 ` a2iq ĺI ˚
n
i“1
`
aσp2i´1q ` aσp2iq
˘
ĺI ˚
n
i“1 pai ` a2n´i`1q
for all σ P S2n.
Similarly, Theorem 19 implies the following variation of the Chebyshev’s sum inequality.
Corollary 8. Let pI,ĺI , I,ĺI ,K,ĺK , ˚q be a tuple in C with ˚ symmetric. Let a1 ĺI a2 ĺI ¨ ¨ ¨ ĺI a2n be
a sequence of 2n elements of I. Then
nÿ
i“1
aσpiq ˚
2nÿ
j“n`1
aσpjq ĺK n
nÿ
i“1
a2i´1 ˚ a2i.
for all σ P S2n.
Proof.
nÿ
i“1
aσpiq ˚
2nÿ
j“n`1
aσpjq “
nÿ
i“1
2nÿ
j“n`1
aσpiq ˚ aσpjq
“
nÿ
i“1
2nÿ
j“n`1
aσpiq ˚ aσpµjpiqq ĺK
2nÿ
j“n`1
nÿ
i“1
a2i´1 ˚ a2i ĺK n
nÿ
i“1
a2i´1 ˚ a2i
where µjpiq “ pi` j mod nq ` n` 1.
Theorem 12 implies:
Corollary 9. Let pI,ĺI , I,ĺI , I,ĺI , ˚q be a tuple in C with ˚ symmetric. Let 0 ĺI a1 ĺI a2 ĺI ¨ ¨ ¨ ĺI akn
be a sequence of kn elements of I. Then
nÿ
j“1
˚
k
i“1aσppj´1qk`iq ĺI
nÿ
j“1
˚
k
i“1apj´1qk`i.
and
˚
n
j“1
kÿ
i“1
apj´1qk`i ĺI ˚
n
j“1
kÿ
i“1
aσppj´1qk`iq
for all σ P Skn.
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7.1 Ordered inner product spaces
Consider the case where I “ J is an ordered vector space I with a real-valued inner product x¨, ¨y : IˆI Ñ R
with corresponding partial order ľ such that the following is true:
x, y ľ 0ñ xx, yy ě 0.
Examples of such ordered inner product spaces include Rn, L2 and l2 spaces and Hermitian matrices
1. Then
Lemma 11 becomes:
Lemma 12. If a1 ĺ a2 and b1 ĺ b2, then
xa1, b1y ` xa2, b2y ě xa1, b2y ` xa2, b1y
and
xa1 ` b1, a2 ` b2y ď xa1 ` b2, a2 ` b1y
Theorem 17 then becomes
Theorem 20. Let a1 ĺ a2 ĺ ¨ ¨ ¨ ĺ an, and b1 ĺ b2 ĺ ¨ ¨ ¨ ĺ bn. Thenÿ
i
xai, bn´i`1y ď
ÿ
i
xai, bσpiqy ď
ÿ
i
xai, biy
for all σ P Sn.
7.2 Hermitian matrices
Let us now choose I and J to be the set of Hermitian matrices with the Loewner partial order, i.e. A ľL B
if A ´ B is positive semidefinite. Since the product of two positive semidefinite Hermitian matrices that
commutes is positive semidefinite, Lemma 11 implies:
Lemma 13. Let A1, A2, B1, B2 be Hermitian matrices of the same order such that Ai commutes with Bj
for all i, j. If A1 ĺL A2 and B1 ĺL B2, then
A1B1 `A2B2 ľL A1B2 `A2B1
If in addition A1 commutes with A2, then
pA1 `B1qpA2 `B2q ĺL pA2 `B1qpA1 `B2q
This along with Theorem 17 can be used to prove the following result which was also proved in Ref. [9].
Theorem 21. Let A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL An, and B1 ĺL B2 ĺL ¨ ¨ ¨ ĺL Bn be Hermitian matrices of the
same order such that Ai commutes with Bj for all i, j. Thenÿ
i
AiBn´i`1 ĺL
ÿ
i
AiBσpiq ĺL
ÿ
i
AiBi
for all σ P Sn.
Similarly
Theorem 22. Let 0 ĺL A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL An, and 0 ĺL B1 ĺL B2 ĺL ¨ ¨ ¨ ĺL Bn be Hermitian matrices
of the same order such that Ai and Bi commutes with Aj and with Bj for all i, j. Thenź
i
pAi `Bn´i`1q ľL
ź
i
`
Ai `Bσpiq
˘
ľL
ź
i
pAi `Biq
for all σ P Sn.
1where the partial order is the Loewner partial order and the inner product is the Frobenius inner product xA,By “ trpABq.
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Similarly, Theorem 18 can be used to prove:
Theorem 23. Let Aij be a sequence of positive semidefinite Hermitian matrices of the same order for
1 ď i ď k, 1 ď j ď n such that for each i, Ai1 ĺL Ai2 ĺL ¨ ¨ ¨ ĺL Ain and Aij commutes with Aml for all
i ‰ m. Then ÿ
i
ź
j
Ajσj piq ĺL
ÿ
i
ź
j
Aji
for all permutations σj P Sn. If in addition Aij commutes with Aml for all i, j,m, l, thenź
i
ÿ
j
Ajσj piq ľL
ź
i
ÿ
j
Aji
for all permutations σj P Sn.
Theorem 19 implies:
Theorem 24. Let A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL A2n be a sequence of 2n commuting Hermitian matrices. Then
nÿ
i“1
AiA2n´i`1 ĺL
nÿ
i“1
Aσp2i´1qAσp2iq ĺL
nÿ
i“1
A2i´1A2i.
for all σ P S2n. If in addition A1 ľL 0, then
nź
i“1
pA2i´1 `A2iq ĺL
nź
i“1
`
Aσp2i´1q `Aσp2iq
˘
ĺL
nź
i“1
pAi `A2n´i`1q
for all σ P S2n.
Corollary 9 implies:
Corollary 10. Let 0 ĺL A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL Akn be a sequence of kn commuting Hermitian matrices.
Then
nÿ
j“1
kź
i“1
Aσppj´1qk`iq ĺL
nÿ
j“1
kź
i“1
Apj´1qk`i
and
nź
j“1
kÿ
i“1
Apj´1qk`i ĺL
nź
j“1
kÿ
i“1
Aσppj´1qk`iq
for all σ P Skn.
For both the Kronecker product b and Hadamard product d, the product of two positive semidefinite
Hermitian matrices is Hermitian and positive semidefinite. In addition, the Hadamard product is a symmetric
operator. Lemma 11 then implies the following:
Lemma 14. Let A1, A2, B1, B2 be Hermitian matrices. If A1 ĺL A2 and B1 ĺL B2, then
A1 bB1 `A2 bB2 ľL A1 bB2 `A2 bB1
If in addition Ai and Bi are of the same order, then
A1 dB1 `A2 dB2 ľL A1 dB2 `A2 dB1
pA1 `B1q d pA2 `B2q ĺL pA2 `B1q d pA1 `B2q
This allows us to prove the following series of results:
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Theorem 25. Let A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL An, and B1 ĺL B2 ĺL ¨ ¨ ¨ ĺL Bn be Hermitian matrices. Thenÿ
i
pAi bBn´i`1q ĺL
ÿ
i
`
Ai bBσpiq
˘
ĺL
ÿ
i
pAi bBiq
for all σ P Sn. If in addition Ai and Bi are of the same order, thenÿ
i
pAi dBn´i`1q ĺL
ÿ
i
`
Ai dBσpiq
˘
ĺL
ÿ
i
pAi dBiq
for all σ P Sn.
Theorem 25 was also shown in Ref. [9].
Theorem 26. Let 0 ĺL A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL An, and 0 ĺL B1 ĺL B2 ĺL ¨ ¨ ¨ ĺL Bn be Hermitian matrices
of the same order. Then ä
i
pAi `Bn´i`1q ľL
ä
i
`
Ai `Bσpiq
˘
ľL
ä
i
pAi `Biq
for all σ P Sn.
Theorem 27. Let Aij be a sequence of positive semidefinite Hermitian matrices such that for each i,
Ai1 ĺL Ai2 ĺL ¨ ¨ ¨ ĺL Ain. Then ÿ
i
â
j
Ajσjpiq ĺL
ÿ
i
â
j
Aji,
Theorem 28. Let Aij be a sequence of positive semidefinite Hermitian matrices of the same order for
1 ď i ď k, 1 ď j ď n such that for each i, Ai1 ĺL Ai2 ĺL ¨ ¨ ¨ ĺL Ain. Thenÿ
i
ä
j
Ajσj piq ĺL
ÿ
i
ä
j
Aji
and ä
i
ÿ
j
Ajσj piq ľL
ä
i
ÿ
j
Aji
for all permutations σj P Sn.
Theorem 29. Let A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL A2n be a sequence of 2n Hermitian matrices. Then
nÿ
i“1
pAi dA2n´i`1q ĺL
nÿ
i“1
`
Aσp2i´1q dAσp2iq
˘
ĺL
nÿ
i“1
pA2i´1 dA2iq .
for all σ P S2n. If in addition A1 ľL 0, then
nä
i“1
pA2i´1 `A2iq ĺL
nä
i“1
`
Aσp2i´1q `Aσp2iq
˘
ĺL
nä
i“1
pAi `A2n´i`1q
for all σ P S2n.
Corollary 11. Let 0 ĺL A1 ĺL A2 ĺL ¨ ¨ ¨ ĺL Akn be a sequence of kn Hermitian matrices. Then
nÿ
j“1
kä
i“1
Aσppj´1qk`iq ĺL
nÿ
j“1
kä
i“1
Apj´1qk`i
nä
j“1
kÿ
i“1
Apj´1qk`i ĺL
nä
j“1
kÿ
i“1
Aσppj´1qk`iq
for all σ P Skn.
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8 Conclusions
We consider several variants and generalizations of the rearrangement inequality for which we can generalize
to multiple sequences and find both the set of permutations that maximizes or minimizes the sum of products
or product of sums of terms and where the permutation can be chosen across sequences. We also study
rearrangement inequalities beyond real numbers where the elements are vectors or functions.
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