The main purpose of this paper is to establish the first and second order necessary optimality conditions for stochastic optimal controls using the classical variational analysis approach. The control system is governed by a stochastic differential equation, in which both drift and diffusion terms may contain the control variable and the set of controls is allowed to be nonconvex. Only one adjoint equation is introduced to derive the first order necessary condition; while only two adjoint equations are needed to state the second order necessary conditions for stochastic optimal controls.
Introduction
Let T > 0 and (Ω, F, F, P ) be a complete filtered probability space (satisfying the usual conditions), on which a 1-dimensional standard Wiener process W (·) is defined such that F = {F t } 0≤t≤T is the natural filtration generated by W (·) (augmented by all the P -null sets).
Let us consider the following controlled stochastic differential equation dx(t) = b(t, x(t), u(t))dt + σ(t, x(t), u(t))dW (t), t ∈ [0, T ], Here u(·) is the control variable with values in a closed nonempty subset U of R m (for some fixed m ∈ N), x(·) is the state variable with values in R n (for some given n ∈ N), K is a closed nonempty subset in R n , and b, σ : [0, T ] × R n × R m × Ω → R n , f : [0, T ] × R n × R m × Ω → R and g : R n × Ω → R are given functions (satisfying suitable conditions to be stated later). As usual, when the context is clear, we omit the ω (∈ Ω) argument in the defined functions.
Denote by ·, · and | · | respectively the inner product and norm in R n or R m , which can be identified from the contexts, by B(X) the Borel σ-field of a metric space X, and by U ad the set of B([0, T ]) ⊗ F-measurable and F-adapted stochastic processes with values in U such that E T 0 |u(t, ω)| 2 dt < ∞. Any u(·) ∈ U ad is called an admissible control, the corresponding state x(·; x 0 ) of (1.1) with initial datum x 0 ∈ K is called an admissible state, and (x, u, x 0 ) is called an admissible triple. An admissible triple (x,ū,x 0 ) is called optimal if
3)
The purpose of this paper is to establish first and second order necessary optimality conditions for problem (1.3) . We refer to [4, 5, 16, 21] and references cited therein for some early works on this subject. Although the stochastic optimal control theory was developing almost simultaneously with the deterministic one, its results are much less fruitful than those obtained for the deterministic control systems. The main reasons are due to some essential difficulties (or new phenomena) when the diffusion term of the stochastic control system depends on the control variable and the control region lacks convexity. In contrast with the deterministic case, for stochastic optimal control problems when spike variations are used as perturbations, the cost functional needs to be expanded up to the second order and two adjoint equations have to be introduced to derive the first order necessary optimality conditions. A stochastic maximum principle for this general case was established in [27] . On the other hand, to derive the second order necessary optimality conditions, the cost functional needs to be expanded up to the forth order and four adjoint equations have to be introduced, see [34] . Consequently, these necessary conditions narrow the field of applications, since they require so many adjoint equations and considerably strong smoothness assumptions (with respect to the state variable x) on the coefficients of the control system and the cost functional.
Can we use just one adjoint equation (resp. two adjoint equations) to derive a first (resp. second) order necessary condition for the above general stochastic optimal control problem? To answer this question, let us first turn back to the special case of convex control constraint. When the control region is convex, the usual convex variation can be used to construct a control perturbation. Only one adjoint equation is needed to establish the first order necessary condition (see [4] ) and two adjoint equations are needed to establish the second order necessary condition (see [33] ) for stochastic optimal controls. The main advantage of using the convex variations instead of the spike ones, is the fact that, it avoids efficiently the difficulties brought by perturbations with respect to the measure. However, when the control region is nonconvex, the traditional convex variations cannot be used, since there may exist a control u(·) in the set of admissible controls U ad such that v := u −ū is not an admissible direction to construct a control perturbation (of the optimal control u). Nevertheless, if the perturbation direction v is chosen so that for any ε > 0 one can find a v ε converging to v (in a suitable sense) when ε → 0 + and satisfyingū + εv ε ∈ U ad , then the variational approach can be adopted to deal with some optimal control problems having nonconvex control regions (we call it the classical variational analysis approach). Indeed, this method has been used extensively in optimization and optimal control theory in the deterministic setting. Using this method, in [17, 11] , some second order integral type necessary conditions for deterministic optimal controls were established. It was shown in [10, 12] that these necessary conditions imply pointwise ones.
In this paper, we shall use the classical variational analysis approach to establish the first and second order necessary optimality conditions for stochastic optimal controls in the general setting, that is, when the control region is allowed to be nonconvex and the control variable enters also into the diffusion term of the control system. Let us recall that, when the diffusion term does NOT depend on the control variable, cf. [1, 23, 30] , the situation is more or less similar to the deterministic setting like the one in [11, 22] . Compared to the existing results for the case of general control constraints obtained by the spike variations ( [27, 34] ), the main advantage of the classical variational analysis approach is due to weaker smoothness requirements imposed on the coefficients of the control system and the cost functional (with respect to the state variable x) and to fewer adjoint equations needed to state these conditions. Previously the first and second order integral type necessary conditions for stochastic optimal controls with convex control constraints were derived in [6] using the convex (first order) variations of optimal control. In the difference with [6] , our variational approach is also valid when the control region is nonconvex and, since the second order variations of the control region are used in this paper, the corresponding second order necessary condition is more effective than the one of [6] even in the case of convex control constraints (see Example 4.1 below).
In a sense, our work can be viewed as a refinement of known optimality conditions for stochastic control problems. To see it, let us return, for a moment, to the deterministic optimal control problem, i.e., when the functions σ(·) ≡ 0, b(·), f (·), g(·), x(·) and u(·) in (1.1)-(1.2) are independent from the sample point ω, and also, for the sake of simplicity, let K = {x 0 } for some fixed x 0 ∈ R n . Consider an optimal pair (x,ū) and the solution ψ(·) to the following ordinary differential equation,
Define the (deterministic) Hamiltonian
Then the following Pontryagin maximum principle ( [28] ) holds
Clearly, when U is a finite set, condition (1.5) provides an effective way to compute "ū(·)"; while when U is convex, condition (1.5) yields
What about other types of U ? Are there other necessary conditions for optimal pairs? The classical monograph [28] was followed by numerous works addressing the above issues and refinements of known results on optimal control problems in the deterministic finite dimensional setting. In this respect, we refer to [3, 7, 10, 14, 15, 17, 19, 20, 26] for high order necessary conditions when the first-order necessary conditions turn out to be trivial and to [26] for a discussion on "bang-bang" controls which are very useful in applications. A very natural question concerns the stochastic counterpart of the above results. Surprisingly, very little is known about high order conditions in the stochastic framework! Indeed, as an interesting comparison, we mention that, there exists at least five research monographs ( [3, 7, 14, 19, 26] ) devoted to deterministic high order necessary conditions but one can find only a very few published articles ( [1, 6, 23, 30, 33] ) for their stochastic analogues. The outline of the paper is as follows. In Section 2, we collect some notations and introduce some spaces and preliminary results that will be used later. In Section 3, we derive the first order necessary conditions for stochastic optimal controls. Section 4 is devoted to establishing second order necessary conditions. Finally, in the Appendix, we give the proofs of two technical results from Sections 3 and 4.
Some of preliminary results of this paper are announced (without proofs) in [13] .
Preliminaries
This section is of preliminary nature, in which we shall introduce some useful notations and spaces, and recall some concepts and results from the set-valued analysis and the Malliavin calculus.
Notations and spaces
In this subsection, we introduce some notations and spaces which will be used in the sequel. Denote by C ∞ b (R n ; R m ) the set of C ∞ -smooth functions from R n to R m with bounded partial derivatives. Let R n×m be the space of all n × m-real matrices. For any A ∈ R n×m , denote by A its transpose and by |A| = tr{AA } the norm of A. Also, write
be a given function. For a.e. (t, ω) ∈ [0, T ]×Ω, we denote by ϕ x (t, x, u, ω) and ϕ u (t, x, u, ω) respectively the first order partial derivatives of ϕ with respect to x and u at (t, x, u, ω), by ϕ (x,u) 2 (t, x, u, ω) the Hessian of ϕ with respect to (x, u) at (t, x, u, ω), and by ϕ xx (t, x, u, ω), ϕ xu (t, x, u, ω) and ϕ uu (t, x, u, ω) respectively the second order partial derivatives of ϕ with respect to x and u at (t, x, u, ω).
For any α, β ∈ [1, +∞) and
β < +∞ and for any t ∈ [0, T ], the process ϕ(·, t, ·) is F-adapted.
Let us recall that on a given filtered probability space, any F-progressively measurable process is B([0; T ]) ⊗ F-measurable and F-adapted, and every B([0; T ]) ⊗ F-measurable and F-adapted process has an F-progressively measurable modification (see [32, Proposition 2.8] ).
Some concepts and results from the set-valued analysis
In this subsection, we recall some concepts and results from the set-valued analysis. We refer the reader to [2] for more details.
Let X be a Banach space with norm · X , and denote by X * the dual space of X. For any subset K ⊂ X, denote by ∂K, intK and clK its boundary, interior and closure, respectively. K is called a cone if αx ∈ K for any α ≥ 0 and x ∈ K. Define the distance between a point x ∈ X and K by dist (x, K) := inf y∈K y − x X . Define the metric projection
If in the above lim ε→0 + is replaced by lim inf ε→0 + , then we obtain a larger cone, the so called contingent cone T B K (x) to K at x. When K is convex, the adjacent cone and the contingent cone coincide with each other, and
It is not difficult to realize that v ∈ T b K (x) if and only if for any ε > 0 there exists a v ε ∈ X such that v ε → v (in X) as ε → 0 + , and x + εv ε ∈ K.
Similarly to the above, h ∈ T b (2) K (x, v) if and only if for any ε > 0 there exists an h ε ∈ X such that h ε → h (in X) as ε → 0
K (x, v), in general, may not be a cone and it may be an empty set (some examples can be found in [2, section 4.7] ).
The dual cone of the tangent cone
reduces to the normal cone N K (x) of the convex analysis, where
When X is a Hilbert space, for any ξ ∈ N b K (x) the second order normal cone to K at (x, ξ) is defined by
where S(X) is the space of symmetric, continuous linear operators from X to X and {ξ}
In the following, we recall a classical example in which the closed set K is defined by finitely many equalities and inequalities.
Example 2.1. When K ⊂ R n is given by inequality and equality constraints and a constraint qualification holds true, there are exact expressions for the first and second order tangent sets. More precisely, consider twice continuously differentiable functions ϕ 1 , ..., ϕ p : R n → R and ψ 1 , . . . , ψ r : R n → R (for some p, r ∈ N), set ϕ = (ϕ 1 , ..., ϕ p ) and define
If there are no equality, resp. inequality, constraints in the definition of K, then the terms involving ϕ, ϕ i , resp. ψ j , are absent in the discussion below and p, resp. r, is equal to zero. Let x ∈ K and denote by I(x) the set of all active indices, i.e. j ∈ I(x) if and only if ψ j (x) = 0. We assume that the Mangasarian-Fromowitz constraint qualification holds true: the Jacobian ϕ (x) is surjective and there exists a v 0 ∈ R n such that
In the absence of equality constraints this is equivalent to the assumption that {∇ψ j (x) | j ∈ I(x)} are positively independent or, equivalently, 0 / ∈ co {∇ψ j (x) | j ∈ I(x)}. Then it is well known, see for instance [2, pp. 150-151] that
If there are no equality constraints and
Fix any v ∈ T b K (x) and consider the set I v (x) = {j ∈ I(x) | ∇ψ j (x), v = 0}. Then the same proof as in [2, p.177] (given there only for the second order contingent set) implies that
Thus, under our assumptions, T
K (x, 0) is equal to the set of all symmetric (n × n)-matrices that are seminegative on T b K (x). If I(x) = ∅, denote by i 1 , ..., i k all the active indices (for some k ≤ r). In the expressions below the terms involving ϕ i , resp. ψ i j , are absent when there are no equality constraints, resp. when I(x) = ∅.
To express N b (2) K (x, q) we could apply the same method as in [11] . In order to simplify the discussion, we assume that
, v , which yields λ j ∇ψ i j (x), v = 0 for every j = 1, ..., k. Hence, λ j = 0 whenever i j / ∈ I v (x). Furthermore, if the equality constraints are absent, then
K (x, q). We show next that Q is the largest second order normal in the above sense. Fix any 
Consequently Q ≤ Q in the above sense. However, in general, closed sets do not have the above representation. We refer to [11] for a very simple example of a set K given by union of two intervals in R 2 , where the first and second order tangents can be easily computed, but, at the same time, K does not satisfy the constraint qualification assumption.
We would like to underline here that to prove the celebrated Pontryagin maximum principle in optimal control just a particular subset of tangents to the set of controlled trajectories was used. The computation of the whole tangent cone is, in general, not possible. Similarly, we do not need to know the whole set of the second order tangents to eliminate some candidates for optimality.
Let (Ξ, G ) be a measurable space, and F : Ξ ; 2 X be a set-valued map. For any
Clearly, the domain of a measurable set-valued map is measurable.
The following result is a special case of [2, Theorem 8.5.1].
Lemma 2.1. Suppose (Ξ, G , µ) is a complete σ-finite measure space, X is a separable Banach space, p ≥ 1 and K is a closed nonempty subset in X. Define
Then for any ϕ(·) ∈ K, the set-valued map
is G -measurable, and
The following result is a special case of [2, Corollary 8.2.13].
Lemma 2.2. Suppose (Ξ, G , µ) is a complete σ-finite measure space, X is a separable Banach space, K is a closed nonempty subset in X and ϕ(·) is a G -measurable single-valued mapping. Then the projection mapping ξ Π K (ϕ(ξ)) is G -measurable, and there exists a
As in [18] , we call a measurable set-valued map ζ : (Ω, F) ; 2 R m a set-valued random variable, and, we call a map Γ :
where 
. Using Lemmas 2.1 and 2.3, the following result was derived in [31] . It is useful later in getting the desired pointwise first order necessary condition. 
Some concepts and results from the Malliavin calculus
In this subsection, we recall some concepts and results from the Malliavin calculus (see [25] for a detailed discussion on this topic).
(Ω; R n ). For any ζ ∈ S (as in (2.2)), its Malliavin derivative is defined as follows:
Obviously, ||| · ||| 2 is a norm on S. It is shown in [25] that the operator D has a closed extension to the space D 1,2 (R n ), the completion of S with respect to the norm ||| · ||| 2 . When ζ ∈ D 1,2 (R n ), the following Clark-Ocone representation formula holds:
Denote by L 1,2
, and lim
2 − (R n ) and define
When ϕ is F-adapted, D s ϕ(t, ω) = 0 a.s. for any t < s. In this case, D − ϕ = 0 and
is a stochastic process whose Malliavin derivative has suitable continuity on some neighborhood of {(t, t) | t ∈ [0, T ]}. Examples of such processes can be found in [25] .
First order necessary conditions
In this section, we study the first order necessary optimality conditions for the optimal control problem (1.3). Firstly, we introduce the notion of local minimizer for the problem (1.3).
In this section, we need the following assumptions:
(C1) The control region U is nonempty and closed.
(C2) The functions b, σ, f and g satisfy the following:
is uniformly continuous in x ∈ R n and u ∈ R m . There exist a constant
n → R are differentiable, and for any x,x ∈ R n and u,ũ ∈ R m ,
When the condition (C2) is satisfied, the state x (of (1.1)) is uniquely defined by any given initial datum x 0 ∈ R n and admissible control u ∈ U ad , and the cost functional (1.2) is well-defined on U ad . In what follows, C represents a generic positive constant (depending only on T , β, η(·) and L), which may be different from one place to another.
The following known result ( [24] ) is useful in the sequel.
, and for any t ∈ [0, T ] the following estimate holds:
(3.1) Moreover, ifx is the solution to (1.1) corresponding to
Now, let us introduce the classical first order variational control system.
, let x ε be the state of (1.1) corresponding to the control u ε and the initial datum x ε 0 , and put δx
Consider the following linearized stochastic control system:
We first establish the following estimates.
Lemma 3.2. Let (C2) hold and β ≥ 1. Then, for anyū, v, v ε , ν 0 , ν ε 0 and δx ε as above
where r
Proof. See Appendix A.
Next, define the Hamiltonian
We introduce the first order adjoint equation for (3.3):
By [8] and (C2), for any
. We have the following result. 
and
where (P 1 , Q 1 ) is the solution to the first order adjoint equation (3.6) corresponding to (x,ū,x 0 ) and H u (t) = H u (t,x(t),ū(t), P 1 (t), Q 1 (t)).
Expanding the cost functional J(·) atū, we have for all small ε > 0,
where
By Lemma 3.2 (with β = 2) and (C2), it follows that
Similarly, we have
Then, by (C2) and Lemma 3.2, we obtain that
Therefore, from (3.9) and (3.11), we conclude that
By the duality between (3.3) and (3.6), we have
Substituting (3.13) in (3.12), we obtain that
For v(·) = 0, (3.14) implies (3.8). On the other hand, for ν 0 = 0 in (3.14), we have (3.7). This completes the proof of Theorem 3.1. 
From Theorem
where (P 2 , Q 2 ) is the second order adjoint process with respect to (x,ū) (defined by (4.3) in Section 4). The stochastic maximum principle (e.g. [27] ) says that, if (x,ū) is an optimal pair, then
When b, σ and f are differentiable with respect to the variable u, (3.16) implies that
i.e., the first condition in (3.15) holds (when U is convex, this also coincides with the corresponding result in [4] ). However, to derive the maximum principle (3.16) one has to assume that b, σ, f and g are differentiable up to the second order with respect to the variable x, and the second order adjoint process (P 2 , Q 2 ) should be introduced (even it does not appear in the condition (3.15)). Therefore, in practice, under the usual structural assumptions on U , it is more convenient to use the condition (3.15) directly.
In what follows we give a simple example to demonstrate how to use the condition (3.15) to check if a given admissible control is not optimal.
Clearly, this U is neither a finite set nor convex in R 2 . Consider the control system
with the cost functional
Define the Hamiltonian of this optimal control problem
In what follows, we show that the control (u 1 (t), u 2 (t)) ≡ (0, 0) is not a local minimizer.
Obviously, the corresponding solution to the control system (3.17) is 20) and the first order adjoint equation is
It is easy to verify that the solution to (3.21) is
Note that even though the Mangasarian-Fromowitz constraint qualification does not hold at (0, 0), we can easily obtain that
By the first order condition in (3.15), (1 − t) > 0 for any t ∈ [0, 1), a.s., chose (v 1 , v 2 ) = (1, 0) we have
which is a contradiction. Therefore, (u 1 (t), u 2 (t)) ≡ (0, 0) is not an local minimizer. Actually, choosing (ū 1 (t),ū 2 (t)) ≡ (1, 0), we find that the corresponding state is 23) and hencex 1 (1) = W (1), i.e., the cost functional attains its minimum 0 and (ū 1 (t),ū 2 (t)) ≡ (1, 0) is the global minimizer. In addition, a simple calculation shows that the corresponding first order adjoint process is 24) which implies that the condition (3.15) is trivially satisfied.
Remark 3.4. The approach proposed in Theorems 3.1-3.2 can be applied to more general control problems. We refer the reader to [31] for the optimal control problems involving stochastic Volterra integral equations.
Second order necessary conditions
In this section, we investigate the second order necessary conditions for the local minimizers (x,ū,x 0 ) of (1.3). In addition to the assumptions (C1) and (C2), we suppose that (C3) The functions b, σ, f and g satisfy the following:
is uniformly continuous in x ∈ R n and u ∈ R m , and,
(ii) For a.e. (t, ω) ∈ [0, T ] × Ω, the functions f (t, ·, ·, ω) : R n × R m → R and g(·, ω) : R n → R are twice continuously differentiable, and for any x,x ∈ R n and u,ũ ∈ R m ,
For ϕ = b, σ, f , denote ϕ xx (t) = ϕ xx (t,x(t),ū(t)), ϕ xu (t) = ϕ xu (t,x(t),ū(t)), ϕ uu (t) = ϕ uu (t,x(t),ū(t)).
Integral-type second order necessary conditions
In this subsection, we consider first the integral-type second order necessary conditions for the local minimizers of (1.
Denote by x ε the solution of (1.1) corresponding to the control u ε and the initial datum
Similarly to [17] , we introduce the following second-order variational equation: 
where,
Proof. See Appendix B.
We now introduce the following adjoint equation for (4.1):
where H xx (t) = H xx (t,x(t),ū(t), P 1 (t), Q 1 (t)) with (P 1 (·), Q 1 (·)) given by (3.6).
By [8] and (C2)-(C3), it is easy to check that, ifū
To simplify the notation, we define S(t, x, u, y 1 , z 1 , y 2 , z 2 , ω) := H xu (t, x, u, y 1 , z 1 , ω) + b u (t, x, u, ω) y 2 (4.4) +σ u (t, x, u, ω) z 2 + σ u (t, x, u, ω) y 2 σ x (t, x, u, ω),
and denote
and the set of admissible second order variations by
We have the following result.
Theorem 4.1. Let (C1)-(C3) hold and (x,ū,x 0 ) be a local minimizer for the problem (
. Then for the adjoint process P 1 defined by (3.6) (relative to (x,ū,x 0 )) and for all (v, h) ∈ Aū satisfying v ∈ Υū,
Proof. We borrow some ideas from [11, proof of Theorem 2] . From the definition of the second order adjacent set, we deduce that, if (v, h) ∈ Aū, then v(t, ω) ∈ T b U (ū(t, ω)), a.e. (t, ω) ∈ [0, T ] × Ω, and for any ε > 0, there exist an r(ε, t, ω) ∈ R m such that
Furthermore, let (t, ω) = |h(t, ω)| + 1, then for a.e. (t, ω) ∈ [0, T ] × Ω there exists a ρ(t, ω) > 0 such that
(4.8)
Motivated by the inequality (4.8), we introduce the following subset of Aū:
We fist prove that (4.6) and (4.7) hold for any (v, h) ∈ A * u satisfying v ∈ Υū. Fix such a (v, h) ∈ A * u and a corresponding ρ 0 > 0. Using similar arguments as those in the proof of [17, Proposition 4.2], we now prove that
The distance function being Lipschitz continuous, α ε is a B([0, T ]) ⊗ F-measurable and Fadapted process. Furthermore, since,
Using Lemma 2.2, we show that u ε admits a B([0, T ]) ⊗ F-measurable and F-adapted version (Note that the metric projection mapping (t, ω) Π U (ū(t, ω) + εv(t, ω)) may not be B([0; T ])⊗F-measurable, since ([0, T ]×Ω, B([0;
T ])⊗F, dt×dP ) is not complete. Therefore, we can only obtain a measurable selection of (t, ω) Π U (ū(t, ω)+εv(t, ω)) on the completion of this product measure space and then modify this selection to be a B([0, T ])⊗F-measurable process.) To simplify the notation, we still denote this version by u ε .
For v ε = (u ε −ū)/ε, we have
Then, γ ε is B([0, T ]) ⊗ F-measurable and F-adapted, and, because
Then,
By the dominated convergence theorem,
K (x 0 , ν 0 ). Define u ε =ū + εv + ε 2 h ε and let x ε 0 , δx ε and δu ε be defined as above. Denotef
Expanding the cost functional J atū, we get
In the same way as in the proof of Lemma 4.1, we find that lim ε→0 + ρ ε 2 = 0. On the other hand, by (3.13) and, recalling that v ∈ Υū, ν 0 ∈ {P 1 (0)} ⊥ , we have
Therefore,
(4.9) By Itô's formula,
Substituting (4.10) and (4.11) into (4.9) yields
Then, letting v(·) = h(·) = 0 we obtain (4.7) and letting ν 0 = 0 = 0, we obtain (4.6), for any (v, h) ∈ A * u satisfying v ∈ Υū. To prove (4.6) for any (v, h) ∈ Aū satisfying v ∈ Υū, define
It can be proved that
is nondecreasing and
where y 
. Passing to the limit in inequality (4.12), we finally obtain (4.6). This completes the proof of Theorem 4.1.
In what follows, we shall give a consequence of Theorem 4.1 for the case when U is represented by finitely many mixed constraints, i.e.,
where ϕ 1 , ..., ϕ p : R n → R and ψ 1 , . . . , ψ r : R n → R (for some p, r ∈ N) are twice continuously differentiable functions and for any u ∈ U ,
(4.13)
Moreover, there exist two constants L ≥ 0 and ρ > 0 such that for every u ∈ U ,
where I(u) is the set of all active indices at u, Γ u := (∇ϕ 1 (u) , ..., ∇ϕ p (u), ∇ψ i 1 (u), ..., ψ i k (u)) with i 1 , ..., i k ∈ I(u) being all active indices for some k ≤ r, and B Im(Γu) and B R p+k are respectively the unit balls in the image space of Γ u and R p+k . We observe that (4.13) implies (4.14) with a ρ depending on u. In the above we required ρ to be independent of u to obtain the following result.
Corollary 4.1. Let U be as above, (C2)-(C3) hold and (x,ū,x 0 ) be a local minimizer for the problem (
× Ω and the corresponding solution y 1 of equation (3.3) we have
Proof. The proof of this result is similar to that of [11, Theorem 3] . Obviously, condition (4.13) implies the Mangasarian-Fromowitz constraint qualification. By Example 2.1, for any (t, ω),
Then, by the first order condition (3.15), we have
where G * is the completion of G and G is defined by (2.1). By assumption (4.13) the process γ * (·) is uniquely determined (up to a set of measure zero). Since R m is separable, there exists a G -measurable modification of γ * (·):
⊗ F-measurable and F-adapted and 
On the other hand, when j / ∈ I(ū(t, ω)), λ j (t, ω) = 0 and therefore also λ j (t, ω) ≤
Combining (4.18) with (4.16), one has, for a.e. (t, ω)
Therefore, for a.e. (t, ω) ∈ [0, T ] × Ω and for any j / ∈ I v (ū(t, ω)), λ j (t, ω) = 0. Consequently,
(4.19) On the other hand, for any (t, ω) ∈ [0, T ] × Ω, by Example 2.1,
and U (ū(t, ω), v(t, ω)) and a.e.
which implies that 
22) and,
Applying the same argument as at the end of Example 2.1 we show, using (4.19) , that Now, for any i ∈ N, define 
Passing to the limit in inequality (4.25), we finally obtain condition (4.15) . This completes the proof of Corollary 4.1.
In [6] , in the special case of K = {x 0 }, the authors obtained the following integral-type first and second order necessary conditions for stochastic optimal controls: Theorem 4.2. Let (C2)-(C3) hold. If U is closed and convex andū is an optimal control, then
∩ Υū the following second order necessary condition holds: 27) where, R U ad (ū) := αu − αū u ∈ U ad , α ≥ 0 , and cl 2,2 (A) and cl 4,4 (A) are respectively the closures of a set A under the norms · 2,2 and · 4,4 .
Remark 4.1. There are three main differences between (4.6) and (4.27): First, the control region is allowed to be nonconvex in (4.6). Second, the solutions to two adjoint equations (3.6) and (4.3) are used in (4.6), and consequently, the second order term involving y 1 (the solution to the first order variational equation (3.3) ) is absent in this condition.Third, the condition (4.6) contains the second order adjacent vector h, while in (4.27) it is equal to zero, cf. Remark 2.1. Our condition (4.6) is more effective in distinguishing optimal controls from other admissible controls than (4.27), even if the diffusion term σ = 0, see [17] . See also the examples (especially Example 4.2) that we shall give below.
Example 4.1. Let U be equal to the intersection of two closed balls in R 2 of radii 1 and centers at respectively (1, 0) and (
: R 2 → R + × R be a given function satisfying F (0) = 0, F x (0) = 0, F xx (0) = 0, and for some L > 0,
Consider the stochastic control system
For this optimal control problem, the Hamiltonian is defined as H(t, x, u, p, q, ω) := p, F (x) + u + q, Au , (0, 0) . Then, the corresponding statex(t) ≡ (0, 0). Since F 1 (x) ≥ 0 for any x ∈ R 2 and U ⊂ R + × R, we deduce that E(x 1 (1)) ≥ 0 for any solution x = (x 1 , x 2 ) of the above stochastic system. Thereforeū is the global minimizer. Furthermore, the first and the second order adjoint equations are
It is easy to see that the solution to equations (4.28) and (4.29) are P 1 (t) ≡ (−1, 0), Q 1 (t) ≡ 0 and (P 2 (t), Q 2 (t)) ≡ (0, 0), respectively. Then, 0) ) (which corresponds to the first condition in (3.15)) is satisfied and
Therefore, the second order necessary condition (4.27) is satisfied trivially in this case and does not contain any additional information with respect to the first order necessary condition (4.26) .
Comparatively, our second order necessary condition (4.6) provides more information about the controlū. For example, letṽ(t) ≡ (0, 1) andh(t) ≡ ( , 0). Obviouslyṽ ∈ Υū, (ṽ,h) ∈ Aū, and condition (4.6) becomes 0) ), the last inequality is different from the first order necessary condition (3.7) and from the second order necessary condition (4.27). 
Clearly, this U is neither a finite set nor convex in R 2 . One can easily check that
Consider the control system
Obviously, the only difference between (3.17) and (4.30) is that the coefficient "u 2 (t)" in the first system is replaced by " |u 2 (t)| 4 " in the second one and, since U is a bounded set, the assumptions (C2)-(C3) are fulfilled.
The Hamiltonian of this optimal control problem is given by
In what follows, we show that the admissible control (u 1 (t), u 2 (t)) ≡ (0, 0) is not locally optimal.
The corresponding solution to the control system (4.30) is still given by (3.20) , and the first order adjoint equation is the same as in (3.21) . Therefore (P 1 1 (t), Q 1 1 (t)) and (P 2 1 (t), Q 2 1 (t)) are as in (3.22) . For the present problem,
Hence, the first order condition in (3.15), 0) ) is trivially satisfied, and therefore we need to check the second order condition (4.6). For this, we observe that 34) and hence y 1 (t) ≡ (0, 0). This, combined with (4.33), shows that the second condition in (4.6) is specified as
We now choose h = (
, 0) in (4.35). By (4.32), we obtain that
which is a contradiction. Therefore, (u 1 (t), u 2 (t)) ≡ (0, 0) is not locally optimal.
Pointwise second order necessary conditions
In this subsection, under some further assumptions, we shall deduce from the integral-type second order necessary condition (4.6) a pointwise one. First, we introduce the following notion.
Definition 4.1. We callũ ∈ U ad partially singular in the classical sense ifũ satisfies
wherex is the state corresponding toũ, H u (t) = H u (t,x(t),ũ(t), P 1 (t), Q 1 (t)), and similarly for H uu (t) andσ u (t). ( P 1 , Q 1 ) and ( P 2 , Q 2 ) are the adjoint processes given respectively by (3.6) and (4.3) with (x,ū,x 0 ) replaced by (x,ũ,x 0 ). When (x,ū,x 0 ) is a local minimizer for the problem (1.3) andū is singular, we call (x,ū,x 0 ) a singular local minimizer (for the problem (1.3)).
Remark 4.2. The definition of the singular control in (4.36) is much more general than that in [33, Definition 3.3] . More precisely, by the maximality condition (3.16) , if the controlũ is optimal, the first and second necessary conditions in optimization theory immediately imply that, for a.e. 
As underlined in [33] , there are some essential difficulties to deduce from the above integral type second order necessary condition a pointwise one. The main reason for it is that the spike variations have to be used to get the pointwise second order necessary condition from (4.38). Substituting the explicit expression for y 1 into (4.38), the Itô integral will appear in this condition. Thus there will be a "bad" term making impossible using the Lebesgue differentiation theorem to derive the pointwise condition (see Subsection 3.2 in [33] for more details). However, when S and v are regular enough, a method similar to the one proposed in [33] can be used to establish the following pointwise second-order necessary condition for stochastic singular optimal controls for the problem (1.3).
, then in addition to the second order transversality condition (4.
u , the following pointwise second order necessary condition holds:
Proof. The proof is similar to the one of [33, Theorem 3.13] 
where Φ(·) solves the following matrix-valued stochastic differential equation
and I stands for the identity matrix of dimension n.
From Theorem 4.3, it follows that
By the Lebesgue differentiation theorem, it is immediate that for a.e. τ ∈ [0, T ),
On the other hand, by (4.41)
By the properties of the Itô integral and the Lebesgue differentiation theorem, it can be proved that
Next, the assumptions on S and v yield
Hence, by the Clark-Ocone formula, for a.e. t ∈ [0, T ), which coincides with [33, Theorem 3.13] . However, when the control set U is nonconvex, some more assumptions as follows are required to establish a pointwise condition similar to (4.51). U (u, v) = ∅. When the control set U has a C 2 boundary, the assumption (C4) holds, see [10] . From the proof of Theorem 4.4, we deduce the following result. where k ∈ N, 0 = t 1 < · · · < t k+1 = T , l i ∈ N, u ij ∈ U and A ij ∈ F t i for i = 1, · · · , k and j = 1, · · · , l i , then, in addition to the second order transversality condition (4.7), the following pointwise second order necessary condition holds: , ω) ), a.e. τ ∈ [0, T ], a.s. Proof. Whenū(t, ω) is given as in (4.52), for any fixed i and j,ū(t, ω) has constant value u ij on [t i , t i+1 ) × A ij . Then, on
S(t) v(t) = E S(t) v(t) +
U (u ij , v ij ), τ ∈ [t i , t i+1 ), θ ∈ (0, t i+1 − τ ), E θ = [τ, τ + θ) and choose A ∈ F t i . Define Example 4.3. Let the optimal control problem be the one stated in Example 3.1. We have shown thatū(t) = (ū 1 (t),ū 2 (t)) ≡ (1, 0) is the optimal control. In the following we will prove that this optimal control is partially singular and satisfies the second order necessary condition (4.2).
In Example 3.1 we obtained that the corresponding state (x 1 (t),x 2 (t)) is as in (3.23) and the first order adjoint process (P 1 (t), Q 1 (t)) is as in (3.24) . In addition, it is easy to see that the second order adjoint equation is This means thatū(t) = (ū 1 (t),ū 2 (t)) ≡ (1, 0) is partially singular. Next, we prove that u(t) = (ū 1 (t),ū 2 (t)) ≡ (1, 0) satisfies the second order necessary condition in Corollary 4. 
Appendix
In this section, we prove the two technical Lemmas 3.2 and 4.1. The fundamental idea comes from the classical calculus, see also the related results in [4, 6] for the optimal control problems with convex control constraints, and [27, 32] for the general control constraints.
A. Proof of Lemma 3. 
