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Temporal Kernel Descriptors for Learning with Time-sensitive Patterns
Doyen Sahoo∗ Abhishek Sharma† Steven C.H. Hoi‡ Peilin Zhao§
Abstract
Detecting temporal patterns is one of the most prevalent challenges
while mining data. Often, timestamps or information about when
certain instances or events occurred can provide us with critical
information to recognize temporal patterns. Unfortunately, most
existing techniques are not able to fully extract useful temporal
information based on the time (especially at different resolutions
of time). They miss out on 3 crucial factors: (i) they do not
distinguish between timestamp features (which have cyclical or
periodic properties) and ordinary features; (ii) they are not able
to detect patterns exhibited at different resolutions of time (e.g.
different patterns at the annual level, and at the monthly level);
and (iii) they are not able to relate different features (e.g. multi-
modal features) of instances with different temporal properties
(e.g. while predicting stock prices, stock fundamentals may have
annual patterns, and at the same time factors like peer stock prices
and global markets may exhibit daily patterns). To solve these
issues, we offer a novel multiple-kernel learning view and develop
Temporal Kernel Descriptors which utilize Kernel functions to
comprehensively detect temporal patterns by deriving relationship
of instances with the time features. We automatically learn the
optimal kernel function, and hence the optimal temporal similarity
between two instances. We formulate the optimization as a Multiple
Kernel Learning (MKL) problem. We empirically evaluate its
performance by solving the optimization using Online MKL.
1 Introduction
Mining temporal patterns is one of the most prevalent prob-
lems in data mining, and has immense applications and prac-
tical utility. Detecting how events are associated or linked
with timestamp features can greatly improve our predictive
ability and decision making. For example, estimating the
weather conditions can help in agriculture, event planning
etc.; estimating trends in demands for resources can help in
resource allocation (e.g. what time of the day would we have
high demand for car rentals, what would be the demand for
resources in a super market at different times); estimating s-
tock prices can help us make better investment decisions. It
is therefore critical to have techniques that can comprehen-
sively detect temporal patterns from the data.
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Several existing machine learning techniques consider
timestamp features as ordinary features, and directly plug
them into the learning method. Some alternate techniques
explicitly address the temporal nature of data (without times-
tamp usage), by weighting (e.g. exponential weighting) the
instances based on recency in the optimization formulation.
These approaches suffer from three major drawbacks: (i)
they ignore the cyclical or periodic nature of timestamp fea-
tures (e.g. hour feature repeats itself after every 24 itera-
tions); (ii) they can not recognize temporal patterns at dif-
ferent resolutions of time (e.g. distinction is required be-
tween patterns observed at different days of the week, and
different hours of the day); and (iii) they do not associate
different multi-modal features with different timestamp res-
olutions (e.g. for stock price prediction, the fundamentals
may exhibit monthly patterns, whereas global markets and
peer stocks may exhibit daily patterns). To solve these prob-
lems, in this paper we develop novel multi-resolution kernel
functions called Temporal Kernel Descriptors which use k-
ernels to describe the temporal patterns in the data by appro-
priately linking events to timestamps at various resolutions
of time. We automatically learn the optimal kernel function
that can appropriately measure the temporal similarity be-
tween instances by formulating the problem as a Multiple
Kernel Learning (MKL) optimization [3, 19, 33].
We motivate this problem further through a real world
example of bike demand prediction at a given time [8] (See
Figure 1). The demand may be affected by the hour of the
day, or day of the week, or be a function of both in con-
junction. Likewise, (multimodal) factors like weather, tem-
perature, or if the day is a holiday (these can be considered
heterogeneous data sources) will also be responsible in vary-
ing the bike demand. Additionally, these multi-modal factors
will have a different effect based on the timestamp (at dif-
ferent resolutions). We aim to design Temporal Kernel De-
scriptors that can not only adapt according to periodic prop-
erties of timestamp features at different resolutions, but also
be able to find appropriate association of different modali-
ties (or heterogeneous features) with each of the timestam-
p resolutions. First, we introduce temporal kernels which
address the problem of time features having a periodic na-
ture. We then extend this to multi-resolution temporal ker-
nels to measure time similarity at different resolutions. Fi-
nally, we design temporal kernel descriptors that associate
various modalities to different resolutions of time. We al-
Figure 1: To estimate the bike demand, we aim to learn the association between each multi-modal (heterogeneous) feature
set with each resolution of time. The prediction model then accepts an input and estimates the demand.
so devise a method to use these descriptors in absence of
timestamps. We formulate the optimization as a Multiple K-
ernel Learning problem, in order to automatically learn the
optimal temporal similarity between two instances. We al-
so empirically validate the superiority of using these kernel
descriptors in detecting temporal similarity as compared to
traditional state of the art linear and kernel methods.
2 Related Work
There are two main categories of work related to our pa-
per: Temporal Pattern Mining and Multiple Kernel Learning.
Temporal data mining has been studied extensively in litera-
ture [2, 20, 25]. We restrict our discussion to kernel methods
or timestamp usage. Kernel methods, particularly support
vector regression have found success in several time-series
applications including finance [34], electricity load forecast-
ing [17], credit rating [15], machine reliability forecasting
[37], control systems and signal processing [11] and online
learning [29]. Most of these techniques primarily focus di-
rectly using the traditional kernels, and applying them di-
rectly to the features. Periodic kernel functions have also
been used to address issues temporal periodicity in time se-
ries [22, 23]. Additionally, some attempts have been made
to explicitly address the temporal issues by modifying the
objective function like exponential weighting [35], giving
more importance to recent data. A similar approach is seen
in several online learning methods, in which they adapt to
the changing pattern [6]. Another related work is the us-
age of autoregressive kernels for time series prediction [5].
These methods address a slightly different problem and do
not exploit timestamp information to improve predictability.
Some efforts have been made to use tree-kernels for linking
events to timestamps [24, 14], but here the focus is primarily
on natural language processing. None of these methods con-
sider the temporal patterns of multi-modal data at multiple
resolutions of time.
The other closely related area of work is Kernel Learn-
ing which deals with learning the optimal similarity between
instances. Kernel methods are more effective than linear
methods when learning a nonlinear target hypothesis [31].
They are also used as notions of similarity. In practice sever-
al types of kernel functions exist, with a variety of parame-
ters. It is usually not known before-hand which kernel would
be suitable for the task. Further, often data sources are het-
erogeneous, implying different kernels may be suited to dif-
ferent features (e.g. if an instance has features that may be
numerical or strings). In addition, the usage of a single ker-
nel usually restricts the learning capacity by not leveraging
on information that could be gotten from more kernels. To
tackle these problems, learning the kernel function evolved
as a promising research direction where the most prevalen-
t method is Multiple Kernel Learning (MKL) [19] which
learns the optimal combination of multiple kernels. Most
of these [19, 33, 12] focus on batch learning settings, and
are often very computationally expensive. Many techniques
have been proposed to enhance the efficiency of MKL in-
cluding SimpleMKL [28], extended level method [36], and
mirror descent [1]. Despite improved efficiency, these meth-
ods lose practical utility when confronted with lot of data or
a large pool of kernel functions. As a result online learn-
ing, a field that was designed for scalable algorithms, which
process data sequentially, was extended to multiple kernel
learning. These include online multiple kernel learning in
[16, 13, 30] where the multiple kernel combination is learn-
t using the Hedge Algorithm [9, 10] or the online gradient
descent approach [38]. [21] studied online MKL for struc-
tured prediction. These methods use fast and scalable online
learning techniques to solve multiple kernel learning in an
online manner, at the cost of not being able to reach a global
optimum. Unfortunately, none of these techniques consider
the usage of kernels to better describe the temporal nature of
the multi-modal data at multi-resolution timestamps.
3 Temporal Kernel Descriptors
3.1 Problem Setting Consider a set of N instances xi,
for i = 1, . . . , N , with each instance labeled with a target
value yi, where yi ∈ {1,−1} for classification or yi ∈ R
for regression tasks. Each instance comprises two sets of
features: xTi , which is a timestamp, or the time at which the
event took place, e.g., xTi = {12thJan, 2015|10 : 28 : 31}
(or any other customized time feature designed by the user);
and xFi are those standard features in a typical learning
setting that describe the instance.
Based on these two sets of features we aim to learn a
kernel based prediction model f(xi) which can optimally
predict the target variable yi. A prediction on instance xi
with target yi suffers a loss which is denoted by `(f , (xi, yi)).
Typically this loss function is convex, and can be application
dependent. For example, for binary classification, it can be
the hinge loss: `(f , (xi, yi)) = max(0, 1 − yif(xi)); and
for regression it can be the squared loss: `(f , (xi, yi)) =
1
2 (f(xi)− yi)2.
Our goal is to learn a function that minimizes this loss
over all the instances in the dataset. This can be cast into the
following (SVM-like) optimization problem:
min
f
1
2
||f ||2 + C
N∑
i=1
`(f , (xi, yi))
where the first term is the regularizer penalizing the
complexity of the model, and theC is the tradeoff parameter.
In the following, we will describe the kernels used to learn
this kernel-based prediction function.
3.2 Temporal Kernels Kernels have found success in
many algorithms and applications [32] owing to their abil-
ity to detect nonlinear patterns. Kernels implicitly map the
input space into a high dimensional space (also called the
Reproducing Kernel Hilbert Space (RKHS)), and allow the
algorithms to detect linear patterns in this new space. This
enables the algorithms to infer nonlinear patterns in the o-
riginal space. What makes kernels efficient and popular is
the kernel trick, which allows us to skip the explicit high
dimensional mapping, and learn the prediction model in the
RKHS while operating in the original space. The kernel trick
is used in Kernel Functions, which compute the dot prod-
uct between instances in a high dimensional space. Pop-
ularly used kernel functions include: Polynomial Kernels
κ(x1,x2) = (c + x
>
1 x2)
d (c and d are parameters), and
Gaussian Kernels κ(x1,x2) = exp(− ||x1−x2||
2
2σ2 ) (σ is the
bandwidth parameter). Since kernel functions essentially
compute the dot product between two instances, they are of-
ten viewed as similarity measures, i.e., the kernel function
on two instances returns the similarity between the two in-
stances, where different types of kernels (with different pa-
rameters) denote different notions of similarity.
Using this similarity view of kernels, how should we
compute similarity between two timestamps? Unfortunately
traditional kernels e.g. linear kernel, or (Euclidean) distance
based kernels (e.g. Hat Kernel, Gaussian Kernel, etc.) give
poor quality similarity scores for time values owing to the
cyclical nature of the many time measures (e.g. hour value
repeats itself after 24 iterations, seconds value repeats itself
after every 60 iterations). Intuitively we can comprehend
that 2300 hours and 0100 hours occur at similar times of the
day, but traditional kernels consider these two times as very
dissimilar due to the large Euclidean distance. To address
this problem, we design a temporal kernel which can account
for the cyclical or periodic nature of timestamps. Let xt1 and
xt2 be two time stamp instances with a cycle length Ct (for
hours Ct = 24). The temporal kernel similarity measure
based on the Gaussian kernel for the the two instances is
given by:
κt(x
t
1,x
t
2) = exp−
(min(|xt1 − xt2|, Ct − |xt1 − xt2|))2
2σ2
Here σ is the bandwidth parameter as used in the Gaussian
Kernel. This new temporal kernel measures the Euclidean
distance between two time values from the shorter sides for
the cycle, and thus gives a better similarity measure. We
note that this is similar, albeit a more simplified version of
the Mackay Periodic kernel function. An example of this is
graphically illustrated in Figure 2.
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Figure 2: Temporal Kernel: The kernel similarity score for
x = 10 and x = 23 for σ = 4. Here, x represents hours.
3.3 Multi-resolution Temporal Kernels Having ad-
dressed the periodic nature of temporal patterns through
temporal kernels, we are still faced with the challenge of
addressing time similarity measures when multi-resolution
timestamps are provided. For example, what would be
the kernel similarity between 09:05 a.m. and 11:35 a.m.?
Should the similarity be high considering that the time
stamps are only a few hours apart, or should the similarity
score be low as the minutes feature of the time stamps are
far apart? A naive approach would be to convert everything
to a standardized unit of time (convert everything to hours),
and try to use the temporal kernels. However, temporal
patterns at different resolutions may get ignored. The data
may exhibit patterns at different resolutions of time - for
example, there is a global pattern in every hour and a local
pattern in every minute ( within each hour). We want to be
able to capture the global pattern (changes in every hour), as
well as the local pattern (changes at a minutes level).
To do this, we consider each of the specific time fea-
tures as heterogeneous (or multi-modal) and define the multi-
resolution temporal kernel similarity between two stamp-
s as the positively weighted linear combination of kernel
similarity of each timestamp feature. Let xT1 and x
T
2 be t-
wo timestamp instances comprising T > 1 features (i.e.
xT1 = [x
1
1, . . . , x
T
1 ]). The multi-resolution temporal kernel
similarity based on multiple kernels between the instances is
given by:
κMulti−resolutionTemporalKernel(xT1 ,x
T
2 )
= α1κ1(x
T
1 ,x
T
2 ) + · · ·+ αTκT (xT1 ,xT2 )
=
T∑
t=1
αtκt(x
T
1 ,x
T
2 )
subject to αt ≥ 0
αt ≥ 0 is enforced to make sure that the resultant kernel
function is positive semi-definite keeping the learnt kernel a
valid Mercer Kernel. Each kernel function used in the above
equation has its own bandwidth parameter and cycle length
(Ct), depending on the application and the timestamp feature
being used used from the instance xT .
3.4 Temporal Kernel Descriptors Using appropriate
temporal kernels, we now associate the timestamps to the
heterogeneous feature sets. First we define feature level sim-
ilarity between two instances. Let xF1 and x
F
2 be two in-
stances (without timestamp information) comprising F > 1
feature sets (i.e. xF1 = [x
1
1, . . . , x
F
1 ], where every x
f
1 rep-
resents a multi-modal data source, and it can have one or
more features). The similarity between these two instances
is given as a positively weighted linear combination of k-
ernel similarity scores of each feature set. It is denoted as
κFeatureKernel and is given by:
κFeatureKernel(x
F
1 ,x
F
2 )
= β1κ1(x
F
1 ,x
F
2 ) + · · ·+ βFκF (xF1 ,xF2 )
=
F∑
f=1
βfκf (x
F
1 ,x
F
2 )
subject to βf ≥ 0
βt ≥ 0 is enforced to make sure that the resultant kernel
function is positive semi-definite keeping the learnt kernel a
valid Mercer Kernel. Each kernel function used can be of any
suitable type based on the application and the heterogeneous
source. κf computes the kernel similarity of instances based
on the f th set of heterogeneous features.
Finally, we define Temporal Kernel Descriptors (TKD)
which depict the instance based similarity based on the time
similarity and feature similarity by linking similarity scores
of both the timestamp features and multi-modal data features
to obtain a multi-resolution kernel similarity function. This
similarity is scored as the product of multi-resolution tempo-
ral kernel similarity and the instance based feature similarity.
It is denoted by κTKD(x1,x2) for instances x1 = [xT1 ,x
F
1 ]
and x2 = [xT2 ,x
F
2 ] and is given by:
κTKD(x1,x2)(3.1)
= κHTK(x
T
1 ,x
T
2 ) · κFK(xF1 ,xF2 )
=
( T∑
t=1
αtκt(x
T
1 ,x
T
2 )
)( F∑
f=1
βfκf (x
F
1 ,x
F
2 )
)
=
T∑
t=1
F∑
f=1
αtβf
(
κt(x
T
1 ,x
T
2 ) · κf (xF1 ,xF2 )
)
=
T∑
t=1
F∑
f=1
wtf
(
κt(x
T
1 ,x
T
2 ) · κf (xF1 ,xF2 )
)
As can be seen, the TKD similarity is a linear combi-
nation of a set of different kernel functions. Since αt ≥ 0
and βf ≥ 0, wtf = αt · βf ≥ 0. The final kernel func-
tion is a conic combination of a product of kernel functions.
Both kernel product and conic combination preserve a posi-
tive semi-definite kernel, which means the final kernel func-
tion is also positive semi-definite, and is a Mercer Kernel.
Each product of two kernel functions establishes a link
or an association between a timestamp feature and each of
the multi-modal data sources. This helps us associate events
for a specific set of multi-modal features with the time at
which they occurred and allows us to capture the temporal
similarity in the data at various resolutions of time for each
modality. Our next step is to learn the optimal coefficients
wtf for each of the multiple kernel functions, in order to
derive the optimal kernel function.
3.5 Optimization and Algorithms We wish to minimize
human intervention in determining the best kernel function,
and we want an optimization objective that can automatically
find this best kernel function. Our objective is to learn
the optimal coefficients wtf such that the optimal kernel
function can minimize the loss over the entire data. Given
T timestamp features, and F instance features, we get a
total of m = T × F kernel functions, whose weighted
combination needs to be learnt. Following a structural risk
minimization principle, we can cast this problem into the
following multiple kernel learning (MKL) optimization:
min
w∈∆
min
f∈Hκ
1
2
||f ||2Hκ(w) + C
N∑
i=1
`(f , (xi, yi))(3.2)
where ∆ = {w ∈ Rm+ |
∑m
j=1 wj = 1} and κ(w)(x1,x2) =∑T
t=1
∑F
f=1 wtf
(
κt(x
T
1 ,x
T
2 ) · κf (xF1 ,xF2 )
)
. Further
`(f , (xi, yi)) is a convex loss function that can suitably cho-
sen based on the task at hand. There are many techniques
to solve this optimization involving structural risk minimiza-
tion with multiple kernels [33, 27, 36, 12].
Unfortunately, MKL optimization shown above is com-
putationally very expensive. In particular when data has a lot
of instances, or the number of kernel functions used is large,
the training cost (and re-training cost) is very high. In fac-
t, in the scenario of multi-modal data with multi-resolutions
of timestamps, the number of kernels quickly expands as a
product of the number of modalities and number of times-
tamp resolutions. To alleviate this problem, Online MKL
[16, 13, 30] has evolved as a promising research direction,
in which both the kernel predictions and their optimal com-
bination are learnt in an online or sequential fashion. In the
following we briefly discuss this approach in order to learn a
kernel-based prediction function for time-sensitive patterns
using Temporal Kernel Descriptors.
The idea of OMKL is to first define a pool of base
kernels. For our task, the predefined pool of base kernels
are the m = T × F kernels. The entire learning task is
done in the online setting. This means that the instances
arrive sequentially. In every iteration, an instance xi is
revealed to the model. The model makes a prediction yˆi =
Fi(xi) in each iteration. Subsequently, the environment
reveals the true value yi. As a result, the model suffers loss
`(Fi, (xi, yi)). Finally, the model updates itself based on
this loss, with the objective to achieve the lowest possible
loss across all the instances. The main task is to decide
how to do the update in such a manner that we are not only
learning the optimal prediction function, but also the optimal
combination of multiple kernels simultaneously. OMKL
approaches this problem with a two-step procedure in every
iteration: (i) First each kernel predictor is updated based
on the loss it has individual suffered; and (ii) Second, the
combination weights of the multiple kernel predictors is
updated based on loss suffered by not having the optimal
combination.
Learning the Kernel Predictor: An online kernel model
with the prediction function f(x) is updated by gradient
descent [38, 18] with learning rate parameter η when the
model suffers loss. Such a prediction model is learnt for
each of the m = T × F kernels in the predefined pool. The
loss for classification can be the hinge loss (`(f , (x, y)) =
max(0, 1 − y(f · x)) , and for regression, we consider the
squared loss (`(f , (x, y)) = (f · x − y)2). The update is
made as follows:
fi+1(x) = fi(x)− η∇f `(fi, (xi, yi))
= fi(x) + ηyiκ
TKD(xi,x)(for classification)
OR
= fi(x)− ηyi(fi(xi)− yi)κTKD(xi,x)(for regression)
At the end of each online learning round, we can express
the prediction function as a kernel expansion [31]:
(3.3) fi+1(x) = Σij=1λjκ
TKD(xj ,x)
where the λi coefficients are computed based on the
update rule. If a non-zero loss was suffered on the ith
instance, then λi 6= 0 and the instance becomes a support
vector; and if no loss is suffered, the ith instance is not a
support vector for which λi = 0. As can be seen, the final
prediction of a single kernel is linear combination of kernel
similarity of the instance to be predicted with all existing
support vectors.
Learning the Multiple Kernel Combination: Having
designed the methodology to optimize each kernel predictor,
all of them should be suitably combined to give the final
prediction. The final prediction is a weighted combination
of the m = T × F kernel predictors, given by:
yˆi = Fi(xi) =
∑m
k=1 w
k
i (f
k
i (xi))∑m
k=1 w
k
i
(3.4)
To update combination of weights w =
(w1, . . . , wm)>, where wi is set to 1/m at the begin-
ning of the learning task, we use the Hedge algorithm
[10, 13]. At the end of each learning iteration, the weights
are updated by:
wki+1 = w
kβ`(f
k
i ;(xi,yi))(3.5)
where β ∈ (0, 1) is the discount rate Hedge parameter, and
`(fki ; (xi, yi)) ∈ (0, 1) represents the loss suffered by the
kernel predictor. At the time of prediction, the weights are
normalized to a distribution, ensuring that the weights of the
prediction sum up to 1. Similarly, other linear online learning
methods could be adopted to learn the optimal combination.
3.6 Analysis In this part, we will briefly discuss some
properties of OMKL with Temporal Kernel Descriptors.
Theoretical Analysis: We derive a loss bound for OMKL
with Temporal Kernel Descriptors. We assume κ(x,x) ≤ 1
for all κ and x. We define the optimal objective value for
the kernel κk(·, ·) denoted byO(κk, `,D) with respect to the
dataset D as the regret of an online learning algorithm used
for a single kernel predictive model. Online gradient descent
gives us the regret of the algorithm with respect to the best
linear predictor in the Reproducible Kernel Hilbert space
induced by kernel κk. Since Online Gradient Descent is a
no regret algorithm, the regret tends to zero, as the number
of instances N goes to infinity.
LEMMA 1. On processing a sequence of N instances, the
cumulative loss suffered by the OMKL using temporal kernel
descriptors, where each kernel predictor is updated by online
gradient descent is bounded as
LTKD ≤
ln( 1β )
1− β min1≤k≤mO(κk, `,D) +
lnm
1− β
LTKD denotes the cumulative loss suffered by the algorithm.
By setting β =
√
N√
N+
√
lnm
, we get:
LTKD ≤(
1 +
√
lnm
N
min
1≤k≤m
O(κk, `,D) + lnm+
√
N lnm
)
Proof. The proof combines the Zinkevich theorem [38] and
the bound for Hedge Algorithm [10]. The Zinkevich algo-
rithm gives us a no regret algorithm for a particular Repro-
ducible Kernel Hilbert Space induced by a particular kernel.
Using a set of m kernels, and updating their weight distribu-
tion via the Hedge algorithm, we can directly plug the regret
into the loss bound of Hedge algorithm as shown in Equation
(3.6). Then, optimally choosing a value for discount rate pa-
rameter β we get the result in the lemma. This tells us that
OMKL using temporal kernel descriptors in the worst case
scenario will converge in performance to the most informa-
tive (or the best) kernel descriptor (though in practice, using
complimentary information from different kernels is likely
to enhance the performance).
Time Complexity: In the worst case scenario, when al-
l instances become support vectors for a single kernel, the
computational complexity of each iteration for each kernel
is in O(N). Repeating this for N iterations the time com-
plexity is in O(N ∗ N) = O(N2). Further, these oper-
ations have to be performed for all m = T × F kernel-
s, which means the time complexity of running OMKL is
in O(mN2). An unbounded number of support vectors can
make the algorithm less practical, despite a polynomial run-
ning time. Several techniques in literature have been pro-
posed to address this issue based on budget approximations
[4, 7, 26]. These techniques require a prespecified budget B,
which is the maximum number of support vectors a kernel
prediction model can store. This budget reduces time com-
plexity of a single kernel predictor on the entire data from
O(N2) toO(NB), and consequently reduces time complex-
ity of OMKL to O(mNB). This is linear in the number of
instances N , and hence scales well with large number of in-
stances (as compared to batch MKL methods).
Usage in absence of timestamps: The key to detecting
temporal patterns through temporal kernel descriptors lies in
having suitable temporal kernels. The temporal kernel de-
scriptors that we have presented in this paper are primarily
designed for settings where timestamps are available. How-
ever, many applications, despite having a temporal nature,
may not have timestamps. A new challenge surfaces - how to
use temporal kernels in such scenarios? To address this issue
we propose user-defined timestamps, which are parameter-
ized by cycle length Ct. We assume that the data instances
arrive sequentially, and in a chronological order (i.e. the in-
stances that occurred first, arrive first). The user can specify
temporal cycles as:
CT = (C1, C2, . . . , CT )
>
Using these cycle length values, we can design appropriate
temporal kernel descriptors. The parameters CT can be
determined through some simple validation technique to
determine appropriate cycle lengths.
4 Experiments
4.1 Experimental Setting
4.1.1 Baselines We perform our analysis for regression
tasks, by choosing a squared loss function. In principle, this
can be trivially extended to classification tasks as well. We
compare the performance of traditional kernels against the
proposed Temporal Kernel Descriptors.
Traditional Kernels: First set is the baselines, which
comprise traditional usage of kernel methods. These include
simple online Linear (linear kernel) regression based on gra-
dient descent [38]. We also perform online regression using
a variety of kernel functions. We define diverse set of 10
kernels which include three polynomial kernels κ(x, y) =
(xT y)p of degree parameter p = 1, 2, 3, 4, five RBF k-
ernels (κ(x, y) = e(
−||x−y||2
2σ2
)) of kernel width parameter
σ = 2−2, 2−1, 20, 21, 22, and a sigmoid kernel(κ(x, y) =
tanh(xy)). The algorithm Best Kernel(Val) denotes the
performance of single kernel online regression, where the
choice of kernel has been determined by validating all k-
ernels on first 10% of the instances. Best Kernel follows
the same principle, but denotes the best kernel choice de-
termined in hindsight (hence usually not realistically attain-
able). The final algorithm in this set is Online Multiple K-
ernel Regression (OMKR) [30], which tries to learn the op-
timal combination of multiple kernels (all 10 kernels in this
case) to make the optimal prediction. Temporal Kernel De-
scriptors: The next set of 3 algorithms make use of temporal
Table 2: Final Mean Squared Error of algorithms on datasets with time-stampsand on time-series datasets. The first 4 are
based on traditional kernels. The last 3 algorithms are based on Temporal Kernels. The best performance is in bold.
Applications with Time-stamps Time Series Datasets
Algorithms Bike Demand Twitter Traffic Astrophysical Synthetic
Linear 0.1925 0.2591 0.0088 0.0111
Best Kernel (Val) 0.0379 0.0242 0.0088 0.0111
Best Kernel 0.0379 0.0242 0.0088 0.0091
OMKR 0.0380 0.0244 0.0080 0.0090
(Temporal+Feature)Kernels 0.0214 0.0048 0.0077 0.0081
TKD(Uniform) 0.0420 0.0089 0.0101 0.0176
TKD(Hedge) 0.0209 0.0046 0.0071 0.0085
kernel descriptors. (Temporal+Feature) Kernels essential-
ly uses multi-resolution temporal kernels and regular feature
kernels as multi-modal kernel functions (and does not multi-
ply or link the temporal properties to each multi-modal fea-
ture like in Equation (3.1)). This algorithm aims to see the
direct advantage of using multi-resolution temporal kernels
over existing methods. Like in our proposed method, these
kernels are also combined using the Hedge algorithm. The
next two algorithms are based on temporal kernel descrip-
tors, i.e., to evaluate the advantage of associating differen-
t multi-modalities with different time features, and finding
temporal patterns among those (by multiplying temporal k-
ernels with feature kernels like in Equation (3.1)). The first
is TKD(Uniform) where all the kernel descriptors are equal-
ly weighted, and the second algorithm is TKD(Hedge) (our
proposed method), where the weights of the kernel descrip-
tors are learnt using Hedge Algorithm (as outlined in the pre-
vious section). For all gradient descent algorithms, we set
the learning rate η = 0.1, and for Hedge, we set the discount
rate parameter β = 0.5. We also set a budget for online k-
ernel methods B = 1000 support vectors. These parameters
are common to all algorithms, and hence changes in them
would not significantly affect our results of comparison be-
tween temporal kernels and traditional kernel methods.
4.1.2 Data We perform our experiments on 2 datasets, that
are applications in which time-stamp data is available. First,
is the Bike Demand dataset obtained from UCI repository.
The goal is the predict the bike demand based on factors such
as weather, humidity, whether a holiday, etc. We use the
Day of the Week (Cycle = 7), and Hour of the day (Cycle =
24), as the multi-resolution temporal kernels. Second, is the
Twitter Traffic dataset, which we have collected ourselves.
The aim is to predict the number of tweets in a specific hour.
The entire dataset was processed after analyzing over 68
million tweets from June, 2012 to May, 2013. All tweets
are from micrologies who identified themselves as software
developers. Again Day of the Week and Hour of the day were
used for computing temporal kernels. We also evaluated our
method on univariate time series data obtained from Santa
Fe Time Series Competition. Here, timestamps are absent,
and we arbitrarily designed our own temporal kernels for
the task. The two datasets are Astrophysical Data, and a
Synthetic dataset. For both of them, the past 20 values were
considered as the input features to predict the next value. In
our experiments, we scaled all features (including the target)
to lie in [0, 1]. For all our datasets, we use 2 resolutions
of timestamps, and 2 multi-modal data sources based on
the type of features available. We also use an additional
modality of features to obtain a trivial kernel function that
always evaluate to 1. When this is multiplied by a multi-
resolution temporal kernel, it gives us the ability to use pure
temporal kernels in our final model as well. The parameter
cycle length CT , and the bandwidth parameter σ for each
kernel was set via a grid search on validation data. The other
relevant details of the datasets can be seen in Table 1 (here
the instance features are combined number of features from
multi-modal sources).
Table 1: Datasets used in experiments
Dataset Instances Features Timestamp Features
Bike 10884 13 Hour, Day of Week
Twitter 7296 12 Hour, Day of Week
Astrophysical 598 20 User Defined
Synthetic 50000 20 User Defined
4.2 Results and Discussion The final mean squared error
achieved by the algorithms on the datasets are shown in Ta-
ble 2, and the performance of the algorithms as the num-
ber of instance increases in an online learning setting can
be visualized in Figure 3. It can be seen that the algorithm-
s using temporal kernels achieve a significantly lower mean
squared error than the algorithms that use traditional kernel-
s. This impact is particularly much more significant in Ap-
plications with Time-stamps, where the MSE achieved by
our proposed method is almost 50% of traditional kernel-
s for Bike Demand, and for Twitter Traffic Prediction, the
MSE is lower than 20% of the best of the traditional kernel
methods. This indicates that the patterns are indeed time-
Figure 3: Mean Squared Error suffered by the algorithms as the number of instances (T) increases. For (a) and (b), the
performance of Linear Kernel Regression is extremely poor, and is out of scale.
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(a) Bike Demand
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(b) Twitter Traffic
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(c) Astrophysical (Santa Fe)
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(d) Synthetic (Santa Fe)
sensitive, and validates the usage of Temporal Kernel De-
scriptors. TKD(Uniform) struggles to given a good perfor-
mance, indicating, that a trivial combination of multiple k-
ernels may give unstable results. Hence, it is important to
learn the optimal kernel combination like we have proposed
for TKD(Hedge).
The other observation is that the usage of temporal k-
ernels itself significantly enhances the pattern recognition
power as can be seen in performance of (Temporal+Feature)
Kernels. This validates the power of using multi-resolution
temporal kernels to measure timestamp similarity over the
usage of timestamps as ordinary features with traditional k-
ernels. Further, this performance is improved by using the
temporal kernel descriptors in most cases. This validates the
motivation to associate various modalities of data with mul-
tiple resolutions of time, thus giving superior performance.
On the whole, it is very evident that the usage of our pro-
posed temporal kernels and temporal kernel descriptors are
significantly able to boost the performance of kernel algo-
rithms to detect temporal patterns.
5 Conclusion
We propose temporal kernel descriptors, which overcome
the existing limitations of kernel methods in finding tem-
poral patterns by appropriately associating multi-resolution
timestamps to multi-modal instance features and obtain the
optimal temporal similarity between instances. Temporal k-
ernels are devised which account for periodicity of time fea-
tures. These are extended to multi-resolution temporal ker-
nels, which measure time similarity at different resolution-
s. Finally, temporal kernel descriptors are developed, which
find the optimal association of a multi-modal features with
the different resolutions of time. The goal is to automatical-
ly learn the optimal combination of multiple kernel similari-
ty scores. This is formulated as a Multiple Kernel Learning
problem. We solve the optimization using an online learning
approach. Empirically, our kernel descriptors significantly
outperform traditional kernel methods due to their ability to
obtain the right feature representation for the time-sensitive
patterns, thus offering a novel multi-kernel view to detecting
temporal patterns in the data.
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