Collective matrix factorization has achieved a remarkable success in document classification in the literature of transfer learning. However, the learned latent factors still suffer from the divergence between different domains and thus are usually not discriminative for an appropriate assignment of category labels. Based on these observations, we impose a discriminative regression model over the latent factors to enhance the capability of label prediction. Moreover, we propose to minimize the Maximum Mean Discrepancy in the latent manifold subspace, as opposed to typically in the original data space, to bridge the gap between different domains. Specifically, we formulate these objectives into a joint optimization framework with two matrix tri-factorizations for the source and target domains simultaneously. An iterative algorithm DTLM is developed and the theoretical analysis of its convergence is discussed. Empirical study on benchmark datasets validates that DTLM improves the classification accuracy consistently compared with the state-of-theart transfer learning methods.
Introduction
In real-world applications, we are often encountered with the situation where there is lack of labeled data for training in one domain while there are abundant labeled data in another domain. To deal with this situation, transfer learning has been proposed and is shown very effective for leveraging labeled data in the source domain to build an accurate classifier in the target domain. Many existing transfer learning methods explore common latent factors shared by both domains to reduce the distribution divergence and bridge the gap between different domains [3, 13, 17, 5] . Many of the transfer learning algorithms which are based on the collective matrix tri-factorization achieve a remarkable succuss in the recent literature [19, 21, 14, 12] . This paper focuses on the literature of collective matrix factorization based transfer learning. Though there is a significant success, the learned latent factors still suffer from the divergence between different domains and thus are usually not discriminative for an appropriate assignment of category labels. Specifically, there are several issues that the existing literature on transfer learning either fail to address appropriately or ignore completely.
First, in the literature, the learned latent factors serve two roles simultaneously. They represent the cluster structures as one role during the matrix factorization, and the category structures as another role through the supervised guidance of given labels during the classification. The cluster structures are determined by the original data whereas the category structures are determined by the concept summarization, typically supervised by the given labels. Since all the existing collective matrix factorization based transfer learning methods make the matrix factorization and the classification as two separate stages, a semantic gap exists between the two roles for the same latent factors, which is completely ignored in the literature. For examples, in image document classification, images of red balloons and red apples might be first mapped into the same latent factors based on the original color data through matrix factorization and then would have to be classified into different classes through the supervised learning with the given labels.
Second, since the matrix factorization and the classification are done separately, if the learned latent factors from the matrix factorization stage are wrong, it may be difficult to "correct" them back during the classification stage even with given labels, as these latent factors would be unable to be appropriately assigned correct category labels in the low dimensional manifold space. Figure (1) illustrates this issue, where the resulting latent factors obtained from the Graph coregularized Collective Matrix tri-Factorization (GCMF) [15] algorithm used to indicate the categories are shown in the 2D latent space,, together with the decision boundary of argmax(·) for categories. Clearly it is "too late" to assign some of the "circles" to a correct category label when they are already on the other side of the decision boundary. This issue is similar to the trivial solution and scale transfer problems [9] caused from the collective matrix factorization.
Third, in transfer learning, the distributions of the latent factors in source domain and target domain are largely divergent, making the latent factors in the target domain difficult to appropriately predict the correct category labels though the learning in the source domain.
To address these issues, we propose a domain transfer learning method which incorporates the discriminative regression model to bridge the gap between the two roles of the learned latent factors and minimizes the distribution divergence of the latent factors directly, as opposed to typically in the original data space, between the source and the target domains using Maximum Mean Discrepancy (MMD). Our objective is to minimize the regression empirical loss and the MMD measurement with respect to the latent factors which parameterize the embedded low dimensional manifold space in different domains simultaneously. Furthermore, we apply the graph Laplacian regularization to preserve the geometric structure in both source and target domains. Based on all these consideratoins, we develop a unified framework leading to an iterative algorithm called Discriminative Transfer Learning on Manifold (DTLM).
The remainder of this paper is organized as follows. In Section 2, we discuss the related work. Section 3 defines the symbol notations and presents the formulation of the proposed framework. The multiplicative iterative optimization solution is derived in Section 4. In Section 5, we provide a theoretical analysis of the DTLM convergence. The extensive experiments on benchmark datasets are reported in Section 6. Finally, Section 7 concludes the paper. 
Related Work
In this section, we review several existing transfer learning methods that are related to our work. The existing methods of transfer learning can be summarized into four cases [16] , transferring the knowledge of the instances [6] , transferring the knowledge of the feature representations [17] , transferring the knowledge of the parameters [8] , and transferring the relational knowledge .
The collective matrix tri-factorization based methods [19, 21, 14, 12] can be categorized into the relation based transfering. Most of them share the associations between the word clusters and the document clusters across different domains. Moreover, Li et al. [11, 12] propose to share the information of the word clusters for the task of sentiment classification. However, Zhuang et al. [21] demonstrate that this assumption does not meet practical issues and propose a matrix tri-factorization based classification framework (MTrick) for cross domain transfer learning.
Recently, the most closely related literature to our algorithm is the efforts in [15] and [12] . Though Long et al. [15] propose GCMF to preserve the geometric structures of the datasets [2] in learning latent factors, the algorithm fails to incorporate the cross-domain supervision information for label predication. In [12] , Li et al. introduce a linear prediction model over the latent factors. Nonetheless, the algorithm restricts the feature clusters to be the same across the different domains and fails to preserve the local geometric structures. Moreover, the collective matrix tri-factorizations in the source and target domains are two separate stages. Consequently, the two domains do not share the associations between the feature and instance clusters. To overcome both the weakness of these methods, we integrate the discriminative regression model in an unified latent factors learning framework. In order to eliminate the domain divergence, we minimize the MMD between the latent factor distributions in different domains whilst preserving the local geometric structures of data.
Notations and Problem Specification
In this section, we first introduce the basic concepts and mathematical notations used in this paper, and then formulate the framework. Conceptually, using the existing terminologies,
T ∈ R m×km denotes the word cluster structures, where k m is the number of the feature clusters.
kn×nπ denotes the document cluster structures, where k n is the number of the data instance clusters in domain D π . H ∈ R km×kn denotes the association between the word clusters and the document clusters which is shown to remain stable across different domains [21] .
With the intuitive goal of discovering the intrinsic discriminative structures and looking for the clusters which are most linearly separable, we introduce a linear regression function for the classification on the latent factors V with the loss function Y − AV 2 , where matrix A ∈ R c * kn is the regression coefficient matrix. Here we chose the least squares loss for optimization simplification. Considering that there are labeled data in the source or target domain for training, we also introduce the matrix P π to indicate which data are used as the supervised information in the corresponding domain. P π ∈ R nπ×nπ is a diagonal matrix, where its element P π ii = 1 denotes the ith data instance in the corresponding domain used in the supervised training, and P π ii = 0 otherwise. The objective function of the unified framework is as follows, which combines the task of cross domain data co-clustering and the task of classification simultaneously.
where β, α, λ are the trade-off regularization parameters. α A 2 is introduced to avoid the overfitting of the regression classification.
Maximum Mean Discrepancy
To transfer cross domain knowledge, we need to bridge the gap between D s and D t . To this end, we employ a criterion based on Maximum Mean Discrepancy (MMD) [17, 1] . The empirical estimate of the distance between domains D s and D t defined by MMD is as follows.
where |·| denotes the size of a dataset in the corresponding domain. In our case, the function φ(·) maps the original data,
The distance in Eq.(3.2) in our case is
Similarly, the distance based on MMD criterion for different domains in the feature space is
Bridging the gap between different domains now becomes minimizing the distances defined in Eqs.(3.3)(3.4) in the latent factor space, as opposed to typically in the original data space.
Data Manifold Geometric Regularization
From a manifold geometric perspective, the data points may be sampled from a distribution supported by a lowdimensional manifold embedded in a high dimensional space. Studies on spectral graph theory [4] and manifold learning theory have demonstrated that the local geometric structures can be effectively modeled through a nearest neighbor graph on a scatter of data points. Consider a data instance graph G 
where N p (x ·i ) denotes the set of p nearest neighbors of x ·i . The data instance graph regularizer R v π used to measure the smoothness of the mapping function along the geodesics in the intrinsic geometry of the dataset is as follows .
we get the low dimensional representations for the instances on the manifold, which preserve the intrinsic geometry of the data distribution.
Similarly, we also construct a feature graph G u π with m vertices where each vertex corresponds to a feature in domain D π . The edge weight matrix W u π of it is as follows:
Preserving the feature geometric structure in domain D π requires minimizing the feature graph regularizer
Discriminative Transfer Learning on Manifold
Finally, we combine the optimization problems Eqs.(3.1-3.8) into a joint optimization objective to minimize. This allows us to reach the optimization problem of DTLM as defined in Equation (3.9).
Solution to the Optimization Problem
Due to the space limitation and for simplicity, we consider computing the variables in domain D π and introduce subscriptπ for the variables in the counterpart domain of π.
Computation of V π
Optimizing Eq.(3.9) with respect to V π is equivalent to optimizing
For the constraint V π ≥ 0, we present an iterative multiplicative updating solution. We introduce the Lagrangian multiplier Φ ∈ R c×nπ . Thus, the Lagrangian function is
where
By introducing
Eq.(4.13) leads to the following updating formula
4.2 Computation of U π , H Computation of U π , H is very similar to the computation of V π . Due to the limited space, we omit the derivation and present the updating formulas directly.
For U π in domain π, the updating rule is as follows.
The updating formula of H is as follows.
, and H, the problem in Eq.(3.9) reduces to the ridge regression problem as follows, which has a closed form solution. Let J(A) denote the objective function. Taking the first order derivative of J(A) with respect to A and requiring it to be zero, we have
which leads to the following updating formula
where γ = α β . In summary, we present the iterative multiplicative updating algorithm of DTLM in Algorithm 1. To make the optimization well-defined, we normalize each row of U π and each column of V π after every iteration by l 1 norm as done in [21, 15] . Update {V}π∈I using Eq.(4.14).
4
Update H using Eq.(4.16).
5
Update A using Eq.(4.19).
6
Normalize each row of {Uπ}π∈I and each 
Convergence Analysis
In this section, we investigate the convergence of Algorithm 1. We use the auxiliary function approach [18] to prove the convergence of the algorithm. Here we first introduce the definition of auxiliary function [18] .
Definition 5.1. [18] Z(h, h ) is an auxiliary function for J(h) if the conditions

Z(h, h ) ≥ J(h), Z(h, h) = J(h)
are satisfied. 
where Kπ = PπP
The following function
is an auxiliary function for J(V π ). Furthermore, it is a convex function with respect to V π and has a global minimum with V π in the representation of Eq.(4.14). 
Complexity Analysis
Here we analyze the computation complexity briefly regrading with the space limitation. We count the arithmetic multiplication operations for each iteration. For updating the V π of both domain in 4.14, the computational complexity is O(3k n (n
For updating the U π of both domain in formula 4.15, the computational complexity is O(8m
, where p is the iteration number.
Experiment
In this section, we demonstrate the promise of DTLM by conducting experiments on datasets generated from two benchmark data collections and compare the performance of DTLM with those of several state-of-the-art semi-supervised, and transfer learning methods.
Dataset
We use the 20-Newsgroups corpus to conduct experiments on document classification. This corpus consists of approximately 20,000 news articles harvested from 20 different newsgroups. Each newsgroup corresponds to a different topic. Some of the newsgroups are closely related and can be grouped into one category at a top level, while others remain as separate categories. There are four top level categories used for class label, i.e. comp, rec, sci, and talk. Each of them has subcategories. For an example, under sci category there are four subcategories sci.crypt, sci.electronics, sci.med, and sci.space. We split each top category into two different groups as listed in Table  1 . To construct a domain dataset, we randomly select two out of the four top categories, A and B, as positive class and negative class, respectively. The subcategory groups of A and B are A1, A2 and B1, B2. We merge A1 and B1 as the source domain data and merge A2 and B2 as the target domain data. This ensures that the two domains' data are related, but at the same time the domains are different because they are drawn from different subcategories. Such a preprocessing is a common practice for data preparation in transfer learning [20] . Consequently, we generate six domain datasets for binary classification in the transfer learning setting as in [15] , i.e., comp vs rec, comp vs sci, comp vs talk, rec vs sci, rec vs talk, and sci vs talk.
To further validate our algorithm, we also perform experiments on the dataset Reuters-21578, which has a hierarchical structure and contains five top level categories. We evaluate DTLM on three classification tasks with the data collection constructed by Gao et al. [8] , which contains three cross-domain datasets orgs vs people, orgs vs place, and people vs place.
Evaluation Metric
In this paper, we employ the metric accuracy for comparing different algorithms by considering the binary classifications. Assume that Y is the function which maps from document d to its true class label y = Y (d), and F the function which maps from document d to its prediction label y = F (d) by a classifier. The accuracy is defined as:
Comparison Methods
To verify the effectiveness of DTLM, we compare it with the state-of-theart transfer learning methods Matrix Tri-factorization based Classification (MTrick) [21] , Dual Knowledge Transfer (DKT) [19] , and Graph co-regularized Collective Matrix tri-Factorization (GCMF) [15] . Support Vector Machine (SVM) and Semi-supervised learning method Transductive Support Vector Machine (TSVM) are also introduced in the comparison experiments.
7.4 Implementation Details TSVM and SVM are implemented by SV M light [10] with the corresponding default parameters. For Mtrick, DKT, and GCMF, the parameters and initializations of these algorithms follow the settings of the experiments in the literature respectively.
In DTLM, the number of the data instance clusters in the source and target domains k n is set as 2 to meet the number of the classes. The weight coefficients for the regression items, β and α, are both set as default value 10. We abbreviate the number of the feature clusters k m as k with varying values 2, 4, 8, 16, 32, 64, 100. Similarly, we evaluate the trade-off regularization parameters λ in the values of {0.001, 0.005, 0.01, 0.05, 0.1, 1, 10, 50, 100, 250, 500, 1000} for the parameter sensitivity analysis. In the comparison experiments with other methods, we use the parameter settings λ = 0.1, k = 100 for 20-Newsgroups datasets and λ = 1, k = 100 for Reuters-21578 datasets. U s , U t , and H are initialized as the random positive matrices. V s is initialized by Y s and V t is is initialized as the predicted results of Logistic Regression, which is trained based on the source domain data. We set the iteration number maxIter as 100 for 20-Newsgroups and 210 for Reuters-21578.
Experimental Results and Discussion
We perform all the six methods ten times for each case and the performance results are averaged over the ten times reported in Table 2 . Since most of the comparison methods are unsupervised in the target domain, we use the target domain unsupervised version of DTLM for a fair comparison and set P t = 0. From Table 2 , we see that all the transfer learning methods perform better than non-transfer learning methods. Even the semi-supervised learning method TSVM cannot deliver a good performance as well as the transfer learning methods. This validates the fact that the transfer learning methods exploit the shared information between different domains and enhance the classification capability. Moreover, we see that DTLM performs the best of all the transfer learning methods. Though the transfer learning methods MTrick and DKT work better than the non-transfer learning methods, they fail to explore the geometric structures underlying the data manifold and cannot reach the best performance. This is consistent with the discussion in the literature [15] . For GCMF, though it adopts the geometric regularization to obtain an enhancement in data clustering, it still fails to address the divergence between the cluster structures and the categories of the labels. Superior to the other transfer learning methods, DTLM not only takes into account the intrinsic character of the data structures, but also incorporates the power of the discriminative regression model to correctly predict the category labels. Furthermore, the imposed MMD regularization constraint minimizes the gap between the latent factor distributions in different domains. GCMF is a special case of DTLM when parameters β, α = 0 and the MMD regularization is degenerated. The improved capacity in transfer learning of DTLM is validated as seen in Table 2 .
Parameter Effect
In the following, we examine the impact of the parameters on the performance of DTLM. We show the performance of DTLM under different settings of λ, k on the six datasets from 20-Newsgroups in Fig (2a, 2b) and on the three datasets from Reuters-21578 in Fig (4a, 4b, 4c) . Fig (2a) shows the average classification accuracy of DTLM on 20-Newsgroups datasets under varying values of λ with fixed k = 100. We find that DTLM performs stably very well when λ spans over a wide range, i.e., [0. 1, 1000] . Fig (2b) shows the average classification accuracy of DTLM under varying values of k, the number of feature clusters, with fixed λ = 0.1. We see that DTLM also performs stably well when k takes a value in a wide range, i.e., [2, 64] .
For Reuters-21578 datasets, DTLM's performance varies when λ is tuned in a range of [0.1, 1000], in particular for people vs place dataset, which is seen from Fig  (4a) with fixed k = 100 . This is a common phenomenon in the graph geometric regularization literature, called the trivial solution and scale transfer problems, which is discussed in [9] . The phenomenon exists in GCMF, too. Without the MMD regularization and the discriminative prediction, the classification accuracy of GCMF stays at an even lower score over a wide range of λ value, i.e., [0.1, 1000]. To investigate the impact of k under different fixed λ values, we report the experiment results under different k values with λ set as 1 and 100, respectively, in Fig (4b) and Fig (4c) . From these figures, it is easy to see that DTLM still stably achieves a good performance over a wide range of k, i.e., [2, 100] , with a wide range of λ = 1, 100.
Figure (5) shows the DTLM's performance on semisupervised classification in the target domain. From the figure, we see that the classification accuracy does not improve much with the increasing percentage of the labeled data in the target domain. This implies that the benefit of a portion of the data labeled in the target domain is relatively small and the complementary shared knowledge from the source domain is more significant instead in transfer learning, which further verifies the rationale of DTLM.
Convergence
The method that we use to find the optimal objective value in Equation (3.9) is an multiplicative updating algorithm, which is an iterative process that converges to a local optimum. In this subsection we investigate the convergence of DTCM empirically. Fig (3a) and Fig (3b) show the average classification accuracy with respect to the number of iterations on datasets from 20-Newsgroups and Reuters-21578, respectively. Clearly, the average classification accuracy of DTLM increases stably with more iterations and then converges after 50 iterations on 20-Newsgroups and 150 iterations on Reuters-21578, which verifies Theorem 5.1.
Conclusion
We argue that in the existing literature of collective matrix factorization based transfer learning, the learned latent factors still suffer from the divergence between different domains and thus are usually not discriminative for an appropriate assignment of category labels, resulting in a series of issues that are either not addressed well or ignored completely. To address these issues, we have developed a novel transfer learning framework as well as an iterative algorithm based on the framework called DTLM. Specifically, we apply a cross-domain matrix tri-factorization simultaneously incorporating a discriminative regression model and minimizing the MMD distance between the latent factor distributions in different domains. Meanwhile, we exploit the geometric graph structure to preserve the manifold geometric structures in both domains. Theoretical analysis and extensive empirical evaluations demonstrate that DTLM achieves a better performance consistently than all the comparing state-of-the-art methods in the literature. 
