It is shown that Fourier-Laplace transform of the KZ equations for correlators of the SU(2) WZNW model with respect to auxiliary variables yields the BPZ equations for correlators of the minimal model of conformal field theory. This fact is an example at the level of correlators of the relation between the two models given by the quantum Hamiltonian reduction.
Introduction
This paper is a report on a joint work with B. Feigin and E. Frenkel. In this note a relation is established and discussed between two systems of linear partial differential equations arising in conformal quantum field theory (CQFT). The first system, called the SL(2) Knizhnik-Zamolodchikov (KZ) system, is a system of equations for correlators of primary fields in the SU(2) Wess-Zumino-Novikov-Witten (WZNW) model of CQFT (see [KZ, FZ] ). The second one, called the Belavin-Polyakov-Zamolodchikov (BPZ) system, governs correlators of primary fields in the minimal model of CQFT (see [BPZ] ). The main result is that, roughly speaking, Fourier-Laplace transform of the KZ system with respect to auxiliary variables is equivalent to certain BPZ system. This result has been independently discovered by V.A. Fateev and A.B . Zamolodchikov [Fat] .
Let us briefly describe the background and the history of the result. Both above mentioned models of CQFT, the WZNW model and the minimal model, were intensively studied by physicists and mathematicians. It is well known that the spaces of local states of the two models are related by the quantum Hamiltonian reduction [P, BO, FFr, Fr1] . Physically, one can ask what are the corresponding relations between
The author was partially supported by the grants RFFI 99-01-01169 and INTAS-OPEN-97-1312. the correlators of the two models. Some of these relations were studied in [FZ, PRY] . One more relation is our result.
Part of the formalism of CQFT has been put on a rigorous mathematical foundation. The corresponding constructions are contained e.g. in [BFM] under the name of algebraic field theory. Somewhat unexpectedly, these constructions naturally appeared in the study of the quantized geometric Langlands-Drinfeld correspondence, see [St] . This led to a conjecture relating KZ and BPZ D-modules for an algebraic curve ("global quantum Hamiltonian reduction", see [St] , Conjecture 11.2.2). The main result of the present paper was obtained in 1994 in an attempt to state an analog of this conjecture for the genus zero curve with marked points. Also the quasiclassical limit of the result had been known before as Sklyanin's separation of variables in the Gaudin model ( [Sk, Fr2] , cf. §3 below; in [Fr2] the relation with the Langlands-Drinfeld program is also discussed).
The paper is organized as follows. In §1 the KZ and BPZ systems are defined, and the main result is stated. In §2 the relation between the KZ and BPZ systems is verified via integral solutions. In §3 it is shown that the quasiclassical limit of the main result yields Sklyanin's separation of variables in the Gaudin model. Finally, in §4 a perspective is described which can relate the main result with the quantum Hamiltonian reduction of local fields.
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The main transform
In this section a transform is described relating the KZ and BPZ systems. Let us start by defining these systems.
1.1. The KZ system. We will consider a version of the KZ system as a system of PDE's for an analytical function ξ(z 1 , . . . , z n , x 1 , . . . , x n ) of 2n complex variables, z i being pairwise distinct, z i = z j for i = j. We call the variables x i auxiliary. The system reads
where κ = 0 is a complex parameter,
and
realize the action of the standard base e = 0 1 0 0 , h = 1 0 0 −1 , f = 0 0 1 0 of the Lie algebra sl 2 on the space of functions in the variable x i , λ i being complex constants.
1.2. The BPZ system. We will consider the particular case of minimal correlators (or rather conformal blocks) [BPZ] ψ 1,2 (y 1 ) . . . ψ 1,2 (y n−1 )ψ −λ 1 −1,0 (z 1 ) . . . ψ −λn−1,0 (z n )|∞ (4) with the central charge c = 1 − 6(κ − 1) 2 /κ, where ψ a,b (z) for a, b ∈ C denotes the primary field of conformal dimension
So the BPZ system in our case is a system of PDE's for an analytical function η of pairwise distinct complex variables z 1 ,. . . , z n , y 1 , . . . ,y n−1 . The system reads (cf. [BPZ] , (5.17))
1.3. The transform KZ→BPZ. First, let us make the formal Fourier-Laplace transform of the system (1) with respect to the auxiliary variables x i , that is, substitute
into the differential operators D i . We obtain the operators
λ i = −λ i − 2. Second, let us make an algebraic change of coordinates from (z 1 , . . . , z n , X 1 , . . . , X n ) to (z 1 , . . . , z n , y 1 , . . . , y n−1 , u) according to the following relation:
t is a variable. This relation defines (y 1 , . . . , y n−1 , u) uniquely up to permutation of y j unless u = X i = 0. Moreover, the map (z 1 , . . . , z n , y 1 , . . . , y n−1 , u) → (z 1 , . . . , z n , X 1 , . . . , X n )
is an unramified covering on the complement to the diagonals y j = y j ′ and the hyperplane u = 0. On this open domain the relation (8) allows one to rewrite the operators D i in the coordinates z i ,u,y j .
Third, let us replace the operators D i by their linear combinations
This linear transform of the system (7) is invertible on the open domain
The operators D ′ j , 0 ≤ j ≤ n − 1, coincide with the operators E j from the BPZ system (6 ) after the following replacement in E j :
which corresponds to the twist of the function η:
Proof : direct computation.
Note that the variable u is absent in the system (10).
Verification via integral solutions
In this section it is shown that under the transform from 1.3 the Schechtman-Varchenko integral solutions of the KZ system go to the Dotsenko-Fateev integrals for the BPZ system.This observation leads to a conjecture on the restriction of the system of PDE's (7) to the diagonals y j = y j ′ , y j = z i .
2.1. The Schechtman-Varchenko integral solutions of the KZ system. They look as follows:
and ∆ is a cycle with coefficients in the local system determined by the multivalued function l, i.e. a complex linear combination of mdimensional singular simplices equipped with the choice of a branch of l, whose (suitably defined) boundary equals zero. For details, see [SV] . In (13) δ(x 1 , . . . , x n ) denotes the delta-function; the solution is a linear combination of partial derivatives of δ(x 1 , . . . , x n ) with coefficients -analytical functions of z 1 , . . . , z n . To identify (12), (13) with the formulas from [SV] , it suffices to note that the formulas (3) define the structure of a Verma module over sl 2 with highest weight
Behaviour of the solution under the main transform. It is easy to show that the Fourier-Laplace transform of the KZ equations corresponds to the following transform of the Schechtman-Varchenko solution: it is given by the same formulas (12, 13) with f (w) replaced by X i w−z i and δ(x 1 , . . . , x n ) replaced by 1. This is a polynomial in X i solution to the system (7).
The change of variables (8) yields
After the twist inverse to (11) the function becomes a solution to the BPZ system (6). One easily identifies this solution with the Dotsenko-Fateev integral ( [DF] , cf. [FF] ). In particular, we have proved that the Dotsenko-Fateev integral is a solution to the BPZ system (6) -a result which to the best of our knowledge did not appear in the mathematical literature, although of course it is well known after [DF] .
2.3.
A conjecture on the restriction of the system (7) to the diagonals y j = y j ′ , y j = z i . So far we considered the system (7) only on the complement to the diagonals y j = y j ′ , y j = z i . To study its behaviour on the diagonals, let us look at the integral (14). Since it does not contain powers of y j −y j ′ and y j −z i , it makes sense for y j = y j ′ or y j = z i . Being restricted to the diagonals, it becomes a twisted (in the sense of Proposition 1.4) Dotsenko-Fateev integral for some new minimal correlators. For example, on the diagonal y 1 = y 2 one has to put the field ψ 1,3 (y 1 ) into the correlator, the other fields remaining unchanged. This leads to a conjecture describing the restriction of the system (7) to the diagonals.
We will use the language of D-modules [B] . Let m 1 , . . . , m n ,d 1 , . . . , d r be nonnegative integers with m 1 + . . . + m n + d 1 + . . . + d r = n − 1 and d i > 0 for all i. Denote by Y the variety with coordinates
and by X the variety with coordinates z 1 , . . . , z n ,X 1 , . . . , X n , z i = z i ′ , considered in 1.3. Consider the map ι : Y → X given by the relation (8) with
Consider the D X -module F = D X /D X ( D i ), where D i are the differential operators (7).
2.4. Conjecture. Assume that κ and λ i are generic. Then
where E i are the twisted BPZ equations for the correlator
Proposition 1.4 yields the particular case m 1 = . . . = m n = 0, d 1 = . . . = d n−1 = 1 of this Conjecture.
The limit κ → 0: Sklyanin's separation of variables in the Gaudin model
In this section the quasiclassical limit κ → 0 of the above results is studied.
3.1. Quasiclassical asymptotics of the Schechtman-Varchenko integral. In order to introduce Gaudin's system, let us first recall some results of [RV] .
Let us rewrite the Schechtman-Varchenko integral (12) in the form of oscillating integral:
According to [RV] , this integral admits a quasiclassical asymptotics as
where w (α) are the critical points of the function ϕ(w s ) = ϕ(w s , z i ) (saddle point method),
and a (α)
This system of equations, obtained by the replacement κ ∂ ∂z i → µ i in the KZ system (1), is called Gaudin's system.
3.2. The Gaudin model. Let us fix pairwise distinct complex numbers z 1 , . . . , z n , and consider the vector space V spanned by the partial derivatives of δ(x 1 , . . . , x n ). This space has an action of the operators
called Gaudin's Hamiltonians, with ∆ ii ′ given by (2),(3). The operators H i for various i commute. The problem is to find the base of their common eigenvectors. This quantum mechanical system is called the Gaudin model; it is a quantum integrable spin chain. The usual method to find common eigenvectors a(x) is the Bethe ansatz. It suggests to look for eigenvectors in the form
(Cf.(16)) The statement of the Bethe ansatz is that the Bethe vector (19) is a common eigenvector of H i provided the numbers w s satisfy the system of algebraic equations (the Bethe ansatz equations) given by the second equality in (17), with w (α) s replaced by w s . The eigenvalues are given by the RHS of (18). This statement is proved by the argument in 3.1 if one assumes that for any α there is a cycle ∆ such that a (α) 0 (z i , x j ) = 0. However, the statement can be proved by a direct computation as well.
3.3. Sklyanin's separation of variables. Let us apply the transform from 1.3 to Gaudin's system
The Fourier-Laplace transform, the change of variables (8) and the linear transform (9) bring the system to the form (10) with κ ∂ ∂z i replaced by µ i and κ set equal to zero:
where
This separation of variables in Gaudin's system has been found by E. Sklyanin [Sk] ; cf. [Fr2] .
If a(x) is a Bethe vector (19) then
is a solution to the system (21) which is the principal term in the asymptotics of the integral (14); here
is a solution to the equation (−∇ 2 y + q(y))g(y) = 0.
Conversely, for any common eigenvector a(x 1 , . . . , x n ) of H i which is a homogeneous linear combination of partial derivatives of δ(x 1 , . . . , x n ) of order m, the solution a of the separated system (21) has the form (23) for some polynomial solution (24) to the equation (25) which is equivalent to the Bethe ansatz equations for w 1 , . . . , w m . This gives a well known proof of completeness of the Bethe ansatz: any common eigenvector of H i is a Bethe vector.
The main transform and quantum Hamiltonian reduction
4.1. Recall that the KZ system (1) (the BPZ system (6)) is a system of equations for correlators of primary fields in the WZNW (resp. minimal) model. These primary fields correspond to representations of the affine Lie algebra sl 2 of the level k = κ − 2, κ = 0 (resp. of the Virasoro Lie algebra Vir with the central charge c = 1 − 6(κ − 1) 2 /κ). Namely, one assigns to the point z = z i the Verma module over sl 2 with highest weight λ i , and to the other points z one assigns the vacuum module -the quotient of the Verma module with highest weight 0 by the singular vector. (Respectively, one assigns to the point z = z i the Verma module over Vir with highest weight h −λ i −1,0 (see (5)), to the point z = y j one assigns the quotient of the Verma module with highest weight h 1,2 by the singular vector at level 2, and to the other points z one assigns the vacuum module -the quotient of the Verma module with highest weight h 1,1 = 0 by the singular vector at level 1.) In this section a recipe is given how to obtain the above mentioned Vir-modules from the above mentioned sl 2 -modules, for κ and λ i generic.
Recall that there is a procedure called quantum Drinfeld-Sokolov Hamiltonian reduction [Fr1] which produces Vir-modules with c = 1 − 6(κ − 1) 2 /κ from sl 2 -modules of the level k = κ − 2. This procedure depends on some additional data, namely the choice of a maximal nilpotent subalgebra n ⊂ sl 2 and a character of the loop algebra n ⊗ C((t)) (here C((t)) denotes the field of formal Laurent series in the variable t). This character can be identified with a 1-form χ = χ(t)dt ∈ C((t))dt by means of the residue pairing.
The recipe is the following. Take the sl 2 -module corresponding to the point z ∈ C. Choose n = e if z = z i for all i, and n = f if z = z i for some i. Consider the 1-form
Let χ z = χ z (t − z)dt be the Laurent development of this 1-form at the point z. The quantum Drinfeld-Sokolov reduction applied to these data yields the Vir-module corresponding to the point z.
The same procedure gives the Vir-modules which appear in the correlator (15) on the diagonals y j = y j ′ or y j = z i .
The verification of this recipe is based on the bosonization technique. This recipe, as well as the result of [PRY] , agrees with the principle of "global quantum Hamiltonian reduction" expressed in Conjecture 11.2.2 from [St] . We hope to present elsewhere the computations relating this Conjecture with the results of the present paper and [PRY] . 4.2. In the same manner, Sklyanin's separation of variables in the Gaudin model can be considered as a globalization of the quantum Drinfeld-Sokolov reduction at the critical level k = −2. Let us comment this in more detail.
It is known that Gaudin's system (20) governs correlators for representations of the affine Lie algebra sl 2 at the critical level in the sense of [FFR] . The representations involved into the correlator are the following: they are the quotients of the sl 2 -modules mentioned in 4.1 with k = −2 by the central characters defined below. Recall that the local completion of the universal enveloping algebra of sl 2 at the critical level has a big center generated by the Segal-Sugawara operators L i , i ∈ Z. To define the central character corresponding to the point z ∈ C, consider the function q(t) given by (22) . Let q i (t − z) −i−2 be its Laurent development at the point z. The central character is given by L i = q i , i ∈ Z. Denote the thus obtained sl 2 -module with k = −2 corresponding to the point z ∈ C by M z .
Choose n and χ z in the same way as in 4.1. Consider the quantum Drinfeld-Sokolov reduction
this is a finite dimensional Z-graded vector space. For z = z i or y j , the 1-form χ z (t − z)dt does not have a zero or a pole at t = z, and M z is the quotient of the vacuum module by a central character, so M z is a 1-dimensional vector space with the grading 0. Hence one can consider the finite dimensional graded vector space
-the analog of the space of conformal blocks.
On the other hand, consider the differential equation (25). Let us multiply it by n i=1 (y − z i ) so as to make its coefficients regular at the points z i . Denote the obtained second order polynomial differential operator on the complex plane A 1 by D. Consider the constructible complex
of sheaves on A 1 of solutions of this equation (see [B] ). Here O an A 1 is the sheaf of holomorphic functions on A 1 . The cohomologies of the fibers of P • are:
Let P •(n−1) = pr * (P •⊠(n−1) ) G n−1 be the (n − 1)-th outer symmetric power of P • , i.e. the constructible complex corresponding to the separated system (21), or presumably to the system (7) with κ ∂ ∂z i replaced by µ i . Here G n−1 is the symmetric group, and pr : A n−1 → A n−1 /G n−1 is the projection from A n−1 to the (n − 1)-th symmetric power of A 1 . Let P •(n−1) (y 1 ,...,y n−1 ) be the cohomology of the fiber of P •(n−1) at the point (y 1 , . . . , y n−1 ). This is a finite dimensional graded vector space. Then one can expect that the graded vector spaces P •(n−1) (y 1 ,...,y n−1 ) and (⊗ z M z ) * are isomorphic. Indeed, let us give the result of computation of (⊗ z M z ) * for some points (y 1 , . . . , y n−1 ). 1) All y j are distinct and different from z i . Then dim M y j = 2, dim M z i = 1, dim M z = 1 for z = z i , y j . So (⊗ z M z ) * ≃ ⊗ n−1 j=1 V y j , dim V y j = 2.
2) y 1 = y 2 , and the rest of y j are as in 1). Then M *
3) y 1 = z i , and the rest of y j are as in 1). There are two cases: a) the monodromy of the operator ∂ 2 ∂y 2 −q(y) around z i is not equal to ±1. Then M z i is irreducible and dim M z i = 1, so (⊗ z M z ) * ≃ ⊗ j>1 V y j . b) the monodromy of ∂ 2 ∂y 2 − q(y) around z i is ±1. This can happen only for λ i ∈ Z, λ i = −1. Then M z i is reducible. Again there are two cases:
(i) λ i ≥ 0, then dim M z i = 1 and (⊗ z M z ) * ≃ ⊗ j>1 V y j ;
(ii) λ i ≤ −2, then M d z i is non-trivial for d = 0, −1: dim M 0 z i = 2 and dim M −1 z i = 1. So (⊗ z M z ) * is the space ⊗ j V y j at degree 0 and the space ⊗ j>1 V y j at degree 1.
These computations use the bosonization technique (Wakimoto modules at the critical level), cf. [Fr2] .
