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ABSTRACT 
Malware Classification is used to distinguish unique types of malware from each other. 
This project aims to carry out malware classification using word embeddings which are 
used in Natural Language Processing (NLP) to identify and evaluate the relationship 
between words of a sentence. Word embeddings generated by BERT and Word2Vec for 
malware samples to carry out multi-class classification. BERT is a transformer based pre-
trained natural language processing (NLP) model which can be used for a wide range of 
tasks such as question answering, paraphrase generation and next sentence prediction. 
However, the attention mechanism of a pre-trained BERT model can also be used in 
malware classification by capturing information about relation between each opcode and 
every other opcode belonging to a malware family. Word2Vec generates word 
embeddings where words with similar context will be closer. The word embeddings 
generated by Word2Vec would help classify malware samples belonging to a certain 
family based on similarity. Classification will be carried out using classifiers such as 
Support Vector Machines (SVM), Logistic Regression, Random Forests and Multi-Layer 
Perceptron (MLP). The classification accuracy of classification carried out by word 
embeddings generated by BERT can be compared with the accuracy of Word2Vec that 
would establish a baseline for results. 
 
Index Terms – Natural Language Processing (NLP), Bidirectional Encoder 
Representations from Transformers (BERT), Word2Vec, Support Vector Machines 
(SVM), Logistic Regression, Multi-Layer Perceptron (MLP), Random Forests. 
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Malware is a piece of code created with the intention to cause harm and damage to 
useful information or gain unauthorized access to a user’s system. A malware could 
masquerade as a legitimate program but contain malicious content as seen in trojans or 
encrypt critical information with a ransomware program or modify legitimate code to 
execute malicious files [1]. 
Identification and classification of malware is very critical to information security. The 
world saw a massive shift in the workforce from in-person to remote workspaces when 
the COVID-19 lockdown began in March 2020. According to the Sophos 2021 threat 
report [13], malware contributed to 34% of all the breaches in a survey consisting of 3500 
IT professionals who worked on remote infrastructure and cloud-based infrastructure. 
Each malicious piece of code shares common characteristics within a certain family 
and tends to differ from malware samples belonging to a different family. It is necessary 
to identify these unique characteristics which would help classify malware codes 
belonging to numerous families [4]. 
Word embeddings can be used to quantify these unique characteristics of a malware 
sample. The word embeddings can be generated by state-of-the-art machine learning 
models such as BERT [2] and Word2Vec [5]. The embeddings would capture useful 
information that would serve as training features for classification models. In this 
research, the focus is on the effectiveness of the word embeddings generated in the 
context of malware classification. 
As seen in Fig. 1, the input dataset of malware samples will be processed and 
transformed into inputs for BERT and Word2Vec that will generate the word embeddings.  














Fig. 1. Illustration of the organization of the project 
The word embeddings generated are classified with the help of multi-class classifiers 
such as SVM, Random Forests, MLP and Logistic Regression to their respective 
malware families. The overall accuracy would depend on the classification of the word 
embeddings which capture the essential characteristics of the malware samples. 
The remainder of the report is organized in the following sections. It starts with a 
survey of relevant work in Section 2 followed in by the topics and building blocks of the 
research such as background of the word embedding models and classification models 
in Section 3. Next, experiments carried out and the results in Section 4 are discussed 
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II. RELATED WORK 
Malware are written with the intention of causing harm by carrying out unauthorized 
access to personal information, causing harm to an innocent user’s computer application 
by inserting malicious code, by providing false information to the user in order to extract 
money and a number of other ways. Malware writers are constantly on the lookout for a 
security faults that can be breached and malware are constantly updated. Malware 
developers try to mask a malicious code as a benign one so that it cannot be detected by 
malware recognition software [10]. This is the reason malware recognition has become a 
challenging task. 
 A lot of malware recognition techniques rely on signature-based detection. The 
anti-virus program that relies on signature-based detection generally computes the hash 
of the files and compares it with the hash of known malware signatures [46]. However, 
morphing or modifying the code by inserting benign code or dead code within malicious 
code is one easy way to avoid detection. It is also quite inefficient because all the files of 
a given user are scanned and compared with known available malicious signatures which 
takes a lot of time. 
 According to [45], a number of metamorphic malwares such as Evol, Zmist, Zperm, 
Regswap, MetaPHOR morph after each new infraction. Detecting these malware samples 
is challenging and it can beat signature-based malware recognition. Metamorphic 
malware morphs the code by using a combination of substitution, insertion, deletion, and 
transposition. However, the metamorphic malware can be identified by machine learning 
techniques because they are able to notice the subtle differences between malware and 
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benign samples despite the use of morphing. The different strategies that can be used to 
detect metamorphic malware using HMM is explained in [49]. 
 The effectiveness of the different machine learning techniques depends on the 
input features extracted from the dataset. The different features that can be used are 
signatures [46], API calls [11], opcodes [7], opcode graphs [14] and many other features. 
 Natural language processing (NLP) techniques extract rich information from 
sentences of a language known as word embeddings and are able to identify the meaning 
of the sentence, generate sentences with similar meaning or fill the blanks within a 
sentence. The NLP models extract information of the relation of a word with every other 
word of a sentence. The model groups together words with similar meaning in the input 
dataset it is provided and maps it on to higher dimensional space where words of similar 
meaning are grouped closer together. This information helps NLP models carry out 
several classification and prediction tasks. 
 The NLP models can be used in the field of malware recognition to generate 
embeddings for malware samples. The malware samples that belong to the same family 
would have features that are closely related. This information could be used by classifiers 
to group together malware samples that belong to the same family. 
 BERT is one such NLP model that can be used to generate word embeddings that 
captures information of every component of the input with respect to every other 
component. [2] talks about the architecture of transformers and the attention mechanism 
of BERT while [3] focuses on analyzing the attention heads of the BERT model and not 
the model’s output. The attention heads of BERT capture various patterns and linguistic 
notions. 
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 Word2Vec was used in previous research to generate word embeddings for 
malware samples [20]. These malware samples were classified using classifiers such as 
MLP, k-nearest neighbors, random forests and SVM as explained in [8]. It performed very 
well when compared to traditional machine learning techniques such as HMM and PCA. 
The opcode sequences within malware samples are treated as a language in [6] and 
context is captured using Word2Vec. The classification is carried out using k-nearest 
neighbors (k-NN). Word2Vec is used to generated features for opcode sequences and 
classification is carried out using deep neural networks in [34]. Alternative strategies to 
generate embedding vectors is discussed in [32]. 
 The results derived by utilizing word embeddings generated by Word2Vec to carry 
out malware classification proves that NLP based models can extract rich features that 
assist with classification accuracy. It calls for testing out newer NLP based models such 
as BERT that is a transformer-based model that consists of encoders and decoders along 
with an attention mechanism [2]. The BERT model will be explained in further detail in the 
next section. The experiments carried out in this research primarily focus on generating 
embeddings using BERT and comparing the classification accuracy with Word2Vec using 
the same dataset. The embeddings would be classified using a variety of classifiers. The 
accuracy would be assessed on challenging and recent malware samples.  
III. BACKGROUND 
This section provides more details on the key components i.e., the NLP models and 
the classifiers used in this research. It provides information about the background and 
architecture of the topics. The NLP Models will describe BERT and Word2Vec while the 
classifiers will describe SVM, Random Forests, Logistic Regression and MLP. The results 
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and the experiments carried out using these building blocks will be described in the next 
section. 
A. NLP Models 
Natural Language Processing (NLP) is the subfield of Artificial Intelligence (AI) that 
enables machines to understand the language spoken by humans. The models that 
help achieve it are known as NLP models. Training an NLP model from scratch is a 
tedious task and it requires a massive dataset and massive computation resources. 
For this reason, a pre-trained NLP model is used to carry out tasks related to NLP. 
Transfer learning is the technique used to transfer the knowledge gained by the model 
during training to carry out other tasks on a new dataset it has never been exposed to 
before. NLP tasks such as sentiment analysis, next sentence prediction, word 
embedding generation and so on. The following sections will cover two NLP models 
namely: BERT and Word2Vec. These two NLP models are used to generate word 
embeddings for malware samples. The word embeddings generated by the NLP 
models is used by classifiers to carry out multi-class malware classification. 
1) Word2Vec 
The original work that provides details about Word2Vec can be obtained from 
[30] while a paper provides enhancements that enable the use of Word2Vec with 
large datasets as explained in [31]. 
Word2Vec is used to convert the input sequence of words to vectors and map 
them to a higher dimension. [21] explains how Word2Vec uses neural networks 
to group together words with a similar meaning closer together. For example, 
consider the following set of words. 
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w0 = “queen”, w1 = “man”, w2 = “woman”, w3 = “king” 
 
Fig. 2. Using Word2Vec to generate embeddings [25] 
The words above are mapped to a higher-dimensional space by Word2Vec. 
Cosine similarity works with any number of dimensions and words with the greatest 
Cosine similarity are synonymous in nature. 
An example word embedding for the word “king” is as follows [25]: 
 
Let us color code the values based on the numbers such that red represents 
a value close to 2, blue represents a value close to -2 and white represents a value 
close to 0. 




Fig. 3. Word embeddings represented as a color map [25] 
  Based on the Fig. 3 it can be observed that: 
• The words woman and girl are quite similar to each other in a lot of 
positions. 
• The words “boy” and “girl” are similar in certain positions to each 
other, but these positions are different from “woman” or “man”. It 
could be capturing something similar between the words “boy” and 
“girl” i.e., youth. 
• The embeddings can be added and subtracted in order to form 
relations between words. For instance, in the following case where 
the word embedding for the word “queen” is subtracted with the word 
embedding for the word “woman” and the word embedding for “man” 
is added then the resultant word embedding is very close to the word 
embedding for the word king. It can be represented as follows: 
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queen – woman + man ~= king  
Associating negative weights with frequently used words is another 
technique to improve the rate of training. The positive weights associated with the 
model are updated and only a sample set of the negative weights are updated 
while generating the output vectors. This reduces the impact of frequently used 
words while training the Word2Vec model. 
   
Fig. 4. Network that generates Word2Vec embeddings [17] 
The Word2Vec model is used to generate word embedding for malware 
samples in this research by using a window of size 6 and output size of 2 
dimensions. We use the output generated by the Word2Vec model to generate 
unit vectors and plot a circular heat map which will be discussed in further detail in 
the next section.  




BERT is a transformer-based NLP model that is used to carry out language-
based tasks such as masked word prediction, sentiment classification and other 
classification tasks. The architecture consists of nothing but a stack of trained 
Transformer Encoders. BERT is able to generate the word embedding for a 
particular word by also taking into account the context in which it was used known  
as contextualized word embeddings.
 
 
Fig. 5. Trained BERT Components [15] 
 
The encoder uses attention to map the input to a set of vectors which store 
information of a given word with respect to every other word in the sentence. Let 
us consider the following input sentence: 
The boy drank water because he was thirsty. 
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 The word ‘he’ in the above sentence is associated with the boy and the 
BERT model can identify this relation using attention. Attention helps BERT 
understand other relevant words in the sentence compared to the one that is 
currently being processed. 
As seen in Fig. 5 the BERT model can accept at most 512 words as input. 
In general, a sentence in natural language does not exceed 512 words but the 
opcodes in a malware sample can exceed 512. For this reason, only the first 400 
opcodes from each malware sample gave us promising results.  
The BERT model used as a part of the experiments is DistilBERT which is 
a smaller version of BERT that was open sourced by the HuggingFace team. 
DistilBERT performs as good as BERT but it is lightweight and faster. The 
DistilBERT model used is pre-trained in the English language. However, the model 
is neither trained nor is it fine-tuned to carry out malware classification. 
Classification can be carried out using the word embeddings generated by 
DistilBERT. The [CLS] token from BERTs output captures the information about 
the entire sentence. In case of a malware sample, the [CLS] token would capture 
information about the entire malware sample. BERT uses this information to carry 
out NLP tasks such as next sentence prediction. This information can be used in 
malware classification as the [CLS] token from the embedding generated for a 
malware sample would capture information that would help with classification. 
 




Fig. 6. Slicing BERT Word Embedding [15] 
For instance, if there are 2000 malware samples that BERT is trained on 
and let 66 be the length of the tokens in the longest malware opcode sequence as 
seen in the Fig. 6 above. Out of the 768 hidden unit output of BERT only the first 
one representing the [CLS] token will be extracted. A label will be assigned to each 
of the 2000 sentences depending on the class of the malware sample as seen in 
the Fig. 7. 
 
Fig. 7. Assigned labels to BERT embeddings [15] 
The sliced embeddings of BERT along with the class labels will be classified 
by the classifiers. A total of 5 malware families are considered which will be 
described in the dataset section of report. The results of the classifiers and the 
parameters that attain the best results will be explored as part of the experiments. 




Classification is the process of predicting the class or label of the input dataset. 
The input data set is mapped to the desired output class depending on the features of 
the input data. The machine learning models which enable the user to map the input 
data to its corresponding class is known as a classifier. This section will cover the 
background of all the classifiers used in the experiments. 
1) Logistic Regression 
Logistic regression is used to describe the input data and to find a 
correlation between them. A detailed explanation and various strategies 
guidelines for logistic regression can be found in [40] and [44]. The different 
applications of logistic regression and how it differs from linear regression can 
be found in [39] and [42]. A brief and excellent explanation of Logistic 
regression can be found in [43]. 
The result of logistic regression is dichotomous in nature. A logistic 
regression model used to fit more than two classes is referred to as multinomial 
logistic regression. The model carries out classification using multinomial 
probability distribution [9].  






 The pros and cons of logistic regression are similar to linear regression such 
as being prone to outliers, assumption of linearity amongst dependent variables 
and independent variables. However, logistic regression model provides 
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probabilities, and it is not just a classification model. It enables the user to 
identify the percentage with which a certain instance was assigned a class. 
2) SVM 
The main objective of SVM is to carry out classification between the dataset 
by maximizing the distance between the separating hyperplane and the 
dataset. As seen in the Fig. 8 the hyperplane with the maximum separation is 
chosen. The support vectors are the data points closest to the hyperplane. The 
support vectors are used by SVM to maximize the separation between the data 
points and the hyperplane. SVMs can be used to identify the subtle changes in 
malware samples belonging to a certain family as discussed in [47]. The 
classification process of SVMs and the mathematical proof can be found in [35]. 
 
Fig. 8. SVM for binary classification [27] 
SVM identifies that the dataset may not be linearly separable by itself. The 
dataset can be mapped to a higher dimensional space where a separating 
hyperplane can classify the dataset. As seen in the Fig. 9 the data on the left 
is not linearly separable. However, the data can be easily separated by a 
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separating hyperplane if the data is mapped as seen on the right. One of the 
ways this can be achieved is by using a polynomial kernel. Identifying the right 
kernel can be a challenging task but it can significantly improve the 
classification accuracy without causing a major computation overhead.  
 
Fig. 9. Mapping input data to a higher dimension [27] 
3) Random Forests 
Random Forests carries out the classification of the dataset using an 
ensemble of decision trees. Every tree in the random forest classifies the data 
and the class with the highest number of votes is selected as the class of the 
data. 
As mentioned in [16], a large number of these trees carry out the 
classification together as a committee and the overall accuracy of such a 
committee outperforms the accuracy of an individual tree. An individual 
decision tree tends to overfit the input dataset. However, a group of trees tends 
to protect each other from their individual errors. The groups tend to move 
together in the right direction as seen in the Fig. 10. 
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The decision trees of random forests may be too correlated with each other. 
This a problem that arises with Random Forests. Bagging which stands for 
Bootstrap Aggregation is to overcome the problem. It takes advantage of the 
fact that the decision trees are sensitive to the data they are trained on. The 
decision trees are formed using random samples of the training data which may 
or may not overlap. Bagging prevents the random forest from overfitting the 
data and reduces the correlation between the decision trees. A great 
explanation of random forests can be found in [36] 
 
Fig. 10. Merging decisions from Decision Trees [33] 
  




A neuron is the building block for a Multi Layered Perceptron (MLP). Multiple 
neurons known as McCulloch-Pitts Artificial Neuron [22] are placed in different 
layers and the inputs of the neurons in the hidden or intermediate layers are 
outputs of neurons in the previous layer. A neuron with 3 inputs and a single 
output is depicted in Fig. 11. The inputs are X0, X1 and X2 and w0, w1, w2 are 
the weights associated with these inputs. The neuron generates an output Y 
{0, 1} where 1 implies that the neuron was activated while 0 implies that the 
neuron remained inactive. The inspiration for this neuron comes from the 
neurons which form a complex network in the human brain as explained in [18] 
and [37]. The weights together with the input determine if the neuron should 
fire or not. If the ∑wi Xi is greater than the threshold T, then the neuron will 
activate. 
 
Fig. 11. Neuron of a Neural Network [17] 
The following equation as given in [48] represents the function that a neuron 
of an MLP utilizes. The bias b is introduced that is independent of the input and 
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the weights associated with the neuron. However, even the bias is updated 
during the training of the MLP. 
 
In case of binary classification if the above function generates a positive 
value, then we classify the input as class 1 and if the function generates a 
negative value, then the input is classified as class 2. The decision boundary 
of the binary classifier can be represented by the following equation. The 
decision boundary separates the inputs into the two classes in the output 
dimension space. 
 
An MLP consists of multiple layers of these perceptron’s as shown in Fig. 
12 which consists of two hidden layers. Each edge of the MLP has a weight 
associated with it and the weights of the MLP are finalized after training. The 
MLP can provide additional weightage to certain input features and generate a 
decision boundary that is quadratic, cubic and many other shapes depending 
on the one that best classifies the given input features. 
SVMs can be compared to MLPs as a single layer perceptron will classify 
the data similar to an SVM with a linear kernel. The goal of the MLP is to fit a 
decision boundary that best classifies the data same as SVM. Additionally, the 
SVM tries to maximize the distance between the inputs and the separating 
hyperplane. 




Fig. 12. Multi Layered Perceptron [17] 
A neural network deals with a dataset that is not linearly separable by 
adding additional layers of neurons and this increases the dimensionality of the 
decision boundary. Such networks with multiple layers are known as deep neural 
networks. In order to achieve similar results with SVMs, a nonlinear kernel function 
needs to be used. However, the n-layers of an MLP can achieve much better 
results for a challenging input dataset where SVMs might fall short.  
IV. EXPERIMENTS AND RESULTS 
The dataset is described, followed by the word embeddings and the results based on 
classification carried out on the word embeddings generated by BERT and Word2Vec will 
be discussed in this section. 
  




All the experiments carried out as a part of this research were based on the malware 
families described in Table 1 along with the number of malware samples for each 
family.  
Table 1: Malware dataset information 
Malware Family Malware Type # of Samples 
CeeInject VirTool 899 
FakeRean Rogue 899 
OnlineGames Password stealer 900 
Winwebsec Rogue 897 
Renos Trojan Downloader 900 
 
A brief description of each of the malware families listed above is as follows: 
1. CeeInject is malware that is generally used along with other malware families 
as it is used to conceal the malware. The malware that CeeInject is used along 
with would be installed in a user’s machine without requesting any permissions 
[24]. 
2. FakeRean alerts the user for issues or viruses that do not exist on the system 
and asks for a sum of money in order to assist the user [29]. 
3. OnlineGames is used to track the login information of online games and keeps 
track of information of online gamers without consent [26]. 
4. Winwebsec belongs to trojan family. It pretends to be a legitimate antivirus 
software and informs the user that the system is corrupt and needs to be fixed. 
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It tries to scare the user with the intention of extracting money from the user 
[28]. 
5. Renos is malware that informs the user of fake security warnings once it is 
downloaded and requests for payments to resolve any issues [23]. 
Samples from these malware families are classified. The results of the classification 
are discussed in the following sections. 
B. Word Embeddings 
Word Embeddings are used in natural language processing as a representation of 
the words of a sentence in vector values such that words of similar meaning are 
grouped closer together in the vector space. It helps group together words of similar 
meaning and identifying the meaning of the sentence. This information can be used 
by classifiers to identify key features and efficiently carry out classification. 
 The goal of this project is to carry out malware classification which cannot be done 
by feeding the malware samples to the classifiers. As the malware samples are a 
sequence of opcodes that cannot be used by the classifier to carry out classification. 
Features need to be extracted from the malware samples, which can be done by 
generating word embeddings from the malware samples. These word embeddings 
would capture information and group together features that are unique to a malware 
family. 
 The word embeddings are generated using NLP based models such as Word2Vec 
and BERT. These word embeddings generated for every opcode in a malware sample 
can be represented as unit vectors and plotted in a circular heat map as seen in the 
figures below. 









Fig. 14. Vectors for FakeRean 
 









Fig. 16. Vectors for Renos 




Fig. 17. Vectors for Winwebsec 
 
As seen above the circular heat map representation of the opcodes seem to differ 
for every malware family and the opcodes with higher frequencies across malware 
families seem to be the opcodes push, mov and add. 
 
C. Classifier Parameters 
The parameters that were selected for the classification are shown in Table 2. The 
classifiers used to carry out the classification of the malware samples were imported 
from the libraries of scikit-learn [38]. After trying out multiple parameters, conducting 
numerous experiments and using GridSearchCV the ideal parameters obtained were 
these values [41]. 
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Table 2. Parameters used by classifiers 





























MLP hidden layer size 
activation function 
solver 













The classifier parameters obtained are almost identical for the features generated by 
BERT and Word2Vec as seen above. 
D. Logistic Regression Results 
The logistic regression model was used to classify a total of approximately 4500 
malware samples. Optimal results were obtained by the logistic regression model 
using the regularization parameter value C = 42.1 with an overall test accuracy of 
83.54% using the word embeddings generated by BERT. The parameters specified 
above were used by the logistic regression classifier giving a test accuracy of 81.2% 
using the word embeddings generated by Word2Vec. The confusion matrix of the 
results obtained is shown in Fig. 18 and Fig. 19. 
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Fig. 18. Confusion matrix of Logistic Regression for Word2Vec features 
    
Fig. 19. Confusion matrix of Logistic Regression for BERT features 
 The different values for C were obtained using numpy’s linspace function by 
dividing the range 0.0001 to 100 into 20 parts. The classifier is used to classify the 
word embeddings generated from both Word2Vec and BERT. The overall accuracy is 
poor when compared with the other classifiers. One of the reasons is that the model 
is overfitting the decision boundary to the training dataset. This causes the model to 
perform poorly when exposed to new data. 
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E. SVM Results 
Experiments were carried out on the SVM model and the ideal set of parameters 
that produced the maximum accuracy were selected. The different types of kernels 
tried out were rbf, linear and polynomial along with the regularization parameter C in 
the range 10 to 1000 and gamma value in the range 0.001 to 0.1. 
 
 
Fig. 20. Confusion matrix of SVM for Word2Vec features 
 
Fig. 21. Confusion matrix of SVM for BERT features 
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SVM maps the input features to a higher dimension space in order to form a 
decision boundary that separates the features into different classes. For this reason, 
SVM is able to successfully leverage the features in the word embeddings and group 
together malware samples with similar features and give a high classification accuracy 
of around 91.01% using the embedding generated by BERT. The embeddings 
generated by Word2Vec gave a classification accuracy of 86.8%. 
F. Random Forest Results 
Random forest is a neighborhood-based algorithm that classifies input features by 
grouping features that are closer to each other and making decisions at different 
stages which segregate the inputs into different classes [19]. 
The results of the experiments conducted show that the random forest classifier 
performs better when the number of trees and the depth of the random forest is 
increased. The optimal parameters lead to a classification accuracy of 91.81% with 
embeddings generated by BERT while the embeddings generated by Word2Vec gave 
a classification accuracy of 89.6%.  
 
Fig. 22. Confusion matrix of SVM for Word2Vec features 




Fig. 23. Confusion matrix of SVM for BERT features 
G. MLP Results 
The multi-layered perceptron performs quite closely as the SVM by mapping the input 
features to a higher dimensional space and carrying out classification by forming a 
decision boundary and grouping features that are closer to each other. A constant 
learning rate with a 30,30,30 hidden layer size and relu activation function provided the 
best results. The classifier converged and gave optimal results at around 10000 iterations. 
The final accuracy obtained using the word embeddings generated by BERT was 86.83% 
which is quite close to the accuracy obtained by SVM. The word embeddings generated 
by Word2Vec gave a final accuracy of around 86.6% which is very close to the one 
obtained by BERT. 




Fig. 24. Confusion matrix of SVM for Word2Vec features 
        
Fig. 25. Confusion matrix of SVM for BERT features 
  




H. Further Analysis 
Random forest is a neighborhood-based classification model. It seems that the 
model performs poorly when the depth of the binary tree of the decision is shallow. It 
tends to overfit to the training data as the classification accuracy on training data was 
high, but the model performed poorly when tested on the test data. The Fig. 26 below 
shows that embeddings generated from both BERT and Word2Vec show 
improvement in classification accuracy when the depth of the Random Forest is 
increased. The accuracy plateaus at a depth of 10 and gradually increases beyond 
this point. 
 
   Fig. 26. Depth vs accuracy for RF using BERT and Word2Vec 
 
On carrying out further analysis it was observed that behavior is similar when both 
the depth and number of trees of the random forest were increased. It is also observed 
that a larger number of trees in the random forest classification model compensate for 
shallow depths. As seen in the Fig. 27 the accuracy of the random forest model is high 
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even when the depth of the decision trees is around 2.5. Beyond a depth of 2.5 there 
is a gradual increase in classification accuracy as the number of trees of a random 
forest classifier is increased. As described in Section III of the report, a larger number 
of decision trees can generalize to the training data. A class is chosen for the input 
data only when a majority of the decision trees generate the same classification which 
protects the classification result from errors caused by individual decision trees. This 
is in line with the results obtained as a part of the experiments conducted. 
 
Fig. 27. Accuracy for depth vs number of tress in random forest 
 
I. Summary 
Classification of malware samples carried out using BERT performs better overall 
in comparison to Wordd2Vec as seen in the Fig. 28 summarizing the results. Word 
embeddings were generated by BERT and Word2Vec and the word embeddings were 
classified using classifiers such as Logistic Regression, SVM, MLP and Random 
Forests. SVM, MLP and Random Forests perform better overall in comparison to 
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Logistic Regression which is an expected outcome. MLP and SVM perform similarly 
as they try to find the decision boundary that best fits the data without overfitting it. 
Random forests use an ensemble of decision trees to carry out the classification of 
the dataset and obtain a high classification accuracy. 
 The results of this experiment prove that word embeddings generated by BERT 
can be used to carry out multi-class malware classification of the dataset. The 
classification accuracy obtained using BERT embeddings is quite comparable to the 
classification accuracy obtained using Word2Vec embeddings for classification. The 
number of opcodes selected per malware sample was 400 since BERT required a 
maximum of 512 words per sentence. Some of the malware samples had over 105 
opcodes. However, the classification accuracy was not impacted even though the 
number of opcodes used was significantly reduced for some of the malware samples. 
This proves that word embeddings can capture rich features with even a small subset 
of the opcodes for each malware sample.  
 
Fig. 28. Accuracies obtained after classification 
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V. CONCLUSION AND FUTURE WORK 
As a part of the experiments conducted in this research, it was observed that when 
the malware samples were mapped to word embeddings by capturing, grouping, and 
enriching the key components of input features, it led to an improvement in classification 
accuracy while carrying out malware classification. Word embeddings can be generated 
in several ways. However, there was no prior research conducted on using embeddings 
generated by BERT to carry out malware classification and comparing it with Word2Vec. 
The results documented as a part of this research show that BERT performs very well 
by capturing information that helps the classifier improve the classification accuracy. The 
results are better than using Word2Vec using the same set of input parameters and the 
same set of classifiers. It proves that a transformer-based model such as BERT has 
applications beyond NLP. 
In the future, more research can be conducted in this area by using different versions 
of BERT. Distilbert-base-uncased was used in these experiments but further research 
can be carried out using the other available versions of BERT. The BERT model is trained 
on natural language input, but the model will be able to generate more rich features if it 
is trained on malware samples. Research can be carried out using more malware families 
with more complex sets of data and observing how BERT captures the key information 
across multiple malware families. BERT can be compared with other word embedding 
techniques and scenarios, where BERT does not perform well, can be identified. 
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