In many situations information from a sample of individuals can be supplemented by population level information on the relationship between a dependent and explanatory variables. Inclusion of the population level information can reduce bias and increase the efficiency of the parameter estimates.
Introduction
In many statistical demographic applications, some information on the relationship of explanatory variable with the dependent variables is known from the population level data.
Sources of population level data include a census, registration systems, and governmental filing. Population level data are comparatively free of sampling error and are typically less biased due to the effects of non response. However standard regression modelling techniques cannot be appropriately used with these data sets, as there are too few variables to estimate the model of dependence between the dependent variable and the explanatory variables.
On the other hand the data obtained from sample surveys are subject to sampling errors and bias due to non-response. However they usually contain information about more variables and thus is essential to infer scientifically interesting specifications of the model. With the increasing popularity of likelihood based methods, more emphasis has been placed on estimation from sample data alone, with the information from complete enumeration procedures ignored in practice. It is not surprising that the population level information contains valuable information for statistical analysis whose inclusion can lead to statistically more accurate estimates and better inference.
The traditional method for combining the population level information in statistical analysis is through post stratification. The literature goes back to Deming and Stephan (1942) and Ireland and Kullback (1968) , but the statistical literature on the statistical properties of post-stratified estimates has been relatively sparse (Holt and Smith, 1979) . The post stratification approach is usually applied in the design-based inference and becomes inappropriate in the presence of non-response, unless strong restrictions on the nature of non-response is assumed. In the alternative model based approach, one can view non-response and attrition as further sample selection. Here the the combination of survey and population data is operationalised via a model and the composite sampling scheme is inferred from a selection model and the observed data. In this case post-stratification has been used to make the non-response ignorable for inference (Little and Rubin, 1987) . Little (1993) 
develops a
Bayesian model-based approach and Little and Wu (1991) compare the design-based and model based approaches when the sampled population differs from the population data due to non-response or coverage errors.
The use of both sample and population information within the framework of likelihood principles and more specifically for generalised linear models has been proposed by Handcock, Huovilainen, and Rendall (2000) . This method does not provide post-stratification weights but directly constraints the likelihood. Imbens and Lancaster (1994) use a similar method for combining macro data in microeconomic models. In Handcock, Rendall, and Cheadle (2003) the methodology has been further developed. They express the population level data as (usually non-linear) functions of the model parameters and use them as restrictions to the likelihood. The constrained maximum likelihood estimates can then be obtained by maximising the likelihood function under these population level constraints.
This method can be implemented using any of the widely available procedures for numerical optimisation with equality constraints. It is also known that the estimates are asymptotically normal and unbiased. An explicit form of the standard error of the param-eter estimates can also be obtained. Further one can show analytically that the standard error of the parameter estimates are guaranteed to be smaller compared to those with no population restriction.
Even though the method uses intuitively straight-forward procedures it has its own limitations. Non-linear equality constraints are in general numerically difficult to handle and time-consuming to code in applications involving multiple population level restrictions and even moderate numbers of regressors. Also knowledge about the distribution of the explanatory variables is required.
Data combination is a active research area in econometrics. Imbens and colleagues (Imbens and Lancaster, 1994; Hellerstein and Imbens, 1999) explore the benefits of combining population with survey data, using economic data in a generalised method of moment (GMM) regression framework. Imbens and Lancaster (1994) consider the estimation of parameters in the regression model under moment restrictions on the data contributed by population data, and report large gains in efficiency by incorporating marginal moments from census data with sample-survey joint distributions. They restrict on the conditional moment information if distributional knowledge on the explanatory variables is not available. For a review of recent developments see Moffitt and Ridder (2005) .
The article is structured as follows. In Section 2 we introduce the notation and formulate the problem. It also contains a brief discussion of the empirical likelihood and translates the problem to a constrained empirical likelihood problem. Section 3 describes the methods for estimating the model parameter through a nested maximisation problem. We show that in many cases a two-step maximisation problem can be devised to estimate the parameters. The latter method generalises the weighted least squared estimation described in Hellerstein and Imbens (1999) . We also provide the details of solving the linearly constrained optimisation problem associated with this estimation scheme. In Section 4 some asymptotic properties of the parameter estimates are derived. We show that if the sample is representative of the population then our parameter estimates are asymptotically consistent and unbiased. Under usual regularity conditions we further show that the estimates are asymptotically normal and give an explicit expression for their standard errors. We show that the use of population information reduces the standard errors. We indicate that these standard errors can be calculated using either the asymptotic weights or more accurately using the calculated weights through a sandwich estimator. In Section 5 we apply the methodology to combine panel survey data from the British Household Panel Survey (BHPS) with birth registration data to estimate annual birth probabilities by parity.
Notation and Formulation

Notation and problem description
Suppose Y denote the response variable dependent on the explanatory variables X = X (1) ,
. . , m be functions of the response and p explanatory variables such that the average value of each g j over the population represented by Y, X (1) , X (2) , . . . , X (p) is known to be γ j , for all j = 1, 2, . . . , m. Moreover assume that each γ j is known without any sampling error. Let us have a sample of size n. The ith sample point is denoted by
We assume that n > p + m. We assume that there are no missing values.
Suppose we fit a generalised linear model M to the data and incorporate the population level information in the known population mean of g j , for all j = 1, 2, . . . , m. The model is specified as
where η M (·) is the inverse link function corresponding to the family M and β = (β 1 , β 2 , . . . , β p ) is the vector of regression coefficients. We assume that the marginal distribution of X does not depend on β.
Since γ j is the known value of g j in the population, we can assume that for j = 1, 2 . . . , m,
Note that in (3) the L.H.S. is in general a nonlinear function of β. Thus using these expression directly as constraints on the population parameters (as in Handcock et al. (2003) ) imposes nonlinear constraints on the problem. Thus in order to find the parameter estimates we need to maximise the likelihood corresponding to M under those constraints.
In the alternative approach we estimate the joint distribution of Y and X explicitly by its empirical distribution from the sample, incorporating the conditional moment information from (2) and the population level information from (3). We show that this distribution can be estimated by solving a maximisation problem constrained only by linear constraints. The parameter estimates can then be obtained from this estimated distribution.
Empirical distribution and likelihood
We only introduce the concepts of empirical likelihood and empirical distribution for univariate random variables in this section. Extensions for multivariate random variables are natural.
Suppose Z 1 , Z 2 , . . ., Z n are i.i.d. univariate random variable with a common distribution F 0 . Let F be the set of all univariate distribution functions. In particular F 0 ∈ F.
Definition 1 (Owen (2001) ). Suppose F ∈ F, then the non-parametric likelihood of F is defined as
where
In Definition 1. we use the word "likelihood" to mean that L (F ) in (4) is the probability of the sample Z 1 , Z 2 , . . ., Z n from the distribution F . Also we note that, if F is continuous
positive F has to put positive mass on every sample point Z 1 , Z 2 , . . ., Z n and be discrete.
The empirical distribution function of the sample Z 1 , Z 2 , . . ., Z n is defined aŝ
Owen (2001) shows that the non-parametric likelihood in (4) is maximised over F for
estimator (NPMLE) of F . Thus in a completely non-parametric setting the best estimator of the underlying distribution assigns equal weight of 1/n to each of its sample points. The non-parametric likelihood in (4) can be used for parametric distribution also. Suppose it is known that the distribution depends on a parameter θ ∈ Θ and let
The NPMLE,F n,θ ∈ F Θ in this case can be obtained by maximising L (F ) in (4) over F ∈ F Θ . This means finding n sample weightsŵ
is the maximum value of L (F ) for F ∈ F Θ . ¿From the asymptotic point of view, a scaled version of the non-parametric likelihood is more interesting to consider. One can use the non-parametric likelihood ratio of F ∈ F Θ to F ∈ F. This is given by
From (7) it follows that
In a sample n is a constant, so considering R (F θ ) is actually same as considering L (F θ ).
¿From the maximising weightsŵ = (ŵ 1 ,ŵ 2 , . . . ,ŵ n ) the constrained estimate of the distribution function is determined bŷ
So in order to estimateF n,θ it is enough to determine the maximising weightsŵ i for the empirical likelihood n i=1 nw i under the constraint that the resulting distributionF w ∈ F Θ . In other words the NPMLEF n,θ is determined bŷ
All the concepts described above can be extended to multivariate random variables. The extension is natural and we refrain from repeating it. Details can be found in Owen (2001, Chapter 3).
Formulation of the empirical likelihood with population level information
In the problem under consideration we not only have parameters describing the relationship of Y and X in (2), moreover there are m population level information in (3) imposing more constraints on the set of allowable joint distribution of Y and X. Thus in order to estimate this joint distribution one needs to maximise the corresponding non-parametric likelihood in (4) over the set of all joint distributions satisfying both sets of constraints imposed by the parametric model and the population information. ¿From the discussion above the estimator is given by the weightsŵ i such that w i ≥ 0 for all i = 1, 2, . . . , n and
maximising the empirical likelihood
over w, under some more constraints imposed by the model M and population level information.
The constraints imposed by the model are based on the score functions of the likelihood. It is well known (McCullagh and Nelder, 1989 ) that for any generalised linear model for
This expectation is over the joint distribution of the sample. In our formulation we replace the joint distribution by its empirical estimate. Thus the score constraints imposed by the model M on (14) through its score functions are given by
The population constraints on (14) can be expressed similarly from (3) as
Unlike the direct constraints method (Handcock et al., 2003) , in (17) the population level constraints do not explicitly depend on the model parameters β. However as the score constraints involve all the weights and the model parameters, eventually same constraints are imposed on the parameter estimation in both the procedures.
Estimation of model parameters
The empirical joint distribution is determined by the vector of maximising weightsŵ = (ŵ 1 ,ŵ 2 , . . . ,ŵ n ) satisfying (13) and other m+p constraints in (16) and (17). In this section we discuss the numerical methods for maximising the empirical likelihood ratio and estimating the model parameters.
Estimation of the model parameters
The main goal of this discussion is to estimate the model parameters incorporating the population constraints. Under the assumption of (14), (16) and (17) the parameter estimates are given bŷ
Thus the parameter estimates are obtained from a nested maximisation procedure and the model parameters only influence the estimation of weights through the score constraints.
Note that in (18), the outer maximisation over β is unconstrained. The inner one over w is constrained by linear constraints. So the use of empirical likelihood requires maximising over linear constraints only, which is numerically much easier to handle, than non-linear constraints.
However this nested maximisation may be slow, but in most cases an alternative and faster two-step estimation procedure can be devised to obtain the parameter estimates instantly.
A two-step procedure for estimating the model parameters
The two step estimator for β takes the advantage of the fact that the population constraints do not depend on the model parameters. This method is a generalisation of the weighted estimator described in Hellerstein and Imbens (1999) . In the first step we get the weightsŵ maximising (14) under (13) and the population constraints (17). That is we computê
In the second step we solve the score constraints withŵ i as the sample weights for the parameter estimates. That is we solve
for the parameter estimatesβ = β 1 ,β 2 , . . . ,β k . The second step consists of the usual estimation of the model parameters for the model M withŵ as the vector of sample weights. So we can use standard methods for estimating model parameters for a generalised linear model to perform this step (McCullagh and Nelder, 1989) .
A rationale validating the two-step estimation procedure can be outlined as follows.
Suppose we define
and
Clearly both A and B are convex and B ⊆ A. However n i=1 log(nw i ) is concave on A. Thus there is an unique maximisingŵ in A. Ifŵ ∈ B, i.e. there is β satisfying the score constraintsŵ is the intended maximising weights.
However it is possible that there is no β satisfying the score constraints for the weightŝ w, i.e.ŵ ∈ B. In that situation the two-step procedure described above fails and the nested maximisation in (18) has to be done. The parameter estimates from the two step procedure are still useful as initial values for the nested maximisation. Hellerstein and Imbens (1999) estimate the model parameters by a similar two-step estimation procedure even ifŵ ∈ B.
Computing the maximising weights in the first step
In the two-step estimation procedure discussed above, only the first step requires constrained maximisation.
We follow a similar discussion in Owen (2001) and instead of solving the primal problem for the maximising weights, solve its dual problem, which is more convenient to deal with.
Without loss of generality we can assume thatŵ i > 0, ∀i = 1, 2, . . . , n. The situation when some weights are 0 can be tackled fairly easily (Owen, 2001 ).
The primal objective function is given by
Here α, λ j , j = 1, 2, . . . , m are the Lagrangian multipliers.
By differentiating with respect to w i for each i and equating the resulting expression to 0 we get, for all i = 1, 2, . . . , n
Note that n i=1 w i ∂L ∂w i = 0. Thus using the facts that the weights sum to 1 and the weighted sum of the restrictions equals 0 for all j = 1, 2, . . . , m we get
By substituting the value of α in (24) and solving for the weights, we get
Since 0 < w i < 1 for all i = 1, 2, . . . , n, it follows that
By substituting the weights in (23) (or equivalently in (14)) we get
Under the assumption that there is no duality gap, maximising (14) under constraints for weights is equivalent to minimising (28) under the constraints in (27) for the optimal values of λ j , j = 1, 2, . . . , m.
Note that the dimension of the dual problem is m which is much less than the dimension of the primal problem by assumption. Also the dual problem is constrained by linear inequality constraints and thus numerically far easier to solve. Owen (2001, Chapter 3) defines a continuous and twice differentiable pseudo-logarithmic function over the whole real line such that the above minimisation can be performed without any constraint using a simple Newton-Raphson Algorithm.
The procedure for the inner constrained maximisation in (18) which includes the score constraints, when necessary, is similar. We note that in that case the dimension of the corresponding dual problem is m + p, which is still less than the dimension of the primal problem.
Asymptotic properties of the estimator
In this section we investigate the asymptotic properties of the constrained estimator of the model parameters. The main emphasis will be given on the two-step estimator in section 3. We shall show that this estimator is consistent and asymptotically normal. Also we shall find the form of the asymptotic Variance-Covariance matrix and show that the standard errors of the constrained estimator is less than that of the unconstrained one.
Consistency and asymptotic normality of the parameter estimators
For brevity of notation let us denote for all i = 1, 2, . . . , n, h j (y i ,
i . Define function f over the observations and model parameters as
. . .
and h y, x, γ m×1 = (h 1 (y, x, γ 1 ) , h 2 (y, x, γ 2 ) , . . . , h m (y, x, γ m )) t .
We start by showing the strong consistency of the estimator of the model parameters. In Lemma 1 we show that asymptotically as n → ∞, each Lagrangian multipliers minimising the dual problem in (19) tend to 0 almost surely. The second step involves a weighted maximum likelihood estimation, the consistency of the parameter estimates follow. We outline a proof of consistency and the asymptotic normality of the estimator in Theorem 1.
E h Y, X, γ = 0 and V ar h Y 1 , X 1 , γ has rank larger than 0 . Letλ be the vector of Lagrangian multipliers minimising the dual in (28). Then with probability 1 as n → ∞, λ → 0.
Proof. Note that from the population level restrictions the vector of Lagrange multipliers solving the dual problem (28) satisfy
The rest of the proof follows from Owen (1990) (Theorem 1) mutatis mutandis.
We now prove the consistency and get an explicit expression for the asymptotic Variance -Covariance matrix of the parameter estimates.
Theorem 1. Suppose that the assumptions of Lemma 1 hold. Also assume that 1. The Jacobian matrix ∂f (y,x,β,λ) ∂(β,λ) and the Hessian ∂ 2 f (y,x,β,λ)
exists for all β and λ.
2. f y, x, β, λ , ∂f (y,x,β,λ)
and ∂ 2 f (y,x,β,λ)
are elementwise bounded by integrable function in a neighbourhood nbd β, λ of the true value β , 0 .
3. E f y, x, β f t y, x, β is positive definite,
∂β has full rank.
Suppose that
, for all i = 1, 2, . . . , n and denote
Assume that
where diag[·] is the diagonal matrix with the arguments as its diagonal elements. Also assume that H is non-singular. Then as n → ∞
2.
4.β andλ are asymptotically independent.
Proof. From the discussion in the previous section we note that ∀k = 1, 2, . . . , p and ∀j = 1, 2, . . . , m
Supposeβ andλ are the vector of estimates of the model parameters and the Lagrangian multipliers. then by assumption A Taylor series expansion of
where |ζ| ≤ 1 and H(Y, X) is integrable and is a bound to the Hessian matrix in nbd(β , 0).
The Jacobian matrix
is given by
The expression of the Jacobian matrix at β , 0 is given by
Clearly by assumption of the problem
E [H(Y 1 , X 1 )] is finite and
So by the S.L.L.N. with probability 1
¿From this by following the steps in Serfling (1980, Chapter 4 .2) the strong consistency ofβ follows.
To show the asymptotic normality we note that
Thus for large n with probability 1, (44) holds in a neighbourhood of β , 0 . So it follows
Rearranging the terms it follows that for large n, with probability 1
Now from this, the consistency ofβ,λ, (48), (51), (52) and Slutsky's theorem it is evident
¿From (58) the rest of the assertions of the theorem follow.
Reduction of standard errors of the model parameters
It is well known that without any population constraints the asymptotic variance covariance matrix of
Thus inclusion of the population constraints reduces the standard error of the model parameters. However we should note that this result is asymptotic and for finite samples the reduction of standard error for some coefficients may be trivial. We shall illustrate this fact in Section 5 below.
Estimating the asymptotic Variance-Covariance matrix
The asymptotic Variance-Covariance matrix can be easily estimated form the sample. Ifβ is the estimate of the model parameters then we estimatê
Then the estimated asymptotic Variance-Covariance matrix is given by the p × p leading principle submatrixV
Instead of using the asymptotic weights 1 n , one can use the estimated weightsŵ.
A Sandwich estimator of the Variance-Covariance matrix
For samples of finite size a sandwich estimator of the Variance-Covariance matrix is more accurate. The theoretical expression closely follows the expression of the asymptotic VarianceCovariance matrix in (58), however the sample estimate of the vector of the Lagrangian multipliers is used in (45) and (52) instead of 0. Supposeβ is the estimate of the model parameters andŵ is the estimate of the maximising weights. Suppose x is the n × p matrix of the sample. Let us denotê
where as before diag[·] is a diagonal matrix with the arguments as the diagonal entries. Also
We estimate the necessary matrices bŷ
Then the sandwich estimate of the asymptotic Variance-Covariance matrix ofβ is given byV
This estimate equals the value of the inverse of the Hessian matrix calculated at the parameter estimates.
Application to demographic hazard modeling
In the section we apply the methodology to combine survey data from the British Household Panel Survey (BHPS) (Taylor et al., 1995) with population level information from the birth registration system on the General Fertility Rate (GFR) to estimate annual birth probabilities by parity. This situation was considered by Handcock, Huovilainen, and Rendall (2000) using a constrained maximum likelihood framework. The birth registration system in England and Wales collect birth data by parity only within marriage (hence we do not know the parity information for unmarried women). However we will show the system can be used to improve the efficiency of estimation, from the BHPS, of annual birth probabilities of all women by parity. From the registry we can determine the general fertility rate (GFR) for the years 1992 to 1996, of England and Wales(Office of National Statistics, 1998). The population level value of the GFR was found to be 0.06179 (Handcock et al., 2000) .
Our survey data are from the BHPS between the years 1991 to 1996 and we have excluded the women living in Scotland for consistency with the registration system. Births were not directly recorded in this dataset. Instead we code births for women aged 15 to 44 when the women's coresident family unit experiences an increase in the number of dependent-aged children from one year (t − 1) to the next (t). The details of the construction may be found in Handcock, Huovilainen, and Rendall (2000) . The BHPS data uses an approximately equal-probability sample design so that we will assume that the weights of the samples are all equal. This simplifies the estimation and improves the standard error of the parameter estimates.
In the dataset the dependent variable Y represents the indicator of birth for a woman between times (t − 1) and t and the explanatory variable X is the indicator of existence of at least one child of that woman at time (t − 1).
We fit a logistic regression model to the data and constrain on the population information given by the GFR. The model is represented as
We also assume that the marginal distribution of X does not involve β 0 or β 1 .
The two score constraints corresponding to two model parameters are given by
In the population we know that
This implies the the population restriction (assuming the restriction that
Thus from the discussion in Section 2, in order to determine the weights w i , i = 1, 2, . . . , n we maximise n i=1 log(nw i ) subject to w i ≥ 0, for all i = 1, 2, . . . , n, n i=1 w i = 1 and the restrictions in (73), (74), (76).
The estimation and standard errors of the parameter estimates was computed using an R package named glmc developed by Chaudhuri and Handcock (Chaudhuri et al., 2005) . This package will be made available on CRAN. This package performs the two-step maximisation procedure (19) and (20) and if it fails the nested maximisation (18) as described in Section 3. The standard error of the parameter estimates are calculated using Theorem 1 from (71).
The estimated value and the standard errors of the estimator of the models parameters are shown in Figure 1 . The figure also compares the estimates with and without population level constraints. We note that the estimate of the slope (i.e. β 1 ) is same in both constrained We note that our estimates differ from the corresponding estimates in Handcock, Huovilainen, and Rendall (2000) . This can be ascribed to the fact that our estimates of the standard errors are asymptotically true, which may need a larger sample. However the constrained estimates reported here exactly matches the estimates obtained from putting constraints directly on the model parameters as described in Handcock, Rendall, and Cheadle (2003) . In fact as expected in most of the cases these estimator gives the same results.
Discussion
In this paper we introduce a method to combine population level information with the sampled individual level information based using empirical likelihood. On one hand our approach can be seen as an extension of the post-stratification using a special case of empirical likelihood (Qin and Lawless, 1994; Imbens et al., 1998) . On the other hand our method extends the weighted least squares estimator of the model parameters studied in Hellerstein and Imbens (1999) . The method solves a two nested maximisation problem where in the outer step we maximise for the parameter estimates and in the inner step sample weights are computed such that the population expectation of the dependent variable given a subset of the explanatory variables and the restrictions imposed on the conditional expectation by the model are reproduced in the re-weighted sample. We further show that it is possible to simplify the procedure to a two-step estimator similar to Hellerstein and Imbens (1999) .
In the first step we find the weights satisfying only the population constraints. In the second, unconstrained estimation of the model parameters is conducted using the re-weighted sample from the first step. The asymptotic standard errors of the parameter estimates can be computed explicitly. The parameter estimates obtained from our method shares the asymptotic properties of the constrained maximum likelihood estimator.
In our method we do not place constraints on the parameters and can avoid non-linear constraints. This ensures improvement in terms of computational and implementational complexity. More importantly as the sample weights can be interpreted as an estimate of the joint probability of observing a particular sample, we don't need to specify a distribution of the explanatory variables.
Other than a more complete description using the empirical likelihood our method improves upon Hellerstein and Imbens (1999) in several ways. First we can specify several models of association between the dependent and explanatory variables. Our formulation allows for Bayesian extensions in several ways. We can allow for errors in the constraint values. Thus one can include expert opinions, information from a larger sample or some prior information about the constraints. On the other hand available prior information can be easily used in estimating the model parameters.
