Although researchers in artificial intelligence and psychology have long recognized the importance of learning, this topic has not always been the central focus of these fields. In the first years of AI, considerable attention was given to learning issues, but as pattern recognition and AI developed separate identities, learning research became associated with the former while the latter concentrated on problems of representation and performance. A similar phenomenon occurred in psychology. The behaviorist paradigm was almost exclusively concerned with learning phenomena, but as information processing psychology gained in popularity, psychologists turned their sights towards memory and performance phenomena and all but abandoned efforts to explain the learning process.
psychology that we now understand enough about representation and performance to look anew at learning issues, and some of the most interesting developments have resulted from attempts to integrate these approaches to understanding intelligence.
The need for a journal
One could attempt to identify other reasons for the current interest in computational approaches to learning, but the fact remains that there is a growing community of researchers in this area. The members of this community read each other's papers, attend each other's talks at conferences, and since 1980 have interacted at biennial summer workshops. The new field has been given the name 'machine learning'. This term has the same benefits and problems as the term 'artificial intelligence', representing much of the field's flavor but misrepresenting other aspects. Nevertheless, both terms are here to stay and we must make the best of them.
The growing sense of community among learning researchers, together with the increasing amount of work in this area, has prompted us to establish the journal Machine Learning. We did not take this step lightly, for one does not introduce a new publication without significant justification. Two major forums already existed for publishing formal research results in AI and computational models of human behavior -the journals Artificial Intelligence and Cognitive Science -and both have included machine learning papers in their time. However, the frequency of published learning papers has been lower than one would expect given the activity of the field, and for researchers interested mainly in learning issues these journals have not been ideal sources. We perceived the need for a forum devoted to workers in machine learning, and we felt that a journal would foster quality research in the area, as well as improve the sense of community in this rapidly developing field. Some readers will undoubtedly reason that the emergence of specialized journals like Machine Learning will serve to fragment the fields of AI and cognitive science, leading to narrowed focus rather than integration. However, the emerging field of machine learning is not narrow in any traditional sense. One can study learning phenomena in such diverse domains as problem solving, natural language understanding, and perception. In addition, one cannot study learning in isolation from work on models of representation and performance, so that integration with traditional areas of AI and cognitive science seems an inherent feature of the field. Machine learning is narrow only in the sense that it focuses attention on systems that improve over time, and we believe that this focus is an important one from which all research into the nature of intelligence would benefit.
Characterizing the field
The field of machine learning is as difficult to define as its parent fields. One might describe it as that field of inquiry concerned with the processes by which intelligent systems improve their performance over time. However, such hard and fast definitions are no more successful at describing scientific disciplines than they are useful in characterizing everyday concepts such as 'chair' and 'food'. The best we can hope to accomplish is to describe the central tendency of the field, a tendency that may itself change as the field develops. For instance, machine learning shares with AI a bias towards symbolic representations rather than numeric ones, though it certainly does not exclude the latter. Similarly, much machine learning research employs heuristic approaches to learning rather than algorithmic ones, but the latter are not forbidden. These dimensions separate artificial intelligence and cognitive science from mainstream computer science and pattern recognition, and machine learning is much more closely associated with the former two areas than with the latter.
Some examples will help clarify the central tendencies of the field. Traditional machine learning problems have included the tasks of learning concepts from examples (Winston, 1975; Hayes-Roth & McDermott, 1978; Michalski, 1980) , learning heuristics for directing search (Anzai, 1978; Mitchell, Utgoff, & Banerji, 1983; Langley, 1985) , and learning grammars from sample sentence-meaning pairs (Sikldssy, 1972; Anderson, 1977; Langley, 1982) . Traditional representations used in this work have included propositions, discrimination networks, production rules, and augmented transition networks. The notion of heuristic search through a space of rules or hypotheses (Mitchell, 1982) has played a central role in much of the machine learning research.
Although tasks like scientific discovery involve no learning in the narrow sense of the term, research in this area (Lenat, 1977; Langley, 1981) is usually included within the fold of machine learning, since discovery problems involve many of the same issues as more obvious learning tasks. A similar inclusion holds for methods like reasoning by analogy (Winston, 1979; Carbonell, 1983) , which often involve no learning but which employ mechanisms very similar to those used in learning systems.
The papers in our first issue represent a cross-section of research in the field. Early work in machine learning focused on tasks like learning from examples and language acquisition, employing methods that relied on significant amounts of data and that often involved considerable search. This data-intensive paradigm is alive and well, as shown by Quinlan's survey of research on the induction of decision trees. However, this approach is now complemented by methods that derive maximum information from single instances, using analytic rather than empirical techniques. Mitchell, Keller, and Kedar-Cabelli's paper on explanation-based learning summarizes some of the latest work in this area.
Despite the name 'machine learning', a significant fraction of the field has always been concerned with modeling human behavior, starting with Feigenbaum's (1963) EPAM model of verbal learning. In the current issue, this tradition is represented by Zytkow and Simon's paper on chemical discovery, in which the authors compare the behavior of their STAHL system with actual discoveries made by early chemists. In contrast, the paper by Laird, Rosenbloom, and Newell represents a distinct break with tradition in its attempt to specify a complete cognitive architecture, all the components of which are open to learning. In another sense, this work combines two venerable traditions -describing performance in terms of search through a problem space, and modeling learning in terms of adaptive production systems.
In addition to the themes represented in this issue, the field is moving beyond the traditional tasks and methods on a number of fronts. One innovation involves the notion o f integrated models of learning, focusing on the interaction between relatively well-understood components such as concept learning, strategy acquisition, and language learning. Another emerging theme is the study of learning in complex, reactive environments that cannot be completely predicted, and which may require entirely new learning methods. There is also considerable interest in applied machine learning research, focusing on the automatic construction of knowledge-based systems. For instance, Michalski and Chilausky (1980) have worked on the induction of a knowledge base from examples, and Mitchell, Mahadevan, and Steinberg (1985) have outlined another approach based on learning apprentices. Only time will tell which of these paradigms will prove viable, but we mention them to provide further insight into the state Of the field and the direction in which it seems to be moving.
Suggestions for authors
The four papers in this issue should give authors some idea of the type of manuscripts we would encourage them to submit, but a few additional words seem in order. Since machine learning is concerned with computational approaches to learning, we expect that most papers will describe a running system that shows evidence of improvement over time. Although papers need not describe actual systems, the computational metaphor is a central assumption of the field and ideas should be cast in these terms.
However, describing 'yet another program' is not by itself sufficient; the system should reveal principles of learning that go beyond the particular implementation.
We feel that such principles should be a major goal of the field, and we welcome attempts to synthesize the results of previous research in these terms. Associated with principles is the notion of generality, and the ideal paper will discuss how an approach can be applied to different domains, different representations, and similar variations. Although machine learning (like AI) is largely an empirical science, we encourage theoretical treatments, especially those which address tasks and methods that have been studied empirically. We welcome papers on computational models of human learning, though we do not expect the majority to fall into this category. We also en-courage thoughtful replications of previous systems, provided they reveal new results not apparent in the original work. Finally, while the journal will emphasize basic research in machine learning, we will also consider applications of learning methods to real-world domains.
Aside from content, submitted papers should be clearly written. For instance, concrete examples often help to clarify abstract concepts, and systems can be usefully described in terms of their inputs and outputs, as well as the representations and processes they employ. Since the notion of heuristic search will be familiar to most readers of the journal, describing a learning system's behavior in these terms will usually lead to increased understanding. Science requires the ability to replicate results, and authors should describe their systems in enough detail to enable readers to reconstruct those systems and test them. However, one can achieve this level of detail without program listings. Judicious English paraphrases of rules and heuristics should be sufficient, combined with occasional commented traces of the systems' behaviors.
Since different machine learning researchers have different goals -such as understanding human behavior or automatically constructing expert systems -we encourage authors to clearly state their goals at the outset of their papers. If their approach relies on particular assumptions (e.g., the absence of noise), they should make this clear as well. We also encourage the use of established terms, and clarification when multiple meanings exist for a term. For instance, the term 'generalization' has two distinct meanings within machine learning -the process of moving from a specific hypothesis to a more general one, and any process for constructing a general rule from data. The first of these senses is the opposite of 'discrimination' learning, while the second encompasses both the first sense and discrimination. The paper by Mitchell, Keller, and Kedar-Cabelli in this issue uses the second meaning of 'generalization'. While we will not attempt to legislate which terms the authors employ, we will insist on clear use of those terms.
Although the success of a new journal depends largely on its contributors, the editors and editorial board also have a significant role to play. We will do our best to give rapid reviews, and we will endeavor to provide useful feedback whether or not we decide to accept a paper for publication. The editors will revolve after three years to ensure the infusion of new blood and new ideas (and to give us more time for research), and we expect the editorial board to evolve over the years as new researchers and research themes emerge. This is an exciting period for the field of machine learning, with new problems constantly being formulated and new answers being generated in response. We hope this journal can convey some of the excitement to its audience, bringing new researchers into the discipline and spurring veterans on to greater heights. We invite the reader to join us in our exploration of one of the central wonders of intelligence, as we attempt to learn about the nature of learning.
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