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Abstract
A new integrable sixth-order nonlinear wave equation is discovered
by means of the Painleve´ analysis, which is equivalent to the Korteweg–
de Vries equation with a source. A Lax representation and a Ba¨cklund
self-transformation are found of the new equation, and its travelling wave
solutions and generalized symmetries are studied.
1 Introduction
In this paper we apply the Painleve´ test for integrability of partial differential
equations [1, 2] to the class of sixth-order nonlinear wave equations
uxxxxxx + auxuxxxx + buxxuxxx + cu
2
xuxx
+ dutt + euxxxt + fuxuxt + gutuxx = 0, (1)
where a, b, c, d, e, f and g are arbitrary parameters. We show that there are four
distinct cases of relations between the parameters when equation (1) passes
the Painleve´ test well. Three of those cases correspond to known integrable
equations, whereas the fourth one turns out to be new. This new integrable
case of equation (1) is equivalent to the Korteweg–de Vries equation with a
source of a new type, and we find its Lax pair, Ba¨cklund self-transformation,
travelling wave solutions and third-order generalized symmetries.
There are the following reasons to explore the class of equations (1) for inte-
grability. Recently Dye and Parker [3] constructed and studied two integrable
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nonlinear integro-differential equations,
5∂−1x vtt + 5vxxt − 15vvt − 15vx∂
−1
x vt
− 45v2vx + 15vxvxx + 15vvxxx − vxxxxx = 0 (2)
and
5∂−1x vtt + 5vxxt − 15vvt − 15vx∂
−1
x vt
− 45v2vx +
75
2 vxvxx + 15vvxxx − vxxxxx = 0, (3)
which describe the propagation of waves in two opposite directions and represent
bidirectional versions of the Sawada–Kotera–Caudrey–Dodd–Gibbon equation
[4, 5] and Kaup–Kupershmidt equation [6, 7], respectively. Equations (2) and
(3) possess Lax pairs due to their construction [3] and fall into class (1) after
the potential transformation v = ux. There is one more well-known integrable
equation in class (1), namely
utt − uxxxt − 2uxxxxxx + 18uxuxxxx + 36uxxuxxx − 36u
2
xuxx = 0. (4)
This equation is equivalent to the Drinfel’d–Sokolov–Satsuma–Hirota system of
coupled Korteweg–de Vries equations [8, 9], of which a fourth-order recursion
operator was found in [10]. A Ba¨cklund self-transformation of equation (4) was
derived in [11] by the method of truncated singular expansion [1, 12]. Multi-
soliton solutions of equations (3) and (4) were studied in [13, 14, 15]. Thus we
have already known three interesting integrable equations of class (1), and it is
natural to ask what are other integrable equations in this class and, if there are
any, what are their properties. Solving problems of this kind is important for
testing the reliability of integrability criteria and for discovering new interesting
objects of soliton theory.
The paper is organized as follows. In section 2 we perform the singularity
analysis of equation (1) and find four distinct cases which possess the Painleve´
property and correspond, up to scale transformations of variables, to equations
(2)–(4) and to the new integrable equation(
∂3x + 8ux∂x + 4uxx
) (
ut + uxxx + 6u
2
x
)
= 0. (5)
In this part the present study is similar to the recent Painleve´ classifications
done in [16, 17, 18, 19], where new integrable nonlinear wave equations were
discovered as well. The method of truncated singular expansion is successfully
used in section 3, where we derive a Lax pair for the new equation (5) and also
obtain and study its Ba¨cklund self-transformation. The contents of section 4 is
not related to the Painleve´ property: there we find and discuss travelling wave
solutions and third-order generalized symmetries of equation (5). Section 5
contains concluding remarks.
2
2 Singularity analysis
In order to select integrable cases of equation (1) we use the so-called Weiss–
Kruskal algorithm for singularity analysis of partial differential equations [20],
which is based on the Weiss–Tabor–Carnevale expansions of solutions near mov-
able singularity manifolds [1], Ward’s requirement not to examine singularities
of solutions at characteristics of equations [21, 22] and Kruskal’s simplifying
representation for singularity manifolds [23], and which follows step by step
the Ablowitz–Ramani–Segur algorithm for ordinary differential equations [24].
Computations are made using the Mathematica computer algebra system [25],
and we omit inessential details.
Equation (1) is a sixth-order normal system, and its general solution must
contain six arbitrary functions of one variable [26]. A hypersurface φ(x, t) = 0
is noncharacteristic for equation (1) if φx 6= 0, and we set φx = 1 without loss
of generality. Substitution of the expansion u = u0(t)φ
δ + · · ·+ ur(t)φ
r+δ + · · ·
to equation (1) determines branches of the dominant behavior of solutions near
φ = 0, i.e. admissible choices of δ and u0, and corresponding positions r of
the resonances, where arbitrary functions of t can enter the expansion. There
are two singular branches, both with δ = −1, values of u0 being the roots of
a quadratic equation with constant coefficients. Without loss of generality we
make u0 = 1 for one of the two branches by a scale transformation of u, thus
fixing the coefficient c of equation (1) as
c = 12a+ 6b− 360, (6)
and then we get u0 = 60/(2a+ b− 60) for the other branch. We require that at
least one of singular branches is a generic one, representing the general solution
of equation (1), and without loss of generality we assume that we have set u0 = 1
for the generic branch, whereas the branch with u0 = 60/(2a+ b− 60) may be
nongeneric. Positions r of the resonances are determined by the equation
(r + 1)(r − 1)(r − 6)
(
r3 − 15r2 + (86− a)r + (4a+ 2b− 240)
)
= 0 (7)
for the branch with u0 = 1, and by the equation
(r + 1)(r − 1)(r − 6)
(
r3 − 15r2 +
(
86− 60a/(2a+ b− 60)
)
r
+
(
−120 + 7200/(2a+ b − 60)
))
= 0 (8)
for the branch with u0 = 60/(2a+ b− 60).
Let us consider the generic branch with u0 = 1 first. From equation (7)
we find that positions of three resonances are r = −1, 1, 6, where r = −1
corresponds to the arbitrary dependence of φ on t, and that the positions r1, r2
and r3 of other three resonances satisfy the relations
r3 = 15− r1 − r2, (9)
a = r21 + r1r2 + r
2
2 − 15r1 − 15r2 + 86, (10)
b = 12r
2
1r2 +
1
2r1r
2
2 − 2r
2
1 −
19
2 r1r2 − 2r
2
2 + 30r1 + 30r2 − 52. (11)
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In order to have the resonances of this generic branch in admissible positions,
we must set the numbers r1, r2 and r3 to be positive, integer, distinct and not
equal to 1 or 6. Assuming without loss of generality that r1 < r2 < r3 and
taking relation (9) into account, we get five distinct cases to be studied further:
(i) r1 = 2, r2 = 3; (ii) r1 = 2, r2 = 4; (iii) r1 = 2, r2 = 5; (iv) r1 = 3, r2 = 4;
(v) r1 = 3, r2 = 5.
Case (i): r1 = 2, r2 = 3. From relations (9)–(11) and (6) we find that
r3 = 10, a = 30, b = 30 and c = 180. In the generic branch we have u0 = 1
and r = −1, 1, 2, 3, 6, 10. Substitution of the expansion u =
∑
∞
i=0 ui(t)φ
i−1
with φx(x, t) = 1 to equation (1) determines recursion relations for ui, and we
check whether those recursion relations are compatible at the resonances. We
must set e = 112 (f + g) for the compatibility condition at r = 2 to be satisfied
identically. In the same way we get the relations f = g and d = − 1180g
2 at the
resonances r = 6 and r = 10, respectively. With the obtained constraints on the
coefficients of equation (1) we proceed to the nongeneric branch, where u0 = 2
and r = −2,−1, 1, 5, 6, 12, and find that the recursion relations are compatible
there, which completes the Painleve´ test. Finally, it is easy to prove that, under
the obtained constraints on the coefficients, a scale transformation of variables
relates equation (1) to the known integrable equation (2) with v = ux.
Case (ii): r1 = 2, r2 = 4. This case of equation (1) with a = 24, b = 36,
c = 144 and r3 = 9 does not pass the Painleve´ test for integrability. We find
that in the nongeneric branch, where u0 =
5
2 , three of the resonances lie in the
noninteger positions r ≈ −2.54656, 6.26589, 11.2807 due to equation (8), these
positions being the irrational roots of r3 − 15r2 + 26r + 180 = 0. Moreover, in
the generic branch, where u0 = 1 and r = −1, 1, 2, 4, 6, 9, the recursion relations
fail to be compatible at the resonance r = 4, and this means that the general
solution of equation (1) contains nondominant movable logarithmic singularities.
Case (iii): r1 = 2, r2 = 5. Here we have r3 = 8, a = 20, b = 40 and
c = 120 due to relations (9)–(11) and (6). In the generic branch, where u0 = 1
and r = −1, 1, 2, 5, 6, 8, we get the constraints e = 112 (f + g), f = 2g and d = 0
at the resonances r = 2, r = 5 and r = 8, respectively. Under these constraints
on the coefficients of equation (1), the recursion relations are compatible in the
nongeneric branch as well, where u0 = 3 and r = −3,−1, 1, 6, 8, 10. Finally, a
scale transformation of variables leads us to the new equation (5), which must
be integrable according to the obtained result of the Painleve´ test.
Case (iv): r1 = 3, r2 = 4. We find that r3 = 8, a = 18, b = 36 and
c = 72. In the generic branch, where u0 = 1 and r = −1, 1, 3, 4, 6, 8, we get
g = 0 and d = −2e2 + 12ef −
1
36f
2 at the resonance r = 4, and f = 0 at the
resonance r = 6. No extra constraints on the coefficients of equation (1) arise in
the nongeneric branch, where u0 = 5 and r = −5,−1, 1, 6, 8, 12, and we obtain
the known integrable equation (4) after a scale transformation of variables.
Case (v): r1 = 3, r2 = 5. We find that r3 = 7, a = 15, b =
75
2 and
c = 45. In the generic branch, where u0 = 1 and r = −1, 1, 3, 5, 6, 7, we get
d = 190 (f
2 − fg− 2g2) and e = 16 (f + g) at r = 5, and f = g at r = 6. No extra
constraints on the coefficients of equation (1) arise in the nongeneric branch,
where u0 = 8 and r = −7,−1, 1, 6, 10, 12, and a scale transformation of variables
4
leads us to the known integrable equation (3) with v = ux.
We have completed the Painleve´ analysis of equation (1). It is noteworthy
that the Painleve´ test not only detected all the previously known integrable
cases (2)–(4) of equation (1), but also discovered the new case (5) which is
integrable due to the results of the next section. In what follows we refer to
equation (5) as the KdV6, in order to emphasize that this new integrable sixth-
order nonlinear wave equation is associated with the same spectral problem as
of the potential Korteweg–de Vries equation. Let us also note that the KdV6,
i.e. equation (5), is equivalent to the following Korteweg–de Vries equation with
a source satisfying a third-order ordinary differential equation:
vt + vxxx + 12vvx − wx = 0, wxxx + 8vwx + 4wvx = 0, (12)
where the new dependent variables v and w are related to u as
v = ux, w = ut + uxxx + 6u
2
x. (13)
The system of equations (12) is different from the so-called Korteweg–de Vries
equation with a self-consistent source which was extensively studied during last
decade (see [27] and references therein).
3 Truncated singular expansion
Let us try to find a Lax pair and a Ba¨cklund self-transformation for the KdV6,
using the method of truncated singular expansion [1, 12].
We substitute the truncated singular expansion
u =
y(x, t)
φ(x, t)
+ z(x, t) (14)
to equation (5) (note that the Kruskal simplifying representation φx = 1 is
not used now), collect terms with equal degrees of φ, and in this way get the
following. At φ−7 we have three possibilities: y = 0, y = φx or y = 3φx. We
choose
y = φx (15)
which corresponds to the generic branch, i.e. we truncate the singular expansion
representing the general solution of the KdV6. Then we get identities at φ−6
and φ−5, whereas the terms with φ−4 give us the equation
zxx = −
φxxxx
4φx
+
φxxφxxx
2φ2x
−
φ3xx
4φ3x
(16)
which is equivalent to
zx = −
φxxx
4φx
+
φ2xx
8φ2x
+ σ, (17)
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where σ = σ(t) is an arbitrary function that appeared as the ‘constant’ of
integration of equation (16) over x. Next, using the obtained relations (15) and
(17), we get at φ−3 the equation
zt = −
φxxxxx
4φx
+
5φxxφxxxx
4φ2x
+
5φ2xxx
8φ2x
−
25φ2xxφxxx
8φ3x
+
45φ4xx
32φ4x
−
φxxt
2φx
+
φxxφxt
2φ2x
+ σ
(
−
5φxxx
φx
+
15φ2xx
2φ2x
−
2φt
φx
)
− 30σ2. (18)
The terms with φ−2 and φ−1 add nothing to the already obtained relations
(15), (17) and (18). Finally, at φ0 we find that σ′(t) = 0, i.e. σ is an arbitrary
constant in relations (17) and (18).
We have found that the truncation procedure is consistent for the KdV6.
The function u determined by relations (14), (15), (17) and (18) is a solution of
equation (5), as well as the function z determined by relations (17) and (18) is.
Moreover, these expressions for u and z correspond to the general solution of
the KdV6, because the function φ is determined by a sixth-order equation—the
compatibility condition zxt = ztx for equations (17) and (18)—and the general
solution for φ contains six arbitrary functions of one variable.
We can derive a Lax pair for the KdV6 from the system of equations (17)
and (18) in the same way as used for the Korteweg–de Vries equation in [1].
Introducing the function ψ related to φ as
φx = ψ
2, (19)
we immediately get equation (17) linearized:
ψxx + 2(zx − σ)ψ = 0. (20)
Then we multiply equation (18) by φx, apply ∂x to the result, eliminate all
derivatives of φ using relation (19), eliminate derivatives of ψ of order higher
than one using equation (20), and in this way obtain the equation
ψt =
(
−8σ − 4zx −
1
2σ
−1
(
zt + zxxx + 6z
2
x
))
ψx
+
(
2zxx +
1
4σ
−1 (zxt + zxxxx + 12zxzxx)
)
ψ, (21)
also linear with respect to ψ. Equations (20) and (21) are compatible for ψ if
and only if z is a solution of equation (5). Consequently, equations (20) and
(21), where z should be re-denoted as u, constitute a Lax pair for equation (5),
the arbitrary constant σ being a spectral parameter. Note that the spectral
problem (20), with z re-denoted as u, is the same of equation (5) and of the
potential Korteweg–de Vries equation
ut + uxxx + 6u
2
x = 0. (22)
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Note also that in variables (13) the obtained Lax pair of the KdV6 turns into
the Lax pair of the Korteweg–de Vries equation with a source (12):
ψxx + 2(v − σ)ψ = 0, (23)
ψt =
(
−8σ − 4v − 12σ
−1w
)
ψx +
(
2vx +
1
4σ
−1wx
)
ψ. (24)
From the truncated singular expansion we can also derive a Ba¨cklund self-
transformation for the KdV6. We introduce the notations
p = u− z, q = u+ z, (25)
eliminate φ from relations (14), (15), (17) and (18), and in this way obtain the
following two equations for p and q:
pxx −
1
2p
−1p2x +
1
2p
(
4qx + p
2 − 8σ
)
= 0 (26)
and
qxxxx − p
−1px
(
qxxx + 3q
2
x + qt + 8σqx + 32σ
2
)
+ 2
(
3qx − p
2 + 4σ
)
qxx
+ qxt − 5ppx
(
2qx + p
2 − 8σ
)
+ ppt − 4σp
−1pt = 0, (27)
where σ is an arbitrary constant. These equations (26) and (27) constitute a
Ba¨cklund transformation according to the definition used in [28]. Namely, when
we eliminate z from equations (26) and (27), we exactly get equation (5) for u;
and vice versa, we get equation (5) for z if we eliminate u from system (26)–(27).
However, one definitely needs to use computer algebra tools to prove this.
Some words are due on the following interesting property of the obtained
Ba¨cklund self-transformation of the KdV6. If an ‘old’ solution z of equation (5)
satisfies the potential Korteweg–de Vries equation (22), then the ‘new’ solution
u of equation (5), related to z by transformation (26)–(27) with notations (25),
is also a solution of equation (22) or satisfies the condition ux =
1
2σ. One can
prove this statement (where, of course, u and z are interchangeable) by direct
elimination of z from the system of equations (26), (27) and zt+zxxx+6z
2
x = 0,
the result being (2ux − σ)
(
ut + uxxx + 6u
2
x
)
= 0. For example, if we apply the
Ba¨cklund transformation (26)–(27) to the solution z = 0 of equation (5), which
is also a solution of equation (22), we get
u = 2ρ
(
c1 exp(2ρx) + c2 exp
(
8ρ3t
))2(
c21 exp(4ρx)− c
2
2 exp
(
16ρ3t
)
+ 4ρ
(
c1c2
(
x− 12ρ2t
)
+ c3
)
exp
(
2ρx+ 8ρ3t
))−1
, (28)
where ρ, c1, c2 and c3 are arbitrary constants, ρ
2 = 2σ. Of course, solution (28)
of equation (5) turns out to be a solution of equation (22) too. Consequently,
in order to obtain, using the Ba¨cklund transformation (26)–(27), a nontrivial
solution of equation (5) which is not a solution of equation (22), one must
apply the transformation to a solution of equation (5) which is not a solution
of equation (22) either, i.e. one must initially know some solution of the KdV6
which does not satisfy the potential Korteweg–de Vries equation.
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4 Solutions and symmetries
Let us try to find the ‘wave of translation’ solution
u = U(X), X = x− st, s = constant (29)
of the KdV6, assuming that U is asymptotically constant at X → ±∞. From
equation (5) we get the sixth-order nonlinear ordinary differential equation
U (vi) + (20U ′ − s)U (iv) + 40U ′′U ′′′ + 12(10U ′ − s)U ′U ′′ = 0. (30)
Then we use the substitution
Y (X) = −U ′ + 120s, (31)
integrate equation (30) over X , and get the fourth-order equation
Y (iv) = 20Y Y ′′ + 10Y ′
2
− 40Y 3 + 310s
2Y − 1100s
3, (32)
where we have fixed the constant of integration in accordance with the required
asymptotic condition
Y → 120s at X → ±∞. (33)
Equation (32) is a special case, with κ = 0, α = 310s
2 and β = − 1100s
3, of
the Cosgrove’s F-V equation
Y (iv) = 20Y Y ′′ + 10Y ′
2
− 40Y 3 + αY + κX + β (34)
possessing the Painleve´ property [29]. Let us remind that, by the method used
in [29], the F-V equation (34) with κ = 0 can be solved in terms of hyperelliptic
functions as follows:
Y (X) = 14
(
µ(X) + ν(X)
)
, (35)
where the functions µ and ν are determined by the equations
I1(µ) + I1(ν) = K3, I2(µ) + I2(ν) = X +K4, (36)
K3 and K4 are arbitrary constants, I1 and I2 are defined as
I1(µ) =
∫ µ dτ√
P (τ)
, I2(µ) =
∫ µ τdτ√
P (τ)
, (37)
and in the quintic polynomial
P (τ) = τ5 − 2ατ3 + 8βτ2 + 32K1τ + 16K2 (38)
the arbitrary constants K1 and K2 correspond to the integrals
Y ′H ′ − 4Y J − 12H
2 −
(
2Y 2 − 14α
)
H = K1, H
′2 − 8HJ = K2 (39)
8
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Figure 1: The travelling wave solution (43) of equation (5), u(X) with ξ = 3:
η = −3 (left) and η = 5 (right).
of equation (34) with κ = 0, the notations being
H = Y ′′ − 6Y 2 + 14α, J = Y Y
′′ − 12Y
′2 − 4Y 3 + 14β. (40)
In our case (32) of the F-V equation we get K1 =
3
1000s
4 and K2 =
9
6250s
5
from the asymptotic condition (33) and relations (39)–(40), and the quintic
polynomial (38) takes the form
P (τ) =
(
τ − 35s
)2 (
τ + 25s
)3
. (41)
This allows us to compute integrals (37) in terms of inverse hyperbolic functions
and obtain from relations (35)–(36) the following solution of equation (32):
Y =
ξ2
10
(
2−
5
(
1 + 2ξ2(X − η)2 − cosh(2ξX)
)
(
sinh(ξX)− ξ(X − η) cosh(ξX)
)2
)
, (42)
where the constant ξ is determined by s = 4ξ2, the arbitrary constant η is related
to K3, whereas the arbitrary constant K4 has been fixed by an appropriate shift
of x in X . Finally, relations (29), (31) and (42) lead us to the following quite
simple travelling wave solution of equation (5):
u =
(
1
ξ tanh(ξX)
−
1
ξ2(X − η)
)
−1
, (43)
where ξ and η are arbitrary constants, ξ 6= 0, X = x − 4ξ2t, and the additive
constant of integration has been omitted in the right-hand side for convenience.
One can generalize this solution (43) by arbitrary constant shifts of x and u,
x 7→ x+ ζ1 and u 7→ u+ ζ2.
It is easy to guess from figure 1 that the obtained solution (43) is a nonlinear
superposition of two elementary travelling wave solutions of equation (5),
u = ξ tanh
(
ξx− 4ξ3t
)
(44)
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and
u = ξ
(
±1−
(
ξx− 4ξ3t
)−1)−1
, (45)
where ξ is an arbitrary constant, ξ 6= 0 in expression (45), and that the arbi-
trary constant η determines the ‘distance’ between these two solutions in their
superposition (43). We do not know, however, why solutions (44) and (45) do
not appear separately when we solve equation (32) by the method used in [29].
Let us also note that solution (44) of equation (5) is the well-known one-soliton
solution of equation (22), whereas solutions (43) and (45) of the KdV6 do not
satisfy the potential Korteweg–de Vries equation.
Integrable nonlinear wave equations usually possess infinitely many gener-
alized symmetries [26]. Using the Dimsym program [30] based on the standard
prolongation technique for computing symmetries, we found the following three
third-order generalized symmetries of equation (5):
S1 =
(
uxxx + 6u
2
x
)
∂u, (46)
S2 =
(
3tuxxx + 18tu
2
x − xux − u
)
∂u, (47)
S3 = h(t)
(
ut + uxxx + 6u
2
x
)
∂u, (48)
where h(t) is an arbitrary function. On available computers, however, we were
unable to find any symmetry of order higher than three. In variables (13) the
obtained symmetries (46)–(48) correspond to the Lie point symmetries
S¯1 = (wx − vt)∂v + 4(vwx − wvx)∂w, (49)
S¯2 =
(
3t(wx − vt)− xvx − 2v
)
∂v +
(
12t(vwx − wvx)− xwx − w
)
∂w, (50)
S¯3 = h(t)wx∂v +
(
h(t)(4vwx − 4wvx + wt) + h
′(t)w
)
∂w (51)
of system (12), respectively. We notice that symmetry (46) is also a generalized
symmetry of the potential Korteweg–de Vries equation (22). This allows us to
guess, and then to prove by direct computation in accordance with the definition
of recursion operators [26], that the well-known recursion operator
R = ∂2x + 8ux − 4∂
−1
x · uxx (52)
of equation (22) is also a recursion operator of equation (5). Consequently, the
KdV6 possesses at least one infinite hierarchy of generalized symmetries, of the
form Rnux (n = 1, 2, . . . ), where R is the recursion operator (52). We believe,
however, that the complete algebra of generalized symmetries of the KdV6 can
be more rich and interesting.
5 Conclusion
In this paper we discovered the new integrable nonlinear wave equation (5),
which we call the KdV6, and obtained first results on its properties.
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We discovered the KdV6 by applying the Painleve´ test for integrability to
the multiparameter class of equations (1). This result provides additional empir-
ical confirmation of sufficiency of the Painleve´ property for integrability. Then
we derived the Lax pair (20)–(21) and Ba¨cklund self-transformation (26)–(27)
of equation (5), using the method of truncated singular expansion. We found
that the KdV6 is associated with the same spectral problem as of the potential
Korteweg–de Vries equation (22), and observed an interesting property of the
obtained Ba¨cklund transformation concerning solutions of equation (5) which
satisfy equation (22). Finally, we derived the ‘wave of translation’ solution (43)
of the KdV6, which is more general than the soliton solution of the potential
Korteweg–de Vries equation, and also found the third-order generalized symme-
tries (46)–(48) of equation (5) and its recursion operator (52).
Taking into account the obtained results, we believe that the KdV6 deserves
further investigation. The following problems seem to be interesting:
• What is the multisoliton solution of the KdV6? Do solutions of the rational
type (45) interact elastically with each other and with solutions of the
soliton type (44)?
• Is there any other Ba¨cklund self-transformation of the KdV6, different
from the one obtained in this paper, which can produce nontrivial solutions
not satisfying equation (22), when applied to solutions of equation (22)?
• Is there any other recursion operator of the KdV6, different from the
recursion operator (52) of the potential Korteweg–de Vries equation?
• What are Hamiltonian structures and conservation laws of the KdV6?
And, of course, to find any applications of the new integrable nonlinear wave
equation (5) to physics and technology is also an interesting problem.
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