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Introduction
Let (Ω, F , IP ) be an abstract probability space which could be specified later and {B t : t ≥ 0} a d-dimensional fractional Brownian Motion (fBm) with Hurst parameter H = (H 1 
is a kernel, (see for instance [16] for the proof).
We are interested, in this paper, in computing, when it exists, the selfintersection local time of the fBm. More precisely we study the existence of the limit when goes to zero, of the following sequence of processes 3) Suppose we are in the blow up case, find out a renormalization factor r d,H ( ) such that
is bounded in L 2 (Ω) when −→ 0. 4) Find out the limit in L 2 (Ω) or in law, when it exists, of
when −→ 0.
In view of what has been done in the case of the classical Brownian motion, see for instance [3] [8] [9] [11] [17] and [18] we should compute explicitly the chaos of the fBm, for this we need some tools from the white noise analysis.
Tools from White Noise Analysis
We quote some white noise analysis concepts as introduced in [3] , referring to [10] for a systematic presentation. Consider a white noise space (S (IR) d , B, μ), where B is the weak Borel σ-algebra of S (IR) d , and μ is the centered Gaussian measure whose covariance is given by the inner product of L 2 (IR) d , in the sense that the vector valued white noise has the characteristic function
where
. Then a realization of a vector of independent fractional Brownian motions
We recall the explicit formula of the kernel of a one dimensional fBm with Hurst parameter h ∈]0, 1[, see for instance [1] h < 1/2
where C h is some constant.
where C h is some constant. Hence we consider independent d-tuples of Gaussian white noise ω = (
, and use the following multi-index notation:
and similarly for : ω ⊗ n :, F n where for d-tuples of white noise the Wick product : · · · : (see [10] ) generalizes to
is canonically isomorphic to the d-fold tensor product of Fock spaces of symmetric square integrable functions:
For a general element ϕ of (L 2 ) this implies the chaos expansion
the norm of ϕ is given by
with kernel functions F in F and where
The S-transform plays an important role in the study of stochastic processes in particular the computation of their chaos expansion, see for example [?] [10] ; we define the S-transform of ϕ in (L 2 ) as
In particular, for Hermitian operators A in L 2 (IR), we can define the "second quantization" of A as an operator Γ(A) in (L 2 ) given by
with (S) the projective limit Hilbert spaces (S) k
where A is operating on L 2 (IR, du)
2 The kernels of the self-intersection local time of the fBm
The last equality was by definition of γ and so
we obtain
Finally we obtain
The expectation of the self-intersection local time of the fBm
Let us now compute the expectation of the self-intersection local time of the fBm, IE(L T ), it is just the first chaos, so in view of the last proposition
we use the change of variables s =
dz the first integral in braces is bounded. Set π the second integral in braces, so
Moreover if 
and d = 2 we are in the case H * = 1 and we obtain the Varadhan renormalization term [23] . 
for some fixed p and for
Using the last theorem and the following "formula"
we could define δ(B t − B s ) as a Bochner integral in (S) * and
And so, again by the last theorem, if H * < 1
is well defined in (S) * . Suppose now that H * ≥ 1. The idea is that if we subtract some of the first terms in the expansion of the exponential function in the expression of the S-transform of δ(B t − B s ), we could obtain an integrable function in factor of the remaining part, then the second condition of Theorem 1 will be satisfied. And so we could define a renormalization of the self-intersection local time in (S)
we need to estimate the L 1 -norm of ΔK j , |ΔK j | 1 for fixed j. 1) We treat first the case when all H j > 1/2. Let h > 1/2, in view of (4)
suppose that |t − s| is small enough, we get
Theorem 2. Let T > 0 and N ∈ IN, suppose that
is well defined as an element of (S) * and
2) When all H j < 1/2 we obtain a bad estimation of |ΔK j | 1 and so we don't have a result. Remark When all H j = 1/2, the condition under which L (2N) is well defined in (S) * is that 2N > d − 2, this correspond to a result obtained in [9] .
Estimation of the L

-norms of the chaos of the fBm
Suppose, in this section that we are in the blow up case i.e H * ≥ 1 and that H < 1 2 . Now we state our main result
has a finite non trivial limit when goes to zero and
lim →0 1 | log | |L T,2 n | 2 ≤ 1 √ 2π d √ 2T (2 n)! ( n!) b(H, d, n) 1/2 . If dH ∈]1, 3/2[, lim →0 |L 2 n | ≤ 2 1 √ 2π d (2 n)! ( n!) c(H, d, n) 1/2 (3 − 2Hd)(2 − Hd) T 2−Hd . If dH = 3/2 1 | log | |L T,2 n | 2
, where the constants b, c, f and g are given in (21) , (23), (19) and ( there is no need to renormalize by multiplication, the result in our theorem could be seen as a generalization for H < 1/2 and d ≥ 2.
3)The case H > 1/2 is more complicated because we obtain a specific singularity in for each chaos. Which is not so surprising because when H > 1/2 the fBm is smoother and, intuitively, its self intersection local time is worse.
Proof of Theorem 3
For n ∈ IN d the 2 nth chaos is given by (see proposition 1)
In view of (17), we need to estimate |l T,2 n |
by using Fubini theorem we first get
in view of the symmetry of the domain and the integrand function it suffices to integrate only on T 1 T 2 where T 1 = {0 < s < t < s < t < T} and T 2 = {0 < s < s < t < t < T }. Let us first integrate over T 1 , we make the following change of variables
where t is considered as a parameter. Set |l
it is almost impossible to compute this integral (at least for us) when all H j are different, so let us suppose that all H j are equal to some H.
, and make the following change of variables, (x, y, z) = 1 2H (x , y , z ), we get
, by a symmetry argument in (x, y)
and by 
Therefore we obtain, if
.
and then
and
Let us now treat |l 
Suppose dH = 1, the same computation as in the case of |l 
