Abstract. We consider two integral transforms which are frequently used in integral geometry and related fields, namely the cosine and the spherical Radon transform. Fast algorithms are developed which invert the respective transforms in a numerically stable way. So far, only theoretical inversion formulas or algorithms for atomic measures have been derived, which are not so important for applications. We focus on the two and threedimensional case, where we also show that our method leads to a regularization. Numerical results are presented and show the validity of the resulting algorithms. First, we use synthetic data for the inversion of the Radon transform. Then we apply the algorithm for the inversion of the cosine transform to reconstruct the directional distribution of line processes from finitely many intersections of their lines with test lines (2D) or planes (3D), respectively. Finally we apply our method to analyze a series of microscopic two-and three-dimensional images of a fibre system.
Introduction
In this paper, we consider two integral transforms in R d , namely, the spherical Radon transform and the cosine transform which are closely related. For even functions f on the (d − 1)-dimensional sphere the spherical Radon transform is defined as Our aim in this paper is to invert both transforms in a numerically stable way. Therefore we use the method of the approximate inverse to develop fast numerical reconstruction algorithms. Our method can be applied for arbitrary dimensions, but we restrict our calculations to the most interesting cases d = 2, 3 for the cosine transform, and d = 3 for the Radon transform, respectively.
One should remark that the method presented in this paper can also be applied to the following family of transforms, although this is not explicitly discussed in the rest of the paper:
where f ∈ L 2 e (S d−1 ), and h ∈ L 2 [0, 1]. For example, the choice of h(x) = √ 1 − x 2 leads to the well-known sine transformation.
The cosine transform plays an important role in many applications. For example, the directional distribution of a stationary line or fibre process can be estimated from intersections of its lines (or fibres) with test planes. For a fibre process Ξ, the intensity of Ξ ∩ η ⊥ is called the rose of intersections, denoted by g(η), and it is well-known that it is the cosine transform of the directional distribution of Ξ up to a multiplicative constant. In case of Ξ having a directional distribution with density ϕ w.r.t. the spherical surface area measure this can be written as
where λ denotes the intensity of Ξ. Thus, an even measure on the unit sphere has to be estimated from finitely many values of its cosine transform. For this purpose, stable numerical inversion algorithms are needed. In the final section we apply our method to microscopic images of the gas diffusion layer of a fuel cell, see Figure 1 , to estimate the rose of directions for the fibres. In 2005 Kiderlen and Pfrang ( [1] ) presented three non-parametric algorithms to estimate the rose of directions of a spatial fibre system. They are based on least square or other optimization problems. To be able to determine the rose of directions numerically, they restrict their considerations to atomic measures. Hoffmann [2] used in 2007 also a least square estimator to invert the sine transform. There exist convergence results and a proof of consistency ( [3] ) for these algorithms. But on the other hand all these algorithms only lead to discrete reconstructions, which are concentrated only on a finite number of points and look often artificial. Continuous reconstructions, which provide the chance of better model fits, are missing so far in the literature.
The spherical Radon transform is frequently considered in tomography, for instance for the reconstruction of convex bodies from the area of their projections onto 2-dimensional subspaces, or in connection with intersection bodies, see also [4] .
The paper is organized as follows. In the next section, we present some properties of the integral transforms under consideration. After this, we introduce the concept of the approximate inverse in Section 3.1. Since in many applications the solutions of inverse problems have to be non-negative (as e.g. in the case of probability density functions), we turn to the question of positiveness of our solution in Section 3.2. In Section 4 we calculate reconstruction kernels for the cosine transform (d = 2), and in Section 5 for both the spherical Radon and the cosine transform (d = 3). In Section 6 we characterize mollifiers, which lead to regularizations. Finally, we provide some numerical tests in the last two sections. First we illustrate our results for the spherical Radon and cosine transform with simulated data (Section 7), then we use image data of a gas diffusion layer of a PEM fuel cell to estimate the directional distribution of its fibres (Section 8).
Some properties of the transforms and analytic inversion results in R d
In this section, we present some basic facts about the two transforms, which are of importance for our algorithms. An overview of these and other properties can be found in [4, Appendix C] and [5, Chapter 3] . Denote by C k e (S d−1 ) the space of all even k times differentiable functions f and by L 2 e (S d−1 ) the space of all even square integrable functions. For d ≥ 3 both transforms are closely related. Defining the block operator by
it can be shown that (see [6] )
Here ∆ 0 denotes the Beltrami-Laplace operator on S d−1 . The following properties hold in the case d ≥ 3 for the Radon transform and in the case d ≥ 2 for the cosine transform. It is known that for even bounded integrable functions both transforms are injective. In addition, both transforms are bijections of C ∞ e (S d−1 ) to itself. More precisely, for g 1 ∈ C holds in the L p -Norm, where d geo denotes the geodesic distance and α is a constant depending on a. This complies with the theoretical idea behind our algorithms as well.
Unfortunately, it is difficult to find a function a which fulfils the conditions. In [10] there is an example which leads to
, but the resulting inversion formula does not work numerically, since the function oscillates very strongly and so a stable numerical calculation is not possible. This is not surprising, because no regularization is applied.
Approximate inverse

The method
The method of the approximate inverse, introduced in [11] , is a powerful and versatile tool for deriving fast regularization methods for stabilizing the inversion in various applications, see for example [12] , [13] or [14] . Likht [15] reported already in 1967 that the calculation of linear functionals of the solution of inverse problems stabilizes the inversion method. Here, we want to solve T f = g, where T is the spherical Radon transform or the cosine transform with f , g ∈ L 2 e (S d−1 ). The idea behind our algorithms is to calculate a "smoothed version" of the solution, namely
with f γ → f in some sense (cf. Remark 2) as γ 0.
We also demand that the mollifier e γ : S d−1 × S d−1 → R + is even in both arguments and has the property
We restrict our attention to non-negative mollifiers, cf. Subsection 3.2. Nevertheless most calculations can be also done for mollifiers with negative values. Then, for a given mollifier, the reconstruction kernel ψ γ is determined by the solution of
Note that e γ belongs to the range of T , if it lies in C k e (S d−1 ) for k sufficiently large (cf. Section 2). Using (4), we arrive at
Remark 1. The calculation (8) is independent of the given right hand side in T f = g. Therefore it can be carried out before the reconstruction of f starts. This leads to efficient algorithms for the calculation of f γ with (9).
Remark 2. One can easily see that the convergence in (6) holds pointwise and in the L 2 -sense, if f is continuous and the support of the mollifier is contained in a ball whose radius tends to 0 as γ tends to 0. For a more precise characterization of the convergence see [10] .
Positiveness of the solution
In some applications, inverse problems T f = g for probability densities f (with T = R,C) have to be solved, e.g. for the reconstruction of the directional distribution density f from its rose of intersection g for T = C. In this case, the numerical solutionf of T f = g has to satisfy the conditions S d−1f (ω)dω = 1 andf ≥ 0. The first condition can be always met by a simple renormalization. What about the positivity conditionf ≥ 0? If the data g is not contaminated by noise (i.e. exact) and we assume that we can integrate exactly, we get for all η ∈ S d−1 and γ > 0
because we consider only non-negative mollifiers e γ (η, ·).
If the data g is noisy, one can not guarantee the positiveness off anymore. However, in our numerical tests negative values off are spare and can be neglected, so a possibility to overcome this is to projectf onto the halfcone of non-negative functions after the reconstruction.
Inversion of the cosine transform in 2D
Since the calculation techniques for the reconstruction kernels differ in 2D and 3D, we consider the case d = 2 in this section separately.
The even functions on S 1 correspond one-to-one to the π-periodic functions. Thus, to simplify the notation, in this section we consider densities w.r.t. the Lebesgue measure on the interval [0, π]. Notice the difference from the three-dimensional case, where we consider densities on the unit sphere w.r.t. the spherical surface area measure. In the two-dimensional case the cosine transform can be written in the form
Furthermore it is in 2D closely related to the sine transform
by Cϕ(x) = Sϕ (x + π/2). Thus, it suffices to consider the sine transform in the following which seems to be more common in the 2D case. The following Proposition (see [16, 17, 18] ) enables us to calculate the reconstruction kernel. Proposition 1. Let g ∈ C 2 (R) be an arbitrary π-periodic function. Then we have
Example. Let us consider the mollifier
as a π-periodic function for ν ∈ N and γ ≤ π/2 (see for example [19] ), where
For t = |x − y| < γ and ν ≥ 3 the reconstruction kernel is then calculated using Proposition 1:
5. Inversion of the spherical Radon and cosine transform in 3D 
with T ρ f (ξ ) := f (ρ −1 ξ ). So it suffices to design the kernel for only one fixed reconstruction point η ∈ S 2 . We choose η as the north pole for this issue, and in this case the polar angle θ of a vector ω ∈ S 2 corresponds to the angle between η and ω. From now on we restrict our attention to mollifiers, which only depend on the geodesic distance d geo (η, ω) = arccos( η, ω ) and not on η and ω themselves. In other words, we consider only rotationally symmetric mollifiers, i.e. we have (by using spherical coordinates)
For such functions, the equation R f = g coincides with an Abel equation.
Define G(x) := g(arcsin x) and F(t) := f (arccost), we get the Abel equation:
This equation is solved by
with
Corollary 1. For a chosen C 1 -smooth rotationally symmetric mollifier e γ , the corresponding reconstruction kernel ψ γ is therefore given by
with Ψ γ (t) = ψ γ (arccost) and E γ (θ ) = e γ (arcsin θ ).
Of course one can evaluate (15) for any mollifier e γ numerically via quadrature methods [20] or by the approximate inverse in order to determine the corresponding reconstruction kernel approximatively. However, for some special mollifiers, we are able to solve the equation analytically. We give two examples in following proposition.
Notice that we always require S 2 e γ (ω)dω = 1 for all γ > 0, see (7), which can be rewritten for rotationally symmetric mollifiers e γ (θ ) as
The function erfi is defined by erfi := −i erf(ix), and erf denotes the well known error function erf
with normalizing constant
originating from (16) . Then, the reconstruction kernel for the Radon transform in 3D is given by
(ii) Truncated polynomial: Let
otherwise.
Then, the reconstruction kernel for the Radon transform in 3D is
. Proof. We shall show only (i). Calculations in case (ii) are done analogously.
With
which follows by the substitution y = √ t 2 − x 2 and from the integration formula
, we obtain the reconstruction kernel
Remark 3. For ν ≥ 2 the calculation of the corresponding reconstruction kernels for mollifiers
can be done analogously.
Reconstruction kernel for the cosine transform in 3D
Proposition 3. Let ψ γ (θ ) be the rotationally symmetric reconstruction kernel for the Radon transform in 3D for the mollifier e γ (θ ), which lies in the range of the cosine transform. Then, the reconstruction kernel for the cosine transform for the same mollifier is given by
Proof. For a rotationally symmetric function f the block operator (2) can be calculated by
Furthermore, the following equality holds (see [6] )
which can be seen using spherical harmonics. Now let ψ γ be the reconstruction kernel for the cosine transform and ψ γ be the kernel for the Radon transform for the same mollifier e γ , then Cψ γ = e γ is equivalent to
In case of the Gaussian mollifier, the corresponding kernel can be written as
Regularization
In this section, we characterize mollifiers, which lead to regularizations. In particular, we show that the mollifiers introduced in Section 5 fulfil these conditions. We denote by T + the generalized inverse of the operator T , where T is the spherical Radon transform R or the cosine transform C. Let g = T f be the transform of f , g ε := g + δ ε for some noise δ ε with δ ε ≤ ε and T γ as in (9) . The error of the reconstruction of f from the data g ε can be estimated from above using the triangle inequality as follows:
where E data represents the error of the data, i.e. the error resulting from adding ε. The error caused by the approximation T γ is represented by E appr . See [19, Th. 2.4] for an upper bound for the data error. Definition 1. A regularization of T + for finding the solution f of T f = g is a family of operators {T γ } γ>0 with a mapping γ : R + × L 2 (S 2 ) → R + , such that for all g ∈ D(T + ) and for all g ε with g − g ε ≤ ε the equality lim ε→0,g ε →g
holds (in the L 2 -sense), and thus, E total goes to 0 as ε goes to 0. In order to show that our method leads to a regularization, we want to apply the following theorem from [22] which provides a suitable characterization of regularizations in the setting of Sobolev spaces. For both transforms under consideration, we have the norm inequality
with constants a > 0 and α which depend on the dimension d (cf. (5)). Theorem 3. Let M γ : H −α → L 2 be a family of linear continuous operators such that
where N(T ) is the null space of the operator T . Then T γ = M γ T + is a regularization of T + for finding f . Here, condition (i) is equivalent to the convergence to 0 of the data error, and (ii) to the convergence of the approximation error.
Two-dimensional case
First, we analyze the two-dimensional case. As in Section 4, we consider π-periodic functions to simplify the notation.
For our calculations we introduce the family
The Parseval identity reads
The Sobolev space
By
, where the norm is also given by (20) when the exponent α is replaced by −α (see [23, Chapter 8] ). The convolution of two π-periodic functions is given by ( f * g)(x) =
In the following we consider mollifiers e γ , γ ≤ π/2 of the form e γ (t) = γ −1 e (t/γ), continuated as a π-periodic function, where e is a non-negative smooth function with support in [-1,1] and 1 −1 e(t)dt = 1. One example is the function from Section 4
Theorem 4. Let e γ be of the above type, where e is in
If k(γ)ε → 0 for ε, γ → 0, then T γ g = e γ * T + g is a regularization for T + .
Proof. With the convolution theorem, i.e. ( f * g) k = f k g k we get
Combined with
this proves (i). Furthermore, for γ ≤ π/2 we use the substitution z = t/γ to arrive at
where we have used that the support of e is in
goes to zero for all z ∈ [−1, 1] as γ → 0 (see [24, Theorem 5.21] ), Lebesgue's theorem yields property (ii).
The application of Theorem 4 finishes the proof.
Since α = 2 for the cosine transform in 2D, the choice of ν greater than three in (10) leads to e ∈ H α [−π/2, π/2] and thus guarantees that our method leads to a regularization.
Three-dimensional case
To derive a regularization for our estimator, we define the operator M γ in Theorem 3 as the spherical convolution
where we assume that the mollifier e γ is even, continuous and non-negative, which means that e γ * f is even as well.
First we analyze the data error. For this purpose, we need the notion of the Legendre coefficients of a function g ∈ L 2 [−1, 1] which are defined as
where {P n } n∈N are the Legendre polynomials on [−1, 1], see e.g. [5] .
which is equivalent to the Parseval identity
Using polar coordinates (x, y, z) = (
, the 'longitude-independent' part of the Beltrami Laplace Operator is given by (see [25, p. 116 
∂t 2 . For the Legendre polynomials we have (see [5, 25] )
and it is not difficult to see that the operator D t is selfadjoint w.r.t. the L 2 -inner product. Thus, for a function
and therefore for fixed l
since all sumands are positive.
. Then there is a constantc =c(e γ ) such that
Proof. Using the Funk-Hecke-Theorem ( [5, 25] ), we have for spherical harmonics Y nk
Finally we get using Hölder's inequality
Since e γ ∈ C 2l e for all γ, we know from (22) thatc
Next we analyze the approximation error.
Lemma 2. Let e γ be an even continuous non-negative function with 2π 1 −1 e γ (t)dt = 1. Then the following statements are equivalent:
Proof. The equivalence of (i) and (ii) can be shown analogously to the proof of Theorem 3.2 in [26] . The rest of the proof follows ideas presented in [25] .
(ii) → (iii) Since e γ is non-negative, the following inequality holds (note P 2 (t) =
and the right hand side converges to zero due to (ii).
(iii) → (ii)
We show that for all ε > 0 and n ∈ N the inequality
holds. The upper bound L 2n e γ ≤ 1 clearly holds, since |P n (t)| ≤ 1 for t ∈ [−1, 1]. Because of P 2n (1) = 1, there exists some δ with
With ρ = δ property (iii) implies that for some γ 1
and therefore the inequality
holds. Since using again property (iii) leads to
we have for all γ ≤ γ 2 :
It follows for γ ≤ min{γ 1 , γ 2 }:
Combining the results of Theorem 3 and Lemma 1 and 2 we get the following theorem.
Theorem 5. Let M γ f = (e γ * f )(x) be a spherical convolution such that
Consider the examples of mollifiers from Section 5 in polar coordinates: 
Numerical experiments with synthetic data
In this section we present some numerical tests. We mostly use cylinder processes which can be introduced as follows. We denote by a cylinder a line dilated with a ball of a certain radius. The directional distribution of a stationary cylinder process is the distribution of the direction of a typical cylinder. The intensity of a cylinder process is the mean total length of the underlying line process in a unit volume. For a rigorous definition of cylinder processes and their directional distribution see [27] or [28] . As already mentioned in the introduction, it is a well-known approach to estimate the directional distribution of a cylinder process by counting intersections with test planes and applying an inversion of the cosine transform to retrieve the directional distribution. In the following we perform numerical simulations and apply the method introduced in this paper to the data. We also apply other approaches and compare the results.
Inversion of the cosine transform in 2D
For the 2D case, we compare our approach to other methods for the estimation of the directional distribution, namely a Fourier method as described in [29] and a method suggested by Digabel (see [30] ). An overview of such estimators can be found in [31] . For our tests we assume that we can access the data, i.e. the estimation of the rose of intersections, at the angles nπ 100 , n = 0, . . . 99, and use the same points to evaluate the results. For all reconstructions, we use the same parameters. Depending on the degree of distortion resulting from the estimation of the cosine transform of the density, the smoothing is sometimes a little too much or too less. For our approach we use the polynomial kernel with parameters ν = 5 and γ = 0.4. The parameter for Digabel's method has been chosen such that the results are similar to the ones of our approach.
A first analysis (see Figure 2) shows the results of the methods applied to a theoretical cosine transform of a density, in this case a mixture of a von Mises and a beta distribution. The von Mises density on the interval [0, 2π) is defined as f vM (x) = exp(κ cos(x−µ)) 2πI 0 (κ)
, for µ ∈ [0, 2π), κ > 0, where I 0 is the modified Bessel function of order zero. Thus, the functioñ
, where α, β > 0, and B is the beta function. To get a density function on [0, π) we have simply rescaled it accordingly. For the density presented here, we chose the parameters κ = 10, µ = 1 for the von Mises distribution, and α = 2, β = 10 for the beta distribution, respectively. In our first simulation study we simulate a line process in the unit ball with intensity 10 000 and count the intersections with the set of test lines analytically. For each direction we consider only one test line, namely the one through the origin, which produces highly distorted data. The results can be found in Figure 3 .
For our second simulation study we have considered cylinder processes with radius 3 and intensity 25 in the unit square. These processes have been voxelized with a resolution of 1000 x 1000 pixels, i.e. a cylinder is 6 pixels thick. Then, the images are skeletonized using the software Avizo which produces a set of line segments as result. Using this set we have estimated the rose of intersections taking an average over 10 simulations. Since the intensity is always underestimated considerably we renormalized the graphs to get a valid density function. The results are depicted in Figure 4 . In this section, we turn to the three-dimensional case, where a numerical integration over S 2 is necessary, since only discrete values of g are available in applications. Thus, in order to use the approximate inverse, we need a discretization of the integral
This integrand is an even function, so is suffices to integrate over the positive hemisphere. The best known integration formulas over the sphere are the product formulas. They can be easily modified to integrate only over the positive hemisphere and they have invariances for rotations along the z-axis, which leads to reduction of storage for the reconstruction kernel. But on the other hand these rules on the sphere have the disadvantage, that the points are badly geometrically distributed (the points cluster at the poles) and the meshes are of different size and shape. To overcome this problem, there are many approaches in the literature. Well-known examples are the so-called spherical t-designs [32] or the cubature formulae from Fliege and Maier [33] . But here we will use the integration technique called extremal systems of points on the sphere for the integration [34] . Approximations for these point sets and the corresponding integration weights can be found at the page http://web.maths.unsw. edu.au/~rsw/Sphere/Extremal/New/index.html. These point sets are designed for integration over the whole sphere. Unfortunately, they are not symmetric w.r.t. the origin, so we can't easily take advantage of the fact that our integrand is an even function. This problem should be investigated in the future.
Remark 4. Since the reconstruction kernel is analytically given on the whole sphere and it has only small support, it is possible to stabilize the integration by creating artificial data points g (for example by a kernel smoother with a uniform or an exponential kernel) and use an integration formula with more points. Figure 5 shows the reconstruction kernels as functions of the polar angle θ for the Gaussian mollifier. In the following we use 900 points of the corresponding transform to calculate our reconstructions. We use synthetic data to illustrate the results of our numerical inversion algorithm for the spherical Radon transform. We consider the function f (x, y, z) = cos(3π(z − y)) + cos(3πx), see Figure 6 (a). In Figure 6 , the reconstructions from the values of the Radon transform ( Figure 6(d) ) are given. In this section we use the same colour map in these figures as for the function itself. Both reconstruction kernels lead to good results, but the reconstruction with the Gaussian kernel is smoother and works a little bit better in this example. One can see in the plots that some of the values, especially in regions with high jumps, are too small. Now we perturb the Radon transform of f with normal noise, i.e. we add a centred, rotation invariant Gaussian random field X with continuous covariance function and Cov(X(t 1 ), X(t 2 )) = 0 for all d geo (t 1 ,t 2 ) > r, where we choose r to be small enough such that the values of the field at two arbitrary measurement points are uncorrelated. The (constant) standard deviation of the field is chosen as σ = 0.3. Then we use the Gaussian kernel for the reconstruction with the same regularization parameter as above, see Figure 7 . This For the last test we assume that we can observe the Radon transform on only 225 data points. In this case we also get a good reconstruction (Figure 8) . If the reconstruction kernel is pre-calculated, which is possible independently of the right hand side g, all reconstructions can be performed in less than two seconds of computing time on a PC (CPU: E8400, RAM: 4 GB). So the computational costs are very low and also higher resolutions can be handled within a reasonable time. Reconstruction of a phantom function In this subsection we illustrate the results of our algorithms for the inversion of the cosine transform in case of synthetic data. Figure 9 shows a test phantom and its cosine transform. Due to the higher ill-posedness of the cosine transform compared to the Radon transform, the inversion is more difficult. To have a better view of the results, we have changed the colour map a little in Figure 10 . In case of exact data, the three circles on the equator can be reconstructed and also the circular ring near the poles. But for noisy data, the error being about one percent, the left of the three circles is not visible in the reconstruction anymore. Here, we used only 900 data points for the reconstruction. If we increase the number of data points to 3600, all circles can be spotted in the reconstruction (see Figure 10 ). 
Inversion of the spherical Radon transform in 3D
Reconstruction of directional distributions
In this subsection, we use our algorithm for the inversion of the cosine transform to estimate the directional distribution of stationary cylinder processes from intersections of their cylinders with planes. We have carried out simulation studies in two different settings to show the effectiveness of our method.
In the first experiment we have simulated cylinder processes in the observation window b(0, 1). We assume that all information about each cylinder of the process is available for the counting of the intersections. Thus, for each measuring direction η we have intersected the process with the orthogonal plane η ⊥ and analytically determined the number of intersections. Finally, we use the method described in Section 5 and (1) to estimate the directional distribution of the cylinder process. For all reconstructions, we use the regularization parameter γ = 0.22.
First we consider cylinder processes with a mixed von Mises-Fisher directional distribution. A von Mises-Fisher distributed random vector has the density f µ,
and I r denotes the modified Bessel function of first kind and order r. We consider the following symmetric mixed distribution with three peaks: Figure 11 shows the estimates. In some experiments, mainly if the intensity of the process is low, small negative values may appear in the reconstructions. But they only appear in small regions, where the value of the density of the directional distribution is nearly zero, so it should be no problem to neglect these values. Another possibility to overcome this problem is to increase the regularization parameter until all values are positive. The price for this is a loss in resolution. In the majority of cases the estimated integral of the reconstruction over the sphere lies between 0.975 and 1.025 in the case of process intensity 1000. It should be mentioned that these data sets are generated by only one simulation of the cylinder process, so they can be seen as strongly perturbed data.
As a second example we consider the directional fibre distribution introduced in [35] , which is used in modelling foams or granular porous media. The density of the directional (a) Density function (b) Reconstruction (intensity = 1000) Figure 11 . Mixed von Mises-Fisher distribution distribution, which is independent of the azimuth angle φ , is given by
The parameter β is called anisotropy parameter. In the case β = 1 this is the density of the directional distribution of an isotropic cylinder process. For increasing β , the fibres tend to be more and more parallel to the xy-plane (the material plane). We choose β = 3 in our experiment. Figure 12 shows the density function and its reconstruction based on one or 5 realizations respectively of the corresponding cylinder process. Figure 12 . Reconstruction of the distribution defined in (24) In a further experiment, we have simulated cylinder processes with radius 0.005 and different directional distributions and intensity 500 in the unit cube. The union sets of these cylinder processes have been voxelized with a resolution of 500 voxels per unit length to generate a setting similar to the analysis of microscopic images.
Counting the intersection points of a plane with the voxelized image is a rather difficult task, since cylinders which are (almost) parallel to the plane may be counted multiple times, while overlapping cylinders may be counted only once. Unfortunately, this effect also depends on the direction of the plane, so with the approach to discretize the plane and count the intersections in the resulting images it seems impossible to generate estimates without heavy systematical bias. To overcome this problem, we have skeletonized the data with the 3D image analysis software Avizo and estimated the intersection intensities with the resulting skeleton. Here we have also computed the values for 900 directions. 
Application to real data
In the following, we present the results of our algorithm applied to real microscopic data. For this purpose, we examine images of the gas diffusion layer of a polymer electrolyte membrane fuel cell (with kind permission of the Centre for Solar Energy and Hydrogen Research, Ulm). For both the two-and the three-dimensional data we have first applied the skeletonization algorithm of Avizo, then estimated the rose of intersections analytically with the resulting set of line segments, and finally applied our method to approximately invert the cosine transform.
Two-dimensional microscopic images
In this section, we analyze 10 electron microscopic images of 10 different gas diffusion layers of the same kind. One of them can be seen in Figure 1(a) . Each has a resolution of 1024 x 696 pixels and shows different layers of the fibre tissue. The fibres are approximately 6 pixels thick. In Figure 15 we present the result of our reconstruction compared to a kernel density estimation based on the directions of the lines and weighted with the length of the lines of the skeleton. This shows that our method works well to reconstruct the directional distribution of two-dimensional real data, as the result of our method is very close to the original data from the skeletonization.
Three-dimensional synchrotron images
Here, we reconstruct the directional distribution of one synchrotron image with a resolution of approximately 1000 x 1000 x 200 voxels, see also Figure 1(b) , where a cut-out of the skeleton generated by Avizo can be seen.
Because of the production process the directional distribution of the fibres should be approximately isotropic w.r.t. the x-y plane, which is also shown in our reconstruction. As it can be seen in the smoothed raw data (i.e. the directions and lengths of the segments) from the Avizo skeleton in Figure 16 (a), again there is an artifact in the reconstruction from the skeletonization, the values at the axis directions are too low, whereas at the bisector they are too high. Of course, this can be seen in our reconstruction (cf. Figure 16(b) ) as well, although this is not a problem of our method but of the input data. Thus, this shows that our method works well on real three-dimensional data. 
