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1. Introduction
Let H be a Hilbert space with inner product 〈·, ·〉. A mapping f : H → H is monotone if 〈f (x) −
f (y), x− y〉  0 for all x, y ∈ H. Geometrically, it means that the vectors f (x)− f (y) and x− y always
form an angle not exceeding π/2. A stronger version of this condition requires the angle not to exceed
arccos δ for some δ ∈ (0, 1].
Definition 1.1. Let H be a Hilbert space with dimH  2 and δ ∈ (0, 1]. A nonconstant mapping
f : H → H is δ-monotone if the inequality
〈f (x) − f (y), x − y〉  δ|f (x) − f (y)||x − y| (1)
holds for all x, y ∈ H.
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We write delta-monotone instead of δ-monotone when the value of δ is not specified. It appears
that Definition 1.1 was first introduced by Sobolevskii [10]. The conditions, dimH  2 and f being
nonconstant, have been assumed because it is the case that the delta-monotonicity is interesting.
Definition 1.2. Let f : H → H be a delta-monotone mapping. The delta-monotonicity constant δ(f )
of f is defined to be the biggest constant such that (1) holds for all x, y ∈ H. More precisely
δ(f ) = inf
x =y
〈f (x) − f (y), x − y〉
|f (x) − f (y)||x − y| . (2)
When g : H → H is a delta-monotone mapping satisfying δ(g) > δ(f ), we say that the delta-
monotonicity of g is better than that of f .
The constant δ(f ) is well-defined by (2) because every delta-monotone mapping is a bijection. In
fact, Kovalev [5] proved that if f : H → H is delta-monotone then f is a quasisymmetric homeomor-
phism. And, because of this result, the delta-monotonicity is closely related to the quasiconformality
[1,2,5–7].
Definition 1.3. Let n  2. Amapping f : Rn → Rn is called quasiconformal if f ∈ W1,nloc (Rn,Rn) and
there is a constant K  1 such that the derivative matrix Df (x) satisfies the distortion inequality
|Df (x)|n  K det Df (x) (3)
for almost every x ∈ Rn. In this case, we also say that f is K-quasiconformal.
For mappings f : Rn → Rn the quasisymmetry and the quasiconformality are equivalent [3].
The delta-monotonicity is a much stronger property than the quasiconformality. Actually, every linear
mapping with positive Jacobian is quasiconformal.
Definition 1.4. Let δ ∈ (0, 1] and n  2. We say that a nonzero n × n real matrix A is δ-monotone, if
the related linear mapping A : Rn → Rn is δ-monotone.
By the definition, A is a delta-monotone matrix if and only if 〈Ax, x〉 > 0 for all nonzero x ∈ Rn.
Moreover, the delta-monotonicity constant of A can be shorten as
δ(A) = min|x|=1
〈Ax, x〉
|Ax| . (4)
We have written “min" instead of “inf" because, in this case, the infimum in (2) can be attained. The
delta-monotonicity differs from the positive definiteness in that a delta-monotonematrix need not be
symmetric, whereas the positive definiteness is usually defined only for symmetric matrices.
To gain a better understanding of the quasiconformality, Kovalev and Onninen [4] had suggested a
study of the problem: which quasiconformal mappings f : Rn → Rn can be factored into a product
of a bilipschitz mapping and a delta-monotone mapping? In the case where f is an invertible linear
mapping, we could do such a factorization by the polar decomposition. But it seems to be very difficult
to answer the question in nonlinear case.
In the present paper, we study the delta-monotonicity of factors in the polar decomposition theo-
rem.According to this theorem,every invertiblematrixA canbe factored intoaproductof anorthogonal
matrix O and a symmetric positive definite matrix S. Of course, the factor S is always delta-monotone.
We shall prove that if A is delta-monotone then the factor O is also delta-monotone. Moreover, the
delta-monotonicity of O and S is not worse than that of A.
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Theorem 1.1. Let A be a delta-monotone matrix. Let A = OS be the polar decomposition of A. Then the
factor O is delta-monotone and
min{δ(S), δ(O)}  δ(A). (5)
It is well known that if f : R2 → R2 is a K-quasiconformalmapping then for every ε ∈ (0, 1) there
is an integerm and (1+ ε)-quasiconformal mappings f1, f2, . . . , fm such that f = fm ◦ · · · ◦ f2 ◦ f1 (see
[9]). To our knowledge, it is not known whether this factorization result is true for n  3. The same
questionmay be asked in delta-monotone case: which delta-monotonemappings can be factored into
a product of (1 − ε)-monotone mappings for any ε ∈ (0, 1)? As an application of Theorem 1.1, we
shall prove that every delta-monotone linear mapping has such a factorization.
Theorem 1.2. Let A be a delta-monotone matrix. Then for every ε ∈ (0, 1) there is an integer q and
(1 − ε)-monotone matrices A1, . . . , Aq such that
A = A1A2 · · · Aq. (6)
Furthermore, these factors could be all orthogonal when A is orthogonal, and all symmetric when A is
symmetric.
Theorem 1.1 is also useful in nonlinear case. As mentioned above, a δ-monotone mapping f :
R
n → Rn is K(δ, n)-quasiconformal. Moreover, Astala, Iwaniec, and Martin [1,2] proved that the
quasiconformality constant K(δ, n) of f can be chosen to be
(
1 + √1 − δ2
1 − √1 − δ2
)n−1
.
In other words, we have the following theorem.
Theorem 1.3. For n  2 every δ-monotone mapping f : Rn → Rn is K(δ, n)-quasiconformal, where
K(δ, n) =
(
1 + √1 − δ2
1 − √1 − δ2
)n−1
. (7)
Using Theorem 1.1, we shall give a new proof of Theorem 1.3.
We have used and will continue to use the following notation. Denote by Sn the unit sphere ofRn
and by {e1, . . . , en} the standard basis. We use the same letter to denote a linear mapping ofRn toRn
and its standard matrix. Denote by In the n × n unit matrix and by R(θ) the plane rotation of angle θ .
The standard matrix of R(θ) is
R(θ) =
⎛
⎝cos θ − sin θ
sin θ cos θ
⎞
⎠ . (8)
Diagonal matrices are shorten as Diag(λ1, λ2, . . . , λn), where λ1, λ2, . . . , λn are entries in the diag-
onal line. Let A be an n × n real invertible matrix. Denote by AT , A−1, det A, and |A| the transpose, the
inverse, the determinant, and the norm of A, respectively. We also use |v| to denote the length of a
vector v ∈ Rn. Unless otherwise specified, matrices are supposed to be n × n, real, and nonzero. All
omitted elements in a matrix are zero.
2. Basic facts
The main result of this section is Theorem 2.1.
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Lemma 2.1. Let A be a delta-monotone matrix. Then
(1) A is invertible and A−1 is delta-monotone with δ(A−1) = δ(A).
(2) UTAU is delta-monotone with δ(UTAU) = δ(A) for any orthogonal matrix U.
Proof
(1) Since A is nonzero, there exists a unit vector x such that Ax = 0. If A is not invertible, then there
is a unit vector y such that Ay = 0. For any ε > 0 we have
〈A(y ± εx), y ± εx〉 = 〈±εAx, y ± εx〉 = ±ε〈Ax, y〉 + ε2〈Ax, x〉.
Since A is delta-monotone, it follows that
δ(A)ε|Ax||y ± εx|  ±ε〈Ax, y〉 + ε2〈Ax, x〉,
which yields δ(A)|Ax||y|  ±〈Ax, y〉, a contradiction. Therefore, A is invertible. Since
〈A−1x, x〉 = 〈AA−1x, A−1x〉  δ(A)|A−1x||x|,
it follows that the matrix A−1 is delta-monotone with δ(A−1) = δ(A).
(2) Since U is orthogonal and A is delta-monotone, we have
〈UTAUx, x〉 = 〈AUx,Ux〉  δ(A)|AUx||Ux| = δ(A)|UTAUx||x|.
This proves that UTAU is delta-monotone with δ(UTAU) = δ(A). 
Lemma 2.2. An orthogonal matrix O is δ-monotone if and only if there is an orthogonal matrix U such
that
UTOU =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
R(θ1)
. . .
R(θr)
Is
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(9)
where 2r + s = n andmax1ir |θi|  arccos δ.
Proof. Let U be an orthogonal matrix such that
UTOU =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
R(θ1)
. . .
R(θr)
Is
−Im
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (10)
Then for any x ∈ Rn
〈UTOUx, x〉 =
r∑
i=1
(
x22i−1 + x22i
)
cos θi +
2r+s∑
i=2r+1
x2i −
n∑
i=2r+s+1
x2i .
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From this equality, we easily see that O is δ-monotone if and only if m = 0 and max1ir |θi| 
arccos δ. 
Let δ ∈ (0, 1] and let A be a real n × n matrix. Let V be a linear subspace of Rn. We say that A is
δ-monotone on the subspace V , if
〈Av, v〉  δ|Av||v|
holds for all v ∈ V . For orthogonal matrices we have the following result.
Theorem 2.1. An orthogonal matrix O is δ-monotone if and only ifRn has a decomposition
R
n = V1 ⊕ V2 ⊕ · · · ⊕ Vt (11)
by pairwise orthogonal invariant subspaces of O of dimension at most 2, such that O is δ-monotone on
every Vi.
Proof. Let O be a δ-monotone orthogonal matrix. From Lemma 2.2 there is an orthogonal matrix U
such that UTOU is of the form (9). Let u1, . . . , un be the column vectors of U. Let
V1 = span{u1, u2}, . . . , Vr = span{u2r−1, u2r}
and
Vr+1 = span{u2r+1}, . . . , Vr+s = span{u2r+s}.
Then these subspaces are O-invariant, pairwise orthogonal, and of dimension at most 2. Since
max1ir |θi|  arccos δ has been assumed, it is easy to check that
R
n = V1 ⊕ · · · ⊕ Vr ⊕ · · · ⊕ Vr+s
is the desired decomposition.
Conversely, let O be orthogonal such that Rn has a decomposition of the form (11) such that O is
δ-monotone on every Vi. Then
〈Ox, x〉 =
t∑
i=1
〈Ovi, vi〉 
t∑
i=1
δ|vi|2 = δ|x|2
for any x = ∑ti=1 vi ∈ Rn. This proves that O is δ-monotone. 
3. Proof of Theorem 1.1
Step 1.We show δ(S)  δ(A). It suffices to prove the following lemma.
Lemma 3.1. Let A be an n × n invertible matrix. Let A = OS be the polar decomposition of A. Then
min|x|=1
〈Sx, x〉
|Sx|  min|x|=1
〈Ax, x〉
|Ax| . (12)
Proof. Let λ1  · · ·  λn > 0 be the eigenvalues of S. Let u1, . . . , un be the corresponding eigen-
vectors of S which form an orthonormal basis ofRn. Let y = y1u1 + · · · + ynun be a unit vector such
that
〈Sy, y〉
|Sy| = min|x|=1
〈Sx, x〉
|Sx| .
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LetΛ = {z : z = ε1y1u1+ε2y2u2+· · ·+εnynun, εi = ±1}. ThenΛ consists of 2n vectors. Observing
that
〈Sy, y〉
|Sy| =
∑n
i=1 λiy2i√∑n
i=1(λiyi)2
,
we easily see that
〈Sz, z〉
|Sz| =
〈Sy, y〉
|Sy| = min|x|=1
〈Sx, x〉
|Sx| (13)
for every z ∈ Λ. To prove the inequality (12), it suffices to show that
〈Sz, z〉  〈Az, z〉 (14)
for some z ∈ Λ.
Suppose that 〈Sz, z〉 < 〈Az, z〉 for any z ∈ Λ. Then, since
〈Sz, z〉 =
n∑
i=1
λiz
2
i =
n∑
i=1
λiy
2
i and
〈Az, z〉 = 〈Sz,O−1z〉 =
n∑
i=1
λiy
2
i 〈ui,O−1ui〉 +
∑
i =j
λizizj〈ui,O−1uj〉,
it follows that
n∑
i=1
λiy
2
i <
n∑
i=1
λiy
2
i 〈ui,O−1ui〉 +
∑
i =j
λizizj〈ui,O−1uj〉.
Summing over z ∈ Λ, we get
2n
n∑
i=1
λiy
2
i < 2
n
n∑
i=1
λiy
2
i 〈ui,O−1ui〉 +
∑
z∈Λ
∑
i =j
λizizj〈ui,O−1uj〉.
Since ∑
z∈Λ
∑
i =j
λizizj〈ui,O−1uj〉 = 0,
we get
n∑
i=1
λiy
2
i <
n∑
i=1
λiy
2
i 〈ui,O−1ui〉,
a contradiction. This completes the proof of this lemma.
Step 2.We show that O is delta-monotone with δ(O)  δ(A).
Let U be an orthogonal matrix such that UTOU is of the form (10). By Lemma 2.1, it suffices to prove
that UTOU is delta-monotone with δ(UTOU)  δ(A). To this end, by Lemma 2.2, it suffices to show
that the parametersm and θi in (10) satisfiesm = 0 and max1ir |θi|  arccos δ(A).
Since UTAU = UTOUUTSU, we easily see that ifm  1 then
〈AUen,Uen〉 = 〈UTAUen, en〉 = −〈UTSUen, en〉 = −〈SUen,Uen〉,
which contradicts the delta-monotonicity of A. Thereforem = 0.
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Without loss of generality, assume that the parameter r in (10) is at least 1. Let M be the 2 × 2
matrix formed by deleting the last n − 2 rows and columns of UTSU. Then M is symmetric positive
definite because UTSU is so. Let λ > 0 be an eigenvalue ofM and let x ∈ R2 be the corresponding unit
eigenvector. Let y = (x1, x2, 0, . . . , 0) ∈ Rn. Then
〈UTAUy,UTAUy〉 = 〈UTOUUTSUy,UTOUUTSUy〉 = 〈Mx,Mx〉 = λ2,
which yields |UTAUy| = λ. On the other hand,
〈UTAUy, y〉 = 〈UTOUUTSUy, y〉 = 〈R(θ1)Mx, x〉 = λ cos θ1.
Now it follows from the delta-monotonicity of A that
λ cos θ1  δ(UTAU)|UTAUy| = λδ(A).
This proves |θ1|  arccos δ(A). Similarly we can prove that |θi|  arccos δ(A) for every 1  i  r. 
4. Proof of Theorem 1.2
Let A = OS be the polar decomposition of A. Let λ1  λ2  · · ·  λn > 0 be the eigenvalues of
S. By Schur’s theorem [8] there is an orthogonal matrix Q such that QTSQ = Diag(λ1, λ2, . . . , λn).
Since A is delta-monotone, we have from Theorem 1.1 that O is delta-monotone, and so, by Lemma 2.2,
there exists an orthogonal matrix U such that
UTQTOQU =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
R(θ1)
. . .
R(θr)
Is
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
where 2r + s = n. Let ε ∈ (0, 1) be given. Choose a sufficiently big positive integer q such that for
every 1  i  n the matrix
Dqi = Diag(1, . . . , 1, q
√
λi, 1, . . . , 1)
is (1 − ε)-monotone and that for every 1  i  r the matrix
Oqi =
⎛
⎜⎜⎜⎝
Ii−1
R(θi/q)
In−i
⎞
⎟⎟⎟⎠
is (1 − ε)-monotone. Note that
UTQTAQU = (UTQTOQU)UT (QTSQ)U.
It follows that
UTQTAQU =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
R(θ1)
. . .
R(θr)
Is
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
UT
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
λ1
λ2
. . .
λn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
U
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which implies that
UTQTAQU =
⎛
⎝ r∏
i=1
Oqi
⎞
⎠q UT
⎛
⎝ n∏
i=1
Sqi
⎞
⎠q U.
Therefore
A = QU
⎛
⎝ r∏
i=1
Oqi
⎞
⎠q UTQTQ
⎛
⎝ n∏
i=1
Sqi
⎞
⎠q QT =
⎛
⎝ r∏
i=1
QUOqiU
TQT
⎞
⎠q
⎛
⎝ n∏
i=1
QSqiQ
T
⎞
⎠q .
SinceOqi and Sqi are both (1−ε)-monotone, the factorsQUOqiUTQT andQSqiQT are (1−ε)-monotone.

5. Proof of Theorem 1.3
The proof of Theorem 1.3 is based on the following lemma.
Lemma 5.1. A continuous mapping f in W
1,1
loc (R
n,Rn) is δ-monotone if and only if its derivative matrix
Df (x) is δ-monotone for almost every x ∈ Rn.
Proof. See [5, p. 397]. 
Now we are going to prove Theorem 1.3. Let f : Rn → Rn be a δ-monotone mapping. Then f is
K(δ, n)-quasiconformal by Kovalev [5]. It suffices to prove that K(δ, n) can be chosen as in (7).
By Lemma 5.1, the derivative matrix Df (x) is δ-monotone for almost every x ∈ Rn. Let x ∈ Rn be a
point such that Df (x) is δ-monotone. Let Df (x) = OxSx be the polar decomposition of Df (x). Then by
Theorem 1.1
min|h|=1
〈Sxh, h〉
|Sxh|  δ. (15)
Let λ1(x)  · · ·  λn(x) > 0 be the eigenvalues of Sx . Let u1(x), . . . , un(x) be the corresponding
eigenvectors of Sx which form an orthonormal basis of R
n. Let V = span{u1(x), un(x)} be the two-
dimensional subspace spanned by u1(x), un(x). It follows from (15) that
min
{ 〈Sxh, h〉
|Sxh| : h ∈ V ∩ S
n
}
 δ.
Since
〈Sxh, h〉
|Sxh| =
λ1(x)h
2
1 + λn(x)h2n√
(λ1(x)h1)2 + (λn(x)hn)2
for every vector h = h1u1(x) + hnun(x) ∈ V ∩ Sn, we easily see that
min
{ 〈Sxh, h〉
|Sxh| : h ∈ V ∩ S
n
}
= 2
√
λ1(x)λn(x)
λ1(x) + λn(x) .
Therefore
2
√
λ1(x)λn(x)
λ1(x) + λn(x)  δ,
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which yields
λ1(x)
λn(x)

(
1
δ
+
√
1 − δ2
δ
)2
= 1 +
√
1 − δ2
1 − √1 − δ2 .
This proves that f is K(δ, n)-quasiconformal with
K(δ, n) =
(
1 + √1 − δ2
1 − √1 − δ2
)n−1
. 
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