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ABSTRACT 
Soil microorganisms are largely responsible for biogeochemical fluxes in the 
terrestrial biosphere that effect ecosystem productivity and alter global climate patterns.  
Though the importance of soil microorganisms is easy to state, little is known about 
interactions between microbes necessary for the production of ecosystem-scale fluxes.  
Furthermore, measurement of biogeochemical fluxes at the scale of microorganisms or 
ecosystems is far from straightforward; the lack of understanding regarding linkages between 
these two scales (microbial habitat and ecosystem) remains as an important knowledge gap in 
ecology.  For my dissertation I focused on studying microbial communities among soil 
aggregates, aggregate-scale fluxes of soil carbon, and the scaling of greenhouse gas fluxes 
from single measurements to ecosystem-level experiments in order to understand how 
agriculture alters microbially driven biogeochemical fluxes.  In the following chapters I did 
not attempt to find a direct link between particular microorganisms and a specific flux; rather 
I aimed to fill this knowledge gap regarding linkages between microbes and ecosystems in 
order to inform models predicting microbial and ecosystem-scale function.  My dissertation 
is broken into four chapters: exploring potential microbial interactions across ecosystems, 
observing differences in microbial communities within aggregates from bioenergy cropping 
systems, and the scaling of carbon fluxes and greenhouse gas emissions from small scales 
(i.e., aggregates or square meter) to ecosystem scales.  The main conclusions drawn from 
these chapters are that our understanding of soil microbes and terrestrial fluxes of carbon 
must begin at the aggregate-scale rather than whole soil, and understanding uncertainty about 
fluxes, whether it be soil carbon or greenhouse gases, is necessary for agroecosystem 
ecology.  By taking care to sample microorganisms at the scale of soil aggregates and 
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addressing the uncertainty around biogeochemical fluxes measured at larger, ecosystem 
scales, we may begin to finally design testable models that explain both microbial and 
ecosystem functioning in order to understand the effects of land-use and climate change on 
the terrestrial biosphere. 
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CHAPTER 1 
 GENERAL INTRODUCTION 
Biological interactions among microorganisms are a central yet complex component 
of the Earth’s biosphere.  Through reactions catalyzed by microbes, six central elements 
necessary for life (Carbon, Hydrogen, Oxygen, Nitrogen, Phosphorus, and Sulfur) are 
stripped from either the atmosphere or minerals, incorporated into living biomass, and then 
released through decomposition, allowing the cycle to repeat (Falkowski et al., 2008).  In 
nature, microbes drive the cycling of elements in the context of their surrounding 
environment while competing for resources, avoiding predation, and working in diverse and 
sometimes cooperative groups to survive.  Understanding biological interactions among 
complex microbial systems (e.g., competition, predation, and mutualism) is far from simple; 
yet the necessity for global biogeochemical models that depend on microbial interactions has 
increased along with the impacts of environmentally based issues (i.e., climate change, 
energy shortages, pollution). Therefore, researchers must be able to decompose complex 
microbial interactions into testable hypotheses in order to relate microbial-scale interactions 
to ecosystem-scale processes.  An important first step towards developing complex models 
that link microbial-scale and ecosystem-scale processes is expanding our knowledge 
regarding biotic interactions between microorganisms that produce ecosystem function and 
feedbacks between microbes and their environment that can constrain or promote these 
processes.   
The main theme behind my PhD work was to determine how ecosystem processes 
and microbial processes vary at their respective scales, and to develop means to integrate 
ecological interactions at the microbial scale and ecosystem scale.  This work was completed 
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in the most complex microbial habitat, soil, where more than one billion microorganisms 
potentially interact within a gram of top soil.  These soils were under agricultural production 
in the Midwest, where ecosystem-level processes related to global climate change, as in the 
balance between soil carbon (C) storage and atmospheric carbon dioxide (CO2), are driven by 
land-use impacts on microbial community metabolism.  The research I performed could be 
broken into two main components: first, I determined how particular environments structure 
microbial communities and whether these change potential biotic interactions between 
microorganisms.  Second, I studied how two ecosystem processes, belowground C-allocation 
and greenhouse gas emissions, vary across an topographic gradients and agronomic systems 
with an emphasis on determining methodological biases that may cloud our ability to link 
microbes to ecosystem models. 
To begin investigating microbial interactions specifically, I took a critical view of 
microbial co-occurrence analyses that could be used to visualize and test for differences 
between microbial communities.  This work makes up the second chapter of my dissertation, 
“Demonstrating microbial co-occurrence pattern analyses within and between ecosystems”, 
which has been published in Frontiers in Microbiology (Williams et al., 2014).   Co-
occurrence pattern analyses are becoming increasingly popular in microbial ecology, and are 
used to study environmental effects on coexistence within biological communities.  These 
analyses range from simple pairwise comparisons between all community members to direct 
hypothesis testing between focal species.  However, co-occurrence patterns are rarely studied 
across multiple ecosystems or multiple scales of biological organization within the same 
study.  I outlined an approach to produce co-occurrence analyses that are focused at multiple 
scales between and within ecosystems across publicly available 16S rRNA amplicon datasets 
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originating from different ecosystems. An important finding was that conclusions derived 
from applying network statistics to microbial relationships could vary depending on the 
taxonomic level chosen and criteria used to build co-occurrence networks.  The work 
performed in this chapter resulted in a framework to test for potential biotic interactions that 
may be important for ecosystem-scale processes. 
In my third chapter titled, “Soil Aggregates Foster Under-sampled Microbial 
Communities that are Structured Through Carbon and Nitrogen Limitation”, I began 
exploring how environments structure microbial communities and alter potential interactions 
between microbes via co-occurrence analyses.  Here I sampled soil aggregates, which are 
naturally forming complexes of organic matter and soil particles that potentially foster unique 
microbial habitats within the soil.  Additionally, I took advantage of the Comparison of 
Biofuels Systems (COBS) experiment to observe whether land-use (corn, prairie, or fertilized 
prairie) interacted with aggregates to structure microbial communities.  Through high-
throughput sequencing of molecular markers that identify microbial taxa performed on 
samples from two dates in 2012, I found that soil aggregation drives the composition of soil 
microbial communities independent of land-use, and the potential mechanism for this 
environmental control over community structure may be the availability of resources (i.e., C 
and nitrogen (N)).  Importantly, our results show that traditional soil microbial surveys 
underestimate microbial richness without explicit sampling of soil aggregates, which reduced 
our ability to detect experimental ecosystem effects on microbial community diversity.  
Furthermore, differences in microbial taxa across aggregates reflect life histories that may 
correlate with difference in nutrient availability across aggregates. This work led to the 
conclusion that a focus on aggregates, especially microaggregates that occur at spatial scales 
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relevant to microbial community functioning, may be necessary to understand microbial 
communities and, by extension, terrestrial fluxes of C and N. 
For chapters four and five, I worked at the Landscape Biomass Project at Iowa State 
University’s Uthe Research and Demonstration Farm, with a focus on ecosystem functions 
that are mediated by microbial communities.  In chapter four, which is titled, “Total 
belowground carbon allocation under perennial and annual agronomic systems reveals 
topographic effects on carbon storage”, I utilized multiple datasets collected between 2009 
and 2012 to assess belowground carbon storage under perennial and annual cropping 
systems.  At the Landscape Biomass Project, I was able to use a topographic gradient to 
observe effects of crops and topography on belowground-C allocation.  I utilized a modified 
total belowground carbon allocation (TBCA) model that integrated C-stocks in soils and 
yield data into a Bayesian hierarchical Markov Chain Monte Carlo (MCMC) framework, 
while also considering aggregate-scale and whole-soil scale changes in soil C. The modeling 
framework demonstrated in this chapter represents a robust way to integrate disparate 
datasets in order to predict ecosystem functions over time.   Based on our previous work 
(Chapter 3), I assumed that models would benefit from explicit sampling of aggregates rather 
than whole soil as I found differences experimental effects on microbial communities when 
considering these soil fractions.  In fact, I found that aggregates were more sensitive to losses 
in soil C than whole soil, and the direction of change in soil C depends on whether 
aggregates or whole soil was considered.  I also identified landscape positions (summit and 
toeslope) where C-losses were minimized and, in some cases, were able to increase in C 
under switchgrass.  These results allowed us to conclude that to model microbes and 
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biogeochemical fluxes that are intimately related like C-cycling, greater consideration of soil 
micro-habitats like aggregates must be considered.  
In my fifth chapter titled, ”Bayesian estimation of static chamber flux rates addresses 
uncertainty in greenhouse gas emissions”, I focused on an ecosystem process that is 
commonly measured at a scale larger than soil aggregates, but may fall victim to the inherent 
soil heterogeneity occurring at small scales (≈m2).  Measuring greenhouse gas emissions 
from soils using static-chambers is a common method in climate change science, though 
much ambiguity exists regarding how to accurately calculate fluxes from measurements that 
can be exceptionally variable.  Here, the suggestion is made that explicit consideration of 
uncertainty around flux estimates at the scale of measurements taken from within a chamber 
rather than between chambers is necessary for understanding greenhouse gas emissions at 
multiple scales within an ecosystem. I compared a Bayesian hierarchical model to non-linear 
and linear methods across simulated and empirical greenhouse gas flux data collected from 
the Landscape Biomass Experiment in 2011 and 2012.  Our analysis demonstrates that 
methods used in the literature are inherently biased and inflate error rates, while the use of a 
Bayesian linear model provides conservative yet less biased estimates of greenhouse gas 
fluxes.  I make the argument that the sensitivity of the non-Bayesian methods may lead to 
false confirmations of biogeochemical 'hot spots' and ‘hot moments’ or negative fluxes 
indicating consumption which are all assumed to be because of high rates of particular 
microbial activities within the soil matrix. 
Overall, the research questions that I have addressed in my chapters have been driven by 
an urge to understand microbial interactions that influence biogeochemical cycling at an 
ecosystem scale.  Our ability to determine these interactions and measure biogeochemical 
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fluxes is far from simple; the research in the following chapters highlights the importance of 
appropriate sampling and critical thinking in regards to the current status of methodology that 
is common in the literature.  While no sequence of these chapters directly finds a link 
between particular microbial interactions within a community resulting in a measurable 
change in a biogeochemical flux, this research has the potential to bring the fields of 
microbial ecology and biogeochemistry closer to bridging our understanding between 
microbial and ecosystem scales.     
REFERENCES 
Falkowski PG, Fenchel T, Delong EF (2008) The Microbial Engines That Drive Earth’s 
Biogeochemical Cycles. Science, 320, 1034–1039. 
Williams RJ, Howe A, Hofmockel KS (2014) Demonstrating microbial co-occurrence pattern 
analyses within and between ecosystems. Frontiers in Microbiology, 5, 1–10. 
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CHAPTER 2. DEMONSTRATING MICROBIAL CO-OCCURRENCE PATTERN 
ANALYSES WITHIN AND BETWEEN ECOSYSTEMS 
 
A paper published in Frontiers in Microbiology 
Ryan J. Williams, Adina Howe, Kirsten S. Hofmockel 
RJW designed the study and wrote the manuscript.  AH and KSH contributed to analyses and 
writing of the manuscript. 
Abstract 
Co-occurrence patterns are used in ecology to explore interactions between organisms 
and environmental effects on coexistence within biological communities.  Analysis of co-
occurrence patterns among microbial communities has ranged from simple pairwise 
comparisons between all community members to direct hypothesis testing between focal 
species.  However, co-occurrence patterns are rarely studied across multiple ecosystems or 
multiple scales of biological organization within the same study.  Here we outline an 
approach to produce co-occurrence analyses that are focused at three different scales: co-
occurrence patterns between ecosystems at the community scale, modules of co-occurring 
microorganisms within communities, and co-occurring pairs within modules that are nested 
within microbial communities.  To demonstrate our co-occurrence analysis approach, we 
gathered publicly available 16S rRNA amplicon datasets to compare and contrast microbial 
co-occurrence at different taxonomic levels across different ecosystems.  We found 
differences in community composition and co-occurrence that reflect environmental filtering 
at the community scale and consistent pairwise occurrences that may be used to infer 
ecological traits about poorly understood microbial taxa.  However, we also found that 
conclusions derived from applying network statistics to microbial relationships can vary 
depending on the taxonomic level chosen and criteria used to build co-occurrence networks.  
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We present our statistical analysis and code for public use in analysis of co-occurrence 
patterns across microbial communities.   
Introduction 
Co-occurrence relationships are ecologically important patterns that reflect niche 
processes that drive coexistence and diversity maintenance within biological communities 
(Tilman, 1982; HilleRisLambers et al., 2012).  In microbial systems, niche processes like 
environmental filtering where abiotic factors define specific habitat limits can support 
coexistence (Langenheder and Székely, 2011; OfiŃeru et al., 2010; Horner-Devine et al., 
2007; Costello et al., 2009; Stegen et al., 2012), which are illustrated by co-occurrence 
patterns within communities.  Species pairs or assemblages that co-occur may share similar 
ecological characteristics (Leibold and McPeek, 2006; Fuhrman and Steele, 2008; Raes and 
Bork, 2008; Chafron et al., 2010; Eiler et al., 2012), which can be used to infer life-history 
strategies (Barberán et al., 2012; Freilich et al., 2010) and possibly to identify traits or even 
culture poorly understood microorganisms (Duran-Pinedo et al., 2011; Faust and Raes 2012; 
Sun et al., 2013).  Thus, applying co-occurrence analyses to microbial systems can provide 
valuable information for characterizing the biogeography, functional distribution or 
ecological interactions of microbes at the community scale or for identifying ecological traits 
of taxa that co-occur with well-characterized microorganisms.      
Analyses of microbial co-occurrence patterns have been applied to a variety of 
research questions regarding biological interactions between organisms.  Co-occurrence 
relationships have been useful in elucidating coexistence patterns spanning from pairs of 
microbial taxa in a range of ecosystems (Eiler et al., 2012; Kittelmann et al., 2013; Zhalnina 
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et al., 2013) and functional groups ( Duran-Pinedo et al., 2011; Bowen et al., 2013) to plant-
microbe interactions (King et al., 2012).  Classically, co-occurrence analysis has used 
checkerboard scores based on the presence or absence of organisms (Stone and Roberts, 
1990), while larger datasets have been explored using correlation coefficients to represent 
either coexistence or competitive exclusion between two microbial taxa (e.g (Kittelmann et 
al., 2013)). Subsequently, co-occurring pairs of microorganisms have been visualized using 
network methods (e.g., Fuhrman and Steele, 2008; Barberán et al., 2012) or ordination 
techniques (nonmetric multidimensional scaling (NMDS)) as seen in (King et al., 2012).  
Though these visualization methods are useful, there are very few examples of applying 
network statistics to microbial co-occurrence despite their growing popularity among 
subfields of ecological and evolutionary research (Proulx et al., 2005).  Network statistics can 
be used to determine the importance of microorganisms in co-occurrence networks (e.g., 
degree, betweenness, measures of centrality), possibly identifying keystone species within an 
ecosystem (Bauer et al., 2010, Steel et al., 2011, Eiler et al., 2012).  Additionally, little effort 
has been made to identify a multivariate test for differences in microbial community co-
occurrence patterns between ecosystems. Coupling co-occurrence patterns within microbial 
communities to network or multivariate methods can enhance interpretation and therefore 
increase knowledge related to microbial co-occurrence.  
The integration of a variety of analyses that have been used to study microbial co-
occurrence patterns can allow researchers to understand microbial coexistence at multiple 
levels of biological organization.  For example, the use of bivariate regressions, network 
statistics, and multivariate tests can be used to understand microbial co-occurrence between 
microbial pairs, within groups of co-occurring microorganisms (e.g., modules), and whole 
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communities, respectively.  We developed an approach that integrates these methods and 
then used multiple datasets to demonstrate our approach.  While many of these approaches 
have been used previously, our analytical framework integrates several methods and applies 
multivariate statistics to test for differences in co-occurrence across ecosystems.  We have 
also tested the robustness of our framework by including multiple taxonomic levels and 
considering alternative criteria for the construction of co-occurrence networks.   Our analysis 
was implemented to answer the following co-occurrence-related research questions: 1) Are 
co-occurrence patterns among microbial communities the same among ecosystems? 2) 
Within communities, are there distinct modules of co-occurring microorganisms, and are 
these consistent among ecosystems? 3) Are pairs of co-occurring microbes consistent among 
ecosystems, and can ecological traits be inferred from these relationships? 4) Do these co-
occurrence relationship change at different taxonomic levels or with various criteria used to 
construct co-occurrence networks?    To test this approach, we used three publicly available 
datasets from the Metagenomics Analysis Server (MGRAST; Meyer et al., 2008).  We 
expected to find that the majority of co-occurrence relationships would differ strongly across 
ecosystems creating vastly different modules of interacting taxa within each ecosystem, 
while potentially a few relationships will exist between pairs of microorganisms as a 
reflection of biological interactions that are present independently of environmental factors.  
Materials and Methods 
We designed a statistical approach written in R v. 3.0.1 (R Core Team, 2013).   All scripts 
necessary to replicate this analysis are included in the Supplementary Material. The analysis 
presented in this paper is designed to test for differences in co-occurrence patterns at the 
community level across ecosystems, identify modules of co-occurring microorganisms within 
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communities, and identify pairwise co-occurrence patterns within modules that are consistent 
across ecosystems (summarized in Figure 2.1).  We considered co-occurrence to be positive 
rank correlations (Spearman’s correlation) between pairs of microbes within each dataset 
with the strength of the relationship represented by the correlation coefficient (Figure 2.1B).  
Negative correlations (indicative of either competitive interactions or non-overlapping niches 
between microbes; Faust and Raes, 2012) were also included in this analysis though they 
were a small subset of our combined datasets.  We only considered negative and positive co-
occurrence relationships based on strength of correlation (i.e., ρ from the Spearman’s 
correlation) at values less than or equal to -0.75 and -0.5 or greater than 0.5 and 0.75.   
We applied our approach to determine co-occurrence patterns from three public 
datasets maintained through MGRAST that had replicated samples of 16S rRNA amplicon 
sequencing.  Abundances of classified bacteria and archaea were accessed using the matR 
package (Braithwaite and Keegan, 2013),  and were summarized at the order and family level 
with the assumption that microorganisms share similar traits at these phylogenetic levels.  
Though there is some evidence that certain traits are conserved at high levels of phylogeny 
(Philippot et al., 2010), we tested our analysis at multiple taxonomic levels as coherence of 
ecological patterns like co-occurrence may vary across different levels of taxonomy 
(Koeppel and Wu, 2012).  The datasets were grouped following the schematic in Figure 2.1A 
with replicates nested within ecosystems. Ecosystems included apple flowers with and 
without antibiotic application (Shade et al., 2013b; 2 flower types (replicates) with 15 
samples of each type), human body surfaces (Costello et al., 2009; 9 different bodies 
(replicates) divided into males and females with 24-25 samples each), and soils from 
different land-use types (Lauber et al., 2008; 5 different soils (replicates) with 4-43 samples 
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each).  Datasets were chosen based on the number of replicates nested within similarly 
sampled ecosystems (i.e., flowers, body surfaces, or soils), and were classified generally into 
different replicates within each ecosystem.  While the classification of these samples may not 
represent ideal replicates from each study (e.g., communities differ across body surfaces 
rather than sex or individual in the study by Costello et al., (2009) and communities did not 
differ across flower antibiotic treatments (Shade et al., 2013a)), they do provide enough 
statistical power to demonstrate our approach.  Thus it should be noted that biological 
interpretation of our results requires further exploration through controlled studies.  
Before beginning our analysis, we rarefied samples to standardize for sequencing 
depth between samples.  Prior to rarefication, samples ranged between 2 to 12000 sequences 
per sample and a mean ranging from 1000 to 5000 depending on ecosystem type; these 
values were similar across taxonomic levels.  We chose to use the minimum amount of 
counts per sample from the Shade et al., (2013b) datasets as this number was roughly the 
average for all samples used in our analysis.  However, this rarefication step led us to using 
only two different soils from Lauber et al., dataset (2008) and three female body datasets 
from Costello et al. (2009).  Though this rarefication step reduced the number of datasets 
used, it also removed less abundant taxa that can produce spurious co-occurrence 
relationships with highly abundant taxa (Faust and Raes, 2012).  For the order dataset, 
samples were rarefied to 1407 reads per sample while the family dataset was rarefied to 1353 
reads per sample.    
Testing for differences in co-occurrence patterns at the community level 
To test for differences in co-occurrence patterns between microbial communities from 
different ecosystems, we generated a dissimilarity matrix consisting of Spearman correlation 
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coefficient distances (1-correlation coefficient) representing co-occurrence between all pairs 
of microorganisms from each sample (Figure 2.1C) using the bioDist package (Ding et al., 
2013).  The calculation of these distances produces a matrix where microbial taxa rather than 
samples were compared to one another.  This Spearman’s distance matrix represents the 
strength of correlation among microbial pairs; thus smaller distances represent stronger 
correlations, which were visualized using non-metric multidimensional scaling (NMDS; 
Figure 2.1E).  We used a permutational multivariate analysis of variance (PERMANOVA; 
9999 permutations) (Anderson, 2001) from the vegan package (Oksanen et al., 2013), with 
ecosystem type (apple flower, bodies, or soils) representing our independent variable to test 
for differences in co-occurrence patterns at the community level based on the Spearman’s 
distance matrix. 
The generation of this Spearman’s dissimilarity matrix and its use in a PERMANOVA 
has not been described previously to our knowledge; therefore we generated simulations 
under a variety of conditions that represent null cases and significant differences in 
community co-occurrence patterns between ecosystems (R script in Supplementary 
Material).  The null case represents a situation where correlations between two 
microorganisms within a community are no greater than any correlation with a 
microorganism sampled from another ecosystem, where no correlation is expected.  If 
correlations between microorganisms within a community were strong and consistent across 
replicates from the same ecosystem, this null hypothesis would be rejected (Supplementary 
Figure 2.1).                
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Delineating modules of co-occurring microorganisms and consistent co-occurrence 
relationships 
We illustrated modules of co-occurring microorganisms within communities where 
microbial taxa represent nodes and the presence of a co-occurrence relationship based on 
correlation is represented by an edge (Figure 2.1D).  These correlation relationships were 
generated for each pair of microbial taxa within each ecosystem replicate as long as both taxa 
had abundance greater than 0.  We made a consensus network of co-occurrence relationships 
within each ecosystem based on the strength of the correlation (ρ from the Spearman’s 
correlation), and co-occurrence relationships were only included if they occurred across all 
ecosystem replicates.  Though this method has been illustrated to produce some spurious co-
occurrence relationships among simulated data (Friedman and Alm, 2012), this rank-based 
correlation statistic does not require any transformation of variables to fit assumptions of 
normality and may outperform Pearson’s correlations.  To increase our level of stringency 
that may reduce the appearance of spurious co-occurrences within our networks, pairwise 
relationships had to be consistent across all datasets of a given ecosystem type, greatly 
reducing the number of co-occurrence pairs (Chaffron et. al, 2010).   
Networks were produced using the igraph package (Csardi and Nepusz, 2006) where 
each network was the union of positive co-occurrences or negative co-occurrences (less than 
-0.5 or greater than 0.5) that were consistent within each ecosystem.  Unconnected nodes 
were removed along with loops that indicate microbial taxa were correlated with themselves 
using the ‘delete.vertices’ and ‘simplify’ functions, respectively.  We performed this through 
the ‘graph.union.by.name’ function from the igraph package.  Modules were designated as 
groups of highly connected microbes (modules) that were poorly connected to others.  
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Modules were detected using an algorithm based on edge betweenness through the 
‘edge.betweenness.community’ function in igraph (Newman and Girvan, 2004; Girvan and 
Newman, 2002).  The method used in our analysis looks for edges (i.e., co-occurrence) that 
are the most between vertices (microbes), and thus finding edges that are responsible for 
connecting many other microbial groups (Girvan and Newman, 2002).   This method differs 
from agglomerative methods (e.g., measures of ‘cliquishness’ (Watts and Strogatz, 1998)), 
which have been demonstrated in protein-network clustering (Bader and Hogue, 2003; 
Rivera et al., 2010).  Instead, the betweenness centrality method we use is designed for 
simple graphs with single-type vertices as opposed to bipartite graphs, and avoids 
hierarchical clustering issues that can occur with agglomerative methods (Girvan and 
Newman, 2002).  We also looked for intersections between networks from different 
ecosystems using the ‘graph.intersection.by.name’ function (igraph) to determine if any co-
occurrence relationships were consistent across ecosystems.  
Additional statistical analyses 
To characterize differences in community composition between ecosystems, we 
performed a PERMANOVA with Bray-Curtis dissimilarity on our initial community 
matrices (for both microbial orders and families) with abundances scaled between 0 and 1.  
This analysis was performed using the ‘decostand’ and ‘adonis’ functions from the vegan 
package in R (Oksanen et al., 2013).  We generated nonmetric multidimensional scaling 
(NMDS) plots to visualize differences in community composition using Bray-Curtis 
dissimilarity as well. 
We were also interested in generating statistics that describe the network that may be 
important for understanding co-occurrence relationships.  We produced network statistics 
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that describe the position and connectedness of microorganisms within each co-occurrence 
network.  This included normalized node degree, which is the number of co-occurrence 
relationships that a microorganism is involved in a network normalized by the total number 
of nodes using the ‘degree’ function (igraph package; Csardi and Nepusz, 2006).  We also 
calculated betweenness scores for each microbial taxonomic group using the ‘betweenness’ 
function from igraph (Csardi and Nepusz, 2006), which is defined by the number of paths 
through a focal microbial node.  Additionally, we calculated clustering coefficients using the 
‘transitivity’ function for comparison to other networks as performed in Steele et al., (2011).   
We then determined relationships between degree and betweenness. Initial 
visualization of relationships betweenness and degree appeared to be correlated and non-
linear.  Thus we fit mixed models within each ecosystem and each level of correlation 
strength with degree as an independent variable, betweenness as a response variable, and 
ecosystem replicate as a random factor based on a power function (αxβ).  Mixed models were 
fit using the lme4 package in R (Bates et al., 2014).  With this analysis we hoped to identify 
microbial taxa that are highly connected that may represent keystones within their ecosystem 
(Steele et al., 2011; Faust and Raes, 2012).  We expanded this concept of keystone species to 
include both degree and betweenness, as these metrics illustrate both the number of 
connections and how important those connections are to the overall network.  Therefore, we 
identified keystone taxa as those with the highest predicted betweenness based on our mixed 
models.  
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Results 
Differences in co-occurrence patterns at the community level  
We first quantified differences in community composition and community co-
occurrence across ecosystems using a PERMANOVA and the Bray-Curtis dissimilarity and 
Spearman’s distance, respectively.  Although differences in community composition were 
clear among microbial orders and families (Supplemental Figure 2.1, P<0.0001 for both), no 
clear difference was seen in co-occurrence patterns (P> 0.05).  The lack of differences was 
clear in the visualization through NMDS as samples from each ecosystem completely 
overlapped one another (data not shown). The lack of differences in community co-
occurrence patterns were likely driven by weak or non-significant correlations between most 
taxa within each ecosystem (see Supplementary Material for simulation of this case).  Thus 
our approach did not detect differences between co-occurrence patterns between samples 
from different ecosystems.  In other words, the majority of microorganisms within a single 
ecosystem replicate were uncorrelated, and therefore equally uncorrelated to microorganisms 
from any other ecosystem replicate.  If stronger correlations existed within a single 
ecosystem replicate as compared to other unrelated replicates, the explanatory power of this 
analysis would increase (see Supplementary Material).        
Delineating co-occurring modules and pairs 
After testing for differences in community co-occurrence patterns between 
ecosystems, we aimed to identify consistent groups or modules of co-occurring microbial 
taxa among replicate samples within an ecosystem (Figure 2.2; Supplementary Table 2.2 & 
2.3).  When considering microbial orders, the apple ecosystem had the most modules at 11 
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followed by male samples with 4 and female and soil both with 3.  When classifying 
microbial families into modules, a different trend was found.  Soil had the most modules at 
18, followed by apple at 14, female with 7, and male with 5.  Negative co-occurrence 
modules were not found in any of the body samples (male or female), while soil had the most 
(9 order modules, 7 family modules) and apple had only a few (3 order, 4 family).  In 
general, modules contained between either 2-6 orders or families, and each ecosystem 
usually had one large module containing multiple taxa.  For example among soil families, 
one module contained 41 taxa while other soil family modules contained between 2 and 10 
taxa.  Modules were often found to be composed of multiple unrelated bacterial orders or 
families that were not necessarily associated at higher taxonomic levels. Thus, module 
delineation did not necessarily follow phylogenetic relationships among microbial 
communities categorized at the level of orders or families.   
We then aimed to determine pairwise co-occurrence relationships that were consistent 
across ecosystems through the intersection of networks from different ecosystems (Table 1).  
Overall, more microbial families co-occurred across ecosystems than microbial orders, and 
no co-occurrence relationships held across all ecosystems.  Also, relationships found at one 
taxonomic level were not necessarily found at another level.  For example, Cytophagales and 
Flavobacteriales co-occurred across soil and apple ecosystems, and this relationship held true 
between Cytophagaceae and Flavobacteriaceae.  Alternatively, Micrococcaceae from the 
Actinomycetales and Nitrosomonadaceae from the Nitrosomonadales co-occurred at the 
family level, but their respective orders did not co-occur.  Furthermore, important co-
occurrence relationships among families within the same order, such as Micrococcaceae and 
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Microbacteriaceae from the Actinomycetales, were not detectable when considering 
microbial order alone.  
Co-occurrence network statistics 
We first visualized networks within each ecosystem for both positive and negative co-
occurrence relationships (Figure 2.2, Supplemental Figure 2.3).  We then calculated a 
normalized degree and betweenness score for nodes within each network and modeled 
relationships between these variables as a power function, αxβ, using mixed models.  The 
slopes of each power function within an ecosystem were similar across taxonomic levels 
when considering correlations greater than 0.05 (Figure 2.3).  However, when considering 
more stringent correlation cutoffs, greater disparity was seen across power functions within 
an ecosystem (Supplementary Figure 2.3), suggesting that the choice of taxonomic level or 
correlation strength may have a significant effect on the interpretation of co-occurrence 
networks.  All but two cases had significant slope parameters (β; Supplementary Table 2.4), 
and involved correlation cut offs of either 0.75 or -0.75.  When considering the slopes across 
different strengths of correlation, models based on negative co-occurrence networks often 
produced higher values of β; this was especially true when considering correlations less than 
or equal to -0.5.  We also calculated clustering coefficients for comparison to other biological 
networks.  We found that while all networks fell across a range of values common to other 
networks (Steele et al., 2011), only positive co-occurrence networks displayed ‘small-world’ 
characteristics (Watts and Strogatz, 1998), where nodes were more connected on average 
than may be expected at random (Supplemental Table 2.5).    
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We then used the predictions of our mixed models to determine keystone taxa within 
each network of positive co-occurrences.  When considering networks with different 
correlation cutoffs within a similar ecosystem, the top keystone taxa were not necessarily the 
same.  In soils, Bacillales, Actinomycetales, and Clostridiales were the top keystone orders 
with a cutoff of 0.75 while Thermoleophilales, Desulfovibrionales, and Sphingobacteriales 
were designated as the top keystone orders with a cutoff of 0.5.  However when moving 
down to the family level in soils, keystone taxa were much more consistent between 
networks with different correlation cutoffs.  These results suggest that applying ecological 
characteristics to network elements must happen under careful consideration of the 
parameters used to delineate co-occurrence relationships.      
Discussion 
The exploration of co-occurrence networks is a useful method for determining 
biological interactions occurring within microbial communities.  Here we have laid out a 
framework to generate co-occurrence networks and to compare co-occurrence relationships 
within and between ecosystems.  A novel strength of this framework is its utility at multiple 
scales; analysis can be performed to observe co-occurrence from the community level down 
to pairwise interactions between microbial taxa.  We applied our analyses to three datasets to 
demonstrate its effectiveness and determine differences in co-occurrence between 
ecosystems.  Through this investigation, we were able to distinguish co-occurring pairs of 
microbial orders and families that were consistent across ostensibly different ecosystems, 
while the majority of co-occurrence relationships within ecosystems appear to be at random 
(i.e., uncorrelated microbial pairs). Additionally, we were able to distinguish modules of co-
occurring microorganisms that appear to behave similarly within communities.  These results 
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and our approach can be used to explore microbial communities in a variety of ecological 
contexts including but not limited to the identification of biotic and abiotic drivers of 
microbial community assembly, identification of keystone microbial species, or inferring 
ecological characteristics of poorly understood or unculturable microbial taxa. 
The analytical framework that we present has been able to detect ecologically 
relevant relationships between microbial taxa.  For example, we were able to detect 
consistent positive co-occurrence between two skin-dwelling bacteria, Pseudomonadales and 
Sphingomonadales, across male and female body datasets.  One important use of our 
analytical framework is the development of hypotheses regarding traits of rarely studied 
microbes through co-occurrence with other microorganisms based on the assumption that 
coexisting species are ecologically similar (Leibold and McPeek, 2006; Barberán et al., 
2012).  For example, the recently described order, Solirubrobacterales, has been noted to 
occur in soils with little information regarding its ecological role (Shange et al., 2012).  Our 
co-occurrence analysis suggests that Solirubrobacterales either assumes analogous ecological 
roles or is selected by similar environmental factors as its co-occurring taxa in soil (Figure 
2.2).  Strains from Acidomicrobiales and Actinomycetales are known to overlap in their 
carbon substrate use (Goldfarb et al., 2011).  These results illustrate potential resource 
utilization roles that minimize interspecific competition through niche partitioning, where 
Solirubrobacterales can coexist with Acidomicrobiales and Actinomycetales by utilizing 
alternative substrates.  Alternatively, these three heterotrophic orders may have overlapping 
carbon substrate preference, yet competition between the three orders is minimized under C-
rich soil conditions.  Indeed, the relationship between Solirubrobacterales and 
Acidomicrobiales and the related families, Acidimicrobiaceae and Conexibacteraceae, may 
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be ecologically relevant as these co-occurrence relationships occurred in both soil and male 
body ecosystems (Table 2.1).  The relationships between these groups of microorganisms 
represent testable hypotheses regarding coexistence between newly described bacteria like 
the Solirubrobacterales and other microbial heterotrophs.  Furthermore, hypotheses can 
address higher levels of hierarchical organization among co-occurring pairs by exploring 
relationships between microbial taxa with similar life history (e.g., heterotrophy) that exist 
within the same module indicating similar niches (Chow et al., 2013).  All together, these 
relationships represent potential hypotheses driven by analysis through our co-occurrence 
approach and require the inclusion of more replicated microbial community data to confirm 
coexistence between these microbial taxa.  
In microbial systems, much attention has been paid to the deterministic or stochastic 
assembly of communities.  While stochastic processes may play a partial role in microbial 
community assembly, environmental filtering or selection by abiotic factors can be important 
in both experimental (Faust, 2009; OfiŃeru et al., 2010; Langenheder and Székely, 2011) and 
naturally occurring communities (Horner-Devine et al., 2007; Costello et al., 2009; Stegen et 
al., 2012).  We used our analysis framework to test for differences in co-occurrence networks 
at the community level, and found that though community composition strongly differs 
between ecosystems (Figure 2.2), no significant differences existed among community co-
occurrence.  Rather, few co-occurrence relationships are strong within ecosystems, yet some 
of the co-occurrences are consistent across ostensibly different ecosystems.  These results 
suggest that environmental filtering plays a strong role in driving microbial community 
composition and fluctuations among microbial populations are generally independent of one 
another.  However, further examination of uncorrelated microbial populations across more 
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ecosystems is necessary, as these datasets were not collected to explicitly test microbial co-
occurrence and the scale at which samples were collected may not be relevant for microbial 
community interactions.  It has been suggested that some microbial taxa may be more 
affected by biotic factors, while others are more affected by abiotic factors (Fuhrman and 
Steele, 2008), which may create complex patterns within co-occurrence networks that we 
could not detect with this method.  Though our analysis was able to illustrate differences in 
co-occurrence at the community level among simulated data (Supplemental Material), the 
true data used in our analysis was much more complex and had less replications.  Further 
application of PERMANOVA for co-occurrence may need to consider the amount of 
replication necessary to pick up differences in community co-occurrence among ‘noisy’ 
natural data. Also, the incorporation of continuous environmental covariates may explain 
variation in co-occurrence or determine at least the abiotic effects on community co-
occurrence (Steele et al., 2011) as it has already been used to forecast microbial community 
composition (Larsen et al, 2012).  Nevertheless, these results indicate that the majority of 
biological interactions between microbial taxa are ecosystem dependent much like microbial 
temporal dynamics (Shade et al., 2013a), and consistent biological interactions among 
microorganisms may be a special case rather than the norm when considering microbial 
communities as a whole and at high taxonomic levels. 
Though we were able to demonstrate the usability of our analytical framework and 
find potentially useful interactions between microbial taxa, there are a few shortcomings to 
what we present here.  One aspect of our analysis that we did not test is the relative 
contribution specific ecosystem replicates may have on overall co-occurrence relationships.  
Unequal sample sizes among replicates is an experimental factor worth considering as the 
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use of PERMANOVA and other multivariate tests can be sensitive to unbalanced designs 
(Anderson and Walsh, 2013).  Also, the number of ecosystem replicates might affect our 
ability to detect consistent co-occurrence patterns.  Our apple and soil datasets had two 
ecosystem replicates, while the body dataset consisted of three and six replicates for female 
and male bodies, respectively.  With greater replication across all ecosystems, one might 
relax their criteria for determining consistent co-occurrence relationships and instead 
consider the distribution of correlation coefficients across replicates.  Additionally, special 
consideration may be needed when choosing module-detection algorithms, and comparisons 
between agglomerative (Watts and Strogatz, 1998; Rivera et al., 2010) and divisive methods 
as we used here (Girvan and Newman, 2002).  Though it should be noted that the networks 
we analyzed were fairly simple and may not vary largely depending on the community 
detection method.   
We also chose in our analysis to assemble networks based on correlation coefficients 
without consideration of the involved p-value.  When considering correlation strength 
cutoffs, we produced different networks (Figure 2.2), and statistics like degree and 
betweenness calculated from these models were different as well.  Therefore biological 
interpretation of these statistics may need to consider the sensitivity of these biological 
interpretations to changes in criteria determining network relationships.  Similarly, we did 
test whether cut-offs based on p-values, or adjusted p-values based on false discovery rate (q-
value; Strimmer, 2008) affected our results (data not shown).  We observed that an 
adjustment based on false discovery rate actually produced q-values less than p-values based 
on pairwise correlations (Pike, 2011).  It is important to note that each ecosystem and the 
datasets belonging to each ecosystem had varying samples size, which can also affect the p-
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value of the correlation.   Despite differences in sample sizes among these data, and the 
variety of methods that exist today in analyzing networks, the results we have presented are a 
clear and accessible example of how our analytical framework for co-occurrence analysis 
allows for deep investigation of environmental factors and biological interactions occurring 
at multiple scales of biological organization.  Co-occurrence relationships found in our study 
necessitate further observation across multiple datasets and empirical tests that determine the 
mechanisms driving co-occurrence between specific microorganisms. 
The use of network algorithms and statistics to understand co-occurrence within 
communities can play an important role in understanding drivers of community assembly 
among microorganisms (Faust, 2009).  Expanding previous research that focuses on bivariate 
comparisons of microbial taxa (e.g., Zhalnina et al., 2013) through the use of multivariate 
techniques as we have demonstrated here is an important next step.  The statistical analyses 
that we provide can be applied to any sort of community abundance data, and is not 
necessarily limited to microbial applications.  Additionally, alternative measures of co-
occurrence like sparCC (Friedman and Alm, 2012), maximal information coefficient (MIC; 
Reshef, et al., 2011) may be incorporated throughout the framework instead of Spearman’s 
correlation.  When moving to lower levels of taxonomic resolution like species, it may be 
important to incorporate measures like MIC which has been demonstrated to identify 
relationships with fine taxonomic resolution (Reshef et al., 2011).  However, the actual 
biological interpretation at this scale may be difficult, even when utilizing methods like MIC 
due to the number of co-occurrence relationships and the paucity of ecological data regarding 
the majority of 16S rRNA sequences.  Our analysis does not strictly require the use of 
Spearman’s correlations, and other methods that measure the strength of a relationship 
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between pairs of microbes can be easily incorporated.  Additionally, the Spearman’s distance 
may be changed by scaling any other measure (MIC, for example) between 0 and 1, 
subtracting that value from 1, and thereby creating a distance matrix that can be incorporated 
into a multivariate framework.   
Despite some of the shortcomings presented here, the framework we present may also 
be useful in conjunction with other methods that measure phylogenetic dispersion while 
investigating community assembly (Walter and Ley, 2011), and are easily calculated using 
phylogenetic trees used or created in through sequencing pipelines (e.g., QIIME; Caporaso et 
al., 2010).  Additionally, using genomic data that relate traits across wide spans of phylogeny 
(e.g., Zimmerman et al., 2013) or the combination of metagenomic data and phylogenetic 
relationships (e.g., Segata et al., 2012), may be used to validate ecological inferences based 
on co-occurrence.  Linking these traits with modules of co-occurring microorganisms may be 
useful for identifying functional groups within communities, where modules rather than 
individual taxa may be used to simplify high-dimensional datasets.  Furthermore, linking co-
occurrence relationships with both traits and environmental metadata (Fuhrman, 2009; Steele 
et al., 2011; Gilbert et al., 2012) may be applied in our framework to test for effects of abiotic 
factors on multiple levels of co-occurrence.  The calculations of additional network statistics 
can be performed at the node, edge, or network level like clustering coefficients (Steele et al., 
2011), which can easily be incorporated into scripts included in the Supplementary Material.  
Though the applicability of our approach is broad, the results we present here a 
demonstration of our analytical framework and are also hypotheses meant for further 
investigation.  Further application of co-occurrence analysis is necessary in reduced 
experimental systems to conclude that co-occurrence relationships found here are driven by 
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biological or environmental factors (Gilbert et al., 2012), which in turn has proven successful 
in understanding uncultured microorganisms (Duran-Pinedo et al., 2011; Faust and Raes, 
2012).  Our co-occurrence framework represents a step toward understanding microbial 
ecology beyond community composition alone, and our analysis at multiple scales of 
biological organization can help us understand community assembly and coexistence among 
microorganisms (Raes and Bork, 2008; Fuhrman, 2009; Faust and Raes, 2012).  
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Figures and Tables 
Table 2.1. Pairwise co-occurrence relationship statistics. 
Ecosystem 
Comparison Orders Families 
Soil--Apple 
Cytophagales--
Flavobacteriales 
Clostridiaceae--
Mycobacteriaceae 
Cytophagales--
Sphingobacteriales 
Cytophagaceae--
Flavobacteriaceae 
Cytophagaceae--
Oxalobacteraceae 
Cytophagaceae--
Propionibacteriaceae 
Cytophagaceae--
Sphingobacteriaceae 
Microbacteriaceae--
Micrococcaceae 
Microbacteriaceae--
Propionibacteriaceae 
Microbacteriaceae--
Pseudonocardiaceae 
Microbacteriaceae--
Sphingobacteriaceae 
Micrococcaceae--
Nitrosomonadaceae 
Micrococcaceae--
Propionibacteriaceae 
Micromonosporaceae--
Promicromonosporaceae 
Propionibacteriaceae--
Pseudonocardiaceae 
Propionibacteriaceae--
Sphingobacteriaceae 
Rhodocyclaceae--
Rhodothermaceae 
Soil--Male 
Acidimicrobiales--
Solirubrobacterales 
Acidimicrobiaceae--
Conexibacteraceae 
Burkholderiales--
Sphingobacteriales 
Cytophagaceae--
Nocardioidaceae 
Cytophagales--
Sphingobacteriales 
Microbacteriaceae--
Oxalobacteraceae 
Oxalobacteraceae--
Rhodobacteraceae 
Soil--Female 
Microbacteriaceae--
Propionibacteriaceae 
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Table 2.1 cont 
Microbacteriaceae--
Sphingomonadaceae 
Apple--Male 
Cytophagales--
Sphingobacteriales 
Propionibacteriaceae--
Sphingomonadaceae 
Apple--
Female 
Clostridiales Fam. XI Incertae 
Sedis--Corynebacteriaceae 
Microbacteriaceae--
Propionibacteriaceae 
Male--Female 
Pseudomonadales--
Sphingomonadales 
Corynebacteriaceae--
Mycobacteriaceae 
Moraxellaceae--
Pseudonocardiaceae 
    
Moraxellaceae--
Sphingomonadaceae 
Pairs of microbial taxa represent consistent positive pairwise relationships across the 
designated ecosystems.  
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Figure 2.1.  Workflow for analysis of microbial co-occurrence between ecosystems.  This 
illustration represents a workflow from data collection through analysis stages for 
determining co-occurrence patterns among microbial communities.  Each step in the 
workflow has been generated from simulated data.  Scripts for the generating these figures 
are located in the Supplemental Material A.  Ecosystems were sampled (E1, E2), and within 
each ecosystem several replicate groups of random samples were taken (R1,R2, R3).  B.  Rank 
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correlation represented by this regression plot was performed for two microbial orders 
(Microbe 4 and 6 shown here) within each environment that were consistent among replicate 
groups. C.   Distance matrices based on correlation coefficients between taxa were generated 
for downstream statistical tests.  D.  Ecosystem-specific co-occurrence patterns were 
visualized using network diagrams.  E.  Co-occurrence relationships between each ecosystem 
were visualized using NMDS.  Further tests of network topology and distance matrices can 
be performed using a variety of multivariate tests like the mantel test or permutation 
multivariate analysis of variance (PERMANOVA).  In the case of our simulated data, we 
found a significant effect of ecosystem on co-occurrence (PERMANOVA; P<0.02) F.  
Additional network statistics can be calculated to characterize networks, and networks can be 
compared to find shared relationships. 
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Figure 2.2. Networks of co-occurring microbial orders within ecosystems.  Networks 
represent relationships between co-occurring ecosystems.  Edges colored in black represent 
co-occurrence relationships that were consistent at the 0.75 correlation level, while edges in 
grey represent co-occurrence relationships that were consistent at the 0.5 correlation level.  
Numbers represent microbial orders seen in Supplementary Table 6.  Node color represents 
module membership. 
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Figure 2.3.  Power-function relationships between node degree and betweenness.  Figures 
represent the power-function relationships between node degree and betweenness for 
microbial orders and families within each ecosystem at the 0.5 correlation level.  Scales are 
log transformed.  Each best-fit line represents the predicted values seen in Supplementary 
Table 4 for each correlation cutoff. 
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Supplementary Material 
 
Simulating co-occurrence conditions and PERMANOVA 
 
In the manuscript, Figure 1 is a graphical representation of our analytical workflow.  
In the script co-occurrrence_permanova_sim.R, all figures from can be created from 
simulated data.  This represents an example of our workflow with 6 microbial taxa where the 
first 3 are correlated in ecosystem A, and the second 3 are correlated in ecosystem B. 
To demonstrate both null and significant cases of our multivariate test for co-
occurrence between ecosystems, we simulated microbial community data under a range of 
co-occurrence (correlation) strength.  The R code for this simulation is in the second half of 
co-occurrrence_permanova_sim.R.   The simulated data consisted of two ecosystems (A and 
B) each with 6 species.  In ecosystem A, species 1-5 co-occur (i.e., correlated) and in 
ecosystem B, species 6-10 co-occur, meaning they are correlated as well.  Species are 
simulated by random draws from a normal distribution in ecosystem A and B respectively.  
We altered the strength of co-occurrence relationships (correlation coefficient) by 0.01 
between each co-occurring taxa from 1.0 to 0.  At each correlation coefficient, we simulated 
our community 100 times and ran a PERMANOVA with 9999 permutations as described in 
the Materials and Methods section (data not shown).   We noticed a positive relationship 
between strength of co-occurrence and the test’s R2 value.  This increase in co-occurrence 
strength was also met with an exponential decay in model P-value.  Model R2 and P-value 
were negatively related, though there were large ranges in R2 when P-values were less than 
0.05.  Nonetheless, these simulation results support the use of a PERMANOVA on a 
Spearman’s distance matrix to test for differences between co-occurrence patterns.  Though it 
may be useful to simulate PERMANOVAs with Spearman’s distance matrices under a 
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greater range of conditions, our results support the use of this test in conjunction with 
analyzing microbial co-occurrence patterns at the community scale. 
R Scripts used to run co-occurrence analysis 
All scripts used in this analysis along with data can be found at the following website: 
https://github.com/ryanjw/co-occurrence.  These scripts are designed to be used from the R 
GUI program but can be edited to work through Shell scripting if needed.  The datasets can 
be found in the folder labeled ‘data’.  This includes two comma-delimited files labeled 
total_order_info.csv and total_family_info.csv.  Sample information was taken for each MG-
RAST id and included in the file.  Based on information given within metadata belonging to 
each sample, we created a general label describing it (e.g., soil, forest soil, individual, or the 
application of an antibiotic). 
The first script used in our analysis is named co_occurrence_pairwise_routine.R.  
The input files can be either of the files located in the data folder, total_order_info.csv or 
total_family_info.csv.  Rarefication is designated as 1407 for orders and 1353 for families, 
which must be changed by hand in the script.  The input files are organized to have a column 
of metadata referring to the dataset that samples originate from.  In the script, these are 
assigned to the vector ‘trt’.  The loop within the script uses this vector to iterate through each 
dataset.  If the script is used for data other than what is provided, the for loop that has the 
iterator ‘b’ must start at the first column containing abundance data (rather than metadata).  
The output is a data frame with a column for the dataset label, each microbial pair, the 
correlation coefficient, p-value, and the abundances of each microbe in the pair.  The script 
labeled permanova_script.R will reorganize the initial dataset provided in the data folder and 
run a permutation multivariate analysis of variance (PERMANOVA).  The output from this 
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script is the general PERMANOVA output.  It should be noted that this script can take a 
while to run. 
The second script is labeled edgelist_creation.R.  This produces the list of co-
occurrence relationships in a format that can be used with igraph to create networks.  The 
input file contains the results from the script, co_occurrence_pairwise_routine.R.  Otherwise 
it requires a data frame consisting of columns that specify the dataset (‘trt’ as above), a 
column denoting each microbe in a pairwise relationship, and a column of values that is used 
to denote the strength of co-occurrence (in our case, rho, or Spearman’s correlation 
coefficient).  The output is a data frame with all edges in the network, p-values, correlation 
cutoff value, dataset label, and q-value from a false discovery rate correction.  
The third script is labeled network_statistics.R.  The input file contains the results 
from the script, co_occurrence_pairwise_routine.R.  Like the script, edgelist_creation.R, it 
requires a data frame consisting of columns that specify the dataset, columns denoting 
microbes in pairwise relationships, and a column of values that is used to denote the strength 
of co-occurrence (in our case, rho, or Spearman’s correlation coefficient).  The output is a 
data frame including the specific microbe (order or family), correlation cutoff, dataset label, 
normalized degree, betweenness, clustering coefficient, clustering coefficient from a random 
network, and the ratio of these two coefficients.   
The fourth script is labeled comm_stat_function.R.  The input file is the results from 
the script, co_occurrence_pairwise_routine.R.  Like the script, edgelist_creation.R, it 
requires a data frame consisting of columns that specify the dataset, columns denoting 
microbes in pairwise relationships, and a column of values that is used to denote the strength 
of co-occurrence (in our case, rho, or Spearman’s correlation coefficient).  The output from 
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this script is a data frame of microbes, the module they belong to (a number), correlation 
cutoff, and dataset label.  
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Supplementary Tables and Figures 
Supplemental Table 2.2. Co-occurrence modules at the order level. 
Ecosystem Order Module Class Phlyum 
Apple Actinomycetales 1 Actinobacteria Actinobacteria 
Apple Bacillales 1 Bacilli Firmicutes 
Apple Clostridiales 1 Clostridia Firmicutes 
Apple Cytophagales 1 Cytophagia Bacteroidetes 
Apple Flavobacteriales 1 Flavobacteria Bacteroidetes 
Apple Sphingobacteriales 1 Sphingobacteria Bacteroidetes 
Apple Nitrosomonadales 2 
Beta 
Proteobacteria Proteobacteria 
Apple Rhodocyclales 2 
Beta 
Proteobacteria Proteobacteria 
Apple Solibacterales 2 Solibacteres Acidobacteria 
Apple Thermoleophilales 2 Actinobacteria Actinobacteria 
Apple Puniceicoccales 3 Opitutae Verrucomicrobia 
Apple Verrucomicrobiales 3 Verrucomicrobiae Verrucomicrobia 
Apple Acidimicrobiales 4 Actinobacteria Actinobacteria 
Apple 
Desulfuromonadale
s 4 
Delta 
Proteobacteria Proteobacteria 
Apple Acidobacteriales 5 Acidobacteria Acidobacteria 
Apple Xanthomonadales 5 
Gamma 
Proteobacteria Proteobacteria 
Apple Bacteroidales 6 Bacteroidetes Bacteroidetes 
Apple Chlorobiales 6 Chlorobea Chlorobi 
Apple 
Bacteroidetes Order 
II Incertae sedis 7 Bacteroidetes Bacteroidetes 
Apple Sphingomonadales 7 
Alpha 
Proteobacteria Proteobacteria 
Apple Chlamydiales 8 Chlamydiae Chlamydiae 
Apple Rhodobacterales 8 
Alpha 
Proteobacteria Proteobacteria 
Apple Chloroflexales 9 Chloroflexi Chloroflexi 
Apple Thermomicrobiales 9 Thermomicrobia Chloroflexi 
Apple Ktedonobacterales 10 Ktedonobacteria Chloroflexi 
Apple Thiotrichales 10 
Gamma 
Proteobacteria Proteobacteria 
Apple Lactobacillales 11 Bacilli Firmicutes 
Apple Rhodospirillales 11 
Alpha 
Proteobacteria Proteobacteria 
Female Bifidobacteriales 1 Actinobacteria Actinobacteria 
Female Chromatiales 1 
Gamma 
Proteobacteria Proteobacteria 
Female Flavobacteriales 1 Flavobacteria Bacteroidetes 
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Supp. Table 2.2 cont. 
Female Pseudomonadales 1 
Gamma 
Proteobacteria Proteobacteria 
Female Rhizobiales 1 
Alpha 
Proteobacteria Proteobacteria 
Female Sphingomonadales 1 
Alpha 
Proteobacteria Proteobacteria 
Female Campylobacterales 2 
Epsilon 
Proteobacteria Proteobacteria 
Female Coriobacteriales 2 Actinobacteria Actinobacteria 
Female Fusobacteriales 2 Fusobacteria Fusobacteria 
Female Pasteurellales 2 
Gamma 
Proteobacteria Proteobacteria 
Female Selenomonadales 2 Negativicutes Firmicutes 
Female Cytophagales 3 Cytophagia Bacteroidetes 
Female Enterobacteriales 3 
Gamma 
Proteobacteria Proteobacteria 
Female Oscillatoriales 3 Cyanophyceae Cyanobacteria 
Male Acidimicrobiales 1 Actinobacteria Actinobacteria 
Male Solirubrobacterales 1 Actinobacteria Actinobacteria 
Male Sphingobacteriales 1 Sphingobacteria Bacteroidetes 
Male Burkholderiales 2 
Beta 
Proteobacteria Proteobacteria 
Male Caulobacterales 2 
Alpha 
Proteobacteria Proteobacteria 
Male Pseudomonadales 2 
Gamma 
Proteobacteria Proteobacteria 
Male Sphingomonadales 2 
Alpha 
Proteobacteria Proteobacteria 
Male Xanthomonadales 2 
Gamma 
Proteobacteria Proteobacteria 
Male Bacillales 3 Bacilli Firmicutes 
Male Cytophagales 3 Cytophagia Bacteroidetes 
Male Bacteroidales 4 Bacteroidetes Bacteroidetes 
Male Clostridiales 4 Clostridia Firmicutes 
Soil Bifidobacteriales 1 Actinobacteria Actinobacteria 
Soil Chromatiales 1 
Gamma 
Proteobacteria Proteobacteria 
Soil Flavobacteriales 1 Flavobacteria Bacteroidetes 
Soil Pseudomonadales 1 
Gamma 
Proteobacteria Proteobacteria 
Soil Rhizobiales 1 
Alpha 
Proteobacteria Proteobacteria 
Soil Sphingomonadales 1 
Alpha 
Proteobacteria Proteobacteria 
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Supp. Table 2.2 cont. 
Soil Campylobacterales 2 
Epsilon 
Proteobacteria Proteobacteria 
Soil Coriobacteriales 2 Actinobacteria Actinobacteria 
Soil Fusobacteriales 2 Fusobacteria Fusobacteria 
Soil Pasteurellales 2 
Gamma 
Proteobacteria Proteobacteria 
Soil Selenomonadales 2 Negativicutes Firmicutes 
Soil Cytophagales 3 Cytophagia Bacteroidetes 
Soil Enterobacteriales 3 
Gamma 
Proteobacteria Proteobacteria 
Soil Oscillatoriales 3 Cyanophyceae Cyanobacteria 
 
These are the modules delineated through our co-occurrence analysis.  Numbers represent the 
module that a specific order belongs to. 
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Supplemental Table 2.3. Co-occurrence modules at the family level. 
Ecosystem Family Module 
Apple Bacillaceae 1 
Apple Flavobacteriaceae 1 
Apple Leuconostocaceae 1 
Apple Micrococcaceae 1 
Apple Nitrosomonadaceae 1 
Apple Peptostreptococcaceae 1 
Apple Prevotellaceae 1 
Apple Solibacteraceae 1 
Apple Spirochaetaceae 1 
Apple Staphylococcaceae 1 
Apple Syntrophomonadaceae 1 
Apple Thermoactinomycetaceae 1 
Apple Thermoleophilaceae 1 
Apple Clostridiaceae 2 
Apple Cytophagaceae 2 
Apple Intrasporangiaceae 2 
Apple Microbacteriaceae 2 
Apple Mycobacteriaceae 2 
Apple Nocardioidaceae 2 
Apple Oxalobacteraceae 2 
Apple Planococcaceae 2 
Apple Propionibacteriaceae 2 
Apple Pseudonocardiaceae 2 
Apple Sanguibacteraceae 2 
Apple Sphingobacteriaceae 2 
Apple Francisellaceae 3 
Apple Ktedonobacteraceae 3 
Apple Moraxellaceae 3 
Apple Nitrospiraceae 3 
Apple Oscillochloridaceae 3 
Apple Parachlamydiaceae 3 
Apple Rhodobacteraceae 3 
Apple Thermomicrobiaceae 3 
Apple Puniceicoccaceae 4 
Apple Verrucomicrobiaceae 4 
Apple Acidimicrobiaceae 5 
Apple Rhodocyclaceae 5 
Apple Rhodothermaceae 5 
Apple Acidithiobacillaceae 6 
Apple Clostridiales.Family.XVII..Incertae.Sedis 6 
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Supp Table 2.3 cont. 
Apple Dermabacteraceae 6 
Apple Gemmatimonadaceae 6 
Apple Idiomarinaceae 6 
Apple Ruminococcaceae 6 
Apple Verrucomicrobia.subdivision.3 6 
Apple Acidobacteriaceae 7 
Apple Acidothermaceae 7 
Apple Erythrobacteraceae 7 
Apple Nostocaceae 7 
Apple Streptomycetaceae 7 
Apple Veillonellaceae 7 
Apple Alcaligenaceae 8 
Apple Brevibacteriaceae 8 
Apple Bradyrhizobiaceae 9 
Apple Micromonosporaceae 9 
Apple Promicromonosporaceae 9 
Apple Clostridiales.Family.XI..Incertae.Sedis 10 
Apple Corynebacteriaceae 10 
Apple Deinococcaceae 11 
Apple Methanobacteriaceae 11 
Apple Trueperaceae 11 
Apple Flammeovirgaceae 12 
Apple Paenibacillaceae 12 
Apple Frankiaceae 13 
Apple Thermoanaerobacteraceae 13 
Apple Kineosporiaceae 14 
Apple Lachnospiraceae 14 
Apple Thermaceae 14 
Female Actinomycetaceae 1 
Female Campylobacteraceae 1 
Female Carnobacteriaceae 1 
Female Coriobacteriaceae 1 
Female Fusobacteriaceae 1 
Female Leptotrichiaceae 1 
Female Micrococcaceae 1 
Female Neisseriaceae 1 
Female Pasteurellaceae 1 
Female Streptococcaceae 1 
Female Veillonellaceae 1 
Female Burkholderiaceae 2 
Female Paenibacillaceae 2 
Female Clostridiales.Family.XI..Incertae.Sedis 3 
        
 
48
Supp Table 2.3 cont. 
Female Corynebacteriaceae 3 
Female Cytophagaceae 3 
Female Enterobacteriaceae 3 
Female Mycobacteriaceae 3 
Female Pseudonocardiaceae 3 
Female Comamonadaceae 4 
Female Microbacteriaceae 4 
Female Moraxellaceae 4 
Female Propionibacteriaceae 4 
Female Sphingomonadaceae 4 
Female Staphylococcaceae 4 
Female Streptosporangiaceae 4 
Female Eubacteriaceae 5 
Female Lachnospiraceae 5 
Female Oxalobacteraceae 6 
Female Xanthomonadaceae 6 
Female Bacteroidaceae 7 
Female Clostridiaceae 7 
Female Peptostreptococcaceae 7 
Female Porphyromonadaceae 7 
Female Ruminococcaceae 7 
Male Acetobacteraceae 1 
Male Caulobacteraceae 1 
Male Moraxellaceae 1 
Male Pseudonocardiaceae 1 
Male Sphingomonadaceae 1 
Male Xanthomonadaceae 1 
Male Acidimicrobiaceae 2 
Male Conexibacteraceae 2 
Male Pseudomonadaceae 2 
Male Cellulomonadaceae 3 
Male Intrasporangiaceae 3 
Male Streptomycetaceae 3 
Male Streptosporangiaceae 3 
Male Corynebacteriaceae 4 
Male Mycobacteriaceae 4 
Male Staphylococcaceae 4 
Male Cytophagaceae 5 
Male Microbacteriaceae 5 
Male Micromonosporaceae 5 
Male Nocardiaceae 5 
Male Nocardioidaceae 5 
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Supp Table 2.3 cont. 
Male Oxalobacteraceae 5 
Male Rhodobacteraceae 5 
Soil Acetobacteraceae 1 
Soil Alcaligenaceae 1 
Soil Alcanivoracaceae 1 
Soil Bifidobacteriaceae 1 
Soil Burkholderiaceae 1 
Soil Cellulomonadaceae 1 
Soil Comamonadaceae 1 
Soil Cytophagaceae 1 
Soil Desulfohalobiaceae 1 
Soil Desulfomicrobiaceae 1 
Soil Desulfovibrionaceae 1 
Soil Flavobacteriaceae 1 
Soil Gemmatimonadaceae 1 
Soil Halothiobacillaceae 1 
Soil Hyphomonadaceae 1 
Soil Lachnospiraceae 1 
Soil Methylobacteriaceae 1 
Soil Methylococcaceae 1 
Soil Methylophilaceae 1 
Soil Microbacteriaceae 1 
Soil Micrococcaceae 1 
Soil Nannocystaceae 1 
Soil Nitrosomonadaceae 1 
Soil Nocardioidaceae 1 
Soil Nostocaceae 1 
Soil Oceanospirillaceae 1 
Soil Oxalobacteraceae 1 
Soil Pavlovaceae 1 
Soil Peptococcaceae 1 
Soil Peptostreptococcaceae 1 
Soil Phyllobacteriaceae 1 
Soil Planctomycetaceae 1 
Soil Polyangiaceae 1 
Soil Propionibacteriaceae 1 
Soil Pseudomonadaceae 1 
Soil Rhodobacteraceae 1 
Soil Sphingobacteriaceae 1 
Soil Sphingomonadaceae 1 
Soil Thiotrichaceae 1 
Soil Veillonellaceae 1 
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Supp Table 2.3 cont. 
Soil Vibrionaceae 1 
Soil Acidimicrobiaceae 2 
Soil Conexibacteraceae 2 
Soil Coxiellaceae 2 
Soil Nocardiaceae 2 
Soil Pseudonocardiaceae 2 
Soil Thermoactinomycetaceae 2 
Soil Acidithiobacillaceae 3 
Soil Chromatiaceae 3 
Soil Enterobacteriaceae 3 
Soil Geobacteraceae 3 
Soil Legionellaceae 3 
Soil Rhizobiaceae 3 
Soil Rhodocyclaceae 3 
Soil Thermoanaerobacteraceae 3 
Soil Verrucomicrobia.subdivision.3 3 
Soil Xanthomonadaceae 3 
Soil Acidobacteriaceae 4 
Soil Alteromonadaceae 4 
Soil Caulobacteraceae 4 
Soil Halomonadaceae 4 
Soil Methylocystaceae 4 
Soil Pasteurellaceae 4 
Soil Rhodospirillaceae 4 
Soil Solibacteraceae 4 
Soil Bacillaceae 5 
Soil Fusobacteriaceae 5 
Soil Micromonosporaceae 5 
Soil Paenibacillaceae 5 
Soil Planococcaceae 5 
Soil Promicromonosporaceae 5 
Soil Beijerinckiaceae 6 
Soil Clostridiaceae 6 
Soil Frankiaceae 6 
Soil Leptospiraceae 6 
Soil Mycobacteriaceae 6 
Soil Segniliparaceae 6 
Soil Streptosporangiaceae 6 
Soil Thermoleophilaceae 6 
Soil Thermomonosporaceae 6 
Soil Bradyrhizobiaceae 7 
Soil Clostridiales.Family.XIV..Incertae.Sedis 8 
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Supp Table 2.3 cont. 
Soil Corynebacteriaceae 9 
Soil Erysipelotrichaceae 10 
Soil Funariaceae 11 
Soil Halanaerobiaceae 12 
Soil Cystobacteraceae 13 
Soil Intrasporangiaceae 13 
Soil Rhodobiaceae 14 
Soil Ectothiorhodospiraceae 15 
Soil Myxococcaceae 15 
Soil Rhodothermaceae 15 
Soil Rickettsiaceae 15 
Soil Rivulariaceae 15 
Soil Tsukamurellaceae 15 
Soil Beutenbergiaceae 16 
Soil Hyphomicrobiaceae 16 
Soil Ruminococcaceae 16 
Soil Crenotrichaceae 17 
Soil Nocardiopsaceae 17 
Soil Streptomycetaceae 17 
Soil Victivallaceae 18 
 
These are the modules delineated through our co-occurrence analysis.  Numbers represent the 
module that a specific order belongs to. 
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Supplemental Table 2.4.  Mixed model results for predicting betweenness from degree. 
Taxon. 
Level Ecosystem 
Corr. 
Cutoff Alpha SE   Beta SE   
Family apple -0.75 
Family apple -0.50 1264263 1.57 *** 3.12 0.12 *** 
Family apple 0.50 4675 1.27 *** 1.57 0.08 *** 
Family apple 0.75 36 1.68 *** 0.83 0.13 *** 
Family female -0.75 2345 9.78 2.86 0.26 *** 
Family female -0.50 916 3.78 * 2.08 0.07 *** 
Family female 0.50 75 1.22 *** 0.73 0.10 *** 
Family female 0.75 172 1.67 ** 1.36 0.08 *** 
Family male -0.75 74 4.53 2.21 0.15 *** 
Family male -0.50 963 1.87 *** 1.95 0.07 *** 
Family male 0.50 99 1.20 *** 0.75 0.06 *** 
Family male 0.75 508 1.36 *** 1.43 0.08 *** 
Family soil -0.75 13630 7.39 2.30 0.08 *** 
Family soil -0.50 992 5.87 2.02 0.04 *** 
Family soil 0.50 122 2.10 0.81 0.12 *** 
Family soil 0.75 2208 4.22 1.72 0.17 *** 
Order apple -0.75 7 1.12 ** 1.18 0.04 *** 
Order apple -0.50 40538 2.16 *** 2.85 0.18 *** 
Order apple 0.50 5768 1.63 *** 2.00 0.17 *** 
Order apple 0.75 8 1.27 *** 0.69 0.08 *** 
Order female -0.75 77 1.93 * 1.76 0.13 *** 
Order female -0.50 148 1.79 ** 1.76 0.08 *** 
Order female 0.50 36 1.95 * 0.92 0.18 *** 
Order female 0.75 21 1.39 *** 1.08 0.11 *** 
Order male -0.75 6 1.97 1.33 0.07 *** 
Order male -0.50 87 1.97 *** 1.91 0.08 *** 
Order male 0.50 51 1.28 *** 1.01 0.12 *** 
Order male 0.75 52 1.32 *** 1.21 0.10 *** 
Order soil -0.75 584 1.54 ** 1.72 0.10 *** 
Order soil -0.50 1224 3.39 1.91 0.08 *** 
Order soil 0.50 132 1.90 * 0.93 0.19 *** 
Order soil 0.75 441 1.28   1.44 0.09   
 
In the table, SE represents the standard error of each parameter.  Asterisks represent p-values 
for each parameter where *** represents <0.001, ** represents <0.01, and * represents <0.05.  
Missing parameter values represent cases where sufficient data points were not available. 
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Supplemental Table 2.5. Clustering Coefficient Statistics 
Taxon. 
Level Ecosystem 
Corr. 
Cutoff 
Clust. 
Coeff. SE 
Random 
Coeff. SE 
Clust. 
Ratio SE 
Order Apple -0.75 0.00 0.00 0.54 0.14 
Female -0.75 0.00 0.00 0.04 0.01 
Male -0.75 0.00 0.00 0.00 0.00 
Soil -0.75 0.00 0.00 0.12 0.00 0.00 0.00 
Apple -0.5 0.00 0.00 0.10 0.00 0.00 0.00 
Female -0.5 0.00 0.00 0.19 0.00 0.00 0.00 
Male -0.5 0.00 0.00 0.13 0.01 
Soil -0.5 0.00 0.00 0.16 0.00 0.00 0.00 
Apple -0.25 0.04 0.00 0.15 0.00 0.24 0.01 
Female -0.25 0.06 0.00 0.24 0.01 0.24 0.01 
Male -0.25 0.06 0.00 0.16 0.00 0.41 0.02 
Soil -0.25 0.09 0.00 0.30 0.01 0.30 0.00 
Apple 0.25 0.52 0.00 0.27 0.00 1.93 0.01 
Female 0.25 0.78 0.01 0.46 0.01 1.76 0.02 
Male 0.25 0.76 0.00 0.47 0.00 1.62 0.01 
Soil 0.25 0.63 0.01 0.38 0.01 1.66 0.00 
Apple 0.5 0.45 0.00 0.07 0.00 6.76 0.21 
Female 0.5 0.73 0.01 0.28 0.01 2.99 0.11 
Male 0.5 0.67 0.00 0.28 0.00 2.52 0.04 
Soil 0.5 0.60 0.01 0.21 0.01 2.93 0.04 
Apple 0.75 0.61 0.01 0.00 0.00 
Female 0.75 0.72 0.01 0.22 0.01 3.92 0.25 
Male 0.75 0.61 0.00 0.16 0.00 3.94 0.06 
Soil 0.75 0.54 0.01 0.12 0.01 9.81 0.63 
Family Apple -0.75 0.00 0.00 0.00 0.00 
Female -0.75 0.00 0.00 0.05 0.02 
Male -0.75 0.00 0.00 0.17 0.03 
Soil -0.75 0.00 0.00 0.13 0.01 0.00 0.00 
Apple -0.5 0.00 0.00 0.04 0.00 0.00 0.00 
Female -0.5 0.00 0.00 0.07 0.00 
Male -0.5 0.00 0.00 0.06 0.00 
Soil -0.5 0.04 0.00 0.23 0.01 0.11 0.01 
Apple -0.25 0.04 0.00 0.12 0.00 0.32 0.00 
Female -0.25 0.06 0.00 0.15 0.00 0.45 0.01 
Male -0.25 0.05 0.00 0.13 0.00 0.41 0.01 
Soil -0.25 0.11 0.00 0.33 0.00 0.35 0.01 
Apple 0.25 0.54 0.00 0.30 0.00 1.78 0.00 
Female 0.25 0.78 0.00 0.48 0.01 1.76 0.03 
Male 0.25 0.75 0.00 0.48 0.00 1.56 0.01 
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Soil 0.25 0.72 0.01 0.42 0.00 1.71 0.01 
Apple 0.5 0.37 0.00 0.08 0.00 4.64 0.03 
Female 0.5 0.73 0.00 0.29 0.00 2.70 0.06 
Male 0.5 0.65 0.00 0.27 0.00 2.49 0.01 
Soil 0.5 0.68 0.01 0.31 0.01 2.39 0.03 
Apple 0.75 0.66 0.00 0.02 0.00 
Female 0.75 0.65 0.00 0.13 0.00 5.48 0.09 
Male 0.75 0.61 0.00 0.08 0.00 7.96 0.10 
  Soil 0.75 0.69 0.01 0.16 0.01 6.92 0.22 
In the table, SE represents the standard error of each parameter. 
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Supplemental Table 2.6.  Node labels for Figure 2.3. 
Microbial Order 
Nodel 
Label Microbial Order 
Nodel 
Label 
Acidimicrobiales 1 Halanaerobiales 34 
Acidobacteriales 2 Methylococcales 35 
Alteromonadales 3 Methylophilales 36 
Burkholderiales 4 Neisseriales 37 
Caulobacterales 5 Nitrosomonadales 38 
Cytophagales 6 Pasteurellales 39 
Desulfovibrionales 7 Pseudomonadales 40 
Flavobacteriales 8 Rhodocyclales 41 
Gemmatimonadales 9 Rickettsiales 42 
Legionellales 10 Selenomonadales 43 
Myxococcales 11 Synergistales 44 
Nostocales 12 Thermoanaerobacterales 45 
Oceanospirillales 13 Thermoleophilales 46 
Prochlorales 14 Verrucomicrobiales 47 
Rhodobacterales 15 Vibrionales 48 
Solibacterales 16 Xanthomonadales 49 
Solirubrobacterales 17 Puniceicoccales 50 
Sphingobacteriales 18 Chlamydiales 51 
Sphingomonadales 19 Chlorobiales 52 
Thiotrichales 20 Chloroflexales 53 
Trichomonadida 21 Clostridiales 54 
Acidithiobacillales 22 Ktedonobacterales 55 
Actinomycetales 23 Lactobacillales 56 
Bacillales 24 Rhodospirillales 57 
Bacteroidales 25 Thermomicrobiales 58 
Bacteroidetes Order II  26 Bifidobacteriales 59 
Bdellovibrionales 27 Campylobacterales 60 
Chromatiales 28 Coriobacteriales 61 
Chroococcales 29 Cytophagales 62 
Desulfurellales 30 Flavobacteriales 63 
Desulfuromonadales 31 Oscillatoriales 64 
Enterobacteriales 32 Rhizobiales 65 
Fusobacteriales 33     
 
Numbers represent the node label for Figure 2.3. 
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Supp. Figure 2.1. Community NMDS plots.  The NMDS plot shows differences in 
community composition between ecosystems at two different levels of taxonomy.  The plot 
on the left (A) shows differences among microbial orders while differences on the right (B) 
represent differences in microbial families.  Each point represents a sample within an 
ecosystem, and ellipses represent the standard deviation around a centroid for each 
ecosystem. 
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Supp. Figure 2.2. Networks of negative co-occurring microbial orders within ecosystems.  
Networks represent relationships between co-occurring ecosystems.  Edges colored in black 
represent co-occurrence relationships that were consistent at the -0.75 correlation level, while 
edges in grey represent co-occurrence relationships that were consistent at the -0.5 
correlation level.  Numbers represent microbial orders seen in the table.  
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Supp. Figure 2.3.  Power-function relationships between node degree and betweenness across 
all correlation levels.  Figures represent the power-function relationships between node 
degree and betweenness for microbial orders and families within each ecosystem at all 
correlation levels.  Scales are log transformed.  Each best-fit line represents the predicted 
values seen in Supplementary Table 4 for each correlation cutoff. 
 
 
 
 
 
  
 
 
        
 
59
CHAPTER 3. SOIL AGGREGATES FOSTER UNDER-SAMPLED MICROBIAL 
COMMUNITIES THAT ARE STRUCTURED THROUGH CARBON AND NITROGEN 
LIMITATION 
 
A paper in preparation for Environmental Microbiology 
Ryan J. Williams, Elizabeth Bach, Adina Howe, Kirsten S. Hofmockel 
RJW, EB, and KSH designed the study.  RJW performed the analysis with contribution from 
AH.  RJW wrote the manuscript with contributions from EB, AH, and KSH. 
Abstract 
Soil microorganisms drive terrestrial biogeochemistry while only existing within 1% 
of the total soil volume.  Ecosystem functions related to global climate change like the 
balance between soil carbon (C) storage and atmospheric carbon dioxide (CO2), are 
influenced by processes at both the scale of soil aggregates and ecosystems. Yet little is 
known about how aggregates structure the sparse distribution of microorganisms responsible 
for C-fluxes in soil, or if soil aggregation and land-use interact to assemble microbial 
communities.  Here we demonstrate through paired-end Illumina MiSeq sequencing of 16S 
rRNA that within a soil, aggregation controls the composition of soil microbial communities 
independent of land-use through the availability of resources (i.e., C and nitrogen (N)).  
Importantly, our results show that traditional soil microbial surveys underestimate microbial 
richness (by 65% in our study) without explicit sampling of soil aggregates, which can 
reduce the ability to detect experimental ecosystem effects on microbial community 
diversity.  Furthermore, differences in microbial taxa across aggregates reflect anaerobic 
microsites for chemolithotrophy, while tradeoffs between copiotrophic and oligotrophic 
microbes occur along gradients of C and N-limitation driven by decomposition and aggregate 
formation. Greater focus on soil aggregates, especially microaggregates that occur at spatial 
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scales relevant to microbial community functioning, may be necessary to understand 
microbial communities and, by extension, terrestrial fluxes of C and N. 
Introduction 
Soil supports a diverse microbial ecosystem made up of a complex network of 
microhabitats known as aggregates that represent gradients of resource availability, redox 
potential, and heterogeneous rates of biogeochemical cycling across small spatial scales 
(Schmidt et al., 2011; Vos et al., 2013).  Across soil aggregate fractions, dissimilarities in the 
availability of nutrients, like carbon (C) and nitrogen (N), potentially produce a high level of 
niche dimensionality structuring microbial communities across soil microhabitats.  These 
changes in resource availability lend credence to Baas Becking’s (1934) claim that the 
“environment selects”; physical and microbial processes interact to produce soil aggregates 
that alter the availability of C and N, driving differences in microbial diversity (Vos et al., 
2013).  However, if unique portions of the soil microbial community reside in poorly 
sampled, yet remarkably stable microhabitats (Tisdall & Oades, 1982; Vos et al., 2013) (i.e., 
microaggregates less than 250 µm in diameter), we may miss a biologically meaningful 
fraction of a microbial community that is intimately associated with slowly (centuries) 
cycling soil C (Jastrow et al., 1996). Because soil microbial diversity surveys rarely sample 
aggregates directly, current estimates of soil biodiversity may overlook microbial 
communities integral to terrestrial biogeochemistry.  
While soil microbial diversity has been sampled at large biogeographic scales, only 
recently have microorganisms been surveyed at scales relevant to their communities, such as 
the aggregates that prevail throughout the soil matrix.  Recent work has focused on 
communities within individual aggregates (Bailey et al., 2013a; Bailey et al., 2013b), single 
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aggregate size classes (i.e., microaggregates: Mummey & Stahl, 2004; Mummey et al., 
2006), or a few soil fractions (Davinic et al., 2012).  These studies consistently suggest that 
microbial community composition and diversity tends to be more variable within than 
between aggregate fractions (Mummey & Stahl, 2004; Davinic et al., 2012; Bailey et al., 
2013b), implying spatially heterogeneous resources across intra-aggregate surfaces 
(Lehmann et al., 2008; Davinic et al., 2012) that generate a spatially disparate distribution of 
microorganisms. In some studies, however, high-energy aggregate isolation methods may 
limit the biological relevance of conclusions regarding aggregate-associated microbial 
communities (Bach & Hofmockel, 2014), as aggregates that may be intact in a soil and 
biologically distinct could be broken up into smaller pieces through a process like slaking in 
water.  Notably, the interactions between soil aggregation and microbial decomposition 
remain uncharacterized, especially at the scale of an ecosystem or comparatively across 
ecosystems. Determining which microorganisms are uniquely associated with specific soil 
fractions and substrates (C and N) located within is necessary for understanding globally 
relevant biogeochemical processes that vary across aggregates such as the persistence and 
decomposition of soil organic matter (SOM). 
Though soil aggregates may play an important role in the structuring of microbial 
communities through interactions with resource availability, these abiotic forces are 
ultimately nested within land-uses that may differ in soil aggregation (Grandy & Robertson, 
2007) and the availability of C and N (Anderson-Teixera et al., 2009).  Furthermore, 
comparisons across different agricultural land-uses often differ in belowground N-inputs 
depending on crop demand.  Thus the effect of land-use on microbial communities must 
consider the interaction between soil aggregation and belowground inputs from cropping 
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systems (Grandy & Robertson 2007), along with availability of N based on fertilization rates 
(Plaza-Bonilla et al., 2013; Blanco-Canqu et al., 2014).  If diverse cropping systems like 
prairie restorations proposed for bioenergy production (Tilman et al., 2006; Liebman et al., 
2013) are considered, N-addition may alter plant community productivity, diversity, and 
composition (Jarchow & Liebman, 2012), affecting belowground C and N-inputs (Fornara & 
Tilman, 2008; Fornara et al., 2009) and relieving the necessity for microorganisms to 
decompose SOM to fulfill N-demand (Ramirez et al., 2012).  Independent of any N-addition 
effect mediated by plant communities, microbial community and functional composition can 
be altered by fertilization, generating a community adapted to copiotrophic conditions with a 
preference for inorganic N (Ramirez et al., 2012; Fierer et al., 2012b).  How land-use factors 
and soil structure interact to drive microbial community assembly is unknown; determining 
the importance of these different abiotic factors in microbial community assembly is thus 
necessary for linking microbes to ecosystem biogeochemistry.    
To determine whether microbial communities differ across aggregate fractions and 
whether aggregate effects are mediated by land-use, we deeply sequenced 16S rRNA from 
microbial communities within aggregates sampled across multiple dates and agroecosystems.  
To test these potential effects on soil microbial communities, we sampled soils using a 
minimally destructive method aimed at isolating soil aggregates in a manner that preserves 
their in situ biological integrity (Bach & Hofmockel, 2014).  This method differs from other 
energy-intensive aggregate isolation techniques like slaking that skew aggregate 
distributions, limiting our ability to link microbial activity to soil physical structures. 
Sampling took place at a biofuel cropping system experiment (Comparison of Biofuels 
Systems (COBS) experiment), where we took advantage of three land-use types differing in 
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belowground inputs: corn (Zea mays, L.) (low C, high N), planted prairie (high C, low N), 
and planted prairie with the addition of N-fertilizer (high C, high N).  The aggregates we 
sampled included microaggregates (< 250 µm diameter; Micro), small (250-1000 µm; SM), 
medium (1000-2000 µm; MM), and large (>2000 µm; LM) macroaggregates, which we will 
refer to as Micro, SM, MM, LM, respectively.   We hypothesized that microbial diversity 
will vary across aggregate fractions and specific microbial taxa will vary with C and N stocks 
both within and across aggregate fractions.    Furthermore, we expected to find cropping 
system-aggregate fraction interactions on the composition of microbial communities (e.g., 
microaggregates under corn differ from microaggregates under prairie) , as the availability of 
resources within aggregates can be sensitive to management (Jastrow et al., 1996; Paustian et 
al., 1999).    
Methods 
Study site   
Soil was collected from the Iowa State University Comparison of Biofuel Systems 
(COBS) experimental site located on the South Reynoldson Farm in Boone County, IA 
(41°55'14.42"N, 93°44'58.96"W); see Jarchow & Liebman (2012) for a detailed site 
description.  Soils consisted of Nicollet (Fine-loamy, mixed, superactive, mesic Aquic 
Hapludoll) and Webster (Fine-loamy, mixed, superactive, mesic Typic Endoaquoll) loams 
with less than 3% slope.  Sand content ranged from 27% to 53% across the site and clay 
content ranged from 17% to 32%.  Average growing season precipitation at the site for the 
past 5 years was 91.8 cm and mean annual temperature was 48 °C.  The cropping systems 
used in this experiment consisted of no-till continuous corn (Zea mays), planted tallgrass 
prairie, and fertilized planted tallgrass prairie.  Prairie systems were planted in 2008 with the 
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same seeding mixture of 31 native species.  Four replicate blocks contain one 27 m x 61 m 
plot of each treatment in a randomized complete block design (n=4).  Each plot was sampled 
for this experiment in July and October 2012, yielding four samples among each aggregate 
fraction and whole soil for prairie, fertilized prairie, and corn at each sampling date.     
Soil Analysis 
The soils sampled from the Comparison of Biofuel Systems (COBS) Experiment are 
described along with the aggregate isolation method in Bach and Hofmockel (2014).  In 
short, we used an optimal-moisture method that avoids high-energy disruption and leaves 
whole aggregates within a size class intact in order to minimize disturbance to aggregate-
associated microbial communities.  Total C and N was determined by combusting sub-
samples of isolated aggregates and whole soil, dried at 60°C for 48-60 hours and ground to a 
fine powder, in a Thermo Flash 1112 CN analyzer (Thermo Corp, Lakewood, NJ). 
16S rRNA analysis 
We performed DNA extractions with a 0.25 g sub-sample using the PowerSoil®-htp 
96 Well Soil DNA Isolation Kit (MoBio, Carlsbad, CA, USA), following modifications 
outlined by the Earth Microbiome Project (EMP; www.earthmicrobiome.org/emp-standard-
protocols). DNA was quantified via PicoGreen fluorometry, and we obtained 16S rRNA gene 
sequences following EMP standard protocols (Caporaso et al., 2012). The 515f/806r primer 
set was used to amplify the V4/V5 region of the 16S rRNA gene and overlapping paired-end 
150 base reads were obtained using an Illumina MiSeq sequencing system at the Next 
Generation Sequencing Core (Argonne National Laboratory).  We merged our raw 150-bp 
sequence reads using PandaSeq (Cole et al., 2013) followed by the QIIME v.1.7.0 (Caporaso 
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et al., 2010) pipeline using default parameters for quality filtering and demultiplexing.  Using 
QIIME, operational taxonomic units (OTUs) were assigned using UCLUST (Edgar, 2010) 
with a closed reference and the Greengenes taxonomy (McDonald et al., 2011).  Clustering 
was performed at 97% similarity.   
Statistical Analysis 
All statistical analyses were run in R v.3.0.2 (R Core Team, 2013).  Before analysis 
began, we removed singletons and rarefied sequences in each sample in respect to the sample 
with the lowest coverage (10,904 sequences) in order to standardize for differences in 
sequencing depth.  Community analyses were run in duplicate for rarefied and non-rarefied 
data, and results were the same qualitatively; therefore, we present here the rarefied dataset. 
We generated a proportional whole soil sample (WSprop), which was calculated by 
multiplying the abundance of each OTU from a particular aggregate by the proportion that 
the aggregate makes up of whole soil (by mass).  In other words, WSprop represents the ideal 
sampling of whole soil, where aggregate microbial communities are sampled appropriately 
and their abundances scale to the whole soil community as aggregate fractions contribute to 
total soil mass.  Additionally, taxa that only occur in one aggregate fraction but not others are 
thus included in WSprop.  Therefore, differences in diversity between WS and WSprop may 
represent limited sampling of whole soil, where sampling whole soil alone did not capture 
the total soil microbial community found by combining all aggregate samples.     
Community analyses were performed using the ‘vegan’ package in R (Oksanen et al., 
2013).  For statistical tests regarding microbial community composition, we scaled OTU 
abundances within each sample between 0 and 1 and performed PERMANOVAs (Anderson, 
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2001) using the Bray-Curtis distance and 9999 permutations.  When comparing differences 
in community membership, OTU abundances were converted to presence-absence, and 
PERMANOVAs were performed using Jaccard’s distance.  For all other variables, we 
constructed linear mixed-effects model using the ‘lme4’ package (Bates et al., 2014).  
Variables were transformed, usually by log-transformation, to address assumptions of 
normality based on a Shapiro-Wilk test.  In all models we included a random effect for block 
along with a random effect for aggregates within each cropping system and sampling date.  
For each variable tested, we used a model selection framework where main effects and 
interactions between sampling date, cropping system, and aggregate fraction were considered 
(Burnham & Anderson, 2002).  We used a second-order Akaike’s Information Criterion 
(AICc), allowing for small sample size, to rank models.  Models with a difference in AICc 
less than four were considered and included in our results, though when comparing to equally 
ranked models, no conflicting results were found.  After an appropriate model was selected, 
we tested for differences in least squares means between factors within fixed effects using the 
‘difflsmeans’ function in the ‘lmerTest’ package in R (Kuznetsova et al., 2014).  When 
considering interactions between main effects (only interactions between cropping system 
and date were found as significant), we only made comparisons between different cropping 
systems within dates and similar cropping system across dates.  To correct for multiple 
comparisons, false discovery rate was used (Pike, 2010), and results were considered 
significant at P<0.05.  Figures were made using the “ggplot2” package in the R environment 
(Wickham, 2009).   
Co-occurrence analysis was performed following a process and recommendations 
outlined by Williams et al., (2014).  In short, co-occurrence networks were formed by finding 
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positive Spearman’s correlations between TC, TN, and microbial orders at two levels of 
correlation (rho of at least 0.5 and 0.75).  These values produced significant correlations, and 
also demonstrate two levels of co-occurrence strength as opposed to showing all significant 
relationships (Williams et al., 2014).  Correlations and networks first were generated among 
samples from the same aggregate fraction and cropping system (3 total networks for each 
aggregate fraction).  We then found the intersection of each network, that is, the set of co-
occurrence relationships that were consistent across all three networks.  We believe that this 
level of stringency reduced the prevalence of potentially spurious co-occurrence relationships 
that can occur in this type of analysis (Williams et al., 2014).  To find relationships that were 
consistent across all networks, we again looked for intersections across all aggregate 
networks. 
Results and Discussion 
Soil Structure Defines Microbial Communities  
On a mass basis, soil aggregates fostered a microbial community different from 
communities observed when sampling whole soil alone.  To incorporate the proportional 
contribution of all aggregates to the whole soil microbial diversity, we compared soil 
microbial communities across four aggregate fractions, whole soil, and a calculated whole 
soil community (WSprop) based on the proportional contribution of each aggregate fraction to 
whole soil by mass. WSprop had by far the highest richness, with almost 2000 more taxa than 
whole soil alone, illustrating a 65% greater richness when including all aggregate fractions 
(P<0.0001, Figure 3.1A; Supplemental Table 3.1). Shannon’s diversity was negatively 
correlated with aggregate size, where microaggregates had the greatest diversity (P<0.0001, 
Figure 1B; Supplemental Table 3.1).  However, taxa with low abundances had a clear effect 
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on evenness by increasing the number of rare microbes in WSprop (P<0.0001, Figure 3.1C; 
Supplemental Table 3.2), which had the lowest evenness overall.  Although both empirical 
(WS) and calculated (WSprop) measures of diversity were similar to SM and MM samples, 
species richness and diversity was significantly greater and evenness was lower for WSprop 
compared to WS, suggesting whole soil sampling may not be representative of entire soil 
microbial communities. 
The differences we observed in diversity across aggregates suggest that soil physical 
processes are important drivers of community assembly in soil (Davinic et al., 2012).  We 
found that richness differed greatly across all aggregate fractions (P<0.0001, Figure 3.1A; 
Supplemental Table 3.1), with Micros having the highest richness among aggregate fractions 
(an average of 13% more taxa).   The importance of soil physical processes was further 
supported by microbial community composition (i.e., the relative abundance of microbial 
taxa) differing across aggregates (Fpsuedo 5,114=1.61, R2=0.049, P=0.03; Figure 3.1D) with LM 
and Micro having the largest difference between them (Supplementary Table 3.3).  
Differences in community membership based on the presence or absence of taxa was more 
pronounced across aggregate fractions (Fpsuedo 5,114=2.98, R2=0.09, P=0.0001; Figure 3.1E), 
with the greatest disparity in community membership existing between LM and Micro as 
well (Supplementary Table 3.3).  Differences in community membership, but not 
composition, were observed in comparisons between WS and WSprop (Supplementary Table 
3.3).  These results mirror the contribution of rare microbes to WSprop from microaggregates, 
which drove a difference in richness and evenness, but not Shannon’s diversity, between WS 
and WSprop.  All together, these results suggest that the process of soil aggregation provides 
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an effective environmental filtering mechanism on microbial communities that are intimately 
associated with vulnerable C-stocks sequestered in soil. 
Land-uses Affect Microbial Communities Independent of Soil Structure 
Though different types of agricultural land-use affect soil aggregation (Grandy & 
Robertson, 2007), there was no clear evidence among our sampling dates that cropping 
systems and soil aggregates had an interactive effect on microbial communities after four 
years of treatment.  Rather, microbial communities under fertilized systems increased in 
richness over time, potentially recovering from N-fertilization in the early spring.  When 
considering models regarding the interaction between sampling date, cropping system, and 
aggregates, none were selected that contained significant interactions between cropping 
system and aggregate fractions when analyzing richness, H’, or evenness.  Similarly, no 
interaction was seen between aggregate fraction and cropping system when considering 
community composition (Fpseudo 2,117= 0.778, P=0.9998) or membership (Fpseudo 2,117= 0.778, 
P=0.9995).  Rather, cropping system and date interacted to affect microbial community 
composition and membership (Supplementary Table 3.3), along with diversity and richness 
(Supplementary Table 3.1).   When considering all of these diversity measures, prairie 
systems maintained a higher diversity than corn in July; in October, corn and fertilized 
prairie increased in diversity.  These increases in diversity under fertilized systems suggest a 
recovery of the microbial community from N-fertilization, while the unfertilized prairie 
system remained constant.  Notably, fertilized prairie was more microbially diverse than 
unfertilized prairie, suggesting other factors influenced by N-fertilization, like the 
maintenance of different plant communities, alone may foster an even more diverse 
community.  It has been shown that microorganisms, especially those related to N-cycling, 
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can differ between perennial and annual crops with different rates of fertilization (Mao et al., 
2011); though these effects are not necessarily consistent at large spatial scales (Mao et al., 
2013).  Including soil aggregates, which may change across various soil types that potentially 
driving differences in microbial communities (Mao et al., 2013) may help in determining the 
effects of agricultural land-use on microbial community structure.  Disentangling temporal 
relationships with and without perturbations to the microbial community through fertilization 
require further investigation; however they represent two potential mechanisms by which 
land-use affects microbial communities: directly through the influence of fertilizer, and 
indirectly through fertilizer-induced shifts in the local plant community. 
Though there was evidence of land-use effects on microbial communities, they were 
only visible due to larger sample sizes by the inclusion of aggregate samples.  Clearly 
analyzing whole soil alone may miss a portion of the microbial community that may 
responds to important factors involved in microbial community assembly.  For example, 
when analyzing WS samples alone for richness and Shannon’s diversity, only cropping 
system effects were visible (Table 3.1).  However, analysis on WSprop samples allowed us to 
detect both main effects of sampling date and cropping system (Table 3.1), indicating that the 
resolution lost through analysis of whole soil alone may mask important experimental 
factors.  Though our analysis of WSprop did not detect interactions between cropping system 
and date, our analysis clearly demonstrates the importance that explicit aggregate sampling 
can have on interpretation of drivers of microbial community structure.   
Microbial Communities Reflect SOM Chemistry 
The SOM in microaggregates that decomposes over centuries is often rich with 
microbial by-products (Lehmann et al., 2008), which raises the possibility of an active and 
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diverse microbial community interacting with this biogeochemically important pool of soil C.  
Indeed, higher C:N ratios were found among our LM samples (Figure 3.2; Supplemental 
Table 3.4), indicating macroaggregates contain greater amounts of fresh SOM while 
microaggregate-associated SOM had narrow C:N ratios, suggesting a longer history of 
decomposition (Hofmockel et al., 2011).  However through our profiling of microbial 
communities isolated from biologically intact aggregates, slow C-cycling might not be the 
singular biogeochemical flux within microaggregates.  Instead, microbes within 
microaggregates appear to interact with a small, labile-C source not detectable using bulk 
measurements of soil (i.e., total C).  For instance, the heterotrophic phyla Acidobacteria and 
Bacteroidetes are known to respond conversely to labile-C amendments in soil (Fierer et al., 
2007), placing these microbes on opposite ends of a copiotroph-oligotroph spectrum (Figure 
3.3; Supplemental Table 3.5).  Therefore, our observation that the maximum abundances of 
these phyla at opposing ends of an aggregate size distribution (Figure 3.3) may illustrate 
differences in C-availability, where in biologically intact fractions, more labile C is 
accessible in microaggregates than large macroaggregates.  While this may be 
counterintuitive to previous findings based on energy-intensive isolation methods, microbes 
may respond to a small pool of available, labile-C while a larger pool of recalcitrant C 
remains protected from decomposition (Paustian et al., 1999).  Furthermore, low energy 
aggregate isolation methods have observed higher extracellular enzyme activity within 
microaggregates (β-glucosidase), which is indicative of an active microbial community 
responding to a labile C pool that may be lost during more intense aggregate isolation (Bach 
& Hofmockel, 2014).  When considering N-availability, nitrite-oxidizing members of 
Nitrospirae that increase under moderate levels of inorganic-N (Fierer et al., 2011), and N-
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fixing Cyanobacteria that prefer N-limited systems (Liess et al., 2009) were most abundant at 
opposite ends of the aggregate size spectrum, suggesting a greater amount of N-limitation in 
microaggregates despite a narrow C:N (Figure 3.2 and 3.3).  Furthermore, these differences 
in phyla represent functional differences among microbial communities, like the potential for 
N-fixation, that may be spatially distinct and not prevalent across whole soil.  Our results 
suggest that microaggregate microbial communities may encounter patches of labile C nested 
within an overall oligotrophic environment, while macroaggregates support a community 
adapted to a copiotrophic environment rich with fresh SOM and available N.  Further 
characterization of resources within aggregates and their intra-aggregate proximity to specific 
phyla is necessary to confirm this assertion that microbial taxa are proximal indicators of 
nutrient availability, yet our observation of phyla responding to potentially-labile C within 
microaggregates has important implications for C-cycling at the scale of soil aggregates.        
Soil Aggregation Affects Microbial Co-occurrence Networks 
Following the clear differences in community composition and membership that 
appear to track the availability of nutrients across aggregates, we produced intra-aggregate 
co-occurrence networks to observe specific taxa co-varying with concentrations of soil C and 
N.  We produced co-occurrence networks by finding positive correlations between microbial 
orders and nutrient concentrations that were consistent across all aggregate samples 
(Williams et al., 2014) to identify microbial taxa that are especially sensitive to small-scale 
variation in soil C and N.  We uncovered unique co-occurrence patterns consistent within 
aggregate size classes that were positively correlated with concentrations of C and N (Figure 
3.4).  Importantly, no co-occurrence relationships were consistent with intra-aggregate 
variation in C and N between LM and WS samples, suggesting that microbial communities 
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may be generally free of C and N limitation within large macroaggregates.  In large 
macroaggregates, changes in soil C and N is not correlated with any microbial taxa, showing 
that variability in the abundance of these resources does not affect the abundance of 
microorganisms.  Importantly, whole soil sampling misses these potentially important 
biological interactions that are found only in smaller soil fractions. This supports our 
assertion that labile C in microaggregates may act as a limiting resource to microbes, which 
are then relieved from nutrient limitation in larger aggregate fractions. We were also able to 
distinguish biologically relevant relationships within aggregate size classes. For instance in 
SM and MM, the nitrite-oxidizing Nitrospirales and sulfate-reducing Syntrophobacterales co-
occurred consistently.  These taxa are enriched in anoxic soils with iron and sulfur 
oxidation/reduction (Lambais et al., 2008), suggesting that this co-occurrence may be 
indicative of inorganic-N-rich and anoxic microsites occurring within small aggregate 
fractions.  The only relationship that was consistent across networks was between 
Rubrobacterales, TC, and TN.  In microaggregates, Rubrobacterales is a dominant 
community member13 and potentially important for aggregate formation (Mummey et al., 
2006).  The order Rubrobacterales belongs to Acidobacteria, a phylum enriched in 
microaggregates (Figure 3), which supports an important role for this microbial order in soil 
biogeochemistry and C-storage (Davinic et al., 2012).   Though these relationships are 
correlative, they support previous work stating the importance of both anaerobic microsites 
and microbes in soil biogeochemistry (Schmidt et al., 2011; Davinic et al., 2012; Bailey et 
al., 2013a; Vos et al., 2013).  Determining how these microorganisms interact in the soil 
remains a fundamental challenge for microbial ecology; investigating these relationships at 
the scale of soil aggregates may be an important first step. 
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Conclusions 
Microaggregates have been promoted as key mediators between soil C storage and 
atmospheric CO2 release, affecting global climate change over centuries (Jastrow et al., 
1996; Paustian et al., 1999).  We add an additional level of complexity to this paradigm by 
suggesting that diverse microbial communities occur within microaggregates and interact 
with C-pools not detected through aggregate isolation methods (i.e., slaking) that disrupt the 
biological integrity of these important soil microhabitats. When considering the trends of 
microbial community and functional diversity across biomes (Fierer et al., 2012), bulk 
methods that do not explicitly address the rare biosphere within microaggregates may greatly 
underestimate the potential importance of this community existing within a small portion of 
the soil matrix.  Soil microaggregates can maintain similar SOM profiles (Lehmann et al., 
2008) despite aggregate distributions that vary depending on climate (Sarah, 2005), soil 
texture (Six et al., 2000), dominant vegetation and land-use intensity (Grandy & Robertson, 
2007); therefore, aggregates may be a relevant biological unit to consider when addressing 
soil microbial communities across terrestrial ecosystems.  Scaling down to an aggregate-
centric view of soil microbial communities is a necessary step towards integrating physical 
and biochemical approaches that link biodiversity and soil microenvironments (Young & 
Crawford, 2004) while revealing important relationships between microbial taxa and stocks 
of C and N necessary for scaling between ecosystem level nutrient cycling and microbial 
communities that drive biogeochemistry (Falkowski et al., 2008).  
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Figures and Tables 
Table 3.1. Richness and Shannon's Diversity Comparisons for WS and Wsprop 
Variable Soil Comparison Estimate SE P-value 
Richness WS July-October -2144 2242 0.5 
  Corn-Prairie -2933 2308 <0.0001 
  Corn-Prairie -2961 2308 <0.0001 
  Prairie-Fert. Prairie -2000 2308 0.7 
 Wsprop July-October -2654 1958 0.02 
  Corn-Prairie -2798 2095 0.03 
  Corn-Fert. Prairie -2970 2095 0.01 
  Prairie-Fert. Prairie -1631 2095 0.6 
Shannon's 
Diversity WS July-October 5.596 5.661 0.4 
  Corn-Prairie -6.549 5.743 <0.0001 
  Corn-Fert. Prairie -6.451 5.743 <0.0001 
  Prairie-Fert. Prairie 5.815 5.743 0.3 
 Wsprop July-October -6.430 6.172 0.02 
  Corn-Prairie -6.822 6.235 <0.0001 
  Corn-Fert. Prairie -6.806 6.235 <0.0001 
    Prairie-Fert. Prairie 5.841 6.235 0.8 
Estimates and standard errors are generated from comparisons of least-squares means as 
explained in the Methods.  Evenness is not shown here as both WS and WSprop were not 
significantly affected by sampling date.   
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Figure 3.1.  Diversity metrics and NMDS of microbial communities across aggregates.  Plots 
on the left represent diversity measures for aggregate fractions and whole soils.  Points 
represent mean values and bars represent 95% confidence intervals bootstrapped from the 
data for Micro (microaggregates), SM (small macroaggregates), MM (medium 
macroaggregates), LM (large macroaggregates), WS (whole soil), and WSprop (whole soil 
calculated from the proportion of abundances belonging to each aggregate fraction).  Plots on 
the right represent NMDS plots of community composition colored by aggregate fraction.  
Points represent each sample and dashed circles represent the centroids and standard 
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deviations of groups of samples.  The top right plot is performed using Bray-Curtis 
dissimilarity on data scaled between 0 and 1 for each sample, while the bottom right was 
performed using Jaccard distance on data converted to presence/absence.  
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Figure 3.2. C:N ratios of aggregate fractions.  These plots represent the mean amount of total 
nitrogen (gN/kg soil), total carbon (gC/kg soil), and the C:N ratios within each aggregate 
fraction.  Points represent mean values, and bars represent 95% confidence intervals. 
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Figure 3.3.  Abundances of bacterial phyla among aggregate fractions.  The plots represent 
the mean absolute abundance of each phylum among aggregate fractions.  Points represent 
mean abundances and bars represent 95% confidence intervals bootstrapped from the data. 
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Figure 3.4. Co-occurrence patterns across soil aggregates.  Each node in the plot represents a 
microbial order, total carbon (TC), or total nitrogen (TN).  Edges between nodes represent a 
significant positive correlation between the two taxa either greater than 0.75 (black) or 
greater than 0.5 (grey).  The colors black, blue, and purple represent micro, small macro, and 
medium macroaggregates, respectively.  No networks representing LM or WS are present 
here as no co-occurrence relationships were consistent across these samples. 
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Supplemental Tables 
Supplemental Table 3.1. Model statistics for diversity measures 
  Date Crop 
Aggregate 
Fraction Date:Crop Delta AICc 
Richness 0.0014 <0.0001 <0.0001 0.0126 0 
 0.04574 0.01719 0.00001983  3.7 
Pairwise Comparisons Difference Hi CI Lo CI P-value 
Adjusted 
FDR 
12-Jul-12-Oct -1174 -783 -1443 0.001 0.001 
CC-P -1489 -1166 -1739   <2e-16 <3e-16 
CC-PF -1519 -1207 -1764   <2e-16 <3e-16 
P-PF -392 982 -1079 0.831 0.831 
LM-Micro -2059 -1803 -2280   <2e-16 <1e-15 
LM-MM -1362 -828 -1707 0.004 0.005714 
LM-SM -1476 -1027 -1794 7.00E-004 0.0014 
LM-WS -1451 -986 -1775 0.001 0.00167 
Micro-MM 1665 1945 1305   <2e-16 <1e-15 
Micro-SM 1569 1867 1169 1.00E-004 0.00025 
Micro-WS 1592 1885 1202 1.00E-004 0.00025 
MM-SM -682 988 -1292 0.555 0.69375 
MM-WS -609 1029 -1262 0.649 0.72111 
SM-WS 360 1186 -1118 0.892 0.892 
12-JulCC- 12-Oct CC -1303 -608 -1693 0.018 0.0324 
12-JulCC- 12-Jul P -1743 -1373 -2032   <2e-16 <1.8e-15 
12-JulCC- 12-Jul PF -1383 -794 -1751 0.007 0.01575 
12-OctCC- 12-Oct P -1160 387 -1595 0.069 0.077625 
12-OctCC- 12-Oct PF -1640 -1228 -1949 1.00E-004 0.00045 
12-JulP- 12-Oct P 631 1312 -1071 0.652 0.652 
12-JulP- 12-Jul PF 1187 1613 -234 0.056 0.072 
12-OctP- 12-Oct PF -1264 -493 -1666 0.027 0.0405 
12-JulPF- 12-Oct PF -1577 -1133 -1899 3.00E-004 0.0009 
      
  Date Crop 
Aggregate 
Fraction Date:Crop Delta AICc 
Shannon's Diversity 
(H') 0.0080649   <2e-16   <2e-16 0.0007331 0 
Pairwise Comparisons Difference Hi CI Lo CI P-value 
Adjusted 
FDR 
12-Jul-12-Oct -6.0 -6.2 -5.5    0.008    0.008 
CC-P -6.6 -6.7 -6.5   <2e-16   <3e-16 
CC-PF -6.6 -6.7 -6.5   <2e-16   <3e-16 
P-PF -5.3 -6.0 5.9    0.785 0.785 
LM-Micro -6.7 -6.8 -6.6   <2e-16   <3.3e-16 
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Supp Table 3.1 Cont.      
LM-MM -6.4 -6.5 -6.1   <2e-16   <3.3e-16 
LM-SM -6.6 -6.7 -6.4   <2e-16   <3.3e-16 
LM-WS -6.3 -6.5 -6.1   <2e-16   <3.3e-16 
Micro-MM 6.5 6.4 6.6   <2e-16   <3.3e-16 
Micro-SM 6.3 5.9 6.4    9e-04 0.0012857 
Micro-WS 6.5 6.4 6.6   <2e-16   <3.3e-16 
MM-SM -6.2 -6.4 -5.8    0.003 0.00333 
MM-WS 5.1 -6.0 6.1    0.895 0.895 
SM-WS 6.2 5.9 6.4    0.002 0.0025 
12-JulCC- 12-Oct CC -5.8 -6.2 5.9    0.357 0.3967 
12-JulCC- 12-Jul P -6.6 -6.7 -6.5   <2e-16 <4e-16 
12-JulCC- 12-Jul PF -6.5 -6.6 -6.3   <2e-16 <4e-16 
12-OctCC- 12-Oct P -6.5 -6.6 -6.4   <2e-16 <4e-16 
12-OctCC- 12-Oct PF -6.7 -6.8 -6.6   <2e-16 <4e-16 
12-JulP- 12-Oct P 5.8 -5.9 6.2    0.423 0.423 
12-JulP- 12-Jul PF 6.2 5.6 6.4    0.015 0.01875 
12-OctP- 12-Oct PF -6.2 -6.4 -5.8    0.005 0.007142857 
12-JulPF- 12-Oct PF -6.4 -6.6 -6.2   <2e-16 <4e-16 
  Date Crop 
Aggregate 
Fraction Date:Crop Delta AICc 
Evenness 0.5895 8.033E-09 0.00001368 NA 0 
 0.5747 7.683E-14 5.211E-08 0.3775 3.2 
Pairwise Comparisons Difference Hi CI Lo CI P-value 
Adjusted 
FDR 
12-Jul-12-Oct -0.73 0.76 -0.78   0.5895 0.5895 
CC-P -0.83 -0.82 -0.84 <2e-16  <3e-16  
CC-PF -0.83 -0.82 -0.84 <2e-16  <3e-16  
P-PF -0.66 0.78 -0.78   0.9781   0.9781 
LM-Micro -0.83 -0.81 -0.84 <2e-16  <1e-15  
LM-MM -0.80 -0.75 -0.82   0.0107 0.0177 
LM-SM -0.83 -0.81 -0.84 <2e-16  <1e-15  
LM-WS -0.79 0.68 -0.82   0.0566 0.07075 
Micro-MM 0.80 0.82 0.75   0.0124 0.017714 
Micro-SM -0.69 0.79 -0.79   0.9184 0.9184 
Micro-WS 0.81 0.83 0.78   0.0019 0.00475 
MM-SM -0.80 -0.75 -0.82   0.0097 0.017714 
MM-WS 0.76 0.80 -0.78   0.4665 0.5184 
SM-WS 0.81 0.83 0.78   0.0015 0.00475 
For dates, 12-Jul and 12-Oct represent July 2012 and October 2012 respectively.  For 
cropping systems, CC represents corn, P represents prairie, and PF represent fertilized 
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prairie.   For aggregate fractions, Micro, SM, MM, LM, and WS represent microaggregates, 
small, medium, and large macroaggregates, along with whole soil, respectively. 
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Supplemental Table 3.2: Model Statistics for Comparison Between WS and Wsprop 
  Date Crop 
Aggregate 
Fraction Date:Crop 
Delta 
AICc 
Richness 0.012 0.0000011 <2e-16  0 
 0.0091 0.0000005 <2e-16 0.2024 3.8 
Pairwise 
Comparisons Estimate  Lower CI  Upper CI  p-value 
Adjusted 
FDR 
12-Jul - 12-Oct   -151.1      -267     -35.4     0.01 0.01 
CC-P   -356.2      -498    -214.5   <2e-16   <3e-16 
CC-PF   -393.8      -535    -252.1   <2e-16   <3e-16 
P-PF    -37.6      -179     104.1     0.60     0.60 
WS-Wsprop  -1976.9     -2093   -1861.2   <2e-16   <2e-16 
      
  Date Crop 
Aggregate 
Fraction Date:Crop 
Delta 
AICc 
Shannon's 
Diversity (H') 0.2682 3.5E-11 0.0032  0 
 0.2466 9.2E-12 0.0021 0.1304 2.9 
      
Pairwise 
Comparisons  Estimate Lower CI   Upper CI  p-value 
Adjusted 
FDR 
12-Jul - 12-Oct -5.50 -5.95 5.40    0.268    0.268 
CC-P -6.52 -6.63 -6.39   <2e-16   <3e-16 
CC-PF -6.46 -6.58 -6.31   <2e-16   <3e-16 
P-PF 5.51 -5.56 6.02    0.349    0.349 
WS-Wsprop -5.95 -6.18 -5.49    0.003    0.003 
      
      
  Date Crop 
Aggregate 
Fraction Date:Crop 
Delta 
AICc 
Evenness 0.95 0.00000021 <2e-16  0 
      
  Estimate Lower CI  Upper CI  p-value   
12-Jul - 12-Oct 0.07 -0.23 0.24 0.95 0.95 
CC-P -0.36 -0.39 -0.32 <2e-16   <3e-16 
CC-PF -0.33 -0.37 -0.28 <2e-16   <3e-16 
P-PF 0.21 -0.18 0.29 0.22 0.22 
WS-Wsprop 0.44 0.42 0.46 <2e-16 <2e-16 
For dates, 12-Jul and 12-Oct represent July 2012 and October 2012 respectively.  For 
cropping systems, CC represents corn, P represents prairie, and PF represent fertilized 
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prairie.   For aggregate fractions, WS and Wsprop represent whole soil and proportional 
whole soil, respectively. 
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Supplemental Table 3.3. Community composition and membership statistics 
Variable Comparison Fpseudo R2 Pvalue adj. P-value 
Community 
Composition Micro-SM 1.112 0.020 0.291 0.546 
 Micro-MM 3.263 0.056 0.009 0.044 
 Micro-LM 4.262 0.076 0.000 0.006 
 Micro-WS 2.553 0.045 0.021 0.079 
 
Micro-
Wsprop 3.478 0.060 0.008 0.044 
 SM-MM 1.193 0.022 0.239 0.513 
 SM-LM 2.148 0.040 0.043 0.130 
 SM-WS 0.908 0.017 0.432 0.647 
 SM-Wsprop 1.451 0.027 0.163 0.407 
 MM-LM 0.734 0.014 0.603 0.782 
 MM-WS 0.428 0.008 0.980 0.980 
 MM-Wsprop 0.577 0.011 0.758 0.812 
 LM-WS 0.959 0.019 0.386 0.643 
 LM-Wsprop 0.667 0.013 0.677 0.782 
 WS-Wsprop 0.704 0.013 0.628 0.782 
Community 
Membership Micro-SM 1.117 0.021 0.227 0.287 
 Micro-MM 2.064 0.039 0.011 0.024 
 Micro-LM 3.129 0.059 0.001 0.002 
 Micro-WS 1.633 0.031 0.039 0.074 
 
Micro-
Wsprop 6.857 0.117 0.000 0.000 
 SM-MM 1.118 0.022 0.230 0.287 
 SM-LM 1.653 0.032 0.046 0.076 
 SM-WS 0.876 0.017 0.587 0.629 
 SM-Wsprop 9.155 0.152 0.000 0.000 
 MM-LM 0.897 0.018 0.498 0.575 
 MM-WS 0.737 0.015 0.913 0.913 
 MM-Wsprop 9.624 0.160 0.000 0.000 
 LM-WS 1.167 0.024 0.192 0.287 
 LM-Wsprop 11.069 0.184 0.000 0.000 
For aggregate fractions, Micro, SM, MM, LM, WS, and WSprop represent microaggregates, 
small, medium, and large macroaggregates, along with whole soil and proportional whole 
soil, respectively. 
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Supplemental Table 3.4. Pairwise comparison of aggregate total carbon, total nitrogen, and 
C:N. 
Variable Comparison adj. P-value 
Full Model P-
value 
TC LM-Micro <0.0001 0.00001 
 LM-MM 0.27438  
 LM-SM 0.27438  
 LM-WS 0.65830  
 Micro-MM <0.0001  
 Micro-SM 0.00800  
 Micro-WS 0.00067  
 MM-SM 0.02760  
 MM-WS 0.15017  
 SM-WS 0.47822  
TN LM-Micro 0.01867 0.00143 
 LM-MM 0.25800  
 LM-SM 0.62656  
 LM-WS 0.94760  
 Micro-MM <0.0001  
 Micro-SM 0.06525  
 Micro-WS 0.01867  
 MM-SM 0.09760  
 MM-WS 0.25800  
 SM-WS 0.62656  
C:N LM-Micro <0.0001 <0.0001 
 LM-MM 0.85060  
 LM-SM 0.03467  
 LM-WS 0.21725  
 Micro-MM <0.0001  
 Micro-SM 0.00250  
 Micro-WS <0.0001  
 MM-SM 0.02540  
 MM-WS 0.17457  
  SM-WS 0.36789  
This table represents output from Tukey’s HSD in R.  Difference is the difference between 
the pairs, while upper and lower represent confidence intervals.  TC represents total carbon, 
TN represents total nitrogen, and C:N represents the ratio between TC and TN. 
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Supplemental Table 3.5. Pairwise comparisons of microbial phyla. 
Variable Comparison Adj. P-value Full Model P-value 
Acidobacteria LM-Micro 0.0577 0.004475 
 LM-MM 0.26  
 LM-SM 0.7112  
 LM-WS 0.7112  
 Micro-MM 0.002  
 Micro-SM 0.10775  
 Micro-WS 0.027  
 MM-SM 0.1494  
 MM-WS 0.4516  
 SM-WS 0.5373  
Actinobacteria Micro-LM 0.001666667 0.00001775 
 MM-LM 0.376  
 SM-LM 0.376  
 WS-LM 0.324714286  
 MM-Micro <0.0001  
 SM-Micro 0.025  
 WS-Micro <0.0001  
 SM-MM 0.081333333  
 WS-MM 0.8545  
 WS-SM 0.0634  
Armatimonadetes Micro-LM 0.007 0.008259 
 MM-LM 0.6697778  
 SM-LM 0.1831667  
 WS-LM 0.1831667  
 MM-Micro 0.018  
 SM-Micro 0.15825  
 WS-Micro 0.15825  
 SM-MM 0.348  
 WS-MM 0.348  
 WS-SM 0.9904  
Bacteroidetes Micro-LM <0.0001 0.0003528 
 MM-LM 0.1838889  
 SM-LM 0.016  
 WS-LM 0.0195  
 MM-Micro 0.005  
 SM-Micro 0.087  
 WS-Micro 0.0688  
 SM-MM 0.1665714  
 WS-MM 0.1838889  
 WS-SM 0.8472  
Cyanobacteria Micro-LM <0.0001 0.0001002 
 MM-LM 0.107375  
 SM-LM 0.0015  
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Supp. Table 3.5 Cont. 
 WS-LM 0.10557143  
 MM-Micro 0.00525  
 SM-Micro 0.31366667  
 WS-Micro 0.00525  
 SM-MM 0.05033333  
 WS-MM 0.9402  
 WS-SM 0.05033333  
Nitrospirae Micro-LM <0.0001 0.0000011 
 MM-LM 0.5242  
 SM-LM 0.00875  
 WS-LM <0.0001  
 MM-Micro 0  
 SM-Micro 0.032  
 WS-Micro 0.000333333  
 SM-MM 0.035166667  
 WS-MM 0.5242  
 WS-SM 0.136285714  
Planctomycetes Micro-LM 0.002 0.0004778 
 MM-LM 0.7681  
 SM-LM 0.068  
 WS-LM 0.6444444  
 MM-Micro 0.001  
 SM-Micro 0.2021429  
 WS-Micro 0.009  
 SM-MM 0.0405  
 WS-MM 0.496  
 WS-SM 0.1906667  
WS3 Micro-LM 0.0105 0.003381 
 MM-LM 0.9861  
 SM-LM 0.0428  
 WS-LM 0.627  
 MM-Micro 0.0105  
 SM-Micro 0.6021429  
 WS-Micro 0.039  
 SM-MM 0.0428  
 WS-MM 0.627  
  WS-SM 0.1365   
For aggregate fractions, Micro, SM, MM, LM, and WS represent microaggregates, small, 
medium, and large macroaggregates, along with whole soil, respectively. 
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CHAPTER 4. TOTAL BELOWGROUND CARBON ALLOCATION UNDER 
PERENNIAL AND ANNUAL AGRONOMIC SYSTEMS REVEALS TOPOGRAPHIC 
EFFECTS ON CARBON STORAGE ACROSS AGGREGATE FRACTIONS 
Ryan J. Williams, Todd A. Ontl, Thomas M. Isenhart, Randy Kolka, Kirsten S. Hofmockel 
In preparation for submission to Global Change Biology-Bioenergy 
All authors assisted in designing the study.  TAO and RJW collected data.  RJW performed 
all analyses.  RJW wrote the manuscript with contributions from TAO, KSH, RK, and TMI. 
 
Abstract 
Bioenergy production has the potential to affect ecosystem services dependent on soil 
carbon (C) storage and influence global C-cycles that are responsible for radiative forcing 
and climate change.  A common assumption in agro-ecology is that annual bioenergy crops 
may reduce belowground C stocks, while perennial bioenergy crops may accrue soil C.  
However, these generalities do not consider crop-landform interactions that can affect 
productivity and soil C maintenance.  Furthermore, assumptions regarding soil C often rely 
on whole soil rather than aggregate fractions that make up the soil matrix.  Therefore, we 
determined belowground-C allocation under fertilized switchgrass (Panicum virgatum L., 
cultivar: “Cave-in-Rock”), in comparison to corn (Zea mays L.) in Iowa between 2009 and 
2012, in order to determine where in the landscape C-losses may be minimized.  Here, we 
used a topographic gradient to observe effects of crops and topography on belowground-C 
allocation.  We utilized a modified total belowground carbon allocation (TBCA) model that 
integrated soil aggregate-C, whole soil-C, root productivity, simulated CO2 fluxes, and 
biomass yield data into a Bayesian hierarchical Markov Chain Monte Carlo (MCMC) 
framework.  When accounting for C-allocated belowground based on soil aggregates, 
switchgrass lost an average of 38.7 Mg-C ha-1 over the course of the experiment while corn 
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lost 37.7 Mg-C ha-1; whole soil measures of C indicated that switchgrass lost 34.4 Mg-C ha-1 
and corn lost 33.1 Mg-C ha-1.  We also identified landscape positions (summit and toeslope) 
where C-losses were minimized and, in some cases, were able to increase C under 
switchgrass. When accounting for C lost in plant biomass conversion to bioenergy, corn lost 
8% more C to the environment than switchgrass.  These results indicate that switchgrass 
reduces the environmental impact of agriculture by minimizing soil C losses; however the 
magnitude of changes in soil C can depend on the strategic placement of cropping systems 
along with methods used to assess soil C.  
Introduction 
Agricultural production is known to alter biogeochemical cycling at local and global 
scales by affecting soil fertility (Compton et al., 2011), water quality (Hatfield et al., 2009), 
and greenhouse gas fluxes (Robertson et al., 2011; US EPA, 2011).  Federal demand for 
increases in biofuel crop production through the Energy and Independence Act of 2007 (P.L. 
110-140) is projected to intensify agricultural biomass production from roughly 8 Pg C yr-1 to 
12-15 Pg C yr-1 (Haberl et al., 2007), placing substantial pressure on productive agro-
ecosystems like the Midwestern U.S. Corn belt.  Greater than 30% of the region’s corn 
production is currently used for ethanol based biofuel production and production is expected 
to intensify to at least 50% as of 2015 with increased biofuel demand (Tokgoz et al., 2007; 
Robertson et al., 2011).  To mitigate some of the negative externalities associated with 
intensive corn production, new and diverse cropping systems have been proposed for the 
Midwest (Tokgoz et al., 2007; Goff et al., 2010; Dohleman et al., 2012). Though cropping 
systems such as switchgrass (Panicum virgatum L.) may potentially mitigate negative 
environmental effects of corn production, tradeoffs exist between energy yield and 
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sustainability (Vadas et al., 2008).  Furthermore, differences in soil fertility across the 
Midwest may influence the environmental impacts of corn and other biomass cropping 
systems (Snyder et al., 2009; Persson et al., 2011), supporting the strategic placement of 
these crops across the landscape (Love & Nejadhashemi, 2011; Wu et al., 2012).   
The conversion of land to agricultural production and areas already in use for 
agronomic purposes has produced roughly ¼ of global carbon dioxide (CO2) emissions since 
1850 (Lal et al., 2007).  In addition to significantly contributing to climate change, carbon 
(C) losses from soils may also alter ecosystem services.  For example, soils rich with organic 
matter are noted for their ability to maintain soil fertility (Lal et al., 2007; Schmidt et al., 
2011), reduce erosion (Cassman et al., 2003; Schmidt et al., 2011), and mitigate water 
pollution (Lal et al., 2007; Robertson et al., 2011).  Though intensive agriculture production 
can reduce soil-based ecosystem services and aggravate CO2 emissions, introduction of 
cropping systems with higher belowground net primary productivity (BNPP) may potentially 
mitigate negative effects and increase belowground C fluxes  (Robertson et al., 2011).  
Overall agricultural sustainability may increase based on field-scale C-fluxes if increased 
bioenergy demand is coupled with adoption of new cropping systems.  However, the 
complexity of landforms, soil types, and soil-water interactions may influence the overall C-
storage potential of a soil (Six et al., 2002a; VandenBygaart et al., 2002; Sherrod et al., 2003; 
Hancock et al., 2010).  Since C accrual within agricultural soils can be a function of cropping 
system BNPP (Balesdent & Balabane, 1996; Monti et al., 2011; Chimento et al., 2014), there 
has been increasing interest in sustainable bioenergy sources like those derived from 
perennial systems (McLaughlin & Walsh, 1998).  Intensified agricultural production and 
diversification of bioenergy cropping systems could alter overall fluxes of soil C from the 
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Midwest Corn Belt, which may, in turn, influence global biogeochemical cycling. To assess 
the potential effects of intensive use of diversified cropping systems across the Midwest, 
field-scale C-flux measurements are necessary that compare their contribution to ecosystem 
services and climate change (Seguin et al., 2007; Dale et al., 2010). 
Assessing storage of C in soils can be difficult due to soil heterogeneity and 
challenges in resolving relatively small changes within an already large C-pool (Kravchenko 
& Robertson, 2011).  In ecological research, a mass-balance approach termed the total 
belowground carbon allocation method (TBCA) has been used in a variety of ecosystems to 
estimate carbon fluxes and belowground carbon storage, creating robust assessments of 
carbon storage (Raich & Nadelhoffer, 1989; Giardina & Ryan, 2002; Litton et al., 2007; 
Adair et al., 2009; Almagro et al., 2010).  In our study, we used the TBCA approach to 
assess the allocation of C into soil across a suite of landscape and cropping system 
treatments.  In addition to estimating carbon fluxes between plant biomass C-pools (above 
and belowground) and fluxes through abiotic transport (i.e., CO2 emissions, erosion), our 
study estimated C-fluxes across stable soil-aggregate fractions.  This differs from traditional 
TBCA approaches that address changes in C only at the scale of whole soil.  We applied the 
TBCA approach to an experimental design that explicitly addresses interactions between 
topography and cropping system type, where bioenergy cropping systems have been 
replicated across a hill slope at five positions.  We hypothesized that the perennial crop, 
switchgrass, would allocate greater amounts of C belowground than continuous corn based 
on BNPP.  Differences between these cropping systems would depend on interactions 
between crop productivity and topographic position.  We also hypothesized that C-allocation 
under switchgrass would be observed in larger aggregate fractions as they often are 
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enmeshed with fresh organic matter (Six et al., 2000; Brown et al., 2014).  Lastly, we 
hypothesized that belowground C accrual under switchgrass would balance C lost from 
biomass harvest, while biomass C-loss from corn would exceed C stored belowground.     
Materials and Methods 
Site Description and Experimental Design 
We parameterized the modified TBCA model presented here using data generated 
between 2009 and 2012 from the Landscape Biomass Project located at Iowa State 
University’s Uthe Research and Demonstration Farm in Boone County, Iowa, USA (Wilson 
et al., 2014).  This experiment utilizes a topographic gradient (325-305 m elevation) ranging 
from the top of a hill slope to a floodplain to test interactions between landscape positions 
and cropping system on a suite of biogeochemical and agronomic factors (Hargreaves & 
Hofmockel, 2013; Ontl et al., 2013).  The experiment is set up as a randomized complete 
block design, with five landscape positions, five bioenergy cropping systems, and three 
blocks.  Plots (0.05 ha) were established in 2008 within a 35-ha field previously managed 
under a long-term corn-soybean rotation.  For this study, we utilized five landscape positions 
(summit, shoulder, toe-slope, back-slope, floodplain) and two cropping systems, a fertilized 
perennial bioenergy crop, switchgrass (Panicum virgatum L., cultivar: “Cave-in-Rock”), and 
a continuous corn crop (Zea mays L.) harvested for both grain and biomass.  Soils at this site 
consist of an archetypal suite of glacial till-derived soils that represent many Mollisols of the 
upper Midwest (Ontl et al., 2013).  
Soil, Root, and Biomass Sampling 
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Details regarding harvest for each year between 2009 and 2012 are described in full 
in (Wilson et al., 2014).  For the corn treatment, grain and biomass was hand-harvested 
within 1.16 m row-lengths in random locations within each plot while avoiding plot edges.  
Switchgrass biomass was harvested using a self-propelled forage harvester (John Deere Co., 
Model 5830) across two 3.7 m-wide passes through the middle of plots, while avoiding plot 
edges.  Biomass subsamples were used to estimate moisture content to calculate dry-weight 
biomass for each harvest.  We assumed that C within plants was approximately 50% of dried 
biomass (Prince et al., 2001).  As these agronomic systems were chosen for bioenergy 
production, plant biomass was also removed from corn and switchgrass plots for cellulosic 
ethanol production.  We estimated C-contribution of litter to the C-pool as 10% of the dried-
harvested biomass. Though this estimation is slightly higher than published values (Johnson 
et al., 2003), we assumed 10% based on litter that may drop from plants (e.g leaves, waste 
grain, weed biomass not included in overall yield).  As this value was kept the same across 
both cropping systems and was produced as a function of yield, there were no qualitative 
differences in our results based on an assumption of 10%. 
The procedure for soil sampling is described in (Ontl, 2013; Ontl et al., 2013).  In 
short, soils were sampled to a 20-cm depth using a 32-mm diameter core (Clements 
Associates, Newton, IA) in the fall of 2009 and 2012.  Five random cores were taken within 
each plot and composited into a single sample.  Samples were first passed through an 8-mm 
sieve by breaking along natural planes of weakness within the soil and large roots were 
removed.  Samples were air-dried at room temperature to a constant weight, and then three 
representative samples were used for wet sieving following Elliott (1986).  We obtained four 
aggregate fractions: large macroaggregates (> 2000 µm), small macro-aggregates (250-2000 
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µm), microaggregates (53-250 µm), and particles the size of silt and clay (<53 µm).  Total 
carbon (TC) was measured on whole soil and aggregate samples using a TrueSpec Micro 
CHNS elemental analyzer (LECO Corporation, St. Joseph, MI).  We then determined the 
amount of aggregate-C per kg of soil within a 0-20 cm depth.   Bulk density to a 30 cm depth 
was taken at the same time within each plot with the assumption that proportions of 
aggregate-C were homogenous across the soil profile.  We then calculated the amount of C 
within an aggregate fraction between 0 to30 cm of soil depth. 
At peak biomass during the last week of July of 2011, standing root biomass was 
sampled for each cropping system (Ontl et al., 2013).  Cores were taken with a 64-mm core 
down to 30 cm from three random points within each plot.  Soil was washed from roots 
through a 250 µm mesh, and remaining material dried at 60 °C overnight.  Root samples 
were then hand-sorted with removal of dead roots and crown nodes, leaving only live roots 
and rhizomes.  Root samples were weighed after drying overnight at 60 °C.  We estimated 
root C using data collected in a related decomposition study at the Landscape Biomass 
Project (King, 2014).  Root samples were taken at three random locations within each plot, 
and TC was measured on dried root biomass using a TrueSpec Micro CHNS elemental 
analyzer (LECO Corporation, St. Joseph, MI).         
TBCA Model Implementation 
The Total Belowground Carbon Allocation (TBCA) model (Giardina & Ryan, 2002) 
was used to estimate allocation of carbon into soil across the landscape and cropping system 
treatments at the Landscape Biomass Project (Figure 4.1).  Since it is difficult to measure 
small changes in soil C pools (Kravchenko & Robertson, 2011), utilizing an approach based 
on mass-balance (i.e., TBCA) allows us to estimate C inputs and losses that may indicate 
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changes in soil C stocks.  The TBCA model is constructed of parameters representing pools 
(designated by a C) and fluxes (designated by a F) of C that are arranged as 
(FA+TBCA)-(FS+FE) = ∆(CS+CL+CR)/∆t  (1) 
Which was rearranged to be 
TBCA = ∆(CS+CL+CR) /∆t - (FS+FE)-FA  (2) 
 
Hence, the balance between changes in pools and fluxes is used to calculate TBCA, 
that is, the total C potentially allocated belowground.  The parameters CL and CR represent 
litter C and root C pools.  The model parameter, CS, which represents TC of the mineral soil, 
was expanded to represent TC of different soil aggregate fractions including CFINE (silt + clay 
fraction), CMICRO (micro-aggregates), CMACRO (macro-aggregates), and CLARGE (large 
aggregates).  The change in these pools (e.g., change over time represented by ∆t), were 
estimated between 2009 and 2012.   The addition of these parameters modified the equation 
to: 
TBCA=∆(CFINE+CMICRO+CMACRO+CLARGE+CL+CR)/∆t - (FS+FE+FER)-FA (3) 
Here, the parameters FA, FS, and FER represent aboveground plant biomass (excluding 
grain, as this is harvested under normal agronomic conditions), respiration from roots and 
soil organic matter (SOM) decomposition, and erosional losses, respectively.  For the full 
model we did not include a simulation of FER as erosion from cropping systems and 
landscape positions at our site averaged 0.3 Mg-C ha-1 across the span of the experiment 
(Welsh, 2012; data not shown here).  This small flux was potentially attributable to the 
significant droughts occurring in 2011 and 2012, causing both FER and FE (leaching losses) to 
be relatively minor fluxes that were therefore not included in the model.  It should be noted 
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that total FER across the range of the experiment was less than half the annual change in TC 
among individual soil fractions (see below), and therefore was not considered further in the 
model in order to reduce the number of variables that may contribute error to our overall 
estimation of TBCA. 
Statistical Analyses 
For each parameter in the dataset we employed a Bayesian hierarchical model 
utilizing a Markov Chain Monte Carlo (MCMC) process to generate distributions from which 
we could sample to simulate data within years that no explicit sampling occurred.  Models 
were written in JAGS and implemented using R v 3.0.2. (R Core Team, 2013),along with the 
“rjags” package (Plummer, 2014).  All figures were made using the “ggplot2” package in the 
R environment (Wickham, 2009).  We ran 20 chains for our analysis with 2*106 iterations 
thinned at every 1000 values to account for correlation between iterations.  Additionally the 
first 50 values of each chain were thrown away for any potential bias provided by initial 
starting values.  For parameters where data was collected within a single year (i.e., 2011), we 
used a Monte Carlo (MC) process where data could be sampled from distributions produced 
at the plot scale.  After analyses were performed for each individual parameter, we used a 
MC approach to calculate TBCA where each parameter was drawn 1000 times from its 
respective posterior distribution and added in the TBCA model (Eq. 3).  When reporting our 
data, we utilized both the mean and credible interval (which can be interpreted as a Bayesian 
analog to the confidence interval) in order to illustrate the most probable values for a 
particular parameter within the TBCA model. 
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Soil Aggregate Analyses 
For each parameter in the TBCA model, empirical or simulated data was used to 
provide requisite values.  For determining the rate of change in different aggregate fractions 
(e.g., ∆(CFINE+CMICRO+CMACRO+CLARGE)/∆t), we utilized a Bayesian hierarchical Markov 
Chain Monte Carlo (MCMC) approach with a linear model defined as   
 (4) 
Where  and  represent sampling date and TC, respectively.  The parameters  and 
 represent a slope and intercept for all i combination of landscape position, cropping 
system, and aggregate fraction.  The parameter , represents a random effect for every block 
(j).  All parameters were given uninformative normally distributed priors, or N(µ, σ2), with 
µ~ N(0, 0.0001) and σ~1/Γ(0.0001,0.0001).   
Crop Biomass, Litter, and Root Analyses 
Yield data was analyzed based on field harvesting of crops at the Landscape Biomass 
experiment (Wilson et al., 2014).  Biomass C values were simulated for each combination of 
sampling date, landscape position, and cropping system through a Monte Carlo approach, 
where 1000 random draws from a normal distribution of biomass yield values.  We assumed 
that through the conversion and use of biomass as a bioenergy product, 100% of biomass C 
would be released, and thus represent a C-loss to the overall TBCA model.  We also assumed 
that litter was a function of aboveground biomass and left-over biomass from harvesting and 
that this remaining litter would be 10% of the measured yield at the plot scale. 
Root biomass was simulated for 2009, 2010, and 2012 based on root:shoot values 
calculated from the ratio of root biomass and yield biomass collected in 2011.  These values 
were generated for each combination of landscape position and cropping system, and root 
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biomass values were then estimated from each Monte Carlo draw for biomass C values as 
described above.  Root contribution to the TBCA model was the sum of simulated root 
values over time.  We assumed any root C loss over the span of the experiment would be 
predominantly in the form of soil respiration (CO2) rather than leaching, because two years 
of the study, 2011 and 2012, were exceptional droughts.  Therefore, the model considers root 
losses implicitly through the modeling of CO2 emissions from the soil (FS).   
Soil Respiration Analyses 
We simulated CO2 emissions from soil surfaces at the Landscape Biomass Project by 
utilizing published data that related root biomass among corn and switchgrass cropping 
systems to yearly CO2 emissions (Tufekcioglu et al., 2001).  This study utilized monthly 
sampling of CO2 emissions with annual root production over two years in switchgrass and 
corn cropping systems in Iowa, and was thus considered an appropriate data set for 
simulating CO2 emissions as a function of root biomass. We constructed a linear Bayesian 
hierarchical model formulated as 
       (5) 
Where  and  represent root biomass and CO2 emissions respectively.  The 
parameters  and  represent the slope and intercept of the linear model.  The parameter , 
represents error within the model.  All parameters were given uninformative normally 
distributed priors, or N(µ, σ2), with µ~ N(0, 0.0001) and σ~1/Γ(0.0001,0.0001).  
Implementation of this model was performed in the same manner as equation (4).  We 
generated posterior distributions of our model parameters and used a Monte Carlo approach 
to simulate 1000 CO2 emission values for each simulated root biomass value, with the 
assumption that modeled parameters were all normally distributed.      
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Results 
Carbon Allocation in Soil Aggregate Fractions and Whole Soil 
The concentration of TC within all aggregate fractions, decreased every year between 
2009 and 2012 by an average value of 0.77 Mg-C ha-1 yr-1, representing an average loss of 
2.31 Mg-C ha-1 across the length of the experiment when summing all aggregate fractions 
(Figure 4.2).  When considering the 95% credible interval (95% C.I.) for changes in TC 
within each aggregate fraction, only large macroaggregates contained positive values (95% 
C.I. between -1.30 and 0.02 Mg-C ha-1 yr-1), meaning some plots increased in TC within this 
aggregate fraction.  This slight increase in LM TC was pronounced under switchgrass (95% 
C.I. between -1.30 and 0.04 Mg-C ha-1 yr-1), and was observed at all landscape positions 
except the shoulder and backslope.  Additionally, some switchgrass plots increased in TC 
within medium macroaggregates at the shoulder position (95% C.I. between -1.28 and 0.03 
Mg-C ha-1 yr-1).  Across all fractions and landscape positions, TC within soil aggregates from 
continuous corn decreased except for medium macroaggregates at the summit and large 
macroaggregates at the floodplain (95% C.I. between -1.32 and 0.03 Mg-C ha-1 yr-1 and -1.27 
and 0.05 Mg-C ha-1 yr-1, respectively).   In total, changes in C within aggregates contributed 
to a net decrease in soil C within the TBCA model when considered across both cropping 
systems and all landscape positions. 
We also compared changes in TC among whole soil and aggregate samples in order 
to determine any methodological bias when included in the TBCA model (Figure 4.2).  
Without consideration of aggregate fractions, changes in soil TC were much more variable 
and, on average, range between -1 and -2 Mg-C ha-1 yr-1, with credible intervals that span 1 
to -4 Mg-C ha-1 yr-1.  Whole soil measurements had a variance of 8.41 while aggregate 
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measurements had a variance of 4.88, representing a 58% decrease in variability by 
considering aggregates.     Qualitatively, both methods indicated the floodplain as the 
landscape position with the greatest potential to accrue C, though mean values all were 
negative.  Importantly, the whole soil method did not appear to be as sensitive to changes 
between cropping systems when compared to independently measured TC pools within each 
aggregate fraction.  
Carbon Allocation from Root Biomass 
On average, root:shoot ratios for switchgrass were 0.75 (95% C.I. 1.25 to 0.38) and 
corn were 0.22 (95% C.I. 0.32 to 0.01).  Our estimated switchgrass root:shoot ratios were 
lower than previously reported values which range between 1.3 to 2.2 depending on row-
spacing and N-fertilizer rates (Ma et al., 2001).  Corn root:shoot ratios were slightly below 
published values (between 0.29 and 0.42) (Anderson, 1988), indicating potentially lower root 
productivity at our site than compared to other studies or, perhaps, a change in rooting depth.  
Switchgrass also had slightly greater C content in roots than corn, with an average of 42.7% 
compared to 36.0%, meaning per unit biomass, switchgrass had the potential to contribute 
more C belowground than corn.   
Based on simulated root:shoot ratios (Figure 4.3), switchgrass allocated 5.3 times 
more C than corn through root biomass.  This relationship was particularly evident at the 
summit, where switchgrass allocated an average of 2.5 Mg-C ha-1 yr-1 through root biomass 
while corn only allocated 0.4 Mg-C ha-1 yr-1.  This relationship was driven by a large amount 
of root-C allocation under switchgrass in 2009 where the 95% C.I. ranged between 1.4 and 
7.6 Mg-C ha-1 yr-1.  Also, lower switchgrass productivity at the toeslope position resulted in 
belowground root-C allocation 1.4 times less on average than switchgrass at all other 
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positions.  Modeled results from this study were consistent with empirical measurements of 
root biomass at the site showing significant differences in switchgrass root production when 
comparing landscape positions (Ontl et al., 2013).  Root-C allocation within corn was the 
highest at the shoulder position, averaging 2.2 Mg-C ha-1 over the length of the experiment.  
Notably, variation within root-C values for corn were much more consistent across time and 
space than switchgrass root-C allocation.  Belowground C-allocation through root biomass 
under switchgrass exhibited much greater average variation (1.7 times greater coefficient of 
variation) across years and landscape positions.  
CO2 emissions 
To estimate CO2 emissions at the Landscape Biomass Project, we used data reporting 
relationships between switchgrass and corn root biomass and CO2 emissions from soil in a 
study conducted within similar soil mapping units (Tufekcioglu et al., 2001).  From the 
model, we could qualitatively determine that values fit the model sufficiently; only one data 
point did not fall within the 95% credible set of our predictive model.  When applying this 
model to predicted root C values (Figure 4.4), we found very little variation in net CO2 
emissions under corn, while there were year and landscape effects within switchgrass (Figure 
4.5).  On average, soils under corn produced 7.9 Mg C-CO2 ha-1yr-1, while switchgrass 
produced 9.8 Mg C-CO2 ha-1yr-1.  Cumulative CO2 emissions under switchgrass were highest 
within the summit position with an average value of 41 Mg C-CO2 ha-1 and peak emissions 
under corn were estimated within the shoulder position at 33 Mg C-CO2 ha-1.  Greater values 
of CO2 are driven by differences in the relationship between root biomass and soil 
respiration.  However, higher CO2 values under switchgrass are supported observed higher 
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C-mineralization under switchgrass in 2011 (Hargreaves & Hofmockel, 2013), supporting 
our simulation of greater CO2 emissions under this crop.        
Estimation of TBCA and balance with agricultural yield 
After estimating individual parameters, we integrated values into the TBCA model 
using a Monte Carlo approach and then balanced TBCA with biomass-C lost through 
conversion of agricultural products into bioenergy.  We then compared differences in TBCA 
results wherein TC was estimated from whole soil or summed aggregate fractions.  When 
examining TBCA without considering biomass C-loss, there were important differences 
among results generated by the two methods (Figure 4.6).  On average with the aggregate 
method, switchgrass lost -38.7 Mg-C ha-1 and corn lost -37.7 Mg-C ha-1 across the course of 
the experiment (2009-2012).  In contrast, results using the whole soil method estimated a loss 
of -34.4 Mg-C ha-1 under switchgrass and a loss of -33.1 Mg-C ha-1 under corn.  When 
considering landscape position, the aggregate method again estimated greater losses than the 
whole soil method (38 compared to 34 Mg-C ha-1), despite whole soil TC fluxes for all crops 
containing positive values within its 95% credible interval.  Though differences between the 
aggregate and whole soil method were less when considering total soil fluxes due to strong 
C-losses driven by root respiration, comparison of w hole soil and aggregate TC 
demonstrates the additional sensitivity gained by analyzing soil fractions.  
When incorporating belowground C allocation with biomass C loss, similar patterns 
were observed between the whole soil and aggregate methods (Figure 4.6).  Both methods 
predicted an average C-loss across all landscape positions and cropping systems in all years 
(average loss of -49.5 and -54.0 Mg-C ha-1 for whole soil and aggregate method, 
respectively).  Across methods, switchgrass lost an average of 8% less C than corn, and both 
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methods estimated the lowest C-loss at the summit and backslope positions, along with the 
highest C-loss within the floodplain.  Independent of method, neither cropping system was 
C-neutral where C-lost through biomass use as bioenergy was balanced out by belowground 
C inputs.  However, interactions between cropping system and landscape position revealed 
where topographic placement of perennial or annual crops may reduce C-loss.  The summit 
position had the lowest C-loss for both corn and switchgrass, while the backslope and 
toeslope exhibited the lowest C-loss for corn and switchgrass individually.     
Discussion 
Demand for bioenergy production from agricultural land in the Midwest is projected 
to rise since the initial demand for increases in production at a federal level in 2007 (Energy 
and Independence Act of 2007 (P.L. 110-140)).  Concern over intensifying agriculture in this 
region has led to experimentation with various perennial bioenergy cropping systems that 
potentially reduce the environmental impact of agriculture across the landscape (Tilman et 
al., 2006; Monti et al., 2011), and in some cases, return ecosystem services that are related to 
soils with greater C-content (Lal et al., 2007).  In areas with marginal land, establishing 
perennial bioenergy systems has been touted as a way to improve soil quality similar to the 
establishment and management of Conservation Reserve Project (CRP) areas (Robertson et 
al., 2011); quantifying the ecosystem service-returns on fertilized perennial monocultures has 
not been explored fully in this context.  Here we show that one of the central indicators of 
ecosystem services, soil C, does not increase under perennial bioenergy production, and the 
magnitude of C-losses can change with topographic placement of a specific crop.  
Furthermore, we demonstrate that particular accounting methods may be more or less 
sensitive to changes in C-stocks within soil, which suggests that landscape-scale C-budgets 
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may miss small yet tractable C-pools that improve our understanding of agricultural impacts 
on C-cycling and biogeochemistry. 
The sensitivity we gained in detecting C-losses by focusing on soil aggregates rather 
than whole soil illustrates the necessity to address soil biogeochemistry at fine scales.  
Previous work has also illustrated the difficulty in detecting small changes among large C-
pools in soil (Kravchenko & Robertson, 2011), and measuring aggregates has the potential to 
resolve these problems.  Thinking of soil in terms of aggregate fractions rather than whole 
soil alone has elucidated several issues regarding soil ecology, including differentiation 
among C-cycling of members of microbial communities (this dissertation; Mummey et al., 
2006; Bailey et al., 2012; Davinic et al., 2012) and determining biological activity within 
aggregates that responsible for C-cycling (Bailey et al., 2013; Bach & Hofmockel, 2014).  
Furthermore, aggregate-centric studies can expand our understanding of perturbations to the 
environment based on climate change and land-use factors like increased atmospheric ozone 
(O3) and CO2 on C and N storage (Hofmockel et al., 2011) or differences in agronomic 
fertilization rates on soil organic matter (SOM) pools (Brown et al., 2014).   Integrating 
aggregates into a TBCA model to predict landscape-scale C allocation in conjunction with 
other C-fluxes has rarely been used in the literature (but see Fahey et al., 2012), and may 
potentially provide an extra level of sensitivity to changes in soil C in agronomic systems; 
our comparison between whole soil TC and aggregate TC is a clear empirical demonstration 
of gained sensitivity through the integration of multiple soil C pools.  Addressing aggregates 
across multiple soil depths may help resolve differences across experimental treatments when 
sampling power is low (Senthilkumar et al., 2009), along with the incorporation of statistics 
that do not rely on hypothesis testing, as in this study.  Future TBCA models should consider 
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aggregate fractionation methodologies as they may produce conflicting biological 
conclusions regarding C-cycling (Bach & Hofmockel, 2014), or integrate C-allocation rates 
that may be spatially discontinuous like deposition of photosynthate in the rhizosphere 
(Balesdent & Balabane, 1996; Chaudhary et al., 2012).  Despite these additional levels of 
complexity that can be added to gain resolution within a TBCA model, the inclusion of soil 
aggregates can increase our understanding of C-fluxes in agricultural soils.    
Perennial bioenergy crops like switchgrass have been touted to restore a myriad of 
ecosystem services to agricultural ecosystems primarily through increases in soil C, 
mitigating greenhouse gas emissions, and reducing or negating any C-debt generated by 
perennial cropping systems (McLaughlin & Adams Kszos, 2005; Tilman et al., 2006; 
Fargione et al., 2008). When considering crops like switchgrass that are highly productive 
with the addition of fertilizer (Vogel et al., 2002), there are several factors outside the 
production and application of fertilizer alone (Schlesinger, 2000) that may affect its ability to 
be a C-neutral cropping system.  One factor that was explicitly controlled for in this study is 
the effect of landform on crop productivity, root production, and the ability for a soil to store 
more C.  Soils can vary in their ability to store C through physicochemical interactions and 
the production of aggregates that prevents SOM from decomposing based on their current 
state of C-saturation (Six et al., 2002b); independent of soil type, C-stabilization efficiency of 
these soils can also vary depending tillage frequency and magnitude of C-inputs (Stewart et 
al., 2007).  While all plots at the Landscape Biomass Project were no-till between 2009 and 
2012, the condition of the soil and reduction in C-inputs due to biomass harvesting may have 
played a role in the lack of C-accrual across our experiment.  However, greater C-inputs 
through roots may have minimized C-losses under switchgrass when compared to corn, and 
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the decreased losses for both crops at the summit suggests that degraded hilltop positions 
may have the most potential for altering soil C-fluxes through appropriate agronomic 
management.        
Landscape effects on root and crop biomass may have also played a strong role in 
determining differences observed in C-allocation throughout the duration of our experiment.  
Previous work that has highlighted the effect of edaphic factors that vary across topography 
can create landscape-cropping system interactions regarding root productivity (Ontl et al., 
2013).  While the effects of topography on root biomass and C-allocation are evident as 
shown here, the projection of perennial biomass yields and concomitant ecosystem services 
(e.g., C-balance) across the Midwest often do not consider this level of landscape variation.  
For example, Gelfand et al., (2014) used soils data from southwest Michigan and 
aboveground productivity from southwest Michigan and central Minnesota to extrapolate 
productivity across 10 states in the Midwestern Corn Belt.  Though the implemented model 
utilized a small spatial scale (0.4 ha resolution), above and belowground parameters were 
based on disparate sites with uncharacteristic soils for the Midwest.  Furthermore, between 
2009 and 2012, both root biomass (Ontl et al., 2013) and aboveground biomass (Wilson et 
al., 2014) varied with topography, along with the ability for soils to accrue C within a single 
hillslope.  Therefore, assumptions that marginal croplands are suitable for bioenergy 
production (Lal, 2006) or that all marginal lands are equal (Cai et al., 2011) may overstate 
the homogeneity in production across a given area.  Instead, beginning to generate minimum 
datasets of edaphic factors with greater resolution will allow for better prediction of 
bioenergy productivity (e.g., Karlen, 2010), and increase our ability to determine the impact 
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that bioenergy production has on belowground C-allocation across varied Midwestern 
landscapes. 
Conclusions 
The allocation of C-belowground is an important characteristic touted by proponents 
of perennial bioenergy crops, and there is evidence that in some plots, there is a small but 
important chance for soil C to accrue in particular aggregate fractions under switchgrass.  
However, these small increases do not make up for C losses via soil respiration and the 
harvest of plant biomass that creates a C-debt that is greater than corn and varies with 
topography.  With federal mandates influencing the intensification of agriculture in the 
Midwest, further investigation has been needed to determine whether switchgrass is a viable 
cropping system across varied landscapes and whether it restores ecosystem services like the 
storage of C belowground.  When considering C-loss through processing crop biomass into 
bioenergy and its use, switchgrass is a much less C-negative cropping system than corn, and 
these relationships between corn and switchgrass differ depending on the topographic 
position at which they were grown.   These findings suggest that in order to optimize yield 
and ecosystem services garnered from agricultural products, it is necessary to implement 
strategic planning of crop placement across the landscape.       
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Figures and Tables 
 
 
Figure 4.1. TBCA model design and aggregate carbon proportions.  The box and arrow 
model represents the TBCA model inputs and outputs described in Eq. 1-3.  The dotted arrow 
represents an implicit input in the model, where the initial C-stock may affect the ability to 
accrue C.  The grey arrow represents an output that though calculated not included, as it was 
a minor flux that had no quantitative effect on the overall model.  The stacked bar plots 
represent the mean proportion of total C within an aggregate fraction among all aggregate 
fractions.    
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Figure 4.2.  Change in TC among aggregate fractions per year.The plots show changes in TC 
among individual aggregate fractions in Mg-C ha-1 yr-1.  Points represent the mean value 
while lines represent the 95% credible interval.  The dotted line represents the 0 line, where 
intersections between the dotted line and 95% credible interval indicate that the distribution 
of a particular parameter contains 0. 
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Figure 4.3. Root Biomass C per year.  The plots show root biomass in Mg-C ha-1 yr-1.  Points 
represent the mean value while lines represent the 95% credible interval.   
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Figure 4.4.  Predicted and measured relationships between root biomass and CO2.This plot 
shows the relationship between root biomass and CO2 expressed as Mg-C ha-1 yr-1.  The line 
represents the predicted slope for the model, and the shaded area represents the 95% credible 
interval around this slope.  Points represent the measured values used to generate the model. 
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Figure 4.5. Predicted net CO2 emissions per year. The plots show simulated CO2 emissions 
from the soil surface in Mg-C ha-1 yr-1.  Points represent the mean value while lines represent 
the 95% credible interval. 
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Figure 4.6. Change TBCA considering soil sampling method and crop biomass.    The top 
plot show changes in the TBCA model in Mg-C ha-1 across the length of the experiment (4 
years) when not considering biomass-C lost through bioenergy production and use (Soil 
Fluxes).  Points represent the mean value while lines represent the 95% credible interval. The 
bottom plot show changes in the TBCA model in Mg-C ha-1 across the length of the 
experiment (4 years) when considering biomass-C lost through bioenergy production and use 
(Soil and Biomass Fluxes).  Points represent the mean value while lines represent the 95% 
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credible interval.  The dotted line represents the 0 line, where intersections between the 
dotted line and 95% credible interval indicate that the distribution of a particular parameter 
contains 0.  The shapes represent either the aggregate method, where all aggregate fractions 
are considered, or the whole soil method, where C was only measured among whole soil 
samples. 
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CHAPTER 5. BAYESIAN ESTIMATION OF STATIC CHAMBER FLUXES 
ADDRESSES UNCERTAINTY IN GREENHOUSE GAS EMISSIONS 
 
A paper in preparation for Global Change Biology as a Technical Advance 
Ryan J. Williams, Kirsten S. Hofmockel, Thomas M. Isenhart 
RJW, KSH, and TMI designed the study.  RJW performed the analysis and wrote the 
manuscript with contributions from KSH. 
Abstract 
Measuring greenhouse gas emissions from soils using static-chambers is a common 
method in climate change science, though much ambiguity exists regarding how to 
accurately calculate fluxes from measurements that can be exceptionally variable.  Here, we 
propose that explicit consideration of uncertainty around flux estimates is necessary for 
accurate scaling of greenhouse gas emissions from static-chambers to landscape-scale 
estimates.  We compared a Bayesian hierarchical model to non-linear and linear methods 
across simulated and empirical greenhouse gas flux data.  Our analysis demonstrates that 
methods used in the literature are inherently biased, while the use of a Bayesian linear model 
provides conservative yet less biased estimates of greenhouse gas fluxes.  We argue that the 
sensitivity of the non-Bayesian methods may lead to false confirmations of biogeochemical 
'hot spots' and ‘hot moments’ or negative fluxes indicating consumption of greenhouse gases, 
while the Bayesian method we introduce provides a conservative estimate of fluxes.  
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Introduction 
Measurement of greenhouse gases (GHGs) is commonly used in ecosystem science to 
estimate the influence of land-use change, agricultural management, disturbance, and other 
ecosystem processes on radiative forcing of climate.  The use of closed chambers to measure 
the passive diffusion of gases either into or from the soil surface is common method when 
attempting to estimate GHG fluxes.  Though the use of static chambers for measuring GHGs 
is rather straightforward, many factors affect the accuracy of these measurements.  Rochette 
and Eriksen-Hammel (2008) reviewed 356 studies measuring soil nitrous oxide (N2O) using 
chamber measurements and suggest that 60% contained unreliable data due to incomplete 
reporting or poor methodology.  To address methodological issues inherent in static chamber 
measurements, researchers have developed techniques like the Hutchinson/Mosier (HMR) 
model that provide non-linear estimates of GHG flux (Pederson et al., 2010) as an alternative 
to simple linear regressions (LR) that estimate chamber flux based on GHG concentrations 
sampled over time.  Several of these methods have been reviewed by Parkin and Venterea 
(2010) where it was found that the degree of data curvi-linearity along with magnitude of 
flux and analytical precision can inflate errors among flux estimates. Non-linear methods like 
HMR have also been found to be sensitive to a variety of factors that contribute to biased 
flux measurements (Venterea et al., 2009), while producing flux estimates that can be 
exceedingly unrealistic (Parkin et al., 2012).  Furthermore, several methods only produce 
point estimates of fluxes and few produce either variance estimates or confidence intervals 
surrounding an estimated flux.  Because flux measurements from soil chambers are often 
scaled to compare ecosystems or inform land management strategies, it is imperative that 
GHG flux measurements explicitly address estimate uncertainty.  
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Understanding the uncertainty around GHG flux estimates generated utilizing static 
chambers is important for scaling from chambers within a plot to landscape, regional, and 
global scale greenhouse gas budgets.  For example, a recent Technical Bulletin by the United 
States Department of Agriculture (USDA) devoted a chapter towards quantifying uncertainty 
across multiple statistical and process-based models aimed at estimating greenhouse gas flux 
(USDA, 2014).  This effort used Monte Carlo simulations to incorporate variability in flux 
prediction models; however this variability does not necessarily consider error occurring at 
previous stages of data collection (e.g., static chamber measurements, flux calculations) or 
particular biases in flux estimation methods.  Bayesian Markov Chain Monte Carlo (MCMC) 
methods have also been used to account for uncertainty in both process-based models (Wang 
and Chen, 2013) and statistical models that rely on flux estimates rather than variability of 
the measurements taken within the chamber (Huang et al., 2013).  For example, Nishina et al. 
(2009), used a Bayesian hierarchical model to estimate spatio-temporal changes in N2O flux 
where the actual fluxes were calculated using the HMR method and assumed to come from a 
non-informative prior distribution.  However, to our knowledge, no methodology has 
suggested quantifying uncertainty of flux estimates based on uncertainty surrounding gas 
concentrations measured within the headspace of a static-chamber.     
Determination of an appropriate flux calculation method has been debated, with both 
linear and non-linear models having unique biases that can affect interpretation of 
greenhouse gas emissions (Venterea et al., 2009; Parkin and Venterea, 2010; Parkin et al., 
2012). Arguments supporting a non-linear versus a linear model when considering highly 
variable measurements may not be supported due to the small number of samples (3 or 4; 
Parkin and Venterea, 2010) commonly taken in static-chamber-based estimates of 
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greenhouse gas flux (Forbich et al., 2010).  Furthermore, no methods provide an explicit 
method for scaling uncertainties from static-chamber measurement to the experimental plot, 
landscape, or region.  Methods like the HMR model (Pedersen et al., 2010) provide a 
standard error that can be incorporated into landscape-scale flux estimates through a Monte 
Carlo method (sensu USDA, 2014) to better estimate uncertainty around greenhouse gas 
estimates; however this approach ignores any probability distributions around additional 
parameters needed to produce a non-linear instead of a linear model.  Multiple studies have 
also attempted to identify spatially or temporally discrete moments of strong biogeochemical 
cycling known as 'hot spots' or 'hot moments' (McClain et al., 2003).  Several studies have 
addressed these phenomena in GHG emissions utilizing the HMR method applied to static-
chamber data (Audet et al., 2013; Audet et al., 2014).  Delineating biases a given method like 
HMR may have on the detection of a hot spot or moment is therefore important for our 
understanding of biogeochemical fluxes.     
In this study, we propose the use of a Bayesian hierarchical model that utilizes 
measurements taken over time within a static soil chamber rather than a flux estimate per 
chamber.  The Bayesian philosophy applied here assumes that fluxes are derived from the 
data given a level of uncertainty in the actual gas concentration taken, rather than a single 
point estimate of flux.  This framework allows for explicit consideration of multiple sources 
of error that may bias a particular measurement; however we present here a simple model for 
comparison with commonly used models in the literature (HMR and LR).    Previous work 
utilizing a Bayesian hierarchical framework to model greenhouse gas flux imparted a prior 
distribution to flux measurements (Nishina et al., 2009; Huang et al., 2013).  The linear 
model proposed here adds an additional level where we consider the prior distributions of 
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measurements taken within a chamber.  We then compare our Bayesian formulation (from 
herein referred to as a Bayesian linear model or BLM) to flux estimation methods common in 
the literature: linear regression (LR) and the Hutchinson-Mosier (HMR) non-linear model.  
We simulated data across multiple fluxes and progressively added variance in order to test 
for sensitivity to variability within a static chamber.  We then applied these methods to data 
collected from a landscape-scale experiment aimed at determining interactions between 
topography and land-use (i.e., specific agronomic cropping systems) on greenhouse gas 
emissions.  We hypothesized that the BLM would provide flux estimates with greater 
uncertainty than LR or HMR, but would ultimately capture the true flux more often than LR 
or HMR under simulated conditions; thus providing an estimate of fluxes less biased by 
methodology when applied to a landscape-scale experiment.     
Materials and Methods 
 Simulating Gas Fluxes for Determination of Methodological Biases 
All data simulation was conducted using base functions in R v. 3.0.2. (R Core Team, 
2013).  First we determined how different methods (HMR, LR, and BLM) performed with 
simulated greenhouse gas flux data.  We used random draws from a normal distribution with 
mean 0 and standard deviation of 14 sensu Parkin et al., (2012) to simulate fluxes across four 
time points (0, 15, 30, 45 minutes), effectively creating a simulated flux of 0 if based on 
normal variance in N2O atmospheric concentrations.  Therefore, any prediction of a flux 
different than 0 would be considered an apparent flux, or flux that did not exist.  Simulation 
of data was performed using the 'rnorm' function in R.  Furthermore, we were interested in 
methodological biases that may occur with changes in flux (i.e., slope of the line between all 
measurements) and differences in random noise that may occur with measurements.  We 
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simulated data across slopes ranging from 0 to 100 in units of gas per minute, while random 
noise was added to each measurement by adding a single value drawn from a uniform 
distribution using the 'runif' function in R.  This noise value could take positive or negative 
values and ranged from 0 to 100 so that at any time point, the statistical noise could 
completely mask the underlying slope.  These simulations produced a matrix of values of 
progressively increasing slopes and noise level among flux measurements to evaluate 
methodological biases across the HMR, LR, and BLM methods. 
Model Implementation for Simulated Fluxes 
  To implement methods that used point estimates (HMR and LR), that is methods that 
would normally only use a single flux estimate without explicit consideration of uncertainty, 
we utilized the “HMR” package (Pederson, 2012) in R v. 3.0.2. (R Core Team, 2013), with 
the option to calculate fluxes using both the linear method and the HMR method for each 
series of simulated measurements.  Therefore, both HMR and LR methods were calculated 
concurrently in the R environment.  Also, when the HMR method recommended the LR 
calculation over HMR, the LR flux was used.  Therefore, HMR fluxes are both a 
combination of linear and non-linear regressions based on analyses inherent in the ‘HMR’ 
package.  The Bayesian linear model (BLM) used here was designed as such: 
yi= β0+ β1× xi+ z i (1) 
In the equation, yi represents the predicted gas concentration and xi represents the elapsed 
time for a given measurement, i .  The parameters β0 and β1 represent the intercept and 
slope of the linear model respectively, with the slope being a parameter of interest as it 
represents the flux.  The parameter zi  represents a random term for each measurement, as all 
measurements are taken from the same chamber, and are therefore not independent (e.g a 
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within-chamber random effect).  The addition of this parameter represents a small but 
important deviation from general descriptions of linear models that are prescribed for this 
type of analysis (e.g., Holland et al., 1999).  To consider potential biases that choices of a 
prior distribution may have on our analyses, we varied the variance of the prior distribution 
for β1 and found no qualitative differences (Supplemental Figure 1).  This lack of difference 
based on prior distributions was likely due to the small amount of samples considered within 
each flux estimate (four), and thus may be greater when considering longer chamber 
deployment times with more headspace measurements.  Therefore we used an un-informative 
prior distribution that may be modified depending on the user.  Our BLM was written in 
JAGS (Plummer, 2013) and implemented using the “rjags” package in R (Plummer, 2014), 
which allows for the simulation of Bayesian hierarchical models using a Markov Chain 
Monte Carlo (MCMC) approach.  When applying our BLM, we used 10 chains with 400,000 
iterations thinned every 200 iterations.  Additionally we sacrificed the first 1000 observations 
to remove any potential biases generated from the starting point of the MCMC simulation.  
Figures were made using the “ggplot2” package in the R environment (Wickham, 2009).         
Empirical Data Collection 
For the comparison of the BLM to fluxes calculated using LR or HMR, we utilized a 
GHG sampling dataset collected from the Landscape Biomass Project in Boone County, 
Iowa, USA.  A full site description is available in Wilson et al. (2014).  This experiment 
utilizes a topographic gradient ranging from the top of a hill slope to floodplain to test 
interactions among landscape position and cropping system on a suite of biogeochemical and 
agronomic factors (Ontl et al., 2013; Hargreaves and Hofmockel, 2014).  For the 
experimental design, five landscape positions (summit, shoulder, toe-slope, back-slope, 
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floodplain) and three cropping systems (continuous corn (Zea mays L.), sorghum-triticale 
(Triticosecale x Whit. and Sorghum bicolor L.), switchgrass (Panicum virgatum L.) were 
sampled across 3 blocks, yielding 9 total sets of flux measurements per each cropping system 
at each landscape position.  Sampling occurred at irregular intervals across the growing 
seasons of 2010, 2011, and 2012 in order to capture fluxes correlated with weather events 
and agronomic management.  In 2011 and 2012, only three landscape positions (summit, 
back-slope, toe-slope) were sampled. 
Greenhouse gas flux from soil surfaces was estimated using a static chamber method 
outlined in Parkin and Venterea (2010) that is used to measure changes in headspace 
concentrations of particular gases over time.  First, polyvinyl chloride (PVC) rings (30.48 cm 
diameter with 15 cm height) with a beveled edge were randomly placed within sampled plots 
and hammered into the soil 5-10 cm at least 24 hours before sampling.  A second ring of the 
same size but sealed at one end was placed on top of the first ring, producing a headspace for 
the passive diffusion of gas from the soil surface.  Four measurements were taken for each 
flux at 15-minute intervals.  The inner-temperature of chambers was taken at the time of 
sampling to correct gas concentrations based on the Ideal Gas Law.  Samples were collected 
with a polypropylene syringe and stored in pre-evacuated glass vials fitted with butyl-rubber 
stoppers.  Concentrations within vials were analyzed using an SRI 8000 gas chromatograph 
equipped with a flame ionization detector (FID) and electron capture detector (ECD) in order 
to measure both CO2 and CH4 along with N2O.           
For statistical analysis of fluxes calculated by HMR and LR, we used linear mixed 
effects models implemented using the lme4 package in R (Bates et al., 2014).  Models 
contained main effects and interactions between sampling date, cropping system, and 
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landscape position with random effects for the multiple rings within each plot and block.  
Predicted values from the models were used to compare model output between BLM and LR 
or HMR methods.  We also calculated coefficients of variation (CV) for flux estimates within 
a plot in order to determine the occurrence of a biogeochemical ‘hot-spot’ or ‘hot-moment’.  
A high CV would indicate that a particular flux estimate within a given spatial or temporal 
context was notably different than other related estimates.  For ‘hot-spots’ we calculated CVs 
within plots at each sampling date and for ‘hot-moments’ we calculated CVs within plots 
across dates.  Therefor a high CV indicating a ‘hot-spot’ would be defined by one chamber 
within a plot having a much larger flux than the others, while a CV indicating a ‘hot-
moment’ would indicate that a particular plot at a given date was exceedingly different from 
itself at all other dates. 
Results and Discussion 
HMR, LR and BLM produce estimates that differ orders of magnitude 
In our simulations, the HMR method potentially had a much higher error rate than 
both the LR and the BLM methods (Figure 5.1) when considering whether a particular 
method contained 0 in its 95% interval surrounding the mean flux.  In approximately 10% of 
the simulated datasets, the HMR method produced a flux distribution that did not contain 0 
based on its native statistical test (a T-test where P<0.05 is considered significant).  Error was 
lower with the LR method, which failed to contain zero within its flux distribution in 5.5% of 
the simulated datasets.  In contrast, only 1.2% of the datasets failed to contain zero within its 
flux distribution with the BLM method.  These differences in failure to contain zero within a 
flux estimate distribution represent 3.6 to 7.3 fold increases in errors when comparing LR 
and HMR to BLM, respectively.  BLM fluxes were much closer to zero, while LR and HMR 
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were often hundreds or thousands of units away from the simulated flux.  These results imply 
that the HMR and LR methods have a greater chance of inflating error rates in any gas flux 
field data, consistent with findings of Parkin et al. (2012).   
When HMR and LR methods were run in conjunction with the BLM model on 
simulated data that should produce zero flux, estimates from the HMR and LR method were 
often orders of magnitude larger than those from the BLM method. For example in Figure 2, 
BLM flux estimates were compared with fluxes determined by the HMR and LR methods.  
Due to sensitivity of the HMR method to statistical noise, 2.4% of the estimates produced by 
HMR were removed from further analyses, as they were often more than 104 times different 
than estimates produced by BLM.  The HMR estimates appeared to have a curvilinear 
relationship with BLM estimates (Figure 5.2A), while BLM and LR estimates appeared to 
have a linear relationship (Figure 5.2B).  This similarity in bias is logical as both LR and 
BLM are linear models while BLM contains an additional curvilinear function parameter.  As 
HMR estimates became more extreme (between 500 and 106 units of gas per hour), BLM 
estimates began to plateau, that is, they did not become increasingly different from the zero 
line.  This may indicate HMR was sensitive to noise in our simulated data that did not drive 
bias in our BLM model.  Therefore based on these simulations, it appears that the BLM 
method produced much more reasonable than the HMR method. 
A similar trend was observed when simulating a range of fluxes with varying levels 
of added noise (Figure 5.3 A & B).  When considering fluxes of increasing value with no 
additional noise (Figure 5.3A), there was a small but consistent under-estimation of fluxes 
with the BLM method.  The HMR method reflected this under-estimation as well but also 
had several extreme over/under estimations of fluxes.  The LR method also reflected 
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over/under estimation of fluxes that increased in deviation from the true flux as the simulated 
flux increased.  On average, the HMR and LR method produced estimates that could vary 
orders of magnitude, while the BLM method was much more consistent (Figure 5.3B).  Since 
the process of generating flux estimates through the BLM produces a distribution of fluxes, 
other descriptive statistics like the median value may be used instead of the mean.  In the 
case of our simulated data, the median value was a better estimator of flux than the mean 
value, though the generality of this claim warrants further investigation across multiple 
simulated and empirically collected datasets.  Overall, analyses performed on simulated data 
indicate that though all methods are inherently biased, the BLM has the potential to reduce 
error and increase accuracy of estimates of GHG emissions when compared to HMR and LR 
methodologies (Figure 5.3A & B).  
The HMR and LR method had greater error rates than the BLM method with hugely 
inaccurate fluxes based on simulated static-chamber data.  Previous simulations of apparent 
fluxes have also demonstrated a high error rate when using the HMR method (Parkin et al., 
2012), where it was noted that the application of the method should be used in conjunction 
with manual verification of all fluxes so that the appropriate estimate may be chosen (e.g., 
choosing LR versus HMR calculation).  These recommendations mirror other suggestions of 
manually censoring data points that fall outside confidence bounds after evaluation of 
linearity (Holland et al., 1999).  Manual editing of data can potentially limit our 
understanding of biogeochemical fluxes, as this type of data handling may limit the amount 
of negative N2O fluxes reported in the literature that are often related to consumption of this 
greenhouse gas (Chapuis-Lardy et al., 2007; Schlesinger, 2013).  Reliance on a method that 
prescribes manual removal of data points at a user's discretion prior to flux calculations could 
        
 
138
also introduce errors and biases into GHG emission estimates that are not currently 
considered in biogeochemical models.  This type of user-based error would also be difficult 
to quantify across studies, even when using a standard suite of methods.  Quantifying 
potential bias that this methodology has had on previous research is difficult, yet it is 
important to note that extreme gas fluxes could be the result of methodological bias. 
  HMR, LR, and BLM produce different ecological interpretations of flux  
Differences in the magnitude and direction of GHG fluxes that result solely from 
choice of methodology of flux calculation could have important implications regarding our 
working knowledge of biogeochemical cycles.  We compared flux estimates obtained from 
the HMR, LR, and BLM methods applied to our empirical data in order to assess whether 
method bias could affect ecological interpretations of the results when considering CO2, CH4, 
and N2O.  As an example, multiple studies have reported CH4 flux using the LR method from 
soils and related trends to land use or other environmental differences.  While many studies 
have reported zero net flux, upland soils have been shown to maintain a level of CH4 
consumption due to methanotrophic communities within the soil that are inhibited by N-
fertilizer (Aronson and Helliker, 2010; Levine et al., 2011).  Across our dataset, roughly half 
of the CH4 fluxes were negative with the LR method (Figure 5.4), which has been used 
previously to link methanotrophic activity and CH4 flux (Levine et al., 2011).  These 
negative fluxes were not corroborated by either the BLM or HMR method, suggesting that 
the application of the LR method to this set of empirical data may lead to incorrect assertions 
regarding the fate of CH4 within the context of this experiment.  Alternatively, the HMR and 
BLM methods may be incorrect.  Since LR and BLM are both linear methods, there should 
be similar biases among these methods, so disagreement in the direction of flux between LR 
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and BLM warrants further investigation.  Nonetheless, the lack of corroboration between 
methods regarding the direction of flux highlights the necessity for a critical view when 
choosing an appropriate flux calculation method.  Additionally, the prevalence of negative 
N2O fluxes when using the HMR and LR method across both 2011 and 2012 may suggest 
consumption of N2O (Chapuis-Lardy et al., 2007) that is not supported by the BLM method.  
Furthermore, differences in calculated flux are exceptionally apparent when comparing CO2 
fluxes from 2012 (Figure 5.4).  Estimates for CO2 flux generated by the HMR and LR 
method appear to have an exponential increase when compared to BLM estimates, 
supporting the observation of a high level of bias and disagreement between estimate 
methods with increasing fluxes (Parkin and Venterea, 2010; Parkin et al., 2012; current 
study).  Interpretations drawn between BLM and either LR or HMR for these data highlight 
the potential for misinterpretation of hot-spots or hot-moments of biogeochemical activity.   
We further investigated the potential for spurious ‘hot-spots’ or ‘hot-moments’ under 
each method by comparing the coefficient of variation (CV) among N2O flux estimates 
across space and time.  We assumed that a high CV across samples within the same plot on 
the same sampling date (i.e., measurements taken from multiple chambers randomly 
distributed within a plot) could represent a ‘hot-spot’ while a high CV from the same plot 
across all sampling dates may represent the occurrence of a ‘hot-moment’.  We then 
compared the distributions of CVs produced by each flux estimate method to describe the 
probability of interpretation of a hot spot or moment (Figure 5.5).  When considering ‘hot-
moments’, there was much less temporal variability in fluxes estimated from samples 
originating from the same plot with the LR method, represented by the range of the CV 
distribution, while the HMR and BLM method performed similarly based on the location of 
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the 95% quantile.  Therefore, analyses that use the LR method may distinguish ‘hot-
moments’ based on smaller differences in fluxes than if the BLM or HMR method were used.  
In other words, samples observed over time from the same plots and analyzed with the LR 
method are more consistent than the HMR and BLM methods.   When considering ‘hot-
spots’, the BLM had the greatest range of CV’s, meaning that analyses using this method 
would be conservative when designating spatially distinct biogeochemical activity.  
Conversely, the HMR and LR method may allow users to detect a ‘hot-spot’ more readily, 
potentially inflating their occurrence across a studied landscape.  The combination of greater 
sensitivity to spatio-temporally distinct fluxes and the appearance of apparent fluxes among 
simulated the data warrants greater caution when interpreting fluxes generated by the HMR 
and LR methods unless care is taken in considering uncertainty across space (e.g., Nishina et 
al., 2009).  
In the analysis of our empirically collected data, results using the HMR and LR 
methods differed from the BLM model, though all methods were able to detect ecologically 
relevant fluxes that are well known in agricultural systems.  For example, N2O fluxes 
increase following fertilization in corn systems and are defined by a temporally discrete pulse 
that is the major contributor to cumulative flux over a growing season (Hoben et al., 2011).  
We observed significant interactions in N2O emissions between sampling date and cropping 
system for the HMR method that was not captured by the LR method in 2011, and both 
methods detected this interaction in 2012 (Table 5.1).  Though there is not an analogous 
statistical test for the BLM method, changes in fluxes over time that differed across crops 
were visible (Figure 5.6 A & B).  For example, in 2011 we observed high N2O fluxes under 
switchgrass and corn that were 19% and 64% higher than those from sorghum, respectively.  
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This follows the fertilization regime at the site, where sorghum is not fertilized until July.  
This fertilizer pulse was also observed at the end of July when sorghum had approximately 
35% greater N2O than the other cropping systems.  It should be noted that all of these fluxes 
determined by the BLM method had 95% credible intervals that slightly overlapped with 
zero, indicating a large amount of uncertainty in flux prediction.   
Greater N2O fluxes following N-fertilization were also observed in 2012, though no 
fertilization peak was seen in sorghum, as fertilizer was not applied due to drought 
conditions.  Across both years, the HMR method produced highly variable estimates of flux 
that could be either negative or positive and were not corroborated by any other method.  
These events could potentially be recognized as biogeochemically active periods or ‘hot-
moments’ where either large quantities of N2O are emitting from the soil surface or is being 
consumed by microorganisms within the soil matrix.  Other potentially spurious ‘hot-
moments’ or ‘hot-spots’ could have been interpreted when using the LR method in 2012 
based on the significant interaction between date and landscape position that was not 
detected by the HMR method.   Given the potential for unreliable fluxes generated by both 
the LR and HMR method, these ‘hot-moments’ are potentially a methodological error rather 
than ecological phenomena.  
Understanding biogeochemical fluxes at multiple scales within ecosystems is 
important for land management and to improve forecasting of radiative forcing driven by the 
emission of GHGs like CO2, CH4, and N2O.  However, disagreement among methods of 
deriving flux estimates as illustrated here potentially mask our ability to understand drivers 
of flux; especially those that occur at the microbial scale (Chapuis-Lardy et al., 2007; Levine 
et al., 2011).  The use of methods that do not explicitly model uncertainty around GHG 
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fluxes make estimates of within-ecosystem or across-ecosystem budgets difficult, particularly 
were assumptions regarding errors and the scale at which they occur are not consistent across 
datasets (USDA, 2014).  Furthermore, these methods differ in their ability to detect 
ecologically relevant ‘hot-spots’ or ‘hot-moments’ that are considered important to overall 
biogeochemical flux budgets (Savage et al., 2014).  We suggest that application of Bayesian 
MCMC (BLM) models would allow for better modeling of uncertainty in measuring 
greenhouse gas fluxes.  It should be noted that the BLM could be modified to model non-
linear fluxes with explicit modeling of parameter distributions using either an exponential or 
power function.  Following the logic behind the HMR method, there is some expectation of a 
non-linear relationship between gas concentration and time as the diffusion of gas into a 
chamber may slow over the course of chamber deployment (Pederson et al., 2010).  Though 
our model demonstrated here is inherently linear, it is difficult to assume non-linearity with 
so few measured concentrations over time.  Therefore, application of a non-linear Bayesian 
model and comparison to BLM should be under conditions that allow for greater sampling 
over time rather than just three or four points.  Further exploration of prior distributions of 
chamber measurements, including differences in prior based on particular gases being 
measured (e.g., different prior distributions for CO2 and N2O) should be applied during the 
use of the BLM method along with various methods of model validation (e.g., posterior 
predictive checks, Bayesian P-values, model comparison, etc.).  Such explicit modeling of 
uncertainty around a biogeochemical rate (i.e., gas flux) can be applied to any 
biogeochemical rates that rely on the interpretation of a slope between discrete measurements 
taken over time, and could potentially improve our ability to model biogeochemistry at 
multiple scales. 
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Figures and Tables 
Table 5.1. Mixed-effects model statistics for N2O fluxes. 
Tested Effects HMR LR 
2011 F-value P-value   F-value P-value   
Date 1.03 0.411 1.31 0.246 
Landscape 0.94 0.390 1.52 0.220 
Crop 0.89 0.413 0.11 0.898 
Date:Landscape 0.74 0.732 0.98 0.467 
Date:Crop 1.91 0.023 * 1.39 0.154 
Landscape:Crop 0.93 0.449 1.43 0.224 
Date:Landscape:Crop 0.78 0.790 0.68 0.895 
2012             
Date 2.74 0.004 ** 5.78 <0.001 *** 
Landscape 2.69 0.069 . 6.93 0.001 ** 
Crop 0.09 0.910 1.24 0.290 
Date:Landscape 1.36 0.145 2.13 0.004 ** 
Date:Crop 2.05 0.006 ** 2.82 <0.001 *** 
Landscape:Crop 0.73 0.573 0.37 0.829 
Date:Landscape:Crop 1.21 0.195   1.18 0.231   
Stars represent significance levels where a “.” represents P-values between 0.1 and 0.05, “*” 
represents P-values < 0.05, “**” represents values < 0.01, and “***” represents values < 
0.0001.  
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Figure 5.1.  Histograms of fluxes that represent error rates. These histograms show the 
distributions of fluxes that correctly identify no flux based on their confidence intervals 
(HMR, LR) or credible intervals (BLM).  Fluxes represent the mean flux estimate calculated 
by each method.  
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Figure 5.2.  Comparison of fluxes calculation methods across flux simulations.  Plots show 
the comparison between BLM and either HMR (A) or LR (B) flux estimates in units of gas m 
.  The black line represents the mean flux of both methods while grey shading represents the 
95% credible interval around the mean flux produced by the BLM method.  The red dashed 
line represents the true flux that simulated data was centered around, thus deviation from this 
line represents model sensitivity to noise that may influence error rates. 
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Figure 5.3.  Comparison of flux estimation methods across multiple fluxes with added 
statistical noise.  Differences between slope estimates and the actual slope with no added 
statistical noise are visualized in (A). Heatmaps reflecting differences in simulated and 
estimated fluxes are shown in (B).  These heatmaps show the difference between simulated 
flux and estimates calculated through each method.  Differences are calculated as the log10 
transformation of the absolute difference between actual and estimated flux.   
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Figure 5.4.  Comparison of BLM, HMR, and LR flux estimates across emipirical data in 
units of gas (mg C-CO2, mg C-CH4, µg N-N2O in  m-2 hr-1).  Each plot represents the 
comparison between estimates from either BLM and HMR or BLM and LR.  The red dashed 
lines represent 0 lines to distinguish negative and positive fluxes. 
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Figure 5.5. Comparison of coefficient of variation for detection probabilities of hot spots and 
hot moments.  Distributions represent the absolute value of coefficients of variation 
(abs(CV)) of plots through time (Hot Moment) or of individual measurements from rings 
within a plot (Hot Spot).  The absolute value of the CV was used here to visually compare 
both negative and positive fluxes.  Full and dashed lines represent quantiles of each 
distribution, which designate possible values that may indicate a ‘hot spot’ or ‘hot moment’. 
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Figure 5.6. Mean flux estimates for BLM, HMR, and LR methods across cropping systems in 
2011 and 2012.  Points represent the mean estimate of each flux method for 2011 (A) and 
2012 (B). 
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Supplemental Figures 
Supplemental Figure 5.1 Comparison of different prior distributions with BLM and HMR. 
 
The figure shows the comparison between different prior distributions for the BLM method 
and with comparisons to the HMR method.  The different variances are reflected as 
precisions (1/σ2).  The black line represents the mean flux estimate of both the HMR and 
BLM method, while the grey shaded area represents the 95% credible interval surrounding 
the mean flux for the BLM method. 
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CHAPTER 6 
GENERAL CONCLUSION 
A theme central to both microbial ecology and biogeochemistry is understanding how 
biological interactions between microorganisms in a community context generate elemental 
fluxes.  However elucidating these interactions can be difficult given the inherent diversity 
among microbial communities and the complexity of the environments that they reside 
within.  Measuring biogeochemical fluxes in a manner that is scalable between microbial 
communities and ecosystems is also difficult as our methods often rely on avoiding important 
ecological heterogeneity (i.e., topography of a hill-slope or aggregates in a soil) or ignoring 
variance in a measurement (i.e., uncertainty around a flux estimate).  For my dissertation, I 
focused on gaining a better understanding of microbial communities among soil aggregates 
and biogeochemical fluxes of carbon and nitrogen that are important factors when 
understanding agricultural land-use effects on climate change.  Though I did not aim to find 
direct linkages between microorganisms and specific biogeochemical fluxes with this work, 
the conclusions reported here can help in the development of models that predict both 
microbial and ecosystem-scale function.          
I began my dissertation with trying to understand microbial interactions within a 
community using network analyses that are now pervasive across multiple fields of 
ecological research.  I found that environmental filtering, the selection of particular 
organisms from a regional species pool based on inherent abiotic conditions, plays a strong 
role in driving microbial community composition, while fluctuations among microbial 
populations are generally independent of one another.  However, further examination of 
microbial populations that are uncorrelated within ecosystems is necessary, as the absence of 
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co-occurrences demonstrated here might not be applicable in other environments.  
Furthermore, the scale at which samples were collected may not be relevant for microbial 
community interactions. If we can apply our results broadly to ecosystems not examined in 
this study, the majority of co-occurrences between microbial taxa may be ecosystem 
dependent and consistent relationships between microorganisms may be a special case rather 
than the norm when considering communities summarized at high taxonomic levels.  The 
finding from this chapter can inform microbial and ecological models by demonstrating that 
the pool of potential microbial interactions that could drive a particular process may be 
ecosystem specific, and choices made during an analysis, whether it is the phylogenetic level 
or cut-offs for particular parameters (e.g.,, correlation strength or p-values), can have drastic 
effects on model outcome.  Understanding the phylogenetic distribution of traits related to 
biogeochemical cycling so that microbial communities can be simplified into functional 
groups remains a necessary step in order to integrate microorganisms into ecosystem models 
(Treseder et al., 2012); special consideration should be given to the phylogenetic scale 
necessary for understanding ecological interactions. 
In chapter three, I focused on microhabitats in soil that may be important for 
understanding microbial interactions that influence biogeochemical cycling.  Soil aggregates 
are distinct agglomerations of soil particles and organic matter than can differ in resource 
availability and may foster different microbial communities.  When considering their role in 
biogeochemical cycling, aggregates are key mediators between soil C storage and 
atmospheric CO2 release, affecting global climate change over centuries (Jastrow, 1996; 
Paustian et al., 1999). Studies aimed at characterizing differences in soil microbial 
communities across biomes (e.g (Fierer et al., 2012), can have large impacts on the field of 
        
 
156
ecology despite an implicit mischaracterization of soil microbial communities based on bulk 
soil sampling.  As I have shown here, care needs to be taken to sample aggregate fractions 
specifically in order to truly understand the level of diversity in soils.  Global surveys of 
microbial communities may poorly represent terrestrial ecosystems as a whole by ignoring 
soil aggregates as their distribution in a soil can vary depending on abiotic (Six et al., 2000; 
Sarah, 2005) and biotic factors (Grandy & Robertson, 2007).  Scaling down to an aggregate-
centric view of soil microbial communities is a necessary step towards integrating physical 
and biochemical approaches that link biodiversity and soil microenvironments (Young & 
Crawford, 2004) while revealing important information necessary for scaling between 
ecosystem level nutrient cycling and microbial communities that drive biogeochemistry 
(Falkowski et al., 2008).  
When focusing on ecosystem functions in chapter four, I found that taking an 
aggregate-centric view can be important for understand C-allocation belowground. While 
standard protocols in measuring soil C pools would use whole soil TC measurements despite 
the difficulty in detecting differences within this soil C pool (Kravchenko & Robertson, 
2011), I found specific differences among aggregate fractions that are important for our 
interpretation of agricultural land-use on biogeochemical fluxes.  Notably, our whole soil 
analysis demonstrated an average increase in soil C under switchgrass while our aggregate 
analysis suggested an average decrease.  Though this study does not necessarily confirm 
which method is the best for measuring soil C, it supports the logic that whole soil sampling 
ignores important processes occurring in the soil.  Beyond the comparison of soil aggregates 
to whole soil, I found that switchgrass is a less C-negative cropping system than corn (~1.25 
Mg-C ha-1 yr-1), and these relationships between corn and switchgrass differ depending on 
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the topographic position at which they were grown.   These findings suggest that in order to 
optimize yield and ecosystem services garnered from agricultural products, it is necessary to 
implement strategic planning of crop placement across the landscape.  Thus when modeling 
microbes and ecosystems together, understanding topographic shifts in productivity that also 
may drive differences in microbial communities (Hargreaves & Hofmockel, 2014) may be 
necessary for accurate prediction of biogeochemical fluxes.      
In the last chapter of my dissertation, I focused on another microbially mediated 
biogeochemical flux, greenhouse gas emissions, that are important to understand at multiple 
scales within an ecosystem.  Despite previous work that has characterized greenhouse gas 
emissions with a variety of methods, we demonstrate that specific ways of calculating flux 
rates can bias researchers findings in regards to greenhouse gas consumption by soil 
microorganisms (e.g., Chapuis-Lardy et al., 2007; Levine et al., 2011). Additionally, these 
methods do not explicitly model uncertainty around greenhouse gas fluxes, making estimates 
of within-ecosystem or across-ecosystem budgets difficult (USDA, 2014).  We therefore 
proposed the application of Bayesian MCMC models that allow for greater flexibility and 
modeling of uncertainty to measuring greenhouse gas fluxes. This explicit modeling of 
uncertainty around a biogeochemical rate (i.e., gas flux) can be applied to any 
biogeochemical rates that rely on the interpretation of a slope between discrete measurements 
taken over time, and potentially improve our ability to model biogeochemistry at multiple 
scales.  
Overall, the chapters in this dissertation explain variation that occurs across in 
biogeochemical processes (e.g., C-storage and greenhouse gas emissions) and the 
microorganisms that are responsible for them.  Results from these chapters also point to the 
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potential gains garnered from perennial bioenergy production; though the benefits from 
fertilized monocultures like switchgrass may not be as great when compared to fertilized 
mixed-species systems.  The conclusions presented in these chapters are not limited to 
agricultural systems alone; the interplay between soil aggregation, microbial communities, C-
balance, and greenhouse gas emissions are an important part of all terrestrial ecosystems.  
The work in these chapters demonstrates methodologies for understanding microbially driven 
biogeochemical processes that are scalable between microbial habitats and ecosystems.  By 
taking a more informed look at appropriate scales within soil to quantify microbial 
communities and biogeochemical processes, we may finally begin linking microbes and 
ecosystems in a modeling framework with explicit consideration of model uncertainty around 
our measurements.     
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