Abstract In this paper, we prove the strong normalisation for MartinLöf 's Logical Framework, and suggest that correct arity, a condition weaker than well-typedness, will also guarantee the strong normalisation.
a new reduction rule β 2 for kinds. Then, we prove a stronger and more general property, that is, strong normalisation w.r.t. β, η and β 2 -reduction.
In this way, the proof becomes easier although the property is stronger.
Without the β 2 -reduction, the proof of soundness in Section 4 is impossible to go through.
In Section 2, we give some basic denitions that are used throughout the paper. In Section 3, the inference rules of arities are formally presented. In Section 4, we give more denitions such as saturated sets, and prove the strong normalisation for the arity system. In Section 5, the computation rules for the type of dependent pairs and nite types and simple computation rules for universes are introduced. The strong normalisation for a dependently typed system is proved by the commutation property between these rules and β-reduction. The conclusions and future work are discussed in the last section.
Related work Logical frameworks arise because one wants to create a single framework, which is a kind of meta-logic or universal logic. The Edinburgh Logical Framework [HHP87, HHP92] presents logics by a judgementsas-types principle, which can be regarded as the meta-theoretical analogue of the well-known propositions-as-types principles [CF58, dB80, How80] .
Martin-Löf 's logical framework [ML84, NPS90] has been developed by There are many normalisation proofs for simply typed systems and dependently typed systems in literature [Bar92, Luo90, Alt93] [ MW96, Gog94] [ Geu93, Wer92] . The techniques employed in this paper such as the interpretation of arities and saturated sets are inspired by and closely related to the proof for simply typed calculus in [Bar92] . The concept of arity is well-known in mathematics and it is often dened as the maximum number of arguments that a function can have. But in this paper, the denition of arity and the concept of correct arity are dierent. The complexity of the normalisation proof for MLF is dramatically decreased because of this concept and other techniques such as a new case of kinds and the corresponding β 2 -reduction. The commutation property was also studied in literature such as [Bar84, Cos96] . The properties of ChurchRosser and strong normalisation for nite types in simply typed systems are also studied in [SC04] .
Basic denitions
In this section, we give some basic denitions that will be used later, and
give the redexes and the corresponding reduction rules. 
Redexes and reduction rules
There are three dierent forms of redexes: (λx :
The reduction rules for these redexes are the following.
(λx :
Remark 2. The second rule −→ β 2 is new and is not included in MLF.
This rule will make the soundness proof go through easily although the property is stronger and more general.
Notation: −→ R represents one-step R-reduction, precisely, M −→ R N if a sub-term P of M is a R-redex and N is obtained by replacing P by the result after applying the reduction rule R. M R N means there is 0 or more but nite steps of R-reduction from M to N . M + R N means there is at least one but nite steps of R-reduction from M to N .
Denition 2. (Arities)
• Zero is an arity, • (a 1 , a 2 ) is an arity if a 1 and a 2 are arities.
Notation: Ω denotes the set of all arities.
Remark 3. The concept of arity in mathematics is often dened as the maximum number of arguments that a function can have. For example, the arity of the function addition is 2, but in this paper, the arity of addition is (Zero, (Zero, Zero)).
Inference rules
In this section, we formally present the inference rules of arities.
The judgement form will be the following form, A M : a where A ≡< x 1 : a 1 , ..., x n : a n > is a nite sequence of x i : a i , x i is a variable and a i is an arity; M is a term or kind; and a is an arity. We shall read this judgement like under the context A, the term or kind M has arity a.
Notation For a context A ≡ x 1 : a 1 , ..., x n : a n , F V (A) represents the set {x 1 , ..., x n }. A valid A T ype : Zero
Inference rules for terms: Remark 5. One may recall that the non-terminating example ωω where ω ≡ λx.xx. It is impossible that ω is well-typed in a simply typed calculus [Bar92] . By Lemma 1, it is also impossible to have a correct arity for ω.
Normalisation proof
In this section, we give more denitions such as saturated sets to prove the strong normalisation for the arity system.
Denition 4. (Interpretation of arities)
Remark 6. a Λ is a set of terms, while a Π is a set of kinds for any arity a.
Notations: We shall write R for R 1 , R 2 , ..., R n for some n ≥ 0, and M R
Denition 5. (Saturated sets)
Lemma 2. (Arities and saturated sets)
Proof. By the denition of saturated sets and by induction on arities.
• Let's prove SN Λ ∈ SAT Λ rst. We have SN Λ ⊆ SN Λ and xR ∈ SN Λ if R ∈ SN Λ . Now we need to prove for Q, R ∈ SN Λ and K ∈ SN Π ,
we have P ∈ SN Λ and after any nitely many steps reducing inside P , Q and R, ([Q /x]P )R ∈ SN Λ with P βη P , Q βη Q and R βη R . From (λx : K.P )QR, after any nitely many steps reducing inside P , Q, R and K, and we get (λx : K .P )Q R . From here, we may have two choices.
• Now, let's prove a Λ ∈ SAT Λ by induction on a. The base case (i.e.
Zero Λ = SN Λ ∈ SAT Λ ) has been proved. So we only need to prove (a 1 , a 2 ) Λ ∈ SAT Λ . By induction hypothesis, we have a 1 Λ ∈ SAT Λ and a 2 Λ ∈ SAT Λ .
Then we have x ∈ a 1 Λ for all variable x. Therefore
Now, we need to prove that for any variable x and ∀R ∈ SN Λ , we have xR ∈ (a 1 , a 2 ) Λ . This means
which is true since a 1 Λ ⊆ SN Λ and a 2 Λ ∈ SAT Λ .
Finally, we need to prove that for ∀R ∈ SN Λ , ∀Q ∈ SN Λ and ∀K ∈ SN Π ,
And since a 1 Λ ⊆ SN Λ and a 2 Λ ∈ SAT Λ , we have (λx : K.P )QRN ∈ a 2 Λ and hence
• The proof of a Π ∈ SAT Π is similar to that of a Λ ∈ SAT Λ Notation: We often use SN for SN Λ ∪ SN Π and a for a Λ ∪ a Π .
Denition 6. (Valuation)
• A valuation is a map ρ : V → Λ, where V is the set of all term variables.
• Let ρ be a valuation. Then
where x 1 , ..., x n are all of the free variable in M .
Remark 7. For any valuation ρ, if M is a term, M ρ is also a term, and similarly, if M is a kind, M ρ is also a kind. If a valuation ρ satises that Proof. By induction on the derivations of A M : a.
The last rule is
A valid A T ype : Zero
Since T ype ρ = T ype for any ρ and T ype ∈ SN = Zero , we have T ype ρ ∈ Zero .
A M : Zero A El(M ) : Zero Since El(M ) ρ = El( M ρ ) for any ρ and M ρ ∈ Zero = SN , we have El(M ) ρ ∈ SN = Zero .
We must show that
That is, we must show that (x : K 1 )K 2 ρ ∈ (a 1 , a 2 ) Π . By the denition of (a 1 , a 2 ) Π , we must show that, for all N ∈ a 1 Λ ,
where
Now, let's consider the induction hypothesis. Since ρ ∪ (N/x) |= A, x : a 1 , we have K 1 ρ ∈ a 1 Π and K 2 ρ∪(N/x) ∈ a 2 Π . So, we have
[N/x]K 2 ∈ a 2 Π , and because a 2 Π is saturated, we have ((x :
Π . Note that, since a 1 Λ ⊆ SN Λ and a 1 Π ⊆ SN Π , we know that N ∈ SN Λ and K 1 ∈ SN Π .
A K : (a 1 , a 2 ) A N : a 1 A KN : a 2
By induction hypothesis, we have K ρ ∈ (a 1 , a 2 ) Π and N ρ ∈ a 1 Λ .
By the denition of (a 1 , a 2 ) Π , we have K ρ N ρ ∈ a 2 Π , i.e.
KN ρ ∈ a 2 Π .
A, x : a, A valid A, x : a, A x : a Easy.
Similar to case 3.
Similar to case 4. Theorem 1. If A M : a, then M is strongly normalising.
Proof. By Lemma 3 and take the evaluation ρ 0 that satises ρ 0 (x) = x.
By Lemma 3, we have A |= M : a. So, by denition, we have ρ 0 |= A =⇒ ρ 0 |= M : a Suppose A ≡ x 1 : a 1 , ..., x n : a n . Since a i Λ ∈ SAT Λ , we have x i ∈ a i Λ .
Hence ρ 0 |= A. So, we have ρ 0 |= M : a and hence M = M ρ 0 ∈ a ⊆ SN .
Translation from kinds to arities
Now, we dene a map to translate kinds to arities, and prove that welltyped terms have correct arities.
Denition 7. A map arity : Π → Ω is inductively dened as follows.
• arity(T ype) = Zero,
Notation: Suppose a context Γ ≡ x 1 : K 1 , ..., x n : K n , then arity(Γ ) ≡ Proof. By Theorem 1 and Theorem 2.
Computation rules
In this section, we shall introduce computation rules for the type of dependent pairs and nite types and simple computation rules for universes.
The strong normalisation is proved in a way that no one has ever take before in dependently typed systems, to the author's best knowledge. Recall that adding new computation (or reduction) rules will not increase the set of terms with correct arities. The basic strategy we adopt is to prove strong normalisation one reduction rule after another. That is, if we have already proved strong normalisation for a set of reduction rules, after adding one new reduction rule, can we still prove strong normalisation?
This strategy will not work for dependently typed systems if we want to prove the statement that well-typed terms are strongly normalising, because whenever we add a single computation rule, the set of well-typed terms may increase.
The type of dependent pairs
In MLF, the constants and computation rules for the type of dependent pairs can be specied as follows: 
Finite types
In type systems, a nite type T can be represented by following constants
and the following computation rules
......
In the arity system of the paper, we change the kinds to arities and the constants and the computation rules are introduced as follows.
T : Zero 
Now, let's consider a concrete example, boolean type. Its representation in type systems and in the arity system are the following.
Bool : T ype true : Bool f alse : Bool
Universe operator
We consider some simple case, for example, We have proved strong normalisation w.r.t. βη-reduction in Section 4. Now, we add the reduction rule π 1 and prove strong normalisation w.r.t. βηπ 1 -reduction. As mentioned before, the strategy is to prove strong normalisation one reduction rule after another. So after proving it w.r.t. βηπ 1 -reduction, we can add another rule (eg, π 2 -reduction), and so on. In this section, we demonstrate the proof techniques through the proof w.r.t. pair(a, b) )), the term f (y) is not well-typed (some details are omitted here). However, if we add the π 1 -reduction rule, then it becomes a well-typed term. This example shows that, after adding new reduction rules, well-typed terms may increase. This is one of the diculties to prove the statement that well-typed terms are strongly normalising. Now, in order to prove strong normalisation, we prove some lemmas rst.
Lemma 4. (Substitution for
Proof. For the rst part, we proceed the proof by induction on M 1 , and for the second part, by induction on M . In the case that M is a variable, we consider two sub-cases: M ≡ x and M ≡ x.
Lemma 5.
Proof. By induction on M 1 .
Lemma 6. If M 1 −→ η λx : K 2 .M 2 then there are three and only three possibilities as the following:
M 2 )y for some y and K 1 , and y ∈ F V (λx :
• M 1 ≡ λx : K 2 .N for some N and N −→ η M 2 .
•
Proof. By the understanding of one-step reduction. 
Proof. Similar to the proof of Lemma 4.
Lemma 9. If M 1 −→ π 1 λx : K 2 .M 2 then there are two and only two possibilities as the following:
Proof. By the understanding of one-step reduction and the arity of M 1 is not Zero.
Lemma 10. (Commutation for π
Proof. By induction on M 1 and Lemma 8 and 9.
Theorem 5. If A M : a, then M is strongly normalising w.r.t. βηπ 1 -reduction.
Proof. We proceed the proof by contradiction, and by Theorem 1 and Lemma 7 and 10.
Suppose there is an innite reduction sequence for M and it is called S. By Theorem 1, M is strongly normalising w.r.t. βη-reduction. So, S must contain innite times of π 1 -reduction. Every time when η-reduction or π 1 -reduction rule is applied, terms become smaller. So, M is strongly normalising w.r.t. ηπ 1 -reduction. And hence S must also contain innite times of β-reduction. In fact, S must be like the following, means one or more but nite reduction steps of η or π 1 . Now, by Lemma 7 and Lemma 10, for the innite sequence S, we can always move the β-reduction steps forward and build an innite sequence of β-reduction. This is a contradiction to that M is strongly normalising w.r.t. β-reduction.
Conclusions and future work
Strong normalisation for MLF has been proved in the paper, but we did not follow the traditional understanding, that is, well-typed terms are strongly normalising. Instead, a weaker condition has been proposed, which says terms with correct arities are strongly normalising. The author hopes this new understanding will inspire us to think the question why is a term strongly normalising? again, and to simplify the proofs for dependently typed systems.
Another important technique employed in the paper is that, in order to prove what we want, we prove a more general and stronger property. In the paper, the denition of terms and kinds is extended and a new reduction rule β 2 is introduced. And we proved strong normalisation w.r.t. βηβ 2 -reduction instead of w.r.t. βη-reduction only. This generalisation is quite dierent from the traditional idea of generalising induction hypothesis.
We only studied the computation rules for some inductive data types and these rules have commutation property. However, some computation rules do not have such property, for instance, the computation rule for the type of function space. How to prove strong normalisation for such rules needs further study. The question of how to develop weaker conditions to simplify the normalisation proofs for other type systems is also worth being taken into our consideration.
