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MULTIPLICITY ESTIMATES FOR
ALGEBRAICALLY DEPENDENT ANALYTIC
FUNCTIONS
EVGENIY ZORIN
Abstract
We prove a new general multiplicity estimate applicable to sets
of functions without any assumption on algebraic independence. The
multiplicity estimates are commonly used in determining measures of
algebraic independence of values of functions, for instance within the
context of Mahler’s method. For this reason, our result provides an
important tool for the proofs of algebraic independence of complex
numbers. At the same time, these estimates can be considered as
a measure of algebraic independence of functions themselves. Hence
our result provides, under some conditions, the measure of algebraic
independence of elements in Fq[[T ]], where Fq denotes a finite field.
1 Introduction
Let k be any field and let
f1(z), . . . , fn(z) ∈ k[[z]] (1)
be a collection of formal power series with coefficients in k. In this article
we are interested in so-called multiplicity estimates, referred to as uniform
upper bounds for
ordz=0P (z, f1(z), . . . , fn(z)),
the order of vanishing of P (z, f1(z), . . . , fn(z)) at z = 0, where P is a poly-
nomial P ∈ k[Z,X1, . . . ,Xn] in n+1 variables. Naturally, the upper bounds
should depend on the degree of P , since, for example, ordz=0PN (z, f1(z)) >
N when f1(z) =
∑∞
i=0 anz
n and PN (Z,X1) = X1 −
∑N
i=0 anZ
n. In applica-
tions it is often desirable to have upper bounds of the form
ordz=0P (z, f1(z), . . . , fn(z)) < F (degz(P ),degX(P )), (2)
where F is independent of P and the degrees in z and in X1, . . . ,Xn are
separated. We say that f1(z), . . . , fn(z) verify a multiplicity estimate/lemma
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(with respect to F ) if (2) holds for all P ∈ k[Z,X1, . . . ,Xn] such that
P (z, f1(z), . . . , fn(z)) 6= 0.
Multiplicity estimates form an important tool in transcendental number
theory for establishing the measure of algebraic independence of, for exam-
ple, complex numbers. The multiplicity estimates can also be considered
as measures of algebraic independence of functions (or formal power series).
For more detailed explanation we refer the reader to [7, 8, 9, 10].
The central theme in transcendental number theory is to determine
whether or not the values f1(α), . . . , fn(α), of a given set of analytic func-
tions given by (1), are algebraically independent at algebraic points α. In
the next few pages we explain why it is natural to apply the estimates (2)
within this theme. To begin with, recall the famous Lindemann-Weierstrass
Theorem:
Theorem 1.1 ((Lindemann-Weierstrass)). Let n ≥ 2 be an integer and
α1, . . . , αn ∈ C be algebraic over Q. Suppose that exp(α1z), . . . , exp(αnz)
are algebraically independent over Q functions of a complex variable z. Then
for any β ∈ Q
∗
the numbers exp(α1β), . . . , exp(αnβ) are algebraically inde-
pendent over Q.
Remark 1.2. Usually this theorem is stated with the hypothesis that
α1, . . . , αn are linearly independent over Q, instead of algebraic indepen-
dence of functions exp(α1z), . . . , exp(αnz). It is an easy exercise to verify
that these conditions are equivalent.
Later this result was generalized to the much broader class of so-called
E-functions (‘E’ here is for “exponential”, as the definition of this class
captures some important properties of the exponential function). We refer
the reader to [31] for the definition of this class. This line of research was
initiated by Siegel with an impressive development via a number of tours
de force [31, 19, 4, 11], crowned by the following qualitatively best possible
result.
Theorem 1.3 ((Nesterenko-Shidlovsky, [19])). Let f1(z), . . . , fn(z) be a set
of E-functions that form a solution of the system of first-order differential
equations
d
dz


f1(z)
...
fn(z)

 = A(z)


f1(z)
...
fn(z)

 , (3)
where A is an n×n-matrix with entries in Q(z). Denote by T (z) the common
denominator of the entries of A. Then, for any α ∈ Q such that αT (α) 6= 0,
tr.deg.QQ (f1(α), . . . , fn(α)) = tr.deg.C(z)C(z) (f1(z), . . . , fn(z)) . (4)
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Moreover, there exists a finite set S such that for all α ∈ Q, α 6∈ S the
following holds. For any homogeneous polynomial P ∈ Q[X1, . . . ,Xn] with
P (f1(α), . . . , fn(α)) = 0 there exists Q ∈ Q[z,X1, . . . ,Xn], homogeneous in
X1, . . . ,Xn, such that Q(z, f1(z), . . . , fn(z)) ≡ 0 and
P (X1, . . . ,Xn) = Q(α,X1, . . . ,Xn). (5)
Slightly later this theorem was proved with a completely different method
by Andre´ [4]. Using Andre´’s method, Beukers [11] has proved that in the
statement of the Nesterenko-Shidlovsky Theorem above one can always take
S to be the set of zeros of zT (z).
The class of E-functions is not the only example for which results sim-
ilar to (4) are sought. For example, of particular interest are sets of func-
tions satisfying certain functional relations, such as relations of Mahler’s
type [20, 24] or equations in q-differences [1, 2]. Another example is the
so-called G-functions [3, 4], allied with E-functions. However, despite sub-
stantial progress, there are still many open problems outside the theory for
E-functions.
The Nesterenko-Shidlovsky-Andre´-Beukers Theorem is best possible.
For instance, if the functions (1) have algebraic coefficients and admit
an algebraic relation over C(z), that is if there is a polynomial R ∈
C(z)[X1, . . . ,Xn] vanishing at (f1(z), . . . , fn(z)), one can verify that this
is a relation over Q(z), i.e. the coefficients of R are from Q(z). Multi-
plying R by a common denominator of its coefficients we obtain a polyno-
mial R1 from Q[z][X1, . . . ,Xn]. The polynomial R1(α,X1, . . . ,Xn) vanishes
at (f1(α), . . . , fn(α)) and has algebraic coefficients, by construction. Thus
polynomial relations (5) from the theorem above are transmitted directly
from functions to their values. So the best possible result regarding alge-
braic independence of the values (f1(α), . . . , fn(α)) one may hope to obtain
is the result (4).
There exist powerful methods [26, 27, 28] which yield results of type (4)
for various sets of functions. It appears in practice that it is greatly prefer-
able to measure the strength of algebraic independence between the func-
tions (1). Loosely speaking, the reason is that the passage from algebraic
independence of functions to the algebraic independence of their values usu-
ally involves a loss of information. It is very desirable to know how much
one can lose.
The following question naturally arises: how one can measure the
strength of algebraic independence? Let us start by considering the complex
numbers
x1, . . . , xn ∈ C
n. (6)
By definition, these complex numbers are algebraically independent if (and
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only if) for any non-zero polynomial P ∈ Q[X1, . . . ,Xn] one has
P (x1, . . . , xn) 6= 0.
At first glance, one may try to use as a measure of algebraic independence
of numbers (6) the infimum of absolute value
|P (x1, . . . , xn)| (7)
over all allowed polynomials (that is P ∈ Q[X1, . . . ,Xn] \ {0}). However, it
is easy to see that this infimum is always 0, at least if the degree and height1
of polynomials are unbounded. In view of this, it is natural to compare the
rate of decreasing of the absolute value (7) with the corresponding values of
degree and height of P .
Definition 1.4. One says that a function φ : N×R→ R+ is a measure of al-
gebraic independence of the set of complex numbers (6) if and only if the fol-
lowing inequality is verified for any non-zero polynomial P ∈ Z[X1, . . . ,Xn]
|P (x1, . . . , xn)| > φ(deg(P ), h(P )). (8)
In the case of formal power series, or analytic (at z = 0) functions (1)
we can apply essentially the same definition. The natural choice of absolute
value is that coming from the order of vanishing at the origin:
|g(z)| = exp(−ordz=0g(z)). (9)
One readily verifies that this is indeed an (ultrametric) absolute value. The
height of polynomial P ∈ C[z][X1, . . . ,Xn] in this case is equal to degz P .
So in the case of functional fields, the inequality (8) takes the following
form
exp (−ordz=0P (f1(z), . . . , fn(z))) > φ(degz(P ),degX(P )). (10)
Let
F (degz(P ),degX(P )) := − log
(
φ(degz(P ),degX(P )
)
.
Then taking logarithms of both sides of (10) and changing signs in (10) we
may rewrite this inequality as
ordz=0P (f1(z), . . . , fn(z)) < F (degz(P ),degX(P )),
which coincides with (2). Hence the multiplicity estimate (2) for a set of
algebraically independent functions f1(z), . . . , fn(z) is nothing else but the
1The notion of height of a polynomial in fact has several meanings in the number
theory. We understand it in a sense of Weil’s logarithmic height. The reader can find the
definition in subsection 2.3.1, for instance see (35).
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measure of algebraic independence of these functions. Note for instance that
if we provide an upper bound F (X,Y ) in (2) with a slow rate of growth,
then we assure that the function φ in (10) has a slow rate of decrease, so
functions (f1(z), . . . , fn(z)) have a large measure of algebraic independence,
in the sense we have explained just above.
We have a natural limit of results when seeking to improve the function
F in the r.h.s. of (2). In any case, if functions f1, . . . , fn are all algebraically
independent we have
F (X,Y ) > ⌈(X + 1)(Y + 1)n/n!⌉. (11)
That is, for any X,Y ∈ N we can construct a polynomial PX,Y of degree in
z at most X and of degree in X1, . . . ,Xn at most Y verifying
ordz=0PX,Y (z, f1(z), . . . , fn(z)) ≥ ⌈
1
n!
(X + 1)(Y + 1)n⌉
≥ ⌈
1
n!
(degz(P ) + 1)
(
degX P + 1
)n
⌉.
To see this consider monomials mk0,k1,...,kn = Z
k0Xk11 . . . X
kn
n with 0 ≤ k0 ≤
X and 0 ≤
∑n
i=1 ki ≤ Y . There are (X+1)
(Y+1+n
n!
)
≥ ⌈(X+1)(Y +1)n/n!⌉ of
such monomials. The polynomial with indeterminate coefficients ck0,k1,...,kn
Q(Z,X1, . . . ,Xn) =
∑
0≤k0≤X
0≤
∑n
i=1 ki≤Y
ck0,k1,...,knmk0,k1,...,kn
has degree ≤ X in Z and ≤ Y in X1 . . . ,Xn, in particular for any special-
ization of coefficients ck0,k1,...,kn . If we substitute z, f1(z), . . . , fn(z) in Q we
obtain an analytic function
g(z) = Q(z, f1(z), . . . , fn(z)).
Every coefficient in Taylor series of this function is a linear form in ck0,k1,...,kn .
Hence by basic linear algebra we can find a non-trivial set of coefficients
ck0,k1,...,kn such that the first ⌈(X + 1)(Y + 1)
n/n!⌉ − 1 coefficients of g(z)
vanish. For this set of coefficients we have
ordz=0Q(z, f1(z), . . . , fn(z)) = ordz=0g(z) ≥ ⌈(X + 1)(Y + 1)
n/n!⌉,
hence the claim.
If functions f1, . . . , fn are algebraically dependent, we can not provide
an upper bound (2) valid for all non-zero polynomials. We naturally have to
exclude the ideal of polynomials vanishing at (z, f1(z), . . . , fn(z)), we denote
this ideal by Pf . In this case, the considerations from linear algebra that jus-
tify (11) can not be applied to the linear space of all the polynomials, we have
5
to consider the linear space of polynomials of bi-degree bounded by (X,Y )
factorized by Pf , the ideal of polynomials vanishing at (z, f1(z), . . . , fn(z)).
The dimension of this space is bounded from below [29, 30] as a constant
times (X + 1)(Y + 1)t, where t denotes the transcendence degree
t := tr.deg.k(z)k(z) (f1(z), . . . , fn(z)) . (12)
We naturally have to replace in (11) the parameter n by t :=
tr.deg.k(z)k(z) (f1(z), . . . , fn(z)).
To illustrate this at a more elementary level, let
f1, . . . , ft (13)
be algebraically independent (over k(z)) functions, and let n > t. Consider
the n-tuple of functions
(f1, . . . , ft, ft, . . . , ft), (14)
that is we complete the t-tuple (13) by n − t copies of ft. Clearly, the
set of analytic functions that we can realize substituting the functions (14)
in the polynomials from k[z][X0, . . . ,Xn] coincide with the set of functions
that we can realize substituting the functions (13) in the polynomials from
k[z][X0, . . . ,Xt]. In other terms, the additional copies of ft brings us no
extra flexibility to increase the order of vanishing at z = 0.
Thus the best possible function that we can have at the r.h.s. of (2) is
C (degz(P ) + 1)
(
degX(P ) + 1
)t
,
where t is the transcendence degree (12).
Another fact that we should keep in mind when proving the estimates
of the type (2) is that there are sets of functions that refute any given r.h.s.
F (X,Y ) in this inequality. It happens exactly when the field k(z, f1, . . . , fn)
contains (very) lacunary series. For instance, let g : R+ → R+ be a function
monotonically tending to infinity and satisfying g(g(x)) ≥ g(x)+1 for every
x ∈ R+. Define a0 = 1, an+1 = g(an) and f1(z) =
∑∞
k=0 z
ak . Clearly
the polynomial PN (z,X1) := X1 −
∑N
k=0 z
ak satisfies ordz=0PN (z, f1(z)) >
g(N), whilst degPN ≤ N .
At the same time, quite a lot of interest in multiplicity lemma comes
from their potential applications to the problem of algebraic independence
of values of analytic functions. Here it is worth mentioning that the result
of the type (4) does not hold, of course, for arbitrary sets of functions.
Already in 1886 Weierstrass had constructed an example of a transcendental
entire function C → C taking rational values at every rational point. In
1895 Sta¨ckel generalized this result, showing that for every countable subset
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Σ ⊂ C and every dense subset D ⊂ C there exists a transcendental entire
function satisfying f(Σ) ⊂ D.
For all these reasons, when one aims to prove a multiplicity lemma or a
result of the type (4), one is forced to introduce some extra assumptions on
functions in question. Almost always these extra assumptions include the
hypothesis of some functional relations satisfied by the set f1(z), . . . , fn(z).
In the modern theory of algebraic independence these functional relations
most often take one of the following two types.
1. Differential system. Typically one consider a system
d
dz


f1(z)
...
fn(z)

 =


R1(z, f1(z), . . . , fn(z))
...
Rn(z, f1(z), . . . , fn(z))

 , (15)
where Ri(z,X1, . . . ,Xn) are rational functions (compare for instance
with the hypothesis (3) in the Nesterenko-Shidlovsky theorem)
2. Functional system. Typically it has a form

f1(p(z))
...
fn(p(z))

 =


R1(z, f1(z), . . . , fn(z))
...
Rn(z, f1(z), . . . , fn(z))

 ,
where p(z) is a rational function of the variable z satisfying p(0) =
0 and Ri(z,X1, . . . ,Xn), i = 1, . . . , n, are rational functions of the
variables z,X1, . . . ,Xn.
For example, when q is a complex number (satisfying |q| > 1, say) and
we set p(z) = qz, we find the general case of so called equations in
q-differences, currently widely studied [1, 2, 8, 10, 35].
In the case p(z) = zd, where d ≥ 2 is an integer, we find a clas-
sical setup of Mahler’s method. If we impose the weaker condition
ordz=0p(z) ≥ 2 (with no extra assumption on the form of rational
function p(z)), we find again Mahler’s relations, this time understood
in a broader sense [22, 25, 33, 36, 37].
In all these cases there is a large variety of multiplicity lemmas estab-
lished in various situations [8, 10, 15, 17, 34, 36, 38].
The most general results link multiplicity lemmas with properties of
ideals stable under an appropriate map.
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For example, having a differential system (15) we can define the differ-
ential operator D : k[Z,X1, . . . ,Xn]→ k[Z,X1, . . . ,Xn] by
D(P )(Z,X1, . . . ,Xn) = A0(Z,X1, . . . ,Xn)
d
dz
P (Z,X1, . . . ,Xn)
+
n∑
i=1
Ai(Z,X1, . . . ,Xn)
d
dXi
P (Z,X1, . . . ,Xn), (16)
where Ai ∈ C[Z,X1, . . . ,Xn] are polynomials such that the rational fractions
Ri in the system (15) can be presented as Ri = Ai/A0. Note that the
definition (16) assures
D(P )(z, f1(z), . . . , fn(z)) = A0(z, f1(z), . . . , fn(z))
d
dz
P (z, f1(z), . . . , fn(z)).
We say that an ideal I of the ring C[Z,X1, . . . ,Xn] is D-stable iff D(I) ⊂ I.
The following theorem holds.
Theorem 1.5 (Nesterenko, see Theorem 1.1 of Chapter 10, [18]). Suppose
that functions
f = (f1(z), . . . , fn(z)) ∈ C[[z]]
n
are analytic at the point z = 0 and form a solution of the system (15).
If there exists a constant K0 such that every D-stable prime ideal P ⊂
C[X ′1,X1, . . . ,Xn], P 6= (0), satisfies
min
P∈P
ordz=0P (z, f ) ≤ K0, (17)
then there exists a constant K1 > 0 such that for any polynomial P ∈
C[X ′1,X1, . . . ,Xn], P 6= 0, the following inequality holds
ordz=0(P (z, f)) ≤ K1(degX′ P + 1)(degX P + 1)
n. (18)
Remark 1.6. Note that the upper bound (18) is the best possible, up to a
multiplicative constant K1 (see discussion on the page 5).
Note that the condition (165) can be interpreted as the statement that all
the differential ideals in the differential ring (A,D) lies, in a certain sense,
not too close to the functional point (z, f1(z), . . . , fn(z)). This statement
was formalized by Nesterenko in [17], he gave the name ”D-property” to this
phenomenon. In fact, this D-property is quite mysterious in nature: it seems
hard to provide non-trivial examples of differential rings in characteristic 0
not satisfying it. At the same time, Nesterenko’s theorem 5.9 shows that this
property ensures essentially optimal multiplicity lemmas, hence paving the
way for the best possible results on algebraic independence. The fabulous
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example in this direction is the proof by Nesterenko of the fact that among
four numbers
e2piiz, E2(z), E4(z), E6(z),
where z ∈ C \ {0} verifies 0 < |e2piiz| < 1 and E2, E4 and E6 are Eisenstein
series, at least three are algebraically independent over Q.
In the context of Mahler’s method the corresponding general conditional
result was conjectured but remained an open question [28] up to the re-
cent time. In the same time, in the context of equations in q-differences
D.Bertrand established its analogue, with a sharp control of multiplicative
constant (corresponding to K1 in (18)).
In our works [36, 38] we established a common root for all such condi-
tional results. We succeeded to introduce a natural formalism embedding
all the situations mentioned above and to prove a conditional result analo-
gous to Nesterenko’s conditional multiplicity estimate cited above. In fact,
being specialized to the case of differential systems our result gave the same
conclusion as Nesterenko’s theorem, and even more: in our result we replace
the hypothesis (17) by a weaker one. Also, in the case of Mahler’s method it
gave the forecasted analogue of Nesterenko’s theorem (again, in a reinforced
form). Further analysis of stable ideals in polynomial ring allowed to deduce
new multiplicity estimate within the context of Mahler’s method and as a
consequence to provide new results on algebraic independence [36, 37].
At the same time this general result has a drawback. It was established
for the case of algebraically independent functions (f1, . . . , fn). However,
in many situations of interest one may need a multiplicity estimate for al-
gebraically dependent functions. For example, in the context of Mahler’s
method, when applied to generating series of finite automata, it is quite
usual to complete a set f1, . . . , fr with some new functions, fr+1, . . . , fn, in
order to form a complete solution of a system of functional equations. These
functions sometimes appear to be algebraically dependent with f1, . . . , fr
(over C(z)). So even in the case when we aim to prove that the values
f1(α), . . . , fr(α) are all algebraically independent, it may appear to be very
useful to be able to treat the case of algebraically dependent functions.
In this article we develop further and extend the techniques elaborated
in [36] and [38]. We obtain a general multiplicity estimate, see Theorem 4.1,
optimal up to a multiplicative constant and applicable in the case of alge-
braically dependent functions.
There is a subtle point concerning the stable ideals in the case when the
functions f1, . . . , fn are algebraically dependent, or, using the notation Pf
introduced above, if Pf 6= {0}. The point is that in the case of differential
system, as well as in our more general framework with the map φ, the ideal
Pf is φ-stable. At the same time, the distance from the corresponding
variety to f is 0, as Pf vanishes at f . This fact immediately ensures that
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the D-property [17, 18], as well as the weak φ-property [36, 38] do not
hold. Hence the theorems stated in all the previous variants automatically
have this important hypothesis failed, as far as functions in question are not
algebraically independent.
However we neatened our formalism, allowing to exclude from the con-
sideration all the ideals that vanish at f , hence removing this difficulty.
Theorem 1.7 below presents a simplified version of the central result of
this article (for the full statement, we refer the reader to Theorem 4.1). In
this theorem we assume the following situation. Let k an algebraically closed
field and let A = k[X ′0,X
′
1,X0, . . . ,Xn] be a polynomial ring bi-graduated
with respect to
(
degX′ ,degX
)
. Consider a point
f = (1 : z, 1 : f1(z) : · · · : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]]
and a map φ : A → A. We assume that the map φ is f -admissible. This lat-
ter notion is introduced in Definition 2.17. However on the first acquittance
the reader may find more comfortable to postpone the reading of this defi-
nition and just keep in mind that both derivations and algebraic morphisms
non-degenerated at the point f are f -admissible, this notion is a common
generalization for these two kinds of maps.
We denote by tf the transcendence degree
tf := tr.deg.k(z)k (f1(z), . . . , fn(z)) , (19)
by Pf the bi-homogeneous ideal of polynomials from A vanishing at f and
by rf the rank of the ideal Pf . Note that in view of these definitions we
have tf + rf = n+ 1.
In the statement of Theorem 1.7 we use also the notation m(I). It
is introduced formally in Definition 2.12, informally it can be interpreted
as a number of irreducible components (counted with multiplicities) in the
variety V(I) associated to the ideal I. We also use the quantity ordfQ,
introduced in Definition 2.15. Informally speaking, it measures how close is
the point f to the zero locus of the ideal Q: bigger is the quantity ordfQ,
closer is the point f to the zero locus of the ideal Q. At extremity, if all
polynomials fromQ vanish at f , we have ordfQ = +∞. On the first reading,
the reader may find it comfortable to substitute minP∈Q P (f) instead of
ordfQ. In many situations these two quantities coincide, and in any case
we have minP∈Q P (f) ≥ ordfQ.
Finally, we say a few words on the (φ,K)-property playing an important
role in the statement of Theorem 1.7. This property is described in Defini-
tion 2.19. The K in the notation refer to a family of bi-homogeneous ideals
of the ring A. We say that the (φ,K)-property holds, if for every ideal I ⊂ K
that verifies φ(I) ⊂ I, we can find a prime factor Q ∈ Ass (A/I) that admits
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a nice upper bound for ordfQ (informally speaking, Q is not too close to
the point f).
Theorem 1.7 (Formal multiplicity lemma, simplified version). Let k, A,
f and φ be as above, and let C0, C1 ∈ R
+. Assume that the map φ is f-
admissible. We denote by K the set of all equidimensional bi-homogeneous
ideals I ⊂ A of rank ≥ 1 + rf , such that Pf ( I, f 6∈ V(I) and m(I) ≤ Cm
(Cm is an absolute constant introduced in Definition 2.32), and moreover
such that all its associated prime ideals satisfy
ordfQ ≥ C0. (20)
Assume also that f has the (φ,K)-property (see Definition 2.19).
Then there exists a constant K > 0 such that for all P ∈ A, satisfying
P (1, z, 1, f1(z), . . . , fn(z)) 6= 0 satisfy also
ordz=0(P (f)) ≤ K
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
×µn−1(degX P+1)
tf .
(21)
Now it is a good point to say a few words about the ideas that we use in
our proof. We present this short overview of our proof in a few of subsequent
paragraphs. Note that at some points, for the sake of simplicity, we simplify
some formulae, as compared to the formulae given in the main text. The
reader will find later that the presented principles work as well if we use
heavier variants from the main text.
We start with a polynomial
P (X ′0,X
′
1,X0, . . . ,Xn) ∈ A := k[X
′
0,X
′
1,X0, . . . ,Xn] (22)
bi-homogeneous in groups of variables X ′ and X. To establish a multiplic-
ity lemma, we have to provide an upper bound for the order of vanishing of
this polynomial at the functional point f := (1, z, 1, f1(z), . . . , fn(z)). From
some point of view, which we clarify in our article, the big order of vanishing
ordz=0P (1, z, 1, f1(z), . . . , fn(z)) can be interpreted as a small projective dis-
tance from the point f ∈ P1×Pn to the (bi-projective) hypersurface defined
by the polynomial P .
We use a transference lemma, recently established by P. Philippon [30]
(see section 3 in this article), to find in this situation an algebraic point α
with a small projective distance to f , lying in the zero locus of P and such
that every polynomial from A (see (22)) vanishing at f vanishes also at α.
To this α, we associate a certain couple of integers (δ0, δ1). We define this
integers with two properties:
1. there exists a bi-homogeneous polynomial Q ∈ A of bi-degree (δ0, δ1)
vanishing at α and does not vanishing at f and
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2. the couple of integers (δ0, δ1) minimizes (for the polynomials satisfying
the point 1) a certain linear form related to P, the ideal of definition of
α (more precisely, it should minimize the linear form (52) given below,
where one substitutes I := P and the absolute positive constants µ,
ν0 and ν1 are defined with the general framework).
To clarify the situation a little bit, we say that the analogue of the couple
(δ0, δ1) in the projective (and not bi-projective) space would be a minimal
possible degree of a homogeneous polynomial vanishing at α and not van-
ishing at f .
In the subsequent paragraph, it is customary to use the notation Pf for
the bi-homogeneous ideal of polynomials from A vanishing at f .
It appears that the polynomials vanishing at α, not vanishing at f and
of a bi-degree comparable to (δ0, δ1) have nice properties allowing us to
complete our proof. In our general framework, we consider a map φ : A → A
such that the bi-degree of φ(P ) can be controlled in terms of bi-degree of P ,
and the order of vanishing at f of φ(P ) can be controlled in terms of order
of vanishing at f of P . So, we introduce constants ρi, i = 1, . . . , n + 1 (see
Definition 2.27), which depends on the transformation φ only. We consider
ideals that we denote I(Vi,P), i = 1, . . . , n + 1, generated as follows. We
take an ideal generated by Pf and all the polynomials of bi-degree at most
ρi times bigger than (δ0, δ1) (see Definition 2.27 for more precise formula)
vanishing at α and do not vanishing at f , consider all its minimal primary
factors that belong to the ideal P (the ideal of definition of α) and take there
intersection. From the geometrical point of view, we intersect the variety
corresponding to Pf with all the (bi-projective) hypersurfaces defined over
k, passing by α, do not passing by f and of bi-degree bounded by (ρiδ0, ρiδ1),
and in this complete intersection we choose the irreducible varieties passing
by α.
The crucial property is that the the number of irreducible components,
counted together with their multiplicities, in the variety corresponding to
I(Vi,P) is bounded by a constant that depends on ρi only (see Lemma 2.31).
Using this property, we deduce that either the dimension of I(Vi,P) is at
most n + 1 − i or at least one of the radical of primary components of this
ideal is a φ-stable ideal. In the latter case, we use the fact that all the
primary components of I(Vi,P) are contained in P, the ideal of definition
of α. This property readily implies that all the components of I(Vi,P) are
sufficiently close to the point f (as the point α was constructed to be close
to f ). On the other hand, using a variant of Be´zout’s theorem we provide
a nice control of bi-degree of I(Vi,P), hence of all its primary components.
These two bounds put together contradict our (φ,K)-property, introduced
in Definition 2.19. So, assuming in our main result, Theorem 4.1, that the
(φ,K)-property holds, we exclude this possibility.
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To complete the proof, we remark that if the dimension of I(Vi,P) is
at most n + 1 − i for i = 1, . . . , n + 1, then I(Vn+1,P) is necessarily 0-
dimensional, and this is impossible as by construction all the minimal ideals
of I(Vn+1,P) are contained in the one-dimensional ideal P.
To finish this introductory part, we remark that in fact we can consider,
instead of one only map φ, a (possibly infinite) family of maps φi, i ∈ I. All
we need to verify is that
1. all these maps satisfy the properties (23) and (26), presented below,
with uniform constants λ, µ, ν0 and ν1 and
2. all these maps are locally correct at f (see Definition 2.16); for exam-
ple, this second point is automatically hold if these maps are deriva-
tions or dominant algebraic morphisms (see [38], section 2.2).
If these two conditions are satisfied, the proofs presented in this article can be
transfered verbatim to the more general situation, with the transformation
φ replaced by the family φi, i ∈ I. In this case, the condition on φ-stable
ideals is replaced by the same condition on the ideals stable under all the
φi, i ∈ I. It seems that in certain situations it can restrain significantly the
amount of ideals subject to be studied.
Nevertheless, in this paper we restrain our considerations to the case
when we have only one transformation. The reason for this is, on the one
hand, the purpose not to overcharge the paper with technical details, whilst
it is already quite complicated from this point of view. On another hand,
the reader who takes the effort to make out the proofs in this article will
find it easy to pass to the case of many transformations.
2 Framework, definitions and first properties
2.1 General framework
As in [38], we start the paper with the section recalling the general frame-
work imposed in our studies (see [36]).
We denote by k a (commutative) algebraically closed field of any char-
acteristic, and by A a ring of polynomials with coefficients in k: A =
k[X ′0,X
′
1][X0, ...,Xn]. We consider the ring A as bi-graduated with respect
to degX′ and degX .
Remark 2.1. The assumption that field k is algebraically closed in fact is
not a constraint. We readily extend our results to an arbitrary field using
an embedding of a field in its algebraic closure, k ⊂ k. We refer the reader
to [38], Remark 2.1 for more details.
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We fix a set of functions f1(z), . . . , fn(z) ∈ k[[z]] and we denote by f the
set (1, z, 1, f1(z), . . . , fn(z)). Note that one can consider f as a system of
projective coordinates of a point (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]]×P
n
k[[z]].
By a slight abuse of notation we also sometimes denote f = (1 : z, 1 :
f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]]. Our final aim in this article is to
provide multiplicity estimate for functions f1(z), . . . , fn(z).
The main difference with our previous article [38] consists in the fact
that we drop the assumption that all the functions f1, . . . fn are algebraically
independent over k(z). The following definition introduces the notions that
allow to control this dependence.
Definition 2.2. We denote by Pf the bi-homogeneous ideal of polynomials
P ∈ A satisfying P (f) = 0. Also, we denote by Cf ≥ 1 a constant such
that Cf ≥ 1 and such that the ideal Pf is defined by polynomials of bi-degree
bounded by Cf , (degX′ P,degX P ) ≤
(
Cf , Cf
)
. We define by t = tf the
transcendence degree
t = tf := tr.deg.C(z)C (f1(z), . . . , fn(z))
and by rf the rank of the bi-homogeneous ideal Pf . In view of these defini-
tions we have the equality
tf + rf = n.
To provide multiplicity estimate for f we need an additional structure.
This structure will be encoded in properties of a map φ below. We do not
suppose a priori that φ respects any classical structure defined on A, for
example that one of the polynomial ring. Instead we impose some conditions
on this map that are suitable for our purposes and applications we have in
mind. For instance, we assume (23) and (26) below.
We fix a bi-homogeneous map φ : A → A such that for all bi-
homogeneous polynomial Q ∈ A one has
degX φ(Q) ≤ µ degX Q,
degX′ φ(Q) ≤ ν0 degX′ Q+ ν1 degX Q
(23)
with some positive constants µ, ν0 > 0 and a non-negative constant ν1.
Notation 2.3. We denote by φN the N -th iteration of the map φ.
Using recurrence on the hypothesis (23) one readily establishes the fol-
lowing lemma.
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Lemma 2.4. Let N be a positive integer and Q ∈ A be a bi-homogeneous
polynomial. Then,
degX φ
N (Q) ≤ µN degX Q, (24)
degX′ φ
N (Q) ≤ νN0 degX′ Q+ ν1
(
N−1∑
i=0
νN−i−10 µ
i
)
degX Q. (25)
Proof. See [38], Lemma 2.5.
We assume that there exist two constants λ > 0 and Kλ ≥ 0 such that
ordz=0φ(Q)(f ) ≥ λ ordz=0(Q(f)). (26)
for all bi-homogeneous polynomials Q ∈ A satisfying ordz=0(Q(f)) ≥ Kλ.
Two typical examples of a map φ satisfying (23) and (26) are derivations
and algebraic morphisms.
Our principal result, Theorem 4.1, is proved for maps satisfying these as-
sumptions, as well as one additional assumption described in Definition 2.11.
The proof can be found in [38] (see Lemma 2.5 loc.cit.).
Remark 2.5. We will need to consider φ as acting on k[z][X0 : ... : Xn] by
setting
φ(Q) = φ
(
X
′ degz Q
0 Q(X
′
1/X
′
0)(X0 : ... : Xn)
) ∣∣∣∣∣
(X′0:X
′
1)=(1,z)
(27)
for all Q ∈ k[z][X0 : ... : Xn] homogeneous in X0, . . . ,Xn.
This map φ satisfies
degX φ(Q) ≤ µ degX Q,
h(φ(Q)) = degz φ(Q) ≤ ν0 degz Q+ ν1 degX Q
≤ ν0h(Q) + ν1 degQ.
(28)
2.2 Definitions and properties related to commutative alge-
bra
Definition 2.6. Let I ⊂ A be a bi-homogeneous ideal. We denote by V(I)
the sub-scheme of P1 × Pn defined by I. Conversely, for any sub-scheme
V of P1 × Pn we denote I(V ) the bi-homogeneous saturated ideal in A that
defines V .
15
Definition 2.7. Let V be a k-linear subspace of A and P ⊂ A a prime ideal.
We define I(V,P) to be the smallest bi-homogeneous ideal of A containing
(VAP)∩A, where AP denotes the localization of A by P and VAP denotes
the ideal generated in AP by elements of V .
Remark 2.8. Ideal I(V,P) is the intersection of the primary components
of VA contained in P.
Definition 2.9. We say that an ideal I ⊂ A is φ-stable if and only if
φ(I) ⊂ I.
Definition 2.10. Let I be a bi-homogeneous ideal of the ring A and
I = Q1 ∩ · · · ∩ Qr ∩Qr+1 ∩ ... ∩Qs (29)
be its primary decomposition, where Q1,...,Qr are the bi-homogeneous pri-
mary ideals associated to the ideals of minimal rank (i.e. of rank rk(I)) and
Qr+1,...,Qs correspond to the components of rank strictly bigger than rk(I).
We denote by
eq(I)
def
= Q1 ∩ · · · ∩ Qr (30)
the equidimensional part of the minimal rank of I.
We give now a preliminary definition, it will be needed in Definition 2.17,
which introduces a property important for our main result.
Definition 2.11. We say that a map φ : A → A is correct with respect to
the ideal P ⊂ A if for every ideal I, such that all its associated primes are
contained in P, the inclusion
φ(I) ⊂ eq(I) (31)
implies
φ(eq(I)) ⊂ eq(I) (32)
(recall that eq(I) is introduced in Definition 2.10).
Two important examples of correct morphisms are derivations and (dom-
inant) algebraic morphisms (see [38], section 2.2 for proofs and some more
discussions on the class of correct maps).
Definition 2.12. 1. Let P be a prime ideal of the ring A, V a k-linear
subspace of A and φ a (set-theoretical) map of A to itself. Then
eφ(V,P)
def
= max(e rk ((V + φ(V ) + ...+ φe(V ))AP) = rk (VAP)).
(33)
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2. Let R be a ring and M be an R-module. We denote by lR(M) the
length of M (see p. 72 of [13] for the definition). In fact we shall use
this definition only in the case R = AP and M = (A/I)P , where I
denotes an ideal of A.
3. Let I be a proper ideal of the ring A,
m(I) = m(eq(I))
def
=
∑
P∈Spec(A) rk(P)=rk(I)
lAP ((A/I)P ) ∈ N
∗. (34)
Note that the quantity m(I) is the number of primary components of I
counted with their length as a multiplicity.
2.3 Definitions and properties related to multi-projective
diophantine geometry
In this section, we shall see the notions of (bi-)degree and height of a variety.
We give here several properties of these quantities that we shall use later.
For a more detailed introduction the reader is invited to consult Chapters 5
and 7 of [18] or Chapter 1 of [36].
2.3.1 Heights
Let K be an infinite field. Assume that there exists a family M˜K of absolute
values, (| · |v)v∈M˜K , satisfying the product formula with exponents nv:∏
v∈M˜K
|α|nvv = 1 for every α ∈ K \ {0}.
It is a classical result that if L is a finite extension of K, then absolute values
from M˜K can be extended to a form a family ML of absolute values on L,
satisfying a product formula with exponents (nw)w∈M˜L :∏
w∈M˜L
|α|nww = 1 for every α ∈ L \ {0}.
In this situation we can define a notion of the height for different objects
defined over K.
Example 2.13. 1. K = Q, M˜K = {prime numbers} ∪ {∞}. If p is a
prime, | · |p is equal to the p-adic absolute value (normalized to have
|p|p = p
−1) and | · |∞ is equal to the usual archimedian absolute value
over Q. The product formula in this case is a consequence of the
fundamental theorem of arithmetics.
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2. K = k(z), where k denotes an algebraically close (commutative) field,
and M˜K = P
1
k. We associate to every element v ∈ M˜K the absolute
value exp(−ordv). The product formula results in this case from the
uniqueness of the polynomial factorization.
To every ultrametric place v we naturally associate the valuation ordv.
For the commodity of notation in what follows, we introduce the following
notation for every valuation, archimedean as well as ultrametric ones. We
define for every absolute value | · |v (ultrametric or archimedian) ordvα :=
− log |α|v for every α ∈ K
∗.
Height of elements. We start by recalling the notion of the height of an
element from K. So let’s take a finite extension L ⊃ K and let M˜L denotes
a family of places of L extending M˜K . For every v ∈ M˜L we denote by Lv
the completion of L with respect to v and
nv := [Lv : Kv].
For every α ∈ L we define
hL(α) := −
1
[L : K]
∑
v∈M˜L
nvmin(0, ordv(α)), (35)
In fact this definition does not depend on the extension L chosen in the
beginning: if L ⊂ L′ ⊂ K, [L′ : L] < +∞ and α ∈ L we have hL′(α) =
hL(α).
More generally, let α ∈ Pn
K
, we fix a representative α ∈ K
n+1
of α and
a finite extension L of K such that all the coordinates of α belong to this
extension. We set
h(α)
def
= −
1
[L : K]
∑
v∈M˜L
nvmin(ordv(α0), ..., ordv(αn)). (36)
One readily verifies that this definition does not depend on the choice of the
representative α neither on the choice of the extension L.
In view of these definitions, for any α ∈ L we have hL(α) = h(1 : α).
Height of forms. Let L be a finite extension of K and let F ∈
L[u(1), . . . , u(n)] be a non-zero multihomogeneous form. For every place v of
L (archimedean or non-archimedian) we denote by Mv(F ) the maximum of
the v-adic norm of the coefficients of F .
We define then the height of the form F to be
h(F )
def
=
1
[L : K]
∑
v∈M˜L
nv logMv(F ). (37)
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We complete this definition by h(0) = 0. Note that replacing L by its finite
extension does not affect the value h(F ).
2.3.2 Bi-degrees
1. In the case of an hypersurface, i.e. if the variery V ⊂ P1k × P
n
k is the
locus of the zeros of a bi-homogeneous polynomial P ∈ A, the bi-degree
is a couple of integers
(
degX′ P,degX P
)
. In this case it is common to
write also deg1,n−1 V := degX P and deg0,n V := degX′ P . In general
the bi-degree of a variety V ⊂ P1 × Pn is a couple of integers denoted
often as
(
deg0,dim(V ) V,deg1,dim(V )−1 V
)
. This notation is explained
in Chapter 5 of [18].
2. If V = V1 ∪ · · · ∪ Vr is a decomposition of V in a union of irreducible
components, we have
dimi,n−i V =
r∑
j=1
dimi,n−i Vj, i = 0, 1.
3. For any irreducible variety V ⊂ P1 × Pn and any hypersurface Z ⊂
P1×Pn of bi-degree (a, b), such that V and Z intersect properly, there
exists a variety W such that its zero locus coincides with intersection
of zero loci of V and Z (hence dimW = dimV − 1), and W satisfies
deg(1,dim(V )−2)(W ) = b · deg(1,dim(V )−1)(V ), (38)
deg(0,dim(V )−1)(W ) = a · deg(1,dim(V )−1)(V ) + b · deg(0,dim(V ))(V ).(39)
We shall denote such a variety W as V ∩ Z.
4. Let W ⊂ Pn
k(z) be a subvariety. We can replace (1 : z) by (X
′
0 : X
′
1)
transformingW into a subvariety W˜ ⊂ P1k×P
n
k . Our point here is that
W˜ is a bi-projective variety over k, whilst W is a projective variety
over k(z). In this case we have a direct link between the height and
the degree of W on one side and the bi-degree of W˜ on another side.
Notably, the height of W equals h(W ) = deg(0,dim(W˜ ))(W˜ ) and the
degree of W is deg(W ) = deg(1,dim(W˜ )−1)(W˜ ).
5. We can associate to any bi-homogeneous ideal I ⊂ A (resp. any homo-
geneous ideal J ⊂ k[z][X0, . . . ,Xn]) a bi-projective (resp. projective)
variety V(I), thus defining degi,n+1−rk(I)−i I, i = 0, 1 (resp. deg(I) and
h(I)).
We shall use later the following lemma. It is a variant of the so-called
Be´zout’s theorem.
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Lemma 2.14. Suppose that a bi-homogeneous ideal I ⊂ A has rank r,
contains a bi-homogeneous ideal P ⊂ I of rank rP and is generated by P
and r− rP bi-homogeneous polynomials of bi-degree upper bounded by (a, b).
Then
deg(1,n−r)(I) ≤ deg(1,n−rP ) P · b
r−rP , (40)
deg(0,n−r+1)(I) ≤ (r − rP) deg(1,n−rP ) P · a · b
r−rP−1 (41)
+deg(0,n−rP+1) P · b
r−rP .
Proof. This is a consequence of Propositions 3.4 and 3.6 of Chapter 5, [18].
We shall regularly use the valuation ordz=0 on the ring k[[z]] of formal
power series. This valuation induces the notions Ord(x, V ) and ord(x, V ),
both measuring how far a point x is in a (multi-)projective space from a
variety V belonging to the same space. In some related articles, these quan-
tities may be denoted by Dist(x, V ) := exp(−Ord(x, V )) and dist(x, V ) :=
exp(−ord(x, V )). Precise definitions could be found in [18], chapter 7,
§ 4 and [36], chapter 1, § 3. We shall interchangeably use the notation
OrdxV := Ord(x, V ) and ordxV := ord(x, V )
In order to make this article self-contained we introduce briefly these
notions. In this article, we define the quantity Ord only in cases when V is
either 0-dimensional or a hypersurface. This is the only cases when we make
use of Ord. We refer the reader to [18], Chapter 7, § 4 and [36], Chapter 1,
§ 3 for the general treatment.
Definition 2.15. 1. If x = (x0, . . . , xn) ∈ k((z))
n+1, we define
ordz=0x = mini=0,...,n ordz=0xi.
2. Let x, y ∈ Pn
k((z)) be two points and x and y be systems of projective
coordinates respectively for x and y. We define x ∧ y to be a vector
with n(n − 1)/2 coordinates (xiyj − xjyi)1≤i<j≤n (the ordering of co-
ordinates xiyj −xjyi of this vector is not important for our purposes).
Finally, we define
ordz=0(x, y) := ordz=0(x ∧ y)− ordz=0x− ordz=0y. (42)
One readily verifies that the r.h.s. in (42) does not depend on the
choice of systems of projective coordinates for x and y.
3. Let x, y ∈ P1k((z)) × P
n
k((z)) and pi1 (resp. pin) be a canonical projection
of P1k((z)) × P
n
k((z)) to P
1
k((z)) (resp. P
n
k((z))). We define
ordz=0(x, y) := min
i=1,n
ordz=0 (pii(x), pii(y)) . (43)
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4. Let V ⊂ P1 × Pn (or V ⊂ Pn) be a variety. We define
ordz=0(x, V ) := max
y∈V
ordz=0 (x, y) . (44)
5. Sometimes we shall write simply ord(x, y), ord(x, V ), Ord(x, V ) etc.
instead of ordz=0(x, y), ordz=0(x, V ), Ordz=0(x, V ) etc. This will not
create any ambiguity because we shall be interested in only one valu-
ation ordz=0, so all the derived constructions, such as ord(x, y) and
ord(x, V ), will refer always to this valuation.
6. We shall use the notation ordx(V ) to refer to ord(x, V ) = ordz=0(x, V )
introduced in this definition.
We proceed to introduce Ord(x, V ) for the cases when dim(V ) = 0 or V
is a hypersurface.
1. If V is 0-dimensional over k((z)), it can be represented as a union of
r points y1, . . . , yr (in fact, r = deg(V )) and we define Ord(x, V ) :=∑r
i=1Ord(x, yi). In particular, if V contains just one point over k((z)),
we set Ord(x, y) = ord(x, y).
2. If V = Z(F ), where F ∈ k[X ′0,X
′
1][X0, . . . ,Xn], then for any system
of bi-projective coordinates x = (x′0, x
′
1, x0, . . . , xn) of x we have
Ord(x, V ) = ordz=0F (x)− (ordz=0x)
degF
(see p. 89 of [18]).
Now we are ready to introduce the key notions of f -admissible map
and of (φ,K)-property (see Definitions 2.17 and 2.19 below). These notions
are used in the statement of our main result. We start with a preliminary
definition.
Definition 2.16. Let k be a field and f = (1, z, 1, f1, . . . , fn) ∈ k[[z]]
n+3.
Let φ : A → A be a bi-homogeneous self-map of a polynomial ring
A = k[X ′0,X
′
1][X0, . . . ,Xn] and C0 ∈ R
+ be a constant such that for all
bi-homogeneous prime ideal Q ⊂ A of rank n one has
ordfQ ≥ C0 ⇒ the map φ is correct with respect to Q. (45)
In this situation we say that φ is locally correct at f .
Definition 2.17. We say that a bi-homogeneous map φ : A → A is f -
admissible (or simply admissible) if it is locally correct at f and satisfies (23)
and (26).
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Remark 2.18. Corollary 2.24 of [38] implies that derivations are f-
admissible maps for arbitrary f . Also, corollary 2.25 of [38] implies that
under some mild restrictions (essentially, to be non-degenerate in the neigh-
bourhood of the point f) algebraic morphism T ∗ is an f -admissible map.
Definition 2.19. Let A be a polynomial ring and φ : A → A a map. Let K
be a subset of the set of ideals of A.
Suppose that there exists a constant K0 ∈ R
+ (depending on K, φ and f
only) with the following property: for every ideal I ∈ K that is φ-stable (i.e.
φ(I) ⊂ I) there exists a prime factor Q ∈ Ass(A/I) satisfying
ordf (Q) < K0
(
deg(0,n−rkQ+1)(Q) + deg(1,n−rkQ)(Q)
)
. (46)
In this situation we say that f has the (φ,K)-property, or, if the choice of
f is obvious, we say also that one has (φ,K)-property (or also that couple
(φ,K) satisfies the weak φ-property).
Remark 2.20. The name (φ,K)-property is chosen to make a reference to
the D-property introduced by Nesterenko in [17]. In the case when K is a set
of prime ideals and φ = D is a derivation our (φ,K) property is a weakening
of D-property. Indeed, the D-property is as follows: we require the existence
of a constant C1 such that for every D-stable prime ideal P one has
min
P∈P
ordfP (f) ≤ C1. (47)
It is easy to verify that minP∈P ordfP (f) ≥ ordf (P), hence the following
property is weaker than (47) (that is (47) implies (48)):
ordf (P) ≤ C1. (48)
In the inequality (46) above we have even weaker condition: the r.h.s.
of (46) grows as grows the complexity of the ideal Q.
We mention here two technical lemmas that we shall use later, notably
in the proof of Proposition 4.4. Proofs are easy and can be found in [36],
Chapter 1.
Lemma 2.21 below provides us a possibility to replace the quantity
Ord(X,Y ), measuring the distance between two points X and Y in a projec-
tive space, by a quantity that is easier to control in the situation considered
in the proof of Proposition 4.4.
Lemma 2.21. Let X,Y ∈ Pn
k((z))
be two points in the projective space.
a) Let x ∈ k((z))
n+1
be a system of projective coordinates of X and
y ∈ k((z))
n+1
be a system of projective coordinates of Y satisfying
ordz=0x = ordz=0y.
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Then
Ordz=0(X,Y ) ≥ ordz=0(x− y)− ordz=0y. (49)
b) Suppose Ordz=0(X,Y ) > 0, if we fix for Y a system of projective
coordinates y in k((z))
n+1
, then there is a system of projective coordinates
x ∈ k((z))
n+1
of X satisfying
α) ordz=0x = ordz=0y,
β) Ordz=0(X,Y ) = ordz=0(x− y)− ordz=0(y)
(50)
Proof. See Lemma 1.22 of [36].
Lemma 2.22 (Liouville’s inequality). Let Q ∈ k(z) and Z be a cycle in
Pn
k(z)
of dimension 0 defined over k(z). Then
deg(Q)h(Z) + h(Q) deg(Z) ≥
∣∣∣∣∣∣
∑
β∈Z
ordz=0
(
Q(β)
)∣∣∣∣∣∣ , (51)
Proof. See inequality (1.20) at the end of section 1.2.2 of [36].
In Definition 2.23 here below we associate to each bi-projective ideal I
a couple of integers, (δ0(I), δ1(I)). This quantity plays an important role in
our article. It seems to be quite complicated at first glance, so we make a
short intuitive comment to explain it in Remark 3.4 just after the definition.
Note that in Definition 2.23 below we use constants µ, ν0 and ν1. These
constants are supposed to be the same as in the property (23). In fact we
shall use Definition 2.23 only in situations when we have a map φ with a
fixed choice of constants µ, ν0 and ν1 to satisfy the property (23). Hence
this implicit dependence will not lead to any ambiguity.
Definition 2.23. 1. Let I,P ⊂ A be bi-homogeneous ideals, such that
I 6⊂ P. We choose a bi-homogeneous polynomial P ∈ I \ P that
minimizes the quantity
µdeg(0,n−rkI+1)I degX P + ν0deg(1,n−rkI)I degX ′ P
+ ν1deg(1,n−rkI)I degX P. (52)
If there exists more than one bi-homogeneous polynomial from I \ P
minimizing (52) we choose among them the polynomial with the min-
imal degree degX P . We introduce notation δ0(I,P)
def
= degX′ P and
δ1(I,P)
def
= degX P .
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2. For all cycles Z (defined over k) in P1 × Pn and such that I(Z) 6⊂ P
we define δi(Z,P)
def
= δi(I(Z),P), i = 0, 1.
3. Let f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]]. We recall
Definition 2.2, where the bi-homogeneous ideal Pf is defined as a bi-
homogeneous ideal generated by polynomials P ∈ A vanishing at f .
We introduce the notations
δi(I, f) := δi(I,Pf ) and δi(Z, f ) := δi(Z,Pf ) for i = 0, 1,
for all bi-homogeneous ideals I such that I 6⊂ Pf and all cycles Z ⊂
P1 × Pn such that I(Z) 6⊂ Pf .
Remark 2.24. The quantities that we shall use in the subsequent consid-
erations are eventually δi(I, f) and δi(Z, f ), i = 0, 1. Note that δi(I, {0}) =
δi(I), i = 0, 1, in the sense of Definition 2.37 from [38], hence if functions
f1(z), . . . , fn(z) are algebraically independent over k(z) we have δi(I,Pf ) =
δi(I), i = 0, 1 and we appear in the situation considered in [38].
The quantities δi(I, f), i = 0, 1, plays in our proofs a role of an important
characteristic of an ideal I. We refer the reader to [38], Remark 2.38 for
more detailed discussion on this matter. The modification that we have
introduced in this work, compared to δi(I) in [38], has the following reason.
In our proofs we consider ideals generated by bi-homogeneous polynomials
of degree comparable to δi(I, f), i = 0, 1 (for instance, see Definitions 2.27
and 2.28 below). The essential part of the proof is the comparison for such
ideals I of their degrees deg I and the quantities ordfI. Loosely speaking, we
deduce the multiplicity estimate from the statement that in our construction
the ideals of a bounded degree can’t have an arbitrary big order of vanishing
at f . However we naturally have to exclude all the polynomials vanishing at
f , that is Pf (see Definition 2.2).
Here is the first property of the quantity
(
δ0(I, f), δ1(I, f)
)
.
Lemma 2.25. Fix a point
f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]]
and consider a sequence of cycles Zi ⊂ P
1 × Pn, ∈ N, defined over k and
such that f 6∈ Zi for i ∈ N. If ordf (Zi) tends to +∞ (as i → ∞), then
max
(
δ0(Zi, f), δ1(Zi, f)
)
also tends to the infinity (as i→∞).
The proof of Lemma 2.25 is easy and can be found in [36] (Lemma 1.23).
We shall need only its weak corollary:
Corollary 2.26. Let z, f1(z), . . . , fn(z) ∈ k[[z]]. There exists a constant
Csg which depends only on f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]]
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such that if a cycle Z ⊂ P1 × Pn (defined over k) does not contain f and
satisfies ordfZ ≥ Csg, then either δ0(Z, f ) ≥ max(4, 2n! + 1,
2ν1
max(µ,ν0)
) or
δ1(Z, f) ≥ max(2
n, 4n).
The following definition is widely used in the subsequent considerations.
Definition 2.27. We define a sequence of numbers ρi recursively. We put
ρ0 = 0, ρ1 = 1 and
ρi+1 = 6
n+2(n + 2)(n+1)
2
ρn+2i max (µ, ν0)
6n+2(n+2)(n+1)
2
ρn+1i
for i = 1, ..., n + 1. The constants µ, ν0 and ν1 in this definition are the
same as in (23).
Let Z be an algebraic bi-projective cycle defined over k in the space P1×
Pn. Let
f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]].
We denote by Vi, or more precisely by Vi(Z, f ), the vector space (over k) gen-
erated by Pf (see Definition 2.2) and the bi-homogeneous polynomials from
k[X ′0 : X
′
1,X0 : ... : Xn] vanishing over the cycle Z and of degree in X
′ at
most ρi
(
δ0(Z, f ) +
ν1
max(µ,ν0)
δ1(Z, f)
)
and of degree in X at most ρiδ1(Z, f)
(recall that δ0(Z, f) and δ1(Z, f) are introduced in Definition 2.23).
If I is a proper bi-homogeneous ideal of A we also use the notation
Vi(I) := Vi(V(I)),
where V(I) is the cycle of P1 × Pn defined by I.
Definition 2.28. We associate to every bi-projective variety W and a point
f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]]
a number i0(W,f). We define i0(W,f) to be the biggest positive integer such
that rk
(
I
(
Vi(W,f ),I(W )
))
≥ i+ rf for all 1 ≤ i ≤ i0(W ).
Remark 2.29. In view of Definitions 2.23 and 2.27, one readily verifies the
inequality
rk
(
I
(
V1(W,f),I(W )
))
≥ 1 + rf .
So, the index i0(W,f) ≥ 1 + rf is well defined for all varieties W . On the
other hand the rank of any bi-homogeneous ideal in A can not exceed n+1,
thus i0(W,f) ≤ n+ 1 for every variety W ⊂ P
1 × Pn.
The lemmas below represent two important ingredients of the proof of
our main result.
The proof of Lemma 2.30 can be found in [38], §3 or in [36], subsec-
tion 2.2.2.
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Lemma 2.30. Let P be a prime ideal of A such that the map φ is correct
with respect to this ideal and let V ⊂ A, V 6= {0}, be a k-linear subspace of
A. If eφ(V,P) > m(I(V,P)), then there exists an equidimensional φ-stable
ideal J such that
a) I(V,P) ⊂ J ⊂ P,
b) rk(J) = rk(I(V,P)),
c) all the primes associated to J are contained in P.
In particular,
m(J) ≤ m(I(V,P)),
deg(1,n−rkJ)J ≤ deg(1,n−rkI(V,P))(I(V,P)),
deg(0,n−rkJ+1)J ≤ deg(0,n−rkI(V,P)+1)(I(V,P)).
(53)
Lemma 2.31 below is an analogue of Lemmas 2.18 and 2.21 of [36], or
also of Lemma 2.44 of [38]. We prove this lemma in the next section.
Lemma 2.31. Let
f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]].
Let P ⊂ A be a prime bi-homogeneous ideal such that Pf ( P and V(P) is
projected onto P1. We recall the notations Vi = Vi(P, f ) and ρi introduced
in Definition 2.27 and I(Vi,P) = (ViAP) ∩ A introduced in Definition 2.7.
Assume that either δ0 ≥ max
(
2, 2ν1max(µ,ν0)
)
or δ1(P, f ) ≥ 2
n. One has the
following upper bound for m(I(Vi,P)):
m(I(Vi,P)) ≤ 6
n+2(n+ 2)(n+1)(n−tf+1)ρ
tf+1
i . (54)
Definition 2.32. We introduce the following notation:
Cm := 6
n+2(n+ 2)(n+1)
2
ρn+1n+1. (55)
So, Cm is the upper bound for the r.h.s. of (54). Note that Cm depends on
n only.
2.4 Proof of Lemma 2.31
We recall that the ideal Pf , its rank rf and the transcendence degree tf are
introduced in Definition 2.2. In this section we use the following notation
(see [30], p.12)
deg(X, a, b) := deg(0,dimX)(X)·b
dimX+dimX ·deg(1,dimX−1)(X)·a·b
dimX−1
(56)
where X ⊂ P1 × Pn is a variety and a, b ∈ R+.
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Lemma 2.33. Let I be a bi-homogeneous ideal of A, I 6= A and
f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]].
We denote δ0 := δ0(I, f), δ1 = δ1(I, f ) (recall that the quantities δ0(I, f)
and δ1(I, f) are introduced in Definition 2.23).
Let W ( V(Pf ) be an irreducible (bi-projective) variety projecting onto
the factor P1 and let positive integers a, b ∈ N satisfy
µ · b · deg(0,dim I)I + ν0 · a · deg(1,dim I−1)I + ν1 · b · deg(1,dim I−1)I
< µδ1deg(0,dim I)I + ν0δ0deg(1,dim I−1)I + ν1δ1deg(1,dim I−1)I (57)
or
µ · b · deg(0,dim I)I + ν0 · a · deg(1,dim I−1)I + ν1 · b · deg(1,dim I−1)I
= µδ1deg(0,dim I)I + ν0δ0deg(1,dim I−1)I + ν1δ1deg(1,dim I−1)I (58)
and
b < δ1. (59)
Assume
deg(W,a, b)+dim(W ) < (tf+2)2
−n−1(n+2)−(n+1)(n−tf+1) deg (V(P), a, b) .
(60)
Then, there is a polynomial Q ∈ I(W )\ (I ∪Pf ) (that is, Q vanishes on W ,
does not belong to I and does not vanish at f) satisfying two inequalities:
degX′ Q ≤ a,
degX Q ≤ b.
(61)
Proof. Note that the assumption that W projects onto P1 implies 1 ≤
dimW , and the assumption W ( V(Pf ) implies dimW < tf + 1.
Suppose first that no polynomial of bi-degree at most (a, b) simultane-
ously vanishes on W and does not vanish at f . In other terms, suppose
that the k-linear space of polynomials vanishing on W and of bi-degree up-
per bounded by (a, b) is included2 in the k-linear space of polynomials of
bi-degree at most (a, b) and belonging to the ideal Pf . Hence
Hg(W,a, b) ≥ Hg (V(P), a, b) . (62)
2Moreover, the assumption W ( V(Pf ) implies the inclusion in the opposite direction,
Pf ⊂ V(W ), so these two k-linear spaces in fact coincide in the case under consideration.
However this is not important for our proof. We mentioned this fact just to show that the
lower bound in (62) is in fact an equality.
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Using Corollary 9 of [30] we continue (62)
Hg(W,a, b) ≥ Hg (V(P), a, b) ≥ (tf+2)2
−n−1(n+2)−(n+1)(n−tf+1) deg (V(P), a, b) .
(63)
At the same time, by another part of Corollary 9 of [30] we have
Hg(W,a, b) ≤ deg(W,a, b) + dimW. (64)
The system of inequalities (63) and (64) contradicts the assumption (60).
We conclude that there exists a bi-homogeneous polynomial Q0 of bi-degree
at most (a, b) that vanishes on W and does not vanish at f . Moreover, we
claim that Q0 does not belong to I. Indeed, it follows from assumptions (57),
(58) and (59), because the r.h.s. of (57) minimizes the expression
µ degX(Q)deg(0,dim I)I+ν0 degX′(Q)deg(1,dim I−1)I+ν1 degX(Q)deg(1,dim I−1)I
for all the bi-homogeneous polynomials Q from I\{Pf} (see Definition 2.23).
Lemma 2.33 is proved.
Corollary 2.34. Consider the situation of Lemma 2.33. So, let I be a
bi-homogeneous ideal of A, I 6= A and
f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P
1
k[[z]] × P
n
k[[z]].
We denote δ0 := δ0(I, f), δ1 = δ1(I, f) (recall that the quantities δ0(I, f ) and
δ1(I, f) are introduced in Definition 2.23). Let W ( V(Pf ) be an irreducible
(bi-projective) variety projecting onto the factor P1
Assume in addition that I is a radical ideal and assume that the variety
W contains V(I). Moreover, assume that V(I) itself projects onto the factor
P1. Assume dim(W ) ≥ 2 and assume that either δ0 ≥ 2 or δ1 ≥ 2
n. Then,
if ν1 = 0,
deg (W, δ0, δ1) ≥ (tf + 2)2
−n−2(n+ 2)−(n+1)(n−tf+1) deg
(
V(Pf ), δ0, δ1
)
.
(65)
Proof. In the beginning, we consider the problem with an auxiliary assump-
tion
δ0 ≥ 1 and δ1 ≥ 1. (66)
By hypothesis, we have either δ0 ≥ 2 or δ1 ≥ 2
n. If δ0 ≥ 2, we apply
Lemma 2.33 with a = δ0 − 1 and b = δ1. Otherwise, we necessarily have
δ1 ≥ 2
n and we apply Lemma 2.33 with a = δ0 and b = δ1 − 1. Clearly,
condition (57) is satisfied in both cases (note that deg(1,dim I−1) I ≥ 1 in
view of our assumption that V(I) projects onto the factor P1).
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In the following text we assume δ0 ≥ 2. The case δ1 ≥ 2
n can be treated
in exactly the same way, and it is left to the interested reader as an exercise.
As we assume V(I) ⊂ W , the conclusion of Lemma 2.33 can not hold
true and we infer that assumption (60) has to fail, that is we have
deg (W, δ0 − 1, δ1) + dim(W )
≥ (tf + 2)2
−n−1(n+ 2)−(n+1)(n−tf+1) deg
(
V(Pf ), δ0 − 1, δ1
)
. (67)
Because of our assumption that W projects onto P1, we have
dim(W ) ≥ 1,
deg(1,dim(W )−1)(W ) ≥ 1,
hence
deg (W, δ0 − 1, δ1) + dim(W ) = deg(0,dimW )(W ) · δ
dimW
1
+ dimW · deg(1,dimW−1)(W ) · (δ0 − 1) · δ
dimW−1
1 + dim(W )
≤ deg(0,dimW )(W ) · δ
dimW
1
+ dimW · deg(1,dimW−1)(W ) · δ0 · δ
dimW−1
1
≤ dim(W, δ0, δ1).
At the same time, in view of our assumption δ0 ≥ 2 we have
deg
(
V(Pf ), δ0 − 1, δ1
)
≥
1
2
deg
(
V(Pf ), δ0, δ1
)
and we readily deduce (65).
Now assume that (66) does not hold true. If δ1 = 0, then the r.h.s.
of (65) is zero and the claim readily follows. It remains us to consider the
case δ0 = 0 and δ1 ≥ 2
n. In this case, we apply Lemma 2.33 with a = δ0 = 0
and b = δ1 − 1. We infer
deg (W, δ0, δ1 − 1) + dim(W )
≥ (tf + 2)2
−n−1(n+ 2)−(n+1)(n−tf+1) deg
(
V(Pf ), δ0, δ1 − 1
)
. (68)
Further, δ1 ≥ 2
n implies
deg (W, δ0, δ1 − 1) + dim(W ) ≤ deg (W, δ0, δ1) ,
and
deg
(
V(Pf ), δ0, δ1 − 1
)
≥
1
2
deg
(
V(Pf ), δ0, δ1
)
.
The conclusion (65) readily follows.
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Corollary 2.35. In the situation of Corollary 2.34, replace the hypothesis
ν1 = 0 by the hypothesis ν1 > 1. Further, introduce the following hypothesis
on δ0 and δ1: either δ0 ≥ max
(
2, 2ν1max(µ,ν0)
)
or δ1 ≥ 2
n. Then we have the
following inequality:
deg
(
W, δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
≥ (tf+2)6
−n−2(n+2)−(n+1)(n−tf+1) deg
(
V(Pf ), δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
.
(69)
Proof. The proof of this corollary is similar to the proof of Corollary (2.34).
For the purpose of not to waste space on the trivial calculations, we consider
here only the case δ0 ≥ 2 and δ1 ≥ 2, leaving details for the reader.
Note that the numbers a =
[
δ0/2 +
ν1
2max(µ,ν0)
δ1
]
and b = [δ1/2] satisfy
the hypothesis (57). Hence we deduce with Lemma 2.33
deg
(
W,
[
δ0/2 +
ν1
2max(µ, ν0)
δ1
]
, [δ1/2]
)
≥ (tf + 2)2
−n−2(n+ 2)−(n+1)(n−tf+1)
× deg
(
V(Pf ),
[
δ0/2 +
ν1
2max(µ, ν0)
δ1
]
, [δ1/2]
)
, (70)
where [x] denotes the integer part of a real x, that is the biggest integer
n ∈ Z satisfying n ≤ x. Using the inequality [r/2] ≥ r/3 for every real
r ≥ 2, we readily deduce
deg
(
W, δ0/2 +
ν1
2max(µ, ν0)
δ1, δ1/2
)
≥ (tf + 2)2
−n−2(n+ 2)−(n+1)(n−tf+1)
× deg
(
V(Pf ), δ0/3 +
ν1
3max(µ, ν0)
δ1, δ1/3
)
. (71)
Finally, definition (56) readily implies
deg(X,λa, λb) = λdimX deg(X, a, b) (72)
for any variety X ∈ P1 × Pn and a, b, λ ∈ R+. Applying (72) to the both
sides of (71) we deduce (54).
Proof of Lemma 2.31 . We denote by r the rank rkI(Vi,P) and by δi the
quantities δi(P, f ), i = 0, 1.
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To start with, consider the case ν1 = 0. Then the ideal I(Vi,P) =
ViAP ∩A is extended-contracted by localization at P of an ideal generated
by Pf and by r− rf polynomials of bi-degree upper bounded by (ρiδ0, ρiδ1)
(see Definition 2.28). Using Be´zout’s theorem (see Lemma 2.14) and defini-
tion (56) we readily verify
deg (V(I(Vi,P)), δ0, δ1) ≤ ρ
r−rf
i deg
(
V(Pf ), δ0, δ1
)
. (73)
Let W = V(Q), where Q is a minimal prime ideal associated to
V(I(Vi,P)). By construction of I(Vi,P) all its associated primes are con-
tained in P, thus V(P) ⊂ W . Moreover, since V(P) is projected onto P1,
we deduce that W is projected onto P1 as well. Further, by construction
of I(Vi,P) we have dimV (I(Vi,P)) ≥ 1, and if dimV (I(Vi,P)) = 1 then
I(Vi,P) = P, hence m (I(Vi,P)) = 1 and (54) follows. Thus we have to
consider only the case dim(W ) = dimV (I(Vi,P)) ≥ 2, thus we are in mea-
sure to apply Corollary 2.34. We find that W satisfies (65); in other words,
every prime Q associated to I(Vi,P) satisfies
deg (V(Q), δ0, δ1) ≥ (tf +2)2
−n−2(n+2)−(n+1)(n−tf+1) deg
(
V(Pf ), δ0, δ1
)
.
(74)
But
deg(1,n−r)(I(Vi,P)) =
∑
Q∈SpecA,
rk(Q)=r
deg(1,n−r)(Q)lAQ((A/I(Vi,P))Q),
(75)
and
deg(0,n−r+1)(I(Vi,P)) =
∑
Q∈SpecA,
rk(Q)=r
deg(0,n−r+1)(Q)lAQ((A/I(Vi,P))Q),
(76)
Summing up (75) with coefficient δ0δ
n−r
1 and (76) with coefficient δ
n+1−r
1 ,
we find
deg (I(Vi,P), δ0, δ1) =
∑
Q∈SpecA,
rk(Q)=r
deg(Q, δ0, δ1)lAQ((A/I(Vi,P))Q) (77)
Applying (79) to the l.h.s. of (77) and (74) to the r.h.s. of (77) we obtain
ρ
r−rf
i deg
(
V(Pf ), δ0, δ1
)
≥ (tf + 2)2
−n−2(n+ 2)−(n+1)(n−tf+1) deg
(
V(Pf ), δ0, δ1
)
m(I(Vi,P)).
(78)
31
Finally, we deduce (54) from (78) with simplification and using the remark
0 ≤ tf ≤ n, 0 ≤ r ≤ n + 1 (in fact, in this case, ν1 = 0, we obtain even a
better constant in the r.h.s. of (54)).
In the case ν1 > 0 we proceed in the similar way. In this case the ideal
I(Vi,P) = ViAP ∩ A is generated by Pf and by r − rf polynomials of bi-
degree upper bounded by
(
ρi
(
δ0 +
ν1
max(µ,ν0)
δ1
)
, ρiδ1
)
(see Definition 2.28).
Again, using Be´zout’s theorem (see Lemma 2.14) and definition (56) we find
deg
(
V(I(Vi,P)), δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
≤ ρ
r−rf
i deg
(
V(Pf ), δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
. (79)
We consider a minimal prime ideal Q associated to V(I(Vi,P)). We readily
verify that we can apply Corollary 2.35 (see the first part of this proof for
more details). We deduce with Corollary 2.35 the lower bound
deg
(
V(Q), δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
≥ (tf + 2)6
−n−2(n+ 2)−(n+1)(n−tf+1)
× deg
(
V(Pf ), δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
. (80)
Using formulae (75) and (76) we find
ρ
r−rf
i deg
(
V(Pf ), δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
≥ (tf + 2)6
−n−2(n+ 2)−(n+1)(n−tf+1)
× deg
(
V(Pf ), δ0 +
ν1
max(µ, ν0)
δ1, δ1
)
m(I(Vi,P)). (81)
Finally, we deduce (54) from (81) with simplification and remark 0 ≤ tf ≤ n,
0 ≤ r ≤ n+ 1.
3 Transference lemma of P. Philippon
From here on we assume that tf ≥ 1. In the case tf = 0, all the functions
f1(z), . . . , fn(z) are algebraic, hence multiplicity estimate follows immedi-
ately from Liouville’s inequality (see Lemma 2.22).
In this section we present (a particular case of) the transference lemma
elaborated in [30]. In the sequel we shall use the constant cn defined by
cn = 2
n+1(n+ 2)(n+1)(n+3). (82)
32
Note that in terms of [30] one has cn = cP1×Pn .
Theorem 3.1 (Transference (1, n)-Projective Lemma). Let f ∈ Pnk[[z]]. We
denote t = tf . Let C be a real number satisfying
C ≥ (cn)
t
(
Cf
)t+1
max (1, ν0, µ)
−t−1 , (83)
C ≥
((
h(Pf ) + deg(Pf )
)
max
(
1,
1
ν0
,
1
µ
))1/(t+1)
. (84)
If a homogeneous polynomial P ∈ k[z][X0,X1, ...,Xn] \ Pf satisfies
ordz=0(P (f))− degP · ordz=0(f)− h(P )
> C · t · ((ν0 + µ) (h(P ) + 1) + (ν1 + µ) degP )µ
t−1 (degP + 1)t , (85)
then there is an irreducible cycle Z ∈ Pn
(
k(z)
)
defined over k(z), of dimen-
sion 0, contained in the zero locus of P and in the zero locus of the ideal
Pf , satisfying
ν0 degZ · h(P ) + ν1 degZ · degP + µ · h(Z) · degP
≤ (cnC)
t−1
t+1µt (degP + 1)t
(
h(Pf ) deg(P ) + deg(Pf )h(P )
)
, (86)
and∑
α∈Z
Ordf (α) > C
1
t+1 c
− t
t+1
n
(
ν0 deg(Z)h(P )+ν1 deg(Z) degP+µ·h(Z) degP
)
.
(87)
In particular, (87) implies∑
α∈Z
Ordf (α) > Cf
(
ν0 deg(Z)h(P )+ν1 deg(Z) degP+µ·h(Z) deg P
)
. (88)
Proof. We denote by I0 the ideal corresponding to the intersection of V(Pf )
and V(P ), i.e. the ideal given by Proposition 4.11 of Chapter 3, [18]. By
this proposition, the ideal I0 satisfies
deg I0 ≤ degPf · degP, (89)
h(I0) ≤ h(Pf ) · degP + degPf · h(P ), (90)
and
OrdfI0 ≥ Ordz=0(P (f))− degP · h(Pf )− h(P ) · degPf
≥ C · t · ((µ+ ν0) (h(P ) + 1) + (ν1 + µ) degP )µ
t−1 (degP + 1)t
− degP · h(Pf )− h(P ) · degPf , (91)
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the second inequality here is implied by the hypothesis (85).
We can consider (1 : z) as coordinates of a point in P1
k(z)
(see Re-
mark 3.3). Under this convention, the cycle X˜0 := V(I0) can be considered
as a cycle in P1 × Pn of dimension t and it has the following degrees:
deg(0,t) X˜0 = h(I0),
deg(1,t−1) X˜0 = deg I0.
We apply Corollary 11 of [30] to Φ˜ = f and X˜0 = V(I0) ⊂ P
1 × Pn. We
choose the multi-degree (η, δ) to be
η =
[
(cnC)
1
t+1 (ν0(h(P ) + 1) + ν1 degP )
]
,
δ =
[
(cnC)
1
t+1µ(degP + 1)
]
.
Inequalities (83) and (84) imply
h(P ) ≤ η,
degP ≤ δ,
max(cn, Cf ) ≤ min (η, δ)
(92)
(recall that the constant Cf is introduced in Definition 2.2), hence X˜0 is
defined by forms of multidegree ≤ (η, δ) with
min(η, δ) ≥ cn = cP1×Pn ,
where the constant cP1×Pn is the one defined in [30].
In our case we have
deg
(
X˜0, η, δ
)
= h(I0) · δ
t + t · deg I0 · ηδ
t−1
≤
(
h(Pf ) · degP + degPf · h(P )
)
· δt + t · degPf · degP · ηδ
t−1
≤ (cnC)
t
t+1
((
h(Pf ) · degP + degPf · h(P )
)
· µt(degP + 1)t
+ t · degPf · degP · (ν0(h(P ) + 1) + ν1 degP )µ
t−1(degP + 1)t−1
)
= (cnC)
t
t+1µt−1(degP+1)t−1
((
h(Pf ) · degP + degPf · h(P )
)
·µ(degP+1)
+ t · degPf · degP · (ν0(h(P ) + 1) + ν1 degP )
)
, (93)
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the first inequality in (93) is a consequence of (89) and (90), and the second
follows by a direct application of definitions of η and δ. The condition
OrdfX˜0 ≥ c
−1
n deg
(
X˜0, η, δ
)
is assured by direct comparison of the r.h.s in (91) (recall that by definition
OrdfX˜0 = OrdfI0) and (93) and taking into account the hypothesis (84).
The conclusion of Corollary 11 of [18] gives us exactly the conclusion of
the theorem. Indeed, this corollary provides us a cycle Z ⊂ X˜0(k(z)) defined
over k(z) and of dimension 0 such that
δ · h(Z) + η degZ ≤ deg
(
X˜0, (η, δ)
)
, (94)∑
α∈Z
Ordf (α) > c
−1
n (η degZ + δ · h(Z)) . (95)
Inequality (94) (together with (93)) gives us inequality (86), and (95) pro-
vides us (88).
Definition 3.2. Let C be a real number satisfying (83). We associate to
each non-zero homogeneous polynomial P ∈ k[z][X1, ...,Xn] and a real con-
stant C > 0 satisfying (85) an irreducible 0-dimensional cycle ZC(P ) defined
over k(z), contained in the zero locus of P and satisfying inequalities (86)
and (88). In view of the transference lemma there exists at least one cycle
satisfying all these conditions (provided polynomial P and constant C sat-
isfy (85)). If there exists more than one such cycle, we choose one of them
and fix this choice.
Remark 3.3. Considering (1 : z) as coordinates of a point in P1
k(z)
we can
consider the cycle Z as an 1-dimensional cycle in P1k× P
n
k (defined over k).
In this case we denote this cycle by ZC(P ).
We associate to a bi-homogeneous polynomial
P (X ′0,X
′
1,X0,X1, ...,Xn) ∈ A satisfying
ordz=0(P (1, z, f )− (degX P )ordz=0(f)− degX′ P
t · ((ν0 + µ) (h(P ) + 1) + (ν1 + µ) degP )µt−1 (degP + 1)
t > C, (96)
the homogeneous polynomial
P˜ (X0,X1, ...,Xn) = P (1, z,X0,X1, ...,Xn)
(satisfying in this case (85)). We have already defined the cycles ZC(P˜ )
and ZC(P˜ ) for the latter polynomial, as P˜ ∈ k[z][X0, . . . ,Xn] (see Defi-
nition 3.2). By this procedure we associate equally the cycles ZC(P ) and
ZC(P ) to every bi-homogeneous polynomial P ∈ A satisfying (96).
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Remark 3.4. Note that if P 6∈ Pf , that is if P (f) 6= 0, we necessarily
have f 6∈ ZC(P ) (because ZC(P ) ∈ Z(P ) by definition), or in other terms
I(ZC(P )) \Pf 6= ∅. Hence quantities δ0(ZC(P )) and δ1(ZC(P )) (introduced
in Definition 2.23) are defined if P (f) 6= 0.
Remark 3.5. Note that combining (96) (for C large enough) with the trans-
ference lemma (Theorem 3.1, (88)) we can assure that the cycle ZC(P ) is
not an isotrivial one (hence ZC(P ) is not defined over k). Indeed, each point
defined over k contributes at most Ordz=0
(
f ∧ f(0)
)
to OrdfZC(P ), so for
an isotrivial cycle Z one has
OrdfZ ≤ Ordz=0
(
f(z) ∧ f(0)
)
degZ.
Thus
C > Ciso :=
(
cnOrdz=0
(
f ∧ f(0)
)
+ 1
min(ν0, µ)
)n
(97)
implies that ZC(P ) is not isotrivial.
We recall the notation introduced in Definition 2.2. Let f1(z), . . . , fn(z)
be a set of functions, then we define
t = t(f) := tr.deg.k(z)k(z, f1(z), . . . , fn(z)).
The following theorem plays an important role in the proof of our prin-
cipal result, Theorem 4.1.
Theorem 3.6. Let f = (1 : f1 : · · · : fn) ∈ P
n
k[[z]] and let P ∈
k[z][X0, . . . ,Xn] be a homogeneous polynomial such that
P (z, f1(z), . . . , fn(z)) 6= 0.
Assume that P satisfies (85) with
C ≥ max
(
(3t!cn/min(ν0, µ))
t ,
(
cnCsg + 1
min(ν0, µ)
)t+1
, Ciso
)
(98)
(where constant Csg is described in Corollary 2.26 and Ciso in Remark 3.5,
(97)). Let Z = ZC(P ) and let P0 ∈ k[z][X0, . . . ,Xn] be a homogeneous
non-zero polynomial in X, vanishing on Z and realizing the minimum of the
quantity
ν0 · h(Z)h(Q) + ν1 · degZ · h(Q) + µ · h(Z) degX Q (99)
over all homogeneous polynomials Q ∈ k[z][X0, . . . ,Xn] \ Pf vanishing on
Z. We denote δ0 := h(P0) and δ1 := degX P0 (cf. Definition 2.23).
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There exists a point α ∈ Z satisfying
Ord(f , α) > C˜(δ0 + 1)(δ1 + 1)
t, (100)
where C˜ = C
1
t min(ν0, µ)
(
3 · t! · c
t
t+1
n
)−1
.
Proof. We claim that there exists a point α1 ∈ ZC(P ) satisfying
Ord(α1, f) ≥ Csg. (101)
Indeed, by definition of ZC(P ) (see Definition 3.2) we have for this cycle
the lower bound (88). This inequality implies that there exists a point
α1 ∈ ZC(P ) satisfying Ord(α1, f) ≥ c
−1
n
[
(cnC)
1
t+1 min(ν0, µ)
]
and we de-
duce (101) from (98).
In view of Corollary 2.26 condition (101) provides us
δ0 ≥ 2 · n! + 1 or δ1 ≥ 4n. (102)
Let (a, b) ∈ N2. By linear algebra one can construct a bi-homogeneous
polynomial Q(a,b) = Q(a,b)(X
′
0,X
′
1,X0,X1, ...,Xn) ∈ A\Pf of bi-degree (a, b)
and of vanishing order at f = (1, z, 1, f1(z), . . . , fn(z)) satisfying
ordz=0Q(a,b)(f) ≥ ⌊
1
t!
(a+ 1)(b + 1)t⌋. (103)
Indeed, by definition of t we can chose indexes i1, . . . , it in such a way that
z, fi1 , . . . , fit are all algebraically independent over k. The space of all bi-
homogeneous polynomials of bi-degree up to (a, b) and depending only on
variables X ′0,X
′
1,X0,Xi1 , . . . ,Xit has dimension
(a+ 1)
(
b+ t
t
)
>
1
t!
(a+ 1)(b+ 1)t
over k, so we can choose among them a non-zero polynomial satisfying (103).
By construction this polynomial can not belong to Pf , otherwise it would
provide a non-trivial algebraic relation between z, fi1 , . . . , fit that is impos-
sible by the choice of indexes i1, . . . , it.
Let
(a, b) =
{
(δ0 − 1, δ1), if δ0 ≥ 2 · n! + 1,
(δ0, δ1 − 1), otherwise, i.e. δ1 ≥ 4n in view of (102) .
(104)
We claim that for this choice of (a, b) the following inequality holds
ordz=0Q(a,b)(f) >
1
2 · t!
(δ0 + 1)(δ1 + 1)
t. (105)
In view of (104), exactly two cases are possible:
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a) δ0 ≥ 2 · n! + 1,
b) δ1 ≥ 4n.
By (103) we have
ordz=0Q(a,b)(f) ≥ ⌊
1
t!
(a+ 1)(b + 1)t⌋ >
1
t!
(a+ 1)(b + 1)t − 1. (106)
In the case 1 we proceed as follows. First, in this case (106) can be rewritten
as
ordz=0Q(a,b)(f) >
1
t!
(
δ0(δ1 + 1)
t − t!
)
(107)
and in order to show (105) it is sufficient to verify
2δ0(δ1 + 1)
t − 2 · t! ≥ (δ0 + 1)(δ1 + 1)
t. (108)
The latter inequality is obvious for δ0 ≥ 2 · n! + 1 ≥ 2 · t! + 1 (and δ1 ≥ 0).
In the case 2 the same procedure brings us to the point where it is
sufficient to verify (instead of (108))
2(δ0 + 1)δ
t
1 − 2 · t! ≥ (δ0 + 1)(δ1 + 1)
t. (109)
We can rewrite this inequality as(
2
(
δ1
δ1 + 1
)t
− 1
)
(δ0 + 1) ≥
2 · t!
(δ1 + 1)t
. (110)
The l.h.s. of (110) is an increasing function of δ0 and δ1, and the r.h.s.
of (110) is a decreasing function of δ1. So it is sufficient to verify this
inequality for δ0 = 0 and δ1 = 4t ≤ 4n. We can directly calculate
2
(
4t
4t+ 1
)t
(0 + 1) > 1/2 >
2 · t!
(4t+ 1)t
, (111)
hence (109) is true for all the values δ0 ≥ 0, δ1 ≥ 4n. This completes the
proof of (105).
We define
Q(X0, ...,Xn) = Q(a,b)(1, z,X0, ...,Xn)
q,
where q = ⌈2 · t!C˜⌉; therefore we have ordz=0Q(a,b)(1, z, 1, f1, ..., fn)
q ≥
C˜(δ0 + 1)(δ1 + 1)
t. As the polynomial Q(a,b) was constructed in a way
to satisfy Q(a,b)(f) 6= 0, we have Q(f1, . . . , fn) 6= 0, hence Q 6∈ Pf .
It is easy to verify
h(Q) ≤ degX′ Q(a,b) = a,
degX Q = degX Q(a,b) = b.
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We recall that in the statement we have introduced notation Z = ZC(P ).
One obviously has
degZ ≥ 1
and, as Z is not defined over k (see Remark 3.5), one has
h(Z) ≥ 1.
In view of (104) we obtain that the polynomial Q(a,b) makes the quantity (99)
strictly smaller than the minimum realized by P0. So Q(a,b) (and hence Q)
can not vanish on Z (by the definition of P0); in other words: Q does not
belong to I(Z).
We apply Theorem 4.11 of chapter 3 of [18] to polynomial Q(X0, ...,Xn)
and to the ideal I(Z), which is 0-dimensional over k(z).
Let α ∈ Z realize the maximum of Ord(·, f) for points of Z; in other
words: let Ord(f , α) = maxβ∈Z Ord(f , β).
We define
θ =
{
Ordz=0Q(f), if Ord(f , α) > Ordz=0Q(f)
OrdfI(Z), if Ord(f , α) ≤ Ordz=0Q(f)
(112)
By Theorem 4.11 of chapter 3 of [18] one has
θ ≤ h(Q) deg(I(Z)) + h(I(Z)) deg(Q) (113)
(in our case the base field is k(z) and all its valuations are non-archimedean
ones, so ν = 0 and the term νm2 deg(I(Z)) deg(Q) is equal to zero in the
statement of this theorem).
We claim that the inequality
Ord(f , α) ≤ Ordz=0Q(f) (114)
is in fact impossible.
Indeed, in this case θ = OrdfI(Z), so (113) implies
OrdfI(Z) ≤ qδ0 deg(Z) + qδ1h(Z),
and we can weaken this inequality
OrdfI(Z) ≤
q
min(ν0, µ)
(ν0δ0 deg(Z) + ν1δ1 deg(Z) + µδ1h(Z)) .
Using the definition of δ0 and δ1 we deduce
OrdfI(Z) ≤
q
min(ν0, µ)
(
ν0h(P0) deg(Z)
+ ν1 degP0 deg(Z) + µ degP0h(Z)
)
≤
q
min(ν0, µ)
(
ν0h(P ) deg(Z)
+ ν1 degP deg(Z) + µ degPh(Z)
)
.
(115)
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Further, as P vanishes on Z one has
ν0h(P0) deg(Z) + ν1 degP0 deg(Z) + µ degP0h(Z)
≤ ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z)
by the minimality from the definition of P0. Then, applying (87) (recall our
notation Z = ZC(P )), one has
OrdfI(Z) > C
1
t c
− t
t+1
n (ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z))
and gluing this inequality with (115) we obtain
C
1
t c
− t
t+1
n (ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z))
<
q
min(ν0, µ)
(ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z)) .
Simplifying ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z) we deduce in-
equality
3 · t!C˜ = C
1
t min(ν0, µ)c
− t
t+1
n < q = ⌈2 · t!C˜⌉
which contradicts the definition of q and C˜ ≥ 1 (recall that C˜ is defined at
the end of the statement of this theorem and C˜ ≥ 1 in view of (98)). So the
inequality (114) is impossible.
Thus unavoidably one has
Ord(f , α) > ordz=0Q(f).
By construction of Q one has ordz=0Q(f) > C˜(δ0+1)(δ1+1)
t, so we deduce
Ord(f , α) > C˜(δ0 + 1)(δ1 + 1)
t.
4 Principal result
In this section we introduce the main result of this paper and prove it.
Recall that general framework imposed for this article is given in sub-
section 2.1. So, we have an algebraically closed field k, a polynomial ring
A = k[X ′0,X
′
1,X0, . . . ,Xn] bi-graduated with respect to
(
degX′ ,degX
)
, a
point
f = (1 : z, 1 : f1(z) : · · · : fn(z))
and a map φ : A → A satisfying properties (23) and (26). We also recall
the notation
t := tf = tr.deg.k(z)k (f1(z), . . . , fn(z)) . (116)
40
In the statement below as well as in the subsequent considerations we use
various notions defined in subsections 2.2 and 2.3. In particular, m(I) (as
well as Vi and eφ) is defined in Definition 2.12, i0 is defined in Definition 2.28
and ordf is defined in Definition 2.15.
Theorem 4.1 (Formal multiplicity lemma). Let k, A, f and φ be as above.
Assume that the map φ is f-admissible. Let n1 ∈ {1, . . . , n} and C0, C1 ∈
R+. We denote by Kn1 the set of all equidimensional bi-homogeneous ideals
I ⊂ A of rank ≥ n1, such that Pf ( I, f 6∈ V(I) and m(I) ≤ Cm (recall
that the constant Cm is introduced in Definition 2.32), and moreover such
that all its associated prime ideals satisfy
ordfQ ≥ C0. (117)
Assume also that f has the (φ,Kn1)-property (see Definition 2.19).
Then there exists a constant K > 0 such that for all P ∈ A, satisfying
P (1, z, 1, f1(z), . . . , fn(z)) 6= 0 and for all C ≥ C1
i0(ZC(P )) ≥ n1 (118)
(recall that the cycle ZC(P ) is introduced in Remark 3.3 and i0 in the Defi-
nition 2.28), satisfy also
ordz=0(P (f)) ≤ K
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
×µn−1(degX P+1)
t.
(119)
Remark 4.2. Condition (118) is tautologically true with parameters n1 =
1+ rf and C1 = 0 (in view of the definition of i0(Z(P )), see Definition 2.28
and Remark 2.29). Using this choice of n1 and C1 and enlarging class Kn1
to K1+rf we obtain the statement of Theorem 1.7.
Remark 4.3. Parameters n1 and C1 are introduced because in certain situ-
ations it is possible to provide direct lower estimate of i0(Z(P )) better than
1 (see Remark 2.29), so excluding the necessity of analysis of φ-stable ideals
of a small codimension. Sometimes it could appear a decisive step, e.g. see
proof of Proposition 4.11 in [36].
We deduce Theorem 4.1 at the end of this section as a consequence of
Lemma 2.30 and the following Proposition 4.4.
Proposition 4.4. Let P ∈ A and C ∈ R satisfy
P (1, z, 1, f1(z), . . . , fn(z)) 6= 0
and:
C <
ordz=0(P ◦ f)− (degX P )ordz=0(f)− degX′ P
t
(
(ν0 + µ)(degX ′ P + 1) + ν1 degX P
)
µt−1(degX P + 1)
t
(120)
C ≥ (min(ν0, µ))
−t . (121)
41
Let P be the ideal defined as P = I(ZC(P )), where ZC(P ) is the cycle
introduced in Remark 3.3. Assume that for i = i0(ZC(P )) one has
eφ(Vi(P),P) ≤ m(I(Vi(P),P)). (122)
Then,
C ≤
(2ρn+1)
tctn
min(1;λ)tmin(1;µ)t
. (123)
Moreover, for all polynomials P ∈ A, one has
ordz=0P (f(z)) ≤ max
(
t
(min(ν0, µ))
t ,
(2ρn+1)
tctn
min(1;λ)tmin(1;µ)t
)
×
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
µt−1(degX P + 1)
t
+ (ordz=0f)(degX P ) + degX′ P.
(124)
Proof. Note that if degX P = 0, then the conclusion of the proposition is
automatically satisfied. Thus we need only to treat the case degX P ≥ 1.
Ad absurdum assume
C >
(2ρt+1)
tctn
min(1;λ)tmin(1;µ)t
. (125)
Recall that i0 = i0(ZC(P )) ≥ 1 is the largest index i ∈ {1, ..., n} such
that rk(ViAP) ≥ i+ rf (see Definition 2.28). We put e0 the largest integer
≤ eφ(Vi0 ,P) such that Vi0 + ... + φ
e0(Vi0) ⊂ P (we use the notation Vi0
as a shorthand for Vi0(P)). Note that the assumption (122) implies that
eφ(Vi0 ,P) is finite, so e0 is a well-defined integer.
Let Q be a generator of φe0(Vi0); by Lemma 2.4 one has
degX Q ≤ µ
e0ρi0δ1(P),
degX′ Q ≤ (ν0δ0(P) + e0ν1δ1(P))max(ν0, µ)
e0−1ρi0 .
(126)
With the substitution (X ′0 : X
′
1) = (1 : z) we can consider Q as a
polynomial from k[z][X0 : ... : Xn].
We denote Z = ZC(P ). Let α ∈ Z. By Lemma 2.21, b), there is a
system of projective coordinates α satisfying
ordz=0α = ordz=0f,
ordz=0(α− f)− ordz=0(f) = Ordz=0(α, f).
In view of ordz=0f = 0, we deduce immediately
ordz=0α = 0, (127)
ordz=0(α− f) = ordz=0(α ∧ f). (128)
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We fix a choice of projective coordinate systems satisfying (127)
and (128) for all α ∈ Z.
We claim that for any α ∈ Z
ordz=0(φ(Q)(α)) ≥ min(ordz=0(φ(Q)(f )), ordz=0(α ∧ f)). (129)
Indeed,
ordz=0 (φ(Q)(α)) = ordz=0
((
φ(Q)(α)− φ(Q)(f)
)
+ φ(Q)(f )
)
≥ min
(
ordz=0
(
φ(Q)(α)− φ(Q)(f)
)
, ordz=0
(
φ(Q)(f)
))
≥ min
(
ordz=0
(
α− f
)
, ordz=0
(
φ(Q)(f)
))
≥ min
(
ordz=0
(
α ∧ f
)
, ordz=0
(
φ(Q)(f)
))
.
Then, by (26) and in view of Q(α) = 0 (according to the choice of e0),
ordz=0
(
φ(Q)(f)
)
≥ λordz=0Q(f)
≥ λordz=0
(
Q(f)−Q(α)
)
≥ λordz=0
(
α ∧ f
)
.
(130)
We deduce from (129) and (130)
ordz=0(φ(Q)(α)) ≥ min(1, λ)ordz=0(α ∧ f) (131)
for all α ∈ Z.
By (131) one has
1
min(1, λ)
∑
α∈ZC(P )
(ordz=0 (φ(Q)(α)))
≥
∑
α∈ZC(P )
(
ordz=0(α ∧ f)
)
=:M
(132)
(note that M is equal to the l.h.s. of (87)). By definition of ZC(P ) (see
Definition 3.2 and Remark 3.3) and with (125) we estimate
M > C
1
t c
− t
t+1
t
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
≥
2ρn+1
min(1, λ)min(1, µ)
(
ν0 deg(Z) degz P
+ ν1 deg(Z) degX P + µh(Z) degX P
)
. (133)
We deduce from (132) and (133)
∑
β∈ZC(P )
ordz=0
(
φ(Q)(β)
)
>
2ρn+1
min(1, µ)
×
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
. (134)
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Also Liouville’s inequality (51) implies (under assumption that φ(Q) does
not vanish on ZC(P ))∑
β∈ZC(P )
ordz=0
(
φ(Q)(β)
)
≤ deg(Z)h(φ(Q)) + h(Z) deg φ(Q)
≤ max(µ, ν0)
e0ρi0 (ν0 deg(Z)δ0 + ν1(e0 + 1) deg(Z)δ1 + µh(Z)δ1)
≤ max(µ, ν0)
e0(e0 + 1)ρi0 (ν0 deg(Z)δ0 + ν1 deg(Z)δ1 + µh(Z)δ1)
(135)
(the second inequality in (135) is implied by (126)).
According to the definition of e0, the hypothesis (122) and Lemma 2.31
we have
e0 ≤ eφ(Vi0 ,P) ≤ m(I(Vi0 ,P)) ≤ ν(n+ 1)!ρ
n+1
i0
, (136)
hence max(µ, ν0)
e0(e0 + 1)ρi0 ≤ ρi0+1 ≤ ρn+1 by definition of ρn+1.
Thus (134) and (135) lead to:
2ρn+1
min(1, µ)
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
< ρn+1 (ν0 deg(Z)δ0 + ν1 deg(Z)δ1 + µh(Z)δ1) .
This inequality contradicts Definition 2.23, thus φ(Q)(α) = 0.
So we have
φe0+1(Vi0) ⊂ P, (137)
and this inclusion contradicts the definition of e0 if e0 < eφ(Vi0 ,P). We
conclude e0 = eφ(Vi0 ,P).
Moreover, (137) implies
rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
)
≤ rk (PAP) = n. (138)
As e0 + 1 > eφ(Vi0 ,P) and by definition of eφ(Vi0 ,P) we have
rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
)
> rk(Vi0AP) ≥ i0, (139)
we obtain
rk(Vi0+1AP) ≥ rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
)
≥ i0 + 1.
If i0 < n this inequality contradicts the definition of i0 (Definition 2.28),
and if i0 = n inequality (139) implies
rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
)
> n,
in contradiction with (138).
So, we have verified that the hypothesis (125) can not be satisfied, es-
tablishing therefore (123).
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It remains to verify (124). We fix an arbitrary polynomial P ∈ A and
consider the set M(P ) of reals C satisfying (with our choice of polynomial
P ) inequalities (120) and (121). If M(P ) = ∅, we have
(min(ν0, µ))
−n ≥
ordz=0(P ◦ f)− (degX P )ordz=0(f)− degX ′ P
n
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)
n
obtaining immediately (124).
In the opposite case, if M(P ) 6= ∅, we let Cs denote the upper bound of
M(P ), which is a real finite number: in fact the inequality (120) implies
Cs =
ordz=0(P ◦ f)− (degX P )ordz=0(f)− degX′ P
n
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)
n
.
In the first part of the proof we have established the inequality (123) for all
the elements ofM(P ), therefore Cs also satisfies this inequality, hence (124).
Now we are ready to prove the main result of this paper, Theorem 4.1.
Proof of Theorem 4.1. We define
K2 := (n− rf )
(
deg(0,dimPf ) Pf + deg(1,dimPf−1) Pf
) (
1 +
ν1
max(µ, ν0)
)
ρnn
(140)
and
C = 1 +max
(
ctnC
t
0, (min(ν0, µ))
t , Ciso,
(
3n!cn
min(ν0, µ)
K0K2
)t
, C1
)
(141)
(recall that cn is defined in (82), C0, C1 are introduced in the statement of
Theorem 4.1) and the constant K0 is implied by the (φ,Kn1)-property (this
property is imposed in the statement of Theorem 4.1 as well).
Let P ∈ A \ Pf be a polynomial that does not satisfy (119) for
K = max
(
2nC,
(
2ρn+1cn
max(1, λ)max(1, µ)
)t)
. (142)
Then it satisfies (96). In particular, C and P satisfy hypothesis (120)
and (121) of Proposition 4.4.
Define P := I(ZC(P )), where ZC(P ) is the cycle introduced in Re-
mark 3.3. In view of (87) and (141), we have ordfP > C0 and thus φ
is correct with respect to P. Moreover, ZC(P ) is projected onto P
1 (see
Remark 3.5).
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Recall that Vi = Vi(ZC(P )) is introduced in Definition 2.27 and eφ, m
are introduced in Definition 2.12: (33) and (34) respectively. If for i =
i0(ZC(P )) we have
eφ(Vi,P) ≤ m(I(Vi,P)), (143)
we verify (122) and we can apply Proposition 4.4. This proposition gives
us (119) in view of our choice of K (142). This estimate contradicts our
hypothesis that P does not satisfy (119). On the other hand, if (143) is
not satisfied, we apply Lemma 2.30 to the ideal P and the k-linear space
V = Vi(P) (we recall the notation i = i0(ZC(P ))).
We denote by J the equidimensional φ-stable ideal provided by
Lemma 2.30. In view of the property b) of this proposition we have
rk(J) = rk (I (Vi,P)) ≥ i ≥ n1. (144)
The property a) ensures f 6∈ V(J), because the ideal I(Vi,P) contains at
least one polynomial that does not vanish at f .
We verify (In view of (53))
m(J) ≤ m(I(V,P)),
deg(0,n−rkJ+1)(J) ≤ deg(0,n−rkJ+1)(I(Vi,P)).
(145)
As V(P) = ZC(P ) is projected onto P
1 we have by Lemma 2.31
m(I(V,P)) ≤ Cm
and also δ1(P) ≥ 1.
Recall that I(Vi,P) ⊂ P and thus
r := rkI(Vi,P) ≤ rkP = n.
As the ideal I(Vi,P) ⊂ P is extended-contracted of an ideal generated by
polynomials of bi-degree ≤
(
ρi
(
δ0(P) +
ν1
max(µ,ν0)
δ1(P)
)
, ρiδ1(P)
)
(see Def-
initions 2.7 and 2.27), we have by Lemma 2.14
deg(0,n−rkI(Vi,P)+1)(I(Vi,P))
≤ (r − rf )
(
deg(1,dimPf−1) Pf
)(
δ0(P) +
ν1
max(µ, ν0)
δ1(P)
)
× δ1(P)
r−rf−1ρ
r−rf
i +
(
deg(0,dimPf )Pf
)
δ1(P)
r−rf ρ
r−rf
i (146)
where we use the notation r := rkI(Vi,P). Let’s temporarily denote by
R(δ0, δ1) the r.h.s. of (146). Using (144) we infer
deg(0,n−rkJ+1)J ≤ R(δ0, δ1). (147)
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As J is an equidimensional ideal, we obtain for all Q ∈ Ass(A/J)
deg(0,n−rkQ+1)Q ≤ deg(0,n−rkJ+1)J
≤ R(δ0, δ1).
(148)
The same calculation for deg(1,n−rkQ)Q gives us
deg(1,n−rkQ)Q ≤ ρ
n−rf
n
(
deg(1,n−rkPf )Pf
)
(δ1(P) + 1)
r−rf . (149)
Summing up (148) and (149) we find, for every Q ∈ Ass(A/J),
deg(0,n−rkQ+1)Q+ deg(1,n−rkQ)Q
≤ R(δ0, δ1) + ρ
n−rf
n
(
deg(1,n−rkPf )Pf
)
(δ1(P) + 1)
r−rf
≤ (r − rf )
(
deg(1,dimPf−1) Pf
)
×
(
δ0(P) +
ν1
max(µ, ν0)
δ1(P)
)
δ1(P)
r−rf−1ρ
r−rf
i
+
(
deg(0,dimPf )Pf + deg(1,dimPf−1) Pf
)
δ1(P)
r−rf ρ
r−rf
i
≤ K2 (δ0(P) + 1) (δ1(P) + 1)
n−rf , (150)
where K2 is defined in (140).
As P and C satisfy (96), by Lemma 3.6 there exists a point α ∈ ZC(P )
satisfying (100) with C˜ = C
1
t min(ν0,µ)
3t!cn
≥ K0K2 (the last inequality is implied
by the definition (141)), and thus one has for all Q ∈ Ass(A/J) (in view of
Lemma 2.30, point 3)
ordfQ ≥ ord(f , α) > K0K2(δ0(P) + 1)(δ1(P) + 1)
tf . (151)
We recall that rf and tf are introduced in Definition 2.2 and satisfy
tf + rf = n.
The estimates (148), (149) and (151) put together (and been verified
for all Q ∈ Ass(A/J)) contradict the (φ,K)-property assumed in the state-
ment. So, the assumption (96) with C given by (141) is untenable and we
deduce (119) with our choice of K. It contradicts again our assumption that
P does not satisfy (119).
Finally, we conclude that polynomial P , which does not satisfy (119),
can not exist, and this completes the proof.
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5 Applications
Our Theorem 4.1 extends the corresponding result from [36, 38] to sets of
functions f1(z), . . . , fn(z) ∈ k[[z]] that possibly admit algebraic relations
over k(z). Once proving this generalization, we can immediately apply it to
the cases of Mahler’s functions and to the case of solutions of a differential
system (with polynomial relations). In all these cases proofs can be trans-
ferred word for word from the case of algebraically independent functions,
just replacing the references to formal multiplicity lemma with references to
our Theorem 4.1.
In this section we only give statements of theorems and recall the cor-
responding frameworks. For proofs, we give references to the corresponding
proofs in [36] and [38].
Zero order estimates for functions satisfying functional equations
of generalized Mahler’s type
Let A0, ..., An be polynomials with coefficients in k and satisfying degz Ai ≤
s, degX Ai ≤ q. Let p(z) be a rational fraction with δ = ordz=0p(z) and
d := deg p(z).
We consider the following system of functional equations
fi(p(z)) =
Ai(z, f1(z), ..., fn(z))
A0(z, f1(z), ..., fn(z))
, i = 1, . . . , n. (152)
Let T be a rational map from P1 × Pn to itself defined by
(X ′0 : X
′
1,X0 : ... : Xn)→
(
A′0(X
′
0,X
′
1) : A
′
1(X
′
0,X
′
1),
A0(X
′
0,X
′
1,X0, ...,Xn) : ... : An(X
′
0,X
′
1,X0, ...,Xn)
)
, (153)
where A′i ∈ k[X
′
0,X
′
1], i = 0, 1, are homogeneous polynomials of degree r in
X ′ and Aj ∈ A, j = 0, ..., n, are bi-homogeneous polynomials of bi-degree
(s, q) in X ′ and X.
Remark 5.1. We define p(z) =
A′1(1,z)
A′0(1,z)
and associate to every rational map
T defined by (153) and such that A0, A
′
0 are non-zero polynomials, a system
of functional equations (152):
A0(f(z))fi(p(z)) = Ai(f(z)), i = 1, ..., n (154)
(where f denotes (1, z, 1, f1(z), ..., fn(z))).
The other way around, is to start from the system (152), then formu-
lae (153) define a morphism T : P1 × Pn → P1 × Pn.
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Definition 5.2. We say that the morphism defined by (153) and the sys-
tem (154) are mutually associated.
Definition 5.3. For any morphism T defined by (153), we denote by
irr T the union of zero loci of the polynomial bi-homogeneous systems
A′i(X
′
0,X
′
1,X0, ...,Xn) = 0, i = 0, 1, and Aj(X
′
0,X
′
1,X0, ...,Xn) = 0,
j = 0, ..., n. One has irr T ⊂ P1k × P
n
k and this is a set of points where
bi-projective application T is not well-defined (if irrT = ∅ the map T is a
regular bi-projective map).
Remark 5.4. To simplify the notation we write T (W ) instead of T (W \
irr T ).
Definition 5.5. We say that a sub-variety W ⊂ P1 × Pn is T -stable, if
T (W ) =W.
Remark 5.6. If a variety W is T -stable then the ideal I(W ) is T ∗-stable,
but the reciprocal statement is not true. The condition T ∗(I(W )) ⊂ I(W )
geometrically means only that W is a sub-scheme of T −1(W ). However, if
we impose that the variety W is irreducible and dim T (W ) = dimW , then
a variety W is T -stable⇔ the ideal I(W ) is T ∗-stable. (155)
Theorem 5.7. Let k be a field of an arbitrary characteristic and T :
P1k × P
n
k → P
1
k × P
n
k a rational dominant map defined as in (153), by the
homogeneous polynomials A′i, i = 0, 1 in X
′ of degree r, and polynomials
Ai, i = 0, . . . , n bi-homogeneous in X
′ and X, of bi-degree (s, q).
Let f1(z),...,fn(z) ∈ k[[z]] and n1 ∈ {1, . . . , n}, C1 ∈ R
+. We denote, as
before, f = (1, z, 1, f1(z), ..., fn(z)).
Suppose moreover that there exists λ ∈ R>0, such that for all Q ∈ A
Ordz=0Q(T (f)) ≥ λOrdz=0Q(f), (156)
and that there exists a constant K0 ∈ R
+ (dependent on T and f only) such
that for every positive integer
N ≤ Cm (157)
(where the constant Cm is introduced in Definition 2.32) every irreducible
T N -stable variety W  P1 × Pn (defined over the field k) of dimension
dimW ≤ n− n1 + 1 satisfies necessarily
ordf˜ (W ) < K0
(
deg(0,dimW )W + deg(1,dimW−1)W
)
. (158)
Then there exists a constant K1 > 0 such that for all P ∈ A \ Pf satisfying
for all C ≥ C1
i0(ZC(P )) ≥ n1, (159)
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satisfies also
ordz=0(P (f)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)
n. (160)
In case of linear system we can provide an unconditional result. The
proof is the same as that of Theorem 3.1 in [38] (or Theorem 3.11 in [36]).
Theorem 5.8. Let k be a field of an arbitrary characteristic and T : P1k ×
Pnk → P
1
k × P
n
k a map defined by (153) with the polynomials Ai linear in X.
Assume that
λ := ordz=0p(z) ≥ 2. (161)
Suppose that there is a solution f = (1, f1(z), . . . , fn(z)) of the system of
functional equations (152) associated to T . Denote by tf the transcendence
degree of f over k(z) (see Definition 2.2).
Then there exists a constant K1 such that for any polynomial P ∈ A\Pf
one has
ordz=0(P (f)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)
tf .
Multiplicity estimates for solutions of algebraic differential equa-
tions
In this subsection we consider an n-tuple f = (f1(z), . . . , fn(z)) of analytic
functions (or, more generally, power series) satisfying a system of differential
equations
f ′i(z) =
Ai(z, f)
A0(z, f)
, i = 1, . . . , n, (162)
where Ai(z,X1, . . . ,Xn) ∈ k[z,X1, . . . ,Xn] for i = 0, ..., n (we suppose that
A0 is a non-zero polynomial).
We associate to the system (162) the following derivation
D = A0(z,X1, . . . ,Xn)
∂
∂z
+
n∑
i=1
Ai(z,X1, . . . ,Xn)
∂
∂Xi
. (163)
This operator is an application D : k[z,X1, . . . ,Xn]→ k[z,X1, . . . ,Xn]. We
also consider D as acting on A = k[X ′0,X
′
1][X1, . . . ,Xn] defining
D = hA0(X
′
0,X
′
1,X1, . . . ,Xn)
∂
∂X ′1
+
n∑
i=1
hAi(X
′
0,X
′
1,X1, . . . ,Xn)
∂
∂Xi
,
(164)
where hP denotes the bi-homogenization of the polynomial P ∈
k[z,X1, . . . ,Xn]:
hP (X ′0,X
′
1,X1, . . . ,Xn) := X
′ degz P
0 ·X
degX P
0 · P
(
X ′1
X ′0
,
X1
X0
, . . . ,
Xn
X0
)
.
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One readily verifies D(hP ) = h(D(P )), so the application D : A → A is
exactly the ”bi-homogenization” of D : k[z,X1, . . . ,Xn]→ k[z,X1, . . . ,Xn].
The application D is a correct application with respect to any ideal
P ⊂ A, according to Corollary 2.11 of [38] (or also corollary 2.10 of [36]).
Let’s deduce from Theorem 4.1 an improvement of the following
Nesterenko’s famous theorem (proved in [17]):
Theorem 5.9 (Nesterenko, see Theorem 1.1 of Chapter 10, [18]). Suppose
that functions
f = (f1(z), . . . , fn(z)) ∈ C[[z]]
n
are analytic at the point z = 0 and form a solution of the system (162) with
k = C. If there exists a constant K0 such that every D-stable prime ideal
P ⊂ C[X ′1,X1, . . . ,Xn], P 6= (0), satisfies
min
P∈P
ordz=0P (z, f ) ≤ K0, (165)
then there exists a constant K1 > 0 such that for any polynomial P ∈
C[X ′1,X1, . . . ,Xn], P 6= 0, the following inequality holds
ordz=0(P (z, f)) ≤ K1(degX′ P + 1)(degX P + 1)
n. (166)
Remark 5.10. Condition (165) is the D-property [17]. Assuming
A0(0, f(0)) 6= 0 in the system (162), it is easy to verify the condition (165),
cf. [18], chapitre 10, example 1 (p. 150). Also, the condition (165) is estab-
lished in the case when the polynomials Ai, i = 0, . . . , n are of degree 1 in
X1, . . . ,Xn, cf. [14]. In the latter case the proof is based on the differential
Galois theory.
In what follows we denote by Kprime the class of prime ideals of A and
Kprimary the class of primary ideals of A. Using Theorem 4.1 we can re-
place (165) in Theorem 5.9 by a weaker assumption, notably a (D,Kprime)-
property (see Definition 2.19). In the same time we provide a result valid in
an arbitrary characteristic.
Theorem 5.11. Let (f1(z), . . . , fn(z)) ∈ k[[z]]
n be a set of formal power
series forming a solution of the system (162). We assume that f = (1 : z, 1 :
f1(z) : · · · : fn(z) satisfies the (φ,Kprimary)-property, and if char k = 0 we
assume only that f satisfies the (φ,Kprime)-property. Under these conditions
there is a constant K > 0 such that every P ∈ A \ Pf satisfies
ordz=0(P (z, f )) ≤ K(degX′ P + 1)(degX P + 1)
tf . (167)
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