Abstract-In order to make recognition for the composite taste, the paper puts forward the research on the composite taste recognition method based on fuzzy neural network based on the wavelet transform. According to the wavelet transformation and the compression and extraction of the data of the taste signals that are collected by the sensor, we use the fuzzy neutral network as the recognition tool of the taste signal. Besides, we add genetic algorithm to make the function optimization for the network weights and the data processing and fuzzy recognition of the composite taste signal are presented. Finally, we make the test for the network performance. The results show that it has feasibility and effectiveness that the fuzzy neural network is introduced into the fuzzy identification of the taste signals.
I. INTRODUCTION
In the field of computer application, the research progress of machine taste is slower and the difficulty of research and the complexity of realization are the main reasons [1] . Developing the taste sensor that is similar to human taste induction and realizing machine recognition of taste are the important goals that assist and instead the sensory test in the aspects of food production and food development [2] [3] [4] [5] .
The taste that human feels is formed by five basic tastes: sour, sweet, bitter, sweet and salty [6] . For the basic taste, people can accurately identify them. However, for composite taste, it is difficult to identify and describe for people. People often say that it's delicious and the taste is sweet and sour. We can only use some fuzzy words to make evaluation [7] [8] [9] . Therefore, in addition to develop high sensitivity of the sensor, the realization of the machine taste also need to introduce machine learning and fuzzy recognition method and the other methods to solve some problems, such as the acquisition of taste knowledge, the data compression of taste signals, etc [10] [11] [12] [13] .
Neural networks can acquire the knowledge that is expressed by data according to learning and training. In addition to the memory of known information, it also has strong ability of generalization and association memory capacity [14] . However, the reasoning knowledge of neural network reflects on the network connection weights so expression is more difficult to understand it [15] , which is one of its shortcomings. The fuzzy system is based on the fuzzy set theory that is established by L. A. Zadeh [16] . It seizes the fuzziness of human thought and uses the fuzzy reasoning to deal with the problems that the routine methods is difficult to solve. It can also make fuzzy recognition and fuzzy metric for the complex things. The distinctive features of fuzzy system can directly show the logic, which is suitable for direct or advanced knowledge expression and has strong logic function. It can make up the defects of neural network. However, for fuzzy system, although the fuzzy reasoning is a kind of reasoning method that is good at expressing knowledge, it doesn't have the natural ability to obtain knowledge. Besides, the determination of fuzzy rules is difficult and it often requires the knowledge of experts in this field to make guidance. Therefore, how to construct the fuzzy system that can automatically process fuzzy information, namely realize the automatic extraction of fuzzy rules and the fuzzy automatic generation and optimization of membership function, is always a difficult problem that troubles the further popularization of fuzzy information processing technology.
With the deepening of the research on fuzzy system and neural network, the independent relation between the two fields gradually changes. If symbolic logic reasoning method is combined with link mechanism method and numerical logic method is combined with fuzzy logical method, its advantages will far higher than individual study. The combination of fuzzy system and neural network leads to the generation of the fuzzy neutral network and many academics have tried it.
There are many kind of method to make training for the neutral network. GA is a kind of effective method. It integrates the genetic algorithm and fuzzy reasoning and it can give acquisition ability to the fuzzy system, which is suitable for the reasoning mechanism that is automatically formed by the given data.
In this paper, we combine the neural network, fuzzy system and genetic algorithm and the fuzzy neural network method is introduced into the study and recognition of taste signals. It is designed to simulate human taste system to make recognition for the taste and to promote the machine taste towards practical direction. This paper mainly makes the expanded and innovative work in the following aspects:
Analyze the taste signals collection, data compression and feature extraction and fuzzy neural network input signal input is given. Based on the wavelet exchange, because the data is too much so that it can not directly make training as input of neural network, we can't only depend on taste signal acquisition. Therefore, we need to make data compression and feature extraction for taste sampling signal so as to reduce the space dimension of input samples. Obtaining taste signals input of fuzzy neural network through this method is more effective than those through the traditional methods.
Analyze the taste identification of fuzzy neural network. The fuzzy neural network is used as the tool that makes training and fuzzy recognition for taste signals. From the perspective of the Zadeh fuzzy modus tollens, on the basis of the Mamdani inference method, the reasoning forms of fuzzy weighted reasoning method is improved and the generalized fuzzy weighted reasoning method is proposed, and fuzzy neural network based on this reasoning method is created which is applied to taste signals recognition. The fuzzy neural network based on the genetic training algorithm is analyzed in this paper and genetic algorithm is added into the network weights function to make function optimization. After training, the neural network can recognize known and unknown taste signals, and the recognition accuracy is higher than that of no training network.
In order to further verify the effectiveness of the method, the test results are made on the network performance. The fuzzy samples are taken as the input signal in the learning process, and there also are additional random noise signal, which realizes the data processing and fuzzy recognition for acid and sweet composite taste signal. It further proves that it is feasible and effective that the fuzzy neural network is introduced into the composite taste signals fuzzy identification.
II. DATA COLLECTION OF TASTE SIGNAL
The taste data that is used in this paper is collected through quadratic elements taste sensor based on the surface photovoltage method which is developed by the Japan Saitama University. Surface photovoltage device is shown in figure 1 , which is formed by taste sensors, the LED driver that the NIR LED is as the light source, bias Inga device, optical current detector and signal processor, etc. The square side length of taste sensor is 15 mm and base board uses n-type Si glue and the surface covers the hot acidification of 50 nm thick as a protective film. In addition, there are five 1 mm square areas which are covered with nitride film as the sensor acquisition area. For the signal of composite taste, we can take a specific number of reagents and mix them in different concentrations. For example, take the sour and sweet taste with the two concentrations and mix them. Then, we can have 8 kinds of combination (use Mix1 ~ Mix8 to represent them), which is as the table 2. There are five kinds of taste evaluation way. They respectively are pure sour, sour and sweet taste, proper sour and sweet taste, sweet and sour taste and pure sweet taste. The output signal of Mix3 is shown in figure 4.
III. DATA COMPRESSION AND FEATURE EXTRACTION
OF TASTE SIGNALS The data that is sampled from taste signal is equivalent to real matrix of 64 x 64. Because there is too much data, it can not directly take training as the input of neural network for training. Therefore, we need to make data compression and feature extraction for taste sampling signal so as to reduce the space dimension of input samples. There are different ways to make data compression and feature extraction. For example, we can use the transform method to split block so as to achieve the purpose of dimension reduction. In this paper, we use wavelet transform technology to realize the data compression and feature extraction of taste signals.
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JOURNAL OF NETWORKS, VOL. 8, NO. 9, SEPTEMBER 2013 The compression method of wavelet transform is to use geometric similarity principle to make compression, namely the transformed data and image retains the geometry, proportion, triangle center and the other characteristics of the original image. In addition, because the wavelet transform is a good way to keep the high frequency characteristics of the original data, some local ridges and peaks and the other characteristics of taste signal don't disappear after transformation. As a result, as the feature extraction method of taste signal, the wavelet transform is an effective method. In the taste in data processing, we need the limited discrete two-dimensional wavelet transform. According to the derivation of the discrete Fourier transform formula, the paper shows the formula of limited discrete two-dimensional wavelet transform. 
In the compression of taste signal, we choose G wavelet as the wavelet basic function and the waveform is as the figure 5 and the formula is as follows.
In this formula, A>0 is a constant. The paper uses the G wavelet transform to make data compression and feature extraction of taste signals so as to get input signal as the fuzzy neural network. For example, after we make data compression and normalize Mix8 signals, the results are shown in figure 6 ~ 9. When j = 1, 2, 3, 4, the corresponding compression ratio is respectively 4, 16, 64,256. We input the compressed taste signal to the neural network to take training. How to determine the taste signals compression ratio need to determine through the experiment. We consider both the load conditions of network and the accuracy of network.
More features will increase the computation of the neural network, while fewer features will reduces recognition accuracy of network. According to the experiment, in the condition that ensure recognition accuracy, use G wavelet data to make data compression for taste signals. Set the coefficient j = 4 and it becomes the image of 4 * 4 after the compression. Then in their respective vi (I = 1... 16), according to the following formula to calculate, choose n (= 4) data.
As the greatest feature vector, we take i v as the input of neutral network. The achieved feature vector is as the table 3 and p and q are the category of taste signals and p≠q.
IV. PROPOSED SIGNAL RECOGNITION SCHEME
Combine the fuzzy system, neural network and genetic algorithm to make the research on system modeling. It has obtained the very good application in recent years. In this paper, we take the fuzzy neural network as the tools that make training and the fuzzy recognition for taste signals. From the perspective of the Zadeh's fuzzy modus tollens, improve the reasoning forms of fuzzy weighted reasoning method based on Mamdani inference method. Then, the generalized fuzzy weighted reasoning method is proposed and the fuzzy neural network based on this reasoning method is established and it is applied to taste signals recognition.
For a fuzzy weighted reasoning method, the fuzzy rule sets can be represented as: 
The final result zo can be acquired through weighted average method. In practical applications, the fuzzy rules generally cannot be gotten directly. We hope to set up an adaptive fuzzy system so as to realize the automatic extraction of fuzzy rules and automatic improvement of membership functions. Therefore, we improve the reasoning method of fuzzy weighted reasoning method and propose the generalized fuzzy weighted reasoning method.
Define that the fuzzy subset number of the input vector i x is 
The final result 0 z can be acquired through the following improved weighted average method. function, we can use the suitable neutral network to learn algorithm. When the error of network is less than the given value, we can directly write down the fuzzy rule and improved membership function through the node of fuzzy neutral network and weight parameter. Al last, we use the trained network to make fuzzy recognition.
V. TRAINING OF FNN
After data compression and feature extraction for the composite taste data, the learning sample that is input to the network is shown in table 4.
According to the dimensions of learning samples, ensure the input in the figure 10 is 14 ww . Every input variable quantity is defined as three fuzzy subsets {small, mid, big}, Which respectively represents small, medium and big. The membership function is defined by (9)~(11) formula. The five fuzzy subsets are defined as       1  2  3  4  5 , , , ,
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by input variable quantity, which respectively represents pure sour, sour and sweet, proper sour and sweet taste, sweet and sour taste and pure sweet taste. The membership function is as the (9) formula.
In these formulas, 1 2 3 4 1 2 3 4 , , , , , , ,
The input and output variable membership function curve is as the figure 11 .
The input and output variable membership function curve is as the figure 11 . In this paper, we use genetic algorithm to train the fuzzy neutral network. The variable threshold of network by genes. In the population, the fitness of the ith chromosome is S(i) = 1/E(i). In this formula,
, E(i) = is the number of the chromosome. K is the number of learning samples and T is the signal of teacher and O is the corresponding network input of this chromosome. In the initial population, the number of the chromosome is N(= 500). Every generation of genetic operation chooses 200 pieces of chromosomes as the father chromosome. In the crossover operation, randomly choose half number of genes in father chromosome to exchange with each other. The variation operation randomly chooses half number of genes in the father chromosome. Variant step length is 0.01 and the variation rate respectively is 0.01, 0.05, 0.1, 0.2 and 0.9. The training error curve is as shown in figure  12 . Ultimately determine the mutation rate is 0.1. When the network output error is less than the given value, the learning process come to an end. At this time, the eventually adjusted weights are stored in the file and wait to use in the recognition. ...1, 0,1,1.03,11.05,1.08
is small AND x is small x is small and x is small then y is T ruler IF x is small AND x is small x is small and x is small then y is T
From the examples, we can see the importance of rule1 decrease and the importance of rule1improves. Therefore, we can store rule 4 and abandon rule 1. The error curve that the genetic algorithm trains the fuzzy neutral network
According to this method, we can extract some rules with the increasing importance as a reference of practical application. The membership functions of input and output variables after the network trains 4000 generations are as shown in figure 13 . In this figure, the solid line and dotted line respectively represent the membership function curve before training and after training. After network, namely make the recognition for the known and unknown taste signals, the recognition process of taste signals is as shown in figure 14 .
We input the feature vectors of taste signal to the network. According to the output of mix y and the taste evaluation that membership function is given. The experimental results show that the training sample recognition rate is close to 100% and its output results and the evaluation of taste are as shown in table 5. MM 1000 times and recognition rate can reach 81.5%. Therefore, the visible network precision is good. The influence of signal-to-noise ratio B/A to network Error is as shown in figure 15 . The value of B/A is 0.0 ~ 1.0 and the interval is 0.01. For every B/A, we use network to recognize 1000 times, and calculate the average network output Error. When the signal-to-noise ratio is less than 0.2, the network precision is still very high.
For a 3 layer forward neural network, use BP algorithm and GA respectively to make study training. The result that use GA to train the fuzzy neural network is shown in figure 16 , so using the GA training fuzzy neural network has achieved good results. From figure 16 , we can know that "." represents the proportion of the convergence of GA algorithm; "--" represents the convergence rate of BP algorithm; "--" represents the convergence of WFNN model fuzzy neural network after the training. When the identifying values all are 1000 times, the error and convergence of the trained fuzzy neural network using the GA algorithm are not very good and the recognition rate is just 20%. The recognition rate of trained fuzzy neural network using WFNN model is 37%, and the error of trained fuzzy neural network using BP algorithm is minimum and its recognition rate reaches 67%, so its convergence is also the best. It further shows that it is feasible and effective that the fuzzy neural network is introduced into the composite taste signals fuzzy identification. At the same time, it also reduces the error and improves its convergence performance.
VII. CONCLUSION
The paper puts forward the research on the composite taste recognition method based on fuzzy neural network based on the wavelet transform. According to the wavelet transformation and the compression and extraction of the data of the taste signals that are collected by the sensor, we use the fuzzy neutral network as the recognition tool of the taste signal. Besides, we add genetic algorithm to make the function optimization for the network weights and the data processing and fuzzy recognition of the composite taste signal are presented. Finally, we make the test for the network performance. The results show that it has feasibility and effectiveness that the fuzzy neural network is introduced into the fuzzy identification of the taste signals. However, because the recognition of people for the composite is not deep, for the knowledge representation of composite taste and the development of high efficient taste sensor and the others, people all need make further research.
