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I. INTRODUCTION
R ECENTLY, the ever-increasing renewable generation has introduced significant uncertainties to power systems, and may overload transmission lines frequently. To evaluate these possible risk, the most well-known methodology, probabilistic load flow (PLF), has attracted more and more attention.
To implement the PLF, the first concern is how to build a probabilistic model that fairly represents different types of random power injections, especially for those non-Gaussian correlated ones. The second concern is how to compute the joint PDF/CDF of active power on multiple transmission lines. Most literature focus on the marginal distribution [1] . However, it is the joint distribution, other than the marginal distribution, that provides exact evaluation for the probability of multiple transmission lines being overloaded simultaneously. The joint PDF/CDF allows operators to assess the security of power systems under uncertainty in a more comprehensive and accurate fashion. Nevertheless, rarely has literature addressed this concern to date. To the best of our knowledge, the only widely-used method is to run Monte Carlo simulation (MCS).
II. PROBLEM FORMULATION
The linearized load flow equation in PLF is shown as (1):
where x denotes the input random vector with W components, such as active power injections of loads/generation at PQ and PV bus; y denotes the output vector with K components, such as active power on K transmission lines; C and A are coefficient matrices with proper dimensions. Our target is to compute the joint PDF/CDF of y, which is a linear transformation of the random vector x. The difficulty is mainly due to the lack of a probabilistic model to characterize the joint distribution of y when x is non-Gaussian and correlated.
III. PROPOSED METHOD

A. Modeling Uncertainties With GMM
Generally, the random vector x does not obey any specific analytical joint distribution when considering uncertain renewable injections. We suggest to use a GMM to represent x, the advantage being that it can use the combination of finite Gaussian distributions to well model different types of nonGaussian random variables. More precisely, the joint PDF of x is a convex combination of several multivariate Gaussian PDFs with the parameter set Γ = {ω m , µ m , Σ m |m = 1, . . . , M}:
Where ω m is the weight coefficient; μ m and Σ m are mean vector and covariance matrix of the mth Gaussian component.
Paper [2] verified a GMM can better model different types of random vector than Gamma, Beta and Gaussian distributions etc. Given historical data samples of x, obtaining Γ is formulated as a parameter maximum likelihood estimation (MLE) problem, and can be effectively solved by the well-known Expectation Maximization algorithm [2] with some off-the-shelf solvers, such as gmdistribution.fit in Matlab. Besides, [3] provides a more effective algorithm to obtain Γ.
B. Joint Distribution of y When Gaussian Distribution Adopted
When x is modeled by the multivariate Gaussian distribution N m (x), the output vector y, which is the linear transformation of x as indicated in (1), obeys multivariate Gaussian distribution with mean vector Aμ m + C and covariance matrix AΣ m A T [4] . Therefore, the joint PDF of y is given as follows:
The joint CDF of y can be obtained by multiple integrals: It is worth mentioning that if AΣ m A T is not full rank (e.g., K>W), which means det(AΣ m A T ) = 0, equation (4) no longer holds. This is called the "degenerate case". The modification of (4) is detailed in [5] and briefly summarized as follows. Suppose that AΣ m A T has r (r<K) nonzero and K-r zero eigenvalues. Then, the joint PDF of y is given by (6): 
C. Joint Distribution of y When GMM Adopted
When x is modeled by a GMM, the joint CDF of y is given:
By differentiating the equation (8), the joint PDF is obtained:
Equations (8) and (9) demonstrate the joint PDF/CDF of y are convex combinations of multiple Gaussian distributions.
IV. RESULTS AND DISCUSSION
The proposed method is tested in the IEEE 11-bus system, where two loads at bus 7 and bus 9 are regarded as entries of x. Without losing generality, data samples of x are constructed by the Nataf technique [1] , under the assumption that the marginal distributions of x obey Beta distributions, and the correlation coefficient of x is 0.8. In order to visualize test results, active power on two transmission lines are selected as entries of y. Fig. 1 provides the joint PDFs of y obtained by the proposed method and MCS. Also, the joint CDFs at 100 sample points are shown in Fig. 2 . It is verified that the results of the proposed method coincide with that of MCS. All the above computation tasks are implemented on a personal computer with 2.39-GHz Intel Core i5 and 8 GB RAM. MCS generating 5000 sample costs 26.9 s, while the proposed method costs 1.6 s.
In the IEEE 118-bus system, we have examined the practicality of the proposed method when dimensions of x and y increase. The maximum absolute error (MAE) and root mean The base value of the time cost is the computation time of MCS square error (RMSE) quantify the mismatch of joint CDFs between the proposed method and MCS. As Table I shows, the accuracy is still satisfactory, while the time cost increases due to the multiple integrals. In the last case where W is 8 and K is 4, the proposed method takes 9.94% as much time as MCS, and the MAE and RMSE remain tiny (0.0151 and 0.0043). Similar results and conclusions go for computing joint PDFs. In the past, obtaining the analytical joint distributions of the linear transformation of non-Gaussian random variables seems impossible. In this letter, the following three factors contribute to the successful attempt: 1) The GMM represents different uncertainties with acceptable accuracy and facilitates subsequent derivations. 2) A linear transformation of a Gaussian random vector is also Gaussian. 3) Equations (8) and (9) hold rigorously. There are two prerequisite conditions for the proposed method: the linearized load flow equation, and adequate data samples of x for estimating the parameter set Γ.
