Introduction
In almost all past inversions of large-earthquake ground motions for rupture behavior, the goal of the inversion is to find the "best fitting" rupture model that predicts ground motions which optimize some function of the difference between predicted and observed ground motions. This type of inversion was pioneered in the linear-inverse sense by Olson and Apsel (1982) , who minimized the square of the difference between observed and simulated motions ("least squares") while simultaneously minimizing the rupture-model norm (by setting the null-space component of the rupture model to zero), and has been extended in many ways, one of which is the use of nonlinear inversion schemes such as simulated annealing algorithms that optimize some other misfit function. For example, the simulated annealing algorithm of Piatanesi and others (2007) finds the rupture model that minimizes a "cost" function which combines a least-squares and a waveform-correlation measure of misfit.
All such inversions that look for a unique "best" model have at least three problems.
(1) They have removed the null-space component of the rupture model-that is, an infinite family of rupture models that all fit the data equally well have been narrowed down to a single model. Some property of interest in the rupture model might have been discarded in this winnowing process. (2) Smoothing constraints are commonly used to yield a unique "best" model, in which case spatially rough rupture models will have been discarded, even if they provide a good fit to the data. (3) No estimate of confidence in the resulting rupture models can be given because the effects of unknown errors in the Green's functions ("theory errors") have not been assessed. In inversion for rupture behavior, these theory errors are generally larger than the data errors caused by ground noise and instrumental limitations, and so overfitting of the data is probably ubiquitous for such inversions.
Recently, attention has turned to the inclusion of theory errors in the inversion process. Yagi and Fukahata (2011) made an important contribution by presenting a method to estimate the uncertainties in predicted large-earthquake ground motions due to uncertainties in the Green's functions. Here we derive their result and compare it with the results of other recent studies that look at theory errors in a Bayesian inversion context particularly those by Bodin and others (2012) , Duputel and others (2012) , Dettmer and others (2014) , and Minson and others (2014) .
Notably, in all these studies, the estimates of theory error were obtained from theoretical considerations alone; none of the investigators actually measured Green's function errors. Large earthquakes typically have aftershocks, which, if their rupture surfaces are physically small enough, can be considered point evaluations of the real Green's functions of the Earth. Here we simulate smallaftershock ground motions with (erroneous) theoretical Green's functions. Taking differences between aftershock ground motions and simulated motions to be the "theory error," we derive a statistical model of the sources of discrepancies between the theoretical and real Green's functions. We use this model with an extended frequency-domain version of the time-domain theory of Yagi and Fukahata (2011) to determine the expected variance 2 τ caused by Green's function error in ground motions from a larger (nonpoint) earthquake that we seek to model. We also differ from the above-mentioned Bayesian inversions in our handling of the nonuniqueness problem of seismic inversion. We follow the philosophy of Segall and Du (1993) , who, instead of looking for a best-fitting model, looked for slip models that answered specific questions about the earthquakes they studied. In their Bayesian inversions, they inductively derived a posterior probability-density function (PDF) for every model parameter. We instead seek to find two extremal rupture models whose ground motions fit the data within the error bounds given by 2 τ , as quantified by using a chi-squared test described below. So, we can ask questions such as, "What are the rupture models with the highest and lowest average rupture speed consistent with the theory errors?" Having found those models, we can then say with confidence that the true rupture speed is somewhere between those values. Although the Bayesian approach gives a complete solution to the inverse problem, it is computationally demanding: Minson and others (2014) needed 10 10 forward kinematic simulations to derive their posterior probability distribution. In our approach, only about10 7 simulations are needed. Moreover, in practical application, only a small set of rupture models may be needed to answer the relevant questions-for example, determining the maximum likelihood solution (achievable through standard inversion techniques) and the two rupture models bounding some property of interest.
The specific property that we wish to investigate is the correlation between various rupturemodel parameters, such as peak slip velocity and rupture velocity, in models of real earthquakes. In some simulations of ground motions for hypothetical large earthquakes, such as those by Aagaard and others (2010) and the Southern California Earthquake Center Broadband Simulation Platform (Graves and Pitarka, 2015) , rupture speed is assumed to correlate locally with peak slip, although there is evidence that rupture speed should correlate better with peak slip speed, owing to its dependence on local stress drop. We may be able to determine ways to modify Piatanesi and others's (2007) inversion's "cost" function to find rupture models with either high or low degrees of correlation between pairs of rupture parameters. We propose a cost function designed to find these two extremal models. Yagi and Fukahata (2011) presented a time-domain theory in which they derived the effect of Greens' function errors on the covariance matrix of predicted large-earthquake ground motions and included this covariance matrix in a ground-motion inversion. However, their theory did not estimate the errors in the Green's functions themselves. Because Piatanesi and others's (2007) inversion that we use is a frequency-domain method, we here derive a frequency-domain version of Yagi and Fukahata's theory, adding some terms that they have neglected, with comments. 
A Discretized Frequency-Domain Derivation of Yagi and Fukahata's (2011) Theory, with Additions and Comments
Fourier transform of the true traction at point x on the fault caused by a point force in the j-direction at observation point y
Fourier transform of the approximate numerical traction at point x on the fault caused by a point force in the jdirection at observation point y 
Subfault indicator variable, = 1 if x is in the kth subfault, = 0 otherwise
Our notation differs somewhat from that of Yagi and Fukahata (2011) Similarly, let the relation between the true slip-velocity distribution at point x , the modeled slipvelocity distribution, and the error in slip velocity be
Then the ground velocity in the j-direction ( ) 
Combining these equations into the usual representation theorem, we obtain 5) where the dot operator is the usual vector dot product of two vectors, and where we have suppressed all the arguments for clarity. Yagi and Fukahata (2011) do not explicitly write equation 1.5; instead, they assume no slipvelocity error-that when their inversion converges, it converges to the true slip-velocity model, and so
In reality, their slip-velocity model is composed of constant-slip-velocity subfaults. Therefore, using non-infinitesimal subfaults, their slip-velocity model cannot converge to the true slipvelocity model, which is not included in the span of their constant-slip-velocity basis functions.
The assumption of no slip-velocity error enables Yagi and Fukahata (2011) to drop the terms in δ s above, yielding:
Combining terms and dropping all the arguments inside the integral for simplicity yields ( )
, ,
We can increase the generality of this equation by letting the index j refer to the jth data channel, 1, 2 , , j J =  , where "channel" is defined as a single component of motion at a single observation point y and there are J total channels. Then observation point y is subsumed into index j, and
(1.8) Yagi and Fukahata (2011) assembled their slip model from K constant-slip-velocity subfaults:
where qk a is the total (final) slip of the kth subfault in the orthogonal 1 q = and 2 q = directions on the fault; ( ) T ω is the Fourier spectrum of the slip-velocity time function normalized to unit total slip, assumed to be constant over each subfault; k t is the rupture time of the kth subfault, assumed to be constant over the subfault; and
if point x is in the kth subfault, : 0 = otherwise. Let the integral of a single component q of the approximate Green's functions over the kth subfault be
(1.10) with a similar equation for the integral of 
Furthermore, assume that the data are filtered with some bandpass filter ( ).
B ω Then the filtered data are given by 
The first term on the right side of the equals sign is just the slip-velocity model "convolved" with the erroneous numerical Green's function-in other words, it is the usual finite-fault forward synthetic in this type of inversion. Equation 1.13 can be rewritten 14) where the double sum over q and k has been replaced by a single sum over p, with 2 P K = and where
Denoting the first term on the right side of equation 1.14 as ( ) j u ω , and using the multidimensional delta method (see appendix), the variance of ( )
where we suppress the argument ω to avoid clutter, and where
We have used transpose notation for typographic convenience to denote a column vector. Note that the right side of equation 1.17 contains only source terms; the data-channel dependence j drops out.
The pr element of the P P × complex covariance matrix j C , again with the frequency argument suppressed, is
 is a dummy index in which the asterisk denotes complex conjugation, and where the expectation is taken over many realizations of G  . Note that the covariance matrix j C has dimension P P × , which is related to gridding of the source on the rupture surface, not J J × , which is the number of data channels. j C describes the covariance of Green's function errors on the rupture surface; it is not a data-covariance matrix. Matrix j C does not appear explicitly in Yagi and Fukahata's (2011) σ ω is an estimate of the variance of the error in the theoretical Green's function for data channel j, and P I is the P P × identity matrix. The approximation (eq. 1.20) says that on average there will be no long-range (longer than the rupture-gridding interval) correlations in a realization of Green's function error on the rupture surface. This approximation is unrealistic for a scattering medium, as discussed below. Inserting equations 1.17 and 1.20 into equation 1.16 gives where again we suppress the ω argument to avoid clutter. Assuming that the bandpassed ground noise is uncorrelated with the Green's function error and is the same on all data channels, we add the variance 
.22 tells us that the variance of the computed ground motion has one component caused by uncertainty in the Green's functions and another component caused by the usual ground and instrumental noise. Note the distinction between the frequency-domain result and Yagi and Fukahata's time-domain result; in the frequency domain, all frequencies decouple, and so our result (eq. 1.22) is the diagonal element of the data-covariance matrix, whereas Yagi and Fukahata's equation 16 yields a timedomain data-covariance matrix with nonzero off-diagonal elements.
The Continuous-Integral Case Yagi and Fukahata (2011) pose their result in terms of constant-slip subfaults, and so the generalization to a continuous spatial variation of the slip function is straightforward. We express the slip velocity function as
, exp
where 1 q = and 2 q = are the strike-slip and dip-slip components, respectively; ( ) t x is the time at which rupture initiates at point x; and ˆq e is a unit vector in the q-direction. Note that in this formulation, rake does not rotate over time at point x. The final result (eq. 2.8) does not depend on this parameterization of the source. From equation 1.8 we have
and the 2 2 × covariance matrix of the Green's function error for the jth data channel is
This result is obtained because the mean of the Green's function errors is assumed to be zero (the theoretical Green's functions are assumed to not have long-wavelength biases), and inspection of the actual data show them to have a mean that is essentially zero, as we show later. Then
where A is the fault surface. In this multiple integral, x and y are dummy variables of integration over the fault surface, and y is unrelated to channel j. Physically, we might expect two different functional forms for the spatial covariance. If it is dominated by finite frequency effects, we might expect that an element of the covariance of the Green's function errors might take the form
where β is the shear-wave speed of the medium and f is a decreasing function such as a Gaussian function centered at the origin. We expect scaling to be related to the shear-wave speed because the S wave is typically much stronger than the P wave in finite-source seismograms. In such a model, errors in the Green's functions would be correlated at progressively longer distances as the wavelengths of the shear wave increased. However, if the Green's functions errors are related to unmodeled spatial variations in rigidity along the fault surface, this function might have no frequency dependence and would have the same form as the covariance of rigidity along the fault. Expanding equation 2.4, we have
In these equations, ω dependence of the right-hand terms is implied. Equation 2.4 is the general result, but we can simplify it for the common case that the rake in an earthquake rupture is primarily unidirectional. We can further simplify it by choosing the unit vector 1 e to be directed along the dominant slip direction and assuming that the other component of slip is negligible, which is true for the 2009 L'Aquila, Italy, earthquake. We further assume that the 1 e component of Green's function error is uncorrelated with the 2 e component, and so
To the best of our knowledge, equations 2.4 to 2.8 are new results, not obtained elsewhere. There are two major differences between our results and those of previous workers: (1) equations 2.4 and 2.8 explicitly use the spatial-covariance function
, which is absent in Yagi and Fukahata's (2011) model; and (2) as shown below, we used observed empirical Green's functions to evaluate the covariance function ( ) , , j ω C x y , rather than using theoretical considerations.
In considering the differences between the true traction Green's function
we expect that the theoretical approximation is obtained in some simplified Earth model and that the real Earth structure is equal to the theoretical structure plus some random heterogeneities. If a mainshock fault zone has an extensive low-velocity zone, we assume that this feature is included in the theoretical traction functions
The position vector x is a vector in three-dimensional space-that is, we are not assuming that our mainshock rupture is located on a two-dimensional surface (although the aftershocks we use define a fairly planar structure). We are examining the variation in the traction wavefield in the mainshock source volume.
Any traveltime and amplitude variations between
will depend on the wavenumber spectrum of the heterogeneities. Frankel and Clayton (1986) studied these variations in spatially stationary random media with Gaussian and exponential spatial-correlation functions and in a self-similar medium with equal variation of seismic velocity over a broad range of length scales. Because their assumed random media were spatially stationary, their covariance functions were functions of spatial separation only. (Note that even though these random media had different spatialcorrelation functions, the amplitude distribution of the velocity perturbations was Gaussian.) They concluded that random media with self-similar velocity fluctuations with a correlation length of a = 10 km can explain both teleseismic traveltime anomalies and the presence of seismic coda at high frequencies. Each of these three types of media has its own correlation function, as plotted in figure 1. The exponential and Gaussian covariance functions are normalized to unit amplitude at zero separation, and the Von Karman correlation function is proportional to the Bessel function
where r is the separation, arbitrarily normalized to
Even for the self-similar heterogeneity spectrum, some nonzero covariance is expected at r = 10 km. Given a particular heterogeneity spectrum, we expect some spatially correlated traveltime and amplitude variations in the Green's functions. If we consider the covariance of the true traction Green's function
and its theoretical approximation
we expect that there will be some nonzero covariance between different frequencies to account for traveltime errors, some evidence of which is presented below.
Note that Frankel and Clayton (1986) specified the covariance of their random seismic-velocity structures and that their variations in wave amplitude were the result of these random structures, whereas we are using observations of aftershock seismograms to look directly at the random variation in the traction wavefield
, without the intervening mechanism of a random velocity structure. Our model is that the wavefield
spatial covariance is a function of the separation − x y between
g y and has a zero mean, averaged over either many realizations or many correlation lengths. Thus, the results of Frankel and Clayton (1986) are not directly applicable to our problem. What we need now are finitedifference studies of the covariance of wavefields in three-dimensionally varying media. Such covariance functions might have fundamentally different characteristics, such as an oscillatory behavior with the covariance function, being positive at some separations and negative at other separations.
Yagi and Fukahata's (2011) result (eq. 1.22) and our result (eq. 2.8) have implications for an important practical problem, namely, that of estimating the variability in a deterministic forward synthesis of ground motions from a hypothetical earthquake. When performing such a synthesis for a site-specific prediction of ground motion, the result has one uncertainty caused by ignorance of the exact seismic-velocity structure of the region and another uncertainty caused by the variability of the rupture-source behavior. Yagi and Fukahata's result (eq. 1.22) and our continuous-integral form (eq. 2.8) are important because they quantify errors caused by the inability to calculate accurate Green's functions, both because of inadequate computational methods (for example, ray theory versus elastic finite differences) and poor knowledge of Earth structure. Both of these sources of error can be better quantified by the addition of more information and are therefore epistemic. Moreover, regardless of our state of knowledge of Earth structure, some informed estimate of the Green's function error-covariance function can be made, possibly in a Bayesian context. We can envision asking a series of questions for = 0,1,2, , N  : "If we have recordings of N empirical Green's functions, what is the appropriate estimate of the Green's function error-covariance function?" The second part of estimating the variability of a deterministic ground-motion synthesis is the rupture variability. The aleatory part of the error in ground-motion prediction is caused by the variability of the characteristics of the earthquake source. Inclusion of a statistical representation of the source, such as that by Mai and Beroza (2002) , could yield the total variability of a Green's function-based prediction of ground motion that includes both aleatoric and epistemic uncertainties.
Estimating the Covariance Matrix of Green's Function Errors
To measure the errors in theoretical Green's functions, we assume that recordings of ground motions from small aftershocks are true point-dislocation Green's functions (after some scaling, as discussed below). The error in the theoretical Green's function is related to the difference between the aftershock seismograms and theoretical point-source simulations of the aftershocks.
The 2009 L'Aquila, central Italy, Earthquake and Aftershock Sequence
We selected for study the April 6, 2009, M6.3 L'Aquila, Italy, earthquake and its aftershocks. The mainshock and many aftershocks were well recorded by permanent strong-motion instruments and broadband sensors deployed in the epicentral area. In addition, others (2009, 2012) derived rupture models for the mainshock, using the simulated annealing algorithm of Piatanesi and others (2007) , and so considerable preliminary work had already been done. A map of the affected area is shown in figure 2 . In this report, we concentrate on the aftershocks recorded at broadband stations AQU and FIAM, which were essentially collocated with the strong-motion stations that recorded the mainshock. Note that station FIAM was collocated with strong-motion station FMG. We selected a set of 41 aftershocks recorded at station AQU ( fig. 3 ) that had focal mechanisms within 30° of the mainshock mechanism and corner frequencies greater than 2.68 Hz. Because our highest frequency of interest was 0.5 Hz, these events were point sources to a good approximation. A total of 33 of these aftershocks were recorded at station FIAM. Theoretical traction Green's functions were calculated for them using the frequency-wavenumber integration method (Saikia, 1994 , implemented in the TDMT software of Dreger, 2003) for two different seismic-velocity structures (realizations): the CIA model of Herrmann and others (2011) , which was used by Cirella and others (2012) for station FMG; or the receiver-function (RF) model of Bianchi and others (2010) , which was used for station AQU. Data-synthetic comparisons for these stations and aftershocks are plotted in figures 4-7. We removed from the analysis those data for which the observations had obvious groundnoise or processing glitches, namely events 72, 76, 83, and 85 for station AQU, leaving 37 events, and events 12, 15, 18, 24, 25, 27 , and 31 for station FIAM, leaving 27 events. 
Recovering Tractions from Ground Velocity
We consider the relation between the units of our aftershock seismograms and the units of the Fourier transform of a traction Green's function. From the representation theorem, ( ) 
where all of the physical quantities above are understood to be Fourier transforms. The units of the Fourier transform of ground velocity divided by the aftershock moment are inverse newtons:
We scale by the medium rigidity ( ) µ x to get the units of the Fourier transform of ground per 1 m/s of slip on a 1-m 2 rupture surface: The units of this scaled ground velocity are identical to those of the Fourier transform of the traction Green's functions and so are identical to the units of the errors in the traction Green's functions. For this reason, the units of the covariance of the errors in traction Green's functions are km -4 (!). Our observations in this section are differences between the Fourier transforms of aftershock ground velocities and synthetic ground velocities calculated by using an assumed seismic-velocity structure and the aftershock's seismic moment. Specifically, let index i be the aftershock index, 1, 2, a i n =  , where a n is the number of aftershocks, and index j indicates the jth realization of a random variable (the error associated with the jth erroneous velocity structure). For each frequency and component of motion we form the complex difference
where
is the observed aftershock datum, which is a product of rigidity at the aftershock depth, the aftershock's true moment i M and its true traction Green's function i g . We also implicitly assume that the above equations apply separately to both the real and imaginary components of the complex quantities, so that when we write i d we mean ( )
M  be our jth incorrect estimate of i i M µ (we have absorbed the rigidity into j i M  , the seismic potency) and let j i g  be our jth incorrect synthetic traction. The incorrect moments might come from different sources-for example, a moment-tensor solution using broadband data, or a long-period spectral level from a 2-Hz geophone-and the incorrect traction Green's functions might come from different velocity structures. Then our synthetic aftershock seismogram is
and (the real or imaginary part of) our complex difference is
Normalizing by seismic moment and rigidity yields a quantity with the units of the traction Green's function, namely the scaled complex difference (or, equivalently, the empirical traction)
(3.13)
We can use our scaled complex differences to determine whether the CIA or the RF model is better at station AQU. The scaled complex differences in the complex plane for station AQU, using the CIA model and RF velocity models, are plotted in figures 8 and 9, respectively. These figures show that the scaled complex differences grow in magnitude as frequency increases and that the CIA model is considerably better than the RF model (the CIA model having smaller complex differences) at station AQU. However, since others (2009, 2012 ) used the RF model for station AQU, we continue to use that model for station AQU. For many aftershocks, the complex differences form expanding helices, corresponding to progressive phase shifts as a function of frequency caused by time mismatches between the synthetic and real seismograms, which is evidence of nonzero covariance of Green's function errors at differing frequencies. 
Covariance as a Function of Separation on the Fault
To determine the variance ( ) 2 j n τ ω ,we need the spatial-covariance matrix from equation 2.8,
, where j is the channel number (a single component of motion at a single station), i x and k x are two points on the fault (here, aftershock locations), and the subscript "11" indicates the covariance of the Green's function error in the "1"-direction (taken to be the dominant direction of mainshock slip) at point i x with the Green's function error in the "1"-direction at k x . Including the index on ω ,
has six indices. For notational simplicity, we suppress some of these indices by defining a new spatial-covariance matrix
where we omit the slip-direction indices entirely because the aftershock rakes are chosen to be within 30° of the dominant slip direction. The term ( ) To obtain the expected values, we should further average the covariance data within distance bins. However, because the perturbations of the covariance data values caused by moment errors are skewed (because a moment error of a factor of 2 doubles some data while only halving other data), numerical tests of the effect of moment errors (not shown here) indicate that the covariance function inferred from the median of the covariance data is largely unbiased, whereas the mean of the covariance data is systematically biased high. For both stations AQU and FIAM we divided the distance range into 10 bins, with the width of each distance bin adjusted to hold the same number (~70) of covariance data. To estimate the covariance as a function of separation, we used the median of the covariance data in each distance bin ( fig. 10) . The covariance function at zero separation is expected to be pure real, meaning that the imaginary part of the covariance data should be zero, as shown in figure 11 . The median of the imaginary part of the covariance data for all distance ranges and tested stations did not significantly differ from zero, and so we have assumed that it is identically zero for all subsequent calculations. Figure 11 . Plot of imaginary part (blue plus signs) of covariance data formed from rigidity-and moment-scaled data for all three components of motion at station AQU, using receiver-function velocity model for the 0.2667-0.3000-Hz frequency band. Vertical position of each red plus signs indicates median value of covariance data in each distance bin; horizontal position is center of each distance bin. Median of imaginary part of covariance data at small separation is approximately zero, as expected.
The median covariance function for the data from all components of motion in 10 frequency bands at station AQU is plotted in figure 12 . Figure 12 . Plot of median covariance as a function of separation distance in 10 frequency bands for station AQU, using receiver-function velocity model and lumping data from all components of motion together.
Surprisingly, if we normalize all these curves to unit amplitude at zero separation, we see varying behaviors with frequency for the AQU/RF covariance data and the FIAM/CIA data. For station AQU there is a conspicuous variation in the coherence functions with frequency, visible as the highfrequency covariance functions lying below the dashed average and the low-frequency data lying above the dashed average in figure 13 , vaguely consistent with the behavior predicted in equation 2.5; however, no frequency dependence is evident in figure 13 for station FIAM. Because the source zone for the aftershocks recorded at stations AQU and FIAM is the same, it is difficult to identify a physical mechanism that would produce the various frequency behaviors. The dashed average covariance functions in figures 13 and 14 are similar in shape to Frankel and Clayton's (1986) covariance functions for exponential and self-similar media shown in figure 1, although our covariance functions indicate a smaller covariance distance than their 10 km, suggesting the way to approach the theory-error problem in ground-motion inversions is to treat the problem as one of waves in random media.
A Covariance Model
The covariance functions for the three components of motion at station AQU differ systematically. We have sought to create a simple parameterization of these covariances that preserves the component differences. We are developing this continuous empirical covariance function to insert into equation 2.8 in place of the discretized term Unfortunately, we do not have a smooth theoretical model of the expected behavior of these curves ( ) , s N r ω , and each curve is less well defined than the dashed average curve, so we expect that the ultimate effect of using these frequency-dependent curves will be to make the frequency dependence of the resulting ( ) 2 τ ω somewhat irregular. 
Epistemic Error of Finite-Source Synthetic Seismograms
With this parameterization we now have everything we need to estimate the epistemic error of our finite-source synthetic seismograms. Equation 2.8 becomes Because r = − x y , equation 3.16 is a spatial convolution over x (or y ), performed using a twodimensional Fourier transform, followed by a simple area integral over the other integration variable. We have verified numerically that the estimates of The spectrum of seen in figure 16 is serrated. The alternately depressed and elevated spectral levels are caused by use of the individual colored piecewise linear median covariance functions for the 10 different frequency bands in figure 13 , each of them is the result of averaging over three adjacent frequencies. It will be possible to smooth these curves intelligently when some smooth theoretical model of the covariance function behavior is available. For comparison, figure 17 shows the result of using the average covariance function (dashed curves in fig. 13 ) for all frequencies. Rather than seeking the "best fitting" rupture model, we instead seek to find two rupture models that fit the data within the error bounds given by 2 τ , by using a chi-squared test, as described later. The two models we find are those which minimize and maximize some desired property of the rupture models. By finding these two models we set hard bounds on the value of the desired property. The specific property that we wish to investigate is the correlation between rupture-model parameters, such as peak slip velocity and rupture velocity, in models of real earthquakes. Piatanesi and others's (2007) inversion's "cost" function can be modified to find rupture models with high or low degrees of correlation between pairs of rupture parameters.
A Cost Function Related to chi-squared
We modify the Piatanesi and others (2007) cost function in two ways. The first is to use a chisquared test to make the cost low for rupture models that fit the data within the theoretical errors , where p is the regularized incomplete gamma function (Press and others, 1986, p. 160-161, 706) . We form q is near 0 or 1. More specifically, if N realizations of a set of L observed residuals of unit standard deviation are generated, and if the expected standard deviations are unity-that is, the observed residuals are consistent with the theoretical-and if q is calculated for all N realizations, q will be uniformly distributed in the interval [0, 1] , and ( ) 1 Q *100 − percent of the N realizations will have q > Q; (that is 5 percent of the N realizations will have q > 0.95), and 5 percent of the N realizations will have q < 0.05 (that is 10 percent of the N realizations will lie in the two outer 5 percent bands). This is a 10 percent rate of falsely saying the observed residuals are significantly different from the expected residuals. Therefore, it is probably wise not to say the observed residuals are significantly different from the expected residuals unless q > 0.99 or q < 0.01. When the observed errors are significantly different from the expected errors, q can easily be 0.000001 or 0.999999.
We want to create a cost function that is fairly low and flat for 0.1 0.9 m q < < and rises sharply outside that band, so that a rupture model whose misfit differs strongly from the theoretical misfit is sharply penalized. 
Cost Function Based on Correlation of Rupture Parameters
The second cost component penalizes models having the least or greatest correlation between desired pairs of rupture-model parameters, such as peak slip velocity and rupture velocity. We seek the two models having the greatest and least correlation as the end-member models, so that we are confident that all other rupture models will have intermediate correlations.
The correlation of two functions ( ) r x and ( ) σ . In the Piatanesi and others (2007) algorithm, the rupture parameters, among them peak slip speed and rupture time, are defined at the nodes of a rectangular grid, and bilinear interpolation is used to define the parameters at points between the nodes. Analytic expressions are obtainable for the correlation of two rupture parameters defined in this way. However, we need to find the correlation of peak slip speed and rupture speed, which is the inverse of the magnitude of the gradient of the rupture time. A simple analytic expression cannot be found for the correlation of a bilinear function and the inverse of the magnitude of the gradient of a bilinear function. For this reason, we approximated the bilinear functions defined on a rectangle by partitioning each rectangle into two triangles upon which the functions are linear. Though still involving tedious algebra, the correlations that we need can be analytically obtained on each triangle. Denoting the peak slip speed of the mth model as 
Combined Cost Function
We define a combined cost function We choose 0 1 ε < < so that the cost function primarily finds models that fit the data within the error bar. If we choose 1 ϑ = + , models with a positive correlation between peak slip speed and rupture speed will be favored, whereas if we choose 1 ϑ = − , models with a negative correlation between peak slip speed and rupture speed will be favored. Therefore, we run the simulated annealing algorithm twice, the first time with 1 ϑ = + , and we find the model that fits the data and has the highest correlation of the two rupture parameters. We run the simulated annealing algorithm a second time with 1 ϑ = − and find the model having the greatest anticorrelation between the two rupture parameters. This gives us bounds on the correlation of those parameters within which all models fitting the data must lie.
One of the advantages of the cost function in equation 4.6 is that it lies within the limited range 1 m ε ε − ≤ Λ ≤ + . Generally, when running a simulated annealing algorithm, the investigator knows neither the global minimum value of the cost nor the approximate value of the cost on the "shoulders" of the global minimum. Using our cost function, the user has a very good idea of the critical temperature at which to run the algorithm in order to help it find the model having the global minimum cost.
Discussion
Having detailed the derivation of our method, we now consider it in relation to Yagi and Fukahata's (2011) time-domain theory and other studies, most notably those by Bodin and others (2012) , Duputel and others (2012) , Dettmer and others (2014) , and Minson and others (2014) , all five of which used time-domain methods. The last four papers used Bayesian inference to derive a posterior PDF of model parameters. Yagi and Fukahata used a more traditional optimization technique; their equation 16 derived a time-domain data-covariance matrix that had the structure to be expected if there were errors in the theory-in other words, the matrix was not assumed to be diagonal. Their equation 16 showed that elements of the data-covariance matrix were proportional to the square of the slip amplitudes. They used two scalar hyperparameters to characterize the modeling error and the observation error, respectively, and they modified their values and the data-covariance matrix iteratively within a sequence of standard maximum-likelihood inversions.
In their time-domain Bayesian inference of a kinematic rupture model for the 2011 Tohoku, Japan, earthquake, Minson and others (2014) used a diagonal model-prediction covariance matrix, with elements having an amplitude equal to a fixed fraction of the largest datum squared, which serves as a proxy for the square of the slip amplitude in Yagi and Fukahata's (2011) theory, and which they recognized as providing a better data-covariance matrix.
Two of these four studies were similar in developing the model-prediction covariance matrix iteratively as part of the Bayesian inference. Bodin and others (2012) expressed their modeling error in a model-prediction covariance matrix characterized by two hyperparameters, one for each of two different datasets, the posterior PDFs of which were estimated as part of the Bayesian inference of velocity structure in Australia. Dettmer and others (2014) , who performed an inversion for the kinematic rupture parameters of the 2010 Maule, Chile, earthquake, derived their model-prediction covariance matrix by posterior analysis of the data-residual vector r . During the "burn-in" period, they derived the modelprediction covariance matrix iteratively by analysis of T rr . After burn-in, the covariance matrix was held constant; and at the end of the inference, the appropriateness of the covariance matrix was checked to guarantee its consistency with the original assumption of Gaussian residuals. Duputel and others (2014) applied Bayesian inference to infer the static slip distribution from geodetic data in a vertically varying medium. As in several other studies, they updated their modelprediction covariance matrix during the inversion. In an interesting twist, however, they introduced a vector Ψ of Earth structure parameters (one-dimensional rigidity profile) and made their prediction covariance matrix linear in perturbations to Ψ by using a Born approximation. Their model-prediction covariance matrix was iteratively updated.
Our study differs from all of these others in three ways. (1) We explicitly accept that the seismicvelocity structure of the medium has random three-dimensional variations on all scales (many of them deterministically unknowable), leading to similar variations in Green's function perturbations j δ g . Thus, the most natural and general way to characterize these variations is through a statistical model for the spatial covariance Frankel and Clayton (1986) . (2) We use observed aftershock seismograms to derive an empirical spatial-covariance matrix that can be used to derive the variability of predicted large-rupture ground motions due to Green's function uncertainty through equation 2.4 or 2.8. (3) Although Bayesian inference offers a complete solution to the problem of determining the posterior PDF of rupture-model parameters, it can require as many as 10 10 forward kinematic simulations (Minson and others 2014) . It might be that most interesting questions about some feature of rupture behavior (like average rupture speed) can be answered by finding three rupture models consistent with the covariance ( ) , , j ω C x y : the best-fitting rupture model, the model minimizing the feature, and the rupture model maximizing the feature, requiring only about 10 7 forward kinematic simulations.
Summary
In this report, we have detailed a new approach for characterizing the effect of errors in theoretical Green's functions during kinematic finite-fault inversion modeling. In particular, we have studied the effect of these erroneous Green's functions on the variance of synthetic ground velocity calculated by using rupture models of hypothetical earthquakes with extended rupture surfaces. The variance 2 τ of the synthetic velocities is given by equation 2.4 in the particular case where slip rake varies over the rupture surface, and by equation 2.8 in the more usual case of relatively constant slip rake over the rupture surface. The variability of the Green's functions can be characterized by their spatial covariance on the rupture surface, given by equation 2.7. We suggest a method for determining this spatial covariance by a direct calculation of the errors in theoretical Green's functions. To measure the errors in theoretical Green's functions, we assume that recordings of ground motions from small (point-source) earthquakes (typically, aftershocks) distributed on an extended rupture surface are true point-dislocation Green's functions after some scaling to units of traction (eq. 3.8). The errors in the theoretical Green's functions are given by the differences between the small-earthquake seismograms and theoretical point-source simulations of the small earthquakes (eq. 3.13). We have calculated these differences for some aftershocks of the 2009 M6.1 L'Aquila, Italy, earthquake, using theoretical Green's functions for two stations, AQU and FIAM ( fig. 2) , and two different seismic velocity structures (CIA and RF, . From these differences, we calculate individual covariance data (eq. 3.14) and extract a covariance function as a function of separation distance and frequency (figs. 10-14) for each station. We combine these functions into a covariance model (eq. 3.15) (fig. 15 ) which we then use with a rupture model of a large earthquake ( fig. 16 ) to calculate the expected variance 2 τ of the ground velocities caused by errors in the theoretical Green's functions (figs. 17-19) . We then propose to use these variances in an inversion for rupture behavior. Rather than seeking the rupture model that "best fits" the observed large-earthquake ground motions, we instead seek to find two rupture models that fit the data within the error bounds given by 2 τ which may be done by using a chi-squared test (eq. 4.2).
Two useful models are those that minimize and maximize some desired property of the rupture models. By finding these two models, we may be able to set hard bounds on the value of the desired property. Among all the potential properties, the specific property we wish to investigate is the correlation (eq. 4.4) between rupture-model parameters, such as peak slip velocity and rupture velocity, in models of real earthquakes. We propose a "cost function" (eq. 4.6) that can be used in a simulated annealing inversion algorithm to find the rupture models with the greatest and least correlation between peak slip velocity and rupture velocity consistent with the expected variance 
