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Abstract
Long-range electrostatic forces play an important role in molecular biology, particularly
in macromolecular interactions. However, calculating the electrostatic forces for
irregularly shaped molecules immersed in water is a difficult task. Here we report a new
tool, DelPhiForce, which is a tool in the DelPhi package that calculates and visualizes
the electrostatic forces in biomolecular systems. In parallel, the DelPhi algorithm for
modeling electrostatic potential at user-defined positions has been enhanced to include
triquadratic and tricubic interpolation methods. The tricubic interpolation method has
been tested against analytical solutions and it has been demonstrated that the
corresponding errors are negligibly small at resolution 4 grids/Å. The DelPhiForce is
further applied in the study of forces acting between partners of three protein-protein
complexes. It has been demonstrated that electrostatic forces play a dual role by
steering binding partners (so that the partners recognize their native interfaces) and
exerting an electrostatic torque (if the mutual orientations of the partners are not nativelike). The output of DelPhiForce is in a format that VMD can read and visualize, and
provides additional options for analysis of protein-protein binding. DelPhiForce is
available

for

download

from

the

DelPhi

http://compbio.clemson.edu/downloadDir/delphiforce.tar.gz .
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Introduction
Electrostatic forces play an essential role in molecular biology and frequently dominate
other effects

1,2.

It has been demonstrated that electrostatics provide a driving force for

protein folding and stability
15,16,

3-6,

protein-protein binding

protein-DNA interactions

ionizable groups
phenomena

26.

20,21,

17,18,

7-11,

ion binding

protein-microtubule binding

disease-causing SNPs

22-25

12-14,

19,

dimerization

pKa values of

and many other biologically relevant

Some aforementioned studies revealed the overall role of electrostatics,

while others have focused on particular pair-wise interactions. These studies have
predominantly focused on electrostatic potential and energy. However, it is equally
important to model electrostatic forces and thus giving researchers the ability to predict
plausible conformational changes and motions.
Pair-wise electrostatic interactions have been extensively utilized in the field of pKa
calculations

20.

The pKa calculations methods relying on pair-wise interactions must

compute the interaction energies between each pair of titratable groups and then apply
a strategy to deliver the protonation states at a particular pH

27-34.

For this purpose, one

needs computational tools to model the electrostatic interaction energy of the pairs
(provided that all other charges are turned off). Various Poisson-Boltzmann (PB) solvers,
such as DelPhi 35,36, PBSA 37,38, MIBPB 39 and APBS 40, offer such an option.
The field of molecular dynamics (MD) is another major direction in computational
chemistry, requiring electrostatic forces to be computed at particular positions. Various
attempts have been made to model water phase in MD with a PB equation requiring the
assignment of dielectric boundary/molecular surface forces to solute atoms

41-53.

Significant efforts were devoted to improve methods to facilitate the use of the PB
models in MD simulations

54-62.

One of the earliest attempts was a variational approach

to computing the total electrostatic force, with a special focus on numerical
interpretation of the dielectric boundary forces
constant model

48.

45

and

the discontinuous dielectric

To enhance the numerical convergence and stability of dielectric

boundary forces, a charge-based strategy was proposed

49,51.

Perhaps the most

physically sound approach has been one in which the Maxwell stress tensor for the full
nonlinear PBE system has been delivered, and can compute electrostatic forces with
3

finite number of singularities while applying the discontinuous dielectric constant model
52.

Considering the PB approaches in which finite-difference technique to solve the PB
equation is utilized, the electrostatic potential is delivered at the corresponding grid
points. However, it is often the case that one might want to compute the potential (and
force) at position(s) different from the grid points. Thus, the grid potential should be
interpolated at user specified positions. Here we report a tricubic interpolation method
implemented in DelPhi and a new force calculation tool, DelPhiForce, which computes
electrostatic force between atoms, residues, or molecules. The DelPhiForce tool
provides the forces of concerned systems and a file which can be visualized with VMD
63.

Using DelPhiForce, we demonstrate the role of electrostatics in the formation of

protein-protein complexes. Three complexes are investigated: barnase-barstar
kinesin-tubulin

65,

and dynein-tubulin

66.

64,

It is demonstrated that electrostatic forces

provide binding funnels leading the partners to the correct binding positions.
Furthermore, electrostatic forces also provide an electrostatic torque that reorients the
partners if their mutual orientation is not native-like.

Method
Calculating electrostatic potential, field and force
In the framework of continuum electrostatics, the electrostatic potential ϕ (in systems
comprised of biological macromolecules and water in the presence of mobile ions) is
calculated by solving the Poisson-Boltzmann equation (PBE), i.e.
∇ ∙ [ϵ(r)∇ϕ(r)] = −4πρ(r) + ϵ(r)κ2 (r)sinh(ϕ(r)⁄k B T)

(1)

where ϕ(r) is the electrostatic potential, ϵ(r) is the dielectric permittivity, ρ(r) is the
permanent charge density, κ is the Debye-Huckel parameter, k B is the Boltzmann
constant and T is temperature. Due to the irregular shape of macromolecules, DelPhi
uses finite difference (FD) method to solve the PBE.

4

Electrostatic field E(r) is the negative of the derivative of electrostatic potential ϕ(r). In
the finite difference method, the electrostatic potential ϕ(r) is obtained at each
grid(i, j, k), and is denoted as ϕ(i, j, k). Thus the E(i, j, k) components are calculated as:
Ex (i, j, k) = −[ϕ(i, j, k) − ϕ(i − 1, j, k)]/h
{Ey (i, j, k) = −[ϕ(i, j, k) − ϕ(i, j − 1, k)]/h
Ez (i, j, k) = −[ϕ(i, j, k) − ϕ(i, j, k − 1)]/h

(2)

where i, j, andk are the indices of finite difference grids in x, y, z directions, respectively,
and h is the distance between two neighboring grids.
The FRC option in DelPhi
In many biologically relevant cases, the electrostatic potential, field, and force at a
particular

position(s)

around

a

molecule

can

provide

useful

insights

about

macromolecular interactions. However, as mentioned above, electrostatic potential ϕ(r)
is obtained on the grid points of the corresponding FD algorithm and these points may
not reflect the desired position(s). Taking this into account, an option (the FRC option) is
developed in DelPhi to obtain the electrostatic potential, field, and force at any arbitrary
position(s).

Here, three interpolation methods are implemented to interpolate the

electrostatic potential, field, and force at any position(s).
Linear, quadratic and cubic interpolations
Three popular interpolation methods, namely trilinear, triquadratic, and tricubic
interpolations, are explored and tested against the analytical examples (see the section
entitled “the analytical examples” below). Among all three of these interpolation
methods, trilinear interpolation is the most computationally efficient method. To obtain
the electrostatic potential or field values at each desired position, only 8 (23) neighboring
grids’ values are needed. Triquadratic and tricubic interpolation methods need 27 (33)
and 64 (43) neighboring grids’ values, respectively. All three of the interpolation methods
are implemented in DelPhi C++ version, which can be downloaded from:
http://compbio.clemson.edu/delphi.
DelPhiForce work flow

5

The main purpose behind developing an algorithm for computing electrostatic forces, is
to model electrostatic interactions. These interactions can be between proteins forming
a complex, residues within the same protein, and atoms within the same molecule. Here
we focus on protein-protein interactions simply to illustrate of one of the main
applications of the method. Note that the FRC module of DelPhi is extensively used in
the Multi Conformational Continuum Electrostatics (MCCE) method that predicts pKa
values of protein ionizable groups

27,67.

Thus, consider a macromolecular complex

comprised of receptor A and ligand B. If one wants to calculate the electrostatic
potential, field, and force generated by the receptor A and acting on ligand B, the
following procedure should be adopted (Fig 1): 1) The ligand B charges are turned off
while the charges of the receptor A are kept as they are, 2) Provide atomic coordinates
of ligand B atoms as an FRC input file (the electrostatic potential, field, and force will be
calculated at these positions and output as an output FRC file), and 3) A file is
generated in TCL format, which can be used to visualize the forces in VMD

63.

The

forces are represented by arrows in VMD. The size and direction of each arrow
indicates the magnitude and direction of the corresponding force.

Fig 1. Illustration of the usage of the DelPhiForce module protocol. The receptor charges
are kept as specified by the corresponding force field parameters, while the ligand charges are
turned off. Both the receptor and the ligand are immersed in a water phase with a high dielectric
constant, while the interior of the macromolecules is treated with a low dielectric constant.

6

The analytical examples
To test FRC module and DelPhiForce module performance in conjunction with the
aforementioned three interpolation methods, two analytical examples are created. The
first example is a point charge in vacuum as shown in Fig 2a. The charge is set as +1
electron charge unit, while the size of the charge is set as 0.5 Å to mimic a point charge
with no volume. A probe is used in the system, which has +1 electron charge unit and
0.5 Å radius. This probe is shifted from 4 Å to 10 Å away from the charge Q in steps of
0.1 Å. At each position, the electrostatic potential and force are calculated, both
analytically and numerically by DelPhi. The shortest distance is set to be 4 Å, which is
approximately the length of 2 radii of carbon or oxygen atoms.

Fig 2. Analytical examples for testing the performance of the FRC module. (a) charged
atom in vacuum acting on a probe. (b) spherical cavity with single charge offset the center,
generating potential and forces on probe positions shown as small grey spheres. The system is
immersed in water.

The second example is a charge located in a spherical cavity in water. The spherical
cavity is centered at origin (0,0,0) with a radius of R=12 Å. A charge of +10e is located 6
Å away from the origin (0,0,6). A probe charge, q=+1e, is used to test the electrostatic
potential and forces around the cavity in the x-z plane, across 360 degrees in steps of
15 degrees. The distance between the probe and origin is d=15 Å. The cavity and
charge system was created by ProNOI

68.

supporting information.
7

The analytical solution is described in

To test the performance of different interpolation methods, the error and relative error of
electrostatic potential is calculated for each test point. The error of potential is
calculated as:
ε(ϕ) = ϕnum − ϕana

(3)

where ε(ϕ) is the error of potential, ϕnum is the numerical potential value, and ϕana is
the corresponding analytical potential value. A relative error (or normalized error) of
potential is defined as:
δ(ϕ) = (ϕnum − ϕana )/ϕana

(4)

where δ(ϕ) is the relative error of potential. Similar to equations (3) and (4), the error
and relative error of electrostatic force are defined as:
ε(F) = Fnum − Fana

(5)

δ(F) = (Fnum − Fana )/Fana

(6)

where ε(F) is the error of force, Fnum is the numerical force value, Fana is the
corresponding analytical force value, and δ(F) is the relative error of force. Note that in
above equations (5,6), the magnitude of the force vector is taken.

The protein-protein complex examples
To demonstrate applications of the DelPhiForce, three protein-protein complexes are
used as examples. The first complex is the Barnase-Barstar complex, PDB ID: 1BRS 64.
Chain A and chain D are used to model the barnase and barstar complex. The second
case is the kinesin-tubulin complex structure with PDB ID: 4AQW

65.

The third structure

is the dynein MTBD (microtubule binding domain)-tubulin complex structure, with PDB
ID: 3J1U 66.
In order to calculate the binding forces between partners (referred to as A and B) within
a complex as a function of distance and orientation, the following manipulations on the
8

original structures are done. The monomer A is fixed in space, and monomer B is
moved away from monomer A by 20 Å in the direction of the vector joining the mass
centers of A and B. Then, monomer B is moved about the mass center vector in a circle
with radius of 20 Å, which is on the plane perpendicular to the mass center vector. For
each position of monomer B, the DelPhiForce is used to calculate the forces on
residues of monomer B as well as the total force on monomer B.
In this work, we also investigate the rotation forces on binding monomers during the
protein-protein association. For each complex structure, the monomer A is fixed in
space, while the monomer B is moved away from monomer A by 20 Å, and the
monomer B is rotated by 90 degrees. Then, the DelPhiForce is invoked to calculate the
forces on residues of monomer B. To analyze the torsion forces, the monomer B is
divided into two regions. For barstar and kinesin, the two regions are the interfacial
residues and non-interfacial residues (where an “interfacial residue” is defined as a
residue which has at least one atom in a <= 10 Å distance contact with the binding
partner). For dynein structure, the two regions are the MTBD (microtubule binding
domain) and the coiled coil stalk. The total force on each region is obtained and used to
calculate the torsion force.
DelPhiPKa

34

is used to protonate the proteins at a pH value equal to 7. The force field

used in the calculations for protein-protein complexes is charmm

69,

the dielectric

constants for water and protein are set as 80 and 2 respectively, the salt concentration
is set at 0.15 mol/L, the resolution of the grid box (scale) is 4 grids per Å, and the
surfaces of proteins are molecular surfaces

70

generated with a water probe radius of

1.4 Å.
DelPhi with the FRC option is written in C++. In order to be portable to all Linux and
Mac systems, DelPhiForce is written in Bash script, which uses the DelPhi executable
file. The output files of DelPhiForce are in text format and tcl script, which can be used
for visualization purposes in VMD

63.

The DelPhiForce package is available online at

http://compbio.clemson.edu/downloadDir/delphiforce.tar.gz.
calculations

are

done

on

Palmetto

(https://www.palmetto.clemson.edu/palmetto/).
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All

the
computer

tests

and
center

Results and discussions
This section is organized as follows: the deficiency of the trilinear interpolation method
for modeling electrostatic potential and force is demonstrated, then we show that higher
order polynomial interpolations greatly reduce the error, and finally we illustrate the
applicability of DelPhiForce on three receptor-ligand complexes.
Deficiency of trilinear interpolation
Trilinear interpolation method was already available in the previous version of DelPhi.
Here we test it on analytical example 1. Thus, the electrostatic potential and force are
benchmarked against the analytical values in three grid resolutions (or scales): scale=1,
2, and 4 grids/Å. Fig 3a and 3b show the potential and force comparisons among
analytical methods and numerical methods applying different scales for DelPhiForce
calculations. It can be seen that the calculated electrostatic potential is very close to the
analytical values (Fig 3a). However, the calculated force deviates from the analytical
one at close distances when using scale = 1.0 (Fig 3b).

10

Fig 3. The results (electrostatic potential and force) obtained using the trilinear
interpolation method. Upper panels plot the potential and force as a function of distance, the
middle panels the corresponding errors, and bottom panels the relative error. The value of scale
is in grids per Angstrom.

To further analyze the errors in potential and force calculations, we show the errors (Fig
3(c,d)). The errors of potential and forces are calculated by subtracting corresponding
analytical values from the numerical values. Fig 3c shows that the error of numerical
11

solution decreases when the distance between the charge and the probe increases.
The error clearly depends on the scale – a higher scale (or higher resolution) results in
a smaller error. An interesting observation is that the error exhibits a periodical uphill
and downhill performance. For example, when the scale=1, the period of the up and
downhill pattern is 1 Å. The relatively low error points are at the distance equal to
integer numbers. This effect occurs because all of the numerical values at the integer
number distances are calculated by solving the Poisson-Boltzmann Equation (PBE).
However, the values between each two integer distance points are determined by the
trilinear interpolation method. Therefore, the uphill error is due to the trilinear
interpolation method. Fig 3d shows the error of the forces, which exhibit very similar
performance to the potential error in Fig 3c.
In further examination of the errors, we show the relative errors in Fig 3(e,f) (definitions
of relative errors are provided in the method section, equations 3-6). The relative error
exhibits similar periodical behavior as the absolute errors in Fig 3(c,d). At scale 2
grids/Å, which is the most commonly used resolution in DelPhi calculations, the relative
error of electrostatic potential is less than 1 percent even at a distance of 4 Å. However,
the relative error of force is about 3.5 percent at a distance of 4 Å, which is significantly
larger than the relative error of potential. This is unsurprising as the force calculation is
based on the electrostatic field calculation, which is calculated by taking the derivative
of the electrostatic potential (see equation 2). Therefore, the upper bound of the relative
error of force should be greater than the potential. Based on the analytical example test,
the scale needs to be set at 4 grids/Å or higher in order to get less than 1 percent
relative error of force calculation.
Higher-order polynomic interpolations
To reduce the error caused by the trilinear interpolation method, we implemented
quadratic and cubic interpolations and compared the results against the analytical
solution (Fig 4). The Fig 4 shows results obtained at scale =1 and 2 grids/Å only,
because at scale=4 grids/Å the error and the relative error are too small to be visualized.
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Fig 4. The comparison between trilinear, triquadratic, and tricubic interpolations. The
upper panel shows the error as a function of the distance (the potential on the left, and the force
on the right). The bottom panel shows the relative error of the same quantities.

Fig 4 demonstrates that the trilinear interpolation method results in the largest error.
Both triquadratic and tricubic interpolation methods improve the accuracy significantly.
The lowest error is obtained by the tricubic interpolation method. When comparing
triquadratic and tricubic interpolation methods, several considerations should be made in one dimensional case, the quadratic interpolation method takes three of the
neighboring grids’ values into account, while the cubic interpolation method takes four of
the neighboring grids’ values into account. Thus, in the case of quadratic interpolation,
13

there are two options when choosing which three neighboring grids should be taken: left
biased or right biased. The cubic interpolation does not have such a bias. Similarly, in
the three-dimensional case, the triquadratic and tricubic interpolation methods take into
account 27 (33 ) and 64 (43 ) neighboring grids’ values, respectively. Thus, the tricubic
interpolation has no bias in selecting neighboring grids. However, the tricubic
interpolation needs more operations than the triquadratic interpolation. But such a
difference in the operations can be ignored since either triquadratic or tricubic
interpolation takes less than 0.1% in total computational time. Therefore, we consider
that the tricubic interpolation is the best method for calculating the electrostatic potential
and force.

Analytical example 2: a charge in cavity
To test the performance of the tricubic interpolation on a more realistic system with an
analytical solution, we created the second analytical example, which is a charge in a
spherical cavity and the charge is positioned offset from the geometrical center of the
sphere. The sphere is assigned a low dielectric constant of 2, while the water phase has
a dielectric constant of 80. The potential and force are calculated at points outside the
sphere (15 Å away from the geometrical center along a circle with steps of 15 degrees.
Details and the corresponding analytical solutions are provided in supporting
information). In the DelPhiForce calculation, the scale is selected to be 4 grids/Å. The
comparisons of potential and forces between DelPhi calculations and analytical solution
are shown in Fig 5. The error of potential between DelPhi and analytical solution is in
the range of 0.06 kT/e, and the error of force is less than 0.07 kT/(eÅ). This confirms the
high accuracy achieved by implementing the tricubic interpolation.

14

Fig 5. The comparison between DelphiForce results and the analytical solution of
analytical example 2. The upper panels show the potential and force as a function of the polar
angle. The bottom panels show the corresponding errors.

Binding forces on protein complex examples
The DelPhiForce tool is developed to model the electrostatic forces between set of
atoms, residues and molecules. Here we will illustrate its usage on several proteinprotein complexes. Based on the analytical results, the default scale in DelPhiForce is 4
grids/Å; and the default interpolation method is tricubic.
The first case is the barnase-barstar complex (PDB ID: 1BRS)

64

(Fig 6a-d). The

barnase-barstar complex has been examined in many research studies and is
considered to be a classic testing example of a protein-protein docking problem

71-73.

The net charges of barnase and barstar are +2e and -6e, respectively. Furthermore, the
charge distributions on both barnase and barstar are very inhomogeneous - the binding
15

interface of barnase is strongly positively charged while the binding interface of barstar
is quite negatively charged. The corresponding electrostatic forces are illustrated in Fig
6(a-d). Fig 6a shows the electrostatic potential of barnase mapped onto its molecular
surface. One can clearly see the highly positively charged binding pocket (blue color in
Fig 6). The barstar is moved away from its native binding position and purposely shifted
around barnase (for clarity, Figs 6a and 6c show only two of these shifted positions,
where barstar is in cartoon representation). At each barstar position, the total
electrostatic force exerted on barstar is calculated and illustrated as an arrow. The tail of
an arrow is the mass center of the barstar and the length of an arrow is proportional to
the magnitude of the electrostatic force. Figs 6b and 6d provide the same information,
but barstar is removed for better visualization.

Fig 6. Electrostatic forces calculated with DelPhiForce and visualized with VMD. The
electrostatic forces are shown as arrows, with the tail of each arrow representing the mass
center of the binding partner and the length of each arrow being proportional to the magnitude
of the electrostatic force. In the first row, panels a-d show the barnase-barstar complex. In the
middle row, panels e-h show the tubulin-kinesin complex. In the bottom row, panels i-l show the
tubulin-dynein complex. The receptor (barnase, tubulin, tubulin) is shown in surface
16

presentation with electrostatic potential mapped onto it. The ligand (barstar, kinesin, dynein) is
shown in cartoon presentation.

Another case is the kinesin’s motor domain-tubulin complex (PDB ID 4AQW

65),

which is

shown in Fig 6(e-h). Kinesin is a molecular motor that transports cargo along
microtubules

74.

The net charges on kinesin and tubulin are +3e and -15e, respectively.

The binding interface of kinesin is positively charged and the interface of tubulin is
negatively charged. When the kinesin is positioned around the binding pocket of tubulin,
the electrostatic forces attract the kinesin to the tubulin binding pocket. In Fig 6(e-h),
surface representation of the tubulin is shown and electrostatic potential is mapped onto
it. The kinesin is shown in cartoon representation. The arrows are the electrostatic
forces generated by tubulin exerted on kinesin. Fig 6e and Fig 6f are the side views of
the electrostatic forces with and without kinesin present, respectively. Fig 6g and Fig 6h
are the top views of the electrostatic forces with and without kinesin present,
respectively.
The third case is the dynein’s MTBD (microtubule biding domain)-tubulin complex (PDB
ID 3J1U). Dynein is also a molecular motor which transports cargo along microtubules
75.

Our previous work has demonstrated that the electrostatic interaction between

dynein and tubulin helps dynein’s microtubule binding domain (MTBD) dock into the
binding pocket of tubulin

19.

In this work, we illustrate the electrostatic forces generated

by tubulin and applied to dynein (Fig 6e-h). The net charges on tubulin and MTBD are 15e and 0e, respectively. The binding interface of tubulin is strongly negative, while the
interface of MTBD is positive. In Fig 6(i-l), the tubulin is shown in surface representation
with the electrostatic potential mapped onto it and the dynein MTBD is shown in cartoon
representation. The arrows represent the electrostatic forces generated by tubulin and
exerted on MTBDs. Fig 6i and Fig 6j are the side views of the electrostatic forces with
and without dyneins present, respectively. Fig 6g and Fig 6h are the top views of the
electrostatic forces with and without dyneins present, respectively.
All of the three examples demonstrate that electrostatic binding forces commonly exist
in protein-protein complex systems. One can see that electrostatics provides guidance
17

and drag the binding partner to the native binding position, even if the partner is not
positioned correctly.

Torque in binding
Using these three protein-protein complexes, we investigate how electrostatic forces
contribute to adjust the orientations of the ligand during the association processes. For
each complex, we keep the receptor fixed and then move the ligand 20 Å away from the
binding position, while rotating it by 90 degrees as shown in Fig 7 (see details in method
section). Such a scenario models the case in which the binding partner is close to the
binding pocket but the orientation is non-native. Fig 7(a,c,e) shows the electrostatic
force on each residue while Fig 7(b,d,f) shows the corresponding torque.

18

Fig 7. The electrostatic forces and the corresponding torque acting on the ligand, in the
case where the ligand is rotated 90 degrees away from its native orientation. In the first
row, panels a-b show the barnase-barstar complex. In the middle row, panels c-d show the
tubulin-kinesin complex. In the bottom row, panels e-f show the tubulin-dynein complexes. First
column shows the electrostatic forces generated by the receptor on each residue of the ligand.
Second column demonstrates the corresponding torque. The receptor is shown in molecular
surface presentation with electrostatic potential mapped onto it. The ligand is shown in cartoon
presentation.

These three cases demonstrate a common feature: the electrostatic forces not only
guide the ligand towards the receptor, but also adjust its orientation so that the ligand
binds to the receptor facing the native binding interface.

Conclusion
In this work, we reported newly developed features of DelPhi and an associated
resource (DelPhiForce). Three interpolation methods were tested in the FRC option of
DelPhi, including trilinear, triquadratic and tricubic interpolation methods. Based on our
tests against analytical examples, the tricubic interpolation method was selected as the
best method for the potential and force calculations. Furthermore, based on the results
of the FRC option tests, we developed a DelPhiForce tool to calculate the electrostatic
forces between set of atoms, residues, or molecules. DelPhiForce outputs the results in
a text file and a script file is also provided for visualizing the forces with VMD.
The usage of DelPhiForce was demonstrated on three protein-protein complexes and it
was shown that the new tool is successful in making two observations: 1.) the
electrostatic forces guide the partners toward each other and provide steering towards
the binding interfaces, and 2.) if the binding partners are not correctly oriented in
relation to each other, the electrostatic forces result in a torque that re-orients the
partners so that they approach each other in native binding mode orientation.
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Graphical abstract

DelPhiForce, a tool for electrostatic force calculations: Applications to macromolecular
binding
Lin Li, Arghya Chakravorty, Emil Alexov

To study the electrostatic forces in biological systems, a novel tool named DelPhiForce is
developed to calculate and visualize electrostatic forces. Applications of the DelPhiFoce on
protein-protein complexes demonstrate that the electrostatic binding forces form binding funnels
which attract the monomers to each other and reorient monomers to native orientation during
the associations. Besides protein-protein binding, DelPhiForce can be commonly used in many
other biological problems in which electrostatic forces are involved.
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