Abstract-Protein-protein interfaces defined through atomic contact or solvent accessibility change are widely adopted in structural biology studies. But, these definitions cannot precisely capture energetically important regions at protein interfaces. The burial depth of an atom in a protein is related to the atom's energy. This work investigates how closely the change in burial level of an atom/residue upon complexation is related to the binding. Burial level change is different from burial level itself. An atom deeply buried in a monomer with a high burial level may not change its burial level after an interaction and it may have little burial level change. We hypothesize that an interface is a region of residues all undergoing burial level changes after interaction. By this definition, an interface can be decomposed into an onion-like structure according to the burial level change extent. We found that our defined interfaces cover energetically important residues more precisely, and that the binding free energy of an interface is distributed progressively from the outermost layer to the core. These observations are used to predict binding hot spots. Our approach's F-measure performance on a benchmark dataset of alanine mutagenesis residues is much superior or similar to those by complicated energy modeling or machine learning approaches.
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INTRODUCTION
T HE definition of protein binding interfaces is a fundamental basis in structural bioinformatics studies. There are two common approaches to the definitions. One is based on the change in solvent accessible surface area (DSASA) upon binding [1] . An atom or a residue that loses its SASA exceeding a threshold after complex formation [2] , [3] , [4] , [5] is considered to be interfacial. The second approach is through the use of distance or atomic contact [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , sometimes combined with Voronoi diagram or other geometric structures [15] , to define protein interfaces. Both of them have many variants with respect to threshold settings and minor changes in implementation. Nevertheless, they all follow one concept: residues/atoms spatially close to their binding partner are defined to be a part of the interface. In fact, interfaces defined by these two approaches can be very similar when the parameters are tuned accordingly [16] .
Using only spatial proximity or only DSASA to define protein binding interfaces does not always capture the real contribution of the atoms/residues to the binding free energy-the most important property of binding. On one hand, some supporting residues or atoms relevant to the binding free energy are not covered by these interface definitions. On the other hand, some partially or even fully exposed residues or atoms at the rim region which contribute little to the binding free energy are included in the interface. To address the first problem, Keskin's group [7] , [17] , [18] , [19] proposed an idea to include some nearby residues in their interface model. Nearby residues are not in direct contact with the interaction partner but are in contact with those directly contacting residues. As a partial solution to the first problem, it leaves the second problem unaddressed and has a risk of including even a higher number of irrelevant atoms/residues.
Ideally, a definition of binding interfaces should cover all and only those residues/atoms that contribute significantly to the binding free energy. However, developing a good definition for this purpose is still challenging due to the following reasons: First, it is hard to determine and quantify the actual contribution of individual atoms/residues to the overall binding affinity. The most popular way of quantifying the importance of interfacial residues is by site-directed alanine mutagenesis with which the change in binding free energy (DDG) upon mutating into alanine is taken as the importance of a residue. Second, the energetic contribution of residues to binding is not uniformly distributed. Only a small fraction of the residues-hot spot residues-account for the most of binding free energy [20] , [21] . A past insightful observation is that hot spot residues, residing at the core of interfaces, are surrounded by energetically less important residues [20] , [21] . Those surrounding residues form a regular structure named "O-ring". This is an influential hypothesis in theory to understand the organization and topology of energetically important residues. However, it does not provide any additional structural information to computationally determine the hot spot residues from a protein quaternary structure. Theoretical energy-based investigations of protein interfaces, e.g., the one by Kortemme and Baker [22] , heavily depend on complicated energy terms, such as Lennard-Jones potential, hydrogen bond potential, Coulomb electrostatics, solvation, etc. Thus, they lack mathematical simplicity and geometrical comprehension.
To tackle the above-mentioned challenges, we introduce a new definition for protein binding interfaces through the use of burial level change of atoms in proteins. Burial level change is a notion different from burial level itself. Burial level (BL) is a metric to measure the extent an atom/residue is buried in a protein or protein complex as studied by our earlier work [23] , [24] . The burial level of an atom is measured as the length of its shortest path to the nearest exposed atom of the structure. Burial level shares some essential idea of effective Born radius [25] , Euclidean depth [26] and the Voronoi shelling order [15] . The burial depth of an atom inside a protein was found to be related to its contribution to the energy of the system about 20 years ago [25] . However, a deeply buried atom/residue can be far away from the binding interface, and it may not be necessarily relevant to any binding free energy. Instead, we propose here that the change in burial level is better at capturing this relevance.
We define an atom as an interfacial atom if its burial level change upon binding (DBL) is greater than or equal to 1. An interface is thus a set of those atoms whose DBL is 1, 2, 3, etc. Under this definition, it can be conceived that the group of atoms of DBL equal to 1; 2, or 3; . . . ; each forms a shell structure. Therefore, an interface by our definition builds a nested layer structure according to DBL measurements, with those atoms of high DBL placed at the center and atoms of low DBL at the outer areas.
Comparing with the traditional definitions, ours consists of a different set of atoms. Especially, our definition excludes many energetically insignificant atoms but covers those essential supportive atoms. As a result, the new definition captures the energetic relevance more precisely than the traditional models. .
It is particularly interesting that atoms with a bigger DBL contribute more significantly in a progressive manner to binding free energy in general. Thus, an interface under our definition can be regarded as a structure of multilayer O-rings each shelling its inner layers (onion-like). From the energetic point of view, we name this interface structure a "layered O-ring", generalizing the famous "O-ring" theory [21] to characterize the topological organization of energetically important atoms/residues with finer granularity.
To validate that our layered O-ring structure mimics the hot spot and O-ring structures in protein binding interfaces, we use our model to predict hot spot residues. Previously, hot spots are predicted either by energy-based [22] , [27] , [28] , [29] or machine learning [30] , [31] , [32] , [33] methods, which lack either good performance or interpretability or both. A benchmark dataset containing 471 alanine mutations is used in our evaluation. It has 180 or 86 hot spot residues under the hot spot criteria DDG ! 1:0kcal/mol or DDG ! 2:0 kcal/mol, respectively. If we consider a onionlike interface itself as the hot spot under the first definition criteria (DDG ! 1:0 kcal/mol), a F measure of 0.68 is achieved. When DDG ! 2:0 kcal/mol is used to define hot spot, we can simply consider the outmost layer (DBL ¼ 1) as O-ring and other inner layers as hot spot. This simple criteria achieves a F measure of 0.56. These performances are better than or similar to other energy-based or machine learning models, indicating that the energy distribution is well captured by our DBL-based interfaces.
This work is fundamental to many structural studies on protein-protein interactions, as there is always an underlying definition/model for the protein binding interfaces. For example in protein interface prediction [34] , [35] , [36] , [37] or docking applications [38] , [39] , [40] , protein interface models are explicitly used to distinguish interfacial residues/atoms from those irrelevant to binding. In protein interface characterization, where the size, shape, residue composition, evolution, conservation and other properties of protein recognition sites are examined, the models of protein binding interfaces are always used to scale the scope of the study [1] , [6] , [41] . Some other studies involving overall binding affinity [42] , specificity [43] or inter-chain co-evolution [44] , [45] , [46] also need interface models as used implicitly. Our method can be applied to all the aforementioned studies to gain new insight into protein-protein interactions.
METHODS
Dataset
The protein docking benchmark 4.0 [47] dataset is used in this study to compare the size and region of different interface models. This data set is of high structural diversity and is non-redundant at the family-family level. The original bound structures were downloaded from the protein data bank (PDB) [48] , except one interaction (PDB:1ML0) where the PDB entry does not match with the chains specified in the docking dataset. For this one, the structure from the benchmark dataset is used.
To evaluate the energetic importance of the residues in our newly defined interfaces and to test the performance of hot spot prediction, a site-directed alanine mutagenesis dataset is used, taken from ASEdb [49] and other previous publications [50] , [51] , [52] , [53] , [54] , [55] . There are a total of 471 mutations in this dataset involved in 20 protein-complexes. These 20 protein interaction complexes are shown in Table 1 . Of the 471 mutations, 180 or 86 are hot spot mutations, if a residue of DDG ! 2:0 kcal/mol or DDG ! 1:0 kcal/mol is considered as a hot spot residue, respectively. The full list of mutated residues can be found in Table S1 .
Definition for our Layered O-ring Interfaces and Definitions for Traditional Interfaces
Preliminaries: Only heavy atoms are considered by this study. Buried water is considered as a part of the protein monomer or complex when water information is available in a structure. To distinguish them from highly exposed water molecules in the bulk solvent, a water molecule with a SASA larger than 10A 2 are removed iteratively until no water molecule has a SASA larger than 10A 2 in the remaining structure. Water molecules not removed by this procedure are "buried" water molecules and they form an integral part of the protein monomer or complex.
Burial Level of Atoms in Protein Monomers or Complexes
The burial level of an atom a, denoted as BLðaÞ, measures how deep it is buried or how far away it is from the bulk solvent. Its precise calculation is based on an atomic contact graph of a protein monomer or a protein complex. An atomic contact graph is a graph with its nodes representing the atoms of the protein and its edges representing the atomic contacts between the atoms. Two atoms are in contact with each other if and only if they share a Voronoi facet and the distance between them is less than the sum of their radius plus the diameter of a water molecule, 2.75A
. The nodes in an atomic contact graph are labeled as 'exposed' or 'buried' depending on a SASA threshold of 10A 2 . Then, the burial level of an atom is defined as the length of the shortest path from it to the nearest exposed atom. We add a pseudo node into the atomic contact graph, and connect it to all and only exposed atom. This problem is then transformed into a single-source shortest path problem, as the burial level of an atom equals to the length of the shortest path from this atom to the pseudo node minus one. The burial level of an atom a in the atomic contact graph of a protein monomer is denoted as BL m ðaÞ, while its burial level in a protein complex is denoted by BL c ðaÞ. More details for constructing an atomic contact graph are available in our previous work [23] . An intuitive view of burial level in protein monomers and protein complexes is shown in Figs. 1a and 1b.
Using Burial Level Change to Define Layered
O-ring (Onion-like) Interfaces
Our layered O-ring (onion-like) 1 interface of a protein complex is a set of atoms I LO :
where a is an atom in this protein complex, and DBLðaÞ stands for the change of burial level of atom a upon binding, namely DBLðaÞ ¼ BL c ðaÞ À BL m ðaÞ.
To get the monomer structure, the two binding partners in a protein binding complex are simply separated from each other. The DBL of buried water molecules in a protein complex is determined as follows. If a water molecule is already buried in one of the protein monomers, its DBL is similarly calculated as for the other regular atoms in the protein monomers. If a water molecule is not buried in any of the two monomers but it is buried in the protein complex, its BL m is set to 0.
DBL values shown in Fig. 1c are computed according to the atomic graph of the unbound state of the two proteins in Fig. 1a and their bound state in Fig. 1b . It can be noticed that if an atom is buried deeper in the complex than in its unbound protein, then it is an interface atom. Atoms with the highest DBL are buried in the core of the interface surrounded by other atoms with lower DBL. For these high DBL atoms, moving them to any direction from the core will either reduce their burial levels in the complex (BL c #) or increase their burial levels in their monomers (BL m "). Either of these changes will reduce their DBL values (DBL #). Thus, according to the DBL, the atoms in an interface defined by the new model are organized into a nested onion-like layer structure with atoms' DBL equal to 1, 2, 3; . . . ; each in a shell structure.
Intuitively, DBL is always non-negative, since any atom in a protein complex can only be buried deeper than in the monomer. In fact, this proposition is true under special but reasonable conditions. Theorem 1. DBL is always non-negative under the following conditions: (i) the atomic contact structures in the protein monomers are maintained in the protein complex, and (ii) inter-protein atomic contacts are between exposed atoms and inter-protein protein-water-protein contacts are between exposed protein atoms and water molecules. 2 . This is due to that some exposed atoms in the unbound monomers are buried in the complex and some water molecules are buried and appear only in the complex. As those intra-protein edges are maintained in the complex graph, we have 
Comparing with monomer graphs, the only difference is W and E o are added, while the label (exposed/ buried) is unchanged. The length of the shortest path from any nodes in V Note that the two conditions in Theorem 1 may not hold in some real cases, especially when the binding undergoes conformational changes. However, these conditions are sufficient but not necessary for DBL ! 0. Thus, to define an interface from the static 3-dimensional structure, these two conditions can be fulfilled easily.
In some extreme cases the interface under our definition may not consist of atoms from both sides. When one binding partner is extremely small and none of its atoms is buried in the binding complex, no interface atoms will be defined in this binding partner. This rarely happens in protein-protein binding interfaces where the partners usually have adequate size and shape. Another issue is that, just like other interface models, our model may also define multiple connected regions together as an interface between two proteins.
Traditional Definitions of Protein Binding Interfaces
A DSASA-based and an atomic contact-based definition of protein binding interfaces are presented for comparison to our onion-like interfaces. According to the DSASA principle, an interface is defined as a set of atoms I DSASA which loses SASA after binding:
Here a is an atom in the complex, and DSASAðaÞ denotes the change of solvent accessible surface area of atom a upon binding, i.e. DSASAðaÞ ¼ SASA c ðaÞ À SASA m ðaÞ, where SASA c ðaÞ and SASA m ðaÞ are the SASA of atom a in the binding complex and the monomer, respectively. DSASA is always negative or zero when calculated from a static structure. A buried water molecule in the protein complex but not in any of the two monomers is also in the interface under this definition. The atomic contact-based interface (I AC ) we used here is not purely based on a distance threshold. It is defined in the same manner as the one used to calculate burial level. Water is also included in this model, making it a tripartite interface. Interfacial water molecules are those in contact with both proteins. Interface atoms are those in contact with the other side or with interfacial water. If there are no water molecules reported in a structure, the model degenerates into a bipartite. Detailed information of the atomic contact-based tripartite interface model can be found in our previous work [23] .
Hot Spot Residue Prediction and Performance Evaluation
All side chain atoms other than C b of a residue R will be removed or directly affected when it is mutated into alanine under alanine mutagenesis experiments to investigate its energetic importance in terms of DDG. This part of a residue is named the short side chain, and denoted byR. For example, a threonine has three heavy atoms in its side chain, C b , O g1 and C g2 , so its short side chainR contains two atoms:
Specially, a glycine does not have any heavy atom in its side chain, its C a is then defined to be in the short side chainR. We use the layer structured onion-like interface to mimic the hot spot and o-ring structure in a protein binding complex. We vary the number of innermost layers to form the hot spot, and all the outer layers are defined as the O-ring. If any atom of an residue's short side chain is included in the hot spot defined this way, this residue is predicted as a hot spot residue.
Other features are also constructed to compare with DBL based predictions. These features include the average burial level ofR denoted by BL c ðRÞ, the SASA ofR denoted by SASA c ðRÞ, and the DSASA ofR denoted by DSASAðRÞ, defined as BL c ðRÞ ¼
SASA c ðRÞ ¼
A residue is predicted as a hot spot residue if the value of the feature BL is bigger than a threshold cutoff. For the SASA-or DSASA-based prediction method, a residue is predicted as a hot spot residue if the value of the feature is less than a threshold. The performance is evaluated by leave-one-out cross validation. Each time one mutation is held out as test data and the best threshold that optimizes the F measure is found in the remaining training data. The optimal threshold is then applied to the test data to predict whether it is a hot spot residue or not. This process is repeated for every mutation in the dataset.
The performance is measured by precision (precision ¼ 
EXPERIMENTAL RESULTS
Our results start with a real example of onion-like interface, and then we present size, region and energy relevance comparison results against the traditional models. The most important results on the layer-wise energy distribution and tendency of the atoms and residues in our newly defined interfaces are described in the third part.
Onion-Like Interfaces: An Example
Our definition of protein binding interfaces has been schematically illustrated in Fig. 1 . Given the structure of two monomers (Fig. 1a) and their binding complex (Fig. 1b) , the atoms' burial level changes (DBLs) upon binding can be derived, and those atoms with positive DBLs are interfacial atoms (Fig. 1c) by our definition. Such an interface actually consists of multiple layers of atoms corresponding to different DBL measurements. Atoms of a high DBL are placed at the core and those with a low DBL are located at the outer layers. That is an intuitive reason why we call our model the onion-like model. A real onion-like interface is presented in Fig. 2 which is extracted from the interaction between a trypsin and a CMTI-1 squash inhibitor. In this interface, there are three layers of atoms. Atoms with DBL ¼ 1 form the outmost layer. The second layer is sandwiched between the outmost layer and the innermost layer, and the innermost layer is double shelled by the two outer layers. There are 9, 157 and 217 atoms in the innermost, middle and outmost layer, respectively. At the residue level, there are 5, 21 and 67 residues having at least one atom in the inner most, middle and outmost layer, respectively. As atoms in the same residue can differ in terms of their DBL measurements, the 5, 21 and 67 residues mentioned above are actually 68 distinct residues. One of them does not have any atom in the outmost layer. This residue, ARG-5 from the inhibitor, penetrates deeply into the trypsin (Fig. 2b) .
The O-ring theory [20] , [21] suggested a dichotomy of binding free energy-energetically important hot spot residues are surrounded by energetically less important residues. Our onion-like interface, as demonstrated in Fig. 2 , generalizes this long influential hypothesis by decomposing an interface into a nested multi-layer structure where the energy importance of the atoms/residues can be sorted layer by layer, exhibiting a regular tendency as described later.
Size, Region and Energy Relevance Comparison with Traditional Interfaces 3.2.1 Onion-Like Interfaces Differ in Physical Region
The comparison between interfaces under our definition and those under traditional definitions (DSASA-or atomic contact-based models) has been briefly demonstrated in Fig. 1d . The grey part in that figure is a union of atoms covering interfacial atoms by our definition and those by the traditional models. This atom union is divided into three regions: (i) region A-the overlapping atoms common to both the onion-like interface and the traditional interfaces, (ii) region L-the atoms only in the onion-like interface, and (iii) region T -the atoms only in the traditional interface. Usually, region L has two clusters of atoms, each from one protein, located at the back of the traditional interface core. Although they are not directly in contact with the other side, they provide the interaction scaffold [7] . Region T is a hoop of atoms. They are very close to the bulk solvent and also near the interaction partner.
In Fig. 3 , the sizes of interfaces (defined by the number of interfacial atoms) under different definitions are compared. In both subfigures, it can be noted that when the interface is small, onion-like interfaces tend to contain fewer atoms than those defined by traditional models, indicating that region L is smaller than region T . However, when the interface is large, region L can contain more atoms than region T , so that the overall size of onion-like interface can be larger than traditional interfaces. This tendency is more obvious when comparing with DSASA-based interfaces (Fig. 3b) .
The distribution of SASA and burial level (BL) of the atoms of the three different interface models are summarized in Fig. 4 . Our onion-like interfaces have a higher number of low-SASA-and-high-BL atoms, and a lower number of high-SASA-and-low-BL atoms. In particular, as shown in Fig. 4a , our onion-like interfaces cover a lot of completely buried atoms (SASA ¼ 0 A 2 ), all of which are located at region L but not at T . In fact, the atoms in region L have a bound state buried level of minimum 2. As they are not in direct contact with the other side or losing any SASA in binding, the burial level in the unbound state should be at least 1. Moreover, their burial level must be increased by at least 1 in the bound state for them to be in the onion-like interface, thus the bound state burial level is at least 2. This can be also confirmed by the occurrence results shown in Fig. 4b . Comparing between the atomic contact-based model and DSASA model, although atomic contact-based interfaces have much higher number of atoms than DSASA interfaces, their difference in the distribution of atoms' SASA and BL is not that significant. An atomic contactbased interface always has more atoms in every interval of SASA and BL than a DSASA-based model. This indicates that the two traditional models differ from each other only in the thickness of the interface. If a smaller distance threshold is used in the atomic contact model, the resulting interface can be very similar to that defined by DSASA.
Atoms in Onion-Like Interfaces are Energetically More Relevant
The alanine mutagenesis dataset of 471 mutations is used here to investigate the energetic importance of the interfacial atoms/residues defined by the three models. Fig. 5 shows the numbers of mutations (broken down into categories by the DDG values) that are covered by the three interface models. A mutation is covered by a model means that at least one of its short side chain atoms is in the interface defined by the model. It can be seen that our model successfully excludes more number of energetically insignificant residues, as indicated by the two leftmost groups of bars where DDG is lower than 1.0 kcal/mol. Actually, only 42 percent of the residues with DDG < 1:0 kcal/mol are involved in the onion-like model, while for the atomic contact-based and DSASA-based models, the percentage is as high as 60 percent and 59 percent, respectively. For the 32 residues that are extremely important with a DDG ! 4:0kcal/mol, our interfaces cover all of them, as the traditional interfaces do, despite of much smaller size. Most of the mutations that are covered by traditional models but not by our new model are in region T (see Fig. 1d ). Their DDG when mutated to alanine is low in general, indicating the sound rationale of excluding this region from interface. It has been discussed in literature that an interface should include directly contacting residues/atoms as well as those "support" residues/atoms that provide the interacting scaffolds [7] . In our model, region L can be considered as the support region. The energetic importance of this region is illustrated by comparing the mutations that lie in different regions. Here, the DSASA-based model is used as the traditional method so that we can get more atoms in region L for statistical analysis. The distribution of DDG of mutations whose short side chain atoms are in L (short side chain atoms in region L), A þ L (short side chain atoms located at both A and L), A, A þ T or T are shown in Fig. 6 . For Table 2 , we tested the significance of the difference in DDG of mutations in these four regions (Wilcoxon rank-sum test [56] ).
Since region L is a novel interface region that is not covered by traditional interface models, previous interface alanine scanning did not consider this region at all, resulting in very few mutations lying only in this region in the dataset. As indicated in Fig. 6 , there are only three mutations in this group. The energetic importance of these three mutations in region L is not found to be significantly different from any other region in this dataset; see column 2 of Table 2 . However, many residues stretch in multiple regions, and the importance of region L can be assessed by investigating the mutations in A þ L.
Two conclusions regarding the importance of region L can be made. (i) DDG of mutations in region A þ L is significantly higher than that of mutations in region A þ T (p-value: 2:9 Â 10 À4 ).
(ii) Although the difference between 
region A þ L and region A is not significant, when comparing with region T or A þ T , the difference between mutations in A þ L and those in region T or in region A þ T is more significant (p-values: 2.9 Â 10 À4 versus 0.011 when comparing with A þ T , 2.8Â10 À8 versus 1.9 Â 10 À6 when comparing with T ). These facts suggest that region L is indeed a "support" region. So, extension of residues from region A into region L is beneficial in terms of binding free energy contribution, while extension of residues from region A into region T is harmful.
Binding Hot Spots in Onion-Like Interfaces
Progressive Energy Tendency from Outer Layer to Inner Layer
As introduced, our onion-like model decomposes an interface into a multi-layer structure according to DBL of the atoms. It is interesting to utilize this layered model to predict protein binding hot spots, following the O-ring hypothesis which believes that an interface can be divided into a hot spot region and a protective O-ring. In fact, the multilayer structure can be regarded as several layers of O-rings, each shelling its inner layers as "hot spot". We vary the number of outmost layers to construct the Oring, and assume that all the rest inner layers form the hot spot. A residue is predicted as a hot spot residue, if at least one of its short side chain atoms is in the hot spot region of the layered O-ring structure. Table 3 and Table 4 shows the hot spot prediction performances of this method under hot spot definitions of DDG ! 1:0 kcal/mol and DDG ! 2:0 kcal/ mol, respectively. Rows 2, 3 and 4 in Tables 3 and 4 show the performance using the prediction criteria of DBL no less than one (the whole layered O-ring structure as hot spot), no less than two (the first outmost layer as O-ring and other inner layers as hot spot), and no less than three (the first and second outmost layers as O-ring and the other inner layers as hot spot), respectively. It can be seen that in both tables the precision becomes higher when a larger DBL cutoff is used. In fact, the average DDG of the residues in the dataset that have short side chain atoms with DBL no less than 1, 2, or 3 is 1.60kcal/mol, 2.38kcal/mol or 3.50kcal/mol, respectively. This suggests that the inner layers are energetically more important than outer layers with a progressively increasing average binding free energy contribution as DBL goes up.
When DDG ! 1:0 kcal/mol is used to define hot spots, the best F measure is achieved by the prediction criterion DBL ! 1, i.e. the whole onion-like interface is considered as the hot spot. Under hot spot definition of DDG ! 2:0 kcal/ mol, DBL ! 2 has the best performance. In this case the outmost layer can be considered as the O-ring structure hypothesized by [21] .
Performance Comparison with Other Features
The performances of our method is compared with those by using DSASA, burial level, and SASA as prediction criteria. As shown in rows 5, 6, and 7 of Tables 3 and 4 , their performances under the two hot spot definitions are worse.
For these four features, DBL is the only one that is capable of capturing the two important characteristics of hot spot residues: close to the interaction partner and far away from the bulk solvent. DSASA is related to the closeness to the interaction partner, but it cannot describe the distance to the bulk solvent. Burial level of a residue can describe the distance to bulk solvent, but a deeply buried residue may be far from the actual interface. For SASA, a small SASA does not indicate the residue is deeply buried, or indicate it is close to the partner. DBL is capable of describing both because if an atom has a high DBL, it will be deeply buried in the complex and it will be very close to the interaction partner.
As introduced, the concept BL is different from DBL. BL cannot measure how much an atom/residue is relevant to the binding. However, if BL is combined with other properties that guarantee the relevance to binding, for example dense or specific inter-subunit contacts, it has been demonstrated to be useful in hot spot prediction [23] , [24] .
Performance Comparison with Existing Methods
We have presented the performances of our method in row 2 of Table 3 and row 3 of Table 4 . This simple prediction idea can actually performs better than or similar to previous methods FoldX [27] , Robetta [22] , [57] , KFC2 [33] and HotPoint [28] , [58] as shown in rows 8 and 9 of Table 3 and  rows 8 to 12 of Table 4 .
Robetta and FoldX are energy-based methods. They are capable of predicting the DDG measurements for alanine mutations. Robetta is published very early, and it has become a widely used hot spot prediction method. We use its online service to generate its predictions. FoldX is an algorithm uses an empirical force field. Stand-alone FoldX Tables 3 and 4 . KFC2 and HotPoint only used hot spot definition criterion DDG ! 2 kcal/mol. KFC2 is a recently proposed method based on machine learning techniques. It uses several features related to SASA, neighboring residues, atomic density, local contacts and plasticity. Two variants, KFC2a and KFC2b, are built using different feature sets and trained in support vector machines. As shown in Rows 10 and 11 of Table 4 , KFC2a has a slightly better performance than our method, and KFC2b has a slightly worse performance than our method. However, note that most of the protein complexes in our dataset were already used in their method for training. It is thus not surprising that it has a good performance on this dataset. HotPoint combines the sequence conservation, SASA and DSASA, and applies some thresholds on these features to predict hot spot residues. Its average performance is mainly attributed to the use of SASA and DSASA, and to the unclear relation between sequence conservation and energetic hot spots [31] . Its performance is worse than our method. We would like to point out that all these earlier methods are much more complicated and less interpretable than our method-there is essentially only one feature, namely DBL, in our method. Meanwhile, our method uses a natural decomposition of the interface according to the O-ring theory.
Case Study on The Energetic Tendency of Interfacial Residues
The barstar side of a barnase-barstar interface is shown in Fig. 7 . Six residues were experimentally mutated into alanine in this side of the interface [59] . Three of them are confirmed to be hot spot residues and three are non hot spot residues. ASP-39 is a hot spot residue located at the center of the interface. It has three atoms in its short side chain, two with DBL ¼ 2 and one with DBL ¼ 3. Its C b also has a very high DBL of 3. All of its atoms including those in the backbone are in the onion-like interface. This residue has a DDG as high as 7:7 kcal/mol. Another hot spot aspartate residue, ASP-35, is also located in the core of the interface and the two oxygens in its short side chain have DBL ¼ 2.
Comparing with ASP-39, it does not contain any atom with DBL ¼ 3, its DDG is then accordingly lower at 4:5kcal/mol. TYR-29 has a DDG of 3:4kcal/mol which is the lowest among these three hot spot residues. It has two atoms with DBL ¼ 2, but a part of its short side chain is not covered by the onion-like interface.
For the three non hot spot residues, none of them is completely covered by the onion-like interface. These three residues can be sorted according to their engagement in the interface as: THR-42 (two main chain atoms and C b in onion-like interface), GLU-76 (one short side chain atom in onion-like interface) and GLU-80 (no atom in onion-like interface). It is interesting that this order is matched perfectly with their decreasing order of DDG: 1:8 kcal/mol (THR-42), 1:3 kcal/mol (GLU-76) and 0:5 kcal/mol (GLU-80). Taking the three hot spot residues together, a regular DDG decreasing trend is observed from the core to outer layers of this onion-like interface and further to the noninterfacial residues.
DISCUSSION
Definition of protein binding interfaces is fundamental to almost all structural studies of protein-protein interactions. Due to its wide usage, a model of protein binding interface has to be very simple and straightforward. Previous models, either based on DSASA or inter-chain contacts, are all very intuitive and easy to implement, which is partly why they are so widely accepted for decades. However, another important requirement of an interface model has previously been overlooked. That is, an interface defined has to be "relevant" to the binding. One might argue that a protein interacts with other proteins as a whole, so the whole protein complex should be defined as the protein interface. This is of course a trivial definition and it loses the whole point of defining a protein interface. On the other hand, one can also use only spatial proximity-the most obvious and straightforward definition of binding relevance, which is exactly what traditional models do. Tsai et al. [17] made an attempt to define protein binding interface based on van der Waals energy, and they concluded that such interfaces are similar to those under contact-based models. Considering only van der Waals energy is obviously incomplete. Furthermore, even if energy terms are also considered in interface modeling, current energy functions are complicated and computationally intensive. They lose mathematical elegance and cannot be applied easily. In this work we show that our onion-like model of protein binding interface is more accurate in capturing energetically important residues than traditional models and yet it is simple, mathematically elegant and easy to use.
There are some alternative ways to define the BL of an atom, other than the definition used in this work. An immediate idea would be using the Euclidean distance to the surface, which was proposed previously [26] , [60] . In this work we define it with a graph model based on the contacts between atoms. The reason is that, first, the contacts between atoms are biologically more meaningful than Euclidean distances. Also, such a definition of burial level yields the onion-like structures with nested layers for protein interfaces, which is effective to define hot spots in an interface. Bouvier et al. [15] used the burial depth of atoms to model protein interfaces. Their model, called Voronoi shelling order (VSO), measures the number of interfacial contacts between interfacial atoms and the surface, where the contacts are defined based on Voronoi diagram. As that model also uses the burial depth of atoms and Voronoi diagram, it may easily cause confusion to the correct understanding of our model. Actually, our model is totally different. VSO is a traditional inter-chain contacts based model where the VSO value is but an annotation of the interfacial atoms.
The proposal of the onion-like interface model transforms the understanding of protein binding interfaces in several ways. First, an interface is not just an interface consisting of two patches of binding surfaces any more, rather it consists of two "clusters" of binding atoms/residues. In this sense, we may say traditional models are two-dimensional definitions but our model is threedimensional. In other words, to measure the size of an interface, the overall DSASA should be used with caution. Furthermore, an appropriate measure for the size of protein interfaces should be the number of atoms/residues, the "volume" of the interface, the sum of DBL, or even the volume integral of DBL. Second, the atoms/residues in the interface are no longer equally important. The DBL always comes along with an interfacial atom/residue. The internal onion-like structure and organization of an interface is as important as the interface itself, as one can easily define an "interface" inside an interface by setting a higher DBL threshold. For some applications, such as analyzing the interface residue/atom composition, new methods taking DBL into consideration would be potentially beneficial.
Our onion-like model can be applied to other protein binding studies. For example, in protein binding interface prediction, usually all the interfacial residues are equally important. However, it is obvious that misclassifying a residue in the core is a worse mistake than misclassifying a residue in the outer layers. In this case the residues can be weighted by DBL, or more simply, one can just predict the DBL values instead of predicting whether a residue is in the interface or not. In protein docking applications, similarly as in protein interface prediction, the onion-like model can be used to define interface residues and, more importantly, it can be used to weight the residues when calculating the root-mean-square deviation RMSD. The onion-like model can also be used in the scoring functions to weight different cases. In general protein binding interface analyses, the properties of protein binding interfaces can be revisited under the onionlike interface definition to gain new knowledge. The size, shape, residue composition, hydrophobicity and other properties of a protein interface can be re-evaluated. Moreover, as our model is a layered model, different layers of interfaces can be analyzed separately. This would deliver new and detailed knowledge of the principles of protein-protein interactions.
CONCLUSION
We proposed a new definition of protein binding interfaces that can capture the energetically important regions more precisely than the traditional atomic contact-or DSASA-based models. This newly defined interface is named an onion-like interface as it is based on the burial level change of atoms which can be used to form different levels of atoms. The prediction of binding hot spots is made by transforming the multilayer interface structure into the dichotomy of a hot core and an O-ring. The results have verified that our simple prediction ideas perform better than or similar to the previous energy-based methods and machine learning methods.
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