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Abstract
We consider two infinitesimal generators A,B of strongly continuous groups in a general
Banach space X, such that either the commutator between A and B commutes both with
etA and with etB , or the commutator is a multiple of A. We prove that under suitable
assumptions the sum A + B and the commutator [A,B] are closable, and their closures
generate strongly continuous groups. We give explicit representation formulas for such
groups, in terms of etA and etB .
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let A and B be two generators of strongly continuous semigroups in a Banach
space X. An open problem in semigroup theory is to find sufficient conditions
in order that the sum A+ B , or some extension, generates a strongly continuous
semigroup. A first well know theorem (see [1, p. 64]) is the following:
Theorem 1.1. Let A and B be linear operators, infinitesimal generators of
strongly continuous semigroups etA, etB , such that[
etA, esB
]= 0, for every t, s ∈R+,
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or equivalently[
R(λ,A),R(µ,B)
]= 0, for every λ ∈ ρ(A), µ ∈ ρ(B).
Then A+B :D(A)∩D(B)→X is closable and its closure generates a strongly
continuous semigroup given by
etA+B = etAetB = etBetA.
In Theorem 1.1 the commutation assumption is essential. We want to see what
happens if the commutator [A,B] is not zero but, roughly, it commutes both
with A and B .
Let A and B two n × n matrices. If the commutators [A, [A,B]] and
[B, [A,B]] vanish, playing a bit with the Campbell–Hausdorff formula (see,
e.g., [5]) we get easily, for every t ∈R,
(i) et2[A,B] = e−tAe−tBetAetB, e−t2[A,B] = e−tBe−tAetBetA,
(ii) et(A+B) = etAetBe−(t2/2)[A,B] = e−(t2/2)[A,B]etAetB.
The aim of this paper is to extend formulas (i) and (ii) to the case in which A
and B are infinitesimal generators of strongly continuous groups in a general
Banach space X. We shall show that under suitable assumptions the operators
[A,B] and A+B are closable, and their closures are the infinitesimal generators
of strongly continuous groups T (t), S(t) such that
(i) T (t)= e−
√
tAe−
√
tBe
√
tAe
√
tB, t  0,
T (t)= e−
√−tBe−
√−tAe
√−tBe
√−tA, t  0,
(ii) S(t)= T (− t22 )etAetB = etAetBT (− t22 ), t ∈R.
(1.1)
More precisely, we shall consider the following assumptions H1, H2:
H1

A,B generate strongly continuous groups etA, etB;
there exists a dense subspace D of X such that
D ⊆D(AB) ∩D(BA)
and for every t ∈R
(a1) etA(D)⊆D, etB(D)⊆D,
(b1)
[[A,B], etA]x = 0= [[A,B], etB]x, for every x ∈D,
(1.2)
H2

A,B generate strongly continuous groups etA, etB;
there exists a dense subspace D of X and ω > 0 such that
D ⊆D(AB) ∩D(BA)
and for Reλ, Reµ sufficiently large
(a2) R(λ,A)(D)⊆D, R(µ,B)(D)⊆D,
(b2)
[[A,B],R(λ,A)]x = 0= [[A,B],R(µ,B)]x,
for every x ∈D.
(1.3)
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(a1) and (a2) may be considered stability assumptions, while the commutation
assumptions (b1) and (b2) correspond to [A, [A,B]] = 0 = [B, [A,B]] when
X = Rn. We shall see that H1 implies H2 and if H1 or H2 hold then
[A,B] :D→X has a closed extension which generates a strongly continuous
group T (t) satisfying (i), and A+B :D(A)∩D(B)→X has a closed extension
which generates a strongly continuous group satisfying (ii).
Formulas (i), (ii) have to be compared with representation formula due to
Goldstein [2] who proved that if the commutator [A,B] has a closed extension
which generates a strongly continuous semigroup T (t) and if suitable stability
assumptions hold, then
T
(
t2
)= lim
n→∞
(
e
t
nAe
t
nBe
−t
n Ae
−t
n B
)n2
.
In our case the sequence in the right-hand side is constant (independent of n). The
commutativity assumptions (b1), (b2) are indeed rather strong, however they are
satisfied by the realization of partial differential operators
Af (x, y)= α(x, y)∂f
∂x
, Bf (x, y)= β(x, y)∂f
∂y
(1.4)
in C0(R2), for suitable coefficients α, β , discussed in the end of Section 3.
The most popular example of operators A, B satisfying our assumptions are
the realizations of the derivatives in the Heisenberg group,
Af (x, y, z)= ∂f
∂x
+ 2y ∂f
∂z
, Bf (x, y, z)= ∂f
∂y
− 2x ∂f
∂z
(1.5)
in C0(R3) or Lp(R3), 1  p <∞. However in this case the commutator is the
realization of −4∂f /∂z, and the formula (1.1)(i) is trivial.
At the end of the paper we consider also the case where [A,B] = αA on D
for some α = 0, D being again a dense subspace of X such that D ⊂D([A,B]).
We show that A+ B :D→X is closable, and its closure generates the strongly
continuous group
G(t)= e(1−e−αt )/αAetB. (1.6)
We give an example of the type (1.4).
2. Consequences of H1 and H2
In this paper A :D(A)→X and B :D(B)→X are infinitesimal generators of
strongly continuous groups etA, etB , and ωA, ωB are two not negative constants
such that
ρ(A)⊃ {λ ∈R: |λ|>ωA}, ρ(B)⊃ {µ ∈R: |µ|>ωB} and
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∥∥Rn(λ,A)∥∥ MA
(|λ| −ωA)n ,
∥∥Rn(µ,B)∥∥ MB
(|µ| −ωB)n ,
for every n ∈N, |λ|>ωA, |µ|>ωB.
We fix:
ωmax{ωA,ωB};
and we set:
D
([A,B]) :=D(AB) ∩D(BA).
In the next propositions we prove several commutation formulas under assump-
tion H1.
Proposition 2.1. Let A and B be two linear operators that verify H1. Then, for
every x ∈D, we have
(i) [B,etA]x =−tetA[A,B]x , for every t ∈R.
(ii) [A,etB]x = tetB[A,B]x , for every t ∈R.
(iii) R(λ,A)x ∈D(B) for Reλ > ωA and [B,R(λ,A)]x =−R2(λ,A)[A,B]x.
(iv) R(µ,B)x ∈D(A) for Reµ>ωB and [A,R(µ,B)]x =R2(µ,B)[A,B]x.
Proof. Let us prove statement (i). Let x ∈ D and let un(t) := nBR(n,B)etAx ,
t ∈ R. Then limn→+∞ un(t) = BetAx =: u(t) and limn→+∞ u′n(t) = BAetAx ,
uniformly on each interval [−M,M]. Hence u(t) ∈ C1(R,X) and it is the unique
strict solution of the Cauchy problem{
v′(t)=Av(t)− [A,B]etAx,
v(0)= Bx.
Using the variation of constants formula we get
BetAx = u(t)= etABx −
t∫
0
e(t−s)A[A,B]esAx ds
= etABx − tetA[A,B]x.
Now we prove (iii). Let x ∈ D. Since ‖e−λtBetAx‖ and ‖e−λt etAx‖ are
summable on [0,+∞), R(λ,A)x ∈ D(B) and BR(λ,A)x = ∫∞0 e−λtBetAx .
Using (i) we get
BR(λ,A)x =
∞∫
0
e−λtetABx dt −
∞∫
0
te−λt etA[A,B]x dt
=R(λ,A)Bx + d
dλ
∞∫
0
e−λt etA[A,B]x dt
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=R(λ,A)Bx −R2(λ,A)[A,B]x.
The proofs of (ii) and (iv) are similar. ✷
Proposition 2.2. Let A and B be two linear operators that verify H1. Then, for
every x ∈D and λ,µ ∈C such that Reλ, Reµ>ω, we have
(i) R(λ,A)x ∈D([A,B]), R(µ,B)x ∈D([A,B]),[
R(λ,A), [A,B]]x = 0= [R(µ,B), [A,B]]x.
(ii)
[
R(µ,B), etA
]
x =−
t∫
0
e(t−s)AR2(µ,B)esA[A,B]x ds,
for every t ∈R.
(iii)
[
R(λ,A), etB
]
x =
t∫
0
e(t−s)BR2(λ,A)esB[A,B]x ds,
for every t ∈R.
(iv)
[
etA, esB
]
x=−setA
t∫
0
e−σAesBeσA[A,B]x dσ, for every t, s ∈R.
(v)
[
R(λ,A),R(µ,B)
]
x =R(λ,A)R2(µ,B)R(λ,A)[A,B]x
=R(µ,B)R2(λ,A)R(µ,B)[A,B]x.
Proof. (i) Let x ∈ D. By (iii) of Proposition 2.1 we have BR(λ,A)x ∈ D(A)
and ABR(λ,A)x = AR(λ,A)Bx − AR2(λ,A)[A,B]x. Hence R(λ,A)x ∈
D([A,B]) and
[A,B]R(λ,A)x = (λI −A)R2(λ,A)[A,B]x − (λI −A)R(λ,A)Bx +Bx
=R(λ,A)[A,B]x.
The same argument shows that R(µ,B)x ∈ D([A,B]) and [R(µ,B), [A,
B]]x = 0, for every x ∈D.
(ii) Let u(t) := R(µ,B)etAx . By (i) and (iii) of Proposition 2.1, u(t) ∈D(A),
for every t ∈R, and u is the unique strict solution of{
u′(t)=Au(t)−R2(µ,B)[A,B]etAx,
u(0)=R(µ,B)x.
By the variation of constants formula we obtain
R(µ,B)etAx = u(t)= etAR(µ,B)x −
t∫
0
e(t−s)AR2(µ,B)[A,B]esAx ds
= etAR(µ,B)x −
t∫
0
e(t−s)AR2(µ,B)esA[A,B]x ds.
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The proof of (iii) is similar, and it is omitted.
(iv) Now let u(t) := esBetAx . Arguing as above, we see that u is the unique
strict solution of{
u′(t)=Au(t)− sesBetA[A,B]x,
u(0)= esBx,
and we obtain (iv).
(v) Let x ∈D. Using (ii) we obtain
R(λ,A)R(µ,B)x =
+∞∫
0
e−λtetAR(µ,B)x dt
=R(µ,B)R(λ,A)x
+
+∞∫
0
e−λt
t∫
0
e(t−s)AR2(µ,B)esA[A,B]x ds dt.
Therefore,
[
R(λ,A),R(µ,B)
]
x =
+∞∫
0
+∞∫
0
e−λzezAR2(µ,B)e−λyeyA[A,B]x dy dz
=R(λ,A)R2(µ,B)R(λ,A)[A,B]x,
which is the first equality in (v). Exchanging A with B and λ with µ we get the
second equality. ✷
Now we can prove that the linear operator [A,B] :D→X is closable.
Proposition 2.3. LetA andB be two linear operators that verify H1. Then [A,B] :
D→X is closable.
Proof. Let {xn} ⊆D be a sequence such that xn → 0 and [A,B]xn → y . Then,
for every t ∈R and µ>ωB ,
0= lim
n→+∞
[
R(µ,B), etA
]
xn = lim
n→+∞−
t∫
0
e(t−s)AR2(µ,B)esA[A,B]xn ds
=−etA
t∫
0
e−sAR2(µ,B)esAy ds.
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Since etA is one-to-one,
t∫
0
e−sAR2(µ,B)esAy ds = 0, for every t ∈R.
Hence
e−sAR2(µ,B)esAy = 0, for every s ∈R,
and then y = 0. ✷
Definition 2.4. We denote by Z :D(Z)→X the closure of [A,B] :D→X. It is
clear that D(Z) is dense in X.
In the next propositions we extend to Z several properties of the operator
[A,B].
Proposition 2.5. Let A and B be two linear operators that verify H1. Then, for
every x ∈D(Z), t ∈R and λ,µ ∈C such that Reλ, Reµ>ω, we have
(1) etAx, etBx ∈D(Z) and [Z,etA]x = 0= [Z,etB]x.
(2) R(λ,A)x,R(µ,B)x ∈D(Z) and[
Z,R(λ,A)
]
x = 0= [Z,R(µ,B)]x.
(3)
[
R(µ,B), etA
]
x =−
t∫
0
e(t−s)AR2(µ,B)esAZx ds.
(4)
[
R(λ,A), etB
]
x =
t∫
0
e(t−s)BR2(λ,A)esBZx ds.
(5)
[
etA, esB
]
x =−setA
t∫
0
e−σAesBeσAZx dσ.
(6)
[
R(µ,B),R(λ,A)
]
x =R(λ,A)R2(µ,B)R(λ,A)Zx
=R(µ,B)R2(λ,A)R(µ,B)Zx.
(7) For every x ∈D(Z)∩D(B)
etAx ∈D(B) and [B,etA]x =−tetAZx.
(8) For every x ∈D(Z)∩D(A)
etBx ∈D(A) and [A,etB]x = tetBZx.
(9) For every x ∈D(Z)∩D(B)
R(λ,A)x ∈D(B) and [B,R(λ,A)]x =−R2(λ,A)Zx.
(10) For every x ∈D(Z)∩D(A)
R(µ,B)x ∈D(A) and [A,R(µ,B)]x =R2(µ,B)Zx.
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Proof. Let x ∈D(Z). By definition, there exists a sequence {xn} ⊆D such that
xn → x and [A,B]xn→ Zx . By assumption H1, etAxn ∈D and [A,B]etAxn =
etA[A,B]xn. Therefore, limn→+∞[A,B]etAxn = etAZx , and (1) is proved.
Now we prove (7). Let x ∈D(Z)∩D(B). Then we have
nBR(n,B)etAx = (n2R(n,B)− nI)etAx
= etAnBR(n,B)x − n2
t∫
0
e(t−s)AR2(n,B)esAZx ds.
Letting n→+∞ we get (7). The proofs of the other statements are similar, and
they are left to the reader. ✷
Now we are able to prove that H1 implies H2.
Corollary 2.6. Let A and B be two linear operators. If they verify H1 then they
verify H2.
Proof. Let λ and µ be such that Reλ > ω and Reµ > ω. Let x ∈ D˜ :=
D([A,B])∩D(Z). By Proposition 2.1 we have
R(λ,A)x ∈D(B), BR(λ,A)x =R(λ,A)Bx −R2(λ,A)[A,B]x,
so that R(λ,A)x ∈ D(AB). Moreover, R(λ,A)x ∈ D(A), AR(λ,A)x = λR(λ,
A)x−x belongs to D(B) and by (2) of Proposition 2.5 R(λ,A)x ∈D(Z). Hence
R(λ,A)x ∈ D˜, and similarly R(µ,B)x ∈ D˜. Therefore (a2) is verified with D
replaced by D˜. We see that D˜ is dense in X because it contains D. Moreover (2)
of Proposition 2.5 gives us (b2). ✷
Now we investigate the consequences of H2. As before, we will prove some
commutation theorem and we shall see that [A,B] :D→X is closable.
Proposition 2.7. Let A and B be two linear operators that verify H2. Then, for
every x ∈D and λ,µ ∈C such that Reλ,Reµ>ω, we have[
R(λ,A),R(µ,B)
]
x =R(µ,B)R2(λ,A)R(µ,B)[A,B]x
=R(λ,A)R2(µ,B)R(λ,A)[A,B]x.
Proof. Let x ∈D. Setting y :=R(λ,A)R(µ,B)x , then y ∈D ⊆D([A,B]) and
(λI −A)(µI −B)y = (µI −B)(λI −A)y + [A,B]y = x + [A,B]y.
Then
R(λ,A)R(µ,B)x
=R(µ,B)R(λ,A)x +R(µ,B)R(λ,A)[A,B]R(λ,A)R(µ,B)x,
and the statement follows. ✷
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Proposition 2.8. LetA andB be two linear operators that verify H2. Then [A,B] :
D→X is closable.
Proof. Let {xn} ⊆ D be a sequence such that for n → +∞ xn → 0 and
[A,B]xn→ y . Then
0= lim
n→+∞
[
R(λ,A),R(µ,B)
]
xn
= lim
n→+∞R(µ,B)R
2(λ,A)R(µ,B)[A,B]xn.
Hence
R(µ,B)R2(λ,A)R(µ,B)y = 0,
and therefore y = 0. ✷
Also in this case we call Z the closure of [A,B] :D→X.
Proposition 2.9. Let A and B be two linear operators that verify H2. Then, for
every x ∈D(Z) and λ,µ ∈C such that Reλ,Reµ> ω, we have
(i) R(λ,A)x ∈D(Z), R(µ,B)x ∈D(Z) and[
R(λ,A),Z
]
x = 0= [R(µ,B),Z]x.
(ii)
[
R(λ,A),R(µ,B)
]
x =R(µ,B)R2(λ,A)R(µ,B)Zx
=R(λ,A)R2(µ,B)R(λ,A)Zx.
(iii) For every x ∈D(Z) ∩D(A),
R(µ,B)x ∈D(A)∩D(Z) and [A,R(µ,B)]x =R2(µ,B)Zx.
(iv) For every x ∈D(Z) ∩D(B),
R(λ,A)x ∈D(B) ∩D(Z) and [B,R(λ,A)]x =−R2(λ,A)Zx.
Proof. By assumption H2 and by Proposition 2.7, (i) and (ii) hold with D(Z)
replaced by D and Z replaced by [A,B]. Using the definition of Z (i) and (ii)
follow. To prove (iii) let x ∈D(Z) ∩D(B). Then
λAR(λ,A)R(µ,B)x −R(µ,B)λAR(λ,A)x
= λ2R(λ,A)R(µ,B)x − λ2R(µ,B)R(λ,A)x
=R(µ,B)λ2R2(λ,A)R(µ,B)Zx.
As λ→+∞, λAR(λ,A)x→Ax , R(µ,B)λ2R2(λ,A)R(µ,B)Zx→ R2(µ,B)
Zx , and hence
lim
λ→+∞λAR(λ,A)R(µ,B)x =R(µ,B)Ax −R
2(µ,B)Zx,
so that R(µ,B)x ∈D(A) and we get (iii). Replacing A with B we get (iv). ✷
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Proposition 2.10. Let A and B be two linear operators that verify H2. Then, for
every k ∈N:
(i) For every x ∈D(Z)∩D(A),
Rk(µ,B)x ∈D(A) ∩D(Z) and [A,Rk(µ,B)]x = kRk+1(µ,B)Zx.
(ii) For every x ∈D(Z)∩D(B),
Rk(λ,A)x ∈D(B) ∩D(Z) and [B,Rk(λ,A)]x =−kRk+1(λ,A)Zx.
(iii) For every t ∈R and x ∈D(Z),
etAx ∈D(Z), etBx ∈D(Z), and [Z,etA]x = 0= [Z,etB]x.
(iv) For every x ∈D(B) ∩D(Z),
etAx ∈D(B) ∩D(Z) and [B,etA]x =−tetAZx.
(v) For every x ∈D(A)∩D(Z),
etBx ∈D(A)∩D(Z) and [A,etB]x = tetBZx.
(vi) For every x ∈D(Z), [R(µ,B), etA]x=− t∫
0
e(t−s)AR2(µ,B)esAZx ds.
(vii) For every x ∈D(Z), [R(λ,A), etB]x = t∫
0
e(t−s)BR2(λ,A)esBZx ds.
(viii) For every x ∈D(Z), [etA, esB]x =−setA t∫
0
e−σAesBeσAZx dσ.
Proof. We prove (ii) by recurrence (the proof of (i) is similar). Proposition 2.9
implies that for k = 1 the statement is true. Let x ∈D(B)∩D(Z). We suppose that
statement is true for k0. Then Rk0+1(λ,A)x = R(λ,A)(Rk0(λ,A))x ∈ D(B) ∩
D(Z). Moreover,
BRk0+1(λ,A)x −Rk0+1(λ,A)Bx
=R(λ,A)BRk0 (λ,A)x −R2(λ,A)ZRk0(λ,A)x −Rk0+1(λ,A)Bx
=Rk0+1(λ,A)Bx − k0Rk0+2(λ,A)Zx −R2(λ,A)ZRk0(λ,A)x
−Rk0+1(λ,A)Bx,
hence[
B,Rk0+1(λ,A)
]
x =−(k0 + 1)Rk0+2(λ,A)Zx,
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so that the statement holds for k0 + 1. Now we prove (iii). Let x ∈D. We denote
by
xn :=
(
n
t
R
(
n
t
,A
))n
x.
Then limn→+∞ xn = etAx and
lim
n→+∞[A,B]xn = limn→+∞[A,B]
(
n
t
R
(
n
t
,A
))n
x
= lim
n→+∞
(
n
t
R
(
n
t
,A
))n
[A,B]x = etAZx.
Similarly
lim
n→+∞[A,B]
(
n
t
R
(
n
t
,B
))n
x = etBZx.
By definition of Z we get (iii). To prove (iv), let x ∈D(B) ∩D(Z), and set
yn :=
(
n
t
R
(
n
t
,A
))n
x.
By Proposition 2.9, yn ∈D(B) and
Byn =
(
n
t
R
(
n
t
,A
))n
Bx − n
(
n
t
)n(
R
(
n
t
,A
))n+1
Zx
=
(
n
t
R
(
n
t
,A
))n
Bx − t
(
n
t
R
(
n
t
,A
))(
n
t
R
(
n
t
,A
))n
Zx.
Then Byn → etABx − tetAZx . Hence we have (iv). The proof of (v) is similar.
As far as (vi), (vii), (viii) are concerned, we observe that the formulas are true
for x ∈ D(A) ∩ D(Z) ∩ D(B). If x ∈ D(Z), we set xn = n2R(n,A)R(n,B)x ,
then xn ∈D(A)∩D(Z)∩D(B), and for n→+∞ we have xn→ x , Zxn→Zx .
Letting n→+∞ in the formulas we get (vi), (vii), (viii). ✷
3. Sums and commutators
In this section we shall see that under assumption H2 the closure Z of
[A,B] :D → X generates a strongly continuous group T (t) for which the
representation formula (1.1)(i) holds. Since H1 impliesH2 thanks to Corollary 2.6
the same is true under assumption H1.
To prove that Z is the generator of a strongly continuous group we need next
lemma.
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Lemma 3.1. Let C be a closed densely defined operator and let T (t) be a strongly
continuous semigroup such that
d
dt
T (t)x = CT (t)x = T (t)Cx, for every x ∈D(C), t  0.
Then C is the infinitesimal generator of T (t).
Proof. LetA be the infinitesimal generator of T (t). ThenR(λ,A)= ∫ +∞0 e−λt ×
T (t) dt for every λ with Reλ > ωA, and D(A)= R(λ,A)(X). If x ∈D(C) then
t→ T (t)x is differentiable and integrating by parts, we obtain
R(λ,A)x =
+∞∫
0
e−λtT (t)x dt =
+∞∫
0
1
λ
e−λtCT (t)x dt + x
λ
=C
+∞∫
0
1
λ
e−λtT (t)x dt + x
λ
,
therefore,
λR(λ,A)−CR(λ,A)= I in D(C).
Let x ∈ X. Then there exists {xn} ⊆ D(C) such that xn → x for n→+∞, and
we have
λR(λ,A)xn −CR(λ,A)xn = xn, for every n ∈N.
Then
lim
n→+∞CR(λ,A)xn = λR(λ,A)x − x and
lim
n→+∞R(λ,A)xn =R(λ,A)x
hence R(λ,A)x ∈D(C) and (λI − C) is left inverse of R(λ,A). It follows that
A= B . ✷
Now we can prove that Z is the infinitesimal generator of a strongly continuous
group.
Theorem 3.2. Let A and B be two linear operators that verify H2. Then Z
generates a strongly continuous group T (t) such that
T (t)= e
√
tAe
√
tBe−
√
tAe−
√
tB = e−
√
tAe−
√
tBe
√
tAe
√
tB , t  0,
T (t)= e
√−tBe
√−tAe−
√−tBe−
√−tA
= e−
√−tBe−
√−tAe
√−tBe
√−tA, t  0.
(3.1)
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Proof. Let s, t  0. By Proposition 2.10 for every x ∈ D(A) ∩ D(Z) ∩ D(B)
and etAx ∈ D(A) ∩ D(Z) ∩ D(B) and esBx ∈ D(A) ∩ D(Z) ∩ D(B). Let x ∈
D(A) ∩D(Z) ∩D(B). Setting u(t) :=G(t)x = etAetBe−tAe−tBx we have
u′(t)=AetAetBe−tAe−tBx + etABetBe−tAe−tBx − etAetBAe−tAe−tBx
− etAetBe−tABe−tBx
= etAAetBe−tAe−tBx + etAetBBe−tAe−tBx
− etAetBe−tA(A+B)e−tBx.
Since [B,etA]x =−tetAZx and [A,esB]x = tesBZx , we obtain
u′(t)= etAetBe−tA(A+B)e−tBx + etAtetBZe−tAe−tBx
+ etAetBte−tAZe−tBx − etAetBe−tA(A+B)e−tBx
= 2tZetAetBe−tAe−tBx = 2tZu(t)= 2tG(t)Zx.
Hence, setting v(t) := u(√t), we have v′(t) = Zv(t). Let now x ∈ D(Z), and
set again v(t) := u(√t), t  0. Then v ∈ C([0,∞),X). Approximating x with
elements of D(A) ∩D(Z) ∩D(B), which is dense in X and in D(Z), we obtain
that v ∈C1([0,∞),X)∩C([0,∞),D(Z)) and v′(t)=G(√t)Zx =ZG(√t)x =
Zv(t). Therefore v is a strict solution to problem{
w′(t)=Zw(t), t  0,
w(0)= x. (3.2)
The strict solution to (3.2) is unique: if w is any strict solution, then
d
ds
(
G
(√
t − s )w(s))
=−ZG(√t − s )w(s)+G(√t − s )Zw(s)= 0, 0 s < t,
so that w(t) = G(√t)x . This implies that G(√t)G(√s)x = G(√t + s)x for
every x ∈D(Z) and hence for every x ∈X because D(Z) is dense in X.
All the hypotheses of Lemma 3.1 are verified, and therefore
etZ =G(√t )= e√tAe√tBe−√tAe−√tB , t  0.
Using similar argument for G˜(t)= e−tAe−tBetAetB we obtain
etZ = e−
√
tAe−
√
tBe
√
tAe
√
tB, t  0.
Replacing A with B we get that −Z is the infinitesimal generator of
e−tZ = e−
√
tBe−
√
tAe
√
tBe
√
tA = e
√
tBe
√
tAe−
√
tBe−
√
tA,
and the statement follows. ✷
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Remark 3.3. Let A and B be two linear operators that verify H2. Then for every
x ∈D(A)∩D(B)
sup
0<t<1
‖etZx − x‖√
t
<∞, lim
t→0+
etZx − x√
t
= 0,
i.e., is continuously embedded in the real interpolation space x ∈DZ(1/2).
Proof. Let x ∈D(A) ∩D(B) and t > 0. Then
et
2Zx − x
t
= etAetBe−tA e
−tBx − x
t
+ etAetB e
−tAx − x
t
+ etA e
tBx − x
t
+ e
tAx − x
t
,
so that ‖etZx − x‖/√t is bounded in (0,1) and goes to 0 as t→ 0+. ✷
Proposition 3.4. Let A and B be two linear operators that verify H2 and let
T (t) be the strongly continuous group generated by Z. Then for every x ∈
D(A)∩D(B)
T (t)x ∈D(A) ∩D(B) and[
A,T (t)
]
x = 0= [B,T (t)]x, for every t ∈R.
Proof. Let x ∈ D(A) ∩ D(B) ∩ D(Z). For t  0 we have T (t) = e
√
tAe
√
tB ×
e−
√
tAe−
√
tB
, then
AT (t)x =Ae
√
tAe
√
tBe−
√
tAe−
√
tBx
= e
√
tAe
√
tBe−
√
tAAe−
√
tBx + e
√
tA
√
te
√
tBe−
√
tAe−
√
tBZx
= e
√
tAe
√
tBe−
√
tAe−
√
tBAx +√t e
√
tAe
√
tBe−
√
tAe−
√
tBZx
−√t e
√
tAe
√
tBe−
√
tAe−
√
tBZx
= T (t)Ax.
If x ∈ D(A) ∩ D(B), we set xn := nR(n,Z)x . Then T (t)xn → T (t)x , xn ∈
D(A)∩D(B) ∩D(Z), and [A,T (t)]xn = 0. Hence
AT (t)xn = T (t)Axn = T (t)nR(n,Z)Ax→ T (t)Ax, for n→+∞,
therefore T (t)x ∈ D(A) and [A,T (t)]x = 0. The proof for t  0 is similar, as
well as the proof of the second equality. ✷
Now we investigate the behaviour of A+ B :D(A) ∩D(B)→ X. Recalling
the Campbell–Hausdorff formula, we find that
t→ e− t
2
2 ZetAetB and t→ e− t
2
2 ZetBetA
are candidates to be the group generated by A+B .
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Theorem 3.5. Let A and B be two linear operators that verify H2. Then A+B :
D(A) ∩ D(B) → X is closable and A+B generates the strongly continuous
group S(t) given by
S(t)= e− t
2
2 ZetAetB = etAetBe− t
2
2 Z, t ∈R. (3.3)
Proof. Setting
W(t) := e− t
2
2 ZetAetB,
we begin to prove thatW(t) is a strongly continuous group. Obviously t→W(t)x
is continuous, for every x ∈X. If x ∈D(A)∩D(Z) ∩D(B), we have
d
dt
W(t)x
=−tZe− t
2
2 ZetAetBx + e− t
2
2 ZAetAetBx + e− t
2
2 ZetABetBx
=−te− t
2
2 ZetAetBZx + e− t
2
2 ZetAAetBx + e− t
2
2 ZetAetBBx
=−te− t
2
2 ZetAetBZx + e− t
2
2 ZetAetB(A+B)x + te− t
2
2 ZetAetBZx
= e− t
2
2 ZetAetB(A+B)x,
and similarly
d
dt
W(t)x = (A+B)e− t
2
2 ZetAetBx.
Hence t →W(t)x ∈ C1(R,X) ∩ C(R,D(A)) ∩ C(R,D(B)) ∩ C(R,D(Z)) and
it is the unique solution of{
W ′(t)= (A+B)W(t),
W(0)= x. (3.4)
Indeed, if U(t) is another solution with the same regularity, we have
d
ds
(
W(t − s)U(s))
=−(A+B)W(t − s)U(s)+W(t − s)(A+B)U(s)= 0, t, s ∈R,
and then
W(t)x =W(t)U(0)=W(0)U(t)=U(t), for every t ∈R.
Hence W(t) verifies the group property on D(A) ∩D(B) ∩D(Z); but D(A) ∩
D(B)∩D(Z) is dense in X and hence W(t) verifies the group property on X. Let
x ∈D(A)∩D(B). Then we have
W(t)x − x
t
= e− t
2
2 ZetA
etBx − x
t
+ e− t
2
2 Z
etAx − x
t
+ e
− t22 Zx − x
t
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which goes to Ax + Bx as t → 0+, by Remark 3.3. Hence, denoting by L
the infinitesimal generator of W(t), we get D(A) ∩ D(B) ⊆ D(L) and Lx =
(A + B)x , for every x ∈ D(A) ∩ D(B). Since A + B ⊆ L and L is a closed
operator,A+B is closable. If we prove that D(L)⊆D(A+B), then L=A+B
and the statement follows. Let x ∈ D(L). We set y := λx − Lx , for Reλ > ω.
Hence
x =R(λ,L)y =
+∞∫
0
e−λt e−
t2
2 ZetAetBy dt.
We define yn := n3R(n,A)R(n,B)R(n,Z)y and xn := R(λ,L)yn. Then for
n→+∞yn→ y and xn→ x . Since yn ∈D(A) ∩D(Z) ∩D(B), then
e−λt e−
t2
2 ZetAetByn ∈D(A) ∩D(B) and
(A+B)e−λtW(t)yn = e−λtd/dtW(t)yn = e−λtW(t)(A+B)yn.
Now we have
Ae−λtW(t)yn = e−λtW(t)Ayn + te−λtW(t)Zyn,
Be−λtW(t)yn = e−λtW(t)Byn − te−λtW(t)Zyn,
therefore, xn ∈D(A)∩D(B) and we obtain
(A+B)xn =
+∞∫
0
e−λt d
dt
W(t)yn dt =
+∞∫
0
λe−λtW(t)yn dt + yn
= λxn − yn −→ λx − y = Lx as n→+∞.
It follows that x ∈D(A+B). ✷
If A and B generate two contraction groups and satisfy H2, we can find
another approximation formula for the group generated by A+B . We may use
the following theorem. See [3], see also [7] for a counter example when some
assumption fails.
Theorem 3.6. Let T (t) and S(t) be strongly continuous semigroups on a Banach
space E. Suppose that there exists a normed vector space (F,‖ · ‖F ) which
is densely embedded in E and invariant under both semigroups such that the
following conditions hold:
(i) T (t) and S(t) are exponentially bounded on F
and locally Trotter-stable on E and F .
(ii) There exist δ > 0, α > 1, M1, such that∥∥T (t)S(t)f −S(t)T (t)f ∥∥ tαM1‖f ‖F , for all f ∈F , t ∈[0, δ].
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Then the Lie–Trotter product formula holds, i.e.,
U(t)f := lim
n→∞
(
T
(
t
n
)
S
(
t
n
))n
f
exists for every f ∈E uniformly for t in compact intervals of R+. Moreover, U(t)
is a strongly continuous semigroup with generator (G,D(G)) such that
G⊇ d
dt
(
T (t)S(t)
)
t=0 ⊇ A+B,
where each operator is defined on its natural domain.
We recall that the semigroups T (t) and S(t) are called locally Trotter-stable if
there exist some constant t0 > 0 and M0  1 such that∥∥∥∥(T( tn
)
S
(
t
n
))n∥∥∥∥
F
M0,
for every t ∈ [0, t0] and n ∈N.
In our case we choose F := D(Z) and E := X. Then, by (iii) of Proposi-
tion 2.10, D(Z) is invariant under both etA and etB , and for every f ∈D(Z) and
t  0 we have∥∥T (t)f ∥∥+ ∥∥ZT (t)f ∥∥= ∥∥T (t)f ∥∥+ ∥∥T (t)Zf ∥∥M1eωAt‖f ‖D(Z),∥∥S(t)f ∥∥+ ∥∥ZS(t)f ∥∥= ∥∥S(t)f ∥∥+ ∥∥S(t)Zf ∥∥M2eωB t‖f ‖D(Z),
and ∥∥∥∥(T( tn
)
S
(
t
n
))n∥∥∥∥
D(Z)
= sup
‖f ‖1
(∥∥∥∥(T( tn
)
S
(
t
n
))n
f
∥∥∥∥+ ∥∥∥∥Z(T( tn
)
S
(
t
n
))n
f
∥∥∥∥)
= sup
‖f ‖1
(∥∥∥∥(T( tn
)
S
(
t
n
))n
f
∥∥∥∥+ ∥∥∥∥(T( tn
)
S
(
t
n
))n
Zf
∥∥∥∥)

(
1+‖Zf ‖D(Z)
)
eωAteωB t .
Therefore (i) is satisfied. Moreover for every f ∈ X the condition (ii) is verified
for α = 2, since
∥∥[etA, etB]f ∥∥= ∥∥∥∥∥tetA
t∫
0
e−σAetBeσBZf dσ
∥∥∥∥∥
 t
∥∥etA∥∥ t∫
0
∥∥e−σAetBeσA∥∥‖Zf ‖dσ  t2M1‖f ‖D(Z),
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for t ∈ [0, δ]. Therefore we can apply Theorem 3.6 and we obtain
etA+Bf := lim
n→∞
(
e
t
n
Ae
t
n
B
)n
f, for every f ∈X.
Now we see some examples in which we can apply the previous theorems.
Example 3.7. Let (R3, 3) be the Heisenberg group, where the noncommutative
sum 3 is defined by
(x, y, z) 3 (x ′, y ′, z′)= (x + x ′, y + y ′, z+ z′ + 2(x ′ · y − x · y ′)).
We define the derivatives with respect to X and with respect to y as
Af (P )= lim
h→0
f (P 3he1)−f (P )
h
, Bf (P )= lim
h→0
f (P 3he2)−f (P )
h
,
P = (x, y, z) ∈R3.
If f is smooth we have
Af (P )= ∂f
∂x
(P )+ 2y ∂f
∂z
(P ), Bf (P )= ∂f
∂x
(P )+ 2y ∂f
∂z
(P ),
and
[A,B]f (P )=−4∂f
∂z
(P ).
Let X := C0(R3) = {f ∈ C(R3): lim|P |→+∞ f (P ) = 0}, or else X = Lp(R3),
1  p <∞. Then the realizations A, B of A and B in X generate the strongly
continuous groups
etAf (P )= f (P 3 te1), etBf (P )= f (P 3 te2).
Assumption H1 is satisfied with D = C∞c (R3), hence Theorems 3.2 and 3.5 are
applicable. Theorem 3.2 says that [A,B] :D→ X is closable and its closure Z
generates a group T (t) which satisfies (3.1). We see immediately that D(Z) =
{f ∈ X: ∃fz ∈ X} and Zf (P) = −4 ∂f∂z (P ) so that T (t)f (x, y, z) = f (x, y,
z− 4t) and formula (3.1) is trivial in our case. Theorem 3.5 says also that A+B
is closable, and its closure generates the strongly continuous group
etA+Bf (P )= f (P 3 te1 3 te2 3 (−2t2e3)).
Example 3.8. Let X = C0(R2), let α(x, y)= α1(x)α2(y) and β(x, y)= β1(x)×
β2(y) be such that α,β ∈ C2(R2) ∩ Lip(R2) and α = 0, β = 0. Then, for every
(x, y) ∈R2, the following Cauchy problems have global solutions:{
ξ ′ = α(ξ, y),
ξ(0)= x,
{
ϕ′ = β(x,ϕ),
ϕ(0)= y. (3.5)
We define the linear operators
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D(A)= {f ∈X: Af ∈X}, Af =Af,
with (Af )(x, y)= α(x, y)∂f
∂x
(x, y),
D(B)= {f ∈X: Bf ∈X}, Bf = Bf,
with (Bf )(x, y)= β(x, y)∂f
∂y
(x, y).
Such operators (see [4]) generate the strongly continuous groups(
etAf
)
(x, y)= f (ξ(x, y, t), y),(
etBf
)
(x, y)= f (x,ϕ(x, y, t)).
It is easy to see that
D
([A,B])= {f ∈X: fx,fy ∈X,fxy ∈X},
[A,B]f = αβxfy − βαyfx, for every f ∈D
([A,B]).
We choose D := {f ∈ C1c (R2): ∃fxy ∈ C0c (R2)}. By the general theory of
ordinary differential equations and by [4, pp. 147–151] we have that the solutions
of (3.5) are twice differentiable and the applications (x, y) → (ξ(x, y, t), y),
(x, y) → (x,ϕ(x, y, t)) are homeomorphism, for every t ∈ R. It follows that
condition (a1) of H1 is satisfied.
In order to verify assumption (b1) we need that[[A,B],B]f = 0= [[A,B],A]f, for every sufficiently smooth f. (3.6)
This because (3.6) is the idea that is behind the hypothesis H1 and H2, for every
f ∈D we have[[A,B],A]f = αβx ∂
∂y
(αfx)− βαy ∂
∂x
(αβxfy − βαyfx)
= (2αβxαy − βαyαx + αβαxy)fx − α(αβxx + αxβx)fy.
Then [[A,B],A]= 0 ⇐⇒ {α(αβxx + αxβx)= 0,
2αβxαy − βαyαx + αβαxy = 0, (3.7)
and similarly[[A,B],B]= 0 ⇐⇒ {β(βαyy + αyβy)= 0,
2βαyβx − αβxβy + αββxy = 0. (3.8)
It is easy to see that both (3.7) and (3.8) are satisfied if
α(x, y)= α1(x)
( y∫
0
k0
β2(s)
ds + k1
)
, β(x, y)= c1β2(y),
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or else
α(x, y)= k1α1(x), β(x, y)= β2(y)
( x∫
0
c0
α1(s)
ds + c1
)
,
with ki, ci ∈R, i = 1,2. Let us consider the first case, i.e.,
A= α1(x)
( y∫
0
k0
β2(s)
ds + k1
)
∂
∂x
= α1(x)α2(y) ∂
∂x
,
B = c1β2(y) ∂
∂y
.
Since α′2 = k0/β2, the commutator is
[A,B]f =−c′k0α1(x)fx, f ∈D.
Hence for f ∈D we have
etB
([A,B]f )= etB(−c′k0α1fx)=−c′k0α1(x)fx(x,ϕ(x, y, t))
= [A,B](f (x,ϕ(x, y, t)))= [A,B]etBf,
and
etA
([A,B]f )= etA(−c′k0α1fx)=−c′k0α1(ξ)fx(ξ(x, y, t), y)
=−c′k0α1(x)fx
(
ξ(x, y, t), y
)
ξx
= [A,B]f (ξ(x, y, t), y)= [A,B]etAf,
since α1(x)ξx = α1(ξ). Therefore, (b1) is verified, and we can apply Theo-
rems 3.2 and 3.5. It follows that [A,B] :D→X and A+B :D(A)∩D(B)→X
are closable and their closures generate the strongly continuous groups given by
formula (1.1).
4. The case [A,B] = αA
In this section we consider the case where the commutator of A and B is a
multiple of A.
Definition 4.1. We say that A and B verify assumption H3 if A and B are
infinitesimal generators of strongly continuous groups etA, etB , there exists a
dense subspace D such that D ⊆ D([A,B]) and etA(D) ⊆ D, etB(D) ⊆ D for
every t ∈R, and there exists α = 0 such that [A,B]x = αAx for every x ∈D.
Proposition 4.2. Let A and B be two linear operators that verify H3. Then, for
every λ ∈C with real part sufficiently large
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(i) etAx ∈D(B) and [B,etA]x =−αtetAAx , for every x ∈D,
(ii) etBx ∈D(A) and [A,etB]x = (eαt − 1)etBAx , for every x ∈D,
(iii) R(λ,A)x ∈D(B) and [B,R(λ,A)]x = αR2(λ,A)Ax , for every x ∈D,
(iv) R(λ,B)x ∈ D(A) and [A,R(λ,B)]x = R(λ − α,B)Ax − R(λ,B)Ax , for
every x ∈D.
Proof. Let x ∈D. Setting u(t) := BetAx , u ∈ C(R,D(A))∩C1(R,X) and{
u′(t)= BAetAx =ABetAx − αAetAx =Au(t)− αAetAx,
u(0)= Bx. (4.1)
Indeed, letting un(t) := nBR(n,B)etAx , converges to u uniformly on each
bounded interval, and u′n(t) = nBR(n,B)AetAx converge to BAetA uniformly
on each bounded interval. Therefore, u is differentiable, u(t) ∈D(A), for every
t ∈R, and u′(t)=Au(t)−αAetAx . Since t→ u′(t) t→ αAetAx are continuous,
t→Au(t) is continuous too. Then, using the variation of constant formula,
u(t)= etABx − α
t∫
0
e(t−s)AesAAx ds = etABx − αtetAAx.
Similarly, setting v(t) :=AetBx , we have v(0)=Ax and
v′(t)=ABetBx = BAetBx + αAetBx = Bv(t)+ αv(t),
so that v(t)= eαtetBAx and[
A,etB
]
x =AetBx − etBAx = (eαt − 1)etBAx.
Now we prove (iii) (the proof of (iv) is similar). Let x ∈D. Using (i) we have
R(λ,A)Bx =
∞∫
0
e−λt etABx dt =
∞∫
0
Be−λt etAx dt + α
∞∫
0
te−λt etAAx dt
=
∞∫
0
Be−λt etAx dt + αR2(λ,A)Ax,
and the statement follows. ✷
Theorem 4.3. Let A and B be two linear operators that verify H3. Then
G(t) := e(1−e−αt )/αAetB (4.2)
is a strongly continuous group. Moreover A + B :D → X is closable and its
closure generates G(t).
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Proof. Let x ∈D and set G(t) := eϕ(t)AetB , where ϕ :R→ R is a differentiable
function to be determined. We need that d/dtG(t)x =G(t)(A+B)x = (A+B)×
G(t)x . We have
d
dt
G(t)x = ϕ′(t)eϕ(t)AAetBx + eϕ(t)AetBBx
= ϕ′(t)G(t)Ax + ϕ′(t)(eαt − 1)G(t)Ax +G(t)Bx
= ϕ′(t)eαtG(t)Ax +G(t)Bx
=A(ϕ′(t)+ αϕ(t))G(t)x +BG(t)x.
Hence
d
dt
G(t)x =G(t)(A+B)x ⇐⇒ ϕ′(t)= e−αt ,
d
dt
G(t)x = (A+B)G(t)x ⇐⇒ ϕ′(t)+ αϕ(t)= 1.
Therefore, we have to choose ϕ(t)= (1− e−αt )/α. With this choice, for x ∈D,
u(t)=G(t)x ∈C1(R,X) ∩C(R,D) and it is the unique strict solution of
d
dt
u(t)x = (A+B)u(t)x =G(t)(A+B)x,
u(0)= x.
(4.3)
Indeed, if v is any strict solution then
d
ds
G(t − s)v(s)=−G′(t − s)v(s)+G(t − s)v′(s)= 0, 0 s < t,
so that v(t)=G(t)x . This implies that G(t) satisfies the semigroup property, for
every x ∈D and then, since D is dense, for every x ∈X. Hence G(t) is a strongly
continuous group. We call L the infinitesimal generator of G(t). If x ∈D, then
G(t)x − x
t
= e(1−e−αt )/αA
(
etBx − x
t
)
+ e
(1−e−αt )/αAx − x
t
, t = 0.
Therefore,
lim
t→0+
G(t)x − x
t
= (A+B)x, for every x ∈D,
hence x ∈D(L) and Lx = (A+B)x . Since A+B ⊆ L andL is a closed operator,
A+B is closable and A+B is such that D(A+B)⊆D(L) and A+Bx = Lx ,
for every x ∈D(A+B). Hence (4.3) is verified with A+ B replaced by A+B ,
and x ∈D(A+B). Now the hypotheses of Lemma 3.1 are verified; then we have
L= A+B . ✷
Example 4.4. Let X = C0(R2) and let A and B be the operators of Example 3.7
with α,β ∈ C1(R2) ∩ Lip(R2). We want to find conditions on α, β in order that
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H3 is verified. Let D := {f ∈ C1c (R2): ∃fxy ∈ Cc(R2)}. For f ∈D([A,B]) we
have
[A,B]f = αβxfy − βαyfx,
hence
αβxfy − βαyfx =−kαfx ⇐⇒
{
(i) αβx = 0,
(ii) −kα+ βαy = 0.
If we suppose β(x, y)= β(y) and α(x, y)= α1(x)α2(y) then (i) is verified; (ii)
is verified provided
β(y)= −k
α′2(y)
.
Therefore, choosing α(x, y) = α1(x)α2(y), β(y)=−k/α′2(y), hypothesis H3 is
verified and we can apply Theorem 4.3.
Now we see a concrete example. We choose
α2(y)= y, α1(x)= x.
Then A and B become
A= xy ∂
∂x
, B =−ky ∂
∂y
.
By (4.3), we have that A + B :D → X is closable and its closure generates a
strongly continuous group given by
etA+Bf (x, y)= e((1−ekt )/−k)AetBf (x, y)= f (xey(1−ekt )/−k, ye−kt).
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