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We study the densities of limiting distributions of squared singular val-
ues of high-dimensional matrix products composed of independent complex
Gaussian (complex Ginibre) and truncated unitary matrices which are taken
from Haar distributed unitary matrices with appropriate dimensional growth.
In the general case we develop a new approach to obtain complex integral
representations for densities of measures whose Stieltjes transforms satisfy
algebraic equations of a certain type. In the special cases in which at most
one factor of the product is a complex Gaussian we derive elementary ex-
pressions for the limiting densities using suitable parameterizations for the
spectral variable. Moreover, in all cases we study the behavior of the densities
at the boundary of the spectrum.
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1 Introduction
In this paper we study the densities of the limiting distributions of squared
singular values of products of independent random matrices of the type
Yr,s = Gr · · ·Gs+1Ts · · ·T1, (1.1)
where the j-th factor is of dimension (n + νj) × (n + νj−1) for fixed νj ≥ 0,
1 ≤ j ≤ r and ν0 = 0. Each factor Gj is a standard complex Gaussian matrix
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having independent standard complex Gaussian entries (such matrices are
also known as complex Ginibre matrices) and each Tj is a truncated unitary
matrix taken (as the upper left block) from a Haar distributed unitary matrix
Uj of dimension ℓj × ℓj with ℓj ≥ 2n + νj + νj−1. The squared singular
values of the product in (1.1) are defined as the nonnegative eigenvalues of
the n-dimensional square matrix Y ∗r,sYr,s, where Y
∗
r,s denotes the conjugate
transpose of Yr,s.
In the last years many contributions were made to the study of distribu-
tions of eigenvalues and singular values of such products of random matri-
ces, not least due to their relevance to different areas of physics, see, e.g.,
[3, 4, 7, 8, 10, 18, 24]. On the level of finite dimensions, recent investigations
have shown that both eigenvalues and singular values exhibit the structure
of determinantal point processes and the corresponding correlation kernels
have been subject of intensive investigations [1, 2, 9, 14, 15, 16]. Likewise,
on the level of infinite dimensions, it is of much interest to derive explicit
information about the limiting distributions of the eigenvalues and singular
values of such products. In the latter case this leads to the study of free
convolutions of probability measures introduced by Voiculescu, which do not
reveal their analytic structure easily, see e.g. [5], [6].
It is a classical result [19] that the appropriately rescaled singular values of
a standard Gaussian matrix converge weakly, almost surely, to a deterministic
limit distribution. More precisely, as n → ∞, the eigenvalues of 1nG∗jGj
converge weakly, almost surely, to the Marchenko-Pastur distribution on [0, 4]
with density
x 7→ 1
2π
√
4− x√
x
, (1.2)
which is also known as the asymptotic zero distribution of suitably rescaled
classical Laguerre polynomials. Moreover, it is well known that as n→∞ the
eigenvalues of T ∗j Tj converge weakly, almost surely, to the arcsine distribution
on [0, 1] with density
x 7→ 1
π
1√
x(1− x) , (1.3)
if we determine the growth of the dimensions of Uj appropriately, for instance
by the condition that ℓj − 2n is independent of n, which is the regime we
will subsequently focus on. The latter distribution is the asymptotic zero
distribution of classical Jacobi polynomials rescaled onto the unit interval.
Both limiting distributions are member of a two-parameter family of mea-
sures called Raney distributions denoted by Rα,β with real parameters α > 1
and 0 < β ≤ α. The measure Rα,β is compactly supported on the positive
real axis and it is given by the moment sequence (also called Raney numbers)
Rα,β(k) =
β
kα+ β
(
kα+ β
k
)
, k ∈ N0.
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For a recent investigation of the Raney distribution in the context of random
matrix theory see [24], [11] and the references therein. An important special
case of Raney distributions are the Fuss-Catalan distributions of order r
denoted by FCr, which are obtained by choosing the parameters α = r + 1
and β = 1 for a positive integer r and the moments of FCr are called Fuss-
Catalan numbers. Investigating the moments of the limiting measures in (1.2)
and (1.3) shows that the Marchenko-Pastur distribution can be identified as
the Fuss-Catalan distribution of order 1 (or equivalently as R2,1) whereas the
arcsine distribution can be identified as the Raney distribution R1, 1
2
.
A powerful machinery to characterize limiting distributions of eigenvalues
of products of randommatrices is the notion of free multiplicative convolution
which was developed in free probability theory (see, e.g., [26, 28]). Using
this approach it can be shown [13] that as n→∞ the singular values of the
rescaled product
Zr,s =
1
nr−s
Y ∗r,sYr,s (1.4)
converge weakly, almost surely, to a compactly supported measure µr,s on
the positive real axis given by the free multiplicative convolutions of Raney
distributions
µr,s = Rr−s+1,1 ⊠R
⊠s
1, 1
2
. (1.5)
The moments of µr,s have recently been studied [13] showing that they can
be found explicitly in terms of Jacobi polynomials by
µr,s(0) = 1
and for k ≥ 1
µr,s(k) =
1
k2ks
P
(αk−1,βk−1)
k−1 (0) ,
where P
(αk ,βk)
k (x) are the Jacobi polynomials with varying parameters αk =
rk + r + 1 and βk = −(r + 1− s)k − (r + 2− s) as defined in [27].
However, so far the densities of µr,s are known only in the special cases
s = 0, s = 1 and s = r. In the case s = 0 the product (1.1) consists only
of complex Gaussian matrices and the limiting distribution of eigenvalues of
(1.4) is given by the Fuss-Catalan distribution of order r. The corresponding
density can be expressed in terms of elementary functions [5], [21] by
dµr,0
dx
(x) =
(sinϕ)2(sin rϕ)r−1
π(sin(r + 1)ϕ)r
(1.6)
where we use the following parameterization of the spectral variable x
x = x(ϕ) =
(sin (r + 1)ϕ)r+1
sinϕ (sin rϕ)r
, 0 < ϕ <
π
r + 1
.
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Moreover, further representations for these densities have been found ear-
lier in the form of Meijer G-functions [24] and in terms of real multivariate
integrals [17], see Remark 2.3 below.
In the case s = 1 the product (1.1) contains r − 1 complex Gaussians and
one truncated unitary matrix. It is known that the limiting distribution of
squared singular values belongs to the Raney family as we have [22], [20]
µr,1 = Rr,1 ⊠R1, 1
2
= R r+1
2
, 1
2
,
so that the density allows a representation in terms of elementary functions
using a suitable parameterization analogous to (1.6). However, if s > 1 then
the limiting distributions in (1.5) do not belong to the Raney family anymore
and the densities are not known except in the case r = s which is connected
to the global density of the Jacobi Muttalib–Borodin ensemble as recently
discovered by Forrester and Wang in [12] (see also Section 3).
It is the aim of this paper to derive explicit representations of the densities
of (1.5) in the general case and to study their behavior at the boundary of
their spectrum. In these regards, in Section 2 we develop a new approach
to derive densities of measures µ whose Stieltjes transforms satisfy a general
(algebraic) equation of the form
P (w)− zQ(w) = 0.
Under suitable conditions in Theorem 2.1 we prove that such densities allow
a complex contour integral representation of the form
dµ
dx
(x) =
1
2π2x
ℜ
∫
γα
log
(
1− xQ(t)
P (t)
)
dt,
where the path of integration is given as the boundary of a sector in the
complex plane with opening angle 2α. Subsequently, in Theorem 2.2 we use
this approach to derive densities of the measures µr,s in the cases r ≥ s + 2
of the form
dµr,s
dx
(x) =
1
2π2x
ℜ
∫
γ2pi/(r+1)
log
(
1− x(t− 1)(t+ 1)
s
tr+1
)
dt.
In the special case s = 0 this gives a new representation for the densities of
the Fuss-Catalan distributions.
The remaining boundary cases r = s+ 1 and r = s are covered in Section
3. We show how the method of parameterization of the spectral variable can
be used to derive explicit and elementary representations for the densities of
the measures µr,r−1 and µr,r. In Theorem 3.1 we show that we have
dµr,r−1
dx
(x) =
2r+1 sin(ϕ) (3 sin(ϕ)− ρr(ϕ) sin(2ϕ))
π sin(r + 1)ϕ ρr(ϕ)r−1 (4− 4ρr(ϕ) cos(ϕ) + ρr(ϕ)2) ,
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where we use the parameterization
x = x(ϕ) =
ρr(ϕ)
r sin(r + 1)ϕ
2r (3 sin(ϕ) − ρr(ϕ) sin(2ϕ)) , 0 < ϕ <
π
r + 1
,
and the function ρr is defined as
ρr(ϕ) =
3 sin(rϕ)
2 sin(r − 1)ϕ−
√(
3 sin(rϕ)
2 sin(r − 1)ϕ
)2
− 2 sin(r + 1)ϕ
sin(r − 1)ϕ , 0 < ϕ <
π
r + 1
.
In Theorem 3.2 we use the same approach to derive the density of µr,r
(already found in [12]) which also gives an alternative proof of the global
density of the Jacobi Muttalib–Borodin ensemble.
2 Density of singular values of products of complex
Gaussian and truncated unitary matrices
In this section we study the general situation of mixed products of the type
Yr,s = Gr · · ·Gs+1Ts · · ·T1, (2.1)
where r ≥ s + 2 ≥ 2 and we ask for the density of the limiting distribution
of the squared singular values µr,s as introduced in (1.5). As the approach
of finding elementary expressions for the densities by introducing suitable
parameterizations of the spectral variable turns out to be appropriate only in
the boundary cases s = 0, 1, r− 1, r (see also Section 3) we begin this section
by developing an approach to find integral representations for densities of
measures whose Stieltjes transforms satisfy certain algebraic equations.
Theorem 2.1. Let µ be a probability measure supported on the compact
interval [0, x∗] with x∗ > 0 and let its Stieltjes transform be denoted by
F (z) =
x∗∫
0
1
z − tdµ(t).
Suppose that w(z) = zF (z) is an algebraic function with a branch cut on the
interval (0, x∗) satisfying an algebraic equation of the form
P (w)− zQ(w) = 0,
where P and Q are real polynomials with gcd(P,Q)=1 and P (t) > 0 for t ∈
(0, 1], Q′(1) > 0 and degP ≥ degQ+2 such that limt→+∞ P (t)/Q(t) = +∞.
Moreover, suppose that for all x > 0 the polynomial w 7→ P (w)− xQ(w) has
exactly two roots (counted with multiplicities) inside the sector
Sα = {z ∈ C | z = teis, t ≥ 0,−α ≤ s ≤ α},
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no roots are located on the boundary, and assume that P does not have any
roots on the semi-infinite ray {teiα | t > 0} (α ∈ (0, π/2] is a fixed number).
Then the measure µ is absolutely continuous with respect to the Lebesgue
measure with a strictly positive density on (0, x∗) given by
dµ
dx
(x) =
1
2π2x
ℜ
∫
γα
log
(
1− xQ(t)
P (t)
)
dt, (2.2)
where the path of integration γα is given as the concatenation of two semi-
infinite rays γ
(1)
α ⊕γ(2)α with γ(1)α defined as the path t 7→ eiα/t, t > 0, and γ(2)α
is defined as the positive real axis (see Figure 1). The branch of the logarithm
is chosen as the analytical continuation of the principal branch starting at the
point at infinity on each ray.
0
γ
(1)
α
γ
 2)
α
Figure 1: The path of integration γα.
Proof. We have that w(z) = zF (z) satisfies the equation P (w)/z−Q(w) = 0
with w(∞) = 1, so by letting z → ∞ we conclude that Q(1) = 0. As we
have Q′(1) > 0 we can write Q(t) = (t − 1)Q˜(t) for a polynomial Q˜ with
Q˜(1) > 0. An application of the Bu¨rmann-Lagrange theorem shows that
w(z) is the unique solution of the equation P (w) − zQ(w) = 0 which is
analytic at infinity with w(∞) = 1 and its expansion at infinity is given by
w(z) =
∞∑
k=0
µk
(
1
z
)k
, |z| > x∗, (2.3)
where µ0 = 1 and for k ≥ 1
µk =
1
k!
dk−1
dxk−1
(
P (x)
Q˜(x)
)k ∣∣∣
x=1
.
We will discuss the quotient R(t) = P (t)/Q(t) on the interval (1,∞). Because
P (1) and Q˜(1) = Q′(1) are positive, the function R descends monotonically
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from +∞ near t = 1, and by assumption it returns to +∞ as t → +∞. As
w(x) is the unique solution of the equation P (w)−xQ(w) = 0 with w(x)→ 1
as x → ∞, for t near 1 we have R(t) = x with t = w(x). Furthermore, for
t near +∞ we have R(t) = x with t = w˜(x), where w˜ denotes the second
solution of the equation P (w) − xQ(w) = 0 inside the sector Sα, which has
to satisfy w˜(x) → +∞ as x → +∞. We can conclude that the polynomial
Q˜ does not have any zeros inside the sector Sα, otherwise more solutions
than just w and w˜ could be found inside Sα as x → ∞ (every zero of Q
attracts a certain solution of the equation P (w) − xQ(w) = 0 as x → ∞).
The two solutions w(x) and w˜(x) have to coincide with a common value
w∗ > 1 at the branchpoint x = x∗, so the derivative ddtR(t) must vanish at
t = w∗. Moreover, using the assumption that the equation P (w)−xQ(w) = 0
has exactly two roots inside Sα for all positive x, we can see that
d
dtR(t) is
strictly negative on (1, w∗) and strictly positive on (w∗,+∞). Hence, we
can conclude that the quotient R is a strictly convex function on (1,+∞)
with a unique minimum at t = w∗ and x∗ = R(w∗). We can summarize the
behavior of the solutions w(x) and w˜(x) on the positive real axis as follows: if
we start travelling with x from +∞ along the real line towards the origin, the
only solutions inside Sα are given by w(x) and w˜(x), where w(x) emanates
from 1 and w˜(x) emanates from +∞. As x approaches x∗ from the right,
w(x) strictly increases to the limit w∗ whereas w˜(x) strictly decreases to the
same limit. If we move x inside the cut (0, x∗), then the solutions w(x) and
w˜(x) move to the complex plane (inside Sα) and become complex conjugates
and the sign of their imaginary parts depends on which bounday values we
choose (from above or from below). At x = x∗ the solutions coincide, and
as we have P (t)/Q(t) < 0 on (0, 1), we can see that w(x) and w˜(x) do
not coincide at any point in the interval (0, x∗), because for x ∈ (0, x∗) the
equation P (w)−xQ(w) = 0 does not have a positive solution. From this the
positivity of the density of µ on (0, x∗) follows.
Deriving the expression (2.3) with respect to z we obtain
w′(z) =
d
dz
w(z) = −1
z
∞∑
k=1
kµk
(
1
z
)k
= −1
z
∞∑
k=1
1
(k − 1)!
dk−1
dxk−1
(
P (x)
Q˜(x)
)k ∣∣∣
x=1
(
1
z
)k
= −1
z
∞∑
k=1
1
2πi
∫
Kδ(1)
(
P (t)
Q˜(t)
)k dt
(t− 1)k
(
1
z
)k
= −1
z
1
2πi
∫
Kδ(1)
∞∑
k=1
(
P (t)
zQ˜(t)(t− 1)
)k
dt = −1
z
1
2πi
∫
Kδ(1)
dt
1− P (t)
Q˜(t)(t−1)z
,
where Kδ(1) is a positively oriented circle around 1 with sufficiently small
7
radius δ > 0 and the interchange of the integration with the summation
is allowed because the series
∑∞
k=1
(
P (x)
zQ˜(x)(x−1)
)k
converges uniformly with
respect to t on Kδ(1) if |z| is chosen sufficiently large. Thus, for large |z| we
obtain
w′(z) =
1
2πi
∫
Kδ(1)
dt
P (t)
Q(t) − z
. (2.4)
For large |z|, the function w(z) is the only solution of the equation P (t)Q(t)−z = 0
near 1 and we can replace Kδ(1) by a small positively oriented circle around
w(z), which we will denote by K(z):
w′(z) =
1
2πi
∫
K(z)
dt
P (t)
Q(t) − z
. (2.5)
Now we can construct a representation for the boundary values
w′+(x) = lim
ǫ→0+
w′(x+ iǫ) and w′−(x) = lim
ǫ→0+
w′(x− iǫ)
for x ∈ (0, x∗) by means of an analytical countinuation of (2.5). We begin
with w′+(x) where we choose a fixed x ∈ (0, x∗). Starting from z = +∞
we can find an analytical continuation of (2.5) along the positive real line.
Before we arrive at z = x∗ we follow a small positively oriented semi circle
around z = x∗ to arrive at some point inside (0, x∗), from where we move to
x. Along this path from +∞ to x we can ensure that the circle K(z) only
contains w(z) so that we arrive at
w′+(x) =
1
2πi
∫
K+(x)
dt
P (t)
Q(t) − x
, (2.6)
where K+(x) is a small positively oriented circle around w+(x), which lies in
the lower half-plane (as w(z) = zF (z) and F is a Stieltjes transform). In an
analogous way we obtain
w′−(x) =
1
2πi
∫
K−(x)
dt
P (t)
Q(t) − x
= w′+(x), (2.7)
where K−(x) is a small positively oriented circle around w−(x) lying in the
upper half-plane. In the next step we wish to make the path of integration in
(2.7) independent of x. To this end, we observe that using Cauchy’s integral
theorem we can replace K−(x) by the path ΓR defined as concatenation of
three paths
ΓR = [0, R]⊕ {Reiϕ | ϕ ∈ [0, α]} ⊕ {(R − t)eiα | t ∈ [0, R]}.
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Using the assumption that degP ≥ degQ+ 2 and letting R→∞ we arrive
at
w′−(x) =
1
2πi
+∞∫
0
dt
P (t)
Q(t) − x
− 1
2πi
eiα∞∫
0
dt
P (t)
Q(t) − x
=
1
2πi
∫
γα
dt
P (t)
Q(t) − x
, (2.8)
because the integral over the path {Reiϕ | ϕ ∈ [0, α]} vanishes as R → ∞.
Moreover, for x ∈ (0, x∗) we can explicitly find a primitive of the right hand
side in (2.8) so that
w−(x) = − 1
2πi
∫
γα
log
(
1− xQ(t)
P (t)
)
dt, (2.9)
where the contant of integration vanishes because both sides have to vanish
at x = 0. The branch of the logarithm is defined as follows: On γ
(1)
α we
can start at the point at infinity with the principal branch of log and on the
way towards the origin we can find a continuous branch of the argument of
1 − xQ(t)P (t) which we use to define the logarithm. On γ
(2)
α , the positive real
line, we have always 1−xQ(t)P (t) > 0 so that we can use the real logarithm here.
By an application of the Stieltjes inversion formula we can now compute the
density of µ on (0, x∗) by
dµ
dx
(x) =
1
2πix
(w−(x)− w+(x)) = 1
πx
ℑ(w−(x))
=
1
2π2x
ℜ
∫
γα
log
(
1− xQ(t)
P (t)
)
dt.
Remark 2.1. The integral representation for the density of µ in (2.2) can be
used to derive the behavior of the density at the endpoints of the support
[0, x∗]. An alternative way is the following (we use the notation from the
proof of Theorem 2.1): As the point x∗ is a branch point connecting the two
solutions w(z) and w˜(z) in a cross-wise manner, the function z 7→ w(x∗+ z2)
can be considered as a conformal mapping in a neighborhood of z = 0 taking
the values of the branch w inside the sector{
z ∈ C | z = teis, t ≥ 0,−π/2 < s < π/2} .
Hence, it has an expansion of the form
w(x∗ + z2) = w∗ +
∞∑
k=1
akz
k
9
with a1 6= 0. A computation gives for 0 < x < x∗
w+(x) = lim
ǫ→0+
{
w∗ +
∞∑
k=1
ak(i
√
x∗ − x+ ǫ)k
}
= w∗ +
∞∑
k=1
ak(i
√
x∗ − x)k
and
w−(x) = lim
ǫ→0+
{
w∗ +
∞∑
k=1
ak(−i
√
x∗ − x+ ǫ)k
}
= w∗ +
∞∑
k=1
ak(−i
√
x∗ − x)k.
This leads to
lim
x→x∗−
1√
x∗ − x
dµ
dx
(x) = lim
x→x∗−
1
2πix
w−(x)− w+(x)√
x∗ − x =
a1
2πx∗
> 0, (2.10)
which means that the density of µ vanishes like a square root at the right
endpoint of the support. In contrast to that, the behavior of the density at
the left endpoint of the support, which is the origin, will be determined by the
order of the zero of the polynomial P at the origin. To see this, let us denote
the order of the zero of P at the origin with ℓ, where we necessarily have
ℓ ≥ 2. The number ℓ relates to the order of the branch point at the origin
of the function w(z) which means that ℓ branches are connected through
the origin. Thus, we can consider the function z 7→ w(zℓ) as a conformal
mapping in the neighborhood of the origin taking the values of the branch w
inside the sector
{
z ∈ C | z = teis, t ≥ 0, 0 < s < 2π/ℓ}. Hence, we have an
expansion of the form
w(zℓ) =
∞∑
k=1
bkz
k
with b1 6= 0. For small x > 0 we obtain
w+(x) = lim
ǫ→0+
∞∑
k=1
bk
(
x1/ℓ + iǫ
)k
=
∞∑
k=1
bkx
k/ℓ
and
w−(x) = lim
ǫ→0+
∞∑
k=1
bk
(
e2πi/ℓx1/ℓ + ǫ
)k
=
∞∑
k=1
bke
2πik/ℓxk/ℓ.
This gives us
lim
x→0+
x(ℓ−1)/ℓ
dµ
dx
(x) = lim
x→0+
x(ℓ−1)/ℓ
2πix
(w−(x)− w+(x))
=
b1
2πi
(
e2πi/ℓ − 1
)
> 0, (2.11)
which means that the density behaves like x−(ℓ−1)/ℓ as x→ 0+.
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We want to point out that the constants involved in the leading terms at
both endpoints of the spectrum can be obtained in form of integral represen-
tations by studying the expression (2.2).
Next we want to use Theorem 2.1 to obtain the densities for the measures
µr,s defined in (1.5) for r ≥ s + 2. To this end, we first need to define two
quantities
w∗r,s :=
1− s+
√
(1− s)2 + 4(r + 1)(r − s)
2(r − s) > 1 (2.12)
and
x∗r,s :=
r + 1
s + 1
(w∗r,s)
r
(w∗r,s + 1)
s−1
(
w∗r,s − s−1s+1
) > 0. (2.13)
Theorem 2.2. The measure µr,s is supported on the interval [0, x
∗
r,s] and
has a strictly positive density on the interval (0, x∗r,s) given by
dµr,s
dx
(x) =
1
2π2x
ℜ
∫
γ2pi/(r+1)
log
(
1− x(t− 1)(t + 1)
s
tr+1
)
dt, (2.14)
where the path γ2π/(r+1) and the branch of the logarithm are defined as in
Theorem 2.1. Moreover, the density behaves like x−r/(r+1) as x→ 0+ and it
vanishes like a square root as x → x∗−. Hence, only the boundary behavior
at the origin depends on the number of matrices involved in the product (2.1).
Proof. Let F (z) denote the Stieltjes transform of the measure µr,s. It can
be derived using notions from free probability [13] that the function w(z) =
zF (z) satisfies the algebraic equation
wr+1 − z(w − 1)(w + 1)s = 0,
and it can be checked that w(z) has a branch cut on (0, x∗r,s) with w(x
∗
r,s) =
w∗r,s as defined in (2.12) and (2.13). Setting P (t) = t
r+1 and Q(t) = (t−1)(t+
1)s we can readily check the conditions gcd(P,Q) = 1, P (t) > 0 on (0, 1],
Q′(1) > 0, degP ≥ degQ + 2 and limt→+∞ P (t)/Q(t) = +∞. Moreover, P
clearly has no roots on the semi-infinite ray {tei2π/(r+1) | t > 0}. It remains to
show that for all x > 0 the equation P (w)−xQ(w) = 0 has exactly two roots
inside the sector S2π/(r+1) and no roots on the boundary. To this end, we
first consider the case s = 0 and define the functions f(w) = wr+1−x(w−1)
and g(w) = wr+1 + x for a fixed x > 0. We will show that f has exactly
two roots inside S˜R and no roots are on the boundary for sufficiently large
R > 0, where we define
S˜R = {z ∈ C | z = teis, 0 ≤ t ≤ R,−2π/(r + 1) ≤ s ≤ 2π/(r + 1)}.
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On the ray w = tei2π/(r+1) we have by the triangle inequality
|f(w)− g(w)| = x|w| = x|w| − |wr+1 + x|+ |wr+1 + x|
≤ |wr+1 + x− xw|+ |wr+1 + x| = |f(w)|+ |g(w)|.
It can be checked by an elementary computation that this inequality is strict
so we obtain
|f(w)− g(w)| < |f(w)| + |g(w)|, w = tei2π/(r+1).
Because f and g are real polynomials we have the same inequality on the
complex conjugate ray w = te−i2π/(r+1). Moreover, choosing R > 0 suffi-
ciently large, we can ensure that we always have
|f(w)− g(w)| < |f(w)|+ |g(w)|
on the entire boundary of S˜R. Hence, there are no roots on the boundary of
S˜R, and by Rouche´’s theorem we can deduce that f(w) and g(w) have the
same number of roots inside S˜R (counted with multiplicities) for all R > 0
sufficiently large. As we can explicitly compute that g(w) has exactly two
roots inside S˜R we obtain that the same statement is true for f(w). In order
to prove this statement for fs(w) = w
r+1−x(w− 1)(w+1)s we now proceed
inductively with respect to s ∈ {0, . . . , r− 2}. So we assume the claim holds
for fs−1 for an s ∈ {1, . . . , r − 2}. On the ray w = tei2π/(r+1) we have the
inequality
|fs(w)− fs−1(w)| = x|w||w − 1||w + 1|s
≤ |wr+1 − x(w − 1)(w + 1)s−1 − xw(w − 1)(w + 1)s−1|
+ |wr+1 − x(w − 1)(w + 1)s−1|
= |fs(w)| + |fs−1(w)|.
In this inequality we have equality if and only if we have
ℑ
{(
wr+1 − x(w − 1)(w + 1)s−1)w(w − 1)(w + 1)s−1} = 0 (2.15)
and
ℜ
{(
wr+1 − x(w − 1)(w + 1)s−1)w(w − 1)(w + 1)s−1} ≥ 0. (2.16)
Solving for x > 0 in (2.15) gives
x =
ℑ
{
wr+1w(w − 1)(w + 1)s−1
}
ℑ{w}|w − 1|2|w + 1|2s−2
and, by replacing w = tei2π/(r+1), from this we obtain
ℑ
{
ei2π/(r+1)
(
tei2π/(r+1) − 1
)(
tei2π/(r+1) + 1
)s−1}
> 0.
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Furthermore, replacing x in (2.16) we obtain after some computation
ℑ
{(
tei2π/(r+1) − 1
)(
tei2π/(r+1) + 1
)s−1}
≤ 0.
This means, that we have equality if and only if the number
(
tei2π/(r+1) − 1
)(
tei2π/(r+1) + 1
)s−1
lies in the sector
{z = teis | t ≥ 0,−2π/(r + 1) ≤ s ≤ 0}.
However, as we have s ≤ r − 2, a careful study shows that the trace of the
complex contour
t 7→
(
tei2π/(r+1) − 1
)(
tei2π/(r+1) + 1
)s−1
, t ≥ 0,
stays at a positive distance from this sector. Hence, we arrive at
|fs(w) − fs−1(w)| < |fs(w)| + |fs−1(w)|
on the ray w = tei2π/(r+1) and by symmetry this remains true on the com-
plex conjugate ray w = te−i2π/(r+1). Again by choosing a sufficiently large
R > 0 we can ensure that this inequality holds true for the entire boundary
of S˜R. We conclude that fs(w) does not have roots on the boundary and
fs(w) and fs−1(w) have the same number of roots inside S˜R for all R > 0
sufficiently large, which proves by induction that fs(w) has exactly two roots
inside S2π/(r+1). Thus, all conditions of Theorem 2.1 are satisfied and the
representation (2.14) follows. The behavior of the density at the endpoints
of the support follows immediately from Remark 2.1.
Remark 2.2. The explicit form of the densities in (2.14) allows us to produce
plots. In Figure 2 we see a plot of the density µr,s in the case r = 7 and
s = 3 on its support [0, x∗7,3], where we have
x∗7,3 =
2(w∗7,3)
7
(w∗7,3 + 1)
2(w∗7,3 − 12)
≈ 2.015
with
w∗7,3 =
√
33− 1
4
.
In Figure 3 we see a plot of this density in a neighborhood of the right
endpoint, which indicates that it vanishes like a square root.
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Figure 2: Plot of µ7,3 on its entire support.
Remark 2.3. The special case s = 0 in Theorem 2.2 gives a new representation
for the densities of the Fuss-Catalan distributions of order r
dµr,0
dx
(x) =
1
2π2x
ℜ
∫
γ2pi/(r+1)
log
(
1− xt− 1
tr+1
)
dt, 0 < x <
(r + 1)r+1
rr
,
which does not make use of a parameterization of the spectral variable (in
contrast to the representation in (1.6)). This representation can be seen
as a companion to the representation in terms of Meijer G-functions found
in [24]. Moreover, both of these representations can be interpreted as one-
dimensional complex analoga to the real multivariate integral representation
found in [17]
dµr,0
dx
(x) =
1(0,K](x)
B
(
1
2 ,
1
2 − 1r
) ∫
[0,1]r
(τK − x)1/r−1/2√
x(τK)1/r
F (t1, . . . , tr)1{τk≥0} d
r(t),
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Figure 3: Plot of µ7,3 in the neighborhood of the right endpoint of its support.
where K = (r+1)
r+1
rr , τ =
r∏
j=1
tj, B(a, b) denotes the Betafunction and
F (t1, . . . , tr) =
t
1/(r+1)−1
1 (1− t1)(r−1)/(2r+2)−1
r∏
j=2
t
j/(r+1)−1
j (1− tj)j/(r(r+1))−1
B
(
1
r+1 ,
r−1
2r+2
) r∏
j=2
B
(
j
r+1 ,
j
r(r+1)
) .
3 Density of singular values of products with at most
one complex Gaussian matrix
In this section we first consider products of the form
Yr = GrTr−1 · · ·T1,
where r > 1, Gr is a complex Ginibre matrix and the matrices Tj are trun-
cated Haar distributed unitary matrices with the same conditions on the
truncations as in the preceeding sections. In order to describe the spectral
density of µr,r−1 as introduced in (1.5) we define the following quantities
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cr =
3r −√r2 + 8
2(r − 1) ∈ (1, 2),
x∗r,r−1 =
cr+1r
2r (cr − 1) (2− cr) > 0,
and
ρr(ϕ) =
3 sin(rϕ)
2 sin(r − 1)ϕ−
√(
3 sin(rϕ)
2 sin(r − 1)ϕ
)2
− 2 sin(r + 1)ϕ
sin(r − 1)ϕ , 0 < ϕ <
π
r + 1
.
Theorem 3.1. The measure µr,r−1 is supported on the interval
[
0, x∗r,r−1
]
and has the density
dµr,r−1
dx
(x) =
2r+1 sin(ϕ) (3 sin(ϕ)− ρr(ϕ) sin(2ϕ))
π sin(r + 1)ϕ ρr(ϕ)r−1 (4− 4ρr(ϕ) cos(ϕ) + ρr(ϕ)2) , (3.1)
where
x = x(ϕ) =
ρr(ϕ)
r sin(r + 1)ϕ
2r (3 sin(ϕ)− ρr(ϕ) sin(2ϕ)) , 0 < ϕ <
π
r + 1
. (3.2)
Proof. Let F denote the Stieltjes transform of µr,r−1
F (z) =
a∫
0
1
z − tdµr,r−1(t),
where a > 0 is the finite right endpoint of the support of µr,r−1. Using
properties of the S-transform from free probability theory it can be derived
that the function w(z) = zF (z) satisfies the algebraic equation
wr+1 − z(w − 1)(w + 1)r−1 = 0. (3.3)
Studying the branch points of the algebraic function given by (3.3) shows
that w has a branch cut on the interval (0, a) with
a = x∗r,r−1
and w is the unique solution analytic on C∪{∞}\[0, x∗r,r−1] taking the value
1 at infinity. If we again define the function v by
v(z) =
2w(z)
w(z) + 1
,
then v is a further analytic function on C ∪ {∞}\[0, x∗r,r−1] taking the value
1 at infinity (it follows from equation (3.3) that w never takes the value −1).
Moreover, as we have
w(z) =
v(z)
2− v(z) , (3.4)
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from (3.3) we see that v satisfies the algebraic equation
vr+1 + 2rz(v − 1)(v − 2) = 0. (3.5)
It can be checked computationally that, like w, v has the a branch cut on
(0, x∗r,r−1), and we are interested in finding the boundary values of v on
the cut explicitly by introducing a suitable parameterization of the spectral
variable. To this end, we first observe that for z = x > x∗r,r−1 the equation
(3.5) has exactly two positive solutions. One solution tends to 1 as x→ +∞,
so this solution is given by v, and the second solution tends to 2 as x→ +∞.
The two solutions approach each other if x starts travelling from +∞ towards
x∗r,r−1 and they meet at x = x
∗
r,r−1 both taking the value cr. If we move with
x inside the interval (0, x∗r,r−1) then the solutions move away from the real
axis and become complex conjugates. In order to describe them we make the
ansatz v = ρr(ϕ)e
iϕ with the positive function ρr(ϕ) > 0 to be determined.
Substituting v = ρr(ϕ)e
iϕ into (3.5) and taking the imaginary parts gives
ρr(ϕ)
r+1 sin(r + 1)ϕ+ x2r
(
ρr(ϕ)
2 sin(2ϕ) − 3ρr(ϕ) sin(ϕ)
)
= 0.
After dividing by ρr(ϕ) and solving for x we obtain
x =
ρr(ϕ)
r sin(r + 1)ϕ
2r (3 sin(ϕ) − ρr(ϕ) sin(2ϕ)) . (3.6)
Moreover, substituting v = ρr(ϕ)e
iϕ into (3.5) and taking the real parts gives
ρr(ϕ)
r+1 cos(r + 1)ϕ+ x2r
(
ρr(ϕ)
2 cos(2ϕ)− 3ρr(ϕ) cos(ϕ) + 2
)
= 0.
After replacing x using (3.6), dividing by ρr(ϕ)
r, rearranging the terms and
using some standard trigonometric identities we arrive at the quadratic equa-
tion
ρr(ϕ)
2 − 3 sin(rϕ)
sin(r − 1)ϕρr(ϕ) +
2 sin(r + 1)ϕ
sin(r − 1)ϕ = 0,
which can be solved for ρr(ϕ) by
ρr(ϕ) =
3 sin(rϕ)
2 sin(r − 1)ϕ −
√(
3 sin(rϕ)
2 sin(r − 1)ϕ
)2
− 2 sin(r + 1)ϕ
sin(r − 1)ϕ .
This function is well defined for 0 < ϕ < πr+1 and we choose this solution of
the quadratic equation as it starts with the value cr for ϕ→ 0 and vanishes
as ϕ → πr+1 (in contrast to the second solution). We use this explicit form
for ρr(ϕ) and (3.6) in order to define the parameterization (3.2), which is
a strictly decreasing function on (0, πr+1) starting at x
∗
r,r−1 and ending at 0.
Hence, in these coordinates we can explicitly find the boundary values of v
on the cut (0, x∗r,r−1) by
v+(x) = ρr(ϕ)e
−iϕ
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and
v−(x) = ρr(ϕ)e
iϕ,
where x = x(ϕ) is given by (3.6). Now, in regards of (3.4), by Stieltjes
inversion we obtain for the density
dµr,r−1
dx
(x(ϕ)) =
1
2πix(ϕ)
(w−(x(ϕ)) − w+(x(ϕ)))
=
1
2πix(ϕ)
(
v−(x(ϕ))
2− v−(x(ϕ)) −
v+(x(ϕ))
2− v+(x(ϕ))
)
=
1
πix(ϕ)
v−(x(ϕ)) − v+(x(ϕ))
|2− v−(x(ϕ))|2
=
2ρr(ϕ) sin(ϕ)
πx(ϕ)|2 − v−(x(ϕ))|2 ,
which after some further simplification leads to (3.1).
Remark 3.1. The expression in (3.1) can be used to study the behavior of the
density at the boundary of the support in an analogous way as in Remark
3.4. It turns out that we have at the left endpoint of the support
dµr,r−1
dx
(x) ∼ ax−r/(r+1), x→ 0+,
and at the right endpoint of the support
dµr,r−1
dx
(x) ∼ b
√
1− x
x∗r,r−1
, x→ x∗r,r−1,
with positive constants a and b, which can be found explicitly. However, here
we forgo the details of the derivation and the specification of these constants
as their explicit forms turn out to be rather cumbersome.
Remark 3.2. Figure 4 shows the plots of the densities for µr,r−1 for r = 3, 4, 5
(from right to left).
Next we investigate the densities of the measures µr,s defined in (1.5) in
the case s = r. Hence, we investigate the weak almost sure limit of the
eigenvalues of the product
(Tr · · ·T1)∗ (Tr · · ·T1)
in the regime described below (1.3) given by the r-fold free multiplicative
convolution of the arcsine measure on [0, 1], which is the Raney distribution
R1, 1
2
. Thus, we have
µr,r = R
⊠r
1, 1
2
.
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Figure 4: Densities of µr,r−1 for r = 3, 4, 5 (from right to left).
Recently, it was found by Forrester and Wang [12] that the measure µr,r
coincides with the global distribution of the Jacobi Muttalib–Borodin ensem-
ble and its density can be derived using information about the corresponding
kernel. However, in the following theorem we rederive the density by working
it out directly from the algebraic equation satisfied by its Stieltjes transform.
Theorem 3.2. The measure µr,r is supported on the interval
[
0, (r+1)
r+1
2r+1rr
]
and has the density
dµr,r
dx
(x) =
2r+2 sin(ϕ)2 sin(rϕ)r+1
π sin((r + 1)ϕ)r (4 sin(ϕ)2 sin(rϕ)2 + sin((r − 1)ϕ)2) (3.7)
where
x = x(ϕ) =
sin((r + 1)ϕ)r+1
2r+1 sin(ϕ) sin(rϕ)r
, 0 < ϕ <
π
r + 1
.
Proof. Let F denote the Stieltjes transform of µr,r
F (z) =
x∗∫
0
1
z − tdµr,r(t),
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where x∗ > 0 is the right endpoint of the support of µr,r (as the measure is
the free multiplicative convolution of compactly supported measures on the
positive real axis, x∗ has to be finite). Using properties of the S-transform
from free probability theory it can be derived (see, e.g., [13]) that the function
w(z) = zF (z) satisfies the algebraic equation
wr+1 − z(w − 1)(w + 1)r = 0. (3.8)
Studying the branch points of the algebraic function given by (3.8) shows
that w has a branch cut on the interval (0, x∗) with
x∗ =
(r + 1)r+1
2r+1rr
and w is the unique solution analytic on C ∪ {∞}\[0, x∗] taking the value 1
at infinity. However, if we define the function v by
v(z) =
2w(z)
w(z) + 1
,
then v is a further analytic function on C ∪ {∞}\[0, x∗] taking the value 1
at infinity (it follows from equation (3.8) that w never takes the value −1).
Moreover, as we have
w(z) =
v(z)
2− v(z) ,
from (3.8) we see that v satisfies the algebraic equation
vr+1 − 2r+1z(v − 1) = 0. (3.9)
Up to a scaling in the argument, this is the equation for the Stieltjes trans-
forms in the case s = 0, which coincides with the Fuss-Catalan case. It is
known (see, e.g., [11, 21]) that the boundary values of v on the branch cut
(0, x∗) can be stated explicitly by
v+(x) =
sin(r + 1)ϕ
sin(rϕ)
e−iϕ
and
v−(x) =
sin(r + 1)ϕ
sin(rϕ)
eiϕ,
if we choose the parameterization
x = x(ϕ) =
sin((r + 1)ϕ)r+1
2r+1 sin(ϕ) sin(rϕ)r
, 0 < ϕ <
π
r + 1
.
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Hence, in these coordinates, by means of the Stieltjes inversion formula we
obtain for the density
dµr,r
dx
(x) =
1
2πix(ϕ)
(w−(x(ϕ) − w+(x(ϕ)))
=
1
2πix(ϕ)
(
v−(x(ϕ))
2− v−(x(ϕ)) −
v+(x(ϕ))
2− v+(x(ϕ))
)
=
1
πx(ϕ)
ℑ
(
sin((r + 1)ϕ)eiϕ
2 sin(rϕ)− sin((r + 1)ϕ)eiϕ
)
,
which gives (3.7) after some simplification.
Remark 3.3. In the special case r = 1 the density in (3.7) reduces to the
well-known arcsine measure on [0, 1].
Remark 3.4. The behavior at the endpoints of the support can be derived
from (3.7) like in [10], Corollary 2.5. It turns out that we have
dµr,r
dx
(x) ∼ sin
π
r+1
π
x−r/(r+1), x→ 0+,
and, provided that r > 1,
dµr,r
dx
(x) ∼ 2
r+2+1/2
π
rr+1/2
(r + 1)r+1/2(r − 1)2
√
1− 2
r+1rr
(r + 1)r+1
x, x→ (r + 1)
r+1
2r+1rr
−.
Remark 3.5. We want to point out an interesting relation between the spec-
tral distribution µr,r and the asymptotic distribution of zeros of Jacobi-
Pin˜eiro polynomials for large multi-indices on the diagonal, which has been
found recently in [23]. To this end, let us denote the Stieltjes transform of
the limiting distribution of zeros rescaled in such a way that it is supported
on
[
0, (r+1)
r+1
rr
]
by G(z). As we explicitly know the moments of this measure,
we can write
G(z) =
∞∑
k=0
(
(r + 1)k
k
)
1
zk+1
=
1
z
rFr−1
(
1
r + 1
,
2
r + 1
, . . . ,
r
r + 1
;
1
r
,
2
r
, . . . ,
r − 1
r
∣∣(r + 1)r+1
rrz
)
,
where rFr−1 is the standard notation for generalized hypergeometric func-
tions. It is known that such hypergeometric functions are algebraic (see, e.g.,
[25]) and it can be shown that G satisfies the algebraic equation
(zG(z))r+1 − r
r
(r + 1)r+1
z (zG(z) − 1)
(
zG(z) +
1
r
)r
= 0.
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This equation is of a similar type as (3.8), which enables us to find a func-
tional relation between G and the Stieltjes transform F of µr,r in terms of a
rational transformation
F (z) =
(r + 1)2rG
(
2r+1z
)
1 + (r − 1)2rzG (2r+1z) .
This relation gives an alternative way to derive the corresponding densities
from each other. For instance, recalling from [23], Theorem 1.1, that the
density wJP of the asymptotic zero distribution of the Jacobi-Pin˜eiro poly-
nomials on
[
0, (r+1)
r+1
rr
]
is given by
wJP (xˆ(ϕ))
=
r + 1
πxˆ(ϕ)
sinϕ sin rϕ sin(r + 1)ϕ
(r + 1)2 sin2 rϕ− 2r(r + 1) sin(r + 1)ϕ sin rϕ cosϕ+ r2 sin2(r + 1)ϕ,
with
xˆ(ϕ) = 2r+1x(ϕ) =
sin((r + 1)ϕ)r+1
sin(ϕ) sin(rϕ)r
, 0 < ϕ <
π
r + 1
,
by Stieltjes inversion we obtain
dµr,r
dx
(x(ϕ)) =
1
2πi
(F−(x(ϕ)) − F+(x(ϕ)))
=
1
2πi
(
(r + 1)2rG− (xˆ(ϕ))
1 + (r − 1)2rx(ϕ)G− (xˆ(ϕ)) −
(r + 1)2rG+ (xˆ(ϕ))
1 + (r − 1)2rx(ϕ)G+ (xˆ(ϕ))
)
= (r + 1)2r
∣∣∣∣ 2(r + 1) sin rϕ− 2r sin(r + 1)ϕ eiϕ2(r + 1) sin rϕ− (r + 1) sin(r + 1)ϕ eiϕ
∣∣∣∣
2
G− (xˆ(ϕ)) −G+ (xˆ(ϕ))
2πi
= (r + 1)2r
∣∣∣∣ 2(r + 1) sin rϕ− 2r sin(r + 1)ϕ eiϕ2(r + 1) sin rϕ− (r + 1) sin(r + 1)ϕ eiϕ
∣∣∣∣
2
wJP (xˆ(ϕ)).
In the above derivation we additionally used that
xˆ(ϕ)G− (xˆ(ϕ)) =
sin(r + 1)ϕ eiϕ
(r + 1) sin(rϕ)− r sin(r + 1)ϕ eiϕ
and it can be verified by further computation that the result agrees with the
formula found in (3.7).
Remark 3.6. Figure 5 shows the plots of the densities for µr,r for r = 3, 4, 5
(from right to left).
Acknowledgements
Thorsten Neuschel is a Research Associate with the FRS-FNRS (Belgian
National Scientific Research Fund).
22
Figure 5: Densities of µr,r for r = 3, 4, 5 (from right to left).
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