This study attempts to develop a logical basis for determining those experi. mental methods which give unbiased estimates of population variances. The steps involved are: (1) definition of the population and parameters; (2) definition of sampling and experimental procedure; (3) .construction of the mathematical model; (4) derivation of expectations of mean squares; and (5) demonstration that unbiased estimates can be obtained from the observed mean squares.
In the first example, two independent samples are drawn with replacement from the inbred population 1r which is derived from the random mating population II. The experimental material consists of hybrids between the inbreds of one sample and those of the other. It is shown that unbiased estimates of the general and specific combining ability variances of the random mating population II are obtainable from the observed mean squares.
In the second example, or series of examples, only one sample is drawn from 1r. Crosses among the sample inbreds constitute the experimental material. Four variants of this general diallel procedure are investigated. It is shown that in those diallel crossing systems in which the parental lines are included in the analysis, unbiased estimates of the variances cannot be obtained. However, in the so·called "modified" diallel systems, in which the parental lines are not included, unbiased estimates can be obtained.
In the last example, one sample is drawn with replacement from each of two inbred populations 1rl and 1r2. These inbred populations are derived from two different random mating populations III and II2 by inbreeding without selection. The experimental material consists of the. hybrids between the inbreds of the two samples. It is demonstrated that unbiased variance estimates can be obtained for the population II3 = 11'1 X 11'2 but not for variances of III or II2.
I. INTRODUOTION The purpose of this study is to provide a logical basis for using certain experi. mental procedures to obtain unbiased estimates of population parameters. More explicitly, we are concerned with the estimation of genotypic variance components of random mating populations. In some cases it seems intuitively quite clear what experimental and analytical procedures are appropriate. In other cases the choice is much more difficult.
We wish, then, to set out and illustrate the steps which are necessary in order to provide a logical basis for determining those methods which give unbiased estimates of population variances. The steps are:
(i) Define the population and parameters about which inferences are to be made.
(ii) Define the sampling procedure and experimental method.
(iii) Construct the mathematical model.
(iv) Derive the expectations of mean squares for the appropriate analysis of variance.
(v) Show that unbiased estimates of population variances can be made from the observed mean squares.
The argument may be greatly simplified by use of the so-called "sampling" or "dummy" variables due to Cornfield (1944) . Kempthorne (1952 Kempthorne ( , 1957 and Wilk and Kempthorne (1955, 1956 ) have used these variables elegantly in clarifying and generalizing many analysis of variance problems in which sampling is made without replacement from finite populations. The elements in a given population are generally assumed to have equal frequencies. In the present case we shall use the sampling variables for genetic problems in which random sampling is made with replacement from finite popUlations. The elements in a given population are not assumed to have equal frequencies.
The general procedure outlined here can be used for a great variety of genetic problems. However, we shall confine our attention to three rather closely related examples which involve the estimation of general and specific combining ability variances from random mating populations. All three examples utilize inbred lines in a somewhat involved experimental approach. We assume that a population of homozygous lines can be derived from a given random mating population. Sampling is then carried out among the elements of this conceptual population. Crosses among the sample inbreds yield hybrid material which provides the observational basis from which inferences are made about the original random mating population.
In the first two examples a single random mating population is involved. In the last example we consider a situation involving two random mating populations.
II. EXAMPLES INVOLVING A SINGLE RANDOM MATING POPULATION (a) Definition of Population Parameters
Consider a random mating population in equilibrium, the zygotic array of which we can designate as II. By imposing an inbreeding system without selection on the elements of II we obtain an inbred population the array of which we denote as 7T. Note that II can be generated by "squaring" 7T. We characterize the different genotypes in the inbred population by the finite set 8 = 11, 12, . . . , I p, which has the associated set of frequencies F = /l, 12, ... , Jp such that '£.JI= 1.
1
In this section we consider two examples which involve different sampling procedures. First, we examine the sampling method by means of which two independent random samples are drawn with replacements from 8 = h, ... , I p.
We arbitrarily designate the "a" inbreds of one sample as L 1, L 2 , • .
• , La, and the "b" inbreds of the other sample as Tb T 2 , .
• . , T b , where a and b need not be the same numbers. All possible crosses are made between the L's and t,he T's to provide the experimental material on which the observations are made.
la Ip Before considering the two examples it is necessary to define the parameters for which we wish the samples to yield unbiased estimates. The random mating population, IT, can be generated by making all possible crosses among members of the inbred population. This follows from the facts that the zygotic array can be obtained as the square of the gametic array,' and that the gametic array and the array of inbreds are isomorphic. Thus IT may be represented by the elements I mI n in the body of Table 1 . The frequency of I mInis J mf n, i.e. the product of the appropriate marginal frequencies. We denote the genotypic value of I mI n as "Tmn. 
The appropriate analysis of variance for this two-way classification is given in Table 2 . We wish now to construct the mathematical model, and then to use the model to determine the expectations of mean squares in the analysis of variance. The objective is to show that these mean squares may be used to give unbiased estimates of the population variances.
(i) Construction of the Model.-In this section our primary concern is the treatment of the genotypic effects. Therefore, to simplify the presentation and to focus attention on this objective we shall neglect the error terms in construction of the model. We denote the genotypic value of the cross Li X T j as Xii. The objective then is to characterize this variate in terms of the population genotypic effects. 
...
X~f.
X2 ..
The expected mean values of these variables are
The expected values for the square and cross products of the (5 and p terms are as follows:
E(pf //) =f~, and E(Pf prj =fnfn" E(S;n pf') =/;, E(S;n p;n') =fmfm" E(S;np;:) =/;, and E(Srpf!') =fmfm"
We may characterize any variate, Xij, in terms of the population elements as follows:
which on substitution of
This representation of Xtj may be made in a more conventional form:
where
We now consider the expected mean values and the expected square and cross product values of these various elements:
Expected mean values:
Parenthetically, we note that E(XiJ) = fL, for all i and j, and
i.e. the sampling procedure generates the population about which inferences are to be made.
Expected values for square and cross products:
Likewise,
The expected values of cross products between elements of different classes are all zero. For example,
(ii) Expectations of Mean Squares.-When determining the expectations of mean squares we shall augment the genotypic model which was developed in the previous section to include the environmental effects, et}k, which are assumed to be normally distributed and un correlated with the genotypic effects. ThuB the appropriate model to consider is
and the expected values for all cross products are zero.
The expectations of mean squares may be summarized as follows:
= ae + Cas.c.a. + acag.c.a ..
For Mit : Diallel crossing methods may vary depending upon whether the parental inbreds or the reciprocal FI's or both are included in the analysis. With this as a basis for classification there are four possible experimental methods: (1) parents, one set of FI's and reciprocal FI's are included (all p2 combinations); (2) parents and one set of FI's are included but reciprocal FI's are not {ip(p+1) combinations}; (3) one set of FI's and reciprocals are included but the parents are not {p(p-1) combinations}; (4) one set of FI's but neither parents nor reciprocal FI's is included {lp(p-1) combinations}.
The analyses for the four methods have been brought together by the author (Griffing 1956b ) and hence will not be discussed at length here.
Theoretically, the important difference among these four methods is whether or not the parents are included. It was suggested by the author (Griffing 1956a ) that the term "diallel" should be used for those methods which include the parents and the term "modified diallel" be used for methods 3 and 4 which do not.
It was shown (Griffing 1956a ) that with the modified diallel methods, unbiased estimates of the population variances can be obtained from mean squares of the appropriate analyses of variance. Kempthorne (1956) derived the expectations of mean squares for diallel method 1 and showed that these mean squares alone could not yield unbiased estimates of the desired parameters. In the analysis of variance which is given in Table 3 , we assume a completely randomized design in which there are "c" observations for each parent and Fl. However, as before, in the construction of the model we consider only the genotypic effects of the parental and FI mean values. We denote these means as Xi( and x'f (i ¥-j) respectively.
(1) Construction of the model.-We need to consider only one set of sampling variables:
The expected mean value of sf' is E(Sf') =/m. In a sense we may regard this dianel sampling method as generating a population which diffl.lrs from the original random mating population, II. The generated population is in fact a composite one which is made up of both TT and II. The relative frequencies of the two sub-populations is dependent on the number of inbreds drawn in the sample, p. This is evident when considering the expectation of the sample mean. In order to evaluate the expectations of mean squares for the analysis of variance associated with this diallel method, it is most convenient to consider two different mathematical models. One represents the sample variates Xu in terms of the parameters of TT, and the other represents the sample variates xtj(ii=j) in terms of the parameters of II.
Model for Xii
Let us describe the inbred population, define the parameters, and construct the mathematical model for Xii.
As before, we characterize the inbred populations as the set of elements 
and the expectations of all other cross products are zero.
. , p},
The expectations of mean squares are summarized below. These expectatioIUI were first given by Kempthome (1956 
For Me:
The error sum of squares may be obtained by subtraction.
These expectations are identical with those derived by Kempthorne (1956) except that his mean squares are on a mean basis whereas ours are on an individual basis, and he has further partitioned the reciprocal sum of squares. To equate the two derivations we need to substitute It is obvious that unbiased estimates of the population variance components cannot be estimated from these mean squares alone.
(
ii) Diallel Method 2 (parents and one set of FI's are included but reciprocal FI's are not)
In the analysis of variance given in Table 4 , we assume a completely randomized design in which there are "c" observations for each parent and Fl.
(1) Construction of model.-In constructing the genotypic models necessary for deriving the expectations of mean squares for this method, the arguments given for method 1 can be used. Thus the identical genotypic models are available.
(2) Expectations of mean squares.-We need to add only independent and normally distributed error effects to the genotypic models in order to construct a completely general model. The appropriate models are then:
and Xiik = fLI+ hii + eUk ,
., c
and the expectations of all other cross products are zero. 
S. M.
• Where
The expectations of mean squares are summarized as follows;
cp'" 
It is clear that these mean squares cannot yield unbiased estimates of the 11 population variance. Thus we see that in both diallel methods 1 and 2, the mean squares involving parental as well as Fl values have complex expectations which cannot be used for estimation purposes. In this modified diallel analysis we consider observations for all possible hybrid combinations resulting from the crosses I; xlj (i#j) . The appropriate analysis of variance for the completely randomized design in which there are "c" observations for each hybrid is given in Table 5 .
(1) Construction of model.-If we characterize the hybrid genotypic mean value as
which is the mean of 11. Also,
= ~~fmfn 'Tmn . mn Thus the sampling procedure generates the population about which we wish to make inferences. The properties of the elements are:
and the expectations of all cross products are zero. 
S, M,
Reciprocal effects
1<1
(2) Expectations of mean squares.-In determining the expectations of mean squares for the completely randomized block analysis, we need augment the genotypic model with both ;eciprocal and environmental effects. The appropriate model is: ., p},
The expectations of mean squares are summarized below. Details of the derivations may be found in Kempthorne (1952) .
For Mg :
For Ms :
We may estimate the variance components as follows:
These estimates provide unbiased estimates of the population variances.
(iv) Diallel Method 4.-A Modified Diallel Design (one set of F1's but neither parents nor reciprocal F1's are included)
In this modified diallel analysis we consider observations for all hybrid combinations resulting from the crosses I; X Ij (i<j) . The analysis of variance for the completely randomized design in which there are "c" observations for each hybrid combination is given in Table 6 . 
Sg Mg
Specific combining ability
(1) Construction of model.-As in method 3 the genotypic effects of the cross I; xl; (i<j) are represented by the model where
fmfn Smn = us.c.a. , mn and the expectations of all cross products are zero.
(2) Expectations of mean squares.-The expectations of mean squares are summarized as follows:
For Mg : 
E(Ms}
= Ge + CGs.c.a ..
For Me :
The following estimators provide unbiased estimates of the population variance components. Thus it is apparent that unbiased estimates of the genotypic variances of the II population can be obtained from mean squares of either of the "modified" diallel crossing systems. The proof of this was given first by Griffing (1956a) in quite a different manner.
III. EXAMPLE 3.-AN EXAMPLE INVOLVING Two RANDOM MATING POPULATIONS
Oonsider the sampling situation in which samples are drawn from two different populations. Cor:sider two random mating populations in equilibrium whose genotypic arrays can be represented by Ih and Ih. By impo"ing an inbreeding system without selection on III and II2, the inbred populations 7T1 and 7T2 are derived. These inbred populations may be characterized by the sets Sl =lh, 112, . . ., 11A, with frequencies til, ti2, ... , tiA, and S2=2h, 212, ... ,21B with frequencies 2ft, 2j2, ... , dB, respectively. It is from these populations of inbreds that the sampling with replacement is made. From Sl, lines are randomly drawn with replacement to constitute the sample L~, ... , L: and from S2, lines are independently drawn with replacement to give the sample T~, ... , T;. All possible crosses are made among the L*'s and T*'s. These hybrid combinations provide the experimental material upon which observations are made. The question naturally arises, can we estimate the genotypic variances, u:.c.a. and u;.c.a. of the populations III and II2 with the variance components, uF, ut, and uft ~ It is clear that the population about which inferences can be made is IIs = 7Tl X 7T2. It can be easily shown that a mathematical model can be constructed, expectations of mean squares for the appropriate analysis of variance determined, and unbiased estimates made of the parameters of II3. However, these genotypic variances are not the same as those associated with III or II2, except in the case of III = II2. In this case the problem is the same as that in the first sampling problem of this study.
The following develops the above argument more rigorously: 
(c) Expectations of Mean Squares
The expectations of mean squares are set out in Table 7 . In this table we assume a completely randomized design with "c" observations for each hybrid combination. The genotypic model is, as usual, augmented by independent, nor· mally distributed error terms.
It is clear that unbiased estimates of II3 population variances can be made as follows: This illustrates the need for proper identification of the population about which inferences are to be made. IV. DISCUSSION We are concerned with the estimation of general and specific combining ability variances of random mating populations. However, we are interested not so much in presenting a battery of experimental methods for estimating these variance components, as in presenting a logical basis for determining whether or not a proposed method yields unbiased estimates of the population variances.
The principal feature of this presentation is the use made of dummy variables in the construction of the mathematical models. Dummy variables have been elegantly used by Kempthorne (1952 Kempthorne ( , 1957 and Wilk and Kempthorne (1955, 1956) in generalizing analysis of variance problems in which sampling is made without replacement from finite populations. In this study dummy variables are applied to analysis of variance problems in which sampling is made with replacement from finite populations. A complication arises in that the elements of the population are not assumed to have equal frequencies.
The notation of combining ability can be applied to any level of genetic organization, i.e. to genes, chromosomes, gametes, individuals, and even to groupings of individuals. We have chosen combining ability analyses involving inbred lines, which in effect are gamete combining ability analyses, because (i) the analyses are simple and this facilitates the presentation of the general argument, and (ii) considerable interest has been evidenced in the use of diallel crosses involving inbred lines, and thus a clarification of the variance estimation problem is worthwhile.
By using combining ability analyses of homozygous lines instead of the more usual analyses based on genes, a simpler interpretation is obtained. The genic analysis, although desirable, would be complicated and would detract from the main purpose of the paper.
The three examples have been chosen for the following reasons:
(1) The first example, in addition to providing a solution to a genetic problem which is of interest in itself, affords an excellent illustration of the use of dummy variables in problems of sampling with replacement from finite populations, the elements of which are not of equal frequency. (2) The second example, or set of examples (i.e. the four diallel methods), provides a more difficult application of the principles involved. Also, from the point of view of genetical interest, this presentation brings together the general solutions for all four methods. This paper is presented as part of an overall study of the concept of general and specific combining ability as applied to plant and animal breeding. In future studies it is hoped to present a more comprehensive treatment of the use of the dummy variables in the estimation of combining ability effects and variances.
