Abstract. We consider an optimal control problem for systems governed by nonlinear ordinary differential equations, with control and state constraints, including pointwise state constraints. The problem is formulated in the classical and in the relaxed form. Various necessary/sufficient conditions for optimality are first given for both problems. For the numerical solution of these problems, we then propose a penalized gradient projection method generating classical controls, and a penalized conditional descent method generating relaxed controls. Using also relaxation theory, we study the behavior in the limit of sequences constructed by these methods. Finally, numerical examples are given.
Introduction
We consider an optimal control problem for systems governed by nonlinear ordinary differential equations, with control and state constraints, including pointwise state constraints. The problem is formulated in the classical form, and also in the relaxed form using Young measures. Various necessary/sufficient conditions for optimality are first given for both problems. For the numerical solution of these problems, we then propose a penalized gradient projection method generating classical controls, and a penalized conditional descent method generating relaxed controls. Under appropriate assumptions, we prove that relaxed (resp. strong classical) limits of subsequences (resp. sequences) constructed by the classical method are admissible and weakly extremal relaxed (resp. classical) for the relaxed (resp. classical) problem, and that relaxed limits of subsequences of controls constructed by the relaxed method are admissible and strongly extremal for the relaxed problem. Finally, several numerical examples are given. For classical and relaxed optimization and approximation methods applied to optimal control problems, see e.g. [2] [3] [4] [5] [6] [7] [8] [9] , [11] [12] , [14] , and the references therein.
Classical and relaxed optimal control problems
Consider the following optimal control problem. The state equation is given by '( ) ( 
G w g y T g t y t w t dt = + ∫
. Defining the set of classical controls 2 ' { :
the classical optimal control problem is to minimize 0 ( ) G w subject to w W ∈ and to the above state constraints.
It is well known that, even if the set U is convex, the classical problem may have no solutions. The existence of such a solution is usually proved under strong, often unrealistic for nonlinear systems, convexity assumptions (such as the Cesari property). Reformulated in the so-called relaxed form, the problem is convexified in some sense and has a solution in a larger space under weaker assumptions.
Next, we define the set of relaxed controls (Young measures; for the relevant theory, see [13] , [10] ) by 1 1 { :
( ) weakly measurable} ( , ( )) ( , ( )) *
where ( ) M U (resp. 1 ( ) M U ) is the set of Radon (resp. probability) measures on U . The set W (resp. R ) is endowed with the relative strong (resp. weak star) topology, and R is convex, metrizable and compact. If each classical control ( ) w ⋅ is identified with its associated Dirac relaxed control ( ) 
The following result is standard (see [13] ). 
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The directional derivative of the mapping :
t f t y t r t r t g t y t r t r t dt
where r y y = , and the relaxed adjoint :
t f t y t r t g t y t r t
, with : r y y = .
The directional derivative of
DG r r r s g s y s Z s Z t f t y t r t r t dt
where : r Z Z = is defined as in (i), but with w replaced by r . (iii) The following mappings are continuous
In the notations of DG , it is understood, depending on the arguments, w or r , that the directional derivative is taken in the corresponding space, W or R , on which G is defined. The following theorem gives various necessary conditions for optimality (the weak relaxed minimum principle is proved similarly to [7] ).
Theorem 2.4 (i) We suppose that U is convex. If w W
∈ is optimal for the classical problem, then w is weakly extremal classical, i.e. there exist multipliers 
t f t y t w t g t y t w t w t w t dt
λ = = + − ∑ ∫ 1 3 3 0 0 ( ) ( , ( )) ( ) ( ) ( , ( ), ( ))[ '( ) ( )]
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The above inequality condition is equivalent to the pointwise weak classical minimum principle
t f t y t w t g t y t w t
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(ii) If r R ∈ is optimal for either the relaxed or the classical problem, then r is strongly extremal relaxed, i.e. there exist multipliers as in (i), such that The above inequality condition is equivalent to the pointwise strong relaxed minimum principle If in addition U is convex, then this minimum principle implies the pointwise weak relaxed minimum principle
t f t y t r t r t g t y t r t r t dt
λ = = − + − ∑ ∫ 1 3 3 0 0 ( ) ( , ( )) ( ) ( ) ( , ( ), '( ) ( ))
T s y ds g s y s Z s Z t f t y t r t r t dt
λ − + − ∫ ∫ 2 0 0 { [ ( ) ( , ( ), '( ) ( )) ( , ( ), '( ) ( ))] T l l l l z
t f t y t r t r t g t y t r t r t
λ = = − + − ∑ ∫ 1 3 3 [ ( ) ( , ( )) ( ) ] ( ) ( , ( ), '( ) ( ))} 0
T y t ds g s y s Z s Z t f t y t r t r t dt
2 0 [ ( ) ( , ( ), ( )) ( , ( ), ( ))] l l l l z
t f t y t r t g t y t r t
λ = + ∑ 1 3 3 [ ( ) ( , ( )) ( ) ] ( ) ( , ( ),( ))
T y t ds g s y s Z s Z t f t y t r t
2 0 { [ ( ) ( , ( ), ( )) ( , ( ), ( ))] l l u lu l z
t f t y t r t g t y t r t
ds g s y s Z s Z t f t y t r t r t
λ − + ∫ 2 0 min{{ [ ( ) ( , ( ), ( )) ( , ( ), ( ))] l l u lu l z
t f t y t r t g t y t r t
φ λ = = + ∑ 1 3 3 [ ( ) ( , ( )) ( ) ] ( ) ( , ( ), ( ))} ( , ( ))} T y u t
ds g s y s Z s Z t f t y t r t t r t
where the minimum is taken over the set ( , ; ) B I U U of Caratheodory functions (see [13] ) : I U U φ × → , which in turn implies the global weak relaxed condition
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A control r satisfying this condition and the above relaxed transversality conditions is called weakly extremal relaxed.
The following theorem gives sufficient conditions for optimality.
Theorem 2.5
With the derivatives in u omitted (resp. included) in our last assumptions, we suppose in addition that the data are such that 0 2 3 , , G G G are convex and that 1 G is affine. If r R ∈ (resp. w W ∈ , with U convex) is admissible and strongly extremal relaxed (resp. weakly extremal classical) for the relaxed (resp. classical) problem, with 0 0 λ > , then r is optimal for this problem.
Proof. (Relaxed case, the classical case is similar) The assumptions imply that the functional ( ') ( ) ( ')( )
i.e. r does not minimize G , a contradiction. The classical penalized gradient projection method is described by the following Algorithm, where U is assumed to be convex.
Classical and relaxed optimization methods

Let ( )
Algorithm 1
Step 1. Set : 0 k = , : 1 m = , and choose an initial control
Step 2. Find
and set :
Step 3. If 
and then set :
Step 5. One can see by "completing the square" that Step 2 amounts to finding the projection 
t z t f t y t w t g t y t w t
for some 0 α > and k . Hence
It follows from the choice of the Armijo step k α in Step 4 that k c α α Let us show now that 0
v ∈ be subsequences, regarded as sequences in R , of the sequences generated by Algorithm 1 that converge to some r R ∈ % , ' r R ∈ , respectively. Then, by the continuity of the relaxed state and adjoint operators (Theorems 2.2-3), using Proposition 2.1 in [1] , and since 0
t f t y t r t g t y t r t
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we get as above
for some k . Since the whole sequence ( ( )) k G w is non-increasing by Steps 4 and 5, it follows that ( ) 
It follows that 
Therefore, by the involved weak star and uniform convergences . We can therefore apply the classical method (Algorithm 1) to this problem. The main disadvantage of this approach is that the dimension of the control space is rapidly increased; it can be successfully applied for relatively small dimensions , ' d d . In the general case, i.e. if U is not convex, one can use Algorithm 2 to solve such highly nonconvex problems.
Finally, Gamkrelidze relaxed controls (in practice discrete ones) computed as above, or by Algorithm 2, can then be approximated, and simulated, by classical controls using a standard procedure, see [2] , [4] . 
