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Introduction
In just a few years after Einstein published his famous eld equations (2) in 1915, several
solutions to these complicated equations were discovered. These solutions described some
interesting physical scenarios and also solved big physics problems of that time such as
the precession of the perihelion of Mercury. This was a big boost to the General theory of
relativity as an experimental evidence had been found.
After this, the number of people starting to acceptGeneral Relativity (GR) as the model
for gravity increased exponentially. Among many of the solutions, Karl Schwarzschild's
solution was a particularly interesting one, as it described a physical object called the Black
hole. A black hole in simple words is a super massive point-like object whose gravity is so
strong that even light cannot escape. In the rst two chapters named Schwarzschild black
holes and Reissner Nordström Black holes respectively, we discuss such an object and
it's properties with respect to Einstein's eld equations. In the rst chapter we assume a
stationary, non-rotating, uncharged Black hole which is known as the Schwarzschild Black
hole. In the second chapter we discuss a similar object but instead assume a charged black
hole which is also known as the Reissner-Nordström black hole named after Hans Reissner
and Gunnar Nordström who discovered this solution.
It was noticed that in many examples of the solutions to Einstein's eld equations,
there were problematic regions where we would encounter a mathematical and a physical
catastrophe. In these places there was a breakdown of not only General Relativity, but of
all physics. These mysterious places were called singularities and in most of the cases they
seemed unavoidable.
However, the physicists that were working on General Relativity in its early days did
not accept these singularities as a problem. They dismissed these as mathematical artifacts
due to the symmetry of the exact known solutions to Einstein's equations. Physicists like
Alexander Friedman, Georges Lemaitre, J.Rober Oppenheimer and many more in 1950's
started to consider this problem more seriously. History of how people starting considering
these singularities again after decades is discussed in detail in Appendix B called Singularity
theorems : History.
After several papers published by many physicists trying to solve this problem of singu-
larities, physics nally got what it needed to clarify the nature of these singularities. These
are called singularity theorems. In 1955 (just a few days after Einstein had passed away),
Amal Kumar Raychaudhuri and Arthur Komar independently published what could be
considered the rst singularity theorem. This was the start of a new eld in General
relativity. Surprisingly, it took nearly half a century after the birth of General relativity
to start a brand new eld in it which was in no way predicted by Einstein himself.
Ten years later in 1965, Roger Penrose wanted to prove that singularities were not
formed due to the assumption of spherical symmetry in the cosmological and astrophysical
models by introducing several new ideas. As a result, he ended up proving his own singu-
larity theorem. This theorem could be considered as the rst modern singularity theorem
in a sense that a new whole set of important concepts and developments were used in the
making. This theorem inspired a lot of works particularly those by Stephen Hawking who
also published a singularity theorem in 1967. After a few years of this, in 1970 Hawking
and Penrose collected a lot of the newly developed information in a very strong theorem,
which is still considered as the main singularity theorem. We need a precise mathematical
language to express a lot of new concepts while dealing with singularity theorems. This
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is built up in chapter four called Singularity theorems : Congruences and Raychaudhuri
equation. This is the how the structure of the document looks like till chapter four.
In chapter ve called General black holes and their properties, we use all these tools
that we have learned and apply them to dene a asymptotic spacetimes, black hole and
it's event horizon from a topological perspective. We will end this chapter with a detailed
derivation of the Black hole area theorem by Hawking.
In chapter six called Exotic topics in General relativity, we will talk about some more
bizarre predictions by General relativity like closed timelike curves and warp drives. This
chapter is a bit disconnected to the rst six chapters but the author has tried to make
connections to the previous chapters wherever possible. The reason behind addition of this
chapter was to add a few topics that are not found in standard texts easily. The author
had to read papers and summarize them to include it here.
The thesis is ended with three appendices. Appendix A discusses some elementary
mathematical denitions for maps between manifolds and Lie derivative. In appendix B, a
detailed example of how to draw a Penrose-Carter diagram has been portrayed along with
an algorithm. In Appendix C, the author discusses how singularity was dealt with before
the rst singularity theorem (This was also discussed in brief in the introduction).
14 Introduction
Notations and Conventions
Mathematical and Physical
The author follows conventions from Wald's book [1]. He follows the metric signature to
be (¡+++) and uses abstract index notation (Page 23, Section 2.4, [1]).
In a nutshell, indices for tensors are denoted by Latin symbols a; b; c:::; x; y; z. An
object T n1:::nl
m1:::mk would be a (k; l) tensor and not the components of the tensor T (k; l).
Comparing to the notation used in mathematical books we would say T T n1:::nlm1:::mk . In
short, an object with Latin indices would be the object itself and not it component. The
components of such an object would be denoted by transforming it's Latin indices to Greek
indices. Hence the components of T n1:::nl
m1:::mk would be denoted by T 1:::l
1:::k and these
components will hold true in a specic basis. We will follow the Einstein's summation
convention where repeated indices (one up & one down) will be summed over. Einstein's
eld equations will be written in the following manner
Gab=Rab¡ 12Rgab=8Tab
We will also use Geometrized units (Appendix F, [1]) c=G=1 starting from section 1.2.
Textual
The author has tried to maintain a uniform structure throughout the book where he uses
italics in statements to emphasize on words. Other than that, italics are also used to
highlight keywords in any context. Theorem statements and denitions are also in italics.
The author has also tried to maintain a uniform structure of important citation
throughout the text which looks like the following (the font is altered)
(Page #, Section #, [1])
At the end of every chapter the author has a section called Bibliographical notes where
all the resources are noted systematically and at times a few remarks are made whenever
necessary.
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Prerequisites
The prerequisites to read the document would be an elementary understanding of General
Relativity from a standard text. Chapter 1, 2, 3, 4, 6 and appendices A, B, C from [1]
would be sucient and recommended.
A few remarks by the author
The type of this thesis can be classied as an extensive literature review . Dierent topics
from various resources were bought together and stitched in such a way that someone
who reads this thesis shall gain an insight and understanding on the topics discussed.
The author has made several comment's and has tried to give several insights that are
his own, and are not found in any of the resources. Highlighting each such comment is an
astronomical task. Big chunks of derivation or intuition given by the author have been
highlighted in an obvious way.
This is a Bachelor's thesis and General relativity is generally considered in most of
the Universities as a part of Graduate coursework. The author hopes that the person
assessing this thesis appreciates the fact that writing a Bachelor's thesis which requires
General relativity as a prerequisite can be challenging. As an additional fact, author has
no previous academic degrees and this is the rst time he has worked on such a document
which is being submitted as a thesis. The author has tried his best to keep the work lucid
and understandable. The author apologies for any typos or mistakes.
The author hopes that any person who is reading this thesis is able to learn something
new and are able to enjoy themselves as much as the author enjoyed typing this thesis.
16 Notations and Conventions
Chapter 1
Schwarzschild Black Holes
The goal of this chapter is to make the reader familiar with the idea of a Schwarzschild
black hole. This was one of the earliest exact solutions to the Einstein's eld equations
which successfully modeled a Black hole. The metric and numerous properties for the
Schwarzschild solution will be explicitly derived and discussed.
We start by using basic concepts of General relativity to understand a specic type of
a black hole spacetime. We will use Einstein's equations in vacuum assuming a spherically
symmetric gravitational eld and analyze the results that we get.
In particular, we are talking about the Schwarzschild spacetime. The solution of Ein-
stein's eld equations for a Black hole (non-rotating and uncharged) in a vacuum is called
the Schwarzschild metric.
The following equation is described as the Schwarzschild equation
ds2=¡

1¡ 2GM
r

dt2+

1¡ 2GM
r
¡1
dr2+ r2 d2+ r2sin2d'2
=¡

1¡ 2GM
r

dt2+

1¡ 2GM
r
¡1
dr2+ r2d
2 (1)
in spherical coordinates (t; r; ; ) which describes a body in a vacuum in a spherically
symmetric gravitational eld. We use the notation d
2 d
22 to denote the metric of a
two-sphere
d
2=d2+ sin2d'2
M =Mass of the gravitating object.
G=Newton's gravitation constant
We want to get this metric as the solution to the spherically symmetric vacuum Einstein's
equation.
We have our Einstein's equation as :
Rmn¡ 12Rgmn = 8GTmn (2)
With some rearrangement and substitution we can write this as :
Rmn = 8G

Tmn¡ 12 Tgmn

(3)
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We have Tmn= 0 in vacuum, which also implies T = 0. The equation which we want to
solve and nd our Schwarzschild metric is :
Rmn=0 (4)
1.1. Derivation of the Schwarzschild metric.
In this section we derive the Schwarzschild metric. We will use Birkho's Theorem. A more
detailed explanation is in ([1], Chapter 6) and ([2], Chapter 5).
Theorem 1.1.1. Birkho's theorem
Schwarzschild metric is the unique vacuum solution with a spherical symmetry and
there are no time-dependent solutions of this form.
ds2= gmndxmdxn=¡f(r)dt2+h(r)dr2+ r2(d2+ sin2d'2) (1.1.1)
Proof. The proof of this is quite intricate with a lot of details and background reading.
One can look it up in Page 197, Chapter 5, [2]. 
We can make an ansatz using the Birkho's theorem for our metric in the coordinate
system : x=(x0; x1; x2; x3)= (t; r; ; ')
ds2= gmndxmdxn=¡f(r)dt2+h(r)dr2+ r2(d2+ sin2d'2) (1.1.2)
gmn=
26664
¡f(r) 0 0 0
0 h(r) 0 0
0 0 r2 0
0 0 0 r2sin2
37775 (1.1.3)
gmn=
2666666664
¡ 1
f(r)
0 0 0
0 1
h(r)
0 0
0 0 1
r2
0
0 0 0 1
r2sin2
3777777775
(1.1.4)
Now let us calculate R00=Rtt=0 and R11=Rrr=0 using the following formulae :
Rmn=R mlnl
=
X
l

@l¡nml ¡ @n¡ lml +
X
a
(¡ lal ¡nml ¡¡nal ¡ lma )

(1.1.5)
¡ bca =
1
2
gal(@bgcl+ @cglb¡ @lgbc) (1.1.6)
We rst calculate our non-vanishing Christoel (symmetric with the lower indices) symbols.
(Long and tedious exercise, but the author did it once by hand to get a feel of these
calculations and conrmed using Gravipy, [9] and [5]).
The following code was used to calculate dierent Christoel symbols. As an example
the following bracket (¡x; y; z) in the computation below corresponds to ¡yzx where the
minus sign denotes an upper index. The index counting starts from 1 instead of zero.
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Python 3.6.5 |Anaconda, Inc.| (default, Mar 29 2018, 13:32:41) [MSC
v.1900 64 bit (AMD64)]
Python plugin for TeXmacs.
Please see the documentation in Help -> Plugins -> Python
>>> from sympy import *
init_printing(use_unicode=True)
x, y, z, t, r = symbols('x y z t r')
f= Function('f')(r)
h = Function('h')(r)
k, m, n = symbols('k m n', integer=True)
init_printing(use_unicode=True)
a ,b ,c, L, d = symbols('a b c L d')
>>> from gravipy import *
>>> t, r, theta, phi = symbols('t, r, theta, phi')
>>> x = Coordinates('\chi', [t, r, theta, phi])
M = symbols('M', integer=true)
>>> x(-4)
phi
>>> Metric = diag(-f, h, r**2, r**2*sin(theta)**2)
>>> Metric
Matrix([[-f(r), 0, 0, 0], [0, h(r), 0, 0], [0, 0, r**2, 0], [0, 0, 0,
r**2*sin(theta)**2]])
>>> g = MetricTensor('g', x, Metric)
Ga = Christoffel('Ga', g)
>>> for i in {-4,-3,-2,-1}:
for j in range(1,3):
for k in range(1,3):
print((int(i),int(j),int(k)),(Ga(i,j,k)))
(-4, 1, 1) 0
(-4, 1, 2) 0
(-4, 2, 1) 0
(-4, 2, 2) 0
(-3, 1, 1) 0
(-3, 1, 2) 0
(-3, 2, 1) 0
(-3, 2, 2) 0
(-2, 1, 1) Derivative(f(r), r)/(2*h(r))
(-2, 1, 2) 0
(-2, 2, 1) 0
(-2, 2, 2) Derivative(h(r), r)/(2*h(r))
(-1, 1, 1) 0
(-1, 1, 2) Derivative(f(r), r)/(2*f(r))
(-1, 2, 1) Derivative(f(r), r)/(2*f(r))
(-1, 2, 2) 0
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>>>
>>> for i in {-4,-3,-2,-1}:
for j in range(3,5):
for k in range(3,5):
print((int(i),int(j),int(k)),(Ga(i,j,k)))
(-4, 3, 3) 0
(-4, 3, 4) sin(2*theta)/(2*sin(theta)**2)
(-4, 4, 3) sin(2*theta)/(2*sin(theta)**2)
(-4, 4, 4) 0
(-3, 3, 3) 0
(-3, 3, 4) 0
(-3, 4, 3) 0
(-3, 4, 4) -sin(2*theta)/2
(-2, 3, 3) -r/h(r)
(-2, 3, 4) 0
(-2, 4, 3) 0
(-2, 4, 4) -r*sin(theta)**2/h(r)
(-1, 3, 3) 0
(-1, 3, 4) 0
(-1, 4, 3) 0
(-1, 4, 4) 0
>>>
(0 @
@x1
= @
@r
denotes derivative with respect to x1= r)
¡ ttr =
1
2
f 0(r)
h(r)
¡ trt =
1
2
f(r)
h(r)
¡ rrr =
1
2
h0(r)
h(r)
¡ r =
¡r
h(r)
¡''r =¡r sin
2
h(r)
¡r =
1
r
¡'' =¡sin() cos() ¡ r'' = 1r ¡'
' = cossin  = cot 
Table 1.1.1. Non vanishing Christoel symbols for Schwarzschild metric.
We now calculate our non-vanishing Ricci tensor components using the above formula.
(Thankfully the non-diagonal components of Ricci tensor for this metric are zero, so we
just need to calculate the diagonal components).
Rtt=0=¡f
00
2h
+ f
0
4h

f 0
f
+ h
0
h

¡ f
0
rh
(1.1.7)
Rrr=0=
f 00
2f
¡ f
0
4f

f 0
f
+ h
0
h

¡ h
0
rh
(1.1.8)
R=0=
1
h
¡ 1+ r
2h

f 0
f
¡ h
0
h

(1.1.9)
R''=0=

1
h
¡ 1+ r
2h

f 0
f
¡ h
0
h

sin2=R sin2 (1.1.10)
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The solution to (4) are the above equations obtained by setting all these diagonal Ricci
tensor components to zero. We just need the rst three equations as the forth one will not
give us any more information.
Let us multiply Rtt with
h
f
and add it to Rrr i.e. add the following two equations
¡f
00
2f
+ f
0
4f

f 0
f
+ h
0
h

¡ f
0
rf
=0 (1.1.11)
f 00
2f
¡ f
0
4f

f 0
f
+ h
0
h

¡ h
0
rh
=0 (1.1.12)
We get the result
f 0h+ fh0=0 (1.1.13)
We can rearrange this result as follows
f 0
f
=¡h
0
h
(1.1.14)
We can solve this as followsZ
df
f
=¡
Z
dh
h
(1.1.15)
ln(f)= ln1
h
+ ln (= constant)
f = 
h
fh= (1.1.16)
h= 
f
(1.1.17)
Let us substitute this h and h0=¡ 
f2
f 0 in R (1.1.9) and we get the following equation
1
h
¡ 1+ r
2h

f 0
f
+ h
0
h

=0 (1.1.18)
f

¡ 1+ rf
2

f 0
f
+ f
0
f

=0
f

¡ 1+ rf
0

=0
f + rf 0=
d
dr
(rf)=
rf =r+ k~ (1.1.19)
rf =(r+ k) (1.1.20)
Using (1.1.17) and (1.1.20) we get our functions f(r) and h(r) from our ansatz as :
f(r)=

1+ k
r

(1.1.21)
h(r)=

1+ k
r
¡1
(1.1.22)
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One can easily check that these satisfy all the four equations that we get from (4).
Using the weak-eld limit (Derivation: Chapter 4, [1] and [2] ), we can get k and  to
have some physical meaning using the following relation :
f(r)
c2
! 1+ 2
c2
(1.1.23)
where =¡GM
r
where G is the Newton's gravitational constant, M is that mass of the
gravitating object and r is the radial coordinate. From this we get,
= c2 (1.1.24)
k=¡2GM
c2
(1.1.25)
And thus we have derived the Schwarzschild metric for an empty spacetime outside a
spherical body of mass M as
ds2=¡c2

1¡ 2GM
c2r

dt2+

1¡ 2GM
r
¡1
dr2+ r2d2+ r2sin2d'2 (1.1.26)
gmn =
26666666664
¡c2

1¡ 2GM
c2r

0 0 0
0

1¡ 2GM
r
¡1
0 0
0 0 r2 0
0 0 r2sin2
37777777775
(1.1.27)
1.2. Singularities in Schwarzschild metric
We know how our Schwarzschild metric looks in the normal coordinates ft; r; ; 'g in
(1.1.26). If you look at this line element carefully you will see that it is singular at r=0
and rs=
2GM
c2
. (We will use geometrized units where c=G=1, for reference look into
Appendix F, [1])
rs is known as Schwarzschild radius. Equation (1.1.26) is a solution to the vacuum
eld equations (4) and hence this solution is valid only for the surfaces of spherical matter
distribution in vacuum. Let us see the Schwarzschild radius of two common objects in
nature i.e. a normal star (Sun) and the proton.
Schwarzschild radius of the sun ! (rs)Sun= 2.95 [km]
Schwarzschild radius of a proton ! (rs)Proton= 2.5 10¡54 [m]
Both of these values are much smaller than their respective radii. So we see that the
Schwarzschild radius for both these objects lie inside them where it isn't vacuum and hence
the vacuum eld equations do not apply. We want to study the objects that are governed
by the Schwarzschild metric for radii smaller than 2GM : Such objects are called Black
holes. (The more precise denition of a Black hole will be in Section 5.2)
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1.2.1. Radial null curves of Schwarzschild metric
In this section we look at the Radial null curves of the Schwarzschild metric. When ;
'= constant and ds2=0 we call these curves as Radial null curves.
ds2=¡

1¡ 2GM
r

dt2+

1¡ 2GM
r
¡1
dr2=0 (1.2.1)
Rearranging the equation we see the following equation
dt
dr
=

1¡ 2GM
r
¡1
(1.2.2)
If we take a spacetime diagram in the t - r plane then the above equation the slope of
the light cones in that plane. For r!1 the slope is 1 and for r! 2GM the slope is
approaching 1. In the latter case what we interpret physically is that the light cones
close up as they are approaching r=2GM . The following gure is a pictorial depiction
of what one might visualize
t
r
r=2GM
Figure 1.2.1. Closing of light cones near the Schwarzschild radius
(The gure above was redrawn but is inspired from Fig 5.7, Page 219, [2])
Thus a light ray that approaches this Schwarzschild radius never seems to reach there
at least in this coordinate system (in this chart). So we are talking about something that is
coordinate dependent and as always in physics we want something that is either invariant
in all coordinate systems or we should be able to see what is the physical situation when
we change the coordinate systems. In order to do this let us try to see what is the problem
with the coordinate system that we are using. The problem with our current coordinates
is that
dt
dr
!1 along the radial null geodesics when approaching r=r s . We can try to
x this problem by mathematically slowing down our t coordinate along the r direction
i.e. it will move more slowly along the null geodesics.
We can solve (1.2.2) and obtain ,
t=

r+2GM ln

r
2GM
¡ 1

+ constant (1.2.3)
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We can dene our tortoise coordinate (tortoise as it is moving slower along the null geo-
desic) by,
r= r+2GM ln

r
2GM
¡ 1

(1.2.4)
In terms of the tortoise coordinates with a bit of an exercise our Schwarzschild metric
becomes,
ds2=

1¡ 2GM
r

(¡dt2+dr2)+ r2 d
2 (1.2.5)
r is considered as a function of r.
This is some improvement as the cones do not close up like in the original coordinates.
1.3. Kruskal and Eddington Finkelstein coordinates.
(Using Tortoise coordinates).
For the upcoming section, let's dene m=GM ,
1.3.1. Kruskal Coordinates for r > 2m
We consider r > 2M part of the manifold and then dene the Kruskal coordinates as
follows :
u  t¡ r (1.3.1)
v  t+ r (1.3.2)
where : r= v¡u
2
and
r  r+2mln

r
2m
¡ 1

r is known as the tortoise coordinate. The advantage of this coordinate system is that
when r! 2M the tortoise coordinate r!¡1 and we don't get a singularity at rs.
When r>2m, both the new coordinates u and v are dened on the whole real lineR i.e.
¡1< u; v <+1
and the limit r! 2M , t!1 corresponds to u!+1 with some nite v.
We can do the following calculation to extract some more physical intuition from this
coordinate system
dr
dr
= d
dr

r+2mln

r
2m
¡ 1

= 1+ 2m¡ r
2m
¡ 1 12m
= 1+ 2m
r¡ 2m
= r¡ 2m+2m
r¡ 2m
= r
r¡ 2m =
1
1¡ 2m
r
=1¡ 2m
r
¡1
(1.3.3)
24 Schwarzschild Black Holes
The metric in (u; v) coordinate system using the result above looks like
ds2 = ¡

1¡ 2m
r

(dt2¡ (dr)2)+ r2(d2+ sin2 d'2)
= ¡

1¡ 2m
r

(dt¡dr)(dt+dr)+ r2(d2+ sin2d'2) (1.3.4)
ds2 = ¡

1¡ 2m
r

dudv+ r2(d2+ sin2d'2) (1.3.5)
Rearranging the Tortoise coordinate we get
r¡ r
2m
= ln

r
2m
¡ 1

(1.3.6)
e
r¡r
2m =

r
2m
¡ 1

e
r¡r
2m =

r¡ 2m
2m

2me
r¡r
2m = r¡ 2m (1.3.7)
1¡ 2m
r
= 2m
r
e
r¡r
2m = 2m
r
e
¡r
2m e
r
2m
= 2m
r
e
¡r
2m e
v¡u
4m (1.3.8)
At this point we go from (u; v) 7! (U ;V ) coordinate system. The (U ;V ) coordinate system
is the Kruskal coordinate system.
Using (1.3.5) and (1.3.8) we dene our variables (U ; V ) as follows,
U  ¡e
u
4m (1.3.9)
V  e
v
4m (1.3.10)
This is with respect to the (u; v) coordinate system. With respect to the original (t; r)
coordinate system (U ;V ) looks as follows,
U = ¡

r
2m
¡ 1
1
2
e
r+t
4m (1.3.11)
V =

r
2m
¡ 1
1
2
e
r¡t
4m (1.3.12)
Now let us calculate the dierentials of (U ; V ) with respect to (u; v).
dU
du
= e
¡u
4m
4m
du = ¡4m
U
dU (1.3.13)
dV
dv
= e
v
4m
4m
dv = 4m
V
dV (1.3.14)
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We can substitute this in (1.3.5) to get our metric in (U ; V ) coordinate system.
ds2 = ¡

1¡ 2m
r

dudv+ r2 d
2
= ¡

1¡ 2m
r

16m2
e
v¡u
4m
dU dV + r2 d
2
= ¡

1¡ 2m
r

16m2
e
r
2m
dU dV + r2d
2
= ¡

r¡ 2m
r

r¡ 2m
r
¡1 32m3
re
r
2m
dU dV + r2 d
2 (1.3.15)
ds2 = ¡32m
3
r
e
¡r
2mdU dV + r2d
2 (1.3.16)
The equation (1.3.16) is known as the metric in Kruskal Coordinates.
ds2 = ¡32m
3
r
e
¡r
2mdU dV +r2 (d2+ sin2d'2) (1.3.17)
with U 2 (¡1; 0) and V 2 (0;+1)
Let us introduce two more coordinates which later will be handy while making diagrams.
T = 1
2
(U +V ) (1.3.18)
X = 1
2
(¡U +V ) (1.3.19)
Some algebraic rearrangement gives us dU ; dV in terms of T ;R; dX; dT as follows
2T +2X = 2V
) V = T +X (1.3.20)
2T ¡ 2X = 2U
) dU = dT ¡dR (1.3.21)
Substituting this intro (1.3.16) gives us the maximally extended Kruskal metric
ds2 = ¡32m
3
r
e
¡r
2mdU dV +r2 (d2+ sin2d'2)
= ¡32m
3
r
e
¡r
2m(dT ¡ dX)(dT +dX)+ r2 (d2+ sin2d'2)
= ¡32m
3
r
e
¡r
2m (dT 2¡dX2)+ r2 (d2+ sin2d'2) (1.3.22)
ds2 = 32m
3
r
e
¡r
2m (¡dT 2+dX2)+ r2(d2+ sin2d'2) (1.3.23)
This is our maximally extended Kruskal metric in the Kruskal coordinates (T ;X;; ') for
the region r > 2m manifold for a Schwarzschild black hole.
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1.3.2. Kruskal Coordinates for r < 2m
Now consider the part of the manifold with 0<r< 2m and dene u; v like in the previous
case
u  t¡ r (1.3.24)
v  t+ r (1.3.25)
r = v¡u
2
(1.3.26)
But this time with a new tortoise coordinate (slightly dierent for a slightly dierent range
of r).
r  r+2mln

1¡ r
2m

(1.3.27)
Here as r! 0; r! 0
as r! 0; r!¡1
Apart from the dependence at r!0/1 most of the expressions that we get are extremely
similar to the case where we did this for r > 2m
dr
dr
= 1
1¡ 2m
r
(1.3.28)
then the metric expression in these new coordinates also remain the same,
ds2 = ¡

1¡ 2m
r

dudv+ r2d
2 (1.3.29)
Following the same procedure as in the previous section
r¡ r
2m
= ln

1¡ r
2m

(1.3.30)
e
r¡r
2m = 1¡ r
2m
e
r¡r
2m = 2m¡ r
2m
2me
r¡r
2m = 2m¡ r (1.3.31)
2m
r
e
r¡r
2m = ¡

1¡ 2m
r

(1.3.32)
which gives us
1¡ 2m
r
= ¡2m
r
e
¡r
2m e
v¡u
4m (1.3.33)
Dening (u; v) 7! (U ; V )
U  e
¡u
4m (1.3.34)
V  e
v
4m (1.3.35)
and after the same calculations as in r > 2m we get
ds2 = ¡32m
3
r
e
¡ r
2mdU dV + r2d
2 (1.3.36)
1.3 Kruskal and Eddington Finkelstein coordinates. (Using Tortoise coordinates). 27
which is the same as (1.3.16) but this time we have U > 0 and V > 0.
We can get the same maximally extended metric as (1.3.23) by making similar T ; R
substitutions.
1.3.3. Metric for the exterior and interior of a Schwarzschild black
hole.
The following metric
ds2 = ¡32m
3
r
e
¡ r
2m dUdV + r2 d
2 (1.3.37)
along with V > 0 and U extended to ¡1<U <1 together describes the interior and
exterior of the Black hole.
If we choose the metric in (T ; R; ; ') coordinates (Kruskal coordinates) we get the
following maximally extended solution for a Schwarzschild black hole,
ds2 = 32m
3
r
e
¡r
2m (¡dT 2+dX2)+ r2(d2+ sin2d'2) (1.3.38)
The next logical step would be to have a two-dimensional diagram which would help us
understand all the properties of the metric. Such diagrams are called the Penrose-carter
diagrams and one can read about how to make them with step by step detail in the
Appendix.B. We will do this in the upcoming sections but before that, let us make a last
choice of coordinates and draw a simple diagram to see a few things clearly.
1.4. Eddington Finkelstein coordinates
The coordinate system we are referring to in this section are (u;r;; ') with¡1<u<+1,
0<r<+1 and the regular domains of ; ' as in spherical coordinates.
Using the two tortoise coordinates dened in the previous section, we can write down
the following equations
r  r+2mln
 r
2m
¡ 1
 (1.4.1)
u = t+ r (1.4.2)
Manipulating the above equations we can do the following
dt2¡ (dr)2 = du2¡ dudr
= du2¡ 2dr

dr
dudr
= du2¡ 2dudr
1¡ 2m
r
 (1.4.3)
Using these equations we can write down the metric in these coordinates as
ds2 = ¡

1¡ 2m
r

du2+(dudr+drdu)+ r2 d
2 (1.4.4)
The above metric covers both, the interior and exterior of the black hole. The metric is
not singular at the event horizon r= rs.
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1.4.1. The Finkelstein diagram
The Finkelstein diagram is one of the illustrative ways to visualize the Schwarzschild
spacetime. We plot the (t~; r) coordinates where
t~ = u¡ r
= t+2mln
 r
2m
¡ 1
 (1.4.5)
This is the diagram that we are looking for,
~t
r
rs
: Ingoing radial null geodesics
: Outgoing radial null geodesics
Figure 1.4.1. Eddington-Finkelstein diagram
(The gure above was redrawn but is inspired from Fig 16.10, Page 220, [7])
The diagram has the following properties :
 The null lines v= constant which correspond to the in-going massless particles are
straight lines at 45.
 The null lines u=constant which correspond to the outgoing particles are hyperbolic
curves.
 These two curves together dene the light cones centered at any point in the space-
time giving a nice pictorial representation.
 Unlike the (t; r) coordinates, for (t~; r) coordinates the light cones at the event
horizon behave normally.
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1.5. Kruskal Extension
In the previous section we have derived the full Schwarzschild metric in the form
ds2 = 32m
3
r
e
¡r
2m (¡dT 2+dX2)+ r2(d2+ sin2d'2) (1.5.1)
The relation between the old coordinates (t; r) and the new coordinates (T ;X) is given by
r
2m
¡ 1

e
r
2m = X2¡T 2 (1.5.2)
t
2m
= ln

T +X
X ¡T

= 2 tanh¡1

T
X

(1.5.3)
In the equation (1.5.1), r is to be interpreted as r(X;T ) and dened by using (1.5.2). The
allowed range of coordinates for X and T is given by the condition r > 0, which we can
yield by taking the limr!0 (1:5:2) giving us
X2¡T 2 > ¡1 (1.5.4)
Let us draw a spacetime diagram for the Kruskal extension and analyze its causal structure.
Radially in-falling particle
Constant t lines
Constant r lines
Future singularity r=0
Past singularity r=0
T
X
II
II~
II~
Figure 1.5.1. Spacetime diagram of the Kruskal coordinates.
(The gure above was redrawn but is inspired from Fig 5.12, Page 226, [2])
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The diagram has the following properties :
 As expected by the construction, all the light cones are now 45 cones and the
incoming and outgoing radial null geodesics are straight lines.
 Notice from equation (1.5.2), which is quadratic in T and X, that one value of r
corresponds to two hypersurfaces. In two dimensions, the spacetime is bounded by
two hyperbolas representing the intrinsic singularity at r=0. (These are the zigzag
curves in the diagram above)
¡ They are termed as the past singularity and the future singularity, respec-
tively.
 The future singularity which is spacelike and for a globally hyperbolic spacetime
and hence it is an unavoidable in region II. (Globally hyperbolic spacetime will be
dened in chapter 3).
 The asymptote to the singularity (the dark green lines in the gure above) corre-
spond to the event horizons r=2m in the respective regions.
 These asymptote divide the spacetime into four regions labeled I,II,I~ and II~ .
 The regions I and II correspond to the Eddington-Finkelstein diagram that was
discussed in the previous section.
¡ Region I corresponds to the Schwarzschild solution for r > 2m.
¡ Region II corresponds to the Black hole solution.
 The regions I and II~ correspond to the retarded Eddington-Finkelstein solution.
(Not discussed here).
¡ Region I has the same interpretation.
¡ Region II has the interpretation of a white hole.
(There never has had been any evidence of its existence whatsoever).
The surprising part was that there is a new region called I~ which is geometrically identical
to the asymptotically at exterior Schwarzschild solution.
The topology connecting I and I~ is complicated and we consider it in the next section.
1.6. Einstein-Rosen Bridge
Each point in the diagram (1.5.1) represents a 2-sphere. Let us get some intuitive idea of
the overall four-dimensional structure if we consider the sub-manifold for T =0. Then from
equation (1.3.16) the metric induced on this hypersurface is given by
ds2 = F 2 dX2+ r2d
2 (1.6.1)
As we move along the X-axis from +1 to ¡1 the value of r decreases to a minimum
at 2m at X =0 and then increases again as X goes to ¡1. We can draw a cross section
of this manifold corresponding to the equatorial plane = 1
2
, in which equation (1.6.1)
reduces further to
ds2 = (F 2 dX2+ r2d'2) (1.6.2)
In order to interpret this we consider a two-dimensional surface possessing this line element
embedded in a at three-dimensional space. The surface appears as in the gure below
where  corresponds to our ' and x0 corresponds to our X .
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Figure 1.6.1. Einstein-Rosen bridge (Figure 17.2, Page 233, [7])
Therefore at T = 0, the Kruskal manifold can be thought as being formed by two
distinct but identical asymptotically at Schwarzschild manifolds joined at a neck/throat
at r=2m: As T increases, the same qualitative picture holds but the throat narrows down,
the universes join at a value r < 2m. At T =1, the throat pinches o completely and the
two universes touch at the singularity r=0. For larger values of T , the two universes, each
containing a singularity at r = 0, are completely separate. The Kruskal solution is time
symmetric with respect T , and so the same thing will happen if we run time backwards
from T = 0. The full time evolution is shown schematically in the gure below where t 0
corresponds to our T .
Figure 1.6.2. Time evolution of Einstein-Rosen bridge (Figure 17.3, Page 233, [7])
It is still an open question whether extending the solution which results in the new
universe has any physical signicance.
In the next gure we can see an embedding of the slice T = constant which is geo-
metrically identical but topologically dierent. This embedding leads to a Schwarzschild
wormhole which connects two distinct regions of a single asymptotically at universe.
Figure 1.6.3. A wormhole (Figure 17.3, Page 233, [7])
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1.7. Penrose Diagram for the Kruskal Solution
In Appendix.B we discuss how to make a Penrose diagram for an arbitrary metric. We
consider the easy Minkowski metric case over there but we go in intricate details of how
to make a diagram. Using the same algorithm from there, we will form a Penrose diagram
for the Kruskal metric.
Skipping the details of the calculation while summarizing it we have the following steps :
 By a careful choice of coordinates (T 0;X 0) we can relabel the points of the Kruskal
diagram such that light rays continue to propagate along 45 lines while bringing
the points at innity to a nite coordinate value. (That is indeed the whole idea of
a Penrose diagram). The resulting picture of the whole slice of the Kruskal diagram
(1.5.1) is called the Penrose diagram for the Schwarzschild geometry and it is an
extremely useful picture for visualizing the global spacetime structure.
 We start with the Schwarzschild geometry in the Kruskal-Szekeres coordinates
(1.5.1) and replace the coordinates T and X with t and x dened by
T = (t+x)
2
(1.7.1)
X = (t¡x)
2
(1.7.2)
¡ The t-x axes are just T -X axes rotated by 45 so that the light rays move
on curves of constant t or x.
 Now introduce new coordinates (t 0;x0) and (T 0;X 0) dened by (For compactication
purposes)
t 0  arctan(t)T 0+X 0 (1.7.3)
x0  arctan(x)T 0¡X 0 (1.7.4)
¡ Here, light rays move on curves of constant t 0 and x0 i.e. the 45 lines in the
T 0-X 0 place.
¡ The innite ranges of t and x are each mapped to a nite range of ¡¡
2
;

2

for t 0 and x0.
 With a few calculations like in Appendix.B one can see that the hyperbola
r=0; T > 0 (1.7.5)
maps into the line
T 0= 
4
; ¡ 
4
X 0 
4
(1.7.6)
whereas the one with
r=0; T < 0 (1.7.7)
maps into
T 0=¡
4
; ¡ 
4
X 0 
4
(1.7.8)
 The horizon T =X maps into the same 45 line as the one in the T 0-X 0 plane.
The results of the steps above is the following diagram,
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J +
J ¡
i+
i¡
IIII
II
IV
i0
r=0
T 0
X 0
Figure 1.7.1. Penrose Diagram of Schwarzschild spacetime.
(The gure above was redrawn but is inspired from Fig 5.16, Page 229, [2])
Just as in the case of Minkowski space one can identify the dierent kinds of innities.
 i0 is called the Spacelike innity
¡ It is the point in spacetime where all the spacelike geodesics start and end.
 i+ is called the future timelike innity.
¡ It is the point in spacetime where all the timelike geodesics start.
 i¡ is called the past timelike innity.
¡ It is the point in spacetime where all the timelike geodesics start.
 J + is called the future null innity.
¡ It is the point in spacetime where all the null geodesics end.
 J ¡ is called the past null innity.
¡ It is the point in spacetime where all the null geodesics start.
The regions I; II; III; IV have analogous meanings to the regions I ; I~; II; II~ for the diagram
(1.5.1) which were already discussed.
For a more detailed step by step derivation of this diagram one can refer to [10].
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Chapter 2
Reissner-Nordström (RN) Black Holes
The RN metric is a solution to Einstein's eld equations that describes the spacetime
around a spherically symmetric charged non-rotating body. The only dierence between
this case and the Schwarzschild case is that Tmn=/ 0 anymore as we have a charge. Other
than symmetry we have the assumption that the contribution to the stress-energy tensor
is only due to the electromagnetic eld (no matter contribution). So it should satisfy
being asymptotically at just like in the case of Schwarzschild metric. Let our body have
a mass m and charge q. Using Birkho's theorem we make our ansatz for the metric
(spherical symmetry) (Still working where our units have c=G=1).
2.1. Derivation of the RN metric
Derivation of the RN metric is something one does not nd easily in standard texts. It is
something that is left to the reader even in popular standard texts like [1],[2]. Here we will
carefully go through the derivation step-by-step.
The derivation was not done explicitly in any of the references and the author takes the
tiny credit for dealing it with every step carefully and deriving the nal result.
We use the same coordinate system x=(x0; x1; x2; x3)= (t; r; ; ').
ds2 = ¡f(r; t)dt2+h(r; t) dr2+ r2d2+ r2 sin2d'2 (2.1.1)
Recalling Einstein's equations and the energy momentum tensor for electromagnetic
Rab = 8

Tab¡ 12 Tgab

(2.1.2)
Tab =
1
0

gbcFadF
cd¡ 1
4
gabFmnF
mn

(2.1.3)
= 1
0

FadFb
d¡ 1
4
gabFmnF
mn

Ta
b = gbbTab
= 1
0

gbbgbc FadF
cd¡ 1
4
gbbgabFmnF
mn

= 1
0

FadF
bd¡ 1
4
ga
bFmnFmn

(2.1.4)
Note 2.1.1. Tab is traceless if we assume gab= ab as we are working in vacuum (The only
contribution to the energy-momentum tensor is because of the electromagnetic eld).
T =Taa =
1
0

FadF
ad¡ 1
4
a
aFmnFmn

(2.1.5)
= 1
0

FadF
ad¡ 1
4
4F adFad

= 0 (2.1.6)
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So we can rewrite our Einstein's equation as follows
Rab = 8Tab (2.1.7)
We need the source free Maxwell's equation in curved spacetime (basically change the
partial derivative to a covarient derivative).
rbF ab = 0 (2.1.8)
r(cFab) = 0
= rcFab+rbFca+raFbc (2.1.9)
We get the same equations for Christoel symbols we got in table (1.1.1). Naturally we
get the same expressions for our Ricci tensor components. (I'll copy them here so referring
becomes easier). Along with that we will also need the Rtr=Rrt component.
f 0 @f
@x1
= @f
@r
; g 0 

R00=Rtt = ¡f
00
2h
+ f
0
4h

f 0
f
+ h
0
h

¡ f
0
rh
(2.1.10)
R11=Rrr =
f 00
2f
¡ f
0
4f

f 0
f
+ h
0
h

¡ h
0
rh
(2.1.11)
R22=R =
1
h
¡ 1+ r
2h

f 0
f
¡ h
0
h

(2.1.12)
R33=R'' =

1
h
¡ 1+ r
2h

f 0
f
¡ h
0
h

sin2=R sin2 (2.1.13)
R01=R10=Rtr=Rrt = ¡ h
0
hr
(2.1.14)
This is as far as we can go generalizing our spherical symmetry for our gravitational eld.
To nd f and g we need to invoke Einstein's eld equations for which we need Tab. In this
case knowing Fab will give us all the information we need about Tab.
Having spherical symmetry, the electric eld can only have a radial component. So,
E= (0; Er; 0; 0) = Ftr= Frt. We can assume B= (0; 0; 0; 0) as we have no currents or
magnetic monopoles.
Fab =
26664
0 Er 0 0
¡Er 0 0 0
0 0 0 0
0 0 0 0
37775 (2.1.15)
Using equation (2.1.3) we can explicitly express our energy-momentum tensor, (Remember
Einstein summation convention)
Tab =
1
0

gbcFadF
cd¡ 1
4
gabFmnF
mn

(2.1.16)
(i) gbcFadF cd = gbcFa0F c0+ gbcFa1F c1+ gbcFa2F c2+ gbcFa3F c3
= gbcFa0F c0+ gbcFa1F c1
= gb1Fa0F 10+ gb0Fa1F 01 (2.1.17)
(ii) 1
4
gabFmnF
mn = 1
4
gab(Fm0Fm0+Fm1Fm1+Fm2Fm2+Fm3Fm3)
= 1
4
gab(Fm0Fm0+Fm1Fm1)
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= 1
4
gab(F00F 00+F10F 10+F20F 00+F30F 30+
F01F
01+F11F 11+F21F 21+F31F 31)
= 1
4
gab(F10F 10+F01F 01)=
1
4
gab(2F10F 10)
= 1
2
gabF10F
10= 1
2
gabF01F
01 (2.1.18)
Tab =
1
0
((i)¡(ii))
= 1
0

gb1Fa0F
10+ gb0Fa1F 01¡ 12 gabF01F
01

(2.1.19)
Using this we can obtain the required components (T00;T11;T22;T33) of the energy-momentum
tensor,
T00 =
1
0

g00F00F
10+ g00F01F 01¡ 12 g00F01F
01

= g00
0

F01F
01¡ 1
2
f01F
01

= 1
2
g00
0
F01F
01
= ¡1
2
f
0
F01F
01 (2.1.20)
T11 =
1
0

g11F10F 10+ g10F11F 01¡ 12 g11F01F
01

= 1
0

g11F10F
10¡ 1
2
g11F01F
01

= 1
0

g11F10F
10¡ 1
2
g11F10F
10

= 1
2
g11
0
(F10F 10)
= 1
2
h
0
(F10F 10) (2.1.21)
T22 =
1
0

g22F20F 10+ g20F21F 01¡ 12 g22F01F
01

= ¡ g22
20
F01F
01
= ¡ 1
20
r2F01F
01 (2.1.22)
T33 =
1
0

g33F30F
10+ g30F31F 01¡ 12 g33F01F
01

= ¡ g33
20
F01F
01=¡r
2sin2
20
F01F
01
= T22 sin2 (2.1.23)
T01 =
1
0

g11F00F
10+ g10F01F 01¡ 12 g01 F01F
01

= 0 (2.1.24)
All the other components of Rab are zero so we don't need to calculate those components
for Tab.
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Now we can use the Einstein's equation as we dened it at the beginning of the section :
Rab=8(Tab) (2.1.25)
R01=T01 = 0
¡ h
0
hr
= 0
h0 = 0 (2.1.26)
This basically means h cannot depend upon t.
h(r; t) = h(r) (2.1.27)
Looking carefully at the non-zero Tab components we notice,
T00
f
+ T11
h
= 0 (2.1.28)
) 8

R00
f
+ R11
h

= 8
rh

f 0
f
+ h
0
h

= 0 (2.1.29)
1
rh

f 0
f
+ h
0
h

= 0
f 0
f
+ h
0
h

= 0 (2.1.30)
We know

f 0
f
+ h
0
h

= @
@r
ln(fh) so,
@
@r
ln(fh) = 0 (2.1.31)
That means the function fh does not depend upon r. So we can write :
fh = (t) (2.1.32)
for some function  that does not depend upon r.
We can rearrange this to get
f = 
h
(2.1.33)
g00 = ¡ 
g11
(2.1.34)
as
g00 = ¡f (2.1.35)
g11 = h (2.1.36)
We know Fmn= gnbgmaF ab, so for F01 we have
F01 = g0a g1bF ab
= g00 g11F 01 (Diagonal metric)
= ¡
g11
g11F
01 (From (2:1:34)) (2.1.37)
F01 = ¡F 01 (2.1.38)
We now use the Maxwell's equation (2.1.9) for a=0; b=1; c=0,
r0F01+r0F10+r1F00 = r0F01+r0F10
!r0F01¡r0F01 = 0 (2.1.39)
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Similarly for other Fab we can easily prove the equation (2.1.9).
Now let us use equation (2.1.8) and the denition of the covarient derivative for the
metric compatible connection.
rbF ab = @bF ab+¡mba Fmb+¡nbb F an=0 (2.1.40)
We can use this with a=1 to get a more explicit form of Er.
rbF 1b = 0 (2.1.41)
r0F 10 = @bF 1b+¡mb1 Fmb+¡nbb F 1n
= @0F 10+¡101 F 10+¡011 F 01+¡0b
b F 10
= @0F 10+¡101 F 10¡¡101 F 01+¡0bb F 10
= @0F 10+¡0b
b F 10
= @0F 10+F 10(¡000 +¡011 +¡022 +¡033 )
= 0 (2.1.42)
We had the same metric ansatz as in the Schwarzschild case. If we look up the Christoel
symbols in the previous section we see that all the Christoel symbols in the equation
above are zero. Giving us,
r0F 10 = @0F 10=0
@0F
10 = 0
d
dt
Er = 0 (2.1.43)
Which gives us Er =Er(r) i.e. it does not depend upon time. Now using the equation
(2.1.40) for a=0 we get,
rbF 0b = 0 (2.1.44)
r1F 01 = @1F 01+¡m10 Fm1+¡nbb F 0n
= @1F 01+¡010 F 01+¡100 F 10+¡nb
b F 0n
= @1F 01+¡010 F 01¡¡010 F 10+¡nbb F 0n
= @1F 01+¡nb
b F 0n
= @1F 01+¡1bb F 01
= @1F 01+F 01(¡100 +¡111 +¡122 +¡133 )
= @1F 01+F 01

f 0
2f
+ h
0
2h
+ 2
r

(2.1.45)
We have, 
f 0
2f
+ h
0
2h
+ 2
r

= 1
2

@
@r
ln(fh)

+ 2
r
= 0+ 2
r
(2.1.46)
Which gives us,
r1F 01 = @1F 01+F 01

2
r

=0 (2.1.47)
@1F
01+F 01

2
r

= 0 (2.1.48)
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We can solve this ordinary dierential equation,
dF 01
dr
= ¡2
r
F 01 (2.1.49)
dF 01
F 01
= ¡2
r
dr
ln(F 01) = ¡2 ln(r)+ c
F 01 = e
ln

1
r2

+c
= e
ln

1
r2

ec (2.1.50)
= c
r2
c= constant
We know F 01=Er so we get,
Er =
c
r2
(2.1.51)
Using Gauss's law for a symmetrical spherical electric eld we can deduce that Er=
Q
4"0r2
which gives us c= Q
4"0
. In General relativity we should always keep a track of the fact
that r is merely a chosen coordinate and does not necessarily measure the actual radial
distance in the RN spacetime.
We need f and g in terms of r and we are nearly there. Let us use the R22 equation
to get what we want,
R22 = 8T22 (2.1.52)
We have calculated both RHS and LHS of the above equation a few pages back. Inserting
them into the equation above we get,
R22=¡ r2h

f 0
f
¡ h
0
h

¡ 1
h
+1 = 8T22 (2.1.53)
Using the fact that h=

1¡ 2GM
r
¡1
f
and h0= ¡f
0
f2
we get,
¡ r
2h
0BB@ f 0f ¡
¡f 0
f2

f
1CCA¡ 1h +1 = 8T22 (2.1.54)
¡ r
2h

f 0
f
+ f
0
f

¡ f

+1 = 8
 ¡1
20
r2F01F
01

¡rf
0
f

f


¡ f

+1 = 8
¡r2
20
¡F01

F01

¡rf
0

¡ f

+1 = 8

r2
20
Er
2


¡1

@
@r
(rf)+ 1 =

8r2
20

Q2
162"02r4

¡1

@
@r
(rf)+ 1 = Q
2
40"02r2
1¡ Q
2
40"02r2
= 1

@
@r
(rf)
 ¡ Q
2
40"02r2
= @
@r
(rf) (2.1.55)
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Now we use the fact that c2=1= 1
0"0
) 0= 1
"0
. This gives us
 ¡ Q
2
4"0r2
= @
@r
(rf) (2.1.56)
We can integrate this to get an explicit expression for f and then use any relation between
f and h to get an explicit expression for h.
r+ Q
2
4"0r
+ k(t) = rf
f = + Q
2
4"0r2
+ k(t)
r
(2.1.57)
k(t) is a function that may depend upon time. We can use f = 
h
to get h.
We have seen in the previous section while deriving the Schwarzschild metric that when
gravity is weak we expect the g00 component to approach 1¡ 2mr . Basically we could get rid
of f by just redening dt! (t)p dt. We have dened 1 radius in the previous section as
rs =
2GM
c2
=2M (2.1.58)
and we can also argue that in the Q=0 it should reduce to Schwarzschild metric giving us
k(t) = ¡2GM
c2
=¡rs (2.1.59)
We can also dene
rQ
2 = GQ
2
4"0c4
= Q
2
4"0
(2.1.60)
Now as we have gotten rid of  we have the relation f = 1
g
. Now nally we can dened f
and h explicitly.
f = 1¡ rs
r
+
rQ
2
r2
(2.1.61)
h = 1
f
=
 
1¡ rs
r
+
rQ
2
r2
!¡1
(2.1.62)
giving us
ds2 = ¡
 
1¡ rs
r
+
rQ
2
r2
!
dt2+
 
1¡ rs
r
+
rQ
2
r2
!¡1
dr2+ r2d2+ r2sin2d'2 (2.1.63)
where =
 
1¡ rs
r
+
rQ
2
r2
!
gmn =
266666664
¡1¡ rs
r
+
rQ
2
r2
0 0 0
0

1¡ rs
r
+ rQ
2
r2
¡1
0 0
0 0 r2 0
0 0 0 r2 sin2
377777775 (2.1.64)
So we have finally after careful mathematical and physical consideration derived the
Reissner-Nordström metric.
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Remark 2.1.1.
We did this while assuming a spherical symmetry for our EM eld. Due to no exper-
imental evidence of magnetic monopoles we kept the Br parts of our stress energy tensor
Fab=0. But theoretically we can still keep them in the stress energy tensor.
Br / P
r2
(2.1.65)
) F23 = Brr2sin  (2.1.66)
Basically we can introduce a theoretical magnetic mono-pole by replacing P! P
2+Q2
c2
=
P 2+Q2.
The RN metric has a true curvature singularity at r= 0 and this can be checked by
computing the invariant scalar R=RabcdRabcd.
2.2. Few Properties of Reissner-Nordström Black
holes
Without any loss of generality we will assume Q> 0. Let us introduce the function
=Q2¡ 2Mr+ r2 = (r¡ r+)(r¡ r¡) (2.2.1)
where r=M  M2+Q2
p
for convenience.
With some algebraic manipulation we can rewrite our metric (2.1.63) as
ds2 = ¡
r2
dt2+ r
2

dr2+ r2d
2 (2.2.2)
We will have three cases to monitor because of the square root in. The three cases will be
1. Q>M : Super-extremal RN
In this case we won't have any real roots for  and is regular (non-singular) for
r > 0. We will have a curvature singularity at r=0 and the situation same as for
the negative mass black hole (refer page 22-23,[3]).
2. Q<M : Sub-extremal RN
In this case  has two real roots for r+>r¡> 0 and two coordinate singulari-
ties. Coordinate singularities can be always removed with an appropriate choice of
coordinate system. Just like in the Schwarzschild metric, let us introduce a tortoise
coordinate (this time r) as

r2
dr2 =
r2

dr2 (2.2.3)
in terms of which the RN metric takes the form
ds2 = ¡
r2
(dt2¡dr2)+ r2 d
2 (2.2.4)
The radial null geodesics for this are given by t r= constant (= '= constant).
A solution of (2.2.4) with a convenient choice of sign and an integration constant
is
r = r+
1
2+
ln

r¡ r+
r

+ 1
2¡
ln

r¡ r¡
r

(2.2.5)
where
+ =
r+¡ r¡
2r+2
> 0
¡ =
r¡¡ r+
2r¡2
< 0
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Again with similar techniques from the Schwarzschild metric, we dene the null
coordinates
u = t¡ r (2.2.6)
and the Eddington-Finkelstein coordinates (v; r; ; ')
v = t+ r (2.2.7)
In terms of the latter coordinates we get the metric
ds2 = ¡
r2
dr2+drdv+ r2d
2 (2.2.8)
which is regular for all r > 0, including r= r+ and r= r¡.
To understand the spacetime structure close to r= r we can use two dierent
sets of Kruskal-type coordinates at each of the two radii
U = ¡e¡u (2.2.9)
V  = eu (2.2.10)
This gives rise to the following Penrose diagram
: r=0 (Curvature singularity)
: r= r+
: r= r¡
i0
r=0 r=0
r=0r=0
Figure 2.2.1. Sub-extremal RN metric diagram
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(The gure above was redrawn but is inspired from Fig 6.4, Page 258, [2])
3. Q=M : Extremal RN
The metric of the extremal RN solution is
ds2=¡

1¡M
r
2
dt2+

1¡M
r
¡2
dr2+ r2d
22 (2.2.11)
which has one coordinate singularity at r=r+=r¡=M . To get rid of this, we dene
the tortoise coordinate dr=

1¡ M
r
¡2
dr such that
ds2=¡

1¡M
r
2
(dt2¡dr2)+ r2d
22 (2.2.12)
and we also change to ingoing Eddington-Finkelstein coordinates (v; r; ; ), where
v= t+ r label the ingoing null geodesics. This can be seen directly from (2.2.12).
After these transformations we are left with the following metric
ds2=¡

1¡M
r

dv2+2dvdr+ r2d
22 (2.2.13)
which is regular at r =M . Basically the inner and outer horizons from the sub-
extremal RN have been coalesced. The diagram for this can be found in Chapter 6,
[2].
2.3. Bibliographical notes
This whole chapter was highly motivated by the references in the following table.
Section Reference Chapter.Section Pages
2.1 [2] 6.5 254-256
2.2
[3] 2.1 25-26
[2] 6.5 258-261
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Chapter 3
Causal structure
In this chapter we develop the language in which Singularity theorems are built. Not
only that but these denitions can be used in many dierent areas of General relativity
and also in Mathematical relativity to understand. We are going to discuss the most
important denitions and concepts from Lorentzian causality as per our needs. We will
follow Chapter 8, [1] closely but with extensive comments from the author.
In the previous sections we see that a solution to Einstein's eld equations is some
kind of a metric tensor gab which is associated with a 4-dimensional manifold (Spacetime).
From now on, we mathematically denote spacetime with (M; gmn).
This metric gmn on any given point p 2M denes a scalar product/inner product
between any two vectors in the tangent space TpM . This also denes the norm of any
single vector in TpM . According to the sign of the norm we have classied the vectors as
(in ¡+++ notation for the Minkowski metric).
1. gabvavb< 0 denotes a timelike vector.
2. gabvavb=0 denotes a null vector.
3. gabvavb> 0 denotes a spacelike vector.
Remark 3.0.1. Time orientability
At every event p2M the tangent space is isomorphic to Minkowski spacetime. We have
light cones through every event in this manifold. A light cone passing through the origin
of TpM is dened as the light cone of p. Light cone of p is a subset of TpM and not of M .
For each of this point p we have a light cone and each of this light cone has a future
and a past . If continuous designation of future/past can be made over the whole manifold
M then we call our spacetime (M; g) to be time-orientable. The spacetimes that we will
be dealing with are assumed to be time orientable.
Since a tangent vector v0 at a given event p02M can be thought as a velocity of a test
particle passing through a point p0= (t0) at a given instant of time t0. The curve or tra-
jectory (t) along which this point takes a path that can be identied as spacelike,timelike
or null . Timelike and null can be further segregated as future or past directed.
3.1. Definitions of Future and Pasts
Definition 3.1.1. Character of a point at a curve
A curve (t) is timelike (past or future directed), null (past or future directed) or space-
like at p0= (t) if it's tangent vector _(t0) at p0 is timelike (past or future directed), null
(past or future directed) or spacelike.
Definition 3.1.2. Global character of curve
 A curve  which is timelike at every event is a timelike curve.
 A curve  which is spacelike at every event is a spacelike curve.
 A curve  which is null/lightlike at every event is a null curve.
Definition 3.1.3. Future and Past directed curve
 A timelike or a null curve which lies in the future half of the light cone is a future
directed curve.
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 A timelike or a null curve which lies in the past half of the light cone is called a past
directed curve.
3.2. Definitions of Causal relations between events
Definition 3.2.1. Chronological future and chronological past of an event p 2M.
(I+(p) and I¡(p)).
For a given event p2M, the chronological future is dened by the set of all points that
can be reached by a future directed timelike curve which starts at p. This set of points is
denoted by I+(p).
For a given event p2M, the chronological past is dened by the set of all points that can
be reached by a past directed timelike curve which starts at p. This set of points is denoted
by I¡(p).
Remark 3.2.1.
For a set of points U , the chronological future/past is dened as follows:
I

(U)=
[
p2U
I(p) (3.2.1)
I(U) is the Chronological future/past of U .
Definition 3.2.2. Causal future and causal past of an event p2M. (J+(p) andJ¡(p)).
For a given event p2M , the causal future is dened by the set of all points that can
be reached by a future directed null or timelike curve which starts at p. This set of points
is denoted by J+(p).
For a given event p2M , the causal past is dened by the set of all points that can be
reached by a future directed null or timelike curve which starts at p. This set of points is
denoted by J¡(p).
Figure 3.2.1. Example of a lightcone
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Definition 3.2.3. Future endpoint of a curve
Let  be a future directed causal curve in M.
We say that p 2M is a future endpoint of  if for every neighborhood O of p there exists
t02R such that (t)2O 8 t > t0.
Definition 3.2.4. Future inextendible curve
A causal curve c is called future inextendible if it does not have a future endpoint.
Definition 3.2.5. Past endpoint of a curve.
Let  be a past directed causal curve in M.
We say that p 2M is a past endpoint of  if for every neighborhood O of p there exists
t02R such that (t)2O 8 t < t0.
Definition 3.2.6. Past inextendible curve
A causal curve c is called past inextendible if it does not have a future endpoint.
Definition 3.2.7. Achronal sets
Achronal sets A are subsets of spacetime M that hold the property
A\ I+(A)= ; (3.2.2)
Remark 3.2.2.
Intuitively what this means is that in these sets there are no such events which are in
the future of another event in the set. Imagine a set of events S (points in a spacetime)
and any future event of these points does not belong to the set S. Such a set S is called
an Achronal set.
No two events in an achronal set are causally connected to each other. What do we mean
by causally connected? It means that no two events in an achronal set can be connected
to each other by null or timelike curves.
Figure 3.2.2. Example of an achronal set
Definition 3.2.8. Edge of an achronal set
Let A be an achronal set. Let @A be the edge of the Achronal set. Then @A is the subsets
of all the events p2A such that every neighborhood of p, U 2M contains at least a point
p+2 I+(p) and p¡2 I¡(p) and a timelike curve T connecting p+and p¡ where T \A=;.
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3.3. Definitions of Causality, Initial conditions.
Definition 3.3.1. Causal Spacetime
We say that our spacetime (M; g) is causal if it does not contain a closed causal
(timelike or null) curve.
This denition of a spacetime being just causal has some drawbacks. Particularly
speaking, if our spacetime is arbitrarily close to being causal it could allow timelike curves
which are not closed , but arbitrarily close to being closed . We don't like this because this
allows us intuitively to nearly go back in time.
As an example, let's look at this diagram where the cylinder is our spacetime and the
light-cones on it dene our causality.
Figure 3.3.1. Cylindrical spacetime
(The gure above was redrawn but is inspired from Fig 8.8, Page 197, [1])
In this spacetime, you can see that if the cones become even a little more horizontal,
then we will be having timelike curves which will be tending towards becoming closed
timelike curves. Such a spacetime is barely causal. Such a spacetime which is barely causal
is called not strongly causal. Now let us dene what it means to be a strongly causal
spacetime.
Definition 3.3.2. Strongly Causal
(M; g) is called strongly causal if:
8p such that p2M and for all neighborhoods U of p there is a neighborhood V U
such that :
 No causal curve  intersects V more than once.
! Indeed, if (M; g) is not strongly causal ) Then there exists a causal curve
 which comes arbitrarily close to intersecting itself.
! We require strong causality to keep causal curves at least a nite distance
from intersecting themselves.
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Remark 3.3.1.
Spacetimes in which events from the future can inuence their past i.e. spacetimes in
which there are closed causal curves do not satisfy strong causality. From this point of
view, strong causality seems like a sensible physical requirement.
Now it seems that the denition of Strong causality should be enough to do physics on
our spacetime as it gives us a sensible condition that events from the future cannot eect
events in their past. But there is still a small issue. We have not done anything to avoid
this condition of non-existence of closed timelike curves in case of small perturbations.
Lets deal with that now and we will have a causal structure of a spacetime with which we
can work. For that we will dene Stably Causal. But before denying that lets consider our
problem with strong causality and then dene stable causality a a result of that problem.[
Problem : Arbitrarily small perturbations in the metric could allow causal curves to
self intersect. We need to nd a condition to avoid this self intersection (We will dene
this condition as the necessary condition for Stable causality).
Solution:
Let us setup a few things,
 Consider a perturbing metric g~ through :
gmn! g~mn= gmn¡!m!n (3.3.1)
with a timelike cotangent vector eld !m!n.
¡ We have two metrics on the same dierentiable manifold, gmn and g~mn.
¡ gmn is a Lorentzian/ pseudo-Riemannian metric.
 Note: g~mn still has the same signature but the light cones are now wider for g~mn.
How do we see this?
¡ Compare gmnvm vn and g~mnvmvn.
(Calculate the length of the tangent vector va at point p with respect to the two
metrics)
g~mnvmvn= gmnvmvn¡ vm!mvn!n (3.3.2)
Inspecting the second term on RHS carefully if vm!m= vn!n=2R
vm!mv
n!n= =2> 0 (3.3.3)
We see that in equation (3.3.2) the RHS is smaller than the LHS without
the term vm!mvn!n. That gives us,
g~mn< gmn (3.3.4)
Thus, it is easier for vector va to have kvak< 0 i.e. it is more likely to be
timelike or null for g~mn.
 In conclusion we can say that, Some vector that is spacelike with respect to gmn
maybe timelike with respect to g~mn.
 (M; g~) spacetime has all causal curves of (M; g) plus more curves.
¡ i.e. {Causal curves of (M; g)}  {Causal curves of (M; g~)}
We have solved our problem by perturbing our metric and still maintaining the condition
for causality. This condition where the perturbed metric also remains sensibly causal is
called Stably causal.
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Definition 3.3.3. Stably causal
(M; g) is called Stably causal if there exists a covector eld !a such that (M; g~) is also
causal. (g~mn= gmn¡!m!n)
Now we will state some theorems on Stable causality that we might need later on.
(Proofs can be found in Chapter 8, [1]).
Theorem 3.3.1.
If (M; g) is stably causal then it implies that (M; g) is strongly causal.
Theorem 3.3.2.
(M; g) is stably causal i there exists a dierentiable function f 2C1(M;R) such that
raf is a past directed timelike vector eld or ¡raf is a future directed timelike vector
eld.
Remark 3.3.2.
Intuitively, this means that f can be viewed as a cosmic clock. (Not a unique one as
we can have more than one f satisfying our conditions.)
Note 3.3.1.
We had dened something called time orientability of a spacetime at the start of this
section. We said that :
(M; g) is time orientable i there exists a past/future pointing smooth timelike vector
eld. What separates this from the theorem above is the remark, is that there the smooth
timelike vector eld need not be a Gradient eld.
3.4. Definitions/Theorems of Global dependence and
Cauchy surfaces.
This section is the nal buildup of the causal structure that we would eventually need to
eectively dene a black hole. (We will need some denitions from Asymptotic atness
which we will dene further.)
Definition 3.4.1. Future domain dependence of set S. (D+(S))
Assume S M is a closed achronal set. Then the future domain of dependence of S is
dened as
D+(S)= fp2M jEvery past inextendible causal curve through p intersects Sg (3.4.1)
Definition 3.4.2. Past domain of dependence of set S. (D¡(S))
D¡(S)= fp2M jEvery future inextendible causal curve through p intersects S g (3.4.2)
Note 3.4.1. The past domain of dependence is nothing else than the set of events p that
aect only S .
Definition 3.4.3. Domain of dependence. (D(S))
This is just dened as the union of the future and past domain of dependence.
D(S)=D+(S)[D¡(S) (3.4.3)
Note 3.4.2. The total domain of dependence of set s i.e. both past and future events
aected by S.
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Example 3.4.1.
Figure 3.4.1. Domain of dependence
Looking at the gure above, one question we want to ask is, Why q 2/ D+(M)? 
The answer is quite simple. For q, some past inextendible curve does not intersect S
because it gets stuck at the singularity. In other words we can say, q is aected by events
in the shadow of the singularity.
Definition 3.4.4. Future Cauchy horizon of S. (H+(S))
H+(S)=D+(S)¡ I¡(D+(S))
D+(S): Closed set of future domain of dependence of S.
I¡(D+(S)): Chronological past of the future domain of dependence of S.
Note 3.4.3. H+(S) is achronal. This is quite obvious as no two events in H+(S) are
causally connected to each other.
This is the set of latest events that are aected only by S .
Definition 3.4.5. Past Cauchy horizon: H¡(S)
H¡(S)=D¡(S)¡ I+(D¡(S)) (3.4.4)
Note 3.4.4.
This is the set of earliest events that aect only S.
Definition 3.4.6. Full Cauchy horizon of S. (H(S))
H(S)=H+(S)[H¡(S) (3.4.5)
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Proposition 3.4.1.
Full Cauchy horizon is just the boundary of Full domain of dependence.
H(S)=D_ (S) (3.4.6)
Now, let's dene probably the most important denition of the whole chapter. We were
building up all the denitions to get to this one.
Definition 3.4.7. Cauchy surface.
A closed, achronal set S is called a Cauchy surface, if it's full Cauchy horizon vanishes.
That is if,
1. H(S)= ;
2. D_ (S)= ;
3. D(S)=M
Look at point 3 carefully, the domain of dependence of S is the entire manifold M (Space-
time). What this physically means that , if you know what happened on S (Initial conditions
with suitable evolution laws) then you can predict what can happened on the entire manifold
M (i.e. the entire spacetime).
 This is the reason why Cauchy surfaces are so important. If the conditions on a
Cauchy surface are known then everything on M can be predicted.
 Since a Cauchy surface is Achronal, it can be viewed as an instant in time. (As no
two events are connected causally on an achronal set)
 The term surface in Cauchy surface is motivated by the following theorem.
¡ Theorem: Every Cauchy surface , is a 3D sub-manifold C0 of M.
Figure 3.4.2. Cauchy Horizons
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Definition 3.4.8. Globally hyperbolic spacetime
A spacetime (M; gab) is called a globally hyperbolic spacetime if it possesses a Cauchy
surface .
3.5. Bibliographical Notes
The sections in this chapter were highly motivated by the following references. Only the
denitions were taken directly from the texts without any comments.
Section Reference Pages
3.1 1 189-190
3.2 1 190-192
3.3 1 195-206
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Chapter 4
Singularity Theorems : Congruences and Ray-
chaudhuri equation.
The goal of this chapter is to make the reader familiar with the concept of a singularity
from a global perspective. Not only that but also to equip the reader with some tools
which are extremely eective in dealing with singularities in such a context. These tools
are called the Singularity theorems. Instead of dealing with multiple examples of Singu-
larity theorems, the author takes his time to build a good mathematical and intuitive
grasp on frequently used mathematical tools in singularity theorems like extrinsic cur-
vature,geodesic congruences, Raychaudhuri's equation, etc. The chapter is concluded by
two singularity theorems by Stephen Hawking which have cosmological interpretation.
A more emphasis is made on understanding the tools needed to prove these singularity
theorems, in order to understand every step while the singularity theorems are being
proved the reader might want to refer to numerous concepts from Chapter 8,9 fromWald's
book [1].
4.1. What do we mean by singularity?
In all the other basic physical theories except General relativity, like Classical mechanics and
Electrodynamics, the manifold and the metric structure of spacetime is already assumed.
We know the where and when of all spacetime events. In these theories, the non-exis-
tence or being innite of a certain physical quantity at certain point determines whether
we have a singularity or not.
Example. Coulomb solution of Maxwell's equation in Special relativity has a singularity
at the events labeled by r=0.
This situation is dierent when we talk about General relativity. Here, we are trying
to understand the manifold and metric structure of spacetime itself.
The notion of an event only makes sense after we have dened the spacetime M and a
metric gab everywhere on M .
 The big bang singularity of the Robertson-Walker (RW) metric is not considered as
a part of the spacetime manifold and hence it is not a place or time.
(This point is meant to emphasize the fact that coordinates in General rela-
tivity may not always have a physical meaning like in Electrodynamics or Classical
mechanics. Every time we use the word place in the upcoming paragraph and talk
about it, we are speaking in this context).
 The region r>0 is considered to be a part of the Schwarzschild spacetime and hence
unlike the Coulomb singularity at r=0, the same singularity r=0 is not a place in
Schwarzschild spacetime.
On the basis of the above examples we might be able to think that we can still dene the
notion of a singular boundary. For example, by adding points  =0 and r=0 in the RW
spacetime and Schwarzschild spacetime respectively we think we might achieve it. But this
would allow one to talk in precise terms of a singularity as a place even though the metric
is not dened there. While this can be done for simple cases like the above, more diculties
arise when one tries to give a meaningful general description of a singular boundary.
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Singularities like the one at r = 2GM i.e. the event horizon of the Schwarzschild
spacetime cannot be used as an example to describe singularities as this singularity was a
result of some specic coordinate chart being used. These are called coordinate dependent
singularities. They are not really singularities as they can be removed by coordinate
transformations. Many dierent attempts were made to dene singular boundaries but
failed due to numerous drawbacks. Hence, we must abandon the notion of singularity as
being a place.
The failure of being able to describe singularity as a place does not mean that they
do not exist. We know for a fact that we have singularities in Robertson-Walker and
Schwarzschild spacetimes. We just need to nd another way of characterizing a singularity.
One approach is the Curvature approach where we look at the events in the spacetime
where the curvature blows up e.g. r = 0 in Schwarzschild spacetime and  = 0 in RW
spacetime. This approach has it's own diculties. For example :
 This approach is based on the components of the Riemann curvature tensor Rabcd.
If we use bad coordinates, then the components of the tensor maybe ill behaved
because of the coordinate system chosen.
To avoid this :
 We instead examine the scalars formed by this curvature tensor like R; RabRab;
RabcdR
abcd and similar scalars formed by polynomial expressions in derivatives of
the Riemann curvature tensor. (These will be coordinate independent)
Now let us nally dene how should we characterize singular spacetimes and what are the
options when we go towards a singularity on a geodesic.
Definition 4.1.1. Singularity
We say that (M; g) possesses a singularity if it possesses an incomplete geodesic.
OR
A singularity in a Lorentzian manifold is an incomplete endless curve. (Page 12, [11])
Remark 4.1.1.
We distinguish singularities of null, spacelike and timelike type depending on the type
of the geodesic.
Definition 4.1.2. Singular spacetime
If a spacetime M possesses a singularity as dened above, then M is considered a sin-
gular spacetime.
When one is traveling an incomplete geodesic towards a singularity, three things can
happen. (Not necessarily independently, all of them can happen altogether)
1. Scalar curvature singularity.
A scalar reconstructed from Rabc
d diverges.
2. Parallel-propagated curvature singularity.
In a parallel transported tetrad frame, a scalar component of Rabc
d or its
covarient derivatives diverge.
3. Non curvature singularity.
None of the above.
Example : Conical singularity - Take a paper and make a cone, that is not
curvature because parallel transport remains trivial. That means that when you take
a piece of paper and crumble it, it is not curved but it just has conical singularities.
Fundamental problem
As discussed before :
! In concrete solutions, like Schwarzschild or FLRW cosmologies, curvature singular-
ities are obviously present.
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! These spacetimes are highly symmetric.
The real problem is whether more realistic spacetimes, i.e. perturbed spacetimes also show
these singularities ?
Example 4.1.1. Spherically symmetric dust shell in-fall
 In Newtonian gravity : We use catastrophe theory which predicts innite mass den-
sity but not if the spherical symmetry is perturbed.
 In Einstein's gravity : We use Singularity theorems.
We predict the Black hole singularity in this case, even if the symmetry is perturbed. (This
happens under assumption of some energy condition.
Singularity theorems are designed in such a way that they predict singularities in
spacetimes in a robust manner.
(Thus if quantum gravity is to resolve singularities then it has to overcome this robust
theory).
4.2. Design of Singularity theorems
We are now trying to look at more arbitrary spacetimes, particularly the ones which are
perturbed in some or the other way from the spacetimes with which we are familiar.
4.2.1. Strategy for Singularity theorems
Let us rst make an algorithm for these theorems.
Algorithm for singularity theorems
i. Focus attention on singularities that can be identied by existence of incomplete
inextendible timelike or null geodesics.
Why?
It is clear that these are the more important singularities as an observer traveling
on such a geodesic will have their eigentime bounded from above and below.
What about other singularities?
May exist in addition, but the standard singularity theorems don't attempt to
predict them.
ii. Singularities can be in the way of a geodesic. The presence of singularities interferes
with the property of geodesics being extremal length curves.
iii. Let us recall two things that we will need in this point.
1. Extremizing curve length is done by Euler-Lagrange equations which even-
tually lead to the geodesic equation.
@
@

@L
@x_

= @L
@x
(Euler lagrange equation)
d2x
d2
+¡ 
 dx
d
dx
d
=0 (Geodesic equation) (4.2.1)
2. This point is just to state that both the equations above are dierential
equations and solutions to dierential equations are functions.
At least locally, geodesics are paths of extremal lengths:
! Spacelike geodesics are curves of shortest proper distance.
! Timelike geodesics are curves of maximal proper time.
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iv. Prove that even in Generic spacetimes there exists curves of maximal length between
events.
What assumptions are needed?
The spacetime being Globally hyperbolic suces.
v. We also need to need to assume some energy condition. For example, the strong
energy condition which we will dene along the way to use it to prove that geodesics
meet a divergence of a quantity called the expansion , in nite proper time.
These extremal length curves cannot be geodesics with eigentime longer than a
certain nite amount into past or future.
vi. Conclude that there are incomplete geodesics i.e. we have a singularity in the
past/future.
4.2.2. Singularity lemma I. (Timelike geodesic congruence)
In this subsection we are gonna discuss a singularity theorem(lemma) in intricate details.
We will derive most of the things that we are going need to understand this Singularity
lemma.
Lemma 4.2.1. (Lemma 9.2.1, [1])
Let/Suppose :
 a be a tangent eld of a hypersurface orthogonal timelike geodesic congruence.
 Tmn (Energy momentum tensor in the Einstein's eld equation) obeys the strong
energy condition ) Rabab 0.
 =< 0 at any point on a geodesic congruence.
Then:
 goes to ¡1 along that geodesic within proper time  6 3jj
Before we can even think about proving this theorem we need to understand a lot
of concepts that will be used while proving it. We will mainly use the tools that were
developed in the previous chapters and introduce some more concepts.
4.2.2.1. Tool I : Extrinsic curvature
The extrinsic curvature of a spacelike hypersurface describes naively the curvature between
the spacelike hypersurface and the time dimension (Curvature between space and time).
We know that the curvature between dierent spatial dimensions can be found using
parallel transport (Take a parallelogram and then parallel transport the vector along it
and you don't get the same vector back - This is how the Riemann tensor is dened).
What if one of your directions in the parallelogram is timelike?
Basically, you parallel transport your quantity to a future time and then some spatial
direction. Later you parallel transport back to the time where you started it and then you
parallel transport again in a spatial dimension. If the vector is now rotated then we say
there is some curvature between space and time. What intuition could we possibly have
of this phenomenon? We will try to build some naive intuition of this in the next paragraph.
The intuition behind this could be taken as the expansion or shrinkage of spacetime.
That is what shows up on these parallelograms. The condition on the extrinsic curvature
is a condition on the expansion rate.
60 Singularity Theorems : Congruences and Raychaudhuri equation.
The basic idea behind this theorem is that, if certain conditions are met, such as the
strong energy condition and if at a certain point in time (i.e. on a spacelike hypersurface,
we can think spacelike hypersurfaces as slices of time as we are assuming our manifold to be
globally hyperbolic) the spacetime was expanding at some minimum rate everywhere and
nowhere slower than that. Then, the theorem concludes that it always has been expanding.
Which concludes that if you go back in time, it should shrink in such a way that we meet
a singularity. The same conclusion would be detected by geodesics. This idea that such
a conclusion could be made by geodesics (or rather geodesic congruence which we dene
soon) is the sole motivation behind such singularity theorems.
If we think about it, we are not attempting to solve the Einstein's equation here for
some metric. Instead, we are analyzing the geodesic equation and concluding if a bunch of
geodesics collie in the past. If we successfully do conclude this, we can say that we found
a singularity.
So in conclusion, extrinsic curvature tells us about the dynamics of spacetime itself. In
this case it being negative, tells us about the rate of contraction.
Therefore, if we assume 8p2
(p)C < 0
this condition is true for some constant C , then spacetime has a nite minimum expansion
rate everywhere on .
4.2.2.2. Tool II : Strong energy condition
Before jumping straight to the strong energy condition let's look at what other energy
conditions we have :
 Weak energy condition (WEC) :
Tmnv
mvn 0 8 timelike v: gmnvmvn< 0
For an observer with unit tangent va the local energy density is Tmnvmvn0. As an
observer you can choose the coordinate system that travels with you. That means
you can choose such a frame in which you are only traveling in the time dimension
and not space. That means, for your tangent vector the only non-zero component
is x0 component:
Tmnv
mvn=T00v0 v0+Tii vi vi=T00v0v0+0=T00 0
where i2f1; 2; 3g and v is a unit vector.
 Dominant energy condition (DEC) :
Based on the weak energy condition but is slightly stronger.
i. WEC
Tmnvmvn 0
ii. v a is any timelike vector and KmTmnvn. Assuming this it satises
KmK
m 0
Whenever we have va as a killing vector eld (It doesn't have to be for this
denition, just a recall). The quantity Km is a conserved quantity (conserved
4-momentum).
This is the condition that makes it DEC and not WEC. It basically says
that the energy-momentum ow vector Km may not be conserved but it has
to be causal, i.e. ow must be in the future.
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 Strong energy condition (SEC):
This is the energy condition that our theorem requires.
We say that our matter obeys the SEC i 8 timelike m :
Tmn¡ 12T r
r gmn

mn 0 (4.2.2)
Honestly, we will see that this energy condition is imposed because we need an
equation exactly in this form to make the singularity theorem provable. So, it does
not come from an intuition/observation of some condition that the actual matter
in the universe is obeying. But if we look carefully, there is an interpretation.
Interpretation :
We exclude matter that causes accelerated expansion, has an equation of state
parameter smaller than ¡1
3
. That would violate the SEC.
Is something like this possible?
SEC is obeyed by known matter. It can be violated by dark energy / cosmolog-
ical constant.
What is the relationship of SEC with WEC and DEC?
It is independent of WEC and DEC. SEC can be obeyed independently whether
WEC or DEC are satised or not.
Example 4.2.1.
For known matter Tmn is diagonalizable to obtain :
Tmn=
26664
 0 0 0
0 p1 0 0
0 0 p2 0
0 0 0 p3
37775
where  is energy density by co-moving matter and pi is principal pressure.
The energy conditions now read as follows :
 WEC (Weak) :
 0 and + pi0 for each i2f1; 2; 3g
 DEC (Dominant) :
WEC+
 jpij for i2f1; 2; 3g
 SEC (Strong) :
+
X
i=1
3
pi 0 and + pi 0 for i2f1; 2; 3g
Now we will be coming to our nal and biggest tool/s. We will be trying to understand
how to gure out the point (vi) from out algorithm for singularity theorems.
4.2.2.3. Tool III : Congruences and their properties.
The motivation behind this tool is the following result, Given the SEC one can show that
geodesics meet a divergence of a quantity called expansion , in nite proper time. This
is called the Focusing theorem.
Definition 4.2.1. Congruence
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A congruence is dened in an open subset OM of a manifold M as a family of curves
such that through each point p 2 O there is exactly one curve from this family passing
through it.
 The tangents to a congruence yield a vector eld.
 Every continuous vector eld generates a congruence of curves.
 A congruence is smooth if the corresponding vector eld is smooth.
Timelike geodesic congruences:
Consider a timelike geodesic congruence with the geodesics being parameterized by
proper time. For the corresponding tangent vector eld a:
a
a=¡1
Dene the tensor eld Bab:
Bab=rba
and so called the spatial metric :
hab= gab+ ab (4.2.3)
which projects onto the subspace of the tangent space which is perpendicular to a. We
can easily see that Bab=rba is orthogonal to the vector a at any point :
Bab
a=(rba)a=0= (rba)b=Babb
We dene the following quantities of congruence, the congruence (think of them as a
spaghetti coming out of a spaghetti maker) can do some stu geometrically.
 Expansion  :
=Babhab (4.2.4)
which is essentially the trace of Bab .
Intuition : It describes the average volume expansion of the infinitesimally nearby
surrounding geodesics.
 Shear  :
ab=B(ab)¡ 13hab (4.2.5)
this is a symmetric and traceless quantity.
Intuition : It describes the distortion of the shape of an initial sphere in tangent
space into an ellipsoid.
 Twist (rotation) !ab :
!ab=B[ab] (4.2.6)
which is just the anti-symmetric part of Bab.
Intuition : It describes the rotation of the geodesics.
This is how we can decompose a matrix and we can write down :
Bab=
1
3
hab+ab+!ab (4.2.7)
(A detailed decomposition of such quantities if motivated by linear algebra and can be
found in Chapter 2, [4]).
4.2.2.4. Tool IV : Dynamics of these congruences. (Raychaudhuri's equation.)
We will now basically use the denitions of the expansion , shear ab and the twist !ab
to see how does the tensor eld Bab evolve in time. In simple words we want to see if this
equation :
dBab
d
= iriBab (4.2.8)
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gives use any useful information for this theorem.
Derivation of the Raychaudhuri's equation :
The derivation was not done explicitly in any of the references and the author takes the
tiny credit for dealing it with every step carefully and deriving the nal result.
We need the following tools we know from dierential geometry to prove Raychaud-
huri's equation :
i. Denition of the Riemann tensor:
(rarb¡rbra)!c = Rabc d!d (4.2.9)
= ra(rb!c)¡rb(ra!c)
ra(rb!c) = rb(ra!c)+Rabd c!d (4.2.10)
Rabc
d = ¡Rbac d
ii. The Leibnitz4.2.1 rule :
rd
¡
A b1:::bl
a1:::ak B d1:::dl~
c1:::ck~

= (rdA b1:::bla1:::ak )B d1:::dl~
c1:::ck~
+
¡rdB d1:::dl~c1:::ck~ A b1:::bla1:::ak (4.2.11)
where;
A b1:::bl
a1:::ak 2T (k; l) and
B d1:::dl~
c1:::ck~ 2T (k~; l~)
where T (k; l) is the tensor eld with k contravarient components and l covarient
components.
iii. The geodesic equation (4.2.1)
Now let us use the tools above to expand (4.2.8)
dBab
d
= iriBab = irirb a= iri (rb a)
===========
(4:2:10)
i(rb(ri a)+Ribd a d)
= irbri a+Ribd d i d
===========
(4:2:11) rb(iri a)¡ (rb i)(ri a)+Ribd a i d
=========
(4:2:1) ¡B bi Bai+Ribd a i d (4.2.12)
dBab
d
= iriBab = ¡B bi Bai+Ribd a i d (4.2.13)
Now we take the trace of (4.2.13) :
First lets take the trace on the left hand side (LHS) of (4.2.13):
Tr(LHSof (4:2:13))=Tr

dBab
d

= d
d
(Tr(Bab))
(Trace is a linear operator:)
= d
d
(Babhab)=
d
d
(4.2.14)
Tr

dBab
d

= d
d
(4.2.15)
4.2.1. [1] uses Leibnitz.
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Let's take the trace on rst term on the right hand side (RHS) of (4.2.13) and expand it
using (4.2.8):
BabBba =

1
3
hab+ab+!ab

1
3
hba+ba+!ba

= 1
3
hab

1
3
hba+ba+!ba

+
+ab

1
3
hba+ba+!ba

+!ba

1
3
hba+ba+!ba

(4.2.16)
All the mixed terms of hab; ab; !ab are zero because each of the individual terms are
irreducible and they do not interact with each other. So basically ,

3
habba;

3
hab!ba; ::::::;

3
!abhba; !
abba=0 (4.2.17)
Using this fact we get the following equation,
BabBba =

9
habhba+abba+!ab!ba (4.2.18)
In the equation above hba; ba are symmetric. The way we dened hba is such that it is the
diagonal part of Bab, and ba is the non-diagonal symmetric part. !ba is anti-symmetric.
Swapping the indices which are downstairs for the equation above we get,
BabBab =
2
9
habhab+abab¡!ab!ab (4.2.19)
hab is the spatial metric as dened in (4.2.3). By spatial metric we mean that it is the
projection onto the spacelike hypersurface that has its normal vector a as we dened
before. We can check this by taking the inner product of any vector xa with a using the
spatial metric. The result should be zero if it projects it to the hypersurface dened by a.
hab 
axb = (gab+ ab)axb
= gabaxb+ abaxb
= axa+(aa)bxb
= axa+(¡1)axa
= axa¡ axa (4.2.20)
hab
axb = 0 (4.2.21)
Hence, we have established that hab projects vectors from our 4-dimensional manifold to
a 3-dimensional hypersurface. The trace of hab is 3 using a local Lorentz frame. We have
Tr(hab)=habhab = 3 (4.2.22)
We can plug this into (4.2.19) to get,
BabBab =

3
+abab¡!ab!ab (4.2.23)
We now plug this as the rst term for the right hand side of Tr(4.2.13) and take the taking
the trace of the second term (Rmn) we get (Just replacing some indices) :
Tr

dBab
d

= ¡
2
3
¡abab+!ab!ab¡Rcd cd
d
d
= ¡
2
3
¡abab+!ab!ab¡Rcd cd (4.2.24)
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This equation (4:2:24) is known as the Raychaudhuri's equation for a timelike geodesic
congruence.
4.2.2.5. Proof
After four tools and several pages we nally have the machinery to prove Theorem (4.2.1).
Let us assume that in we have the strong energy condition satised i.e. equation (4.2.2).
Let's impose that condition on the term containing the Ricci tensor in equation (4.2.24).
Before that let us express that term using Einstein's equation.
Rcd 
cd = 8

Tcd¡ 12Tgcd

cd (4.2.25)
= 8

Tcd 
c d+ 1
2
T

(4.2.26)
Basically the term Tcd c d represents the energy density of matter as being measured by
an observer with 4-velocity c. If we impose the strong energy condition which precisely
makes the right hand side of the equation above non-negative we get :
Tcd 
cd+ 1
2
T  0 (4.2.27)
Tcd 
c d  ¡1
2
T (4.2.28)
We can use this to prove our theorem as it was one of the assumption we made while
stating the theorem. ab and !ab both being spatial vectors we can know that the inner
product of the terms with themselves will be positive. We can even get rid of !ab by the
Frobenius theorem (Appendix B.3, Page 434, [1]) if we assume the congruence is hypersurface
orthogonal. Under all these assumptions we have the equation (4.2.24) as,
d
d
+ 
2
3
 0 (4.2.29)
¡ 1
2
d
d
¡ 1
3
 0
d
d
¡1¡ 1
3
 0
d
d
¡1  1
3
(4.2.30)
Integrating this we get,
¡1( )  0¡1+ 13 (4.2.31)
Where 0 is the initial value of .
Let's consider a hypersurface-orthogonal congruence. Let it be initially converging
(< 0). Then (4.2.30) tells us that convergence will continue and eventually we will hit a
point where geodesics will cross (such points is also known as caustic) in a nite proper
time  ¡3¡1.
Basically what we are saying is that, matter obeying SEC cannot push geodesics apart,
it can only increase the rate at which they are converging. Obviously this result only applies
to some arbitrarily-chosen congruence and the appearance of caustics doesn't indicate any
singularity in the spacetime. (Geodesics cross all the time, even in at spacetime. Focal
points of lenses is one example where null geodesics in at spacetime cross each other, this
does not indicate the existence of a singularity). Many proofs for singularity theorems take
advantage of this property of the Raychaudhuri equation to show that spacetime must be
geodesically incomplete in some way.
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4.2.3. Singularity lemma II (Null geodesic congruence)
Lemma 4.2.2. (Lemma 9.2.2, Page 223, [1])
Let/Suppose :
 ka be the tangent eld of a hypersurface orthogonal null geodesic congruence.
 Rabkakb> 0 is satised. (Einstein's equation holds in the spacetime and strong or
weak energy condition is satised by matter).
 The expansion =< 0 at any point on a geodesic in the congruence.
Then :
!  goes to ¡1 along that geodesic within ane length 6 2jj .
Proof. The computation for this proof is extremely similar to the one for timelike geodesic
congruence case i.e. the previous lemma.
The main dierences are as follows:
 The 1
3
factor in front of  in Bab becomes a
1
2
giving us
(For a detailed explanation of how this happens one can refer to Page 221-222:[1]
or Page 461-465:[2])
B^
ab
= 1
2
 h^ab+ ^ab+ !^ab
 The Raychaudhuri equation looks like the following
d
d
= ¡1
2
2¡ ^ab ^ab+ !^ab !^ab¡Rcd kc kd
 After similar computations and reasoning from the previous lemma we get the nal
equation to prove this statement as follows :
¡1()  0¡1+ 12 (4.2.32)
The details of the proof can be found on (Page 221-223,[1]) 
4.3. Conjugate Points
Definition 4.3.1. (Page 223, [1]) Jacobi Fields
On a manifold M, with a connection and for a geodesic  with tangent vector a. A
solution a of the geodesic deviation equation ([1],p. 46)
ara(brb c)=¡Rabd c b a d (4.3.1)
is called a Jacobi eld on .
Remark 4.3.1. Two points p; q 2  are called conjugate points if there exists a non-
zero Jacobi eld which vanishes at p; q.
Example 4.3.1.
In Riemannian geometry if you consider a sphere to be your manifold and its longitu-
dinal geodesics, the north and south poles are conjugate points on this Sphere.
4.3.1. Why are we interested in conjugate points?
 In spacetimes they tell us the stage at which a timelike geodesic fails to be a local
maximum of the proper time (as it should be) between two points.
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 In case of a null geodesic they tell us when does it fail to remain on the boundary
of a point.
 In case of Riemannian geometry - They tell us the stage at which a geodesic fails
to be the minimum length curve (locally) connecting points.
4.3.2. Existence of Conjugate points.
Let us consider the conjugate points on timelike geodesics and analyze them. We will use
results from the previous section.
Proposition 4.3.1. (Proposition 9.3.1, Page 226, [1])
Let/Suppose :
 (M; gab) be a spacetime satisfying Rab a b> 0 for all timelike a.
  be a timelike geodesic and p2 .
 The convergence of the timelike geodesics propagating into the future from p
attains a negative value for  at r2 .
Then :
Within proper time  6 3j0j from r along  there exists a point q conjugate to p ,
assuming that  extends that far.
Proof.
We say that the proposition above is an obvious result from lemma (4.2.1) and the
following lemma.
Lemma 4.3.1. (Proof on page 225-226, [1])
Let/Suppose :
  be a timelike geodesic a and p2 .
 A congruence of timelike geodesics passing through p. p itself is excluded from
O2M . (This congruence is singular at p itself)
Then:
A point q 2  where q lies to the future of p is conjugate to p i the expansion 
tends to ¡1 at q.
Considering all our assumptions from lemma (4.3.1) and theorem (4.2.1) we can
eectively deduce this proof obvious. 
4.4. Topology of Causal Curves
In order to study causal curves and identify the condition in which some causal curves are
incomplete, it is convenient to consider the set of causal curves between two points as a
Topological space. Let (M; gab) be a strongly causal spacetime and p; q 2M .
Definition 4.4.1. Set of continuous future directed causal curves
We dene C(p; q) to be the set of continuous, future directed causal curves from p to q.
If there are two curves in C that dier only by reparametrization then they are considered
to be the same curve.
In order to understand this denition we have to expand our denition of causal curves
to continuous curves.
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Definition 4.4.2. Continuous future directed causal curves
A continuous future directed causal curve  is such that for any p2 there is a convex
normal neighborhood U of p such that if (t1),(t2)2U with t1< t2 then there is a future
directed dierentiable causal curves from (t1) to (t2) which lies entirely in U.
To understand this denition we need to understand a convex normal neighborhood.
Definition 4.4.3. Convex normal neighborhood
A convex normal neighborhood is an open set U with p 2U such that 8q; r 2U there
exists a unique geodesic  connecting q and r which stays entirely in U.
Note 4.4.1. For an arbitrary spacetime (M; gab) one can show that a convex normal
neighborhood exists for any point p2M .
Note 4.4.2. C(p; q) will be an empty set if q2 J+(q)
We can dene a topology T on C(p; q)making (C(p; q); T ) a topological space as
follows :
Let U 2M be open, and dene O(U)C(p; q) by
O(U) = f2C(p; q)jU g (4.4.1)
Basically, O(U) consists of all causal curves from p to q, which lie entirely within U . We
dene our topology T by calling a subset O of C(p; q) as open if it can be expressed as
O =
[
O(U) (4.4.2)
where each O(U) is of the form (4.4.1).
It can be proved that T is Hausdor and second countable. We dene convergence as
follows : a sequence of curves n! if for every open set U 2M with U , there exists
N such that nU for all n>N .
We will now state one of the most important theorems for C(p; q).
Theorem 4.4.1. Let (M; gab) be a globally hyperbolic spacetime and let p; q 2M, then
C(p; q) is compact.
Sketch of proof : (Technical details of this can be found in Section 4.5.2)
We need to prove that every sequence fng in C(p; q) has a limit curve. This proof
makes use of a fairly technical lemma which states that, if fng is a sequence of future
inextendible causal curves passing through p; then there exists a future inextendible causal
curve  passing through p which is a limit curve of n.
Now suppose p; q 2D¡() where  is a Cauchy surface, then if we remove the point
q from the spacetime, then all curves in C(p; q) become future inextendible, and from the
lemma we see that they have a limit curve : If we add the point q back then it has to
be a future end point of ; so we found a limit curve in C(p; q). Similar for p,q 2D+().
Now if p and q are on dierent sides of , then we can nd a point r in I+() and a future
directed causal curve  from p to r such that a sub-sequence

~n
	
converges to  point-
wise. Reversing the process we can nd a limit curve ~ of

ne 	 from q to r. Joining the
two curves we get a limit curve for the sequence fng.
4.5. Singularity Theorems
In this section we will be closely following (Section 9.5, Pages 237-242, [1]).
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4.5.1. First Theorem / Timelike case
The rst theorem that we will be proving will let us interpret that the universe is globally
hyperbolic. We also can establish that the universe at one instant of time is expanding
everywhere at a rate bounded away from zero and hence the universe must have begun in
a singular state a nite time ago.
Theorem 4.5.1. First Theorem (Theorem 9.5.1, Page 237, [1])
Let / Suppose :
1. (M; g) is a globally hyperbolic spacetime.
2. Rab a b 0 for all timelike a
¡ This is satised if the Einstein's equation is satised with the strong energy
condition holding for matter.
¡ This is the point that makes it the timelike case.
3. There exists a smooth (at least C2) spacelike Cauchy surface  for which the trace
of the extrinsic curvature satises K C~< 0 everywhere, C~ being a constant.
Then :
! No past directed timelike curve from  can have length greater than 3jC~ j . (Basi-
cally, all past directed timelike geodesics are incomplete.)
Proof. We will prove this using contradiction.
Claim : Suppose we have a past directed timelike curve ¡, from  with length greater
than 3jC~ j .
 Let p be a point on ¡ lying beyond the length 3jC~ j from .
 From the theorem stated below this point, we can say there exists a maximum length
curve  ( not the same as ¡) from p to , which denitely also must have length
greater than
3
jC~ j
Theorem. (Theorem 9.4.5, Page 237, [1])
Let (M; gab) be a globally hyperbolic spacetime.
Let p2M and let  be a Cauchy surface.
Then there exists a curve  2C(; p) for which  attains its maximum value C(; p).
(C(; p) is dened in denition (4.4.1),  is the length function dened on C(; p)
 From the theorem stated below this point, we say that  must be a geodesic with
no conjugate point between  and p:
Theorem. (Theorem 9.4.3, Page 236, [1])
Let (M; gab) be a strongly causal spacetime.
Let p2M, let  be an achronal, smooth spacelike hypersurface and consider the
length function  dened on C(; p).
A necessary condition for  to attain its maximum value at  2C(; p) is that
 must be geodesic orthogonal to  with no point conjugate to  between  and p.
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 We use the proposition which is stated below this point, we impose contradiction
as the proposition says that  must have a conjugate point between  and p.
Proposition. (Proposition 9.3.4, Page 230, [1])
Let (M; gab) be a spacetime satisfying Rab a b 0 for all timelike a.
Let  be a spacelike hypersurface with K =< 0 at a point q 2.
Then within proper time t 3
K
there exists a point p conjugate to  along the
geodesic  orthogonal to  and passing through q, assuming  can be extended that
far.
Reading every point and the theorem/proposition corresponding to it, we can conclude
that the original curve ¡ cannot exist.

4.5.2. Hawking's Theorem
Theorem 4.5.2. (Theorem 9.5.2, Page 238,239, [1])
Let/Suppose :
1. (M; gab) be strongly causal.
2. Rab a b 0 for all a timelike.
¡ This is satised if the Einstein's equation is satised with the strong energy
condition holding for matter.
3. There exists a compact, edge-less, achronal, smooth spacelike hypersurface  such
that for past directed normal geodesic congruence from  we have K < 0 every-
where on .
4. C denote the maximum value of K, so K C < 0 everywhere on .
Then :
! At least one inextendible past directed timelike geodesic from  has length no
greater than
3
jC j .
Proof. We will prove this using contradiction.
Assumption : Suppose all past directed inextendible timelike geodesics from  had
length greater then
3
jC j . Let us denote these geodesics by .
 Since the spacetime (int[D()]; gab) satises all the assumptions from theorem 4.5.1,
all  must least int[D()].
 H() is the boundary of D()
H() = D_ ()
due to (Proposition 8.3.6, Page 204, [1]). Because of this, all  must intersect
H¡() before their length becomes greater than 3jC j . This obviously implies that
H¡()=/ ;.
We will now prove that H¡() must be compact and then show that this leads to a
contradiction.
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Lemma 4.5.1. H¡() is compact.
We will present the proof here :
The main step in proving compactness for H¡() is the demonstration that for each
p2H¡(S) there exists a maximum length orthogonal geodesic from S to p.
We can start the proof by saying
 The length of any causal curve from  to p is less than equal to 3jC j . Using this fact
we can say that there exists a least upper bound  of length for all causal curves
from  to p.
p


H¡()
D¡()
Figure 4.5.1. Diagram showing the idea of the least upper bound 
(The gure above was redrawn but is inspired from Fig 9.6, Page 239, [1])
We wish to nd an orthogonal geodesic from  to p.
 Let fig be a sequence of timelike curves from  to p satisfying
lim
i!1
 [i] =  (4.5.1)
p


H¡()
D¡()
3 2
1
Figure. Step 1: (i)! 
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 Choose qn2n ,qn=/ p, qn2 I+(p) such that
lim
n!1
qn = p (4.5.2)
p


H¡()
D¡()
3 2
1
q1
q2
q3
Figure. Step 2
 Now we have qn2 int[D¡()]. This implies that there exists a normal geodesic n
from  to qn which maximizes the length of all causal curves from  to qn. Basically
we have
lim
n!1
 [n]=  (4.5.3)
p

H¡()
D¡()
3
2
1
q1
q2
q3
1
3
2
Figure. Step 3
We have this result because of (Theorem 9.4.5, [1])
 Now we dene rn to be the intersection point of n with . We know that  is
compact and hence there exists an accumulation point r of the sequence {rn}.
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p
H¡()
D¡()
3
2
1
q1
q2
q3
r1
r2r3

1

2

3
r
Figure. Step 4
 We denote  to be the geodesic normal to  originating from r. Due to continuity,
 intersects H¡() at p. We get
 []= lim
n!1
 [n] =  (4.5.4)
p

H¡()
D¡()
3
2
1
q1
q2
q3
r1
r2r3

1

2

3
r

Figure 4.5.2. Step 5
Hence, we have found the timelike geodesic orthogonal to  which maximizes the
length from  to p.
We prove the compactness of H¡() by showing that every sequence fpng in H¡()
has an accumulation point p2H¡():
fpng!!!!!!
n!1 p (4.5.5)
Details of the proof for the above statement :
 Let f~ng be a sequence of maximum length orthogonal geodesics from  to pn:
 Let r~n be the intersection point of ~n with :
 Let r~ be an accumulation point of fr~ng
 Let ~ be the geodesic starting from r~ orthogonal to .
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 Let p be the intersection point of ~ with H¡().
Then,
! p is an accumulation point of fpng.
! Thus, H¡() is compact.
Hence, we have successfully shown that H¡() is compact.
We know edge()= ; because of the following theorem
Theorem. (Page 203, Theorem 8.3.5, [1])
Every point p2H+ lies on a null geodesic  contained entirely within H+() which
is either past inextendible or has a past endpoint on the edge of .
Hence, H¡() contains future inextendible null geodesic.
Since (M; gab) is strongly causal, we can use the following lemma
Lemma. (Page 197, Lemma 8.2.1, [1])
Let (M; gab) be strongly causal and let K M be compact. Then every causal curve
in  conned within K must have past and future endpoints in K.
to say that our previous claim is impossible if H¡() is compact, which we just proved.
Thus, our assumption that all past directed inextendible timelike geodesics from  have
greater length than
3
jC j has led to a contradiction. 
Both the singularity theorems that we proved were timelike geodesic incompleteness in
a cosmological context.
Two more signicant theorems having a dierent context can be found in Page 239-242,
[1]. We didn't include them here because they require a slightly extra set of mathematical
toolkit which we didn't include in the previous chapters.
4.6. Bibliographical Notes
This whole chapter was highly inuenced by Chapter 9, [1]. Whenever statements of the-
orems and proofs were taken, they were cited accordingly. A lot of comments were made
by the author during this whole chapter which cannot be found in any texts.
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Chapter 5
General Black Holes and their properties
In the few of the previous chapters we set up some causal structure language using which
we can understand the structure of spacetime as dened by the causal relations among
the events. An asymptotically at spacetime in simple terms is a spacetime which behaves
like the Minkowski spacetime far away from the source. At the start of this section we will
dene the concept of asymptotically at and simple space in the language we developed
in the previous sections. This will give us the possibility of dening a no-escape region.
To get an early intuitive grasp of this concept we can make a proposition.
5.1. Asymptotic Structure needed for defining Black
hole
Proposition 5.1.1. Starting from a given event p, we can nd only causal curves con-
necting it with events in a spatially bounded proper subset of space, then we will say that
we cannot escape from some region containing p.
Otherwise, we will be free to have a causal connection with events that are outside any
bounded proper subset of space, i.e. even with events which are at innity.
Innity in the above proposition is considered in a broad sense as a part of the boundary
of our spacetime (M; g).
Note 5.1.1. In the following denitions whenever we will be referring to J + of a space-
time we mean it as the future null innity. What it means is that all the future directed
null curves of the spacetime will end on this surface (hypersurface).
Definition 5.1.1. Asymptotically empty and simple spacetime
Let us consider a strongly causal spacetime (M; g). It is said to be asymptotically
empty and simple if there exists a spacetime (M; g) which is called the associated
unphysical space and a chart :
:M!M~
an embedding of M as the manifold with smooth boundary @M in M~ such that
1. There is a smooth (at least C3) function 
 on M such that on (M)

> 0 and 
2(g)=(g~) ; ( denotes pullback, see A.1 )
i.e g~ is conformal to g on (M).
2. On @M , 
=0 and d
=/ 0.
3. Every null geodesic on M has two endpoints on @M .
4. Rmn=0, on an open neighborhood of @M in M [ @M=M.
So here we can see that an asymptotically empty and simple spacetime has a boundary
that resembles the properties of innity in Minkowski space. Moreover from the denition
above, we can see that in an asymptotically empty and simple spacetime the boundary
@M is a null surface. Spacetime is then in its past or in it's future.
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Definition 5.1.2. Weakly asymptotically empty and simple spacetime.
A spacetime (M; g) is called weakly asymptotically and simple spacetime if there
exists an asymptotically empty and simple spacetime (M 0; g 0) and a neighborhood N 0 of
@M 0 in M 0 such that N 0\M 0 is isometric to an open set N M: in this case the region
N is asymptotically empty and simple.
As we see no restriction from the denition, a weakly asymptotically and simple space-
time can have many (even innite) number of asymptotically empty and simple regions.
Definition 5.1.3. Strongly asymptotically predictable spacetime. (SAP)
Let us consider (M; g) as a weakly asymptotically empty and simple spacetime and
a partial Cauchy surface J in M. (M; g) is called a strongly future asymptotically
predictable spacetime from the partial Cauchy surface S if J + is contained inD+(S ).
What this physically means is, starting from S we can predict all the future until J +
and there will be no singular points in the spacetime which can be seen from the future
null innity and the same is true for a neighborhood of @J¡(J +)
Moreover a strongly future asymptotically predictable space has the nice property
that given a partial Cauchy surface S there exists a family S () of spacelike surfaces,
homeomorphic to S , which cover D+(S )¡S and intersect J +. Each S () can be
interpreted as a constant-time surface (Time slices). Moreover the family S ( ) is such that:
1. I+(S ())S (2) if 1<2 so that, as one would expect, a spacelike surface of the
family is always in the (chronological) future of surfaces at previous instants of time.
2. The edge of each spacelike surface S ( ) in M~ is a 2-sphere S2() in J +.
3. At all instants of time S ( )[ (J +\J¡(S2())) is a Cauchy surface for D(S ).
Remark 5.1.1. In this situation if @J¡(J +) =/ ; then it has a nonempty intersection
with S () for suciently large  . There then will be some events on S () at least for
suciently large  , which are not causally connected to future null innity. We will use
this remark in the denition of a black hole.
5.2. Definition of a Black hole and event horizon.
In this section we will formulate a precise notion of a Black hole in the most abstract
setting of a spacetime (M; gab). Unlike the Schwarzschild Black hole or the RN black hole
from the earlier chapters where we dened Black holes using a particular metric, here we
will dene it from a topological perspective.
This is the rst time that we are talking about a general Black hole so maybe it would
be fair to state the basic idea of a Black hole in layman terms.
A Black hole is a point-like super-heavy mass which has a region of no escape. In
physical terms, the gravity is so strong that any particle of light entering it cannot escape it.
In a naive way, we could dene a Black hole topologically as AM such that 8p2A
with J+(p) 2 A. We do dene a no escape region in spacetime but if we stick to this
denition then the causal future of any set in any spacetime will be a Black hole. We need to
take a little bit more case while specifying what portion of spacetime would be a Black hole.
For an asymptotically at spacetime, the impossibility of escaping to J + provides an
appropriate characterization of Black hole.
Now we are close to dening a Black hole precisely. The idea that J¡(J +) is well
behaved but does not include the entire spacetime leads us to dene the denition.
Remark 5.2.1. One line summary of Strongly asymptotically predictable spacetime.
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Let (M; gab) be a asymptotically at spacetime with associated unphysical spacetime
(M~ ; g~ab). We say that (M; gab) is SAP if in the unphysical spacetime there exists an open
region with M \J¡(J +)V~ , such that (V~ ; g~ab) is globally hyperbolic.
Definition 5.2.1. Black hole (B )
A strongly asymptotically predictable spacetime is said to have a black hole if M is not
contained in J¡(J +). Black hole of such a region is dened by
B = [M ¡J¡(J +)] (5.2.1)
Definition 5.2.2. Event Horizon of B
H = J_¡(J +)\M (5.2.2)
Note 5.2.1. Summary/Remarks of the idea of a Black hole
 The denition of a Black hole above translates the idea of the presence of a no-
escape region in an strongly predictable spacetime a proper geometric language.
 A Black hole is dened as a region from which particles and light rays cannot escape
to J +.
 If we let S () denote the family of spacelike surfaces in terms of which an asymp-
totically empty and simple region in it can be foliated. A Black hole on S () is a
connected component of the set
B ()=S ()¡ J¡(J +) (5.2.3)
we can see here the idea of a hole in B in the spatial sense as it is contained in the
constant time surface S ().
 The event horizon H is an achronal set and the boundary of the region from which
particles and light rays can escape to innity is generated by null geodesic segments
with possibly past endpoints but no future endpoints.
5.3. Hawking's Area Theorem
The proof for the following theorem was taken from [1]. The author deals with it by trying
to provide insightful comments to every step. This was not a particularly easy task as it
requires a decent amount of sophistication in the mathematical abstraction used to state
and prove the theorem.
Theorem 5.3.1. Hawking's Black hole area theorem. (Theorem 12.2.6,[1])
Let/Suppose :
1. (M; gab) be a strongly asymptotically predictable spacetime satisfying Rab ab> 0
for all null a.
2. 1 and 2 be spacelike Cauchy surfaces for the globally hyperbolic region V~ with
2 I+(1). (Where V~ is the unphysical spacetime)
3. H is the event horizon (boundary of the black hole region of (M; gab) and let H1=
H \1, H2=H \2.
Then :
! The area of H2 is greater than or equal to the area of H1.
Proof.
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Few comments on the assumptions :
 From point 1,
Using the denition of SAP we get a good mathematical setting that every
spacelike surface can be interpreted as time slices.
 In point 2,
1;2 can be thought as time slices in our spacetime. The equation 2I+(1)means that
2 is a time slice after 1. All points of 2 are accessible from 1 using appropriate
timelike geodesics.
 In point 3,
Using the argument above, H1 ;H2 can be presumed as the event horizons at a
particular time on the manifold.
For the start of the proof we use contradiction of the following statement/fact and build
up on it to get some properties formally :
The null geodesic generators ofH are non-negative i.e. non-converging
i.e. their expansion > 0 everywhere on H .
Contradiction :
 Suppose < 0 for some p2H .
Buildup using this contradiction :
¡ Let  be spacelike Cauchy surface for V~ passing through p2, i.e. p2.
! Spacelike Cauchy surfaces act like slices of time as we discussed earlier in
SAP. So a point p2 will have the same  (some time parameter) as for all
p02.
¡ Let H=H \
! Deducing using the remark for the previous point, H is the event horizon of
our black hole at some instance in time (that's what the intersection of H
with  does).
¡ As < 0 at p (from assumption), we can deform H in an outward neighborhood
of p to obtain a surface H on  such that H enters J¡(J +) and has < 0
everywhere in J¡(J +).
! In simple words,
H   (5.3.1)
H\J¡(J +) =/ ; (5.3.2)
8p2H ! < 0 (5.3.3)
Using all the three properties we can deduce
8p2H\J¡(J +) ! < 0 (5.3.4)
! This statement here is basically saying that we can construct a neighborhood
around the event horizon in a particular time slice such that a few points from
H can end up at J + (future null innity) giving us H\J¡(J +)=/ ;.
At this point we can show that we reach a contradiction.
¡ Let K  be the closed region lying between H and H
! In Minkowski spacetime i we think about this situation we will have a ring
between H and H. Analogous to this we can think of this closed region in
an arbitrary spacetimee.
¡ Let q 2 J + with q 2J_+(K).
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¡ The null geodesic generator of J_+(K) on which q lies must meet H orthogonally.
! It is a null geodesic generator (it generates null geodesics for all p2K) which
explains it's orthogonality with H.
¡ Having a null geodesic through a point q 2 J_+(K) would mean that > 0.
This is a contradiction from our assumption that <0 and hence our generator will have
a conjugate point before reaching q.
Hence, we can claim that > 0 everywhere on H .
We still haven't proved our main statement yet. The fact that > 0 on H is going to
help us prove this with a good precision. We will do this now,
 Each p2H1 lies on a future inextendible null geodesic , contained in H .
¡ In simple words, as the geodesic through any point inside the event horizon
will be inextendible as it won't have a future endpoint on the manifold, or
we can say we don't know what happens to it once its inside the Black hole.
 As we know 2 is a Cauchy surface and by the properties of Cauchy surfaces, 
(which starts at 1-also a Cauchy surface) must intersect at some point q 2H2.
¡ 2 is a Cauchy surface which implies 9q2H2 such that  \2= fqg:
 Hence, all the points from H1 can be mapped to a region of H2 and we obtain a
natural map from H1 to H2.
¡ f :H1!H2: p 7! q where f is the natural map we talked about in the point.
 We can denote the area of a set U 2  by A(U). We have > 0 which implies
A(H1)6A(H2).
¡ f is injective (all points from H1 will be mapped to H2) but it need not be
surjective (all points from H2 need not be mapped back to H1) as > 0.
f(H1)H2 ) A(H1)6A(f(H1))<A(H2) (5.3.5)
Therefore, the area of H1 has to be smaller than area of H2.

5.4. Bibliographical Notes
This whole chapter was highly inuenced by Chapter 11,12 in [1] and [8]. Whenever state-
ments of theorems and proofs were taken, they were cited accordingly. A lot of comments
were made by the author during this whole chapter which cannot be found in any texts.
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Chapter 6
Exotic Topics in General Relativity
Up to this point since chapter 3, we have focused on spacetimes which do not allow
closed timelike curves (CTCs) and obey some kind of a energy condition. This does not
mean that spacetimes permitting CTCs or violating all three energy conditions cannot
exist. The reason this chapter is named exotic has to do with these facts. We start by
analyzing exact solutions to the Einstein's equations which permit CTCs. We do this in
the so called, Misner space and the Gödel Universe. We then give a conclusion to why
CTCs give problems in physics. Then we discuss the Alcubierre warp drive which not only
violates all three energy conditions but provides a nice idea for what we know as warp
drives from science ction. The metric for such a warp drive can also have CTCs. We do
not discuss this artifact here but provide a link where interested readers could look it up.
6.1. Closed timelike curves (CTCs) in Misner Space
Misner space is a 2-dimensional spacetime metric with
ds2=¡2dt2d ¡ td 2 (6.1.1)
where t2 (¡1;1) and  is periodic i.e. each  is identied with  +  0 where  0> 0.
All the curves with T =constant are closed due to the periodicity of  . T <0 curves are
spacelike and T > 0 curves are timelike. It follows from the previous point that all points
with T > 0 can lie on closed timelike curves(CTCs) whereas for points with T <0 cannot.
We will indeed show that all points T > 0 do lie on CTCs. The curve corresponding to
T =0 serves as the chonology horizon.
Definition 6.1.1. Chronology Horizon
The hypersurface separating the causal and non-causal parts of any spacetime is caled-
Chronology horizon.
The metric (6.1.1) is at and hence in a local sense it is equivalent to the Minkowski
metric. But globally speaking it is staggeringly dierent than the Minkowski metric due
to the identication (periodicity in this case) of  .
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6.1.1. Misner process
We will call the procedure which transforms the Minkowski spacetime into Misner as
Misner process.
Let us start with the two dimensional Minkowski metric
ds2=¡dt2+dx2 (6.1.2)
Misner's space occupies only the portion x< t of Minkowski, namely the shaded region I
and II of the gure below
II
IV
III
I
II
t
x
Figure 6.1.1. Misner Space
(The gure above was redrawn but is inspired from Pg.3 of [12])
We rst make our changes on region I. Let's consider the following coordinate trans-
formation :
x  ¡2 ¡Tp sinh

z
2

;
t  ¡2 ¡Tp cosh

z
2

(6.1.3)
where T 2 (¡1; 0) and z 2 (¡1;1).
Using these coordinate transformations for the Minkowski metric we get the metric
dx = ¡2

¡ 1
2 ¡Tp sinh

z
2

dT + ¡Tp cosh

z
2
dz
2

(6.1.4)
dt = ¡2

¡ 1
2 ¡Tp cosh

z
2

dT + ¡Tp sinh

z
2
dz
2

(6.1.5)
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dx2 = 4

¡ 1
4T
sinh2

z
2

dT 2¡T cosh2

z
2
dz2
4
¡ 1
4
sinh

z
2

cosh

z
2

dT dz
¡ 1
4
sinh

z
2

cosh

z
2

dzdT

(6.1.6)
dt2 = 4

¡ 1
4T
cosh2

z
2

dT 2¡T sinh2

z
2
 dz2
4
¡ 1
4
cosh

z
2

sinh

z
2

dT dz
¡ 1
4
cosh

z
2

sinh

z
2

dzdT

(6.1.7)
Now we calculate
¡dt2+dx2 = 4

1
4T
dT 2¡ T
4
dz2

(6.1.8)
ds2= dT
2
T
¡T dz (6.1.9)
Now we introduce the coordinate  
 = z¡ lnjT j (6.1.10)
Now imposing this coordinate on (6.1.9) we get (6.1.1).
However, the transformation (6.1.3) applies only to region I of gure:(6.1.1). In order
to transform region II from (t; x) 7! (T ; z) we use the following modied transformation
x  2 Tp sinh

z
2

;
t  2 Tp cosh

z
2

(6.1.11)
The transformation (6.1.10) applies to T > 0 without any modication. So (6.1.10) along
with (6.1.11) gives us (6.1.9) in region II as well.
Note 6.1.1.
 Curves with T = constant are spacelike in region I and timelike in region II.
 Curves with z= constant are timelike in I and spacelike in region II
 Curves with  = constant are everywhere null .
Until now in this section, we have constructed the Misner's metric (6.1.1) on the half-
Minkowski manifold i.e. regions I and II in Fig. (6.1.1).
Now, we choose a parameter  = > 0 and we fold the  coordinate by identifying  
with  +   (keeping T constant). The coordinate T still has the range ¡1<T <1.
A pair of such identied constant- lines embedded in the half-Minkowski space is
shown in the gure below
6.1 Closed timelike curves (CTCs) in Misner Space 85
II
IV
III
I
II
t
x
 = Constant
T = Constant
(a)
γ0
γ
β0
β
α0 α
II
IV
III
I
II
t
x
T = Constant
z = Constant
γ0
γ
α0 α
(b)
Figure 6.1.2. Identied points in Misner space (Denoted by Greek symbols  Greek symbols
primed)
(The gure above was redrawn but is inspired from Page 3, [12]).
Note 6.1.2.
Identifying  coordinate at the same T value is equivalent to the identication (by
identication we mean a topological identication, for example when we identify two sides
of a square/rectangle we get a Torus) of the z coordinate at the same T : We can see this
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from the equation (6.1.10). We can see the lines of constant z along with lines of with
constant T in the Fig. (6.1.2).
The transformation from Minkowski to Misner altogether is
t = Te
 
2 ¡ e¡
 
2 ;
x = Te
 
2 + e¡
 
2 (6.1.12)
and the inverse transformation is
 = ¡2ln

x¡ t
2

;
T = x
2¡ t2
4
(6.1.13)
the transformations above hold in both regions I and II.
Remark 6.1.1.
As we talked in the note above, Misner's identication can be imposed by identifying
two lines of constant z (at same T and with z values separated by  ). The velocity
dx
dt
along each such line of constant z is xed and hence the relative velocity between a pair
of identied z= constant lines is well dened.
The relative velocity is (after some calculations) is given by
u= tanh

 
2

(6.1.14)
This is a boost we know on Minkowski space from special relativity. Thus, Misner's folding
can be viewed as an identication under the action of a boost with velocity u.
6.1.2. Geodesics in Misner Space
We want to see have a body with mass behaves in Misner space. For simplicity purposes,
we will use the boost symmetry mentioned above. Along with that, we will also choose
a Lorentz frame in which the object is at rest (x(t) = Constant). We will analyze the
properties of a single such geodesic.
As the  coordinate is null, it increases monotonically along any timelike geodesic and
is suitable to use as a parameter. Hence, we conveniently express our geodesics using the
function T ( ).
Therefore, a single static geodesic satises (in covering space i.e. region I and II)
x= constantx0. Due to (6.1.12) we get
T ( )=¡e¡ +x0 e¡
 
2 (6.1.15)
Now we try to analyze how does this geodesic behave when we propagate it from some
T < 0 to T =0.
Looking at the relation (6.1.15) we can see that there are two dierent classes of such
geodesics:
 The ones with x0< 0 only approach T =0 at  !1.
 The ones with x0>0 will all reach T =0 at a nite  and continue their journey in
the region T > 0.
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Figure 6.1.3. Geodesics in Misner space. Taken from Pg.172,[8]
The goal of this section is to understand the motion of objects in the region where
CTCs exist. So for the remainder of this section (which is a brief discussion) we will restrict
our attention to the second class of geodesics that we mentioned above, namely the x0> 0
geodesics.
Let us consider the behavior of these geodesics at T >0. For each of such geodesics the
function T ( ) will reach its maximum at its intersection point with t=0.
The following gure will demonstrate the behavior described above
Figure 6.1.4. Constant x geodesics plotted in (T ;  ) coordinates.
The gure above displays two dierent x=x0> 0 geodesics and the t=0 line.
These static geodesics exhibit a simple symmetry when displayed in the (T ; z) coordi-
nates. We can easily see that in the T > 0 region, the relation x=x0 yields
T (z)=
 
x0
2cosh
¡ z
2
!2 (6.1.16)
This function is symmetric around z = 0 and hence, it's maximum is obtained at z = 0.
This is illustrated in the gure below
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Figure 6.1.5. Symmetry of a single x0> 0 geodesic around z=0
The gure above displays a single x=x0 geodesic and the line t=0 coincides the line
z = 0 in (T ; z) coordinates, again demonstrating that the geodesics x= x0 reach their
maximal T value at a point where t vanishes.
6.1.3. Bibliographical Notes
The section above was taken from [12] (A few simple calculations which were unclear were
done explicitly by the author). Some background reading was done using the following
resources : [3],[8] and hence a few concepts might be motivated from explanations based
in these resources. The gures drawn were also inspired from the same paper [12].
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6.2. CTCs in the Gödel Universe
Derived in 1935 by Kurt Gödel the Gödel metric is an exact solution to Einstein's eld
equations(EFEs). The Gödel metric has some unique characteristics which make us want to
dig in more. One of the most unique characteristic is that it allows the existence of closed
timelike curves (CTCs). In this section we are not going to derive the metric but instead
analyze the interesting scenarios that could come up in this universe.
6.2.1. Gödel metric
The Gödel universe is a solution to EFEs for an innitely long rotating dust cylinder. In
technical terms it is a solution to EFEs for a pressure-less perfect uid source rotating
around an axis.
The metric in (t; x; y; z) system is the following equation (along with it's matrix form
and the inverse matrix) :
ds2 = ¡dt2+dx2¡ 1
2
e2xdy2+dz2¡ ex(dtdy+dydt) (6.2.1)
gmn =
2666664
¡1 0 ¡ex 0
0 1 0 0
¡ex 0 ¡1
2
e2x 0
0 0 0 1
3777775 (6.2.2)
gmn =
26664
1 0 ¡2e¡x 0
0 1 0 0
¡2e¡x 0 2e¡2x 0
0 0 0 1
37775 (6.2.3)
Definition 6.2.1. Gödel-type metrics
These are metrics for spacetimes where the metric gmn can be written as the dierence
between a degenerate background metric bmn which has one dimension lower than the entire
spacetime and the tensor product of two unit timelike vectors vm.
gmn = bmn¡ vmvn
Basically bmn is a matrix of d d dimension with a zero row (Matrix with rank d¡ 1).
The metric 6.2.1 is one of the most trivial case of Gödel-type metric giving us the most
trivial Gödel-type spacetime.
We should be able to write down the metric (6.2.1) according to the denition of Gödel-
type metrics above. We can achieve this by writing down the following background metric
and a timelike vector eld,
 Background metric bmn :
bmn =
2666664
0 0 0 0
0 1 0 0
0 0 1
2
e2x 0
0 0 0 1
3777775 (6.2.4)
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 Timelike vector eld (lower-indexed four velocity) vm:
vm = (1; 0; ex; 0) (6.2.5)
vmvn =
26664
1
0
ex
0
37775[ 1 0 ex 0 ]
=
26664
1 0 ex 0
0 0 0 0
ex 0 e2x 0
0 0 0 0
37775 (6.2.6)
We can see now that :
bmn¡ vmvn =
2666664
0 0 0 0
0 1 0 0
0 0 1
2
e2x 0
0 0 0 1
3777775¡
26664
1 0 ex 0
0 0 0 0
ex 0 e2x 0
0 0 0 0
37775 (6.2.7)
=
2666664
¡1 0 ¡ex 0
0 1 0 0
¡ex 0 ¡1
2
e2x 0
0 0 0 1
3777775= gmn (6.2.8)
Therefore we indeed can write the Gödel metric as ,
gmn = bmn¡ vmmn (6.2.9)
Remark 6.2.1.
 We can see that bmn is a degenerate metric of dimension d=4 (our spacetime has
dimension 4) and rank d¡ 1=3.
 The norm of our 4-velocity vector vn can be checked to be ¡1.
vnv
n = gmnvmvn (6.2.10)
= g00v0v0+2g20v2v0+ g22v2v2+ g33v3v3 (6.2.11)
= (1)2+2(¡2e¡x)ex+2e¡2x(ex)2 (6.2.12)
= 1¡ 4+2 (6.2.13)
= ¡1 (6.2.14)
vm is indeed a timelike unit vector with respect to our metric.
6.2.2. CTCs in the Gödel universe
Let us make a coordinate transformation from our original coordinates (t; x; y; z) to cylin-
drical coordinates (t; r; '; z) where
t2 (¡1;1) r 2 (0;1) '2 [0; 2] z 2 (¡1;1)
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After a few calculations we get the following metric :
ds2 = ¡dt2+dr2+dz2¡ sinh2r(sinh2r¡ 1) d'2+ 2p sinh2r(d'dt+dtd' ) (6.2.15)
where '=0 and '=2 are identied (that means we consider that we came back to the
same point in that coordinate). Hence, '=0; '=2 being the point where the curve closes.
Let us consider a parameterized curve (s) where all coordinates except ' are constant.
Then the tangent vector to this curve looks as follows:
v = d

ds
=

d0
ds
;
d1
ds
;
d2
ds
;
d3
ds

(6.2.16)
=

0; 0; d'
ds
; 0

(6.2.17)
If  is a timelike curve then its tangent must be a timelike vector for all points s on this
curve. We can see this by writing dt=dr=dz=0 in (6.2.2).
ds2 = ¡sinh2 rc (sinh2rc¡ 1)d'2 (6.2.18)
where rc is the constant r coordinate along this curve.
gmnv
m vn = g'' v'v'
= ¡sinh2 rc (sinh2rc¡ 1)

d'
ds
2
< 0 (6.2.19)
¡sin2rc¡ 1 < 0 (6.2.20)
sinh2rc¡ 1 > 0
sinh2rc > 1
sinh rc > 1 (6.2.21)
Solving the above equation we get,
e2x¡ 1
2ex
= e
xex¡ 1
2ex
> 1 (6.2.22)
Let : y= ex (6.2.23)
y2¡ 1
2y
> 1
y2¡ 1¡ 2y > 0
y2¡ 2y¡ 1 > 0 (6.2.24)
Solving this we get :
y > 1+ 2
p
(6.2.25)
erc > 1+ 2
p
rc > log(1+ 2
p
) (6.2.26)
What we calculated was the radius outside which lines of constant time will be closed
timelike curves. Basically, whenever we are outside the radius rc, we will be traveling on
a closed timelike curve which is constant in coordinate time. This is illustrated in the
diagram below
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r > rc
z
y
x
Figure 6.2.1. Closed timelike curves in Gödel Universe
During our travel some proper time elapses, and when returning to the initial point
'=0, we will have traveled back to the point where it started, which for us will be a time
travel backwards in time.
The amount of proper time  passing for the traveler will be given from the line
element on the curve (6.2.18) and by using the denition of proper time we get
d2 = ¡ds2 (6.2.27)
= sinh2(rc)(sinh2(rc)¡ 1)d'2 (6.2.28)
 =
Z
0
2
sinh (rc) (sinh2rc¡ 1)
q
d'
= 2 sinh (rc) (sinh2rc¡ 1)
q
(6.2.29)
which will be dened and positive once we have the condition (6.2.26) for a timelike curve.
Let's return to general Gödel type metrics. We can always do a cylindrical coordinate
change in these metrics, so that the line elements become
ds2 = ¡(dt+ s(r; ')dz)2+dr2+ r2d'2+dz2 (6.2.30)
g =
26664
¡1 0 0 ¡s
0 1 0 0
0 0 r2 0
¡s 0 0 1¡ s2
37775 (6.2.31)
where s(r; ') is an arbitrary function of the coordinates r and '. Let us now consider a
general curve (), with all coordinates having a general dependence on the parameter,
where our parameter 2 [0; 2]. The tangent vector T a to the curve is
Tm = d
d
(6.2.32)
=

dt
d
;
dr
d
;
d'
d
;
dz
d

(6.2.33)
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We can impose that this curve should be timelike (VaV a) and use the metric (6.2.30) to
explicitly calculate it
gabV
aV b = ¡1 (6.2.34)
g00V
0V 0+(g03V 0V 3+ g30V 3V 0)+ g11V 1V 1+ g22V 2V 2+ g33V 3V 3 = ¡1 (6.2.35)
¡

dt
d
2
¡ 2 dt
d
dz
d
+

dr
d
2
+ r2

d'
d
2
+(1¡ s2)

dz
d
2
= ¡1 (6.2.36)
¡sdz
d


dr
d
2
+ r2

d
d
2
+

dz
d
2
+1
s
= dt
d
(6.2.37)
Let us now Fourier-series expand this expression conventionally, having  in the entire
dened interval [0; 2]. The functions r(); (); z() are assumed to be periodic in  at
this stage, in order to have CTCs.
Fourier expansion is
dt
d
=
X
n=¡1
1
cnein (6.2.38)
with the coecients given by
cn=
1
2
Z
0
2 dt
d
e¡ind (6.2.39)
Now, look at the rst term in the expansion i.e. n=0 with coecient c0. This will be the
constant term in our expansion. We can write it as
c0 =
1
2
Z
0
2
0@¡sdz
d


dr
d
2
+ r2

d
d
2
+

dz
d
2
+1
s 1Ad
= 1
2
Z
0
2

¡sdz
d

d 1
2
Z
0
2
0@  dr
d
2
+ r2

d
d
2
+

dz
d
2
+1
s 1Ad
 c0a c0b (6.2.40)
Notice that the integrand of the second integral is a positive denite i.e. c0b> 0. After
plugging this in (6.2.37) and integrating, these constants will give a linear term
t()= (c0a c0b)(¡0)+ 12
Z
0
X
n=/ 0
cn e
in d (6.2.41)
Assuming, as stated earlier, if all other components are periodic in  (except for t now),
then we can nd solutions such that the integral term in this is periodic in . However for
t to be periodic, since =/ 0, we must have that c0a+ c0b vanishes. But we already know
that c0b is strictly positive denite. Therefore we can conclude that we can not have CTCs
if c0a=0, for then the linear term in  has no chance of vanishing. Now let us look at what
this condition c0a=0 is,
1
2
Z
0
2

¡s(r; ) dz
d

d=0 (6.2.42)
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where we now added the explicit dependence of the function s(r; ). Since we are assuming
r() and () to be periodic in order to nd CTCs, we also have that s(r; ) is periodic,
which lets us Fourier-series expand it
s(r(); ())= d0+ f()= d0+
X
n=/ 0
dne
in (6.2.43)
where f() is guaranteed to be a periodic function. Now
¡ 1
2
d0
Z
0
2 dz
d
d¡ 1
2
Z
0
2
f() dz
d
d=0 (6.2.44)
Since we are assuming z() to be a periodic function, the rst integral will vanish, leaving
us with the demand of Z
0
2
f() dz
d
d=0 (6.2.45)
But in a search of CTCs e have the freedom to choose the periodic function z() as we
wish, say Z
0
2
f()2d=0 (6.2.46)
This is only possible if f() is a constant and thus also s(r; ) is a constant. However,
suppose we exclude the case of constant s(r; ), then we can always nd periodic functions
s(r; ); z(); r(); v() such that indeed the demand (6.2.37) is not satised, and then we
can choose coecients c0a such that it cancels c0a and so t() can also be periodic.
We have rephrased our question about whether CTCs can exist in this metric to the
question whether s(r; ) is constant or not. If this function is not constant, then there
always exist closed timelike curves in the Gödel-type metrics.
6.2.3. Problems for Gödel-type metrics
When we derive the geodesics of Gödel-type metrics, we will note that these CTCs are not
geodesics of the spacetime. This implies that a massive particle will need an external force
acting on it and so forcing it to move on the given closed timelike curve. The interaction
connecting the particle and this forcing machine will need to essentially also travel on a
closed timelike curve to be able to complete the entire trajectory. But then this forcing
machines, also being a massive particle by assumption, needs also something to force it on a
CTC, and would that be the particle it is initially forcing? This would mean that they are
producing an internal force which pushes the two together, but we need an external force
acting on the entire system as a whole. What will push the system of the particle + force
machine? We need a third object pushing the two and then we are back in the beginning
and we can go on forever. To solve this paradox, we need a force machine which can act
over time and space and needs not the interaction to follow the same type of path as the
forced particle, however this is an unphysical interaction which needs more study.
In our derivations of the CTCs in the Gödel-type metrics, we were assuming all the
time the identication of the angular coordinate =0 with =2, even when the angular
coordinate becomes a timelike coordinate. There is no mathematical or physical demand
which allows us to still identify the angular coordinate as we do in the case when it is
spacelike as in the region where it becomes timelike.
6.2.4. Bibliographical notes
This section and the next section (Conclusion for CTCs) was taken from http://www.diva-
portal.org/smash/get/diva2:1111006/FULLTEXT01.pdf.
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6.3. Conclusion for CTCs
Why is are physicists trying to avoid the CTCs in the solutions for (2)? CTCs provide a
possibility for time travel to the past. As an example, if an observer enters a closed timelike
curve at his birth and stays in it during his entire life, then at some point the person would
realize that he came back to the moment of his birth, this will be the point where the CTC
closes into its start point. This way, the observer travels back in time. This possibility
gives rise to some questions.
First and foremost, consider that the entire world goes into a CTC at an early stage of
one's ancestor's life. The world then develops as usual until the person in question is born.
Then suddenly, the CTC closes into its initial point by returning to the past moment of the
early stage of the person± ancestors life. The person can cause the death of his ancestor,
assuming he is free to take any action. Eventually, this person in question, will he exist
or not? This is called the Grandfather paradox and evokes questions about how aecting
events in the past can and will cause changes in the future. Think of this situation as a
non-linear dierential equation, small changes in initial conditions can cause a lot of chaos.
Another paradox arises when we assume there is an absolute free will for the traveler on
a CTC. Suppose an observer A meets an older version of himself, let us call him B. B has
been traveling on a CTC and thus has been aging, but could get back to the initial point
of his departure. B tells A how to travel on the CTC, allowing thus for A to depart on the
CTC. Now, when A arrives to the same point as B was earlier, he meets the older version
of himself A (in short, A becomes B along the CTC). However, this time, assuming he can
do some he decides not to share the information about the secret of the CTC. Therefore,
A will not be able to travel on the CTC. But then who will have told the initial A how to
travel on the CTC in the rst place? Did the CTC never even exist? This is referred to as
the Free will paradox.
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6.4. Alcubierre Warp Drive
6.4.1. Introduction
In this section we will be discussing a paper on warp drives in General relativity. Par-
ticularly summarizing the paper called The warp drive: hyper-fast travel within general
relativity by Miguel Alcubierre [13]. While summarizing the paper we will focus on the key
aspects without leaving out the mathematical intricacies.
6.4.2. Idea behind such a Warp Drive
Wormholes or more precisely mathematical formulations such as the Einstein-Rosen bridge
is considered to be one of well known ideas for warp drives. A warp drive is something
that can take you from point A!B faster than what light would take from A!B. In this
model we won't be needing a wormhole but we will be needing exotic matter to create a
distortion of spacetime as needed.
The idea:
 We modify the spacetime in such a way that it allows a spaceship to travel with an
arbitrarily large speed.
How?
 We make a purely local expansion of spacetime behind the spaceship and an oppo-
site contraction in front of it.
 As a result of this, motion faster than the speed of light as seen by observers outside
the disturbed region is achieved mathematically.
Any violations of known physics?
 Faster than speed of light travel?
! Apparently no. We will obtain a value for speed that is much larger than the
speed of light. Nevertheless, we will always stay inside the local light cones.
! The enormous speed of separation will come from the expansion of spacetime
itself.
6.4.3. Physics behind such a Warp drive
We will use the 3+1 formulation of General relativity with a metric. Any metric described
in the language of 3+1 formalism will have no causal curves. We can also guarantee our
spacetime to be Globally hyperbolic i.e. spacetime will be described by spacelike hypersur-
faces which will dene the chronology (constant coordinate time t spacelike hypersurfaces).
The geometry of spacetime will be given by the following quantities (G= c=1):
1. The 3-metric of the hypersurfaces denoted by ij.
 It is positive denite for all values of t just like any other spatial metric.
2. The lapse function .
 This gives the interval of proper time between nearby hypersurfaces as mea-
sured by observers whose four velocity is normal to the hypersurface (also
known as Eulerian observers.
3. The shift vector i.
 This relates the shift vector spatial coordinate systems on dierent hyper-
surfaces.
Using the above quantities we can write the metric of spacetime as :
ds2=¡d 2= g dxdx=¡(2¡ ii)dt2+2idxi dt+ ij dxidxj (6.4.1)
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where the Greek indices take values from the set f0; 1; 2; 3g and Latin indices take values
from f1; 2; 3g.
Let our spaceship move along the x axis of a Cartesian coordinate system. Our goal
is to nd the metric that will push the spaceship along a trajectory described by xs(t)
which is an arbitrary function of time. We can get our metric (6.4.1) to have the properties
mentioned above by setting the 3 parameters that we discussed to be the following :
 = 1 (6.4.2)
x = ¡vs(t) f(rs(t)) (6.4.3)
y= z = 0 (6.4.4)
ij = ij (6.4.5)
where:
vs(t) =
dxs(t)
dt
(6.4.6)
rs(t) = [(x¡xs(t))2+ y2+ z2]
1
2 (6.4.7)
f(rs) =
tanh((rs+R))¡ tanh((rs¡R))
2 tanh(R)
(6.4.8)
R> 0 and  > 0 are arbitrary parameters
If one is wondering where are these tanh(x) functions coming from you might want to
recall the Lorentz boosts in special relativity and just assume the function is doing some
analogous work here.
For  0 the function f approaches a top hat function rapidly :
lim
!1
f(rs) =

1 for rs2 [¡R;R]
0 otherwise
With all this framework we can dene our metric (6.4.1) as
ds2 = ¡dt2+(dx¡ vsf(rs)dt)2+dy2+dz2 (6.4.9)
Note 6.4.1.
 We saw in equation (6.4.5) that the 3D geometry of our hypersurfaces is at.
 Equation (6.4.2) refers to the fact that timelike curves normal to the hypersurfaces
are in a free fall i.e. they are geodesics.
 The shift vector i vanishes for the case rsR.
 In conclusion we can say that the spacetime will be essentially at everywhere except
within a radius of order R, centered at (xs(t); 0; 0).
Because our hypersurfaces are at, the information about the curvature of the space-
time will be encoded in the extrinsic curvature tensor Kij.
 Extrinsic curvature is dened as how 3D hypersurfaces are embedded in a 4D space-
time and is dened by the following formula:
Kij =
1
2

rij+rji¡ @gij
@t

(6.4.10)
ri : Covarient derivative with respect to 3 metric ij:
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We can compute this using our metric and the shift vector i to give out the
following form of the extrinsic curvature:
Kij =
1
2
(@ij+ @ji) (6.4.11)
 The expansion  of the volume elements associated with the Eulerian observers us
given in terms of Kij as
 = ¡Tr(Kij) (6.4.12)
Using the above expression one can show that
 = vs
xs
rs
df
drs
(6.4.13)
The following gure shows a graph of  as a function of x and  = y2+ z2
p
for the
particular case when =8 and R= vs=1. The center of the perturbation corresponds to
the spaceship position xs(t).
One can clearly see how the volume elements are expanding behind the spaceship and
contracting in front of it in the following gure :
Figure 6.4.1. Warping of Spacetime in the Alcubierre drive
https://de.wikipedia.org/wiki/Datei:Alcubierre.png
We can prove that the trajectory of the Spaceship is like a timelike curve regardless of
the value of vs(t), we substitute x=xs(t) in the metric (6.4.9). We can easily notice that
the trajectory we will have is
d =dt (6.4.14)
This not only implies that the spaceship moves on a timelike curve, but also that its proper
time is equal to its coordinate time. Since the coordinate time is also equal to the proper
time of distant observers in the at region, we conclude that the spaceship suers no time
dilation as it moves!
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It can also be shown that the observers with four-velocity
Um=(1; 0; 0; vf))Um=(1; 0; 0; 0) (6.4.15)
moves on a geodesic as their acceleration is zero i.e. am=UmrmUn=0. These are the
observers denoted as Eulerian observers.
Moreover, it is not dicult to convince one that when the parameter  is large, the
tidal forces in the immediate vicinity of the spaceship are very small (provided that R is
larger than the size of the spaceship). The region where rs=R, the tidal forces can be very
large indeed.
6.4.4. Using the Warp drive
To see how one can use this metric to make a round trip to a distant star in an arbitrary
small time, let us consider the following situation : Two stars A and B are separated by
a distance D in at spacetime. At time t0, a spaceship starts to move away from A at a
speed v < 1 using its rocket engines. Then the spaceship stops at a distance d away from
A:We assume that d is such that
R dD (6.4.16)
At this point we feel a disturbance of the spacetime as described in the previous sections.
The disturbance is such that the spaceship is pushed away from A with a rapidly changing
coordinate acceleration from 0 to a where a=constant:We had assumed that the spaceship
is initially at rest (vs=0), this disturbance will develop smoothly from a at spacetime
using the equation which we mentioned before
ds2=¡dt2+(dx¡ vsf(rs)dt)2+dy2+dz2
When we are halfway between A and B, the disturbance is modied in such a way that
the coordinate acceleration in the second part of the trip is exactly opposite to the one we
had in rst part of the trip. As a result of this the spaceship will eventually nd itself at
rest at a distance d away from B. This is the instance when the disturbance will disappear
(as vs=0) again. We complete the journey now by moving through at spacetime at v.
If we assume each of the changes in acceleration are extremely rapid, then the total
coordinate time T , elapsed in the one way trip will be essentially given by
T =2
"
d
v
+ D¡ 2d
a
r #
(6.4.17)
Since both stars remain in at space, their proper time is equal to coordinate time. On
the other hand, the proper time measured on the spaceship will be
T =2
"
d
v
+ D¡ 2d
a
r #
(6.4.18)
with =(1¡ v2)
1
2:
We now see that the time dilation comes only from the initial and nal stages of the trip,
when the spaceship moves through at spacetime. Now, if (6.4.16) hols true, we will have
 'T ' 2 D
a
r
(6.4.19)
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Now, it is clear that T can be made as small as we want by increasing the value of a. Since
a round trip will only take twice as long, we nd that we can be back at star A after an
arbitrarily small proper time, both from the point of view of the spaceship and from the
point of view of the star. The spaceship will then be able to travel much faster than the
speed of light. However, as we have seen, it will always remain on a timelike trajectory, that
is, inside its local light cone: light itself is also being pushed by the distortion of spacetime.
A propulsion mechanism based on such a local distortion of spacetime just begs to be given
the familiar name of the warp drive in science ction.
6.4.5. Drawback of the Warp drive
The metric we just described that does all these fascinating things has a big drawback,
it violates all three energy conditions (WEC, SEC and DEC). Both weak and dominant
energy conditions require energy density to be positive for all observers. If one calculates
the Einstein tensor from the metric, and uses the fact that the four-velocity of the Eulerian
observers is given by :
na= 1

(1;¡i); na=(¡; 0) (6.4.20)
then one can show that all these observers will see an energy density given by :
T abnanb=2T 00=
1
8
G00=¡ 1
8
vs
22
4rc2

df
drs
2
(6.4.21)
The fact that this expression is everywhere negative implies that the weak and dominant
energy conditions are violated. In a similar way one can show that the strong energy
condition is also violated.
6.4.6. Conclusion for the Warp drive
We see that, just like in the case of wormholes, one need exotic matter to travel faster than
the speed of light. However, if one believes that exotic matter is forbidden, this is true
classically. Quantum eld theory permits the existence of regions with negative energy
densities in some special circumstances (as, for example, in the Casimir eect).
The need of exotic matter therefore doesn't necessarily eliminate the possibility of using
a spacetime distortion like thee one described above for hyper fast interstellar travel.
The spacetime given by the metric (6.4.9) is indeed Globally hyperbolic and hence it
contains no closed causal curves. Although it is not dicult to construct such a spacetime
which contain such curves. The author wanted to include this as a comment to the previous
section and it would also add on to the discussion of the causal structure of a spacetime
but the details of such a calculation are a bit intricate and time consuming. The details
about such curves can be read from the following source : Page 15, [14].
--------------------------------------------------------------------------------------------------------------------------------------------------------------------
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Appendix A
Symmetries and Lie Derivative
A.1. Maps between Manifolds
Definition A.1.1. Pullback of a function.
Consider two Manifolds M and N. Let x and y be the coordinate systems/charts on
them respectively. Let ' be a map from M to N and f be a function from N to R.
':M ! N
f :N ! R
Using all the things that we dened above we can construct a schematic like this,
M
N
xα yα
f
R
'∗f = (f ◦ ')
'
R
m R
n
Figure A.1.1.
Pullback of a function
The construction f ' is quite obvious looking at the schematic. It basically pulls back
the function f from N to M. It is used so often that it gets its own name and notation.
'f = (f  ') (A.1.1)
'f =(f  ') :M ! R
Equation (A:1:1) is called the pullback of f by ' from N to M.
Remark A.1.1. We can pull functions back but we cannot push them forward. Basically if
we have :M!R there is no way that we can compose  with ' to create a function on N .
Definition A.1.2. Push forward of a vector
Given two manifolds M and N let ' be a smooth map from M to N. For some point p
in M and q in N let TpM and TqN be the tangent space at p and q in M and N respectively.
Let '(p)= q. Then the pushforward of a vector va2TpM is a vector 'va2TqN dened by,
'va(f)= va(f  ') (A.1.2)
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for all smooth functions f :N!R
We can rewrite this using the denition of the pullback of a function.
'va(f)= va('f) (A.1.3)
p
vaTpM
M
N
'
R
TqM
q
f
'∗f = f ◦ '
'∗v
a(f) = va(f◦') = v
a('∗f) = ~va
~va
Figure A.1.2. Pushforward of a vector
A.2. Lie Derivative
Definition A.2.1. Integral curves
Let (M; g) be a Lorentzian manifold. Given a smooth vector eld a on M, an integral
curve of the vector eld a is the curve
:R!M
whose tangent vector is equal to a at every point p2 . Let  be parameterized by  giving
us () as our curve.
We basically require this condition mathematically assuming we have smooth functions
f :M!R, (The second bracket (p) on both LHS and RHS in the upcoming parts means
at a point p)
(a(f))(p) =

d
d
(f  ())

(p)
If we have a coordinate system x on M, the components  of a must satisfy
(p) =

d
d
x(())

(p)
Remark A.2.1. If a is smooth and non-zero everywhere then the integral set of curves
on a form a congruence. Basically a congruence means that every point p2M lies on a
unique integral curve.
Note A.2.1. Given any congruence we can associate it with a one-parameter family of
dieomorphisms from M!M . They are dened as follows ,
For each s2R dene hs :M!M where hs(p) is a point away from p at a parameter
distance s along a.
If p = (0)
then
hs(p) = (0+ s)
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These transformations form an abelian group. Composition law in abelian group is dened
as
hs ht=hs+t
Identity map is h0 and the inverse is dened as
(hs)¡1=h¡s
Using the denitions and remarks above we can dene a really important concept in
dierential geometry known as the Lie derivative.
Definition A.2.2. Lie Derivative along a vector eld
The lie derivative along a vector eld a denoted by La. Applied to a vector va at point
p it is dened as
(Lavb)(p) = lim
!0
(vb)(p)¡ (h)(vb(h¡(p)))

Where the term (h)(vb(h¡(p))) might seem a bit confusing but it makes sense after
breaking it down.
 (h) is pushing forward a vector at a distance  along a (Integral curve)
 p is the point at which we have vb and h¡(p) is a point ¡ away from p along a.
A.3. Bibliographical notes
The author used [3],[1],[2] as reference while writing this appendix. It was kept short and
only the denitions used from such topics were illustrated here.
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Appendix B
Penrose-Carter Diagrams
The main purpose of this appendix is to cover the idea with an example of how to draw
Penrose diagrams. Penrose diagrams are an essentially helpful tool to visualize the entire
spacetime on a nite sheet of paper.
B.1. Algorithm for constructing Penrose diagrams
The Algorithm.
1. Write down the given spacetime metric in some coordinate system and keep a track
of the coordinate ranges.
2. Now redene the original non-compactB.1.1 coordinates by two new (still non-com-
pact) but null coordinates v andw.
3. Introduce new coordinates p; q to compactify v and w individually.
p  tan¡1(v)
q  tan¡1(w)
for which we get the following ranges for the coordinates,
p 2

¡
2
;

2

q 2

¡
2
;

2

4. Dene a temporal (T ) and spatial (X) coordinate.
T = p+ q
X = p¡ q
5. Express the metric gmn in the coordinates (T ;X) and denote it as g~.
If we have g= g~
¡2(T ;X) then we can obtain the non-physical diagram metric
by dropping the 
 factor.
6. Draw the diagram using (T ;X; :::) coordinates.
Remark.
 We choose null coordinates in step(2) and compactifies them in step(3) above
because this maintains the core structure.
 In step(5) we talked about dropping the 
 factor. This works if 
=/ 0 everywhere.

 is called the conformal factor.
Dropping the conformal factor does change the shape of the timelike and space-
like geodesics but not of the null geodesics.
Precisely,
B.1.1. By non-compact we mean that the range of at least one of the coordinate goes to innity and so we
cannot draw it on a nite sheet of paper.
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 is a null geodesic of the metric gmn i  is a null geodesic of the metric 
2g
where 
 is non-vanishing smooth function everywhere on M .
B.2. Example : Penrose diagram for Minkowski metric
B.2.1. Drawing the diagram.
The simplest vacuum solution for the Einstein's equations is the Minkowski spacetime in
the coordinates (t; r; ; ')
Let's use the algorithm we dened above in B.1 as follow it one step at a time.
1. We have the metric :
ds2 = ¡dt2+dr2+ r2(d2+ sin2d'2)
in the coordinates ! (t2 (¡1;+1); r 2 (¡1;+1);
 2 (0; ); '2 (0; 2))
Now before continuing further, we only consider (t; r) coordinates and suppress the
unit sphere shell r2(d2+ sin2d'2). So every point in our (t; r) diagram will be a
like a suppressed sphere.
2. Introduce the null coordinates :
v = t+ r
w = t¡ r
r
t
vw
Constant v lines
Constant w lines
Figure B.2.1.
Minkowski spacetime (v;w)
We also get the following equation by rearranging the ones above,
r= 1
2
(v¡w)> 0
for v;w2R. So the shaded part of the diagram can be covered by v>w coordinates.
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3. Compactify (v;w) :
p  tan¡1(v)
q  tan¡1(w)
We have p > q and p; q 2

¡
2
;

2

as the constraints on this (p; q) coordinate
system.
4. Construct the spatial and temporal coordinates for convenience.
T  p+ q
X  p¡ q
The constraints here are,
T >X ) ¡
2
<
1
2
(T +X) <
2
¡
2
<
1
2
(T ¡X) <
2
) ¡ < (T +X) <
¡ < (T ¡X) <
which gives us,
(T +X)> (T ¡X)
We also get the result after some basic algebra :
2X > 0=)X > 0
5. Now we express the metric in (T ;X; ; ').
How do we do that?
Use the metric g in the coordinates x=(t; r; ; ') as a starting point. Then
use transform this metric to be the metric g0 in the coordinates y=(v; w; ; ')
using the following transformation formula :
g
0 =
X
;
@x
@y
@x
@y
g (B.2.1)
and we get the following term :
@x
@y
=
26666664
1
2
1
2
0 0
1
2
¡1
2
0 0
0 0 1 0
0 0 0 1
37777775
Using this and B.2.1 we get
g
0 (v;w; ; ')=
26666666666664
0 1
2
0 0
1
2
0 0 0
0 0

1
2
(v¡w)
2
0
0 0 0

1
2
(v¡w)sin
2
37777777777775
(B.2.2)
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Therefore getting the metric :
g
0 = 1
2
dvdw+ 1
2
dwdv+

1
2
(v¡w)
2
d2+

1
2
(v¡w) sin
2
d'2
We keep on doing this till be get the metric in the coordinates (T ;X; ; '). Doing
the same exercise as we did from g! g0 we go from g0 !! g~(T ;X; ; ')
and get the following equation,
g~ =
1
4
1
tan2

1
2
(T +X)
 1
tan2

1
2
(T ¡X)
 g
where

 = 1
4
1
tan2

1
2
(T +X)
 1
tan2

1
2
(T ¡X)

is non zero everywhere: (Looking at the ranges of T andX)
So this indeed is a spacetime for which we can draw a Penrose diagram.
6. Draw the diagram.
pi
pi
−pi
−pi
T
X
Figure B.2.2. Minkowski spacetime (T ;X)
In the gure above, the red and the blue lines are the null geodesics.
B.2.2. Analyzing the diagram.
In this section let us redraw the diagram with only the shaded region and label it with
some technical details.
The null geodesics remain the same as in diagram B.2.2.
110 Penrose-Carter Diagrams
t=Constant.
r=Constant.
T; t
X; r
i
−
i
0
i
+
J −
J +
Figure B.2.3. Timelike and Spacelike geodesics in Minkowski spacetime.
Let us now discuss the importance/meaning of these specic points :
 i0 is called the Spacelike innity
¡ It is the point in spacetime where all the spacelike geodesics start and end.
 i+ is called the future timelike innity.
¡ It is the point in spacetime where all the timelike geodesics start.
 i¡ is called the past timelike innity.
¡ It is the point in spacetime where all the timelike geodesics start.
 J + is called the future null innity.
¡ It is the point in spacetime where all the null geodesics end.
 J ¡ is called the past null innity.
¡ It is the point in spacetime where all the null geodesics start.
B.3. Bibliographical notes
The author used [2] as a reference while making this appendix. A lot of the calculations
were missing in [2]. The algorithm was in a way constructed by the author with the help
of a few lectures on General relativity by Friedrich Schuller which are available online on
youtube. They can be found on this link
https://www.youtube.com/channel/UCUHKG3S9N_QeIE2jQXd2-VQ .
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Appendix C
Singularity Theorems : History
In this section we will summarize some sections of the papers 1965 Singularity theorem
[11] by David Garnkle and Jose M.M Senovilla which review the history, impact and
legacy of the Penrose singularity theorem and Singularity theorems in General relativity-
Achievements and open questions by Jose M.M Senovilla [15]. A lot of examples here
will refer contextually to cosmological solutions of Einstein's eld equations. It would be
recommended if the reader has some idea about the Cosmological solutions to Einstein's
eld equations.
We will be mainly summarizing [11] with comments from [15] as needed.
As the name of the paper suggests, 1960's were important years for Einstein's theory of
Gravity and were called the revival year of General relativity. The year 1965 in particular
was given an emphasis in the title of the paper as the rst papers interpreting the Cosmic
microwave background and modern singularity theorems were published in this year. The
former being a relic of the Big bang epoch and the later being an essential and eective
tool in dealing with singularities. Both the discoveries were made in 1964, exactly 50 years
after the postulation of Einstein's eld equations ((2) are without cosmological constant),
Rmn¡ 12Rgmn+gmn =
8G
c4
Tmn (C.0.1)
= 8Tmn
Penrose theorem is an extremely important milestone in General relativity and Mathe-
matical Physics. There were many dierent techniques to deal with singularities before
Penrose's theorem which we will discuss in the upcoming sections. The reason why Penrose's
theorem is so highly regarded is because it introduced the idea of geodesic incomplete-
ness to characterize singularities. It also used the ideas of Cauchy surfaces from Lorentzian
geometry which eventually led to the elegant idea of closed trapped surfaces. Trapped
surface is an extremely important idea that led to numerous developments in Black hole
mechanics and all dierent elds of relativity.
Singularity theorems was apparently one of the rst ideas in classical general relativity
which was not foreseen by Einstein from any perspective.
Pre - Penrose Singularity Theorems
Since the birth of general relativity singularities had been always in the picture. It didn't
took long time to chalk out that some of these singularities were coordinate dependent and
could be resolved (like the coordinate singularity at the event horizon of a Schwarzschild
black hole). Let's look historically how these singularities came in the picture.
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C.1. Friedman closed model and it's de Sitter solu-
tion
Long before the idea of singularity theorems in 1922, Friedman looked for solutions of the
Einstein's eld equations with the form
ds2 = ¡F dt2+ a2(t)(d2+ sin2d
2) (C.1.1)
where
a(t) : Scale factor (Cosmology reference)
F : Some arbitrary function
d
2 : Standard metric for a unit round sphere
The energy momentum tensor for this model was described by pressure-less matter i.e.
dust. In this case we have Tttas the unique non-identically vanishing component.
Friedman proved that for such a model there were only two possible solutions for such
a model,
i. Einstein static universe by
F = Constant
ii. De sitter universe (Ttt=0 and ¡> 0)
F = c2 cos2
He also discovered that there are also dynamical solutions that require F = c2 and a scale
factor a(t) satisfying the following set of ODEs
8G
c2
Ttt+ =
3
a2
(a_ + 1) (C.1.2)
 = 2a
a
+ 1
a2
(a_2+1) (C.1.3)
(Dot represents derivative w.r.t t)
After a quick computation one can nd the explicit form of Ttt to be
Ttt =
3
8
A
a3
where A= constant.
Analyzing the dierent a(t) solutions gives us the condition that when
 < 4Ttt
we get a! 0 for a nite value of t. This is a failure of spacetime itself as spatial part in
(C:1:1) really vanishes and energy density diverges. At this point Friedman talked about
a concept called as Creation time. We will bring this concept up which basically tries to
explain the situation before in the upcoming section.
While trying a way around this issue, Friedman realized that A=0 solves this giving
us another solution with vanishing energy density. This solution is described by
a =  cosh t

 = 32
This solution has a spacetime of positive constant curvature just like the one in the original
de Sitter solution. Hence, they must be isometric.
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There is a small problem with (C.1.1) with F = c2 cos2 at = 
2
. This time, the
temporal part of the metric vanishes and that means only
¡
0; 
2

or
¡ 
2
;

should be allowed
for . This makes us omit a point in the manifold with some articial tampering.
A few workarounds were found but none of them were satisfying enough. Penrose in
his 1965 paper Gravitational collapse and spacetime singularities took care of this problem
with a more deeper interpretation of this kind of behavior.
C.2. Lemaitre : Extension of Schwarzschild' solution
and Big bang models.
In 1927 Lemaitre constructed a model that combined the Einstein static and de Sitter
universe in a way that at large past times the model approached the former and in future
distant times it approached the latter. He created a general solution of the Field equations
for dust and spherical symmetry and found many interesting anomalies, particularly the
instability of Einstein static universe, mainly a singularity of the Friedman type models
we discussed in the previous section (the one with the idea of creation time).
Astonishingly, he gave up on Spherical symmetry as he believed that the singularity at
the event horizon was a result of excess symmetry. He instead studied the spatially spatial
homogeneous but anisotropic models (today known as the Binachi I models).
In the very same paper he proved and understood in detail the non-singular nature of
the coordinate dependent singularity of the Schwarzschild event horizon.
He managed to write a general solution of the spherically symmetric vacuum eld
equations as
ds2=¡c2dt~2+


r
+ 
3
r2

c2d2+ r2d
2 (C.2.1)
where
r3= 

sinh2

3c(t
~¡ )
2

(C.2.2)
with  as a constant.
One can easily inspect this and see that this solution is only singular at r=0, therefore
successfully removing the so called Schwarzschild singularity at the event horizon.
He then found a change of coordinates which brought the line element (C.2.1) into
ds2=¡

1¡ 
r
¡ 
3
r2

c2 d t^2+

1¡ 
r
¡ 
3
r2
¡1
dr2+ r2 d
2 (C.2.3)
We can easily recall from the equation (1.1.26) from chapter (1) which was exactly the
same expression with =0 as we were not taking cosmological parameters in the Einstein's
Field equations while deriving them.
In this solution there appears a hypersurface at r= just like the one with = 
2
in
the de Sitter spacetime from previous section. Hence the metric is an explicit solution for
the Schwarzschild solution for regions r>. He made a distinctive remark saying that the
problem was due to the assumption of the spherically symmetric spacetime being static.
The remarks being
We show that (r = )]singularity of the Schwarzschild exterior is an apparent singu-
larity, analogous to that which appears at the horizon of the center in the original form of
the de Sitter universe.
and
The same singularity as above of the Schwarzschild is thus a ctitious singularity,
analogous to that which appears at the horizon of the center in the original form of the de
Sitter universe.
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The question why does this happen stayed for decades. Actually, in 1924 Eddington
had found another extension (today known as the Kerr-Schild form). This was the basis
of the Eddington-Finkelstein extension which we discussed in section [1.4]. The same idea
was later extrapolated to understand the Kruskal extension which was discussed in section
[1.5]. All the extensions have to give up staticity if the regions r < are to be included,
where 4r2 is the area of the preferred round spheres. All of these extensions show that
there is something unusual going on with round spheres in the r < regions because their
area function 4r2 can be seen as a timelike coordinate there. We didn't mention this in the
previous section be something extremely similar also happens in the de Sitter case where
we can explicitly calculate the causal structure of such a function by taking its gradient
and observing that it behaves timelike in that case.
As a conclusion we can say that, Lemaitre wanted so solve a contradiction between
the spherically symmetric Friedman's solutions, where the area of the round spheres can
become as small as required. We would require the existence of a minimum value for such an
area if one accepts the r> restriction of the static Schwarzschild solution. This argument
can lead to the statement, Something as massive as the Universe cannot have a radius less
than one billion light years (from the r >  argument). In the next section we will talk
about the Oppenheimer-Snyder models where we discuss the arguments in some detail.
C.3. Oppenheimer-Snyder model
In the previous two models we saw that singularities in the past of our world appeared in the
simplest models of the classical General Relativity if the Universe is expanding everywhere.
One can consider a time-reversal of this situation : what happens in contracting worlds?
This turned out be be of enormous relevance for the study of compact stars as in 1931
Chandrasekhar unexpectedly found out an upper limit for white dwarf stars in equilibrium
(even after taking quantum eects into account i.e. the neutron degeneracy pressure). This
is known as Chandrasekhar mass. Any star with a larger mass than this will inevitably
collapse. Later on, the question of massive neutron cores was analyzed by using a cold
Fermi gas equation of state and GR. Another mass limit for equilibrium was found and
it was concluded that, even allowing for deviations from the Fermi equation of state, a
massive enough neutron star will contract indenitely never reaching equilibrium again.
This made Oppenheimer and Snyder reconsider the solutions that described such phys-
ical processes. They proved using general arguments that, in spherical symmetry, values
of r= would eventually be reached, and the light emitted from the star would be more
and more red-shifted for external observers. These external observers would only see the
star approach r! asymptotically and that the entire process will last a nite amount of
time for observers co-moving with stellar matter.
Then they constructed an analytical model, in which, in modern language- consists
of a portion of the Friedman closed model (cosmological) for dust (i.e. < 0 and a_ < 0)
matched with the Schwarzschild solution at the timelike hypersurface dened by =0<

2
on the interior side- and correspondingly by a hypersurface ruled by timelike geodesics and
r= a(t)sin0 on the vacuum side  proving that the junction requires
=A sin30 (C.3.1)
Hence,
i. The Schwarzschild surface r= was indeed cross-able by realistic models as dust.
ii. A careful analysis of the model shows that the star will end up in catastrophic
singularity where a(t)! 0 and therefore space vanishes again.
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This was the end of the pre-singularity theorems. Shortly after this, as we talked in the
introduction, the rst singularity theorem was published by Raychaudhuri and Komar
independently.
Interested readers can read more about this in from Page 8, [11].
C.4. Bibliographical notes
This appendix was entirely taken from [11]. This is an excellent paper by Garnkle and
Senovilla, they have done an outstanding job summarizing the history of this topic.
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