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Abstract
In any abstract 4-polytope P , the faces of ranks 1 and 2 constitute, in a natural way, the vertices of a
medial layer graph G. We prove that when P is finite, self-dual and regular (or chiral) of type {3, q, 3}, then
the graph G is finite, trivalent, connected and 3-transitive (or 2-transitive). Given such a graph, a reverse
construction yields a poset with some structure (a polystroma); and from a few well-known symmetric
graphs we actually construct new 4-polytopes. As a by-product, any such 2- or 3-transitive graph yields at
least a regular map (i.e. 3-polytope) of type {3, q}.
c© 2005 Elsevier Ltd. All rights reserved.
MSC: primary 05C25; secondary 51M20
1. Symmetric trivalent graphs
We begin by briefly outlining some basic ideas concerning symmetric graphs [3, chapter
18–19]. Although many of the following results generalize to graphs of higher valency, we shall
for brevity assume outright that G is a simple, finite, connected trivalent graph (so that each
vertex has valency 3).
By a t-arc in G we mean a list of vertices [v] = [v0, v1, . . . , vt ] such that {vi−1, vi } is an edge
for 1 ≤ i ≤ t , but no vi−1 = vi+1. When t ≥ 1, a successor of the t-arc [v] is a t-arc of the form
[v(k)] := [v1, . . . , vt , yk]. Clearly, [v] has two successors [v(1)] and [v(2)], taking vt−1, y1, y2 to
be the vertices adjacent to vt (see Fig. 1).
Tutte has shown that there exists a maximal value of t such that the automorphism group
Aut(G) is transitive on t-arcs, and indeed, for any graph G we must have t ≤ 5 ([3, Theo-
rem 18.6]). Tutte also proved that, for t ≥ 1, Aut(G) is transitive on t-arcs if and only if for
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Fig. 1. Successors and shunts.
some t-arc [v] there exist special automorphisms τ1, τ2, which we shall call shunts, such that
[v]τk = [v(k)] ([24, 7.54]). Such arc-transitive graphs are said to be symmetric.
Still taking t ≥ 1, we say that G is t-transitive if Aut(G) is transitive on t-arcs, but not on
(t + 1)-arcs in G. For a fixed t-arc [v], the stabilizer sequence for [v] is
Aut G ⊃ Bt ⊃ Bt−1 ⊃ · · · ⊃ B1 ⊃ B0,
where the subgroup B j is the pointwise stabilizer of {v0, . . . , vt− j }.
Suppose then that G is t-transitive, for some t ≥ 1 (so that also t ≤ 5). Since Aut(G) is
transitive on r -arcs, for r ≤ t , the subgroup B j is conjugate to that obtained from any other t-arc.
In particular, Bt is the vertex stabilizer, whereas B0 is the pointwise stabilizer of the whole arc. In
fact, B0 = {e} is trivial ([3, Proposition 18.1]), so that Aut(G) acts sharply transitively on t-arcs.
It follows that the shunts τk are uniquely defined for a given t-arc [v].
As preparation for a more refined description of Aut(G), consider next the unique
automorphism α which reverses the basic t-arc [v]. Then α has period 2 and ατ1α is either
τ−11 or τ
−1
2 . We shall say that G is of type t+ or t−, respectively. The actual possibilities appear
in Theorem 1(d) below, along with several other remarkable results concerning Aut(G) (see [3,
chapter 18]):
Theorem 1. Suppose G is a finite connected t-transitive trivalent graph, with 1 ≤ t , and suppose
G has N vertices. Then
(a) We have these group orders:
|B j | = 2 j 0 ≤ j ≤ t − 1.
|Bt | = 3 · 2t−1.
|Aut(G)| = 3 · N · 2t−1.
(b) If t ≥ 2, Aut(G) is generated by τ1, τ2.
(c) The stabilizers B j are determined up to isomorphism by t:
t B1 B2 B3 B4 B5
1 Z3
2 Z2 S3
3 Z2 (Z2)2 D12
4 Z2 (Z2)2 D8 S4
5 Z2 (Z2)2 (Z2)3 D8 × Z2 S4 × Z2
(d) G is one of 7 types: 1−, 2+, 2−, 3+, 4+, 4− or 5+.
(Here Zk is the cyclic group of order k, D2k is the dihedral group of order 2k, Sk is the
symmetric group of degree k.)
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Fig. 2. The Levi graph for the Desargues configuration 103.
A nearly complete list of symmetric trivalent graphs, with at most 512 vertices, was compiled
by R.M. Foster over several decades of the last century. An enhanced version of this Census,
with detailed descriptions of the individual graphs, appears in [5]. We refer to [19] for historical
details and to [7] for a recent update. Let us now consider a pertinent example:
Example 1. The graph G = 20B from Foster’s Census.
We display G in Fig. 2, along with some underlying scaffolding. The slightly fainter regular
pentagon and pentagram arise as the most symmetric 2-dimensional projection of the regular
4-simplex P = {3, 3, 3} in R4. Observe that each black node in G indicates the midpoint of
an edge in the simplex. Each such edge is complementary to a triangular face whose centroid
gives a white node in G. Naturally, a black node and white node are adjacent in G just when the
corresponding edge and triangle are incident in P . Since each triangular face has 3 edges and
dually each edge lies on 3 triangles, we confirm that G is trivalent and bipartite.
Anticipating the general construction described in the abstract setting in Section 2 below, we
say that G is the medial layer graph for the polytope P . Looking further ahead to Theorem 2, we
know that G must be 3-transitive, since P is a self-dual regular convex polytope. However, here
we can verify this fact directly, noting first that each of the 240 symmetries and dualities of P
induces an automorphism of G. Since G has two distinct kinds of 4-arcs, Aut(G) must have order
240 = 20 · 3 · 23−1; and G must be 3-transitive.
If we extend the 10 edges and 10 triangular faces of P to their affine hulls and intersect these
with a generic hyperplane in R4, we obtain a (3-dimensional) Desargues configuration 103. In
this configuration, the 10 new points lie by threes on the 10 new lines, with three lines through
each point. Clearly, G can be viewed as the Levi graph (indicating incidences) for the Desargues
configuration.
Notice that complementary pairs of black and white nodes are antipodal and at distance 5 in G.
If we identify such pairs, we obtain the (non-bipartite) Petersen graph (10 in the Census). In the
other direction, note that G is the canonical double covering of the Petersen graph [3, 19a-b]. 
To summarize, we have seen that the graph 20B has a natural Euclidean realization as the
medial layer graph of the self-dual regular convex polytope {3, 3, 3}. The only other such convex
4-polytope is the 24 cell {3, 4, 3}; and from it we likewise obtain a 3-transitive graph on 192
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vertices (graph 192A in the Census). To expand our list of examples we must leave convexity
and investigate the more general combinatorial setting of abstract polytopes.
2. Abstract 4-polytopes and their medial layer graphs
The sort of graphs which we investigate in this paper are constructed from the 1- and 2-faces
in abstract regular, or chiral, 4-polytopes. Putting aside symmetry for the moment, we recall
that an (abstract) n-polytope P is a partially ordered set with a strictly monotone rank function
having range {−1, 0, . . . , n}. An element F ∈ P with rank(F) = j is called a j -face; typically
Fj will indicate a j -face. We require that P have two improper faces: the unique least face F−1
and the unique greatest face Fn . Furthermore, each maximal chain or flag in P must contain n+2
faces. Next, P must satisfy a homogeneity property: whenever F < G with rank(F) = j − 1
and rank(G) = j + 1, there are exactly two j -faces H with F < H < G. It follows that for
0 ≤ j ≤ n −1 and any flag Φ, there exists a unique adjacent flag Φ j , differing fromΦ in just the
rank j face. With this notion of adjacency the flags of P form a flag graph (not to be confused
with the medial layer graphs appearing below).
The final defining property of P is that it be strongly flag-connected. This means that the flag
graph for each section is connected. (Whenever F ≤ G are faces of ranks j ≤ k in P , the section
G/F := {H ∈ P |F ≤ H ≤ G} is in its own right a polytope of rank k − j − 1; see [17, 2A] for
details.)
Since our main concern is with 4-polytopes (and their sections), we now tailor our discussion
to this case. A (rank 4) polytopeP is said to be equivelar of type {p1, p2, p3} if, for j = 1, 2, 3,
whenever F and G are incident faces of P with rank(F) = j − 2 and rank(G) = j + 1, then
the rank 2 section G/F has the structure of a p j -gon (independent of the choice of F < G).
Thus, each 2-face (polygon) of P is isomorphic to a p1-gon, and there are p3 of these arranged
around each 1-face (edge) of P ; and in every 3-face (facet) of P , each 0-face is surrounded by
an alternating cycle of p2 edges and p2 polygons.
This sort of local combinatorial uniformity does not necessarily imply any non-trivial global
symmetry in P . For that we must consider the automorphism group Aut(P) consisting of all
order preserving bijections α on P . Also, if P admits a duality δ (order reversing bijection),
then P is said to be self-dual; and clearly then Aut(P) has index 2 in the group D(P) of all
automorphisms and dualities. (It will be useful to simply let D(P) = Aut(P) when P is not
self-dual.) If P is self-dual and equivelar, then it has type {p1, p2, p1}.
Definition 1. Let P be a 4-polytope. The associated medial layer graph G(P), or briefly G, is
the simple graph whose vertex set is comprised of all 1-faces and 2-faces in P , two such taken
to be adjacent when incident in P .
Remark and thanks: For smoother terminology, we often simply write medial graph,
recognizing, however, that this term already has a somewhat different meaning in topological
graph theory (see [1], for example). The authors here wish to thank the referees for pointing this
out, and for many other useful suggestions.
Note that a medial graph G is bipartite. We shall say that a t-arc in G is of type 1 (resp. type
2) if its initial vertex is a 1-face (resp. 2-face) of P . It follows easily from the flag connectedness
of P that G is connected as a graph. Note that if P is equivelar of type {p1, p2, p3}, then G has
alternate p1-valent and p3-valent vertices, situated along cycles of length 2p2.
In Fig. 3 we show a fragment of a polytope P of type {3, 6, 3}. The vertices of G are here
represented as black and white discs (at what may seem to be “centroids” of the corresponding
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Fig. 3. A fragment of a polytope of type {3, 6, 3}.
1-faces and 2-faces of P); and the edges of G are indicated by heavy lines. (The diagram is useful
enough, even though P might actually have no such easily visualized representation.) Families of
such graphs, generally quite symmetric, have been examined in [8,11,25] and [26], for example.
Clearly the action of D(P) on G induces a homomorphism
D(P) −→ Aut(G).
In fact, if P is equivelar of type {p1, p2, p3}, with p1 ≥ 3 and p3 ≥ 3 (as we shall generally
assume), then this action is faithful. To see this, suppose that η ∈ D(P) fixes each vertex of
G, namely all 1- and 2-faces of P . On any particular 2-face (i.e. polygon in P), η acts as an
automorphism fixing each 1-face (i.e. edge of this polygon). Since p1 ≥ 3, η must fix each 0-
face (i.e. vertex) of this particular polygon. In short, η fixes all 0-faces of P ; since p3 ≥ 3, a dual
argument shows that η fixes all 3-faces of P . Thus η = e. (We require p1 ≥ 3, for example, since
the digon {2} does have an automorphism fixing the two 1-faces but flipping the two 0-faces.)
It follows that we may regard D(P), or Aut(P), as a subgroup of Aut(G). However, it can
happen that D(P) is a proper subgroup of Aut(G); see, for example, the construction of the Gray
graph in [20].
We turn now to two significant classes of highly symmetric polytopes.
3. Medial layer graphs of regular self-dual 4-polytopes of type {3 , q, 3 }
An n-polytopeP is called regular if Aut(P) is transitive on the flags of P . Since Aut(P) acts
freely on flags [17, Proposition 2A4], these are in a sense the most symmetric of polytopes. We
now review some key constructions contained in [17, 2B–2E].
Assuming again that n = 4, we fix a base flag Φ = {F−1, F0, F1, F2, F3, F4} in the regular
polytope P . For 0 ≤ j ≤ 3, let ρ j be the (unique) automorphism with (Φ)ρ j = Φ j (the
flag adjacent to Φ at rank j ). Then Aut(P) is generated by ρ0, ρ1, ρ2, ρ3, which actually are
involutions satisfying at least the relations
ρ20 = ρ21 = ρ22 = ρ23 = (ρ0ρ2)2 = (ρ0ρ3)2 = (ρ1ρ3)2 = e
(ρ0ρ1)
p1 = (ρ1ρ2)p2 = (ρ2ρ3)p3 = e,
(1)
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with 2 ≤ p1, p2, p3 ≤ ∞. Indeed, P is equivelar of type {p1, p2, p3}. Furthermore, an
intersection condition on standard subgroups holds:
〈ρi |i ∈ I 〉 ∩ 〈ρi |i ∈ J 〉 = 〈ρi |i ∈ I ∩ J 〉 (2)
for all I, J ⊆ {0, 1, 2, 3}. Any group, which like Aut(P) is generated by specified involutions
satisfying (1) and (2), is called a string C-group (here of rank 4). (Such a group is a special
quotient of a Coxeter group with string diagram.)
Conversely, given any string C-group Γ = 〈ρ0, . . . , ρ3〉, one may construct a regular 4-
polytope P = Pol(Γ ), of type {p1, p2, p3}, with Aut(Pol(Γ )) = Γ :
Definition 2. For any (rank 4) string C-group Γ = 〈ρ0, . . . , ρ3〉, let Γ−1 := Γ , Γ0 :=
〈ρ1, ρ2, ρ3〉, Γ1 := 〈ρ0, ρ2, ρ3〉, Γ2 := 〈ρ0, ρ1, ρ3〉, Γ3 := 〈ρ0, ρ1, ρ2〉, and Γ4 := Γ . Then
the j -faces of the 4-polytope Pol(Γ ) are all cosets
Γ jϕ, ϕ ∈ Γ ,−1 ≤ j ≤ 4,
where Γ j ϕ ≤ Γkτ if and only if
−1 ≤ j ≤ k ≤ 4 and Γ j ϕ ∩ Γkτ = ∅.
Remarks. We also have Pol(Aut(P)) ∼= P . Thus, in each rank, the regular polytopes correspond
exactly to the string C-groups (see [17, 2E]). For readers acquainted with diagram geometries,
we note that a regular polytope is a thin, residually connected geometry with string diagram [4,
Section 3.4].
Any Coxeter group Γ with a string diagram is certainly a string C-group [17, Proposition
3D3], althoughΓ and the corresponding polytopeP may well be infinite. In particular, switching
to rank 2, we note that the automorphism group of the regular polygon {p}, p ∈ {2, 3, . . . ,∞},
is the dihedral group D2p (or D∞). 
Returning to the regular 4-polytope P , we observe that P is self-dual if and only if Aut(P)
admits an involutory group automorphism which transposes ρ0, ρ3 and ρ1, ρ2. Equivalently, there
exists an involutory duality, or polarity δ ∈ D(P), which reverses the basic flag Φ. Then δ2 = e,
δρ0δ = ρ3, δρ1δ = ρ2; and D(P)  Aut(P)  Z2 (see [17, 2B17 and 2E12]).
For the remainder of this section, we shall assume that P is regular and self-dual with
p1 = p3 = 3 and q := p2 ≥ 2. The medial graph G = G(P) is therefore a rather symmetric
trivalent graph.
As a convenient notation we now define v1 := F1, v2 := F2, and in general let v0 =
v2q , v1, v2, . . . , v2q−1 = v−1 denote alternate edges and triangles in the rank 2 section F3/F0 of
P . Thus each v j is adjacent in G to v j±1, taking subscripts mod 2q . We also let w j be the third
vertex adjacent to v j in G, and take x := (v−1)ρ3 and y to be the two other vertices adjacent to
w1, and likewise let s := (v4)ρ0 and t be the two others adjacent to w2 (see Fig. 4).
An explicit calculation shows that the ρ j , δ act on the vertices of G as follows:
ρ0 = (v0)(v1)(v2)(w1)(v−1w0)(v3w2)(xy)(v4s) · · ·
ρ1 = (v2)(w2)(s)(t)(v1v3)(v0v4)(w1w3) · · ·
ρ2 = (v1)(w1)(x)(y)(v−1v3)(v0v2)(w0w2) · · ·
ρ3 = (v1)(v2)(v3)(w2)(v0w1)(v4w3)(w0 y)(v−1x) · · ·
δ = (v1v2)(v0v3)(v−1v4)(w0w3) · · · .
(3)
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Fig. 4. Another view of a polytope of type {3, q, 3}.
Since the dualities
τ1 := ρ2δ = (. . . v0v1v2v3v4 . . .) . . .
τ2 := ρ0ρ2δ = (. . . v0v1v2v3w3 . . .) . . . (4)
act as shunts on the 3-arc [v] = [v0, v1, v2, v3], we conclude that Aut(G) is transitive on at least
3-arcs. (Even when P is not self-dual, it is easy to check that Aut(G) is separately transitive on
3-arcs of each type.) We now find by routine calculation that
δτ1δ = τ−11 , δτ2δ = τ−12
ρ0 = τ2τ−11 , ρ3 = τ−12 τ1
ρ1 = δτ1, ρ2 = τ1δ,
(5)
so that D(P) = 〈ρ0, ρ1, ρ2, ρ3, δ〉 = 〈τ1, τ2, δ〉.
Theorem 2. Suppose P is a finite, regular self-dual polytope of type {3, q, 3}. Then the medial
layer graph G is bipartite, trivalent and 3-transitive, with Aut(G)  D(P).
Proof. By our remarks in Section 1 we know that G is t-transitive for t = 3, 4 or 5. If t = 3, we
have by Theorem 1(b) that Aut(G) = 〈τ1, τ2〉. But recall that D(P) is isomorphic to a subgroup
of Aut(G). Thus δ is superfluous and Aut(G)  D(P). It remains to rule out the cases t = 4, 5.
When t = 4, the vertex stabilizer B4  S4 (Theorem 1(c)), which contains no element of
order 6. However, ρ0ρ2ρ3 has order 6 and stabilizes v1.
In order to exclude the case t = 5 we must take a deeper look at the structure of Aut(G). It
follows from the considerations in [6, Section 1] that, for each of the 7 types in Theorem 1(d),
the group Aut(G) for a t-transitive graph G has generators h, a, p which satisfy certain universal
relations. Furthermore, Aut(G) possesses a subgroup H ( Bt , and certainly depending on t)
whose right cosets provide, in a natural way, the vertices of a graph isomorphic to G. Indeed,
in this new description, the ‘base vertex’ H is adjacent to H a, H ah, H ah−1; and we can
reconstructG from the natural action of Aut(G) on these cosets. (See Fig. 5. For other approaches,
consider [2] or [12].)
In particular, for type 5+ we have
H = 〈h, p, apa, ah−1apaha〉  S4 × Z2.
Now it is easy to check that the six vertices at distance two from vertex H are H aha, H ahah,
H ahah−1 and H ah−1a, H ah−1ah, H ah−1ah−1. Also, up to conjugacy, the unique element of
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Fig. 5. Local structure in a t-transitive graph.
Fig. 6. (a) K3,3, and (b) the Levi graph for the Pappus configuration 93.
order 6 in H is hp, which (because of the universal relations) permutes these six vertices in the
two cycles of 3 indicated just above. Now compare the polytopal case, in which the required
element of order 6 is conjugate to
ρ0ρ2ρ3 = (xw0v3 yv−1w2) . . . ,
which permutes the six vertices in a single cycle. (Since the girth of a 5-transitive graph is
at least 8 [3, Proposition 17.1], there can be no collapse in this 6-cycle.) Thus G cannot be
5-transitive. 
Let us consider the two smallest graphs arising from the theorem:
Example 2. Graphs 6 and 18 in the Census.
The Thomsen graph K3,3 (sometimes called Tutte’s 4-cage) is the medial graph of the
spherical honeycomb {3, 2, 3}; see Fig. 6(a). This graph clearly has 2 · (3!)2 = 72 = 6 · 3 · 23−1
automorphisms, so that it must indeed be 3-transitive. (We refer to [8, p. 309] for a short
description of the honeycomb, which has three faces of each rank j = 0, 1, 2, 3.)
Fig. 6(b) shows the Levi graph of the (self-dual) Pappus configuration 93. This 3-transitive
graph on 18 nodes is the only symmetric graph with that many nodes. Comparing group
orders, we conclude that it must also be the medial graph of the universal polytope of type
{{3, 6}(1,1), {6, 3}(1,1)} (see [17, p. 421]). Again, the polytope has only three 0-faces and three
3-faces. 
4. From 3-transitive graphs to regular polytopes
We next examine the possibility of a converse construction: given a suitable graph G, can we
reconstruct a (regular and self-dual) polytope P whose medial graph is G? Let us suppose then
that G is a finite, connected, trivalent and 3-transitive graph. However, for future purposes, we do
not now assume that G is bipartite.
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Fig. 7. The unique involution fixing a vertex and its neighbours.
Fig. 8. Defining the key generators.
We begin by recording some simple yet very useful consequences of the fact that Aut(G) is
sharply transitive on 3-arcs in G. First note that if an automorphism λ = e fixes a vertex x and
two neighbours, then λ must fix the third neighbour and swap in pairs those vertices at distance
two from x (and from each other) (see Fig. 7).
Indeed, λ has period 2. (The six vertices at distance 2 are distinct unless G  K3,3.)
Now let [v] = [v0, v1, v2, v3] be a fixed 3-arc, and let w1, w2 be the third vertices adjacent to
v1, v2.
Motivated by (3), we can now make the key
Definition 3. Suppose that G is a finite, connected, trivalent and 3-transitive graph. With vertices
labelled as in Fig. 8, let ρ0 to be the unique non-trivial automorphism fixing v1 and its neighbours;
similarly define ρ1 at w2, ρ2 at w1 and ρ3 at v2. Let Γ = Γ (G) := 〈ρ0, ρ1, ρ2, ρ3〉.
Note that each ρ j must have period 2. Still motivated by the previous section, we further let
δ be the (unique) automorphism reversing [v]. Note that δ must have period 2. (As we shall
soon see, in some cases δ can be identified with the polarity of Section 3.) Next let τ1, τ2 be the
generating shunts, which shift the vertices of [v] one step. Observe that τ jδ = (v1)(v0v2) . . .
must fix w1 and either fix or flip the other two neighbours x, y of w1. Now if (x)τ1δ = (x)τ2δ,
then τ1δ = τ2δ by agreement on the 3-arc [v0, v1, w1, x]. Since τ1 = τ2, this implies that exactly
one of the τ jδ, say τ1δ, fixes both x and y. Thus τ1δ is an involution and in fact equals ρ2, so
that δτ1δ = τ−11 . Likewise, since τ−11 = τ−12 , we must also have δτ2δ = τ−12 . (This proves that
Aut(G) is always of type 3+, as indicated in Theorem 1(d); see [3, p. 145].)
We continue to label vertices by setting v4 := (v3)τ1, so that w3 := (v3)τ2 is the third vertex
adjacent to v3. Thus
δ = (v0v3)(v1v2)(w1w2) . . .
τ1 = (. . . v0v1v2v3v4 . . .) . . .
τ2 = (. . . v0v1v2v3w3 . . .) . . . .
(6)
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We record several useful properties of these automorphisms in
Lemma 1. Let Γ = Γ (G) = 〈ρ0, ρ1, ρ2, ρ3〉 be the group constructed in Definition 3. Then
(a) δ2 = ρ2j = e, and δρ jδ = ρ3− j , 0 ≤ j ≤ 3.
(b) Γ has index k ≤ 2 in Aut(G).
(c) (ρ0ρ1)3 = (ρ1ρ2)q = (ρ2ρ3)3 = (ρ0ρ2)2 = (ρ0ρ3)2 = (ρ1ρ3)2 = e, where q ≥ 2 is the
period of τ 21 .
(d) ρ0 = τ1τ−12 = τ2τ−11 ; ρ1 = δτ1 = τ−11 δ;
ρ2 = τ1δ = δτ−11 ; ρ3 = τ−11 τ2 = τ−12 τ1.
Proof. Verification is routine. For example, τ1τ−12 = e fixes v0, v1, v2 hence equals ρ0. Similarly,
since (v1)δ = v2, we have δρ0δ = ρ3.
Note that ρ0ρ2 = e fixes adjacent vertices v1, w1, and their neighbours, and so must have
period 2. Similarly, consider ρ0 and ρ1, which fix vertices v1, w2 separated by distance 2. Then
ρ0ρ1ρ0 and ρ1ρ0ρ1 each fix v3 = (w2)ρ0 = (v1)ρ1 and its neighbours. Thus ρ0ρ1ρ0 = ρ1ρ0ρ1.
Likewise, because w1 and v2 are at distance 2, we have (ρ2ρ3)3 = e. Finally, (b) follows from
(d) and (a). 
Remark. We can say a little more if G is bipartite. Since v0 is adjacent to v1 = (v0)τ j , we see
that each τ j has even period, at least equal to the minimum possible girth 4. However, these even
periods can be different. 
It follows at once from the Lemma 1 that ρ0, ρ1, ρ2 and ρ3 are involutions satisfying the
relations (1), with p1 = p3 = 3 and p2 = q . However, Γ might not satisfy the intersection
condition (2) and hence need not be a string C-group. Even so, beginning with Γ and guided by
Definition 2 and [17, 2E], one can still construct an abstract symmetric structure which resembles
a polytope, namely one of Gru¨nbaum’s polystromata [14]. For our purposes, we may define
a polystroma of rank n to be a partially ordered set with a strictly monotone rank function
{−1, 0, . . . , n}, and with a unique least face F−1 and unique greatest face Fn .
Definition 4. Suppose that G is a finite, connected, trivalent and 3-transitive graph equipped
with the group Γ = Γ (G) = 〈ρ0, ρ1, ρ2, ρ3〉 described in Definition 3. Then the polystroma
P = P(G) based on G is the partially ordered set constructed from Γ as in Definition 2.
In this case, Γ acts as a group of automorphisms of P and is even transitive on chains of each
given type K ⊆ {−1, . . . , 4}. (By this we mean a chain whose faces have exactly the ranks in
K .) In particular, P is flag transitive, and all sections of P of each fixed type are isomorphic
(cf. [17, 2E8]). Again P is self-dual. However, it can happen that the homogeneity property fails
badly. In short, P need not be a polytope.
As we have already noted in Examples 1 and 2, when G is one of Foster’s graphs 6, 18 or 20B,
the polystroma P(G) really is a polytope. For another interesting case, see Example 3 below.
Normally, however, we would expect polytopality to fail; see Example 4 below. Let’s take stock
of the general situation:
Theorem 3. Let G be a finite, connected, trivalent and 3-transitive graph. Suppose that the group
Γ = 〈ρ0, ρ1, ρ2, ρ3〉 constructed in Definition 3 also satisfies the intersection condition (2) (so
that Γ is a C-group). Then Γ is the automorphism group of a self-dual, regular polytope P of
type {3, q, 3}. Furthermore,
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(a) if G is bipartite, then Γ has index 2 in Aut(G)  D(P), the extended group for the polytope
P; and G is isomorphic to the medial layer graph for P .
(b) if G is non-bipartite, then Γ = Aut(G)  Aut(P); and the medial layer graph of P is the
canonical double covering of G.
Proof. By (2) and Lemma 1, Γ is indeed the automorphism group of a regular 4-polytope P
of type {3, q, 3}, whose faces Γ jϕ are described in Definition 2. With this description of P , it
follows immediately from Lemma 1(a) that the mapping
∆ : P → P
Γ j ϕ → Γ3− jδϕδ, (ϕ ∈ Γ ), (7)
is a well-defined polarity. Thus the medial graph H of P is trivalent, bipartite and 3-transitive
(Theorem 2).
It is similarly easy to check that the mapping
H f→ G
Γ1α → (v1)α, α ∈ Γ
Γ2α → (v2)α, α ∈ Γ
is well-defined, onto and preserves adjacency.
Suppose now that G has N vertices. Then by Theorem 1(a) we have |Aut(G)| = 12N , and
|Γ | = 12N/k, where k = 1 or 2 by Lemma 1(b). Recall that |Γ1| = |Γ2| = 12. Thus H has
2|Γ |/12 = 2N/k vertices. When k = 2, the graph homomorphism f becomes an isomorphism,
sinceH,G are each trivalent with N vertices.
When G is bipartite, we have k = 2 since all ρ j preserve the partition classes. ThusH  G.
When G is non-bipartite, we have k = 1, since H (being bipartite) cannot be isomorphic to
G. In fact, it is easy to check that H is the canonical double covering of G. (See [3, 19a] for a
general description of this covering.) 
Example 3. Graphs 10 and 20B in the Census.
It is interesting to apply part (b) of the theorem to the non-bipartite Petersen graph G (10 in
the Census). From this graph our construction yields the regular 4-simplex P = {3, 3, 3}; as we
have seen in Example 1, the medial graph H of P is graph 20B, which is indeed the canonical
double covering of the Petersen graph. 
We next observe that when the intersection condition (2) does fail for the polystroma P
constructed above, it must do so in a subtle way.
Theorem 4. Suppose Γ := 〈ρ0, ρ1, ρ2, ρ3〉 is constructed as above for the finite, connected,
trivalent 3-transitive graph G. Then
(a) Γ0 = 〈ρ1, ρ2, ρ3〉 and Γ3 = 〈ρ0, ρ1, ρ2〉 are C-groups.
(b) Γ is a C-group if and only if
Γ0 ∩ Γ3 = 〈ρ1, ρ2〉.
Proof. Since δ Γ3 δ = Γ0, we need only consider Γ3. By considering the action of the ρ j ’s on
the vertices displayed in Fig. 8, it is easy to check that ρ0, ρ1, ρ2, ρ3 are distinct involutions.
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Fig. 9. The Coxeter graph — 28 in the Census.
Thus 〈ρ0, ρ1〉 is dihedral of order 6 and 〈ρ1, ρ2〉 is dihedral of some order 2q , so that each is a
C-group. To show that Γ3 is a C-group, it suffices to check that
〈ρ0, ρ1〉 ∩ 〈ρ1, ρ2〉 = 〈ρ1〉
([17, 2E16]).
But if this equality fails, then by the maximality of 〈ρ1〉 in 〈ρ0, ρ1〉  S3, we obtain
ρ0 ∈ 〈ρ1, ρ2〉 (cf. [17, 11A10]). Thus, ρ0 = (ρ1ρ2)m or ρ1(ρ1ρ2)m for some m. In the first
case, conjugation by ρ1 gives
ρ1ρ0ρ1 = (ρ1ρ2)−m = ρ0,
so that (ρ0ρ1)2 = e, a contradiction. In the latter case, conjugation by ρ2 similarly gives
ρ1ρ0ρ1 = ρ2ρ1ρ2.
From this it follows that (v2)ρ2ρ1ρ2 = v2, hence (v0)ρ1 = v0. Thus v3 = (v1)ρ1ρ3 is adjacent
to (v0)ρ1ρ3 = (v0)ρ3 = w1, so that (v3)ρ2 = v3. Then
v3 = (v3)ρ1ρ0ρ1 = (v3)ρ2ρ1ρ2 = (v3)ρ1ρ2 = v1,
a contradiction. Hence, Γ0,Γ3 are C-groups; part (b) follows from [17, 2E16]. 
For any finite, connected 3-transitive trivalent graph (bipartite or not), Theorem 4 provides a
peculiar construction for a regular 3-polytope (i.e. regular map)M of type {3, q} (or {q, 3}). Of
course, although Γ0 is a C-group, the intersection condition may still fail for Γ itself. In such
cases there is little hope of faithfully realizing the map M as a section in the non-polytopal
polystroma P of rank 4.
Example 4. The Coxeter graph (28 in the Census).
Although it is 3-transitive, the well-known Coxeter graph G displayed in Fig. 9 is not bipartite
and hence clearly is not the medial graph of a polytope. (See [9] for a detailed discussion of this
very interesting graph.) In fact, even its 3-transitive and bipartite double cover H (56C in the
Census) is not the medial graph of a regular polytope.
From [9] we note that Aut(G)  PGL(2, 7) is generated by the linear fractional
transformations ρ0 := z → 1/z, ρ1 := z → 1 − z and ρ2 := z → −z over Z7. Here
ρ3 = (ρ2ρ1)3ρ0(ρ2ρ1)−3 is redundant, confirming that the group Γ = 〈ρ0, ρ1, ρ2, ρ3〉 is not
polytopal. Thus ρ3 ∈ Γ3 and dually ρ0 ∈ Γ0. As a result, the polystroma P has a unique 0-face
and unique 3-face.
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Nevertheless, by Theorem 4(a), Aut(G) is the group of a regular mapM, namely Klein’s map
{7, 3}8. (See [10], in particular Table 8 and the references in Section 8.6.) 
5. Chiral 4-polytopes of type {3, q, 3} and their medial layer graphs
For any regular n-polytope P , the rotations σ j := ρ j−1ρ j , 1 ≤ j ≤ n − 1, generate an
interesting subgroup Aut(P)+ having index 1 or 2 in Aut(P). In the latter case, P is said to be
directly regular, and certain properties of the σ j lead, in a natural way, to a parallel theory of
chiral polytopes (see [21,22] for details).
So suppose that P has rank n ≥ 3. Then P is chiral if it is not regular, but if for some
base flag Φ := {F−1, F0, . . . , Fn} there exist automorphisms σ1, . . . , σn−1 of P such that σ j
fixes all faces in Φ \ {Fj−1, Fj } and cyclically permutes consecutive j -faces of P in the rank 2
section Fj+1/Fj−2 of P . The σ j can then be chosen so that if F ′j denotes the j -face of P with
Fj−1 < F ′j < Fj+1 and F ′j = Fj , then Fj σ j = F ′j for j = 1, . . . , n − 1. The automorphism
group of P now has two flag orbits, with adjacent flags always in different orbits.
Again, for brevity we now suppose that P is chiral with rank n = 4. Then the automorphisms
σ1, σ2, σ3 generate Aut(P) and satisfy at least the relations
σ
p1
1 = σ p22 = σ p33 = e
(σ1σ2)
2 = (σ2σ3)2 = (σ1σ2σ3)2 = e,
(8)
for some 2 ≤ p1, p2, p3 ≤ ∞. Once more P is equivelar of type {p1, p2, p3}. Much as in the
regular case, the specified generators satisfy an intersection condition:
〈σ1〉 ∩ 〈σ2〉 = e = 〈σ2〉 ∩ 〈σ3〉,
〈σ1, σ2〉 ∩ 〈σ2, σ3〉 = 〈σ2〉. (9)
Each (isomorphism type of) chiral polytope gives rise to two enantiomorphic chiral polytopes:
if one of them is associated with the base flag Φ, the other is associated with an adjacent flag, say
Φ0 := (Φ \ {F0}) ∪ {F ′0}. As a result of this change, σ1, σ2, σ3 are replaced by new generators
σ−11 , σ 21 σ2, σ3 (cf. [22, Section 3]).
Conversely, if a group Λ = 〈σ1, σ2, σ3〉 satisfies (8) and (9), then there exists a chiral or
directly regular 4-polytope P = Pol(Λ) of type {p1, p2, p3}. The construction is similar to that
in the regular case (Definition 2), now takingΛ0 := 〈σ2, σ3〉,Λ1 := 〈σ1σ2, σ3〉, Λ2 := 〈σ1, σ2σ3〉,
Λ3 := 〈σ1, σ2〉. We refer to [21] for details. Once more the polytope and group are recaptured in
this correspondence, since Λ  Aut(Pol(Λ)) (or Aut(Pol(Λ))+ in the directly regular case), and
P  Pol(Aut(P)) (or Pol(Aut(P)+)). The directly regular case occurs if and only if Λ admits
an involutory automorphism ρ such that (σ1)ρ = σ−11 , (σ2)ρ = σ 21 σ2 and (σ3)ρ = σ3.
When P is chiral and self-dual, we encounter two subtly different cases (see [22, Section 3]
and [15]).
Case +: P is properly self-dual. Here P admits a polarity (involutory duality) δ which reverses
the base flag Φ and so preserves the two flag orbits. Consequently, in D(P) we find that
δ2 = e
δσ1δ = σ−13
δσ2δ = σ−12
δσ3δ = σ−11 .
(10)
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Otherwise we have
Case −: P is improperly self-dual. Here there exists a duality δ which exchanges the two flag
orbits. In fact, we may choose δ so that it maps Φ to Φ0 (order reversed). Then δ has period 4
and satisfies the relations
δ2 = σ1σ2σ3
δ−1σ1δ = σ−13
δ−1σ2δ = σ1σ2σ−11
δ−1σ3δ = σ1
(11)
in D(P).
Suppose now that P is a chiral polytope of type {3, q, 3}, and let G be its medial graph.
We may again label the vertices as indicated in Fig. 4, so that v1 := F1, v2 := F2 and
(v j )σ k2 = v j−2k , still taking subscripts mod 2q . For reference, we note that
σ1 = (v2)(v1v3w2)(v0v4∗) . . . ,
σ3 = (v1)(v0v2w1)(v−1v3∗) . . . .
Theorem 5. Suppose P is a finite, chiral self-dual polytope of type {3, q, 3}. Then the medial
layer graph G is 2-transitive and Aut(G)  D(P). Furthermore, G is of type 2+ (resp. 2−) if and
only if P is properly (resp. improperly) self-dual.
Proof. Each incident 1-face and 2-face in P can be extended to a flag in either chirality orbit.
Because P is self-dual, Aut(G) is thus transitive on 1-arcs. But σ1σ2σ3 maps [v2, v1, v0] to
[v2, v1, w1] so that Aut(G) is transitive on t-arcs, for some t ≥ 2. We next exclude the types
3+, 4+, 4−, 5+ (Theorem 1(d)). As in the proof of Theorem 2, we exploit the universal relations
satisfied by Aut(G) in each instance [6, Section 1]. A detailed explanation in just one case will
give the sense of the argument.
So suppose G is of type 3+. Then Aut(G) is generated by h, a, p, which with the redundant
element q := apa satisfy
h3 = p2 = a2 = q2 = (hq)2 = e
ph = hp, pq = qp. (12)
Once more following [6, Theorem 1.3], we identify vertices in G with right cosets of the subgroup
H := 〈h, p, q〉 (see Fig. 5). Since G is supposed to be 3-transitive, we may thus let
v0 := H ah−1, v1 := H, v2 := H a, v3 := H aha.
Since σ3 stabilizes v1, we can identify σ3 with an element of period 3 in H . But H  D12, since
(hpq)2 = q2 = (hp)6 = e, so that only h, h−1 have period 3 (cf. Theorem 1(c)). It is easy now
to see that we are forced to take σ3 = h and similarly σ1 = aha. Next consider
α := σ1σ2 = (v1)(v0v2)(w0v3)(w1)(w2v−1) · · · .
Thus α is one of seven involutions in H , fixes H ah and swaps H a with H ah−1. Considering all
possibilities, we find that
σ2 = σ−11 α = ah2aqh2 pm,
B. Monson, A.I. Weiss / European Journal of Combinatorics 28 (2007) 43–60 57
Fig. 10. The unique involution which fixes an arc in a 2-transitive graph.
for m = 0 or 1. But then the requirement that (σ2σ3)2 = e forces m = 1. However, now the
involution ρ := p satisfies
ρσ1ρ = σ−11 , ρσ2ρ = σ 21 σ2, ρσ3ρ = σ3.
Thus, by our earlier remarks, P is directly regular, rather than chiral, a contradiction.
The arguments for types 4+, 4−, 5+ are similar though rather more involved. In each case, it
is not even possible to achieve (σ2σ3)2 = e.
We now know that G is 2-transitive. If the polytope P is properly self-dual, then the polarity
δ = (v1v2)(v0v3) . . .
gives shunts τ1 := αδ = (v0v1v2v3 . . .) . . ., and τ2 := τ1σ1σ2σ3 = (v0v1v2w2 . . .) . . .. Thus
ατ1α = τ−11 , so that G has type 2+.
If P is improperly self-dual, we have the duality
δ = (v1v2)(v3v0w2w1) . . . .
Now redefine τ2 := αδ, τ1 := τ1σ1σ2σ3. Thus ατ2α = τ−11 and G has type 2−. 
Example 5. A family of 2-transitive graphs including 112A in the Census.
In [18, Theorem 6.1] we described chiral or directly regular polytopes Qd of type {3, 6, 3}
and parametrized by Eisenstein integers d = a + bω (ω = e2π i/3; a, b ∈ Z). In particular,Qd is
chiral and properly self-dual when q = a2 − ab + b2 is a rational prime ≡ 1(mod 3). From this
we obtain a graph Gq of type 2+ and with q(q2 − 1)/3 vertices. For example, when d = 1 + 3ω,
so that q = 7, we get Foster’s graph 112A.
On the other hand, when d = 1+4ω, so that q = 13, we get the graph 728D, newly described
in [7]. Although most of our examples can be readily checked by hand, here we employ the
presentation of Aut(G) provided in [7]; the calculations then are quite easy using GAP ([13]),
along with the subsidiary package GRAPE ([16,23]). 
6. From 2-transitive graphs to chiral polytopes
Finally, in the context of chiral polytopes, we investigate a converse construction: given a
finite, connected, trivalent and 2-transitive graph G, can we reconstruct a chiral and self-dual
polytope P whose medial graph is G? With some adjustments, we proceed as in Section 3. First,
we observe that given any arc [u, v] in a 2-transitiveG, there is a unique involutory automorphism
α fixing both u, v (see Fig. 10).
As the starting point for our construction, we choose a particular 2-arc [v0, v1, v2] in G, with
adjacent vertices still labelled as in Fig. 8. Motivated by our discussion of Aut(P) in the chiral
case, and noting the action of α = σ1σ2 in the proof of Theorem 5, we make the following
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Definition 5. Suppose that G is a finite, connected, trivalent and 2-transitive graph. With the
basic 2-arc [v0, v1, v2] and its neighbours labelled as above, let α1 be the unique involutory
automorphism fixing the vertices v2, w2. Similarly define α2 fixing v1, v2 and α3 fixing v1, w1;
and let Λ := 〈α1, α2, α3〉 ⊆ Aut(G). Finally set σ1 := α2α1, σ2 := α1α2α3, σ3 := α3α2.
Remark. The configuration of α j ’s described in Definition 5 is not quite unique up to conjugacy
in Aut(G): we could replace α1 by α˜1 = α2α1α2 fixing v2, v3. The effect is to replace the
σ j ’s by σ˜1 = α2α˜1 = σ−11 , σ˜2 = α˜1α2α3 = σ 21 σ2, σ˜3 = σ3. (Compare the discussion of
enantiomorphism in [22, Section 3].)
Before recording various properties of these automorphisms, we also let δ be the unique
automorphism mapping arc [v1, v2, v3] to [v2, v1, v0]; and set τ1 := α3δ, τ2 := τ1α2.
Lemma 2. Let Λ = Λ(G) be the group constructed in Definition 5. Then
(a) We have α2j = e; α1 = σ2σ3; α2 = σ1σ2σ3; α3 = σ1σ2; and Λ = 〈σ1, σ2, σ3〉.
(b) τ1, τ2 are shunts generating Aut(G).
(c) Λ has index k ≤ 2 in Aut(G).
(d) σ 31 = σ q2 = σ 33 = (σ1σ2)2 = (σ1σ2σ3)2 = (σ2σ3)2 = e, for some q ≥ 2. (The indicated
periods are achieved.)
(e) δ transforms the σ j as in Eq. (10) or (11), according as G is of type 2+ or 2−.
Proof. Verification is again routine since G is 2-transitive. For (c) note that δ2 ∈ 〈α2〉. Finally,
q ≥ 2, since σ2 = α1α2α3 does not fix v2. 
Remark. If G is bipartite, then δ ∈ Λ, so that k = 2 in part (c) of the lemma.
Given G we can thus construct a group Λ = 〈σ1, σ2, σ3〉 satisfying relations (8) but perhaps
not the intersection condition (9). Next, guided by [21], we make the following
Definition 6. Suppose that G is a finite, connected, trivalent 2-transitive graph equipped with the
group Λ = Λ(G) = 〈σ1, σ2, σ2〉 from Definition 5. Then the polystroma P = P(G) based on G
is the partially ordered set defined from Λ (i.e. by imitating the construction in [21, Section 5]).
As suggested earlier, the construction is somewhat similar to that by which a regular polytope
can be built from a string C-group, complicated, however, by less commuting of the generators
σ j . Nevertheless, we do obtain a rank 4, self-dual polystroma P on which Λ acts as a group
of automorphisms. Now Λ has at most two flag orbits and is transitive on (proper) chains of
each type K ⊂ {0, 1, 2, 3}. Furthermore, all sections of fixed type in P are isomorphic. As in
Theorem 3 we can say considerably more in the polytopal case:
Theorem 6. Suppose that G is a finite, connected, trivalent and 2-transitive graph. If the group
Λ constructed in Definition 5 satisfies the intersection condition (9), then Λ is the automorphism
group (rotation group) for a self-dual chiral (or directly regular) polytope P of type {3, q, 3}.
Further, in the chiral case, P is properly self-dual if G is of type 2+, improperly self-dual if G is
of type 2−. Finally,
(a) if G is bipartite, then Λ has index 2 in Aut(G)  D(P), the extended group for the polytope
P , and G is isomorphic to the medial layer graph for P . Here P must be chiral.
(b) if G is non-bipartite, then Λ = Aut(G)  Aut(P), and the medial layer graph of P is the
canonical double covering of G. In this case, P can be chiral or directly regular.
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Proof. Parts (a), (b) follow much as in the proof of Theorem 3, having first replaced Γ ,Γ j by
Λ,Λ j . In particular, when G is bipartite, the medial graphH  G is 2-transitive, so that P must
be chiral by Theorem 2. (Examples below show that direct regularity can occur in case (b).)
It remains to deal with duality in P . First of all, when G is of type 2+, the mapping defined
by (7), again with Λ in place of Γ , defines a polarity of P . When G is of type 2−, so that
δ2 = σ1σ2σ3, we instead define
∆ : P → P
Λ j ϕ → Λ3− j δ−1ϕδ, ( j = 0, 1, 2; ϕ ∈ Λ);
Λ3ϕ → Λ0σ1σ2δ−1ϕδ, (ϕ ∈ Λ).
(13)
Then ∆ is a well-defined duality on P , which maps the base flag (Λ0,Λ1,Λ2,Λ3) to the 0-
adjacent flag (reversed). Here∆2 = σ1σ2σ3, considered as a mapping in Aut(P). (IfP is directly
regular, as can occur in (b), both of these dualities can be defined.) 
To conclude, we verify an analogue of Theorem 4.
Theorem 7. Suppose Λ = 〈σ1, σ2, σ3〉 is constructed as in Definition 5 for the finite, connected,
trivalent 2-transitive graph G. Then
(a) Λ0 := 〈σ2, σ3〉 and Λ3 := 〈σ1, σ2〉 are the ‘rotation groups’ for directly regular or chiral 3-
polytopes.
(b) Λ is the group of a chiral 4-polytope if and only if Λ0 ∩ Λ3 = 〈σ2〉.
Proof. Part (b) follows from (9) and part (a). By [21, Theorem 1] and the symmetry of part
(a), we see that it is enough to show that 〈σ1〉 ∩ 〈σ2〉 = 〈e〉. If this fails, then we may assume
σ1 = σ k2 for some integer k. Since then σ1 commutes with σ2, we get e = (σ1σ2)2 = σ 21 σ 22 , so
that σ1 = σ 22 . From this we quickly find that σ2 = (v0v2)(v3v1w2) . . ., so that v0, v2 are each
adjacent to v1, v3, w2. Finally, w1 = (v0)α2 is then also adjacent to v1, v3, w2, so that G  K3,3,
which is 3-transitive: contradiction. 
Example 6. The dodecahedral graph (20A in the Census).
The 1-skeleton G of the regular dodecahedron is clearly non-bipartite and 2-transitive. In fact, Λ
does satisfy (9); and G is covered by the 3-transitive graph 40 in the Census. The corresponding
self-dual regular polytope is the universal polytope of type {{3, 6}(2,0), {6, 3}(2,0)}, with just 5
vertices (and 5 facets); see [17, 11E10].
In much the same way, we find that the non-bipartite graph 56B, which is the 1-skeleton of
the map {7, 3}8, lifts to the polytopal and 2-transitive graph 112A, discussed in Example 5. 
Example 7. Graph 192C in the Census.
For this 2-transitive bipartite graph G we have |Aut(G)| = 6 · 192 = 1152. The subgroup Λ is
polytopal and is the automorphism group for a new chiral polytope P of type {3, 8, 3}. Each of
the 12 facets F in P is a regular 3-polytope of type {3, 8}. Viewed otherwise, F is a regular
map on a surface of genus 2, with 16 triangular faces and 6 vertices; see [10, Section 8.8]. Of
course, each vertex figure has type {8, 3} dual to F . In either case, the rotation group of order 48
is actually isomorphic to GL(2, 3). 
Example 8. Graph 448C from the expanded census in [7].
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As yet we have no instance of an improperly self-dual polytope of type {3, q, 3}. The single
relevant graph (of type 2−) in [7] has 448 vertices. However, this graph is not polytopal. Using
GAP it is easy to check for this graph that the group Λ described in Definition 5 does not satisfy
(9). 
To summarize the key ideas in this paper, we first recall that every finite regular (or chiral)
4-polytopeP of type {3, q, 3} automatically yields a 3-transitive (or 2-transitive) trivalent medial
layer graph G. In the reverse direction we have natural procedures for constructing such 4-
polytopes from suitable graphs in certain cases. It would be very interesting to characterize such
polytopal graphs in some workable fashion.
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