We give a narrow zero-free region for standard L-functions on GL(n) and RankinSelberg L-functions on GL(m) × GL(n) through the use of positive Dirichlet series. Such zero-free regions are equivalent to lower bounds on the edge of the critical strip, and in the case of L(s, π ×π), on the residue at s = 1. Using the latter we show that a cuspidal automorphic representation on GL(n) is determined by a finite number of its L-series coefficients, and that this number grows at most polynomially in the analytic conductor.
Introduction
Let A F be the ring of adeles over a general number field F and let π and π ′ be two cuspidal representations of GL(n, A F ) with restricted tensor product decompositions π = ⊗ ν π ν and π ′ = ⊗ ν π ′ ν . The strong multiplicity one theorem [JPSS] asserts that if π p ≃ π ′ p for all but finitely many non-archimedean places p, then π ≃ π ′ . Much more can be said however about the extent to which agreement of local factors on a suitable subset of the primes determines global equality. By working analytically with associated L-functions, one can in fact show that for some finite Y = Y (π, π ′ ), the condition that π p ≃ π ′ p for primes p of norm Np ≤ Y is sufficient to imply π ≃ π ′ . From the analytic perspective, the crucial issue are the zeros of Rankin-Selberg L-functions: under GRH for both L(s, π ×π ′ ) and L(s, π ×π), it can be proved (see [GH] , [Mur] ) that Y = O(log 2 C), where C = C(π ×π) is the analytic conductor of L(s, π ×π).
One wants to give an upper bound on Y which grows moderately in C without assuming a Riemann Hypothesis. In certain settings, this can be done through non-analytic means. For instance, Murty [M] used the Riemann-Roch theorem on the modular curve X 0 (N) to show that when π and π ′ correspond to holomorphic modular forms of level N and even weight k, then Y = O(kN log log N). For the case of Maass forms on the upper half plane, Huntley [H] used the method of Rayleigh quotients to show that Y grows at most linearly in the eigenvalue. More recently, Baba, Chakraborty, and Petridis [B-C-P] proved a linear bound in the level and weight of holomorphic Hilbert modular forms, again using Rayleigh quotients.
This paper is concerned with the determination of cusp forms on GL(n) by their first few Fourier coeffficients when measured with respect to both the archimedean and nonarchimedean parameters. This case has been treated elsewhere by Moreno [Mor] , who derived a polynomial bound for Y when n = 2 but could do no better than Y = O(e (log C) 2 ) for n ≥ 3. Moreno's idea was to demonstrate a region of non-vanishing for L(s, π × π ′ ) within the critical strip and apply this to an explicit formula relating sums over zeros to sums over primes. For this strategy to work, quite a wide zero-free region is needed, one which decays logarithmically in all paramenters (with the possible exception of one real zero), a result which Moreno was unable to obtain for n greater than 2. In this paper, we obtain a modest zero-free region for L(s, π × π ′ ) for all n ≥ 2, decaying polynomially in the conductor, and deduce from this, through an elementary method which, by contrast with Moreno's, uses sums over integers rather than primes, that Y = O ǫ (C 1+ǫ ). Our main result is the following Theorem 7. Let π = ⊗ ν π ν and π ′ = ⊗ ν π ′ ν be cuspidal representations of GL(n, A F ), where n ≥ 2. Let C(π ×π) be the analytic conductor of L(s, π ×π). If, for any ǫ > 0, the condition
The idea of the proof is to exploit the fact that L(s, π ×π ′ ) has a pole at s = 1 if and only if π = π ′ . This property is made quantitative through a lower bound on the residue of L(s, π ×π), a result which we prove in Theorem 6. Let π be a cuspidal representation of GL(n, A F ), for n ≥ 2. Denote by R the residue at s = 1 and C(π ×π) the analytic conductor of the Rankin-Selberg L-function L(s, π ×π). Then we have
where A = 5/2 − 1/2n.
The above theorem is proven through an approximation of R by a smooth average of the coefficients of L(s, π ×π). The positivity of these coefficients ensures that this average, when measured with respect to its length, cannot be too small. The error in the approximation is controlled through Mellin inversion by the functional equation of L(s, π ×π) and is negligable as soon as the length is a large enough power of C(π ×π). For more general Rankin-Selberg L-functions L(s, π × π ′ ), we prove the following zerofree region.
Theorem 5. Let π and π ′ be cuspidal representations of GL(m, A F ) and GL(n, A F ), respectively, which are not twist equivalent. Let
there is a lower bound
This is proved through a study of the formal and analytic properties of a certain type of positive Dirichlet series. In Proposition 3 we give a lower bound on the polar part of such series. We are then able to construct an example whose polar part, fortunately enough, is roughly proportional to L(1 + it, π ×π ′ ). Since the latter quantitiy is known not to vanish [Sh] , the theorem follows.
We have chosen to state all results in terms of the analytic conductor C(π × π ′ ). To express them rather in terms of information attached to π and π ′ individually, one must first separate the arithmetic and spectral parameters,
n of Bushnell-Henniart [B-H] to the arithmetic component. That this bound is polynomial in each factor is important to the application of our theorems. For instance, Lapid [L] has recently shown that a lower bound on L(1 + it, π × π ′ ) that decays at most polynomially in C t (π) and C t (π ′ ) is a central issue in the convergence of Jacquet's relative trace formula.
This paper came about through the suggestion of my thesis advisor, Peter Sarnak. In his article [Sa] , he outlines two techniques to show non-vanishing of L-functions, both of which have now been carried out successfully in some generality. We give one presentation which has close ties to classical method of de la Vallée Poussin. Gelbart and Lapid [GL] give another which uses the Langlands-Shahidi method to prove a theorem similar to ours, but which applies to a slightly larger class of L-functions and underscores the connection to poles of Eisenstein series.
Notation:
We use the symbol f (x) ≪ P g(x), for complex-valued f and positive realvalued g, to mean that there exists a constant c > 0, depending only on the parameters P, such that |f (x)| ≤ cg(x) for all x. Throughout this paper, we suppress the dependence of the constant c upon a choice of ǫ, as well as the degree and discriminant of the number field F , which we view as being fixed for the problem. In general, Dirichlet series will be written D(s) or L(s) according to whether they do or do not necessarily have positive coefficients.
Positive Dirichlet series
Let F be a number field and O F its ring of integers. We shall consider Dirichlet series
which are absolutely convergent on some right half-plane ℜ(s) ≫ 1 and normalized so that b(1) = 1. Unless otherwise specified, we shall assume throughout this section the following two properties of D(s):
(i) SELF-DUAL EULER PRODUCTS: We say that D(s) has a self-dual Euler product of degree n 2 with conductor q over F if for every prime ideal p of F there exist n complex parameters α 1 (Ô), . . . , α n (Ô) such that, in its region of absolute convergence,
we also require that for all (Ô, q) = 1, α i (Ô) = 0 for all 1 ≤ i ≤ n. It can be proven through elementary symmetric algebra (see the proof of Lemma 1 in this paper) that Dirichlet series with self-dual Euler products have non-negative coefficients. Following convention, we say that D(s) has positive coefficients, or that D(s) is a positive Dirichlet series, if b(n) ≥ 0 for all n.
(ii) NICE ANALYTIC PROPERTIES: Denote
Let S ∞ consist of the set of all real places of F along with one representative of each conjugate pair of complex embeddings. We say that D(s) has nice analytic properties if for each ν ∈ S ∞ there exists a (necessarily unique) set µ ν of n complex parameters µ ν,1 , . . . , µ ν,n to be placed in the product
in such a way that the function Λ(s) = G µ (s)D(s) is meromorphic on the entire complex plane with no poles ouside of s = 1, is bounded on vertical strips, and satisfies a functional equation
The positive integer q D is the conductor of D(s) appearing in (i). The quantity C t (D), defined as For convenience, we will often put C D = C 0 (D). By computing the coefficients of self-dual Euler products explicitly, we discover a uniform lower bound for b(p n ) for certain primes p. As references for the symmetric algebra in the proof of the next lemma, one should consult both [B] and [Mac] .
Lemma 1. Let D(s) be a Dirichlet series with a self-dual Euler product of degree n
2 over F given by
Then for each rational prime p for which there exists at least one inert p | p in F , we have
Proof: For the coefficients of the local series we write
Using the symmetric algebra in [Mac] , we compute from the right-hand side an expression for b p (n). For any partition λ = (λ i ), denote the by l(λ) the number of non-zero parts λ i , called the length of λ. Let s λ (Ô) be the Schur polynomial in the n variables α 1 (Ô), . . . , α m (Ô) associated to the partition λ of length less than n. That is,
Now the set of partitions λ such that w(λ) = k is in one-to-one correspondence with P k , the set of partitions of k. Since for k ≤ n − 1, the condition ℓ(λ) ≤ n − 1 appearing in the summation imposes no restiction on λ ∈ P k , the coefficients b p (k) in (5) for such k take the form
To collect the terms contributing to b p (n), we remark that
Call this set P * n−1 . Then the n-th coefficient is
from which we glean
We write the Euler product over rational primes as
If p | p is inert over Q, then f (p) = 1, and the above formula with (7) yields b(p n ) ≥ 1.
We now consider smooth partial sums of coefficients of Dirichlet series D(s) over all integers. We shall take as our smoothing function any non-negative
where Y is a large parameter, the length of the sum. Since the coefficients b(n) and ψ itself are non-negative, it follows that 1 ≪ S(Y ). The following lemma uses equation (4) 
Proof: As the coefficients b(n) are non-negative, the sum S(Y ) can be truncated diadically to give
The summing set, now finite, can be furthermore thinned to include only those integers which are n-th powers of primes -that is,
where the last inequality in (10) follows from equation (4). The statement of the lemma is now a consequence of the Chebotarev Density Theorem applied to the trivial conjugacy class in the Galois group of the Galois closure of F . 
Then there is a lower bound
is an entire function with rapid decay in vertical strips. From the Mellin inversion formula it follows that
The absolute convergence of D(s) beyond σ = 1 allows us to switch the order of the sum and integral to obtain
The integrand in (11) is bounded in vertical strips. The principle of Phragmen-Lindeloff thus allows the contour of integration to be shifted to the left, while picking up all residues of the integrand. Shifting to the line σ = −k + 1/2 for k ≥ 1, we get
To unfold the dependence of the integral upon C D , we dualize using the functional equation of D(s). This produces
Since, by Stirling's asymptotic formula for the Gamma function,
we have the following asymptotic bound for the Gamma quotient appearing in (12):
We take the absolute value inside the integral, and use the bounds in equation (13), noting the rapid decay in t of the integrand, to obtain
The first term in (14) iŝ
The lower bound on S(Y ) in Lemma 2 combined with (15) and (14) give
If k is taken large enough with repect to ǫ and M, then the length Y = C 1+ǫ D is enough for the left hand side to be larger than the bounded term on the right.
Lower bounds for
We shall now use Proposition 3 to bound from below the value along ℜ(s) = 1 of the Rankin-Selberg L-function L(s, π × π ′ ). To do so at the point s = 1 + it, the auxillary Dirichlet series D(s) we construct should have its polar part proportional to L(1+it, π×π ′ ). This is achieved as soon as the pole of D(s) at s = 1 has order equal to the power to which
(See [Sa] for an informal disussion of the relation of this problem to the method of de la Vallée Poussin.)
To measure the quality of this bound, we apply it to GL(1) over Q and compare it to the best known effective bound. Recall that if χ is a real Dirichlet character, with modulus q, then Dirichlet's class number formula implies that
Now if we apply Proposition 3 to
, which has a self-dual Euler product and conductor C D ≍ q 2 , then the ensuing lower bound is the much poorer
One can therefore think of our result as an interpolation of this bound (18) to arbitrary GL(n) and F . Through an alternate construction of a positive Dirichlet series, one may rederive Dirichlet's lower bound (17) (with an ǫ weakening in the exponent) by applying the basic technique of the proof of Proposition 3. More precisely, if we set
then D(s) has positive coefficients and a simple pole at s = 1 with residue L(1, χ). Although the degree-2 Euler product is no longer self-dual, its coefficients nonetheless satisfy the property that b(p 2 ) ≥ 1 for every prime p not dividing the modulus q, from which it follows that equation (9) holds with n = 2. Since the analytic conductor C D of D(s) now satisfies C D ≍ q, we recover Dirichlet's bound (17) through the techniques of Proposition 3. Unfortunately, the construction of a suitable D(s) from cuspidal representations π on GL(n), where n > 1, seems limited to Euler products with degree no smaller than (n + 1)
2 . This is true even if we assume that π is self-dual, and that we have some control over the size of the coefficients via the Ramanujan conjecture. To the best of our knowledge, the power of the conductor we obtain in each of the following theorems is optimal for the method. be the Satake parameters. The Rankin-Selberg L-function is defined as
which is absolutely convergent on ℜ(s) > 1 (see JPSS]). Let S ∞ denote the set comprising all real places and one representative of each conjugate pair of complex embeddings. For
be the respective Langlands parameters of π and π ′ . We define the local factor at ν to be
where
is meromorphic on C, (essentially) bounded in vertical strips, and satisfies a functional equation
The analytic conductor is defined as
We will often put
Definition. Denote by α iv the principal quasicharacter g → | det(g)| iv . We say that π and
The following result is fundamental to the applications of this paper.
Proposition 4 (Jacquet-Shalika). Two cusp forms π and π ′ on GL(n) are not twist equivalent if and only if
has only a simple pole at s = 1 + iv.
Zero-free regions.
We now derive lower bounds on the edge of the critical strip for Rankin-Selberg products L(s, π ×π ′ ) of twist inequivalent forms. It should be noted that Siegel zeros are known not to exist for L(s, π × π ′ ) when at least one of π or π ′ is self-dual (see [Sa] ), and that without this condition, progress has been made in cases of low rank by Ramakrishnan and Wang [R-W] .
Theorem 5. Let π and π ′ be cuspidal representations of GL(m, A F ) and GL(n, A F ), respectively, which are not twist equivalent. Put A = 5/2 − 1/(m + n). Then (a) there is a lower bound
Proof: We first prove part (b) of the theorem, assuming part (a). Without loss of generality, we may restrict ourselves to the case when t = 0. Let β denote the first real zero of L(s, π ×π ′ ) to the left of 1. Then we have
for some β ≤ σ 0 ≤ 1, by the mean value theorem. We apply the convexity bound for L ′ (s, π ×π ′ ) on the critical line σ = 1/2 (see proof of part (a))
and the lower bound for L(1, π ×π ′ ) from part (a) to obtain part (b). We now prove part (a). Fix a real number t and consider the unitary isobaric sum
, where α = |det|. Then, by Lemma A of Hoffstein-Ramakrishnan [HR] , the L-series
has non-negative coefficients. We note that s and t are independent variables, that is t = ℑ(s). Now D t (s) has a degree -(m + n) 2 self-dual Euler product which can be written
Furthermore, the series D t (s) has nice analytic properties. We expand D t (s) as a Laurent series about the point s = 1
We apply Proposition 3 to get
We now calculate the relation of r −1 (t) and
in their Laurent series expansions about the point s = 1. We compute
We compute upper bounds for the quantities in parenthesis using standard convexity arguments. 1 For cusp forms on GL(n), Jacquet and Shalika [JS] prove that |α(
The convexity principle of Phragmen-Lindelöf gives a linear interpolation of these two bounds within the region −1 ≤ ℜ(s) ≤ 2, and in particular at s = 1. Thus
From these bounds we get
The L-value on the right is non-zero by a theorem of Shaihidi [Sh] . The theorem follows by combining this with (22) and letting t → t/2.
Effective multiplicity one
We begin this section with what is, in a sense, the primary application of Proposition 3, when our positive Dirichlet series D(s) is nothing other than L(s, π ×π).
Theorem 6. Let π be a cuspidal representation of GL(n, A F ), where n ≥ 2. Denote by R the residue at s = 1 of the Rankin-Selberg L-function L(s, π ×π). Then with A = 5/2 − 1/2n we have
The precise value of A is not important for the following application. It is only necessary that the above lower bound be polynomial in the conductor, as will become apparent in the proof.
Theorem 7. Let π = ⊗ ν π ν and π ′ = ⊗ ν π ′ ν be cuspidal representations of GL(n, A F ), where n ≥ 2. If, for any ǫ > 0, the condition
Proof: We observe firstly that under hypothesis (24), it is impossible that π and π ′ be equivalent by a nontrivial twist. We shall assume that π is not equivalent to π ′ and force a contradiction. To distinguish between π and π ′ , we examine the Rankin-Selberg convolutions
The hypothesis (24) on the local representations means that the local Satake parameters α 1 (Ô), . . . , α n (Ô) of π and α ′ 1 (Ô), . . . , α ′ n (Ô) of π ′ agree (as sets) for all primes Ô within the specified range. For such primes, we must have A p (k) = B p (k) for all k ≥ 1. By multiplicativity on coprime ideals, one has in place of (24) the condition that A(n) = B(n) for all integers n ≤ C(π ×π)
A+ǫ . We set as our test function any non-negative ψ(x) ∈ C Under the hypothesis that A(n) = B(n) for all n ≤ cY , for some sufficiently large constant c > 0, the sum ∆(Y ) = 0, since ψ is of compact support. We will show that for Y large enough with respect to C(π ×π), the hypothesis that π ≇ π ′ forces ∆(Y ) to be large, thereby creating a contradiction. By Mellin inversion,
Shifting contours to σ = −k + 1/2 for k ≥ 1 picks up the pole of the integrand at s = 1 with residue R = Res Applying the functional equation of both L-functions to the integral above, and invoking Stirling's formula in the form of equation (13), we get
By Theorem 6, with A = 5/2 − 1/2n, 1 C(π ×π) A+ǫ ≪ R.
Thus if k is taken large enough in (25) with respect to ǫ and n, the error term (25) is strictly smaller than the main term when Y = C(π ×π)
1+ǫ . This implies a non-zero value for ∆(Y ), which is the desired contradiction.
Remark: As we have seen, the condition of Theorem 7 that the first few local components be isomorphic can be expressed instead as an equality of the initial coefficients of the Rankin-Selberg L-series. In fact this latter condition can be relaxed to a mere approximate equivalence, where the difference between the first few coefficients is bounded by some expression in the conductor. Since ψ has compact support, there exists a constant c > 0 such that the condition A(n) − B(n) ≤ E for all n ≤ cY implies ∆(Y ) ≪ EY . On the other hand, when Y = C(π ×π) 1+ǫ for any ǫ > 0, we have ∆(Y ) ≫ RY . We have a contradiction when E ≍ R, which is to say that |A(n) − B(n)| ≪ 1 C(π ×π) 1−1/n for all n ≪ C(π ×π) 1+ǫ (26) is enough to imply π ≃ π ′ . This relaxation is essential for comparing automorphic forms whose coefficients are not algebraic, as is believed to be the case for Maass wave forms.
