Abstract. We survey logic-based and automata-based languages and techniques for the speci cation and veri cation of real-time systems. In particular, we discuss three syntactic extensions of temporal logic: time-bounded operators, freeze quanti cation, and time variables. We also discuss the extension of nite-state machines with clocks and the extension of transition systems with time bounds on the transitions. All of the resulting notations can be interpreted over a variety of di erent models of time and computation, including linear and branching time, interleaving and true concurrency, discrete and continuous time. For each c hoice of syntax and semantics, we summarize the results that are known about expressive p o wer, algorithmic nite-state veri cation, and deductive v eri cation.
Introduction
The number of formalisms that purportedly facilitate the modeling, specifying, and proving of timing properties for reactive systems has exploded over the past few years. The authors, who confess to have added to the confusion by advancing a variety of di erent s y n tactic and semantic proposals, feel that it would be bene cial to pause for a second | to pause and look back to sort out what has been accomplished and what needs to be done. This paper attempts such a meditation by surveying logic-based and automata-based real-time formalisms and putting them into perspective.
As many of the formalisms that have been promoted in the literature not only suggest di erent notations, but make radically di erent assumptions when modeling time and computation, the task of comparing them is often a nontrivial one. We attempt such a comparison by putting, rst, all languages on a common semantical ground. Second, we o e r a n umber of common semantical abstractions, and for each abstract semantics, we survey what is known about each language. This two-dimensional analysis of real-time formalisms as syntax-semantics pairs allows us to discuss in the same context di erent models of computation, such as linear and branching models, as well as di erent models of time, such as discrete and continuous models. The two-dimensional analysis 1 An abbreviated version of this paper appeared in Real Time: Theory in Practice (J.W. de Bakker, K. Huizing, W.-P. d e R o e v er, G. Rozenberg, eds.), Lecture Notes in Computer Science 600, Springer-Verlag, 1992, pp. 74{106. also reveals that many meaningful coordinate points have not been addressed in the literature. For some of these, known results can be easily extrapolated (and we do so whenever possible) for others, we pose questions of expressiveness, complexity, and axiomatizability as open problems.
The remainder of the paper is organized in ve sections. Section 2 attempts to give a uni ed semantical framework for real-time systems. The subsequent t wo sections present s y n tax. Real-time extensions of temporal logic are summarized in Section 3 real-time extensions of state-transition formalisms, in Section 4. The nal two sections survey technical results about these languages. First, in Section 5, we collect all results regarding the impossibility, possibility, and complexity o f verifying timing requirements of reactive systems. Second, in Section 6, we review what is known about the absolute and relative expressive p o wer of real-time speci cation methods.
Real-time Semantics
We attempt to de ne a general semantics for real-time systems. Many previous suggestions are special cases of our de nition.
Concrete semantics
We de ne a real-time system to be a set of timed state sequences, each of which represents a possible behavior of the system. As time domain, we c hoose the set of nonnegative real numbers, denoted by R. In a timed state sequence, we use intervals of the real line to specify the duration of system states.
Interval sequences An interval sequence I = I 0 I 1 I 2 : : :is a nite or in nite sequence of intervals that partitions the real line:
1. Any t wo neighboring intervals I i and I i+1 are adjacent. 2. For all t 2 R, there is some interval I i with t 2 I i . In particular, I 0 is left-closed and l(I 0 ) = 0. The last interval of any nite interval sequence is unbounded.
Real-time systems A real-time system S = ( S P T ) consists of four components:
A set S of system states.
A s e t P of observables. The set P typically contains either observable events or observable propositions about the system state. Each element i n t h e p o werset 2 P is a possible observation.
A labeling function from S to 2 P that determines the observable component o f e a c h system state. If P consists of events, then every state s 2 S is labeled with the (possibly empty) set (s) P of events that are observed when the system is in state s. If Each timed state sequence 2 T represents a system behavior by identifying a unique system state (t) 2 S with every time instant t 2 R. Formally, a timed state sequence is a function from R to S that satis es the nite-variability condition:
There exists an interval sequence I = I 0 I 1 I 2 : : :such that throughout each i n terval I i , the observable component of the system state does not change that is, ( (t)) = ( (t 0 )) for all t t 0 2 I i . The interval sequence I is called compatible with the timed state sequence . Instantaneous events correspond to singular intervals. The nite-variability assumption asserts that in any bounded interval of time, there can be only nitely many observable events or state changes.
A set T of timed state sequences is fusion-closed if each system state contains all information necessary to determine the future evolution of the system: For all timed state sequences 1 2 2 T and time instants t 1 t 2 2 R, if 1 (t 1 ) = 2 (t 2 ), then 2 T for the timed state sequence with (t) = 1 (t) f o r t t 1 and (t) = 2 (t + t 2 ; t 1 ) for t > t 1 .
As a concrete example, let us consider a controller that responds to an environment s t i m ulus.
Whenever the stimulus p occurs, the controller reaches, within one time unit, an internal decision to either perform the response q two time units after the stimulus or not to respond at all. If a new stimulus occurs before the previous one has been served, by a response or by the decision not to respond, it is ignored. Suppose that S is the real-time system consisting of the environment a n d the controller. The only observables P = fp qg are the environment stimulus p and the system response q. We assume that both events, p and q, are instantaneous. A state of the system must contain enough information to determine the future evolution of the system. Thus, we m a y characterize the states S of S as triples of the form (s 0 s 1 s 2 ): The boolean parameter s 0 indicates if there is a current s t i m ulus. The ternary parameter s 1 2 f none respond ignoreg indicates which decision has been reached concerning the most recent s t i m ulus that has not been ignored. The following timed state sequence^ describes one possible behavior of the system S: ^ (t) = ( false none 1) f o r t 2 0 1),
(1) = (true none 0), (t) = ( false none t ; 1) for t 2 (1 1:5), (t) = ( false respond t ; 1) for t 2 1:5 3], (t) = ( false respond 1) for t > 3.
According to this behavior, a single stimulus occurs, at time 1. At time 1.5 the system decides to respond and does so at time 3.
Observation sequences
An observation sequence = 0 1 2 : : :is a nite or in nite sequence of observations i 2 P . A timed observation sequence = ( I), also written as a sequence ( 0 I 0 ) ! ( 1 I 1 ) ! ( 2 I 2 ) ! of observation-interval pairs, consists of an observation sequence and an interval sequence I of equal length. The timed observation sequence is stutter-free i any t wo neighboring observations i and i+1 are distinct. A set of timed observation sequences is closed under stuttering i whenever the set contains a timed observation sequence of the form !( i I i ) ! and I i = I 0 i I 00 i for adjacent i n tervals I 0 i and I 00 i , then it contains also the timed observation sequence
The stuttering closure of a timed observation sequence is the smallest set of timed observation sequences that contains and is closed under stuttering. From a timed state sequence , w e can extract a set ( ) of timed observation sequences that represent the observations made when the system exhibits the behavior described by . F ormally, a timed observation sequence ( I) i s c o n tained in ( ) i the interval sequence I is compatible with and i = ( (t)) for t 2 I i . I t i s e a s y t o c heck that the set ( ) is the stuttering closure of a single stutter-free timed observation sequence. For instance, the timed state sequence^ of the example given above yields the stuttering closure (^ ) of the timed observation sequence (fg 0 1)) ! (fpg 1 1]) ! (fg (1 3)) ! (fqg 3 3]) ! (fg (3 1)):
Special cases of real-time systems
If we restrict ourselves to the analysis of certain systems, we m a y assume that all interval sequences are of a particular form. Here we present some common assumptions about real-time systems that lead to one or both of the following simpli cations of interval sequences:
1. If the interval types in a sequence follow a particular pattern, interval sequences can be represented as sequences of time instants. Suppose, for instance, that we observe only instantaneous events. Then we m a y restrict ourselves to timed observation sequences containing singular intervals, associated with events, that alternate with open intervals, indicating the distance between events. In this case, it su ces only to record the time instants at which events occur. In our example, the observable component of the timed state sequence^ is completely speci ed by the sequence (fpg 1) ! (fqg 3):
Similarly, suppose that we observe only propositions about the system states that have a duration in time, and suppose that whenever there is a change in the observation from state s to state s 0 , the observation at the transition point i s (s 0 ). Then we m a y limit ourselves to timed observation sequences all of whose intervals are left-closed and right-open. In this case, it su ces to record the left end-points of all intervals. For instance, the sequence 0 3 3:5 o f real numbers could stand for the interval sequence 0 3) 3 3:5) 3:5 1). In the symmetric case, we m a y restrict ourselves to timed observation sequences all of whose intervals are left-open and right-closed. 2. If all events or state changes occur with the ticks of a global clock, the nonnegative i n tegers N su ce as time domain. We c a l l s u c h s y s t e m s synchronous.
Abstract semantics
Given our concrete semantics of a real-time system as a set of timed state sequences, one may choose several abstractions to model systems by simpler objects than sets of timed state sequences. The system aspects in which w e are interested determine the abstraction mechanisms we c a n employ. W e discuss three common abstractions, which are independent o f e a c h other | rst, the restriction only to observable linear behaviors second, the linearization of simultaneous activities and, third, the digitization of time. The paradigm of digitization, which i s o b viously related to timing considerations, is the only one of these three abstraction mechanisms that is particular to the modeling of real-time systems.
A T race semantics
Trace semantics sacri ces information about the internal structure of a system. If we are content to analyze the observable traces of a system, we m a y ignore all nonobservable state components. Thus, trace semantics identi es a real-time system with the set of timed observation sequences that are obtained from the timed state sequences representing possible system behaviors. The trace semantics of the system S = (S P T ) is the pair (P R), where the set R of timed observation sequences is the union of all sets ( ) f o r 2 T . F or instance, the trace semantics of our stimulusresponse example contains all timed observation sequences in which (1) the di erence between any t wo system responses q is at least two time units and (2) every response q is preceded by a n environment s t i m ulus p two time units earlier.
B I n terleaving semantics
Interleaving semantics sacri ces information about the simultaneity of activities. Independent simultaneous events are often nondeterministically sequentialized so that at most one action of a distributed system has to be analyzed at any point in a timed state sequence (or a timed observation sequence). To a l l o w t h e i n terleaving of simultaneous activities in our framework, we need to generalize our de nitions concerning interval sequences: A weakly-timed observation sequence consists, then, of an observation sequence and a corresponding weakly-monotonic interval sequence.
A w eakly-timed state sequence maps every time instant t 2 R to a nite sequence of system states. The number of states in this sequence is called the multiplicity m t of t. F ormally, a weakly-timed state sequence associates a multiplicity m t with every time instant t 2 R and maps every pair (t i), for t 2 R and 1 i m t , to a system state (t i) 2 S . In addition, the mapping is nitely variable that is, there exists a weakly-timed observation sequence ( I) and a monotone onto mapping from lexicographic pairs (t i) to indexes j 0 such that (1) t 2 I j and (2) ( (t i)) = j . The lexicographically ordered pairs (t i) c a n b e viewed as specifying a metric \macro-time" t 2 R and a linearly ordered discrete \micro-time" 1 i m t .
Using this generalized notion of timed state sequences, any n umb e r o f s i m ultaneous events can be modeled as a sequence of events at the same time instant. Consider, for example, the timed observation sequence Indeed, an interleaving semantics typically abstracts further by assuming that all observation intervals are either closed or unbounded. The behavior of a system is viewed as a two-phase activity HMP90]: macro-phases, during which time (i.e., macro-time) advances, alternate with micro-phases, during which the observable part of the system state changes nitely often. The micro-phases result from the interleaving of independent instantaneous events and correspond to nite repetitions of singular intervals. Under these assumptions, weakly-monotonic interval sequences may be represented by sequences of weakly monotonically increasing real numbers. For instance, the behavior of our example is often modeled by the two sequences C Fictitious-clock s e m a n tics Fictitious-clock semantics sacri ces information about the precise times of activities. The introduction of a global ctitious clock, which records the times of events with nite precision only, allows the use of the nonnegative i n tegers as time domain, thereby simplifying the reasoning about time. If several events fall between two clock t i c ks, then the ctitious clock can distinguish them only by temporal ordering, not by t i m e .
To allow the digitization of times, we h a ve to consider, once again, weakly-monotonic interval sequences. Using the notion of weakly-timed state sequences, any n umber of events that occur between two t i c ks of the ctitious clock can be modeled as a sequence of events at the \same" integer time. Consider, for example, the timed observation sequence a state-oriented point-based strictly-monotonic real-time semantics ACD90] a state-oriented interval-based strictly-monotonic real-time semantics Alu91]. In this paper, we review our results and identify the semantical assumptions that were necessary to obtain them. This allows us to generalize many results to a broader spectrum of semantical choices than was previously known.
Real-time Logics
We discuss three ways of extending the syntax of temporal logic for specifying real-time systems. The main point of this section is to demonstrate that these extensions apply equally to any particular choice of temporal logic.
Choosing the temporal logic
Temporal logic (or tense logic, the term sometimes preferred by philosophers) is the class designation for modal logics whose modal operators are interpreted in a temporal manner: the basic operator 2 is interpreted as \always" and, consequently, its dual 3 means \eventually." The use of temporal logic as a formalism for specifying the behavior of reactive systems over time was rst proposed by P n ueli Pnu77] and has been studied extensively since then. Temporal logic provides a succinct and natural way of expressing the desired qualitative temporal requirements of speed-independent systems, including invariance, precedence, and responsiveness (cf. Pnu86]). The traditional temporal operators, however, cannot refer to metric time and, hence, are insu cient for the speci cation of quantitative temporal requirements, or so-called hard real-time constraints, which put timing deadlines on the behavior of reactive systems.
Having emphasized that the term temporal logic covers a variety of particular logical formalisms, with syntactic as well as semantic di erences, we refer the reader to Eme90] for a comprehensive overview of individual temporal logics that have been used for specifying and verifying reactive systems. Any of these logics can be, and some have been, extended by the constructs we will present for expressing timing constraints. Before proceeding to the issue of real time, however, let us brie y review some of the design decisions involved in choosing a particular underlying logic for qualitative temporal reasoning.
First, depending on the nature of the problems we wish to formalize, we use either a rst-order temporal logic or the propositional fragment. This choice is determined by the data domains over which the reactive systems under investigation operate, and interests us little, as we treat the issue of time independent of other system parameters. We are mostly concerned with propositional fragments, because those allow us to study issues of expressiveness and complexity without interference by data considerations.
Second, many of the temporal logics that are used in computer science can be classi ed into linear-time and branching-time logics. This distinction is important, because it determines if we c a n choose a trace semantics for real-time systems. Throughout this section, we assume a given realtime system S = (S P T ) with the trace semantics (P R). The set P of observables constitutes the set of atomic propositions for the logics we discuss. Hence, the truth value of any atomic proposition is fully determined by the observable component of a system state (s j = p i p 2 (s)).
1. Linear-time logics are interpreted over linear structures of states. Every state sequence represents an execution sequence of a reactive system. A classical example of a linear-time logic is PTL GPSS80]. In PTL, the typical response property that \every environment stimulus p must be followed by a system response q" is de ned by the formula 2(p ! 3q) which requires that in any possible behavior, if the system is in a state in which p is observed, then it will, at some later point, be in a state in which q is observed. Real-time extensions of PTL introduce a way of de ning timing requirements such as the time-bounded response property that \every stimulus p is followed by a response q within 3 time units."
Formally, the real-time system S satis es a linear-time formula i every timed state sequence in T satis es . Since the truth value of over a timed state sequence is completely determined by the observable component o f , it su ces to consider the trace semantics of S and interpret over timed observation sequences: S satis es i j = for every timed observation sequence 2 R .
2. Branching-time temporal logics, on the other hand, are interpreted over tree structures of states. Every tree represents a reactive system, whose possible execution sequences correspond to the paths in the tree. Classical examples of branching-time logics include UB BMP81], CTL EC82], and CTL CES86]. In CTL, the property that \every stimulus p is possibly followed by a response q" is de ned by the formula 82(p ! 9 3q) which asserts that in any possible behavior, if the system is in a state in which p is observed, then there is a possible continuation along which the system will, at some later point, be in a state in which q is observed. Real-time extensions of CTL allow to put a time bound on the distance between the stimulus p and the response q. Since we require that each state s 2 S contains all the information necessary to decide the future behavior of the real-time system S, the set T of timed state sequences contains all the branching information for constructing a unique tree, with root s, whose paths represent the possible behaviors of S if started in state s. This is because the formal requirement of fusion closure for T captures the intuitive notion of a tree it ensures that the reachability relation over S induced by T is transitive. Thus, the truth value s j = of a branching-time formula can be determined for each state s 2 S . The real-time system S satis es i s j = for all s 2 S .
It follows that linear-time logics employ a n o b s e r v ation-oriented semantics, and branching-time logics employ a state-oriented semantics.
Third, there is the choice of temporal operators. The temporal operator most typically employed is the until operator U, which can be used to de ne the always operator 2 and provides a generally desired level of expressiveness GPSS80]. Many temporal logics exclude the next operator to ensure that the models of a formula are closed under stuttering Lam83]. Some logics include past temporal operators such a s since, the dual of until LPZ85]. Branching-time formulas are built from lineartime formulas using path quanti ers. The logic CTL constrains the linear-time formulas that can be used to a very simple form by coupling the path quanti ers with the temporal operators. The logic CTL allows arbitrary linear-time formulas.
Writing the timing constraints
The fourth question raised when de ning the syntax of a real-time extension for a temporal logic is how to incorporate timing requirements in a formula. We consider three possible solutions. To be concrete, let us de ne a propositional linear-time logic that employs time-bounded temporal operators. The formulas of this bounded-operator logic are built from atomic propositions by boolean connectives and time-bounded versions of the until operator. The until operator may b e bounded (i.e., subscripted) by a n y i n terval with rational end-points. Hence, the bounded-operator formulas are inductively de ned as follows: := p j : j 1^ 2 j 1 U I 2 where p 2 P and the end-points of the interval I are rational numbers.
We i n terpret the formulas of this linear-time logic over timed observation sequences, which provide a unique interpretation for the atomic propositions at every time instant. Informally, the formula 1 U I 2 holds at time t in a timed observation sequence i there is a later time instant t 0 2 t + I such that 2 holds at time t 0 and 1 holds throughout the interval (t t 0 ). Formally, g i v en a bounded-operator formula , a timed observation sequence = ( I), and a time instant t 2 R, the satisfaction relation ( t) j = is de ned inductively as follows:
( t) j = p i p 2 i , where t 2 I i ( t) j = : i ( t) 6 j = ( t) j = ( 1^ 2 ) i ( t) j = 1 and ( t) j = 2 ( t) j = 1 U I 2 i ( t 0 ) j = 2 for some t 0 2 t + I, and ( t 00 ) j = 1 for all t < t 00 < t 0 . The timed observation sequence satis es the formula i ( 0) j = .
Now w e can introduce some standard abbreviations for additional temporal operators. The dened operators 3 I (time-bounded eventually) and 2 I (time-bounded always) stand for true U I and :3 I : , respectively. It follows that the formula 2 I (or 3 I ) holds at time t 2 R of a timed observation sequence i holds at all times (at some time, respectively) within the interval t + I. The typical time-bounded response property that \every stimulus p is followed by a response q within 3 time units" may then be de ned by the bounded-operator formula 2(p ! 3 0 3] q) which is usually written as 2(p ! 3 3 q):
(y) We h a ve c h o s e n a n i n terval-based strictly-monotonic real-time semantics for our sample boundedoperator logic. It is not di cult to interpret the same set of formulas over alternative s e m a n tics. For instance, we m a y adopt an interleaving semantics and interpret bounded-operator formulas over weakly-timed observation sequences Hen91b].
B F reeze quanti cation
The bounded-operator notation can relate only adjacent temporal contexts. Consider, for instance, the property t h a t \ e v ery stimulus p is followed by a response q and, then, by another response r such that r is within 5 time units of the stimulus p." There is no direct way of expressing this \nonlocal" timing requirement using time-bounded operators. This shortcoming of bounded temporal operators can be remedied by extending temporal logic with explicit references to the times of temporal contexts. We discuss two s u c h methods. In this subsection, we access the time of a state through a quanti er, which binds (\freezes") a variable to the corresponding time in the next subsection, we access the time of a state through a (dynamic) state variable.
The idea of freeze quanti cation was introduced and has been analyzed by the authors AH89, Hen90, Alu91, Hen91b]. We present it here by considering again the propositional linear-time case.
The freeze quanti er \x:" binds the associated variable x to the time of the current temporal context: the formula x: (x) holds at time t i (t) does. Thus, in the formula 3y: , the time variable y is bound to the time of the state at which is \eventually" true. By admitting atomic formulas that relate the times of di erent states, we can write the time-bounded response property ( y) a s 2x: (p ! 3y:(q^y x + 3)):
We read the this formula as \in every state with time x, i f p holds, then there is a later state with time y such that q holds and y is at most x + 3." The nonlocal property that \every stimulus p is followed by a r e s p o n s e q and, then, by another response r within 5 time units of the stimulus p" may be speci ed by the formula 2x: (p ! 3(q^3z:(r^z x + 5 ) ) ) :
Freeze quanti cation allows only references to times that are associated with states. Consequently, the freeze quanti er x: behaves di erently from standard rst-order quanti ers over time it is, for example, its own dual:
:(x: ) $ x: (: ):
Since the expressive p o wer of a modal logic with freeze quanti cation lies, in general, between the expressive p o wer of the corresponding propositional and rst-order modal logics, we refer to a logic with freeze quanti cation as half-order Hen90].
Let us now be more precise and de ne a half-order linear-time logic. Given a set V of time variables and a set (V ) of atomic timing constraints with free variables from V , the half-order formulas are inductively de ned as follows: := p j j : j 1^ 2 j 1 U 2 j x: for x 2 V , p 2 P , a n d 2 (V ). Additional temporal operators such a s 3 (eventually) and 2 (always) can be de ned in terms of the until operator as usual. The atomic timing constraints (e.g., y x + 3 ) t ypically involve comparisons between terms containing variables, constants, and primitive operations on time such as addition.
We i n terpret the half-order formulas again over timed observation sequences (other semantical choices are, of course, possible). The timed observation sequence = ( I) satis es the formula i ( 0) j = E for every environment E : V ! R, where the satisfaction predicate j = is inductively de ned as follows:
( t) j = E p i p 2 i , w h e r e t 2 I i ( t) j = E i E j = ( t) j = E : i ( t) 6 j = E ( t) j = E 1^ 2 i ( t) j = E 1 and ( t) j = E 2 ( t) j = E 1 U 2 i ( t 0 ) j = E 2 for some t 0 2 t+I, and ( t 00 ) j = E 1 for all t < t 00 < t 0 ( t) j = E x: i ( t) j = E x:=t] . Here E x := t] denotes the environment that agrees with the environment E on all variables except x, which is mapped to t 2 R.
If the atomic timing constraints in (V ) permit at least comparisons and addition of constants, then the bounded-operator notation is a fragment of the freeze-quanti er notation: the boundedoperator formula 1 U I 2 is equivalent to the half-order formula x: ( 1 U y:(y 2 x + I^ 2 )):
C Explicit clock v ariable
A third way of writing real-time requirements is based on standard rst-order temporal logic. The syntax uses a dynamic state variable T | the clock variable | and rst-order quanti cation for global (rigid) variables over the time domain. The clock v ariable T assumes, in each state, the value of the corresponding time. For instance, the time-bounded response property ( y) can be speci ed by the formula 8x: 2((p^T = x) ! 3(q^T x + 3)): Here, the global variable x is bound to the time of every state in which p is observed. We refer to the use of a clock v ariable as the \explicit-clock" notation. Examples of this method for expressing timing constraints can be found in PdR82, Ron84, Har88, PH88, Ost90, LA] it has been studied for its expressiveness and complexity in AH90, HLP90].
Let us once again de ne a propositional linear-time logic with an interval-based strictly-monotonic real-time semantics. As before, let V be a set of (global) time variables, and let (V fTg) b e a set of timing constraints over the variables in V f Tg. The explicit-clock formulas are inductively de ned as follows: := p j j : j 1^ 2 j 1 U 2 j 9 x: for x 2 V , p 2 P , and 2 (V f Tg). The timed observation sequence = ( I) satis es the formula i ( 0) j = E for every environment E : V ! R. Only the following two clauses in the de nition of the satisfaction predicate j = di er from the evaluation of half-order formulas:
( t) j = E i E T := t] j = ( t) j = E 9x: i ( t) j = E x:=t 0 ] for some t 0 2 R.
Assuming the same set of atomic timing constraints, the half-order notation is a fragment o f the explicit-clock notation: the half-order formula x: is equivalent to the rst-order formula 9x: (T = x^ ) (or, alternatively, to the formula 8x: (T = x ! )).
Examples of real-time logics
After considering the various choices available for de ning a real-time temporal logic, let us examine the decisions that have been made for some logics proposed in the literature. To summarize the discussion so far, we list the questions that need to be answered when designing a real-time temporal logic: 1. Is it propositional or rst-order? 2. Is it linear-time or branching-time? 3. Which temporal operators are used? 4. Which semantic abstractions such a s i n terleaving or a ctitious clock are assumed? 5. Of the three possible choices for writing timing constraints | bounded operators, freeze quanti cation, or a clock v ariable | which one is used? 6. What are the primitive operations of the assertion language for timing constraints? We emphasize that all of the above c hoices are independent.
Linear-time logics
The logics MTL (metric temporal logic) AH90], TPTL (timed temporal logic) AH89], RTTL (realtime temporal logic) Ost90], and XCTL (for explicit-clock temporal logic) HLP90] are linear-time logics that assume both the interleaving and ctitious-clock abstractions that is, they are de ned over a point-based weakly-monotonic integer-time semantics:
MTL is a propositional bounded-operator logic its temporal operators include time-bounded versions of the until, next, since, a n d previous (the past dual of next) operators. TPTL is a propositional half-order logic that uses only the future temporal operators until and next its atomic timing constraints include the primitives (comparison), c (congruence modulo a constant), and +c (addition by a n i n teger constant). RTTL is a rst-order explicit-clock logic. Although RTTL was de ned without restrictions on the assertion language for atomic timing constraints, we shall refer by the name RTTL to the propositional fragment with the primitives of TPTL for timing constraints. XCTL is a propositional explicit-clock logic, whose assertion language for atomic timing constraints allows the primitives of comparisons and addition. Thus, the timing constraints of XCTL are richer than those of the previous logics, which prohibit the addition of time variables. XCTL, on the other hand, forbids explicit quanti cation over the time variables that is, all global time variables are assumed to be implicitly universally quanti ed on the outside of any g i v en formula. While all of the above logics assume integer time, the logic MITL (metric interval temporal logic) AFH91] e m p l o ys the nonnegative reals as time domain. MITL is a propositional linear-time logic with an interval-based strictly-monotonic real-time semantics that is, it is interpreted over timed observation sequences, just like our three sample logics. MITL uses the bounded-operator syntax with the restriction that the temporal operators must not be bounded (subscripted) by singular intervals. For example, the formula 2(p ! 3 3 3] q) is disallowed that is, MITL rules out a form of equality constraints.
Branching-time logics
The logic RTCTL (for real-time computation tree logic) EMSS89] is a propositional branchingtime logic for synchronous systems it is a bounded-operator extension of CTL with a point-based strictly-monotonic integer-time semantics.
The logic TCTL (timed computation tree logic) ACD90] is a propositional branching-time logic with a less restrictive semantics it is a bounded-operator extension of CTL with a point-based strictly-monotonic real-time semantics. A later version of the logic uses an interval-based semantics and half-order syntax with the primitives of comparisons and addition by constants Alu91].
4 Automata-based Real-time Formalisms
We discuss an extension of nite automata and an extension of transition systems to specify realtime systems.
Timed automata
Timed automata were proposed as an abstract model for real-time systems Dil89, AD90] (see also the article The Theory of Timed A utomata in this volume). The formalism of timed automata generalizes nite-state machines over in nite strings. While !-automata generate (or accept) innite sequences of states (cf. Tho90]), timed automata are additionally constrained by timing requirements and produce timed state sequences. While timed automata were originally given a point-based strictly-monotonic real-time semantics, we present a n i n terval-based variant AFH91]. It is also not di cult to interpret timed automata under the semantic assumptions of interleaving, a ctitious clock, and/or synchronicity.
A timed automaton operates with nite control | a nite set of locations and a nite set of real-valued clocks. All clocks proceed at the same rate and measure the amount of time that has elapsed since they were started (or reset). Each edge of the automaton may reset some of the clocks each location of the automaton puts certain constraints on the values of the atomic propositions as well as on the values of the clocks: the control of the automaton can reside in a particular location only if the values of the propositions and clocks satisfy the corresponding constraints.
Formally, a timed automaton A = ( P Q Q 0 C E F ) consists of eight components: A set P of propositions. A nite set Q of locations. A subset Q 0 Q of initial locations. A nite set C of clocks. A labeling function that assigns to each l o c a t i o n i n Q a boolean formula over the set P of propositions. For`2 Q, the formula (`) is called a propositional constraint.
A labeling function that assigns to each l o c a t i o n i n Q a timing constraint over the variables in C. Each timing constraint is a boolean combination of atomic timing constraints from a set (C), which t ypically contains comparisons between terms involving clock v ariables and primitive operations such as addition by constants. For`2 Q, the timing constraint (`) constrains the values of the clocks.
A set E Q 2 2 C of edges. Each edge (` `0 ) identi es a source location`, a t a r g e t location`0, a n d a s e t C of clocks to be reset. The target location`0 is called an Esuccessor of the source location`.
A family F 2 Q of acceptance sets of locations. The (Muller) acceptance condition requires that the set of locations that is visited in nitely often during any run of the automaton A belongs to the acceptance family F.
The runs of a timed automaton de ne timed state sequences. At a n y time instant during a run, the con guration of the automaton is completely determined by the location in which the control resides and the values of all propositions and all clocks. The values of the clocks are given by a clock interpretation , which i s a m a p f r o m C to R: for any clock x 2 C, the value of x under the interpretation is the nonnegative real number (x). A state of the timed automaton A is a triple (` ), where`2 Q is a location and 1.
P is an observation that satis es the propositional constraint (`) 2. is a clock i n terpretation that satis es the timing constraint (`).
Before de ning the runs of A formally, let us give some intuition. Assume that, at time t 2 R, a timed automaton is in state (` ). Suppose that the location`of the automaton and the observation remain unchanged during the time interval I with l(I) = t. All clocks proceed at the same rate as time elapses at any time t 0 2 I the value of any clock x is (x) + t 0 ; t. During all this time, the clock v alues satisfy the timing constraint that is associated with`:
Now suppose that the automaton changes its location at time r(I) = t 00 via the edge (` `0 ). This location change happens in one of two w ays. If the interval I is right-closed, then the state at time t 00 is (` + t 00 ; t) otherwise, the state at time t 00 is (`0 0 0 ), where 0 is an observation consistent with (`0) and the clock i n terpretation 0 is de ned by ( 1 ) 0 (x) = 0 for all clocks x 2 , which are reset, and (2) : :is an interval sequence 5. for all x 2 C and i 0, i+1 (x) = 0 i f x 2 i+1 , a n d i+1 (x) = i (x) + r(I i ) ; l(I i ) otherwise 6. i + t ; l(I i ) satis es (`i) for all i 0 and t 2 I i 7. either I = I 0 I 1 : : : I n is nite and f`ng 2 F, or r is in nite and f`j`=`i for in nitely many i 0g 2 F. Every run r of the timed automaton A uniquely determines a timed state sequence r : let r (t) = ( i i i + t ; l(I i )) for all t 2 I i . B y T A we denote the set of all timed state sequences r that correspond to runs of the automaton A. The timed automaton A de nes, then, the real-time system S A = ( S P 0 T A ), where S is the set of states of the automaton A and and the labeling function 0 is de ned as the projection 0 (` ) = . It is easy to check that the set T A satis es the requirement of fusion closure.
The set 0 ( r ) of timed observation sequences that are associated with the timed state sequence r describes the observed behavior during the run r of the timed automaton A. Notice that the same stutter-free timed observation sequence may correspond to two di erent runs of A. This makes timed automata nondeterministic. The timed automaton A is called deterministic i the following conditions hold for every location`2 Q: 1. For each p a i r 1 2 2 Q of E-successors of`, either the propositional constraints (`1) and (`2) are mutually exclusive (i.e., contradictory), or the clock constraints (`1) and (`2) are mutually exclusive.
For each E-successor`0 of`, either (`) and (`0) are mutually exclusive, or (`) and (`0)
are mutually exclusive. It is easy to check that for any deterministic timed automaton, there is a unique run to generate (or accept) a given timed observation sequence.
As an example, consider the following timed automaton A, which de nes the real-time system we described informally in Section 2:
The automaton A has ve locations and one clock, x it starts in location`0 and every subset of locations containing the initial location`0 is an acceptance set. As soon as an external stimulus p occurs, the automaton A moves through location`1 to location`2. T h e c l o c k x is used to measure the time that elapses from the time of the stimulus. Within one time unit after the stimulus, the automaton decides, nondeterministically, either to respond and proceed to location`3, o r n o t t o respond and return to location`0. If the decision is to respond, the automaton does so by issuing the instantaneous response q in location`4 two time units after the stimulus (note that all new stimuli that may h a ve occurred in the meantime were ignored). Then the automaton returns to its start location`0, ready for the next stimulus, for which t h e c l o c k x will be reused.
Timed transition systems
A di erent approach to the de nition of real-time systems generalizes the formalism of transition systems Kel76, Pnu77] by imposing timing constraints on the transitions Ost90, Har88, LA90, HMP91] (see also the article Timed T ransition Systems in this volume). A transition system T 0 = ( P I E) consists of three components: 1. A set P of propositions. The subsets of P, to which w e refer as observations, are often called the \states" of the transition system. We refrain from this terminology to avoid confusion with our usage of the term \state." 2. A set I 2 P of initial observations. 3. A nite set E of transitions. Every transition e 2 E is a binary relation on the set 2 P of observations that is, it de nes for every observation P a (possibly empty) set of e-successors e( ) 2 P . A transition e is enabled on the observation i e( ) 6 = .
Time is incorporated into the transition system model, under the assumption that all transitions happen instantaneously, b y restricting the times at which transitions may occur. The timing constraints on transitions are classi ed into two categories: lower-bound and upper-bound requirements. They ensure that transitions occur neither too early nor too late, respectively. Consequently, a timed t r ansition system T = ( P I E l u ) consists of an underlying transition system T 0 = ( P I E) a s w ell as 4. A minimal delay (lower bound) l e 2 N for each transition e 2 E . 5. A maximal delay (upper bound) u e l e , with u e 2 N f 1 g , for each transition e 2 E . Informally, the lower-bound requirement for a transition e asserts that e cannot be taken unless it has been continuously enabled for l e time units. In the case that the maximal delay u e is nite, the upper-bound requirement for the transition e asserts that e cannot be continuously enabled for more than u e time units without being taken. An in nite maximal delay (i.e., u e = 1) puts a fairness condition on the transition e: it cannot be enabled perpetually without being taken. Formally, the timed transition system T de nes the real-time system S T = ( S P T ):
Every state s 2 S consists of an observation (s) P and a delay e (s) 2 R for each transition e 2 E : S = 2
The delay e (s) indicates the time that has elapsed since the transition e became enabled. A timed state sequence belongs to T i ( (0)) 2 I and there exists an interval sequence I = I 0 I 1 I 2 : : : of right-closed (or unbounded) intervals that is compatible with and satis es the following conditions:
1. (observation consecution) F or all t 2 I i and t 0 2 I i+1 , there is a transition e 2 E such that ( (t 0 )) 2 e( ( (t))). The transition e is taken at time r(I i ). 2. (delay consecution) F or all t 2 I i , if the transition e 2 E is enabled on ( (t)) and not taken at time l(I i ), then e ( (t)) = e ( (l(I i ))) + t ; l(I i ) if e is enabled on ( (t)) and taken at time l(I i ), then e ( (t)) = t ; l(I i ) otherwise, e ( (t)) = 0.
3. (timing) If the transition e 2 E is taken at time t 2 R, then l e e ( (t)) u e . In other words, once enabled, e is delayed for at least l e time units and at most u e time units (if u e 2 N). 4. (fairness) If the transition e 2 E with u e = 1 is not taken after time t 2 R, then e is not enabled on ( (t 0 )) for some later time t 0 t. 5. (termination) I f I = I 0 I 1 : : : I n is nite and t 2 I n , then no transition e 2 E is enabled on ( (t)).
It is not di cult to check t h a t t h e s e t T of timed state sequences is fusion-closed.
Translation to timed automata If the set P of propositions is nite, then the real-time system S T can, alternatively, be dened by a timed automaton A T . F or simplicity, let us assume that all transitions of T become disabled once they are taken that is, ( 0 ) 2 e implies e( 0 ) = . The timed automaton A T = ( P Q Q 0 C E F ) contains a location for each observation-transition pair and a clock for each transition of the timed transition system T: Q = 2 P E Q 0 = I E C = fx e j e 2 E g ( e ) = V p2 p^V p6 2 :p for all locations ( e ) 2 Q. A location ( e ) of the timed automaton A T records the current observation and the transition e that was taken most recently. The automaton A T contains an edge from the location ( e ) t o the location ( 0 e 0 ) i 0 2 e 0 ( ) that is, if the transition e 0 leads from the observation to the observation 0 . Along this edge, all clocks x e 00 whose corresponding transitions e 00 are disabled on but enabled on 0 are reset. Thus, for any currently enabled transition e, the clock x e shows the time that has elapsed since e became enabled. Now it is not hard to enforce all minimal and maximal delays:
Each location ( e ) 2 Q is labeled with the timing constraint x e > l e this ensures the lower-bound requirements.
In addition, each l o c a t i o n ( e ) 2 Q is labeled with the timing constraint x e 0 u e 0 for every transition e 0 that is enabled on (if u e 0 2 N) this enforces the nite upper-bound requirements.
Finally, the acceptance family F of the timed automaton A T contains all subsets F i Q such that for every transition e 2 E with an in nite maximal delay, there is a location ( e 0 ) 2 F i and either e is not enabled on or e = e 0 . This construction takes care of the in nite upperbound requirement that the transition e is either disabled in nitely often or taken in nitely often.
Interleaving semantics
We presented an interval-based strictly-monotonic real-time semantics for timed transition systems. The alternatives include, as usual, interleaving (i.e., weakly-monotonic), ctitious-clock, and synchronous semantics. Indeed, timed transition systems are generally given an interleaving semantics, which allows nitely many transitions to be taken at the same time.
The advantage of an interleaving semantics for transition systems becomes apparent when we attempt to compose two systems in parallel. In the untimed case, the size of the product system explodes without interleaving, because it must contain a new transition for every pair of transitions that may be taken simultaneously. In the timed case, the product cannot even be de ned in this manner, because a single minimal delay and a single maximal delay w ould have to be assigned to the joint transitions. By employing an interleaving semantics, on the other hand, the transition set of the product system is simply the union of the transition sets for the component systems. If desired, one may de ne additional joint transitions for a few pairs of transitions that must be taken simultaneously, such a s s y n c hronization transitions. For concrete examples of how timed transition systems (with an interleaving semantics) can be used to model real-time systems, we refer to the article Timed T ransition Systems in this volume.
Veri cation Results
We presented several automata-based and logic-based languages for the description of real-time systems and timing requirements. We n o w survey the results concerning the veri cation of systems that are de ned in these formalisms. The veri cation problem assumes two descriptions of real-time behavior, I and S, and asks if I conforms with (satis es, re nes, implements) S. T ypically, the implementation I describes a real-time system and the speci cation S describes timing requirements of I. We distinguish between homogeneous veri cation methods, which assume that both the implementation and the speci cation are given in the same language, and heterogeneous methods, for the case that that the system and its requirements are de ned in di erent formalisms.
Homogeneous veri cation 1: Logics
If both the implementation and the speci cation are given as formulas I and S , respectively, o f a logic L, then the system I meets the speci cation S i the implication I ! S is valid or, equivalently, i the conjunction I: S is unsatis able. Consequently, w e m a y use (1) decision procedures for L to solve the veri cation problem algorithmically, and (2) proof systems for L to solve the veri cation problem deductively.
Decidability of real-time logics
Only propositional versions of temporal logics are decidable (cf. Aba87]). With regard to real-time extensions of propositional temporal logics, there are two parameters that determine the decidability of a language | the domain Dom of time and the operations Ops on time. Let L Dom Ops be an extension of a propositional linear-time or branching-time logic employing any of the three notations for writing timing constraints:
The time domain Dom is a semantic parameter that de nes the models of L Dom Ops . We distinguish between dense time domains Dom = Dense, s u c h as the nonnegative reals, and discrete time domains Dom = Discrete, such as the nonnegative i n tegers.
The set Ops of operations on time is a syntactic parameter that de nes the formulas of L Dom Ops it contains the primitive predicates and functions that occur in the atomic timing constraints of L Dom Ops . The order predicate and addition +c by i n teger constants are necessary to specify constant l o wer and upper bounds on the time distance between events. Thus, the minimal set of real-time operators we c o n s i d e r i s t h e s e t Ops = Succ, which contains these primitives. Addition by constants is a binary notation for iterated successor operations we will use the standard assumption of binary encoding of time constants for classifying the complexity of problems and algorithms. Bounded-operator logics fall into the class L Dom Succ , because every bounded-operator formula (with constant time bounds on the temporal operators) can be rewritten with freeze quanti ers or a clock v ariable and timing constraints over the operations from Succ. More complicated timing constraints can be expressed using real-time operators from the set Plus = f + 0 1g. Addition on time is needed, for example, to specify the property that the distance between successive e v ents remains constant. There is an intrinsic characterization of the timing requirements whose satis ability c a n b e decided. This characterization is independent of the details of any particular real-time logic as long as the logic is su ciently expressive to de ne punctuality properties of the form 2(p ! 3 =n q) which requires that every event p is followed by a n e v ent q after precisely n time units, for some constant n. Punctuality is de nable in all logics we presented, with the exception of MITL.
Let L be a language that (1) is closed under all boolean operations and (2) can express punctuality. Then the satis ability problem is undecidable for both L Dense Succ and L Discrete Plus . In fact, if in nite recurrence (i.e., 23p) is de nable in L, then the complexity of the satis ability problem is located deep in the hierarchy of undecidable problems | 1 1 -complete, to be precise (cf. Rog67]). This result was rst obtained for linear temporal logic with freeze quanti cation AH89] and immediately applies to both explicit-clock and branching-time logics. The undecidability of time-bounded operators over a dense time domain was proved along the same lines AH90].
Complexity of discrete-time logics
The satis ability problem is, on the other hand, decidable for L Discrete Succ , for all logics L we presented. For linear-time logics, the exact complexity of the satis ability problems is known and independent o f i n terval-based or point-based, synchronous (i.e., strictly-monotonic) or asynchronous (i.e., weakly-monotonic) interpretation: EXPSPACE-complete for TPTL AH89] and MTL AH90] nonelementary for RTTL AH90]. These results show the freeze quanti cation of TPTL to be superior to the classical quanti cation of RTTL. The extra exponential on top of the untimed linear temporal logic PTL, which can be decided in PSPACE, is inherent to real-time reasoning with binary encoding of time constants. The set Ops of primitive operations on time for the logics TPTL, MTL, and RTTL also includes congruence modulo constants (2 0 2 means \in all states with an even time di erence from the current state") introducing this primitive does not a ect the complexity of the logics. The papers cited above g i v e doubly-exponential-time decision procedures for both TPTL and MTL and compare both logics. The veri cation algorithm for MTL is somewhat less expensive than the algorithm for TPTL, as the rst one depends exponentially on the value of the largest time constant i n volved and the latter depends exponentially on the value of the product of all time constants. In addition, while MTL includes past temporal operators, which do not a ect its complexity, the addition of past operators renders the satis ability problem for TPTL nonelementary AH90]. On the other hand, even though we will see (in Section 6) that the same timing requirements are de nable in both TPTL and MTL, we observed that TPTL speci es nonlocal timing constraints more succinctly. T h us, we conclude that, for a given speci cation and veri cation task, either one of TPTL and MTL may be more suitable.
For completeness, we include two related results. First, the satis ability problem for the quanti er-free explicit-clock logic XCTL is PSPACE-complete, despite the admission of addition over time HLP90]. XCTL, however, is a language that is not closed under negation and, hence, cannot be used to solve the homogeneous veri cation problem. Second, the satis ability problem for the branching-time bounded-operator logic RTCTL is doubly-exponential-time-complete EMSS89]. Little else is known about the precise complexity o f b r a n c hing-time logics for timed reasoning.
Towards dense-time logics
The proof of the undecidability of real-time logics over a dense time domain makes crucial use of punctuality properties. The bounded-operator logic MITL originated in an e ort to de ne a nontrivial real-time logic that cannot express punctuality requirements and, indeed, the satis ability problem for MITL was recently shown to be EXPSPACE-complete AFH91]. The doublyexponential-time veri cation algorithm for MITL, which is the rst such algorithm for a linear-time logic over a dense time domain, is considerably more complex than discrete-time algorithms and it is not yet fully understood precisely which real-time properties (which superset of MITL) can be veri ed by this method.
Axiomatization of real-time logics
The 1 1 -hardness results mentioned above imply that there cannot be complete proof systems for many logics over a dense time domain as well as logics with addition on time. In the case of discrete time, a complete nite axiomatization is known for TPTL Hen90]. That axiom system characterizes the freeze quanti er as a construct of modal logic independent of the notion of time. For timebounded operators, several axioms have been suggested without claim of completeness Koy90]. The authors suspect that MTL has a clean, complete, nite axiomatization, which i s y et to be found.
Homogeneous veri cation 2: Automata
Assuming a trace semantics, the implementation I de nes a set L I of generated timed observation sequences and the speci cation S de nes a set L S of admitted timed observation sequences. In this case, the veri cation problem reduces to the problem of checking the containment L I L S between sets of timed observation sequences. Linear-time logics, timed automata, and timed transition systems all de ne sets of timed observation sequences. In the previous subsection, we discussed the case that both L I and L S are given by formulas of a linear-time logic. In this subsection, we discuss trace veri cation for the case that both the implementation and the speci cation are given by timed automata.
A real-time system I often is de ned naturally by a nite set fA 1 I : : : A m I g of timed automata, each of which represents a parallel process of I. The generated timed observation sequences corre-spond, then, to the runs of the product automaton A I = A 1 I A m I : A speci cation S that is given as another timed automaton, A S , i s v i o l a t e d b y a n y timed observation sequence that corresponds to a run of the complementary automaton :A S . T h us, the implementation I meets the speci cation S i the product automaton A I : A S has no run. Consequently, the veri cation problem can be solved by algorithms for (1) constructing the product of timed automata, (2) complementing a timed automaton, and (3) checking if a timed automaton de nes the empty language. Algorithms for constructing the product of timed automata and for checking emptiness of timed automata were given for a point-based strictly-monotonic real-time interpretation AD90] and can easily be modi ed for other semantical assumptions such a s t i m e i n tervals, interleaving, or discrete time:
As in the untimed case, the number of locations of the product automaton is proportional to the product of the number of locations for the component automata. Hence, the size of the implementation automaton is exponential in the description of the individual processes. This blow-up is known as the state explosion problem. The problem of checking if a timed automaton A de nes the empty language is PSPACEcomplete, provided that the timing constraints of A contain only operations from Succ. Assuming binary encoding of time constants, the running time of the algorithm for checking the emptiness of A depends exponentially on the length of the timing constraints for A. Similar to the satis ability problem for real-time logics, checking emptiness is undecidable for timed automata with addition of clock v ariables, even in the case of discrete time Alu91]. This leaves the task of complementing timed automata. Unfortunately, o ver a dense time domain, timed (Muller) automata are not closed under complement AD90]. There are three options for circumventing this problem:
1. We m a y c hoose the ctitious-clock abstraction of a discrete time domain, which allows the determinization and complementation of timed (Muller) automata just as in the untimed case. 2. We m a y restrict ourselves to speci cations that are given by deterministic timed automata, which are trivially complementable. In this case, the overall time complexity o f c hecking the containment L I L S is exponential in both the descriptions of L I and L S . 3. We m a y de ne the set L S of admitted timed observation sequences by the temporal logic MITL. This option will be discussed in the following subsection. In each of the three cases, the implementation language L I can, alternatively, be de ned by a timed transition system.
Heterogeneous veri cation
Finally, w e discuss the case that the implementation is given by a product of timed automata or by a timed transition system, and the speci cation is given by a logical formula. The corresponding veri cation problem can be solved either algorithmically, b y so-called model checking procedures, or deductively.
Model checking
In the case of linear-time logics, the model checking problem is equally di cult as checking satis ability that is, it is undecidable for dense-time logics capable of expressing punctuality a n d EXPSPACE-complete for the discrete-time logics TPTL AH89] and MTL AH90] and the densetime logic MITL AFH91]. Given a speci cation S by a formula S , the decision procedures for TPTL, MTL, and MITL construct from the negated formula : S a timed automaton A : S whose runs correspond precisely to the timed observation sequences that violate the speci cation S. Bounded-response properties assert that \something good" will happen within a speci ed amount of time bounded-invariance properties assert that \nothing bad" will happen for a certain amount of time. In other words, bounded-response and bounded-invariance properties de ne upper and lower bounds, respectively, on the time distance between events (such as the events p and q of our sample formulas).
Bounded-response and bounded-invariance properties of timed transition systems can be proved in two di erent w ays. First, it is a well-known observation that both classes of properties are safety properties under the assumption that time progresses LA90, Hen91a, Lam91]. For example, the bounded-response property ( y) that was expressed by a \ l i v eness-like" bounded-operator formula (employing a time-bounded version of the liveness operator 3) can alternatively be speci ed by a n explicit-clock f o r m ula that uses the safety operator U (unless cf. MP83]): 8x: 2((p^T = x) ! (T < x + 3 ) U q): This formula asserts that if a stimulus p happens at time x, then from this point on the time will not reach x + 3 either forever (which is impossible because time must progress) or until the response q happens. Consequently, q must occur within at most 3 time units from p. This translation shows that no new proof rules are necessary for the explicit-clock style of timed veri cation, which proves safety formulas containing the clock v ariable T by assertional reasoning Haa81, SL87, HMP91, Hoo91]. All time-bounded properties of timed transition systems can, in principle, be veri ed using a standard, uniform set of untimed temporal-logic rules (e.g., MP89]).
In the bounded-operator notation, on the other hand, upper-bound properties bear a close resemblance to liveness properties and lower-bound properties closely resemble safety properties. This similarity m a y be cultivated using separate bounded-operator proof principles for the classes of bounded-response and bounded-invariance properties: the standard temporal-logic rules for the untimed response and invariance classes can be decorated with time bounds on the temporal operators HMP91]. Relative completeness (with respect to state reasoning, which need not be propositional) of this bounded-operator style of timed veri cation was shown for a restricted class of timed transition systems Hen91b]. Deductive bounded-operator reasoning has not been explored yet for more complicated real-time properties than bounded response and bounded invariance.
Expressiveness Results
We n o w compare the expressive p o wer of the real-time speci cation languages presented in this paper. The questions regarding the expressiveness of linear-time formalisms versus branching-time formalisms have been studied in the untimed case (cf. Eme90]). As the introduction of real-time considerations does not seem to raise any new questions in this context, we restrict our attention to the linear-time case.
Given a semantics SEM, an expression of a linear-time speci cation language LAN de nes a set L of timed observation sequences (or weakly-monotonic timed observation sequences, in the interleaving case). The set L is called a real-time property or, more speci cally, a SEM-property. The expressive p o wer of the language LAN under the semantic assumption SEM is measured as the set LAN SEM = fL j 2 LANg of SEM-properties that are de nable in LAN.
As syntactic options, we consider the languages of the logics MTL, TPTL, RTTL, XCTL, and MITL, as well as timed automata (TA) and deterministic timed automata (DTA) whose assertion language for timing constraints is that of TPTL (and RTTL). Since we a r e i n terested primarily in questions concerning time, we concentrate on the ctitious-clock abstraction. Accordingly, w e consider the two semantic options of real-numbered time and integer time. A set of timed observation sequences over the time domain R is a dense-time property a set of timed observation sequences over N, a discrete-time property. F or example, we w r i t e MITL R for the set of dense-time properties that can be de ned by MITL-formulas. Similarly, DTA N stands for the set of discrete-time properties that are de nable by deterministic timed automata.
We rst compare all languages assuming a common semantics. Then we compare the expressive power of similar languages with di erent s e m a n tics, with the goal of characterizing the loss of expressiveness introduced by the semantic abstraction of a ctitious clock.
Comparison of syntax
We presented various ways of writing timing constraints they include the bounded-operator, halforder, and explicit-clock notations for temporal logics, and timed automata. All of these notations can be interpreted over integer time and over real-numbered time.
Integer time
To compare the di erent notations, it is best to study the underlying logical theory of timed observation sequences over the time domain N. The theory of the natural numbers with linear order and monadic predicates underlies linear temporal logic (cf. GPSS80]). We c o m bine this theory of observation sequences with a theory of integer time, via a monotonic function that maps every observation to its time. The timing constraints are restricted to use only the ordering, successor, and congruence operations on time. The resulting second-order theory T 2 N (with quanti cation over the monadic predicates) | the theory of discrete timed observation sequences | is decidable its expressive p o wer can be characterized by !-regular sets employing auxiliary propositions that record some nite information about the time di erences between neighboring observations AH90].
Using the theory T 2 N as point of reference, we h a ve the following results.
1. All the three logical notations are equally expressive as the rst-order fragment T N of the theory T 2 N of discrete timed observation sequences: T N = MTL N = TPTL N = RTTL N : Since the decision problem for T N is nonelementary, both MTL and TPTL (but not RTTL) characterize comparatively tractable and expressively complete fragments of T N . A s i n t h e untimed case, the expressive p o wer of the second-order theory T 2 N can be attained by i n troducing quanti cation over propositions or the grammar operators of the extended temporal logic of Wol83]. These expressiveness results were obtained under a point-based weakly-monotonic semantics AH90], but they apply equally to the interval-based and the synchronous case. 2. It is not hard to show that timed automata, too, identify an expressively complete fragment of the second-order theory of discrete timed observation sequences:
T 2 N = DTA N = TA N :
Since the class T 2 N is so robust, closed under all boolean operations, and emptiness is elementarily decidable for reasonable de nition languages, it provides a clean notion of nite-state property for integer time: a discrete-time property L is nite-state i L 2 T 2 N . O v erall, the untimed theoretical properties of observation sequences generalize conservatively to timed observation sequences over a discrete time domain. The expressive p o wer of the logic XCTL, the quanti er-free fragment o f R TTL with addition over time, is incomparable to the class T N HLP90]. On one hand, XCTL forbids quanti cation over the time variables on the other hand, it permits stronger timing constraints that involve the use of addition.
Real-numbered time
Much less is known about the relative expressive p o wer of the various languages if they are interpreted over timed observation sequences with real-numbered time. Is there a n a g r eeable notion of nite-state property for real-numbered time? The set of such properties ought to be closed under all boolean operations, have a c haracterization with an elementarily decidable emptiness problem, and be, in a suitable sense, \maximal." Another interesting question asks how the bounded-operator notation compares with the halforder notation. We k n o w that they are equally expressive in the case of integer time, but the proof makes crucial use of the discreteness of time. Hence, the authors conjecture that freeze quanti ers are more expressive than bounded operators in the case of real-numbered time:
MTL R ? TPTL R : In particular, the nonlocal timing property ( z) of Subsection 3.2 is suspected to be inexpressible by the bounded-operator notation of MTL.
Comparison of semantics
Motivated by the result that the veri cation of punctuality properties is undecidable over a dense time domain, we presented two solutions for obtaining decidable dense-time logics. First, we w eakened the expressiveness of languages, such a s M T L , b y adopting the semantic abstraction of a ctitious clock. Second, we w eakened the expressiveness of MTL by adopting the syntactic concession of prohibiting singular intervals in MITL. Both the semantic abstraction of digitizing models as well as the syntactic restriction of excluding equality in timing constraints limit the real-time properties that are de nable in a similar way: they rule out the notion of absolute punctuality and replace it by a looser concept of almost-on-time behavior. This sacri ce is viable because, by choosing the clock t i c k of the ctitious clock small enough, we can still achieve arbitrary precision in either approach. Moreover, the corresponding costs for achieving the desired accuracy are the same. This raises the question if one technique is superior to the other in expressive p o wer. In other words, how do the two classes MTL N and MITL R compare?
To relate the expressiveness of two languages under di erent s e m a n tical assumptions, we h a ve t o put them on common ground. A semantical abstraction, such as a ctitious clock, is an equivalence relation on the set of timed observation sequences over the time domain R it does not discriminate between timed observation sequences within the same equivalence class. For instance, the ctitious clock that ticks every 0.5 time units (beginning at time 0) cannot distinguish between the two timed observation sequences (fpg 0:2) ! (fqg 1) ! (fpg 5:9) (fpg 0:4) ! (fqg 1) ! (fpg 5:8):
The dense-time property de ned by an expression of a language LAN under a semantic abstraction SEM is, then, the union of the SEM-equivalence classes of the models of . This approach determines the absolute expressive p o wer of the syntax-semantics pair (LAN SEM) in terms of which dense-time properties are de nable.
