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AN OPERATOR VAN DER CORPUT ESTIMATE ARISING
FROM OSCILLATORY RIEMANN-HILBERT PROBLEMS
YEN DO AND PHILIP T. GRESSMAN
Abstract. We study an operator analogue of the classical problem of finding
the rate of decay of an oscillatory integral on the real line. This particular
problem arose in the analysis of oscillatory Riemann–Hilbert problems asso-
ciated with partial differential equations in the Ablowitz-Kaup-Newell-Segur
hierarchy, but is interesting in its own right as a question in harmonic analysis
and oscillatory integrals. As was the case in earlier work of the first author [9],
the approach is general and purely real-variable. The resulting estimates we
achieve are strongly uniform as a function of the phase and can simultaneously
accommodate phases with low regularity (as low as C1,α), local singularities,
and essentially arbitrary sets of stationary points that degenerate to finite or
infinite order.
1. Introduction
In this paper, we consider an operator analogue of the classical problem of find-
ing the rate of decay for a oscillatory integral on the real line. This problem arose
from [19] and previous work of the first author in [9] where a real-variable ap-
proach akin to the classical stationary phase method was developed for oscillatory
Riemann-Hilbert problems (RHPs). Oscillatory RHPs, in turn, play central roles
in the study of long-time asymptotics for solutions of partial differential equations
in the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy in the same way oscillatory
integrals are important for linear PDEs, see e.g. [1] or [6]. Before stating the spe-
cific problem and the main results, we include a brief historical discussion of the
context where oscillatory RHPs appear.
It is a classical fact that solutions of the standard linear partial differential
equations (PDEs) with constant coefficients can be written as oscillatory integrals
in the form ∫
eitφ(ξ)f(ξ)dξ.
Using this representation long time asymptotics of these solutions can be obtained
via the method of stationary phase. Here f(ξ) is the Fourier transform of the
corresponding initial data of the PDE, and φ is a polynomial that encodes the
linear structure of the PDE and the particular point (x, t) where the long-time
asymptotics is being investigated. In the classical approach, the first step in the
analysis of oscillatory integrals is to use integration by parts to localize the integral
to neighborhoods of stationary points {φ′(ξ) = 0}, and the second step is to reduce
the phase to an appropriate Taylor polynomial near each stationary point. Once
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the phase is polynomial, contour deformation can be used to extract the leading
asymptotics; this final step is part of the method of steepest descent, which is an
alternative to stationary phase for oscillatory integrals with analytic phases. An
alternate approach is provided by van der Corput estimates for oscillatory integrals,
which, for each φ and f with some regularity and decay, allow one to find the largest
constant γ > 0 such that ∣∣∣∣∫ eitφ(ξ)f(ξ)dξ∣∣∣∣ = O(t−γ).
In the end, the regularity and decay required of f to deduce long-time asymptotics
can be transferred to corresponding decay and regularity requirements for the initial
data via the classical Riemann-Lebesgue correspondence principle. Note that van
der Corput estimates immediately provide decay estimates for oscillatory integrals
without the need to perform the sequence of three steps mentioned above. The
reader not familiar with van der Corput estimates will find a thorough treatment
in Stein [18].
In the study of long-time asymptotics for a large class of one-dimensional non-
linear PDEs, one encounters nonlinear variants of oscillatory integrals. These are
equations in the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy of completely in-
tegrable equations (which includes in particular NLS and mKdV); see e.g. [1, 2].
Here, instead of feitφ, one will have a matrix-valued function G and some oscil-
latory entries, and, instead of an integral, one computes the residue(s) at z = ∞
of properly normalized multiplicative Riemann-Hilbert factors of G.1 Note that if
we instead used additive Riemann-Hilbert components of G, the residues at z =∞
will be some scalar multiple of the usual integral of G.2 The task of finding long
time asymptotics for solutions of these PDEs reduces to the task of analyzing long-
time behavior for oscillatory Riemann-Hilbert problems. In this direction, various
approaches have been developed:
• In the seminal work [6], P. Deift and X. Zhou introduced a nonlinear ana-
logue of the method of steepest descent and obtained long-time asymptotics
for solutions of AKNS integrable equations (see also a previous work by Its
[11]).
• Deift-Venakides-Zhou [5] extended the method of Deift and Zhou to oscil-
latory RHPs with more delicate settings; see also [4].
• The methodology of Deift and Zhou requires the phase to be analytic.
K. McLaughlin and P. Miller [14, 15] extended Deift-Zhou’s methodology
to a method of ∂-steepest descent, and consequently were able to han-
dle phases with two Lipschitz derivatives (or, equivalently, three locally
bounded derivatives).
1In a multiplicative Riemann-Hilbert factorization G = G−G+, we require G+ to have analytic
continuation to the upper half plane and G− to have analytic continuation to the lower half plane,
and we require G± to have some normalization at infinity.
2To see this, suppose g is Schwartz. Modulo normalization the desired decomposition would
be g = C+g − C−g where C+ and C− are Fourier multiplier operators with symbols 1ξ>0 and
−1ξ<0, or, equivalently, (up to some constant factors) the nontangential limits of the Cauchy
transform
Cf(z) =
∫
∞
−∞
f(x)
x− z
dx.
It is clear that the integral
∫
g(x)dx shows up in the residues at z =∞ of both components.
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The first work that uses the real-variable approach towards oscillatory Riemann-
Hilbert problems is due to Varzugin [19] under the assumption that the phase φ
has only primary stationary points. In [9], the first author further developed [19],
removing the above restriction on φ and, at the same time, obtaining some slight
improvements over the two Lipschitz assumptions of [14, 15]. Assuming the phase
has a finite number of stationary points, the argument obtained in [9] is analogous
to the method of stationary phase for linear oscillatory integrals:
• One starts with a localization argument (that is reminiscent of integration
by parts in linear theory) to reduce G to a small neighborhood of the set
of stationary points.
• After separating the local contributions (to the nonlinear integral) of sta-
tionary points, one approximates the phase by an appropriate polynomial
near each stationary point.
• Once the phase is polynomial, one essentially appeals to the steepest de-
scent methodology of Deift and Zhou to find the leading asymptotics of the
nonlinear oscillatory integral.
Recall that for classical oscillatory integrals the first two reductions are made
possible thanks to integration-by-parts or van der Corput estimates. In the argu-
ment in [9], the first two steps use the following key estimate: if C− is the Fourier
multiplier operator with symbol 1ξ<0 and if φ
′ ≥ 0 on the support of f , then
(1) ‖C−(fe
itφ)‖p = O(t
−γ), 2 ≤ p ≤ ∞,
where (given sufficient regularity of f and φ and sufficient decay of f) the de-
cay order γ will depend on p and the order of vanishing of f at the stationary
points {φ′ = 0}.3 Furthermore, just as classical van der Corput estimates immedi-
ately imply decay estimates for oscillatory integrals and, hence, solutions of linear
PDEs (without the need to go through the whole sequence of the stationary phase
method), establishing (1) will also lead to decay estimates for AKNS nonlinear
oscillatory integrals (and hence for solutions of nonlinear PDEs in the AKNS hi-
erarchy) without the need to execute the full sequence of steps in the nonlinear
stationary phase argument in [9].
In the applications of (1) to the nonlinear stationary phase argument in [9],
(modulo auxiliary factors) f will be some nonlinear Fourier transform of the initial
data of the underlying PDE. Using a nonlinear Riemann-Lebesgue transference
principle of X. Zhou [21], one may transfer the decay and regularity required by
(1) to requirements on the initial data of the equation. This is similar to the
classical situation where the decay/regularity required by van der Corput estimates
for oscillatory integrals could be transferred to conditions on the initial data.
On the applied side, (1) is related to a well-known phenomenon in the signal
processing community. If we use the identity
C− =
1
2
(I −H)
where I is the identity operator and H is the Hilbert transform, it follows that the
Hilbert transform of a bump function that oscillates with positive frequencies is
similarly oscillatory. If the bump function oscillates with negative frequency only,
we may use the C+ analogue of (1), which gives decay for C+, to establish a similar
3By symmetry, an analogous statement holds for C+, the Fourier multiplier operator with
symbol 1ξ>0.
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fact. The fact that the Hilbert transform of a wavelet-like function (meaning a
function with vanishing moments, decay, and regularity) is also wavelet-like is well-
known throughout the signal processing community, see e.g. [3], and one might view
operator van der Corput estimates of the type (1) as more quantitative estimates
for this phenomenon.
Our aim in this paper is to further investigate the operator van der Corput esti-
mates (1) in the following direction: for each given phase φ and a given desired rate
of decay γ we would like to obtain sharp conditions on f so that the estimate (1)
holds. The versions of (1) obtained in [9] require fairly stringent decay assumptions
on f and its derivatives, and at the same time do not allow for fractional deriva-
tives, which would be wasteful in potential applications to PDEs. These issues are
addressed in the main results of this paper. Furthermore, the restriction p ≥ 2 in
(1) will be removed.
It is likely that the estimates in this paper will lead to improved estimates for
the error terms in the long-time asymptotics for solutions of some AKNS equations
with rough initial data; however, this issue will not be explored in this paper. We
plan to revisit this direction as well as other applications to oscillatory RHPs (such
as in [14, 15], see also [12, 13] for related work) in future work. We would like to
point out that P. Deift and X. Zhou [8] have obtained essentially sharp estimates
for the error terms in the long-time asymptotics of solutions of the NLS equation
with initial data in a weighted Sobolev space; see also an important application of
[8] in [7].
Throughout this paper, the notation A . B will mean that there is a finite
constant C such that A ≤ CB holds uniformly in the parameters of A and B
(which will be explicitly noted when it is not clear). Modifying the symbol . with
subscripts (i.e., .j) indicates that the constant will depend on the value of the
subscript. Certain numbers and functions (e.g., κ and α in what follows) will be
explicitly identified as fixed, and so implicit constants will be allowed to depend
on these fixed constants without further notice. We define A & B and A ≈ B
similarly. Finally, sentences of the form “A << B implies X” mean that there is a
nonzero positive constant c, independent of the parameters of A and B, such that
whenever A ≤ cB is true for this constant c, “X” holds. (Typically such c is a
sufficiently small constant.)
We first state a particular case of our main results, formulated in the situation
when the phase φ is polynomial. (This is the case for AKNS PDEs). Below Lγp
denotes the fractional Sobolev seminorm
‖f‖Lγp := ‖D
γf‖p
here Dγ is the fractional derivative operator
D̂γf(ξ) = f̂(ξ)|ξ|γ .
Theorem 1. Let φ be a real polynomial of degree k ≥ 2, and let α1, . . . , αk−1 be
the (complex) zeros of φ′. Then for any 1 < p <∞ and any γ > 0 it holds that
‖C−(e
itφf1φ′>0)‖p .k,γ,p t
−γ
[∥∥∥ f
(φ′ℓ)γ
∥∥∥
Lp
+
∥∥∥ f
(φ′)γ
∥∥∥
Lγp
]
,
where ℓ is given by
ℓ(x) := min
1≤j≤k−1
|x− αj |.
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Theorem 1 is, in some sense, analogous to a weighted version of the sharp van der
Corput’s lemma for polynomials developed by Phong and Stein [16]. (Variations of
this idea appear in work of Phong, Stein, and Sturm [17] and, more recently, in work
of Wright [20].) The main difference is the phrasing of the estimate in terms of the
distance function ℓ rather than in terms of root clusters. The approach used here
happens to be convenient because it allows us to deduce Theorem 1 as a corollary
of more general theorems which can simultaneously accommodate phases with such
features as low regularity (as low as C1,α), local singularities, or essentially arbitrary
sets of stationary points that may degenerate to finite or infinite order. Below we
describe the setup for these results.
Let Ω be an open subset of R which could be unbounded. For a nonnegative
integer κ and α ∈ [0, 1] we will assume that the following hold:
• The phase φ is real valued on Ω and φ′ > 0 on Ω.
• The phase φ is also locally Cκ+1,α in Ω, i.e., φ(κ+1) exists and is locally
Ho¨lder continuous in Ω with exponent α (the implicit constant is not re-
quired to be uniform over Ω).
For such φ and (κ, α), we say that a function ℓ defined on Ω is admissible if:
• The function ℓ vanishes on ∂Ω (a trivial constraint when Ω = R) and is
nonnegative and 1-Lipschitz, i.e.,
|ℓ(x) − ℓ(y)| ≤ |x− y| ∀x, y ∈ Ω.
• For any x ∈ Ω and any 1 ≤ j ≤ κ,
(2) |φ(j+1)(x)|(ℓ(x))j . |φ′(x)| ∀x ∈ Ω.
• Uniformly over x, y ∈ Ω, the inequality |y − x| << ℓ(x) implies
(3)
|φ(κ+1)(x)− φ(κ+1)(y)|
|x− y|α
(ℓ(x))κ+α . |φ′(x)|.
An informal interpretation of (2) and (3) is that differentiation of φ′ at x is no
worse than multiplication by (ℓ(x))−1. (Note that (2) is not applicable if κ = 0.)
Alternatively, (2) and (3) can be viewed as pointwise upper bounds on ℓ.
We also introduce some designer spaces to measure regularity of functions on Ω.
For any p ∈ (1,∞) and any β ∈ (0, 1), consider the following seminorm
||f ||Xp
β
(Ω) :=
(∫
Ω
∣∣∣∣∣ sup0<δ<ℓ(x) 1δ1+β
∫ δ
2
− δ2
|f(x+ u)− f(x)|du
∣∣∣∣∣
p
dx
) 1
p
.
When β = 0, we let ||f ||Xp0 := ||f ||Lp , and when β ≥ 1, we let ||f ||X
p
β
:= ||f (j)||Xp
β−j
,
where j is the largest integer less than or equal to β. We note that the class of
functions with finite Xpβ-seminorm includes the Bessel potential fractional Sobolev
spaces L pβ , the Riesz potential Sobolev spaces L
p
γ already considered, and more
exotic Lipschitz-type variants such as Λp,pβ (for definitions of these spaces, see Stein
[18]).
We are now ready to state the main generalizations of Theorem 1:
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Theorem 2. Assume that ℓ is admissible. Fix p ∈ (1,∞) and let γ := κ+α. Then
for any t > 0 it holds that
(4) ||C−(e
itφf1Ω)||Lp(R) .κ,α
1
tγ
[∣∣∣∣∣∣∣∣ f(φ′ℓ)γ
∣∣∣∣∣∣∣∣
Lp(Ω)
+
∣∣∣∣∣∣∣∣ f(φ′)γ
∣∣∣∣∣∣∣∣
Xpγ (Ω)
]
.
Theorem 3. Assume that ℓ is admissible. Fix p ∈ (1,∞) and let γ := κ+α. Then
for any integer k ≥ γ and t > 0 it holds that
(5) ‖C−(e
itφf1Ω)‖p .
1
tγ
∣∣∣∣∣∣∣∣ f(φ′ℓ)γ
∣∣∣∣∣∣∣∣
Lp(Ω)
+
∣∣∣∣∣
∣∣∣∣∣ℓk−
1
p
+ 1
q
ℓγ
dk
dxk
(
f
(φ′)γ
)∣∣∣∣∣
∣∣∣∣∣
Lq(Ω)
 ,
where q ∈ [1, p] is any index such that
1
q
≤
1
p
+ γ − k ,
and the implicit constant may depend on k, κ, α, p, and q.
When one considers the function f to be fixed and φ is very smooth, Theorems 2
and 3 can be interpreted as a guide for deducing the decay rate of ||C−(eitφf1φ′>0)||p
given information about both the decay of f towards the boundary and the smooth-
ness of f . Specifically, one chooses γ as large as possible so that (φ′ℓ)−γf belongs to
Lp of Ω and that the k-th derivative of (φ′)−γf belongs to the appropriate weighted
space. The condition (φ′ℓ)−γf ∈ Lp is necessary in the sense that the decay rate
t−γ cannot necessarily be achieved if one tests against a less singular power of the
weight (φ′ℓ). When φ(x) = xk, Theorems 2 and 3 are also clearly sharp in the
sense that both sides scale equally under the change x 7→ λx for any λ > 0. As
may be correctly surmised from a comparison of these two theorems, there exist
additional scale-invariant estimates which hold in this class of spaces Xpβ which are
a consequence of Sobolev-type embedding relationships. We give some examples in
Section 4, but for the most part, leave the details to the reader.
The practical question when constructing an admissible ℓ is the extent to which
the 1-Lipschitz condition on ℓ prohibits it from simply being set equal to the largest
possible pointwise values allowed by (2) and (3) and the vanishing condition on the
boundary. In the “critical” case k − γ = 1p −
1
q of inequality (5), ℓ appears with a
negative power in the first term of the right-hand side and is absent in the second
term, so at least in this case it is beneficial to choose ℓ as large as possible. In
Section 2, we demonstrate several facts about admissible functions. We show, for
example, that when φ′ vanishes to finite order at some point on the boundary, ℓ
can be taken to vanish to first order at that point. We also show that when φ′ is
a nonconstant polynomial, choosing ℓ(x) equal to the minimum distance from x to
the critical points of φ (throughout the complex plane) or to the boundary of Ω will
be admissible with constants depending only on the degree of the polynomial (see
Proposition 5). Using this fact, Theorem 1 follows immediately from Theorem 2.
Let us also briefly discuss the sharpness of the regularity conditions on φ in
Theorems 2 and 3. In the event that the derivative of the phase φ′ is nonvanishing,
one might imagine that decay as t → ∞ in an estimate like (5) will automatically
result. While this may indeed be the case (and, in fact, will be the case if φ′ has
any Ho¨lder continuity), it is easy to see that the decay rate at minimum cannot be
uniform in φ′ without extra regularity assumptions. We can see this by looking at
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the following example. Fix any positive n ≥ 2 such that
cn :=
∫ 1
0
e2πinxei cos 2πxdx 6= 0
(it is clear that such n exists). If fˆ is supported on [−A,A], then for t > 2A,
(e2πint·+i cos(2πt·)f)∧(ξ) = cnfˆ(ξ) on [−A,A]. Thus, despite the fact that the deriv-
ative of the phase
φt(x) = 2πnx+
cos(2πtx)− 1
t
is comparable to 1 on the entire real line, where both lower and upper bounds are
uniform over t, we have
||C−(e
itφtf)||2 ≥ |cn|||C−f ||2,
which does not go to zero for generic f . Thus the assumptions (2) and (3) cannot
be relaxed to require less regularity of φ′ without losing uniformity of the result.
The rest of this paper is organized as follows: in Section 2, we construct a
fundamentally-important partition of unity associated to admissible functions as
well as establish several useful facts about individual admissible functions and the
class of admissible functions as a whole. Section 3 contains the proofs of Theorems
2 and 3, which is divided into two parts: integration-by-parts or stationary phase
arguments (Section 3.1) and the main decomposition and summation arguments
(Section 3.2). We note that the details of our approach are substantially differ-
ent from those appearing in [9] or [19]. In particular, we use a Littlewood-Paley
approach and do not appeal to the Hausdorff-Young inequality. This allows us to
remove the restriction p ≥ 2 present in these previous works. Finally, Section 4
includes some examples of embedding relationships among the spaces Xpγ(Ω) and
various other well-known spaces. In particular, we establish the desired relationship
of Lγp andX
p
γ so that Theorem 1 follows from Theorem 2. We also give two examples
of Sobolev- and Poincare´-type embeddings among the Xpγ spaces themselves.
2. Lipschitz function considerations
2.1. Property (L) and partitions of unity. In this section we establish a re-
lationship between a generalization of the class of Lipschitz functions and certain
very nice partitions of unity on the real line. We say that a function h defined on
the real line satisfies property (L) if
• The function h is continuous and nonnegative.
• For any interval J , it holds that
(6) either sup
x∈J
h(x) ≤ 2 inf
x∈J
h(x) or sup
x∈J
h(x) < 2|J |.
If h is defined on some interval which is not the entire real line, the natural definition
of property (L) is to extend h to all of R to be locally constant outside its original
domain while choosing the relevant constant values to preserve continuity.
The intuition behind (6) is that property (L) holds when h measures “distance
up to an order of magnitude.” When h(x) is large, this should be interpreted
as asserting that x is far away from whatever bad set the function h implicitly
identifies (namely, the set where h = 0). The exact value of h does not hold deep
significance, but when it is large at x, it should remain large on a proportionally
large interval around x. The prototypical examples of functions with property (L)
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are 1-Lipschitz functions, but, significantly, Ho¨lder functions with sufficiently small
norm can generate functions with property (L) as well. In particular, if
|h(x) − h(y)| ≤ α2α−1|x− y|α
uniformly for all x, y ∈ R, then we may deduce that
sup
x∈J
(h(x))
1
α ≤ inf
x∈J
(h(x))
1
α + 2α−1|J |α
(
sup
x∈J
(h(x))
1
α
)1−α
.
If supx∈J(h(x))
1
α > 2 infx∈J(h(x))
1
α for any particular interval, then
1
2
sup
x∈J
(h(x))
1
α < 2α−1|J |α
(
sup
x∈J
(h(x))
1
α
)1−α
,
which implies that h
1
α has property (L). It is also true that if h has property (L)
then ǫh will also have property (L) for any ǫ ∈ [0, 1). We call the condition property
(L) because any function satisfying (6) is nearly Lipschitz, meaning specifically that
there is a Lipschitz function whose pointwise ratio with h is bounded above and
below by universal constants, see Proposition 1.
The most significant feature of property (L) is that h is close enough to a distance
measure; so close, in fact, that it allows us to construct a very nice partition of unity
on the set where h does not vanish. This partition of unity generalizes the Whitney
decomposition (and essentially coincides with the Whitney decomposition when h
equals the distance to the complement of some open set).
Lemma 1. Suppose that h has property (L). Then there exists a collection G of
closed intervals I with the following properties:
• The union of all intervals equals the set U := {x ∈ R | h(x) > 0}.
• Every interval I ∈ G intersects exactly two others: one on the left and one
on the right. Furthermore, the ratio of lengths of intersecting intervals is
between 12 and 2.
• Every pair of intervals I, I ′ ∈ G which do not intersect are separated by a
distance of at least 14 |I|.
• For any I ∈ G, the double interval 2I (having twice the length and the same
center as I) lies strictly inside U .
• Every interval I ∈ G satisfies
(7) max
{
|I|, inf
x∈I
h(x), sup
x∈I
h(x)
}
≤ 6min
{
|I|, inf
x∈I
h(x), sup
x∈I
h(x)
}
.
• There is a special partition of unity subordinate to G: for each I ∈ G, there
is a nonnegative C∞ function ψI supported on I such that |ψ
(j)
I (x)| .j |I|
−j
for each j and ∑
I∈G
ψI(x) =
{
1 x ∈ U
0 x 6∈ U
.
Proof. We first restrict attention to the dyadic intervals—all intervals expressible
as [j2k, (j+1)2k] for any j, k ∈ Z. This collection of intervals has several nice prop-
erties, chief among which is that any two dyadic intervals whose interiors intersect
must have one contained in the other. An almost equally important consequence
of this fact is that each dyadic interval J has a unique parent J+ which contains J
and has twice the length.
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Given the function h, we say that a dyadic interval J is good when
|J | ≤ inf
x∈J
h(x) and inf
x∈J+
h(x) < |J+|.
Since the good intervals are a subcollection of the dyadic intervals, they inherit
the property that any two which overlap (i.e., have intersecting interiors) must be
nested. But infx∈J h(x) decreases as |J | increases, so clearly no good interval could
be strictly contained in another. Thus the good intervals are nonoverlapping.
Next we observe that the good intervals cover U . For any x ∈ U , there is a
doubly-infinite nested sequence of dyadic intervals · · · ⊂ J0 ⊂ J1 ⊂ · · · whose
intersection is {x} and whose union is all of R. If 2kx is never an integer then this
sequence is uniquely specified, but if x = j2k, then there are two possibilities: we
can take Jk′ := [x, x + 2
k′ ] for k′ ≤ k and then take Jk′ := J
+
k′−1 when k
′ > k, or
we could instead have taken Jk′ := [x− 2k
′
, x] for k′ ≤ k. Since h(x) > 0 and since
h is continuous, all sufficiently small dyadic intervals in this sequence will satisfy
|J | ≤ infx∈J h(x). It is also clear that all intervals (in this sequence) of length
greater than h(x) will fail to satisfy the inequality. Thus there will be a unique
interval in the sequence which is good.
Every good interval J must have unique left and right neighbors JL and JR
which intersect it exactly at its left and right endpoints, respectively. Indeed, if
J = [a, b] is good with length 2k, then we can extend the sequence Jk′ := [a−2k
′
, a]
for k ≤ k to a doubly-infinite sequence and find some good J ′ containing a. In this
case, J ′ 6= J since the sequence we are choosing from explicitly does not contain J
as a possible choice. We may repeat this argument to find the right neighbor for J .
Under the assumption (6), for all good intervals J we have
sup
x∈J
h(x) ≤ 2 inf
x∈J
h(x),(8)
sup
x∈J
h(x) ≤ sup
x∈J+
h(x) < 4|J |,(9)
with strict inequality because we know that infx∈J+ h(x) < |J
+| = 2|J |. If J and
J ′ share a common endpoint a (i.e., they are neighbors), then
|J ′| ≤ inf
x∈J′
h(x) ≤ h(a) ≤ sup
x∈J
h(x) < 4|J |.
Since |J ′| and |J | are both powers of 2, it follows that |J ′| ≤ 2|J |. Summing
the geometric series gives that h cannot vanish on the interior of 3J for any good
interval J .
We now populate the collection G with intervals: we say that I ∈ G when I = 43J
for some good J . Since 43J covers at least
1
12 and at most
1
3 of J ’s neighbors J , we
will have that the distance between I, I ′ ∈ G is at least 14 |I| when I ∩ I
′ = ∅. We
know that
3
4
|I| ≤ inf
x∈I
h(x) ≤ sup
x∈I
h(x) ≤ 2max{|I|, inf
x∈I
h(x)},
inf
x∈I
h(x) ≤ inf
x∈J
h(x) < 4|J | = 3|I|.
These allow us to conclude (7).
We construct the partition of unity in the usual way: fix some C∞ nonnegative
function η which is identically zero outside [0, 1] and identically one on [ 18 ,
7
8 ]. For
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any I := [a, b] ∈ G, we define ηI(x) := η(
x−a
b−a ) and then let
ψI(x) := ηI(x) (ηIL(x) + ηI(x) + ηIR(x))
−1
.
The denominator is uniformly bounded away from zero on I since for any I ′ ∈ G,
ηI′ is identically one on the good dyadic interval from which it was derived. The
comparability of lengths of adjacent intervals guarantees that |ψ
(j)
I (x)| .j |I|
−j for
any I. 
An almost immediate corollary is that any function h with property (L) is com-
parable to a C∞ function on the set where h 6= 0. The natural bounds on the
various derivatives of this function and the comparability constants are universal.
We summarize this fact in the following proposition:
Proposition 1. Suppose that h has property (L). Then there exists a function g
such that g is C∞ on the set where h 6= 0, and uniform over this set we have
h(x) ≈ g(x) and |g(j)(x)| .j (g(x))1−j .
The proof uses the partition of unity just constructed. Simply set
g(x) :=
∑
I∈G
|I|ψI(x).
All the necessary estimates for g and its derivatives follow immediately from the
various estimates established in Lemma 1. We omit the details.
Next we give a pair of propositions which establish, among other things, that
when ℓ is admissible with respect to φ, the supremum and infimum of φ′ on an
interval I generated by ℓ (using Lemma 1) are comparable.
Proposition 2. Suppose that h has property (L). Let U = {x : h(x) > 0} and let
G be constructed by Lemma 1. Let g be such that at least one of the following holds:
• The function g is C1 and satisfies the following estimate on U :
h(x)|g′(x)| . |g(x)|.
• For some α ∈ [0, 1] the following holds: for any x, y ∈ U , |x − y| << h(x)
implies
|g(x)− g(y)|
|x− y|α
.
|g(x)|
h(x)α
.
Then for all I ∈ G,
sup
x∈I
|g(x)| . inf
x∈I
|g(x)|.
Proof. Consider the first of the two alternatives. Restrict attention to a particular
I ∈ G. For points x ∈ I, we have |I||g′(x)| . h(x)|g′(x)| . |g(x)|, so that
|g(x′)− g(x)| ≤
∫ x′
x
|g′(u)|du .
|x− x′|
|I|
sup
y∈[x,x′]
|g(y)|
when x, x′ ∈ I. Fix N >> 1 to be chosen later. If we now subdivide I into
nonoverlapping intervals I1, . . . , IN of equal length, we may apply this inequality
to conclude
sup
x∈Ij
|g(x)| − inf
x∈Ij
|g(x)| .
1
N
sup
x∈Ij
|g(x)|.
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Choosing N >> 1 relative to the implicit constant will give that
sup
x∈Ij
|g(x)| ≤ 2 inf
x∈Ij
|g(x)|
for all j = 1, . . . , N . Chaining these inequalities together, we conclude that the
supremum on I of g does not exceed 2N times the infimum.
For the second alternative, suppose that
|g(x)− g(y)|
|x− y|α
.
|g(x)|
h(x)α
for any x, y ∈ U such that |x − y| << h(x). Fix an interval I ∈ G generated by h
and further divide I into N equal parts I1, . . . , IN for some N >> 1. We first choose
N larger than some absolute constant such that |Ij | << h(x) for any x ∈ I; this is
always possible since h(x) ≈ |I| for every x ∈ I. It follows that for any x, x′ ∈ I,
we have
|g(x)− g(x′)| .
|x− y|α
h(x)α
|g(x)| .
1
Nα
|g(x)|.
The rest of the argument is similar to the proof of part (1). 
Proposition 3. Suppose that h has property (L). Let U = {x : h(x) > 0} and let
G be constructed by Lemma 1. Let g be such that one of the following holds:
• The function g is C1 on U and the following estimate holds uniformly on
U :
(h(x))κ+1|g′(x)| . 1.
• For some α ∈ (0, 1] and κ ≥ 0 the following holds: for any x, y ∈ U ,
|x− y| << h(x) implies
|g(x)− g(y)|
|x− y|α
. h(x)−κ−α.
Then for any interval I ∈ G, either
sup
x∈I
|g(x)| . inf
x∈I
|g(x)|
or
sup
x∈I
|g(x)| . |I|−κ.
Proof. We may follow the same arguments used in the proof of Proposition 2 to
conclude that
sup
x,y∈I
|g(x) − g(y)| . |I|−κ.
Therefore we have that
sup
x∈I
|g(x)| − inf
x∈I
|g(x)| . |I|−κ.
It follows that if supx∈I |g(x)| > 2 infx∈I |g(x)| then
1
2
sup
x∈I
|g(x)| ≤ sup
x∈I
|g(x)| − inf
x∈I
|g(x)| . |I|−κ,
which is exactly the desired inequality. 
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2.2. Concerning the choice of an admissible ℓ. We briefly turn to the issue
of admissibility. As mentioned in the introduction, conditions (2) and (3) can
simply be regarded as upper bounds on the pointwise magnitude of ℓ. As already
mentioned, in the “critical cases” of Theorems 2 and 3, one always benefits from
choosing ℓ as large as possible. Even in noncritical cases, there is still a penalty
to be paid for choosing the pointwise values of ℓ to be too small. The apparent
difficulty of identifying an admissible ℓ is that the local constraints (2) and (3) are
accompanied by a nonlocal constraint that ℓ be 1-Lipschitz. As it turns out, the
constraint that ℓ be 1-Lipschitz is not generally difficult to satisfy, and so admissible
choices of ℓ exist which are not significantly smaller pointwise than is required by (2)
and (3). In this section, we give two propositions which make this idea more precise.
The first proposition makes several general observations about admissibility, and
the second addresses the specific case of polynomial phases φ.
Throughout this section, we fix κ to be a nonnegative integer and α ∈ [0, 1]. We
suppose that a real-valued phase φ is fixed on a domain Ω with φ′ > 0 everywhere
in Ω and that φ(κ+1) is locally Ho¨lder continuous with exponent α.
Proposition 4. The following are true:
• The pointwise maximum of any finite collection of admissible functions is
also admissible. If there is a uniform bound on the implied constants, then
the supremum over an infinite collection of admissible functions will also
be admissible.
• There exists a function ℓ such that ℓ is positive on Ω and is admissible with
respect to φ, κ, α on Ω. Furthermore, this ℓ has ℓ(x) = 0 exactly on Ωc
(note that this is vacuous if Ω = R).
• Suppose κ ≥ 1 and that h has property (L) and is nonvanishing on Ω and
that x, y ∈ Ω, |x− y| << h(x), implies
(10)
∣∣∣∣φ(κ+1)(x)φ′(x) − φ(κ+1)(y)φ′(y)
∣∣∣∣ . |x− y|αh(x)κ+α .
Then there is an admissible function ℓ such that
ℓ(x) ≈ min
{∣∣∣∣ φ′(x)φ′′(x)
∣∣∣∣ , . . . , ∣∣∣∣ φ′(x)φ(κ+1)(x)
∣∣∣∣ 1κ , h(x)
}
for all x ∈ Ω.
Remark: If φ is sufficiently nice we may take h(x) = d(x,Ωc) in part (3) and
construct ℓ that vanishes on the boundary of Ω with first order.
Proof. We approach the various points consecutively. The first point is essentially
a triviality.
[Proof of second point.] To begin, we identify a natural choice of ℓ satisfying (2)
and (3). Fix a positive K. At any x ∈ R, define
ℓ(x) := min{d(x, ∂Ω), ℓ0(x)},
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where d(x, ∂Ω) is the distance to the boundary of Ω (which we take to be ∞ if
Ω = R), and
ℓ0(x) := inf
y,z∈Ω
1≤j≤κ
min
{
|x− y|+K
(
|φ′(y)|
|φ(j+1)(y)|
) 1
j
, |x− y|+
+ K
(
|y − z|α|φ′(z)|
|φ(κ+1)(y)− φ(κ+1)(z)|
) 1
κ+α
+ |y − z|
}
.
This function is a pointwise infimum of 1-Lipschitz functions, so it is also 1-
Lipschitz. Note that ℓ as defined above is finite in all cases other than when φ′′ ≡ 0
and Ω = R; in that particular case, we may take ℓ to be any positive Lipschitz
function on R. It is relatively easy to check (2) and (3).
[Proof of third point.] For each j ≤ κ, let rj(x) := |φ′(x)/φ(j+1)(x)|1/j . Consider
the partition of unity generated by h using Lemma 1. Assuming (10) holds, Propo-
sition 3 guarantees that on every interval I ∈ G either supx∈I rκ(x) ≈ infx∈I rκ(x)
or infx∈I rκ(x) & |I| ≈ h(x) for x ∈ I. In particular, then,
min{ inf
y∈I
rκ(y), |I|} ≈ min{rκ(x), h(x)}
for all x ∈ I. Consequently, using our partition of unity and rescaling, we may
construct a 1-Lipschitz function h˜ on Ω with
h˜(x) ≈
∑
I∈G
min{ inf
y∈I
rκ(y), |I|}ψI(x) ≈ min{rκ(x), h(x)},
and clearly h˜(x) = 0 on Ωc.
Now let K be large and consider the minimum
ℓ(x) :=
1
K
min{r1(x), . . . , rκ−1(x), h˜(x)}.
The claim is that this function is Lipschitz as well. Differentiating,
d
dx
∣∣∣∣ φ′(x)φ(j+1)(x)
∣∣∣∣ 1j = 1j
[
φ′′(x)
φ′(x)
−
φ(j+2)(x)
φ(j+1)(x)
]
rj(x),
so it follows that |r′j(x)| ≤
1
j (rj(x)/r1(x)) +
1
j (rj(x)/rj+1(x))
j+1. For a fixed x, if
the minimum in the definition of ℓ(x) equals rj(x) then it follows from the above
estimate that |r′j(x)| . 1 (since rj is dominated by rj′ for j
′ 6= j). Thus for some
absolute constant C the following holds: given any x ∈ Ω, on a small neighborhood
of x we have ℓ(y) − ℓ(x) ≤ CK |y − x| (We do not include absolute values on the
left-hand side of this inequality because the minimizing j may differ at x and y,
but we nevertheless get an upper bound on ℓ(y).) From here, it is not hard to see
that ℓ is C/K-Lipschitz in every connected component of Ω. On the other hand,
since h˜ vanishes outside Ω, so does ℓ. Therefore ℓ is C/K-Lipschitz on R, and by
choosing K large we may assume that ℓ is 1-Lipschitz.
By definition of ℓ, it is clear that ℓ satisfies (2) and ℓ vanishes on ∂Ω. It only
remains to show that ℓ satisfies (3) when (10) is assumed to hold. When |x− y| <
< ℓ(x) (with appropriate constant such that |x − y| << h(x) as required by (10)),
14 YEN DO AND PHILIP T. GRESSMAN
we have
|φ(κ+1)(x)−φ(κ+1)(y)|
≤
∣∣∣∣φ(κ+1)(x)φ′(x) − φ(κ+1)(y)φ′(y)
∣∣∣∣ |φ′(x)|+ ∣∣∣∣φ(κ+1)(y)φ′(y)
∣∣∣∣ |φ′(x)− φ′(y)|.
Note that by ensuring that the implicit constant in |x− y| << ℓ(x) is small we may
assume without loss of generality that |x− y| < |I|/4 where I is the interval in the
collection G generated by h that contains x. In particular we’ll have [x, y] ⊂ Ω.
Hence using the Mean Value Theorem, κ ≥ 1, and (2), we have
|φ(κ+1)(x)−φ(κ+1)(y)| .
|x− y|α|φ′(x)|
ℓ(x)κ+α
+
|φ′′(z)||x− y|
ℓ(y)κ
.
|x− y|α|φ′(x)|
ℓ(x)κ+α
+
|φ′(z)||x− y|
ℓ(y)κℓ(z)
,
for some z between x and y. Assuming |x−y| < 12ℓ(x), the fact that ℓ is 1-Lipschitz
guarantees that ℓ(x) ≈ ℓ(y) ≈ ℓ(z), and using part (1) of Proposition 2 we also have
φ′(x) ≈ φ′(y) ≈ φ′(z). Consequently, we obtain (3). 
Proposition 5. Let φ be a polynomial of degree d+1 with d ≥ 1. Fix any nonempty
Ω ⊂ {φ′ > 0}. Then the function ℓ which equals the minimum of the distances to the
zeros of φ′ and the boundary of Ω is admissible, and the implied constants depend
only on the degree.
Proof. It suffices to assume φ′(z) := p(z) :=
∏d
j=1(z − zj). Let ℓ0(z) denote the
distance from z ∈ C to the nearest zi for i = 1, . . . , d. Then if we let S range over
all subsets of {1, . . . , d} with cardinality d− k, we have
p(k)(z) = k!
∑
#S=d−k
∏
j∈S
(z − zj).
But |
∏
j∈S(z − zj)| ≤ (ℓ(z))
−k|p(z)|, so counting subsets gives
|p(k)(z)|
|p(z)|
≤
d!
(d− k)!
ℓ0(z)
−k.
Since ℓ0 is clearly 1-Lipschitz on the real line, we have (3) for all j with constants
depending only on the degree (since the constants can be taken to vanish for j
sufficiently large). Setting ℓ(x) := min(ℓ0(x), d(x, ∂Ω)) yields a 1-Lipschitz function
which vanishes on the boundary of Ω and automatically satisfies the pointwise
bounds required for admissibility. 
3. Proofs of Theorems 2 and 3
We come now to the proofs of the main theorems. We begin in Section 3.1 with
a lemma which is a variation on the usual integration-by-parts argument. After
this, we introduce the partition of unity from Lemma 1 to decompose the problem,
estimate the various pieces, and conclude the proofs.
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3.1. Frequency decomposition of oscillating phases. In this section we fix a
closed interval I ⊂ R of finite length. As usual let κ be a nonnegative integer and
α ∈ [0, 1]. Our main lemma is as follows:
Lemma 2. Assume w ∈ Cκ,α(R) is supported in I such that
(11)
{
|w(j)(x)| . |I|−j , 0 ≤ j ≤ κ,
|w(κ)(x) − w(κ)(y)| . |I|−κ−α|x− y|α,
for implicit constants independent of x ∈ I. Assume also that φ ∈ Cκ+1,α(I) is a
real valued function, and let Λ be a finite constant such that
(12) |φ(j+1)(x)| . Λ|I|−j , 1 ≤ j ≤ κ,
(where we interpret this condition to be vacuous when κ = 0) and
(13) |φ(κ+1)(x)− φ(κ+1)(y)| . Λ|I|−κ−α|x− y|α,
with implicit constants in both cases that are independent of x, y ∈ I and Λ. Then
there is a function EI such that, for any positive m,
|eiφ(x)w(x) − EI(x)| .m
(Λ|I|)−κ−α
(1 + Λd(x, I))m
(14)
and ÊI(ξ) ≡ 0 at all frequencies ξ for which infx∈I |ξ −
φ′(x)
2π | >
Λ
4π . The implicit
constant in (14) depends only on m and the constants in (11)–(13).
Proof. We note that the conclusion is trivial when Λ|I| ≤ 1 and also when κ = α = 0
(in both cases, take EI ≡ 0), so we will assume the contrary.
To begin, we know that there is a constant C derivable from either (12) (when
κ 6= 0) or (13) (when κ = 0) such that |φ′(x) − φ′(x′)| ≤ CΛ for any two x, x′ ∈ I:
In the Ho¨lder case (i.e., (13) when κ = 0), this is immediate from |x−x′| ≤ |I|. On
the other hand, if (12) holds with j = 1, the asserted inequality follows from the
Mean Value Theorem. We note that both cases allow us to establish the slightly
stronger inequality |φ′(x)− φ′(x′)| . Λ|I|−α|x− x′|α, which we will use when it is
convenient to do so. Let
ξ0 := −
1
2
Λ + inf
x∈I
φ′(x), ξ1 :=
1
2
Λ + sup
x∈I
φ′(x), Λ˜ := ξ1 − ξ0.
Because we already know how much φ′ varies over I, we know that Λ ≤ Λ˜ ≤ (C +
1)Λ. Let ψ be any fixed C∞ function which is identically one on [ 14(C+1) , 1−
1
4(C+1) ]
and identically zero outside [0, 1]. Now define EI by
ÊI(ξ) := êiφw(ξ)ψ
(
2π
ξ − ξ0
Λ˜
)
.
(We use the normalization convention that
fˆ(ξ) :=
∫
e−2πixξf(x)dx,
but note that this choice has little significance beyond introducing occasional factors
of 12π to various expressions.) Clearly every ξ in the support of ÊI has distance at
most 14πΛ to
φ′(x)
2π for some x ∈ I. If that distance happens to be less than
1
8πΛ,
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we know that ÊI will be identically one on a neighborhood of that ξ. Finally, note
that we may express EI as the convolution
(15) EI(x) =
∫
I
eiφ(y)w(y)χ(x − y)dy,
where χˆ(ξ) := ψ(2πΛ˜−1(ξ − ξ0)).
First we establish (14) for the tails. Suppose I = [a, b]. Integrating the derivative
estimates (11) for w guarantee that |w(x)| . |x− a|κ+α|I|−κ−α. We combine this
with the following estimate for the size of |χ(y)|:
|χ(y)| .m
Λ˜
(1 + Λ˜|y|)m+κ+α+2
.
This estimate is easily proved by rescaling χ and noting that ψ is a Schwartz
function. Consequently, the convolution formula (15) gives
|EI(x)| .m
∫
I
|x− a|κ+α|I|−κ−αΛ˜
(1 + Λ˜|x− y|)m+κ+α+2
dy.
Assuming x < a, we can make a series of elementary estimates∫
I
|x− a|κ+α|I|−κ−αΛ˜
(1 + Λ˜|x− y|)m+κ+α+2
dy ≤
|I|−κ−α
(1 + Λ˜|x− a|)m
∫
|x− y|κ+αΛ˜
(1 + Λ˜|x− y|)κ+α+2
dy
≤
|I|−κ−α
(1 + Λ˜|x− a|)m
∫
Λ˜
Λ˜κ+α(1 + Λ˜|x− y|)2
dy ≈
(Λ|I|)−κ−α
(1 + Λd(x, I))m
.
This clearly establishes (14) when x < a. The case x > b is symmetric.
Now we consider the case when x ∈ I. We rewrite (15) slightly:
EI(x) =
∫
ei(φ(x+h)−hφ
′(x))w(x + h)eihφ
′(x)χ(−h)dh.(16)
By construction of χ, we have
(17)
∫
eihφ
′(x)χ(−h)dh =
∫
e−ihφ
′(x)χ(h)dh = χˆ
(
φ′(x)
2π
)
= 1.
Thus we can say
EI(x)− e
iφ(x)w(x) =∫ [
ei(φ(x+h)−hφ
′(x))w(x + h)− eiφ(x)w(x)
] [
eihφ
′(x)χ(−h)
]
dh.
(18)
When κ = 0, we are ready to finish the lemma. By a variant of the Mean Value
Theorem,
(19)
∣∣∣ei(φ(x+h)−φ(x)−hφ′(x)) − 1∣∣∣ ≤ |h| sup
|δ|≤|h|
|φ′(x+ δ)− φ′(x)| . |h|1+αΛ|I|−α,
so that∣∣∣ei(φ(x+h)−hφ′(x))w(x + h)− eiφ(x)w(x)∣∣∣
≤ |w(x + h)− w(x)| + |w(x)|
∣∣∣ei(φ(x+h)−φ(x)−hφ′(x)) − 1∣∣∣
. |h|α|I|−α + |h|1+αΛ|I|−α.
AN OPERATOR VAN DER CORPUT ESTIMATE 17
Thus by scaling of χ, we have
|EI(x) − e
iφ(x)w(x)| .m
∫
|h|α
|I|α
(1 + Λ|h|)
Λ˜
(1 + |Λ˜h|)m
dh . (Λ|I|)−α.
This completes (14) when κ = 0.
When κ > 0, we will need to integrate by parts. Let
η(−1)(h) := −he−ihφ
′(x)χ(h).
The Fourier transform of η(−1) equals, up to a fixed constant,
Λ˜−1ψ′
(
Λ˜−1 (ξ + φ′(x)− ξ0)
)
.
In particular, it is supported on an annulus |ξ| ≈ Λ. This means that η(−1) is an
indefinitely integrable Schwartz function, meaning that it equals the k-th derivative
of some Schwartz function η(−k−1) for any k. By scaling, these Schwartz functions
satisfy the estimates
(20) |η(−k)(h)| .k,m
Λ˜1−k
(1 + |Λ˜h|)m
,
including the case k = 1 (uniformly in the choice of x ∈ I).
The basic technique we will use to establish (14) on I is integration-by-parts, but
in a somewhat nonstandard form. To begin, we develop some simplifying notation.
Let β := (β0, β1, . . .) be any sequence of nonnegative integers which equals zero for
all but finitely indices. We will define #β := β0 +
∑
j jβj for any such β, as well
as a term T β(y, h):
T β(y, h) := η(−#β)(−h)ei(φ(y)−(y−x)φ
′(x))w(β0)(y)(φ′(y)− φ′(x))β1
∏
j≥2
(φ(j)(y))βj ,
where we understand T β(y, h) = 0 when y 6∈ I because w is supported on I. We
also take the understanding that the product ranges only over those indices j for
which βj 6= 0. We return to the expression (18) and write
ei(φ(x+h)−hφ
′(x))w(x + h)− eiφ(x)w(x)
= h
∫ 1
0
i(φ′(x + θh)− φ′(x))ei(φ(x+θh)−θhφ
′(x))w(x + θh)dθ
+ h
∫ 1
0
ei(φ(x+θh)−θhφ
′(x))w′(x+ θh)dθ,
which, when substituted back into (18) gives
EI(x)− e
iφ(x)w(x) =
∫ ∫ 1
0
[
T (1,0)(x+ θh, h) +iT (0,1)(x+ θh, h)
]
dθdh,(21)
where (1, 0) = (1, 0, 0, 0, . . .) and (0, 1) = (0, 1, 0, 0, 0, . . .). If we let ǫj be the se-
quence which equals −1 at j, +1 at j+1, and zero everywhere else, then integrating
by parts (integrating η(−#β)(−h) with respect to h and differentiating everything
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else with respect to h) gives that
(22)
∫
T β(x+ θh, h)dh
= θ
∫ T β+(1,0) + iT β+(0,1) +∑
j≥1
βjT
β+ǫj
 (x+ θh, h)dh.
(In particular, note that T β+ǫj appears in the sum with nonzero coefficient only
when β + ǫj has all nonnegative values.) Since we know that (21) holds, and we
know that integrating T β by parts introduces new terms T β
′
with #β′ = #β + 1,
we may repeatedly and selectively integrate individual terms on the right-hand-side
of (21) until we arrive at an equality of the form
(23) EI(x) − e
iφ(x)w(x) =
∫ 1
0
∫ ∑
β∈B
Cβ,κθ
#β−1T β(x+ θh, h)dhdθ
with the sum over β ranging only over indices B which have at least one of the
three following properties:
• The element β equals (κ, 0, 0, . . .)
• The element β is zero everywhere except position κ+ 1, where it equals 1.
• The element β satisfies β0 + β1 +
∑
j≥2(j − 1)βj ≥ κ+ α.
We prove this by induction. Let B1 := {(1, 0), (0, 1)}. By (21), we have (23) with B
replaced by B1. We inductively build index sets B2, . . . , so that the corresponding
analogue of (21) holds for each Bj . The rule is as follows: any index in Bj will
belong to Bj+1 when it satisfies any of the three properties above (this corresponds
to not integrating this term by parts). Any term in Bj which does not satisfy
any of the three properties will be replaced in Bj+1 by the corresponding union of
terms from the right-hand side of (22). One might worry that terms involving w(κ)
or φ(κ+1) cannot be integrated by parts since we do not assume that subsequent
derivatives exist. This is not a problem, since any such term must automatically
satisfy at least one of the three properties: if either β0 > κ − 1 or βκ+1 6= 0, then
the only potential cases in which the third property fails are exactly the first two
cases. Thus, as soon as a term arises involving w(κ) or φ(κ+1), it will satisfy one of
the three properties and thus will not be integrated by parts any further. We also
note that the process stabilizes after 2κ+2 steps, i.e., Bj+1 = Bj for any j ≥ κ+1.
This is because when T β is integrated by parts, it is replaced by terms T β
′
which
have #β′ = #β + 1. Since β0 + β1 +
∑
j≥2(j − 1)βj ≥
1
2#β, any term which is
integrated by parts 2κ + 2 times for failing to satisfy any of the three properties
will then satisfy the third property.
When the third property is satisfied, we can estimate T β(x + θh, h) (assuming
without loss of generality that x+ θh ∈ I) using (11), (12), and (20):
|T β(x+ θh, h)| .m
Λ˜1−#β
(1 + |Λ˜h|)m
|I|−β0(|θh|Λ|I|−1)β1
∏
j≥2
(
Λ|I|−j+1
)βj
,
.m
Λ˜1+β1 |θh|β1
(1 + |Λ˜h|)m
(Λ|I|)−β0(Λ|I|)−β1
∏
j≥2
(Λ|I|)−(j−1)βj .
AN OPERATOR VAN DER CORPUT ESTIMATE 19
(We have implicitly used the fact that κ 6= 0 to conclude that |φ′(x) − φ′(x′)| .
Λ|I|−1|x− x′| on I.) We conclude that∫ ∫ 1
0
|T β(x+ θh, h)|dθdh . (|I|Λ)−κ−α.
Note that the total number of βs satisfying the third condition above is finite
depending only on κ, so summing over all such β gives an estimate at least as good
as (14).
Thus the two specific terms corresponding to the first two acceptable properties
of β ∈ B are the only remaining terms to consider, and in both cases we will use
the Ho¨lder condition on the highest derivatives of w and φ, respectively. In the first
case, just as in (19), we have∣∣∣ei(φ(x+θh)−θhφ′(x))w(κ)(x+ θh) − eiφ(x)w(κ)(x)∣∣∣
≤ |w(κ)(x+ θh)− w(κ)(x)| + |w(κ)(x)|
∣∣∣ei(φ(x+θh)−φ(x)−θhφ′(x)) − 1∣∣∣
. (θ|h|)α|I|−κ−α + (θ|h|)1+αΛ|I|−κ−α.
Now, since
∫
η(−κ)(−h)dh = 0, this inequality immediately implies that∣∣∣∣∫ 1
0
∫
T (κ,0,...)(x+ θh, h)dhdθ
∣∣∣∣
≤
∫ 1
0
∫
|T (κ,0,...)(x+ θh, h)− T (κ,0,...)(x, h)|dhdθ
.
∫
|η(−κ)(−h)|(|h|α|I|−κ−α + |h|1+αΛ|I|−κ−α)dh
. (Λ|I|)−κ−α.
In the second case, we use∣∣∣ei(φ(x+θh)−θhφ′(x))φ(κ+1)(x+ θh) − eiφ(x)φ(κ+1)(x)∣∣∣
.Λ(θ|h|)α|I|−κ−α + (θ|h|)1+αΛ2|I|−κ−α
instead. The difference is an extra factor of Λ, but this is offset by the fact that
#β = κ + 1 for this term, so integrating against η(−κ−1) instead of η(−κ) exactly
cancels this extra Λ. Thus the proof is complete. 
3.2. Main decomposition. In this final subsection, we invoke Lemmas 1 and 2
to prove Theorems 2 and 3. We first make several reductions. We first observe that
the case γ = 0 is trivial from the boundedness of C− on L
p for 1 < p < ∞, so we
specifically assume γ > 0. We will prove the theorems under the assumption t = 1
since all hypotheses are invariant under positive rescalings of φ. Restricting Ω as
necessary, we may assume that the chosen admissible ℓ does not vanish on Ω, since
if it did, any f for which the right-hand side (5) could be interpreted as finite would
have to vanish almost everywhere on the set where ℓ vanishes. It must also be the
case that (φ′ℓ)−γ ∈ Lp(Ω), and since φ′ℓ is nonzero without loss of generality and
approximately constant on the intervals I ∈ G generated by ℓ, we must have that
f is locally in Lp in Ω.
Given an admissible ℓ, we generate a partition of unity as provided by Lemma 1,
and we restrict our attention to those elements G+ ⊂ G contained in Ω (elements of
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the partition must be either contained in Ω or its complement since ℓ is nonvanishing
on every interval I ∈ G but vanishing on ∂Ω). By Proposition 2 and (2)–(3), φ′
and ℓ are both approximately constant on every I ∈ G. For each interval, we
define ΛI := infx∈I φ
′(x). We will further divide G+ as follows: let the collection
of intervals in G+ with Λ|I| ≥ 1 be called GL and let the rest of G+ belong to the
collection GT (“L” for the fact that the product is large, and “T” for the fact that
EI is trivial). On each interval I, we construct a band-limited function EI meant
to approximate (φ′)γeiφ:
• When I ∈ GL, we will apply Lemma 2 on the interval I to construct a
function EI with Fourier support contained in [
1
4πΛI ,∞) such that
(24)
∣∣∣eiφ(x)(φ′(x))γψI(x) − EI(x)∣∣∣ .m |I|−γ
(1 + ΛId(x, I))m
.
(Specifically, apply Lemma 2 with w := |ΛI |−γ(φ′(x))γψI and rescale by
|ΛI |γ ex post.)
• When I ∈ GT , we take EI ≡ 0.
Next, without loss of generality we may assume that f vanishes outside Ω. Define
F (x) := (φ′(x))−γf(x)1Ω(x).
On each interval I ∈ GL, we will write F as a sum F = F I + FI ,where FI has
Fourier transform supported in [− 18πΛI ,
1
8πΛI ] (the “low frequency part”) and F
I
is the “high frequency” complement. The details of this decomposition will be
explained shortly. Using this notation, we expand
eiφ1Ωf =
∑
I∈G
eiφ(φ′)γψIF =: S1 + S2 + S3 + S4(25)
with the sums S1–S4 being given formally by
S1 :=
∑
I∈GT
eiφ(φ′)γψIF, S2 :=
∑
I∈GL
[
eiφ(φ′)γψI − EI
]
FI ,
S3 :=
∑
I∈GL
eiφ(φ′)γψIF
I , S4 :=
∑
I∈GL
EIFI .
The sum S1 is trivial: |S1| . |f |1|φ′|ℓ.1, so trivially
||S1||Lp(R) .
∣∣∣∣∣∣∣∣ f(φ′ℓ)γ
∣∣∣∣∣∣∣∣
Lp(Ω)
uniformly in f , p, etc. The sum S4 is also trivial since EIFI has Fourier support
on the positive half-line. If we assume that f ∈ Lp and prove the the sums S2 and
S3 belong to L
p as well, then S4 will be an L
p function with Fourier support on
the positive half-line, so we will simply have
C−S4 = 0.
The difficult terms are S2 and S3. We consider S2 first. Let us assume that FI has
been chosen so that
(26) |FI(x)| .m
∫
ΛI |f(y)|dy
(1 + ΛI |x− y|)m
.
By virtue of the triangle inequality, we have that
1 + ΛId(y, I) ≤ (1 + ΛI |x− y|)(1 + ΛId(x, I)),
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so there is a corresponding integral inequality:
1
(1 + ΛId(x, I))m
∫
ΛI |f(y)|dy
(1 + ΛI |x− y|)2m
.m
∫
ΛI |f(y)|dy
(1 + ΛI |x− y|)m(1 + ΛId(y, I))m
.
We will combine this inequality with (24) and the fact that∫
|h(x)|
∫
ΛI |g(y)|dy
(1 + ΛI |x− y|)m
dx .m
∫
|g(x)|(Mh)(x)dx,
where M is the Hardy-Littlewood maximal operator (which is bounded on Lp for
p > 1). By duality, we come to the conclusion that
||S2||Lp(R) .m
∣∣∣∣∣
∣∣∣∣∣∑
I∈GL
|f ||I|−γ
(1 + ΛId(·, I))m
∣∣∣∣∣
∣∣∣∣∣
Lp(Ω)
.
∣∣∣∣∣∣∣∣ f(φ′ℓ)γ
∣∣∣∣∣∣∣∣
Lp(Ω)
once we establish the following estimate:
Lemma 3. Suppose b < 0. Then
(27)
∑
I∈GL
|I|b
(1 + ΛId(x, I))m
. (ℓ(x))b.
for all m ≥ 1− b.
Proof. For each I ∈ G, let I∗ be the union of I and its left and right neighbors. For
any m ≥ 1− b,
|I|b
(1 + ΛId(x, I))m
≤ |I|b1I∗(x) +
Λb−1I |I|
b1(I∗)c(x)
(d(x, I))1−b
≤ |I|b1I∗(x) +
|I|1(I∗)c(x)
(d(x, I))1−b
.
Because the intervals I∗ have finite overlap, the sum over I of |I|b1I∗(x) will be
bounded by (ℓ(x))b. Furthermore, because x 6∈ I∗, we know d(x, I) & ℓ(x); conse-
quently
|I|1(I∗)c(x)
(d(x, I))1−b
.
∫
I
1|y−x|&ℓ(x)
|x− y|1−b
dy.
Summing over I is now trivial, since∫
1|y−x|&ℓ(x)
|x− y|1−b
dy . (ℓ(x))b,
which is exactly as desired. 
The final piece of the decomposition (25) is the sum S3. We will fix a large
integer N and a C∞ function Ψ with rapid decay and integral one whose Fourier
transform is supported in [− 18π ,
1
8π ]. For any h ∈ R, let DδF (x) := F (x+δ)−F (x).
On each interval I ∈ GL, we define
T 0I F (x) :=
∫
ΛIΨ(ΛIu)D
N
u F (x)du.
This operator T 0I is essentially a convolution operator:
T 0I F (x) = (−1)
NF (x) +
N∑
j=1
(−1)N−j
(
N
j
)∫
F (x+ ju)ΛIΨ(ΛIu)du.
We will define the splitting F = FI + F
I by taking FI := F + (−1)N+1T 0I F . By
design, FI will have Fourier support in [−
1
8πΛI ,
1
8πΛI ] and will satisfy (26).
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Now define ΨI(x) := ΛIΨ(ΛIx)1|x|≤c|I| and
(28) TIF (x) :=
∫
ΨI(u)D
N
u F (x)du.
The constant c will be chosen sufficiently small so that Nc|I| < 12ℓ(x) whenever
x ∈ I. Because |ΛIΨ(ΛIx)− ΨI(x)| .m (ΛI |I|)−mΛI(1 + ΛI |x|)−m, we can follow
the derivation already carried out beginning with (26) to conclude∣∣∣∣∣
∣∣∣∣∣∑
I∈GL
eiφ(φ′)γψI
[
TIF − T
0
I F
]∣∣∣∣∣
∣∣∣∣∣
Lp(R)
.
∣∣∣∣∣∣∣∣ f(φ′ℓ)γ
∣∣∣∣∣∣∣∣
Lp(Ω)
.
Thus, it suffices to estimate the Lp norm of the modified term
S˜3 :=
∑
I∈GL
eiφ(φ′)γψITIF.
The advantage of doing so is that, when c is chosen small enough (depending on
Lemma 1) and when x ∈ I, TIF will only depend on the pointwise values of F in
either I or its left and right neighbors (i.e., the interval previously identified as I∗).
The first feature to observe is that there is an integration by parts which can
occur inside TIF . Specifically, if F has a locally integrable weak derivative on Ω
(by which we mean that the test functions will be compactly supported strictly
away from ∂Ω), we will have
DhF (x) := h
∫ 1
0
F ′(x+ θh)dθ
at every x ∈ Ω for h small enough that [x, x+ h] ⊂ Ω. Plugging into the definition
of TI and changing variables gives that
(29) TIF (x) =
∫
[0,1]k
∫
ΨI(u)u
kDN−ku F
(k)(x+ u(θ1 + · · ·+ θk))dudθ1 · · · dθk.
If we choose N = k, we will have that TIF is simply a convolution of F
(k) with a
kernel Ψ
(k)
I given by
Ψ
(k)
I (u) :=
∫
[0,1]k
ΨI
(
u
θ1 + · · ·+ θu
)
uk
dθ1 · · · dθk
(θ1 + · · ·+ θk)k+1
.
The transformation ΨI 7→ Ψ
(k)
I looks mysterious, but since θi ∈ [0, 1], we have that
the support of Ψ
(k)
I will remain inside |u| ≤ ck|I|. It is also clear from (29) that
||Ψ
(k)
I ||1 ≤ ||u
kΨI ||1. With only slightly more effort (using Minkowski’s inequality),
one can conclude that
||Ψ
(k)
I ||p ≤ ||u
kΨI ||p
∫
[0,1]k
dθ1 · · · dθk
(θ1 + · · ·+ θk)
1
p′
.
The integral over the thetas will be finite for every p < ∞ (and, in fact, will be
finite for p = ∞ as long as k 6= 1). We can easily see that ||ukΨI ||p ≈ Λ
−k+ 1
p′
I so
by Young’s inequality for convolutions we will have
||1ITIF ||p . Λ
−k+ 1
q
− 1
p
I ||1I∗F
(k)||q
when 1p ≤
1
q ≤ 1.
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Up to this point, the proofs of Theorems 2 and 3 have coincided since (4) and (5)
share a common ||(φ′ℓ)−γf ||Lp(Ω) on the right-hand side. To finish the proofs, we
specialize at this point. The proof of Theorem 3 proceeds by estimating S˜3 under
the assumption k−γ+ 1p −
1
q ≥ 0. We can multiply by Λ
γ
I and exploit the fact that
ΛI |I| & 1:
ΛγI ||1ITIF ||p . Λ
−(k−γ+ 1
p
− 1
q
)
I ||1I∗F
(k)||q . |I|
k−γ+ 1
p
− 1
q ||1I∗F
(k)||q.
Now we raise this inequality to the p power and sum over I. Since q ≤ p, the ℓp
norm of these terms over I will be dominated by the ℓq norm, so we are able to
conclude exactly (5):
||S˜3||p .
(∑
I∈G
(
|I|k−γ+
1
p
− 1
q ||1I∗F
(k)||q
)p) 1p
.
(∑
I∈G
(
|I|k−γ+
1
p
− 1
q ||1I∗F
(k)||q
)q) 1q
. ||ℓk−γ+
1
p
− 1
qF (k)||Lq(Ω).
The case of Theorem 3 and (4) is not much more work. In this case, we take k to
be the largest integer not exceeding κ+α. We return to (29) and choose N = k+1
(when k = 0, we can simply return to the definition (28)). We need to estimate an
expression of the form
(30)
∫ c|I|
−c|I|
ΛI |u|k1|u|≤c|I|
(1 + ΛI |u|)m
|F (k)(x)− F (k)(x+ θu)|du
where θ is some positive real number between 0 and k + 1. The shortest route to
the desired estimate is to integrate by parts, integrating the difference of F (k) and
differentiating the rest. We conclude that∫ c|I|
−c|I|
ΛI |u|k1|u|≤c|I|
(1 + ΛI |u|)m
|F (k)(x) − F (k)(x+ θu)|du .m,k
ΛI |I|k
(1 + ΛI |I|)m
∫ c|I|
0
|F (k)(x)− F (k)(x+ θu)|du
+
ΛI |I|k
(1 + ΛI |I|)m
∫ 0
−c|I|
|F (k)(x)− F (k)(x+ θu)|du
+
∫ c|I|
0
ΛI |s|k−1
(1 + ΛI |s|)m
∫ s
0
|F (k)(x)− F (k)(x+ θu)|duds
+
∫ 0
−c|I|
ΛI |s|
k−1
(1 + ΛI |s|)m
∫ 0
s
|F (k)(x)− F (k)(x+ θu)|duds.
If we define
(31) MβF
(k)(x) := sup
0<δ<ℓ(x)
1
δ1+β
∫ δ
2
− δ2
|F (k)(x+ u)− F (k)(x)|du,
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we find that we are able to bound the expression (30) by an implicit constant
(depending on m, with k considered fixed) times
ΛI |I|
k
(1 + ΛI |I|)m
|I|1+βθβMβF
(k)(x) +
∫ ∞
0
ΛIs
k+βθβMβF
(k)(x)
(1 + ΛIs)m
ds .
θβMβF
(k)(x)
Λk+βI
(once we take m > k + β + 1). We choose β so that k + β = γ. If k = 0, then
we apply this estimate to (28) with θ = 1 (since N = 1 in this case). To finish,
multiply by ΛγI and take an ℓ
p norm over all intervals I ∈ GL to conclude (4). When
k 6= 0, we use the same procedure, but we first write∣∣∣∣∣∣F (k)
x+ u k∑
j=1
θj
− F (k)
x+ u+ u k∑
j=1
θj
∣∣∣∣∣∣ ≤∣∣∣∣∣∣F (k)
x+ u k∑
j=1
θj
− F (k)(x)
∣∣∣∣∣∣ +
∣∣∣∣∣∣F (k)(x) − F (k)
x+ u+ u k∑
j=1
θj
∣∣∣∣∣∣
We use Minkowski’s inequality for each fixed (θ1, . . . , θk) ∈ [0, 1]k and estimate each
of these two differences exactly as was done when k = 0.
4. Appendix on the spaces Xpβ(Ω).
We conclude with some further comments about the smoothness spaces in The-
orems 1 and 2. First, we establish the inequality
(32) ||f ||Xp
β
(Ω) .p,β ||D
βf ||Lp(R).
When β is an integer, ||f ||Xp
β
(Ω) = ||f
(β)||Lp(Ω) .p,β ||D
βf ||Lp(R) simply by the
observation that the Lp-norm of any function is comparable to the Lp-norm of its
Hilbert transform for p ∈ (1,∞).
If β is not an integer, then β = k + α for some integer k and α ∈ (0, 1). We
have that f (k) = IαD
βf , where Iα is convolution with a kernel K−1+α which is
homogeneous of degree −1 + α. Taking a pointwise difference, we see that∣∣∣f (k)(x+ u)− f (k)(x)∣∣∣ = ∣∣IαDβf(x+ u)− IαDβf(x)∣∣
≤
∫
|K−1+α(x+ u− y)−K−1+α(x− y))|
∣∣Dβf(y)∣∣ dy.
We employ the difference estimate
|K−1+α(x+ u)−K−1+α(x))| .α |x+ u|
−1+α1|x+u|≤|u| + |x|
−1+α1|x|≤|u|
+|u|
∣∣∣x+ u
2
∣∣∣−2+α1|x+u2 |≥|u|
to conclude that∫
|K−1+α(x+ u− y)−K−1+α(x− y))|
∣∣Dβf(y)∣∣ dy
.α,β |u|
α
[
MDβf(x+ u) +MDβf
(
x+
u
2
)
+MDβf(x)
]
,
where M is still the Hardy-Littlewood maximal operator. Consequently, when we
apply Mα as defined in (31) to f
(k), we find
|Mαf
(k)(x)| .α,β M
2Dβf(x).
AN OPERATOR VAN DER CORPUT ESTIMATE 25
Since ||f ||p ≈p ||Mf ||p ≈p ||M2f ||p for p ∈ (1,∞), we recover (32) in the non-
integer case as well. We note that the corresponding comparisons for the spaces
L
p
β and Λ
p,p
β mentioned in the introduction proceed similarly.
Finally, we give two representative examples of inequalities for the operatorsMα
which yield various embedding relationships among the spaces Xpβ(Ω) and weighted
analogues.
Proposition 6. Suppose 0 ≤ α ≤ α′ ≤ 1. Then for any measurable function f on
Ω, we have
Mαf(x) ≤ ℓ(x)
α′−αMα′f(x).
Proof. The proof is a trivial consequence of the fact that the supremum over δ only
includes δ < ℓ(x) at each x. 
Proposition 7. Suppose p and q are finite indices such that 1 ≤ q < p; let α ∈ (0, 1)
satisfy α+ 1p =
1
q . Then
||f ||p .p,q ||ℓ
−αf ||q + ||Mαf ||q
uniformly for all f ∈ Lp(Ω).
Proof. This proof is essentially the same as the recent proof of an abstract Sobolev
embedding theorem proved by the second author [10]. Fix any x and consider the
functions
g(δ) :=
1
δ
∫ δ
2
− δ2
|f(x+ u)|du and h(δ) :=
1
δ
∫ δ
2
− δ2
|f(x+ u)− f(x)|du
If g(ℓ(x)) ≥ 12 |f(x)|, then trivially
|f(x)| ≤ 21−θ
(
1
ℓ(x)
∫ ℓ(x)
2
− ℓ(x)2
|f(x+ u)|du
)1−θ
|f(x)|θ
for any θ ∈ [0, 1]. Otherwise, g(ℓ(x)) < 12 |f(x)|; since
|f(x)| ≤ g(δ) + h(δ)
we have h(ℓ(x)) > 12 |f(x)|. Because h is continuous and tends to zero for almost
every x (i.e., the Lebesgue points of the function f) as δ → 0+, there must be a δ
at which h(δ) = 12 |f(x)|, in which case g(δ) ≥
1
2 |f(x)| and so for this particular δ
we have
|f(x)| ≤ 2
(
1
δ
∫ δ
2
− δ2
|f(x+ u)|du
)1−θ(
1
δ
∫ δ
2
− δ2
|f(x+ u)− f(x)|du
)θ
.
Now because f is known to belong a priori to Lp, we have
1
δ
∫ δ
2
− δ2
|f(x+ u)|du ≤ δ−
1
p ||f ||p.
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Thus for almost every x we have
|f(x)| ≤ 2||f ||1−θp
[
(ℓ(x))−
1−θ
p |f(x)|θ
+ sup
δ<ℓ(x)
(
1
δ1+
1−θ
pθ
∫ δ
2
− δ2
|f(x+ u)− f(x)|du
)θ .
Now set θ := 11+αp Notice
1−θ
pθ = α and θp = q. Taking L
p-norms both sides gives
||f ||p ≤ 2||f ||
1−θ
p
(
||ℓ−αf ||θq + ||Mαf ||
θ
q
)
.
Since ||f ||p < ∞ is assumed, the proposition is finished after dividing by ||f ||1−θp
and raising the inequality to the power θ−1. 
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