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Abstract
Generalizing well-known results of Erdo˝s and Lova´sz, we show that every graph G contains
a spanning k-partite subgraph H with λ(H) ≥ ⌈ k−1
k
λ(G)⌉, where λ(G) is the edge-connectivity
of G. In particular, together with a well-known result due to Nash-Williams and Tutte, this
implies that every 7-edge-connected graphs contains a spanning bipartite graph whose edge set
decomposes into two edge-disjoint spanning trees. We show that this is best possible as it does
not hold for infintely many 6-edge-connected graphs.
For directed graphs, it was shown in [6] that there is no k such that every k-arc-connected
digraph has a spanning strong bipartite subdigraph. We prove that every strong digraph has
a spanning strong 3-partite subdigraph and that every strong semicomplete digraph on at least
6 vertices contains a spanning strong bipartite subdigraph. We generalize this result to higher
connectivities by proving that, for every positive integer k, every k-arc-connected digraph contains
a spanning (2k + 1)-partite subdigraph which is k-arc-connected and this is best possible.
A conjecture in [18] implies that every digraph of minimum out-degree 2k − 1 contains a
spanning 3-partite subdigraph with minimum out-degree at least k. We prove that the bound
2k− 1 would be best possible by providing an infinite class of digraphs with minimum out-degree
2k − 2 which do not contain any spanning 3-partite subdigraph in which all out-degrees are at
least k. We also prove that every digraph of minimum semi-degree at least 3r contains a spanning
6-partite subdigraph in which every vertex has in- and out-degree at least r.
Keywords: Edge-disjoint spanning trees; edge-connectivity; arc-connectivity; strong connectiv-
ity; bipartite graph; majority colouring; semicomplete digraph.
1 Introduction
One of the things that many courses on graph theory contain is the following fact, first observed by
Erdo˝s [11].
Proposition 1.1 (Erdo˝s [11]). Every graph G = (V,E) has a spanning bipartite subgraph H such
that dH(v) ≥
1
2dG(v) for every v ∈ V .
It is easy to show that a spanning bipartite subgraph with the maximum number of edges has
the desired property. Finding such a graph is the Max-Cut problem, which is well-known to be
NP-complete [13, problem GT25]. However, it is easy to construct a spanning bipartite subgraph H
such that dH(v) ≥
1
2dG(v) for every v ∈ V : start from an arbitrary spanning bipartite subgraph and
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then successively move a vertex to the other side if this increases the number of edges in the resulting
spanning bipartite subgraph. When no more vertices can be moved, we have the desired bipartite
subgraph H .
It is also well-known that Proposition 1.1, as well as its constructive proof, can be easily generalized
to k-partite subgraphs, yielding the following observation due to Lova´sz.
Proposition 1.2 (Lova´sz [19]). For every integer 2 ≤ k ≤ n, every graph G = (V,E) on n vertices
contains a spanning k-partite graph H satisfying dH(v) ≥ ⌈
k−1
k dG(v)⌉ for every v ∈ V . In particular,
G has a spanning k-partite subgraph with at least ⌈k−1k |E|⌉ edges.
The bound in Proposition 1.2 can be improved and a number of papers have dealt with estimating
the maximum number of edges in a spanning k-partite subgraph, see e.g. [3, 15].
It is perhaps less known that Proposition 1.1 can be strengthened to the result that every graph
G contains a spanning bipartite subgraph whose edge-connectivity is at least half of that of G. More
generally, Proposition 1.2 can be strengthened into the following theorem.
Theorem 1.3. Let G be a graph and 2 ≤ k ≤ |V (G)| be an integer. There is a spanning k-partite
subgraph H of G such that λ(H) ≥ ⌈k−1k λ(G)⌉.
We have not been able to find this theorem in the literature, although it may already be known. We
include its proof in Section 3. We also show how such a subgraph H can be constructed in polynomial
time.
A 2T-graph is a graph whose edge set decomposes into two edge-disjoint spanning trees. The fol-
lowing theorem, due to Nash-Williams and Tutte, shows that highly edge-connected graphs have many
edge-disjoint trees, in particular, every 4-edge-connected graph contains a spanning 2T-subgraph.
Theorem 1.4 (Nash-Williams [25], Tutte [28]). Every 2k-edge-connected graph has k edge-disjoint
spanning trees.
The chromatic number of a 2T-graph is at most 4 because it is 3-degenerate. Observe that Theorem
1.3 and Theorem 1.4 imply the existence of spanning 2T-subgraphs with chromatic number smaller
than 4 in graphs with high edge-connectivity.
Corollary 1.5. Let G be a graph.
(a) If λ(G) ≥ 5, then G contains a spanning 3-partite 2T-subgraph.
(b) If λ(G) ≥ 7, then G contains a spanning bipartite 2T-subgraph.
In Section 4, we show that the edge-connectivity condition λ(G) ≥ 7 in Corollary 1.5 (b) is
best possible by constructing infinitely many 6-edge-connected graphs with no spanning bipartite 2T-
subgraph. Whether the edge-connectivity condition λ(G) ≥ 5 in Corollary 1.5 (a) is best possible is
still open.
Remarkably, the situation is completely different for digraphs. There is no directed analogue
to Proposition 1.1. Thomassen [27] proved that, for every positive integer k, there is a k-out-regular
digraphHk with no even directed cycle, and thus with no spanning bipartite subdigraph with minimum
out-degree at least 1. Furthermore, Bang-Jensen et al. [6] showed that no degree of arc-connectivity
guarantees the existence of a spanning strong bipartite subdigraph.
Theorem 1.6 (Bang-Jensen et al. [6]). For every positive integer k, there exists a k-arc-connected
digraph D which has no spanning bipartite subdigraph with minimum semi-degree at least 1. In par-
ticular, D has no spanning strong bipartite subdigraph.
Moreover, Bang-Jensen et al. [6] proved that it is NP-complete to decide whether a digraph has a
spanning strong bipartite subdigraph.
On the other hand, Alon [1] pointed out that every digraph has a 3-partition (V1, V2, V3) such
that ∆+(D〈Vi〉) < ∆+(D) for i ∈ [3], where ∆+(D) is the maximum out-degree of D. Furthermore,
it is easy to show, see Proposition 5.1, that every strong digraph has a spanning strong 3-partite
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subdigraph. We also prove that every strong semicomplete digraph on at least 6 vertices contains a
spanning strong bipartite subdigraph.
In Section 6, we study low chromatic spanning subdigraphs of highly arc-connected digraphs. We
show that every k-arc-connected digraph has a spanning (2k + 1)-partite subdigraph which is also
k-arc-connected and this is best possible as shown by the regular tournaments on 2k+1 vertices. We
also provide an infinite family of k-arc-connected digraphs for which every spanning k-arc-connected
subdigraph has chromatic number at least 2k + 1.
The above-mentioned result of Alon does not say anything about neighbours of vertices with out-
degree smaller than ∆+(D). In [18], Kreutzer et al. defined a majority colouring of a digraph
as a vertex colouring c such that at least half of the out-neighbours of every vertex v have a colour
different from c(v). They proved that every digraph has a majority 4-colouring and conjectured that
every digraph has a majority 3-colouring.
Conjecture 1.7 (Kreutzer et al. [18]). Every digraph has a majority 3-colouring.
To support this conjecture, they proved that it holds for a digraphD such that δ+(D) > 72 log (3|V (D)|),
or such that δ+(D) ≥ δ ≥ 1200 and ∆−(D) ≤ exp(δ/72)12δ for some δ.
More generally, Kreutzer et al. [18] conjectured the following analogue of Proposition 1.2, whose
particular case r = 2 is Conjecture 1.7.
Conjecture 1.8 (Kreutzer et al. [18]). For every integer r ≥ 2, every digraph D contains a spanning
(2r − 1)-partite subdigraph H such that every vertex v satisfies d+H(v) ≥
⌈
r−1
r d
+
D(v)
⌉
.
In support to this conjecture, Knox and Sa´mal [17] proved that for every integer k ≥ 2, every di-
graphD has a spanning k-partite subdigraphH such that every vertex v satisfies d+H(v) ≥
⌈
k−2
k d
+
D(v)
⌉
.
Kreutzer et al. [18] gave an example of digraphs (the regular tournaments on 2r− 1 vertices) that
show that the bound 2r − 1 would be best possible in Conjecture 1.8.
The truth of Conjecture 1.7 would imply that every digraph of minimum out-degree at least 2k−1
would contain a spanning 3-partite subdigraph with minimum out-degree at least k. In Section 7,
we prove that this would be best possible as there exist infinitely many digraphs with minimum out-
degree 2k−2 having the property that every spanning 3-partite subdigraph has a vertex of out-degree
at most k − 1.
We also study low chromatic subdigraphs of high minimum semi-degree and prove that every
digraph of minimum semi-degree at least 3r contains a spanning 6-partite subdigraph in which every
vertex has in- and out-degree at least r (this follows from Theorem 7.7).
Finally, in Section 8, we give some final remarks and present some open questions for further
research.
2 Terminology and preliminaries
Notation and terminology not given here is consistent with [7].
Let G = (V,E) be a graph. For two sets X,Y of vertices, we denote by dG(X,Y ) the number of
edges with an end-vertex in X and the other in Y . For a subset X ⊂ V , the degree of X in G is
dG(X) = dG(X,V \X). For a vertex v, we abbreviate dG({v}) into dG(v).
Let D = (V,A) be a digraph. The underlying graph of a digraph D is the undirected graph
UG(D) = (V,E) where uv ∈ E if and only if in D there is an arc between u, v in any direction. A
vertex w is an out-neighbour (in-neighbour) of the vertex v if vw (wv) is an arc of D. We denote
the set of out-neighbours of a vertex v by N+(v) and the set of in-neighbours of v by N−(v).
For a subset X ⊂ V we denote by d+D(X) (resp. d
−
D(X)) the number of arcs with tail (resp. head)
in X and head (resp. tail) in V \X . We call d+D(X) (resp. d
−
D(X)) the out-degree (resp. in-degree)
of the set X in D. For sake of clarity, for a vertex v, we abbreviate d+D({v}) (resp. d
−
D({v})) into
d+D(v) (resp. d
−
D(v)). We also drop the subscript when the digraph is clear from the context. The
degree of a vertex v is d(v) = d+(v) + d−(v). For a vertex v we let d0D(v) = min{d
+
D(v), d
−
D(v)} be
the semi-degree of v and we denote by δ0(D) the minimum over all in- and out-degrees of vertices
of D, that is δ0(D) = minv∈V d
0
D(v). This is also called the minimum semi-degree of D.
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Let G be a (di)graph. For a positive integer k, a k-partition of G is a partition of V (G) into k
disjoint sets V1, . . . , Vk. For a subset X of vertices, we denote by G〈X〉 the sub(di)graph of G induced
by X , that is, the sub(di)graph whose vertex set is X and whose edges (arcs) are the edges (arcs) with
both end-vertices in X . A bipartition is a 2-partition. An independent set in G is a set of vertices
that induces a sub(di)graph with no edges (arcs). A k-colouring of G is a k-partition (V1, . . . , Vk) of
V (G) into independent sets. G is k-partite (or k-colourable) if it admits a k-colouring (note that
we allow one or more of the sets in a k-partition to be empty). The chromatic number of G, denoted
by χ(G), is the least integer k such that G is k-colourable. If (V1, . . . , Vk) is a partition of the vertex
set of G) into disjoint subsets, then we denote by G[V1, . . . , Vk] the spanning k-partite sub(di)graph
whose edges (arcs) are precisely those edges (arcs) whose end-vertices belong to different sets in the
partition (V1, . . . , Vk). By a cut we mean a spanning bipartite sub(di)graph of the form G[X,V \X ]
for some non-empty proper subset X of V (G). A cut is trivial is is of the form G[{v}, V \ {v}] (or
equivalently G[V \ {v}, {v}]) for some vertex v.
G is k-degenerate if every subgraph has a vertex of degree at most k. It is well-known and easy
to show that every k-degenerate (di)graph is (k + 1)-partite.
For any two distinct vertices of G, we denote by λ(u, v) the maximum number of edge-disjoint
(arc-disjoint) (u, v)-paths in G. By Menger’s theorem (see e.g. [7, Section 5.4 ]), λ(u, v) is the
minimum number of edges (arcs) we need to delete from G to destroy all paths from u to v. The
edge-connectivity (arc-connectivity) of G, denoted by λ(G), is the minimum over λ(u, v) over all
pairs of distinct vertices u, v. By Menger’s theorem again this is the same as the minimum degree
(out-degree) of a non-empty proper subset of V (G). The (di)graph G is k-edge-connected (k-arc
connected) if λ(G) ≥ k. A digraph D is strongly connected, or strong, if λ(D) ≥ 1. The digraph
D = (V,A) is k-strong if it has at least k + 1 vertices and is D −X is strong for every set X ⊂ V
with |X | < k.
An ear decomposition of a digraph D is a sequence E = (P0, P1, P2, . . . , Pt), where P0 is a cycle
or a vertex and each Pi is a path, or a cycle with the following properties:
(a) Pi and Pj are arc-disjoint when i 6= j.
(b) For each i = 0, 1, . . . , t: let Di denote the digraph with vertices
⋃i
j=0 V (Pj) and arcs
⋃i
j=0 A(Pj).
If Pi is a cycle, then it has precisely one vertex in common with V (Di−1). Otherwise the end-
vertices of Pi are distinct vertices of V (Di−1) and no other vertex of Pi belongs to V (Di−1).
(c)
⋃t
j=0 A(Pj) = A(D).
Each Pi, 0 ≤ i ≤ t, is called an ear of E . The size of an ear Pi is the number |A(Pi)| of arcs in
the ear. An ear Pi is trivial if |A(Pi)| = 1. All other ears are non-trivial.
The following is easy to show, see e.g. [7, Section 5.3].
Theorem 2.1. Let D be a digraph on at least two vertices. Then D is strong if and only if it has an
ear decomposition. Furthermore, if D is strong, every cycle can be used as starting cycle P0 for an
ear decomposition of D.
A digraph D is semicomplete if there is at least one arc between u and v for every pair of
distinct vertices u, v, that is, UG(D) is a complete graph. A tournament is a semicomplete digraph
with no cycle of length 2. The following well-known result, due to Camion, was originally proved for
tournaments but it is easy to see that it also holds for semicomplete digraphs.
Theorem 2.2 (Camion [9]). Every strong semicomplete digraph has a hamiltonian cycle.
We shall also use the following generalization of Camion’s theorem which, in particular, implies
that every strong tournament T has at least two vertices x1, x2 such that T − xi is strong.
Theorem 2.3 (Moon [22]). Every strong semicomplete digraph is vertex-pancyclic, that is, it has
cycles of all lengths 3, 4, . . . , n through each vertex.
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3 Connectivity of low chromatic spanning subgraphs of graphs
In this section, we first prove Theorem 1.3 which we recall.
Theorem 1.3. Let G = (V,E) be a graph and 2 ≤ k ≤ |V | be an integer. There is a spanning
k-partite subgraph H of G such that λ(H) ≥ ⌈k−1k λ(G)⌉.
Proof. For a given partition P = (V1, . . . , Vk) of V , we denote by EG(P) the set of edges that go
between different sets in P , that is, EG(P) is the edge set of G[V1, . . . , Vk]. A maximum k-partition
of G is a k-partition (V1, . . . , Vk) of G such that the number of edges in the spanning k-partite
subgraph G[V1, . . . , Vk] is maximized. Let (V1, V2, . . . , Vk) be a maximum k-partition of G and set
H = G[V1, . . . , Vk].
Let X be a non-empty proper subset of V . Then dG(X) ≥ λ(G) by the definition of λ(G). The
bipartition (X,V \X) induces a bipartition of each set Vi into Xi = Vi ∩ X and Yi = Vi ∩ (V \X).
Now it follows that
dG(X) =
∑
i,j∈[k]
dG(Xi, Yj) (1)
dH(X) =
∑
i6=j∈[k]
dG(Xi, Yj). (2)
We claim that the later is at least ⌈k−1k dG(X)⌉.
We can write dG(X) and dH(X) as
dG(X) =
k−1∑
ℓ=0
eπℓ (3)
dH(X) =
k−1∑
ℓ=1
eπℓ (4)
where πℓ = (1234 . . . k)
ℓ, that is, the cyclic permutation which shifts the indices 1, 2, . . . , k cyclically
to the right ℓ times and eπℓ =
∑k
i=1 dG(Xi, Yπℓ(i)). Hence π0 is the trivial permutation that fixes
everything and eπ0 =
∑
i∈[k] dG(Xi, Yi)
As P is a maximum k-partition, eπ0 ≤ eπi for i ∈ [k−1], so (3) implies that eπ0 ≤ ⌊
dG(X)
k ⌋ and thus
dH(X) ≥ ⌈
k−1
k dG(X)⌉ ≥ ⌈
k−1
k λ(G)⌉. As X was arbitrary, we conclude that λ(H) ≥ ⌈
k−1
k λ(G)⌉.
The statement above uses a maximum k-partition for convenience. It is well-known that finding
such a partition is NP-hard [4] so the proof of Theorem 1.3 does not immediately give a polynomial-
time algorithm for finding the desired spanning subgraph H . However, the idea used in the proof can
be made algorithmic.
Corollary 3.1. There exists a polynomial-time algorithm which, given a graph G and an integer
2 ≤ k ≤ |V (G)|, constructs a spanning k-partite subgraph H of G such that λ(H) ≥ ⌈k−1k λ(G)⌉.
Proof. It is well-known that we can find the edge-connectivity of a given graph G as well as a non-
empty proper subset W of its vertices satisfying that dG(W ) = λ(G) in polynomial time (e.g. using
flows, see e.g. [7, Section 5.5], or using maximum adjacency orderings [23]). We claim that we can
obtain the desired subgraph H using such an algorithm at most |E| times.
Let G = (V,E) and 2 ≤ k ≤ |V | be given. Start from an arbitrary k-partition P0 = (V 01 , . . . , V
0
k ) of
V and let H0 = G[V
0
1 , . . . , V
0
k ] be the spanning k-partite graph induced by P0. If λ(H0) ≥ ⌈
k−1
k λ(G)⌉,
we are done, so assume this is not the case and let X be a non-empty proper subset of V for which
dH0(X) < ⌈
k−1
k λ(G)⌉. Then we consider the sets X
0
1 , . . . , X
0
k , Y
0
1 , . . . , Y
0
k , where X
0
i = V
0
i ∩ X and
Y 0i = V
0
i ∩ (V \ X), i ∈ [k], as in the proof of Theorem 1.3. Since we have λ(H0) < ⌈
k−1
k λ(G)⌉ it
follows from the proof that there exists an index q ∈ [k − 1] such that
∑
i∈[k]
dG(X
0
i , Y
0
i ) >
∑
i∈[k]
dG(X
0
i , Y
0
i+q). (5)
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Now consider the partition P1 = (V 11 , . . . , V
1
k ), where V
1
i = X
0
i ∪ Y
0
i+q . By (5) we see that
|EG(P1)| > |EG(P0)|.
As long as the spanning k-partite graph induced by the partition is not the desired one, repeating
the steps above, we find a k-partition with more edges across it than the current one. Hence the
process will stops after at most |E| loops. When it stops, we necessarily have a k-partition inducing
a digraph H such that λ(H) ≥ ⌈k−1k λ(G)⌉.
Corollary 3.2. Every graph G contains a spanning (λ(G) + 1)-chromatic λ(G)-edge-connected sub-
graph H.
Note that this corollary is best possible as a complete graph K has no λ(K)-chromatic λ(K)-edge-
connected subgraph.
4 6-edge-connected graphs with no spanning bipartite 2T-
subgraph
In this section, we shall prove that there are infinitely many 6-edge-connected graphs with no spanning
bipartite 2T-subgraph. To do so, we need some preliminaries.
A bipartite graphG is (a,b)-regular if all the vertices of one of its partite sets have degree a and all
vertices of the other partite set have degree b. A graph G = (V,E) is essentially-k-edge-connected
if every non-trivial cut has at least k edges.
Proposition 4.1. There are infinitely many (3, 5)-regular bipartite graphs which are essentially 6-
edge-connected.
Proof. We will give an explicit construction of such a graph on n vertices for every n divisible by 8.
Let H be a cubic bipartite essentially 4-edge-connected graph on 34n vertices with partite sets A, C
(each of order 38n). Let L be a cubic essentially 4-edge-connected graph on
n
4 vertices disjoint from H ;
it has 38n edges. Now subdivide every edge of L once as to obtain the graph S, and let G be obtained
from the union of H and S by identifying the subdivision vertices of S one-to-one with the vertices
of A. The resulting graph G is bipartite with bipartition (A,B), with B = V (L) ∪ C. Moreover,
every vertex in A has degree 5 and every vertex in B has degree 3. See Figure 1 for an example on 16
vertices. We claim that G is essentially 6-edge-connected.
c6
w
c5 c3
x
c2c1c4
y
z
a1
a2
a3
a4
a5
a6
Figure 1: An essentially 6-edge-connected bipartite graph G. It is obtained from the blue graph
H = C6K2 and the red graph S which is a subdivision of a K4 on vertices {x, y, z, w} by identifying
the six subdivision vertices of S with the vertices {a1, a2, a3, a4, a5, a6} of H .
Let Γ = G[X,V (G) \X ] be a non-trivial cut of G with the minimum number of edges. We shall
prove that it has at least six edges.
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If G〈X〉 is not connected, then by the minimality of Γ, X consists of two non-adjacent vertices,
and so Γ has at least six edges. Similarly, we get the result if G −X is not connected. Henceforth,
we may assume that both G〈X〉 and G−X are connected.
Assume first that G〈X〉 contains an edge u1v1 of E(H) and G − X contains an edge u2v2 of
E(H). Since H is essentially 4-connected, by Menger’s theorem, there are four edge-disjoint paths
from {u1, v1} to {u2, v2} using only edges from E(H). Moreover, there are at least two edge-disjoint
paths from {u1, v1} to {u2, v2} using only edges from E(S). Each of these six paths contains a distinct
edge of E(Γ). Thus Γ has at least six edges.
Henceforth, we may assume that one of G〈X〉 and G −X contains no edge of H . By symmetry,
we may assume E(G〈X〉) ∩ E(H) = ∅.
If X contains two subdivision vertices of S (which are identified to vertices of H), then Γ contains
the six edges of E(H) incident to those vertices. If not, then X consists of a single subdivision vertex
x plus one or two neighbours of x in S; if |X)| = 2 then E(Γ) consists of three edges from E(H) and
three edges from E(S), and if |X | = 3 then E(Γ) consists of three edges from E(H) and four edges
from E(S). In either case, |E(Γ)| is at least 6.
This proves that the G is essentially 6-edge-connected.
Theorem 4.2. There are infinitely many 6-edge-connected graphs with no spanning bipartite 2T-
subgraph.
Proof. We shall use the family G of essentially 6-edge-connected graphs from Proposition 4.1. Let
G ∈ G have at least 16 vertices and b vertices of degree 3 and c vertices of degree 5, so that G has
n = 3b = 5c edges. Consider the line graph H of G. It has n vertices and is the edge-disjoint union of
b copies of K3 and c copies of K5. Every cut H [X,V \X ] contains at most 2 edges of every triangle
and at most 6 edges of any K5. Hence a cut has at most 2b+ 6c =
2
3n+
6
5n =
28
15n < 2n− 2. So H
has no spanning bipartite subgraph with at least 2n− 2 edges and hence cannot contain a spanning
bipartite 2T-subgraph. Moreover, since G is essentially 6-edge-connected, the graph H is 6-connected.
Thus the line graphs of graphs in G on at least 16 vertices form an infinite class of 6-regular
6-connected graphs which do not admit a spanning bipartite 2T-subgraph.
5 Spanning strong subdigraphs with low chromatic number
Proposition 5.1. Every strong digraph has a spanning strong 3-partite subdigraph and such a subdi-
graph can be constructed in polynomial time.
Proof. Consider an ear-decomposition E = {P0, P1, . . . , Pq, Pq+1, . . . , Pt} constructed from an arbi-
trary cycle P0 by adding in each step i ∈ [q] a shortest non-trivial ear and in steps q + 1, . . . , t trivial
ears. Let Dq be the union of P0, . . . , Pq. Then Dq is a spanning subdigraph of D and it is easy to
see that its underlying graph UG(Dq) is 2-degenerate because it follows from the choice of the paths
P1, . . . , Pq that for each i ∈ [q] the internal vertices of Pi have in-degree and out-degree one in Di.
Hence χ(Dq) = χ(UG(Dq)) ≤ 3.
A digraph is semicomplete bipartite if its underlying graph is a complete bipartite graph Kr,s
for some r, s ≥ 1. A bipartite tournament is a semicomplete bipartite digraph with no 2-cycles.
We now show that every strong semicomplete digraph on at least 6 vertices has a spanning strong
semicomplete bipartite subdigraph and hence has a spanning strong bipartite subdigraph. For a
semicomplete digraph on an even number of vertices it is trivial that strong connectivity is necessary
and sufficient: By Theorem 2.2, every strong semicomplete digraph has a hamiltonian cycle. Hence
it suffices to colour the vertices of a hamiltonian cycle alternately by 1 and 2. If the order is odd,
we need to do more work. We first consider tournaments. Let T5 be the strong tournament that we
obtain from a 3-cycle abca by adding two new vertices d, e and the arcs de, ad, bd, cd, ea, eb, ec (see
Figure 2). It is easy to check that T5 has no spanning bipartite subdigraph which is strong.
The following two known results will turn out to be very useful.
Theorem 5.2 (Fraisse and Thomassen [12]). Every r-strong tournament contains a hamiltonian cycle
avoiding any r − 1 arcs.
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The following lemma is well-known and easy to prove, as if S is a separating set in a regular
tournament T , and (A,B) is a partition of V (T − S) such that all arcs between A and B go from A
to B, then S is at least as large as A and as B.
Lemma 5.3 (Thomassen [26]). Every regular tournament is ⌈n/3⌉-strong.
Theorem 5.4. Every strong tournament T which is different from the 3-cycle C3 and from T5 contains
a spanning strong bipartite tournament.
Proof. Let T = (V,A) be a strong tournament on n vertices. If n is even, then, as we argued above, T
has a spanning strong bipartite tournament. Hence we may assume that n = 2k + 1 for some k ≥ 1.
A bipartition (V1, V2) of T is good if T [V1, V2] is strong. We shall prove by induction on k that
T admits a good bipartition unless T = C3 or T = T5. If k = 1, then T = C3 so there is nothing to
prove. Hence we may assume that k ≥ 2 and move to the induction step.
By Theorem 2.3, T has a vertex z such that T ′ = T − z is strong. Choose such a vertex z so that
d0(z) = min{d+(z), d−(z)} is as small as possible. For a hamiltonian cycle C = v1v2 . . . v2kv1 in T ′ let
(V C1 , V
C
2 ) be the 2-partition of V (C) such that V
C
1 = {v1, v3, . . . , v2k−1} and V
C
2 = {v2, v4, . . . , v2k}.
If z has both an in-neighbour and an out-neighbour in V Ci , then (V
C
i , V
C
3−i∪{z}) is a good bipartition.
Hence we can assume the following for all hamiltonian cycles, C in T ′.
Claim 5.4.1. N−(z) = V Ci and N
+(z) = V C3−i for some i ∈ [2].
Let C = v1v2 . . . v2kv1 be any hamiltonian cycle of T
′ and, by Claim 5.4.1, assume without loss of
generality that N−(z) = V C1 and N
+(z) = V C2 . Note that d
+(z) = d−(z) = k.
Suppose first that T is not a k-regular tournament. Then we can relabel V \ {z} such that
d−(v2) 6= d+(v2) (as if d−(vi) = d+(vi) for all i ∈ [2k] then T is k-regular since we also have
d−(z) = d+(z) ). Observe that C′′ = v1zv4 . . . v2kv1 is an (n − 2)-cycle in T . If the vertex v3 has
both an in-neighbour and an out-neighbour on C′′ then T − v2 is strong, contradicting the choice
of z (as we have concluded that d−(z) = d+(z) above). Hence we may asssume that v3 has no in-
neighbour on C′′ and again by the choice of z we may assume that v2 has no out-neighbour on C
′′.
Let T ′′ = T − {v2, v3} and note that T ′′ is strong since C′′ is a hamiltonian cycle of T ′′. If T ′′ has a
good bipartition (X,Y ), then (X ∪ {v2}, Y ∪ {v3}) is a good bipartition of T . Hence we may assume
that T ′′ has no spanning strong bipartite subdigraph. Thus, by induction, T ′′ is either C3 or T5. If
T ′′ = C3, then it is easy to see that T = T5. If T
′′ = T5, then {v2, b, c, e}, {v3, a, d} is a good partition
of V (T ).
Suppose now that T is a k-regular tournament, that is, d+(v) = d−(v) = k for every vertex. By
Lemma 5.3, T is at least ⌈n/3⌉-strong, so T ′ = T − z is at least (⌈n/3⌉ − 1)-strong. Let vi ∈ V
C
1 be
a vertex with as few out-neighbours in V C2 as possible. As N
−(z) = V C1 , there are k(k − 1)/2 arcs
within V C1 and k(k − 1)/2 arcs from V
C
1 to V
C
2 (as each vertex in V
C
1 has out-degree k − 1 in T
′).
Therefore vi has at most ⌊(k − 1)/2⌋ out-neighbours in V C2 . As k ≥ 2 the following holds,
⌊(k − 1)/2⌋ ≤ (k − 1)/2 < (2k − 2)/3 ≤ ⌈(2k + 1)/3⌉ − 1 = ⌈n/3⌉ − 1
Therefore, by Theorem 5.2, there exists a hamiltonian cycle, C∗, in T ′, avoiding all arcs from vi
to V C2 . This means that the successor of vi in C
∗ is also in V C1 . However z now has an in-neighbour
in V C
∗
j (namely vi) and in V
C∗
3−j (the successor of vi on C
∗) for some j ∈ [2], a contradiction to
Claim 5.4.1 above.
Denote by C3,1 the semicomplete digraph on three vertices x, y, z with arcs xy, yz, yx, zx. The
digraphs T5, S5,1, S5,2, and S5,3 are the ones depicted in Figure 2.
Theorem 5.5. Let S be a strong semicomplete digraph. Then S has a spanning strong semicomplete
bipartite subdigraph if and only if S is not isomorphic to one of C3, C3,1, T5, S5,1, S5,2, S5,3. In par-
ticular, every strong semicomplete digraph on at least 6 vertices has a spanning strong semicomplete
bipartite subdigraph.
Proof. We already know that C3 and T5 have no spanning strong bipartite subdigraph and it is easy
to check that neither does any of C3,1, S5,1, S5,2, S5,3. Hence we may assume that S is not isomorphic
to one of C3, C3,1, T5, S5,1, S5,2, S5,3. If S has just two vertices, then it is a 2-cycle which is a strong
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de
T5
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b c
de
S5,1
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b c
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Figure 2: The semicomplete digraphs on 5 vertices that have no spanning strong bipartite subdigraph.
semicomplete bipartite digraph, so we may assume that |S| > 2. By Theorem 2.2, S has a hamiltonian
cycle C. Now we obtain a spanning strong tournament T of S by deleting one arc of every 2-cycle
while maintaining C as a subdigraph. Hence it follows from Theorem 5.4 that S has the desired
spanning strong semicomplete bipartite subdigraph unless T is one of the tournaments C3 or T5.
Suppose first that T = C3. Then, as S is not one of C3 or C3,1, it has at least two 2-cycles and
thus clearly has a spanning strong semicomplete bipartite subdigraph. Hence we may assume that
T = T5.
If S〈{a, b, c}〉 has a 2-cycle, then we may assume w.l.o.g. that aba is a 2-cycle and now we see that
S[{a, e}, {b, c, d}] is strong. Hence we may assume that there are no 2-cycles in S〈{a, b, c}〉. Suppose
that ded is a 2-cycle. Then, as S is not isomorphic to S5,1, it has another 2-cycle with one vertex in
{d, e}. By reversing all arcs and renaming a, b, c, if necessary, we can assume that cec is a 2-cycle and
now S[{a, c, d}, {b, e}] is strong. Hence we may assume that there is no 2-cycle on {d, e}. Since S is
not isomorphic to one of S5,2, S5,3, it must have at least two 2-cycles with one vertex in {d, e} and
the other in {a, b, c} (by the assumptions made so far). If S contains two disjoint 2-cycles, each with
one vertex in {d, e}, then we may assume that aea and cdc are 2-cycles and thus S[{c, e}, {a, b, d}]
is strong. If S has two 2-cycles both containing e and with the other end-vertices in {a, b, c}, then
we may assume that these are a, c and now S[{b, e}, {a, c, d}] is strong. Finally, if S has two 2-cycles
both containing d and with the other end-vertices in {a, b, c}, then we may assume that ada and cdc
are 2-cycles and thus S[{b, d}, {a, c, e}] is strong.
Kim et al. [16] proved that for every natural number k there exists a function f(k) such that
every f(k)-strong tournament has a bipartition (V1, V2) such that each of the digraphs D〈V1〉, D〈V2〉,
D[V1, V2] are k-connected.
The arc-connectivity analogue does not hold even for k = 1.
Proposition 5.6. There exists no natural number K such that every K-arc-connected tournament
admits a bipartition (V1, V2) such that each of the digraphs D〈V1〉, D〈V2〉, D[V1, V2] are strong.
Proof. Let K be given and let T and T ′ be two K-arc strong tournaments. Form the tournament D
by adding all arcs from V (T ) to V (T ′), all arcs from V (T ′) to x and all arcs from x to V (T ), where
x is a new vertex. Then D is K-arc-connected but there is no bipartition (V1, V2) such that each
of the digraphs T 〈Vi〉 are strong and δ0(T [V1, V2]) ≥ 1: Suppose that (V1, V2) is such a bipartition.
W.l.o.g. x ∈ V1. We cannot have that V2 ∩ V (T ), V2 ∩ V (T ′) are both non-empty, since then D〈V2〉
would not be strong. Suppose V (T ′) ⊂ V1. Then there is no arc from V (T ′) to V2. Similarly we get
a contradiction if V (T ′) ⊂ V2.
It was shown in [8] that the existence of a bipartition (V1, V2) such that each of the digraphs
D〈V1〉, D〈V2〉 are strong can be checked in polynomial time when the input is a semicomplete digraph.
Question 5.7. What is the complexity of deciding whether a given semicomplete digraph D has a
bipartition (V1, V2) such that each of the digraphs D〈V1〉, D〈V2〉, D[V1, V2] is strong?
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6 Highly arc-connected subdigraphs of low chromatic number
In this section, digraphs may have multiple arcs. We shall use the following three results due to
Mader.
Theorem 6.1 (Mader [21]). Let D = (V,A ∪ F ) be a digraph, where F is the set of arcs inci-
dent to a special vertex s. Suppose d−(s) = d+(s) and λ(D) ≥ k. Then there exists a pairing
(u1s, sv1), . . . , (ud−(s), svd−(s)) of the arcs incident to s such that the digraph D
∗ that we obtain by
deleting s and all its incident arcs and adding the arcs u1v1, . . . , ud−(s)vd−(s) is k-arc-connected.
A digraph D = (V,A) is minimally k-arc-connected if λ(D) = k but λ(D \ a) = k− 1 for every
arc a ∈ A.
Theorem 6.2 (Mader [20]). Every minimally k-arc-connected digraph has a vertex s with d−(s) =
d+(s) = k.
Let D be a digraph, and s a new vertex (i.e. not in V (D)). By lifting the arcs u1v1, . . . , ukvk to
s , we mean adding s and replacing these arcs by the 2k arcs u1s, . . . , uks, sv1, . . . , svk.
Lemma 6.3 (Mader [21]). Let D be a k-arc-connected digraph, let s be a new vertex, let u1v1, . . . , ukvk
be k distinct arcs, and let D′ be the digraph obtained from D by lifting these arcs to s.
If D is k-arc-connected, then D′ is also k-arc-connected.
We can now prove the following generalization of Proposition 5.1. The reader is encouraged to
compare this result with Corollary 3.2.
Theorem 6.4. Every k-arc-connected digraph has a spanning k-arc-connected (2k+ 1)-partite subdi-
graph. This is best possible, as there are infinitely many k-arc-connected digraphs with no spanning
k-arc-connected 2k-partite subdigraph.
Proof. The proof is by induction on the number of vertices of the digraph, the result holding trivially
when there are at most 2k + 1 vertices. So assume D is a digraph on n ≥ 2k + 2 vertices and that
the theorem holds for all k-arc-connected digraphs on n − 1 vertices. Clearly we can assume that D
is minimally k-arc-connected (otherwise we just delete some arcs). By Theorem 6.2, D contains a
vertex s with d−(s) = d+(s) = k. Thus we can apply Theorem 6.1 with s as the special vertex. Let
D∗ be the k-arc-connected digraph that we obtain and let A(s) be the set of k arcs that we added to
D〈V (D) \ {s}〉 to obtain D∗. By induction, D∗ has a spanning k-arc-connected subdigraph H with
χ(H) ≤ 2k + 1. Let (X1, . . . , Xχ(H)) be a partition of V (H) = V (D) \ {s} into χ(H) sets such that
H = D∗[X1, . . . , Xχ(H)]. Let D
′ be obtained from H ∪A(s) (some of the arcs of A(s) may lie inside
a set Xi) by lifting the k arcs of A(s) to s . By Lemma 6.3, D
′ is k-arc-connected. As s has at most
2k neighbours in UG(D′), either there is a set Xi such that s has no neighbours in Xi or s is adjacent
to all of the sets X1, . . . , Xχ(H). In the former case adding s to Xi, we get a (2k + 1)-colouring of
D′, and in the former case χ(H) ≤ 2k (as the degree of s in D is 2k) and (X1, . . . , Xχ(H), {s}) is a
(2k + 1)-colouring of D′. Hence D′ is a spanning k-arc-connected (2k + 1)-partite subdigraph of D.
It remains to prove the second part of the theorem. We shall prove that for every pair of positive
integers r, k with r ≥ k + 1 there exists a k-arc-connected digraph D on (2k + 1)r vertices such that
every spanning k-arc-connected subdigraph D′ of D satisfies χ(D′) ≥ 2k + 1.
LetR2k+1 denote the rotative tournament on 2k+1 vertices v0, v1, . . . , v2k where the out-neighbours
of vi are the vertices vi+1, vi+2, . . . , vi+k (indices modulo 2k + 1).
Let D1, D2, . . . , Dr be copies of R2k+1 and denote the vertices of Di by vi,0, . . . , vi,2k such that the
out-neighbours of vi,j in Di are the vertices vi,j+1, . . . , vi,j+k (indices mod 2k+1). Add the arcs of the
kth power of the r-cycle C = v1,0v2,0 . . . vr,0v1,0 (that is there is an arc from vi,0 to vi+1,0, . . . , vi+k,0
(modulo r) for i ∈ [r], the resulting digraph is denoted Dk,r, see Figure 3.
Let us check that λ(Dk,r) = k. Clearly λ(Dk,r) ≤ k since we can disconnect it by removing the
k arcs from D1 to D2. As the kth power of an r-cycle is k-arc-connected when r ≥ k + 1 (see e.g.
[7, Exercise 5.10]) and R2k+1 is the kth power of a (2k + 1)-cycle and hence also k-arc strong, it is
easy to see that d+(S) ≥ k for every non-trivial subset of V (Dk,r). Indeed, if both S and V \ S
contain vertices from Di for some i, then there are at least k arcs from S ∩ V (Di) to (V \ S)∩ V (Di)
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v1,0
v1,1
v1,2
v1,3
v1,4
v2,0
v2,1
v2,2
v2,3
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v3,0
v3,1
v3,2
v3,3
v3,4
v4,0
v4,1
v4,2
v4,3
v4,4
v5,0
v5,1
v5,2
v5,3
v5,4
Figure 3: The digraph D2,5.
(because Di is k-arc-connected) so we may assume that S contains all vertices of some but not all of
D1, . . . , Dr. Now it follows from the fact that the subdigraph formed by the vertices v1,0v2,0 . . . vr,0 is
k-arc-connected that d+(S) ≥ k. Hence λ(Dk,r) = k.
We claim that every spanning k-arc-connected subdigraph D′ of Dk,r has χ(D) ≥ 2k′ + 1. This
follows by just looking inside D1 and observing that, just to get the in- and out-degrees at least k, we
need 2k+1 colours: if we put any two vertices of V (D1) in the same set, at least one of these vertices
will have too few in- or out-neighbours.
7 Partitions maintaining high (out-)degrees
In this section, we consider the problem of partitioning the vertex set of a digraph D = (V,A) into r
sets V1, V2, . . . , Vr such that the r-partite digraph D[V1, V2, . . . , Vr] satisfies certain minimum degree
conditions.
The proof in [18] of the following proposition is instructive of the techniques used in this section,
so we include it for completeness.
Proposition 7.1 (Kreutzer et al. [18]). Every digraph has a majority 4-colouring.
Proof. Let D be given and let v1, . . . , vn be an arbitrary ordering of V (D). For each i = 1, 2, . . . , n
in that order, assign to vi a first colour c1(vi) ∈ [2] such that at least half of the out-neighbours of
vi in {v1, . . . , vi−1} have a first colour different from c1(vi). Next we consider the reverse ordering
vn, vn−1, . . . , v1 and, for each j = n, n − 1, . . . , 1 in that order, we assign to vj a second colour
c2(vj) ∈ [2] such that at least half of the out-neighbours of vj in {vj+1, . . . , vn} have a second colour
different from c2(vj). Now let c be the 4-colouring defined by c(v) = (c1(v), c2(v)). This is clearly
a majority colouring because the colour pair of vi differs from the ones of at least half of its out-
neighbours in {v1, . . . , vi−1} in the first coordinate, and from the ones of at least half of its out-
neighbours in {vi+1, . . . , vn} in the second coordinate.
Generalizations of the above result can also be found in [14, 17].
Theorem 7.2. There exists a 2k-strong digraph with δ+(D) = 2k which has no spanning 3-partite
digraph H with δ0(H) ≥ k + 1.
Proof. Let D be the class of 4-partite digraphs with partite sets V1, V2, V3, V4 that one can construct
as follows: start with an independent set V4 with |V4| = 3k− 2. For every subset W ⊆ V4 of size k, we
let RW be a set of 2k−1 vertices. Let V3 be the union of all such RW . Hence |V3| = (2k−1)×
(
3k−2
k
)
.
Now add all possible arcs from RW to W as well as extra arcs from V3 to V4 such that all vertices in
V3 have out-degree exactly 2k. Next, for each W ⊆ V4 of size k and for each U ⊆ RW also of size k,
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let SW,U and TW,U be two sets of respectively k and 2k new vertices, and add all possible arcs from
SW,U to W ∪ U , all possible arcs from TW,U to SW,U ∪ U , and all possible arcs from W to TW,U . Let
V2 be the union of all such SW,U and let V1 be the union of all such TW,U . Furthermore add extra
arcs from V4 to V1 such that each vertex in V1 has in-degree exactly 2k. Finally add all possible arcs
from V4 to V2 ∪ V3. See Figure 4.
W
V4
U
RW
V3
SW,U
V2
TW,U
V1
Figure 4: An illustration of a 4-partite digraph from the class D.
Note that |V2| = k×
(
2k−1
k
)
×
(
3k−2
k
)
and |V1| = 2k×
(
2k−1
k
)
×
(
3k−2
k
)
. Also note that the out-degree
of any vertex in V1 ∪ V2 ∪ V3 is exactly 2k. The out-degree of each vertex in V4 is huge.The in-degree
of each vertex in V1 is 2k, the in-degree of each vertex in V2 is 5k− 2 and the in-degrees of vertices in
V3 and V4 are big.
Claim 7.2.1. Every digraph D ∈ D is 2k-strong.
Proof of claim. For the sake of contradiction, assume that some D ∈ D has a separating set S of
size less than 2k. Let D′ = D − S and let V ′i = Vi \ S for i ∈ [4]. Let Z = V
′
2 ∪ V
′
3 and let z ∈ Z
be arbitrary. As z has 2k arcs into V4 in D we note that z has an arc, say zv, into V
′
4 . Note that
v dominates all vertices in Z, by our construction of D. This implies that there is a path from z to
every vertex in Z in D′. Therefore (as z was chosen arbitrarily) all vertices in Z belong to the same
strong component of D′. Let v4 ∈ V ′4 be arbitrary. As v4 has (a lot) more than 2k arcs entering it
from V2∪V3 in D it has at least one arc into it from Z. As it also has an arc into every vertex of Z we
note that it belongs to the same strong component as Z in D′. As v4 was chosen arbitrarily we note
that Z ∪ V ′4 (= V
′
2 ∪ V
′
3 ∪ V
′
4 ) belongs to the same strong component in D
′. As V1 is an independent
set with d+(r) = d−(r) = 2k for every r ∈ V1 we note that every vertex in V ′1 has an arc into Z ∪ V
′
4
and an arc from Z ∪ V ′4 in D
′. Therefore there is only one strong component in D′ and S was not a
seperating set. This contradiction implies the claim. ♦
We will now show that every 3-partition of the vertices in D contains a vertex x such that x has at
most k out-neighbours in different partite sets than itself or has at most k in-neighbours in different
partite sets than itself. Assume for a contradiction that there is a 3-partition (P1, P2, P3) such that
that every vertex has at least k+1 out-neighbours and at least k+1 in-neighbours in different partite
sets than the vertex itself. As |V4| = 3k − 2, one of the Pi, say P1, contains a set W of k vertices
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of V4. This implies that RW ⊆ P2 ∪ P3 (otherwise some vertex x ∈ P1 ∩ RW does not have k + 1
out-neighbours in P2 ∪ P3, a contradiction). Thus, as |RW | = 2k − 1, one of its subsets U of size k is
contained in one of the two partite sets P2 and P3. W.l.o.g. U ⊆ P2. This implies that SW,U ⊆ P3
as every vertex in SW,U has out-degree exactly 2k and it has k arcs into P1 and k arcs into P2. Let
t ∈ TW,U be arbitrary. Note that the out-degree of t in D is 2k and t has k arcs into P2 (in RW ) and
k arcs into P3 (in SW,U ). Therefore t ∈ P1. However this implies that t does not have k in-neighbours
in P2 ∪P3, as it has in-degree 2k and k of these arcs come from W (and W ⊆ P1). This contradiction
completes the proof.
If we want to keep the same minimum out-degree in a low-chromatic spanning subdigraph D′ of
a digraph D, we can give the best possible bound on the chromatic number of such a digraph D′.
If a digraph D is not strongly connected, then a terminal strong component of D is a strong
component S such that D has no arc uv with u ∈ V (S) and v ∈ V \ V (S).
Proposition 7.3 (Bang-Jensen et al. [5]). Every digraph D with δ+(D) ≥ k has a spanning (2k+1)-
partite subdigraph D′ with δ+(D′) ≥ k.
Theorem 7.4 (Bang-Jensen et al. [5]). A digraph D with δ+(D) ≥ k has a spanning 2k-partite
subdigraph D′ with δ+(D′) ≥ k if and only if no terminal strong component of D is a k-regular
tournament. In particular, there is a polynomial-time algorithm for deciding whether a given digraph
has spanning 2k-partite subdigraph D′ with δ+(D′) ≥ k.
For the proofs below we need some lemmas.
Lemma 7.5 (Alon [1]). Let A = (aij) be an n× n matrix where aii = 0 for all i and aij ≥ 0 for all
i 6= j and
∑n
j=1 aij ≤ 1 for all i ∈ [n]. Let t > 0 be an integer and let c1, c2, . . . , ct be positive real
numbers that sum up to 1. Then there exists a partition (S1, S2, . . . , St) of [n] such that for every r
and every i ∈ Sr we have
∑
j∈Sr
aij ≤ 2cr.
Lemma 7.6. Let D be a digraph, and let (X,Y ) be an arbitrary partition of V (D) into two disjoint
subsets (one of which may be empty). D has a spanning 3-partite subdigraph H such that every vertex
x ∈ X satisfies d+H(x) ≥
⌈
d+
D
(x)
3
⌉
and every vertex y ∈ Y satisfies d−H(y) ≥
⌈
d−
D
(y)
3
⌉
.
Proof. The proof follows similar lines as in [14]. Let D be a digraph, let (X,Y ) be an arbitrary
partition of V (D) = {v1, v2, . . . , vn} and let A = (aij) be the n× n matrix defined as follows. For all
i ∈ [n] let aii = 0. For each vi ∈ X , let aij =
1
d+
D
(vi)
if vivj ∈ A(D), and let aij = 0 if vivj 6∈ A(D). For
each vi ∈ Y let aij =
1
d−
D
(vi)
if vjvi ∈ A(D) and let aij = 0 if vjvi 6∈ A(D). We now apply Lemma 7.5
to A with t = 3 and c1 = c2 = c3 =
1
3 in order to obtain a partition (S1, S2, S3) of [n] as in the lemma.
Let Tj = {vi | i ∈ Sj} for j ∈ [3] and let H = D[T1, T2, T3]. Note that the following holds for every
r ∈ [3] and every vi ∈ Tr, by Lemma 7.5.
2
3
= 2cr ≥
∑
j∈Sr
aij =
∑
vj∈Tr
aij
So, if vi ∈ X then
2
3 ≥
d+
Tr
(vi)
d+
D
(vi)
, which implies that at most two thirds of vi’s out-neighbours lie in
Tr. Therefore d
+
H(vi) ≥
⌈
d+
D
(vi)
3
⌉
, as desired. If vi ∈ Y then
2
3 ≥
d−
Tr
(vi)
d−
D
(vi)
, which implies that at most
two thirds of vi’s in-neighbours lie in Tr. Therefore d
−
H(vi) ≥
⌈
d−
D
(vi)
3
⌉
, as desired.
We now consider the case where we want to maintain a high minimum semi-degree by partitioning
the vertex set into few parts.
Using a similar proof as that of Proposition 7.1, but considering both out- and in-neighbours (and
using two 3-colourings, instead of two 2-colourings), one can easily prove that every digraph D has
a spanning 9-partite subdigraph H with δ0(H) ≥ δ0(D)/2. We can in fact improve this result as
follows.
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Theorem 7.7. Let k ≥ 5 be an integer. Every digraph D has a spanning k-partite subdigraph H with
d0H(x) ≥
k−4
k d
0
D(x) for all x ∈ V (D).
Proof. Let V (D) = {v1, v2, . . . , vn} and let A = (aij) be the n× n matrix defined as follows.
aij =


0 if vivj 6∈ A(D) and vjvi 6∈ A(D)
1
2d+
D
(vi)
if vivj ∈ A(D) and vjvi 6∈ A(D)
1
2d−
D
(vi)
if vivj 6∈ A(D) and vjvi ∈ A(D)
1
2d+
D
(vi)
+ 1
2d−
D
(vi)
if vivj ∈ A(D) and vjvi ∈ A(D)
Note that, as there are no loops in D, aii = 0 for all i ∈ [n]. Also
∑n
j=1 aij ≤ 1 for all i ∈ [n]
since we sum up the term 1
2d+
D
(vi)
exactly d+D(vi) times and we sum up the term
1
2d−
D
(vi)
exactly d−D(vi)
times (if d+D(vi) = 0 (resp. d
−
D(vi) = 0), then the first (resp. second) sum equals 0.). We now apply
Lemma 7.5 to A with t = k and c1 = c2 = · · · = ck =
1
k in order to obtain a partition (S1, S2, . . . , Sk)
of [n]. Let Tj = {vi | i ∈ Sj} for j ∈ [k], and let H = D[T1, . . . , Tk]. Note that the following holds for
every r ∈ [k] and every vi ∈ Tr, by Lemma 7.5.
2
k
= 2cr ≥
∑
j∈Sr
aij =
∑
vj∈Tr
aij
In the last sum, we note that the term 1
2d+
D
(vi)
is summed up exactly d+Tr (vi) times and the term
1
2d−
D
(vi)
is summed up exactly d−Tr (vi) times. Therefore the following holds.
2
k
≥
∑
vj∈Tr
aij =
d+Tr (vi)
2d+D(vi)
+
d−Tr (vi)
2d−D(vi)
Multiplying both sides by 2, we obtain 4k ≥
d+
Tr
(vi)
d+
D
(vi)
+
d−
Tr
(vi)
d−
D
(vi)
and as all terms are non-negative, we
have
d+
Tr
(vi)
d+
D
(vi)
≤ 4k and
d−
Tr
(vi)
d−
D
(vi)
≤ 4k . As H = D[T1, . . . , Tk], we note that d
+
H(vi) ≥ (1− 4/k)d
+
D(vi) and
d−H(vi) ≥ (1− 4/k)d
−
D(vi), which completes the proof.
Corollary 7.8. Every digraph D with δ0(D) ≥ 3r has a spanning 6-partite subdigraph H with
δ0(H) ≥ r.
8 Final remarks and open questions
8.1 Spanning kT-subgraphs with low chromatic number
As noted in the introduction, we do not know whether the edge-connectivity condition λ(G) ≥ 5 in
Corollary 1.5 (a) is best possible
Question 8.1. Does every 4-edge-connected graph have a spanning 3-partite 2T-subgraph ?
Just as a 2T-graph is the union of two edge-disjoint spanning trees a kT-graph is a graph
whose edge set decomposes into k edge-disjoint spanning trees. Observe that kT-graphs are (2k− 1)-
degenerate and thus 2k-partite. Moreover, there there are infinitely many kT-graphs with chromatic
number 2k: For k = 1 this is trivial and for k = 2 the family of odd wheels W2n+1, n ≥ 3 forms an
infinite class of 4-chromatic 2T-graphs. A well-known result due to Walecki states that the complete
graph K2r decomposes into r hamiltonian paths (see e.g. [2]). Hence if we take an arbitrary kT-graph
H and join it by k edges to a copy of K2k, then we obtain a kT-graph with chromatic number 2k.
It would be interesting to study the existence of spanning kT-subgraphs with chromatic number
smaller than 2k in graphs with sufficiently high edge-connectivity. Corollary 1.5 can be generalized as
follows.
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Proposition 8.2. Let G be a graph and k a positive integer. If λ(G) ≥ 2k + 1, then G contains a
spanning (k + 1)-partite kT-graph.
Proof. Let G be (2k+1)-edge-connected. By Theorem 1.3, G has a spanning 2k-edge-connected graph
H with χ(H) ≤ k + 1. By Theorem 1.4, H has a spanning kT-graph.
A natural question is whether edge-connectivity condition λ(G) ≥ 2k+1 of this proposition is best
possible.
8.2 Highly arc-connected subdigraphs of low chromatic number
The bound 2k+ 1 of Theorem 6.4 is best possible for digraphs in general. However, for semicomplete
digraphs of sufficiently large order and k = 1, it is not as we established in Theorem 5.5.
Question 8.3. Does every 2-arc-connected semicomplete digraph with at least 6 vertices have a
spanning 2-arc-connected subdigraph D′ with χ(D′) ≤ 3? or with χ(D′) ≤ 4?
More generally, does every k-arc-connected semicomplete digraph of sufficiently large order have
a spanning k-arc-connected r-partite subdigraph for 3 ≤ r ≤ 2k ?
As established in Theorem 1.6, there is no degree of strong connectivity which guarantees that a
digraph contains a spanning strong bipartite subdigraph. But does there exist one that guarantees
the existence of an r-partite subdigraph with high arc-connectivity when r ≥ 3.
Question 8.4. Does there exist a function g = g(k, r) when r ≥ 3 such that every g(k, r)-arc-
connected digraph has a spanning r-partite subdigraph which is k-arc-connected?
By Proposition 5.1, g(1, 3) = 1.
An out-branching is a connected digraph B+s in which every vertex, except one (called the root)
vertex s has exactly one arc entering. This is equivalent to saying that s can reach every other vertex
by a directed path in B+s .
The following classical result, due to Edmonds, and Menger’s theorem implies that every k-arc-
connected digraph has k-arc-disjoint out-branchings rooted at s for every vertex s.
Theorem 8.5 (Edmonds [10]). Let D = (V,A) be a digraph and let s ∈ V . Then D contains k
arc-disjoint out-branchings, all rooted at s, if and only if there are k arc-disjoint (s, v)-paths in D for
every v ∈ V .
The following question concerning arc-disjoint out-branchings is certainly an important partial
question in connection with Question 8.4.
Question 8.6. Does there exist a function h = h(k, r) such that every h(k, r)-arc-connected digraph
has a spanning r-partite subdigraph with k arc-disjoint out-branchings?
Note that we have h(1, 2) = 1 as every strong digraph has an out-branching.
Again the result of Theorem 1.6 makes even the following question relevant. We saw in Theorem
4.2 that for undirected graphs and edge-disjoint spanning trees the corresponding edge-connectivity
requirement is 7.
Question 8.7. Does h(2, 2) exist?
By Theorem 4.2, there exist infinitely many 6-edge-connected graphs with no spanning bipartite
2T-subgraph. A theorem of Nash-Williams [24] states that a graph has a k-arc-connected orientation if
and only if it is 2k-edge-connected. Thus, there exist infinitely many 3-arc-connected oriented graphs
for which no spanning bipartite subdigraph has a pair of arc-disjoint branchings. So h(2, 2) ≥ 4 if it
exists.
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8.3 Partitions maintaining high (out-)degrees
Theorem 7.7 only holds for k ≥ 5, so a natural question is whether it holds for smaller value of k.
Thomassen’s examples show that it does not hold for k = 2. But what for k = 3 or k = 4?
Problem 8.8. For k ∈ {3, 4} does there exists ck > 0, such that every digraph D contains a spanning
k-partite subdigraph H such that every vertex v satisfies δ0H(v) ≥ ckδ
0
D(v) ?
The answer to Problem 8.8 might be negative, yet a huge semi-degree in D could still guarantee
the existence of a spanning 3- or 4-partite subdigraph with large semi-degree.
Problem 8.9. For k ∈ {3, 4}, does there exist fk(p) such that every digraph D with δ0(D) ≥ fk(p)
has a spanning k-partite subdigraph D′ with δ0(D′) ≥ p?
By Theorem 7.2, we must have f4(p) ≥ f3(p) ≥ 2p− 1.
Observe that k−4k tends to 1 as k tends to +∞. So for every ǫ, there exists kǫ such that Every
digraph D contains a spanning kǫ-partite subdigraph H such that every vertex v satisfies δ
0
H(v) ≥
(1− ǫ)δ0D(v). It is natural to ask for a minimum such kǫ.
Problem 8.10. What is the smallest kǫ such that every digraph D contains a spanning kǫ-partite
subdigraph H such that every vertex v satisfies δ0H(v) ≥ (1− ǫ)δ
0
D(v) ?
By Theorem 7.2, we have kǫ ≤
4
ǫ . Note that Problem 8.10 is equivalent to determining (for all k)
the largest ck such that every digraphD has a spanning k-partite subdigraphH with d
0
H(x) ≥ ckd
0
D(x)
for all x ∈ V (D).
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