In distributed video coding the signal prediction is shifted at the decoder side, giving therefore most of the computational complexity burden at the receiver. Moreover, since no prediction loop exists before transmission, an intrinsic robustness to transmission errors has been claimed. This work evaluates and compares the error resilience performance of two distributed video coding architectures. In particular, we have considered a video codec based on the Stanford architecture (DISCOVER codec) and a video codec based on the PRISM architecture. Specifically, an accurate temporal and rate/distortion based evaluation of the effects of the transmission errors for both the considered DVC architectures has been performed and discussed. These approaches have been also compared with H.264/AVC, in both cases of no error protection, and simple FEC error protection. Our evaluations have highlighted in all cases a strong dependence of the behavior of the various codecs to the content of the considered video sequence. In particular, PRISM seems to be particularly well suited for low-motion sequences, whereas DISCOVER provides better performance in the other cases.
Introduction
Distributed video coding (DVC) is attracting some attention due to the potential innovative application perspectives with respect to the more traditional approaches (see, e.g., [1] ). DVC is based on the principles of distributed source coding (DSC), a branch of information theory introduced in the 70s by Slepian and Wolf [2] and Wyner and Ziv [3] , which have been applied to the transmission of a video sequence. The main idea of DVC attempts to exploit the temporal correlation of a video signal in the decoding phase rather than in the encoding one. In this way, the classic motion compensated prediction is not performed any longer at the encoder, with a consequent significant reduction in the computational complexity of the encoder. DSC principles are used instead. The encoding rate is reduced by transmitting only the parity bits of a suitable systematic channel code, which are extracted from the original frames that need to be sent. At the decoder, the redundancy of the video sequence is taken into account by performing a motion compensated prediction based on the already received data, and the received parity bits are then used to recover as much as possible the original information from a motion compensated signal generated at the decoder. The reason for using such an approach is manyfold. A first motivation is that in DVC there is a shift of the computational complexity from the encoder to the decoder. The decoding phase requires in fact quite complex operations that are conceptually and computationally analogous to the motion estimation performed by an encoder in the traditional video coding schemes. On another hand, only very simple computations can occur at the encoder. For this reason, DVC is particularly suited for applications that requires very simple, cheap, and low-power encoding.
A second expected advantage of DVC is related to the intrinsic ability to cope with transmission errors. In fact, given that no prediction loop is used in the encoding phase, the distributed coding scheme should be more resilient to channel errors since it is not affected by the typical drift problems which may occur in traditional predictive systems.
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While the advantages in terms of reduced computational complexity may be partially mitigated by hardware technological advances, the expected intrinsic error resilience may turn out to be an attractive aspect in the application scenarios prone to continuously varying channel characteristics, for which traditional FEC (forward error correcting codes) fails to be effective.
In literature, various papers addressing the possible applications of DVC schemes to improve the error resilience of a video codec have been presented. For example, in [4, 5] Wyner-Ziv coding is used to generate a supplementary bitstream able to improve the error protection performance on H.264/AVC compliant video coding schemes.
In [6, 7] a first evaluation of the error resilience properties of a Stanford-based codec and a first comparison with H.264/AVC have been presented and discussed. In this paper we are extending the scope of the previously proposed treatments by presenting the error resilience capabilities of two video codecs based on the two main DVC architectures proposed in literature, namely, we consider a video codec based on the Stanford architecture, proposed in [8] [9] [10] , and a video codec based on the PRISM architecture, described in [11, 12] . The Stanford-based codec has been further refined within the DISCOVER European funded project [13] . Specifically, an accurate temporal and rate/distortionbased evaluation of the effects of the errors for both the considered DVC architectures has been performed and discussed. To complete the evaluation, a further performance comparison of both schemes with respect to H.264/AVC standard video codec [14] has been carried out. Moreover, we have also performed a theoretical evaluation of the errors propagation in case of traditional predictive schemes and in case of DVC.
In more detail, the performance evaluation has been carried out as follows.
(i) Temporal analysis in presence of channel errors. Determine the effects of transmission errors by analyzing the frame-by-frame PSNR evolution at a given bit rate, to determine the effects of such transmission errors for both coding architectures. for sources with memory. In Section 3, a reference to the state of the art for transmission error protection is given specifically for the framework of distributed video coding. Section 4 describes the 2 DVC architectures considered in this paper, whereas in Section 5 the experimental results are conducted. Concluding remarks are given in Section 6.
Intrinsic Error Resilience in Distributed Source Coding
To give an idea of the intrinsic error resilience of distributed source coding, in this section we present a simple explicative example. In this example, a predictive and a distributed coding systems are compared in terms of resilience to channel errors. The considered coding systems have been introduced in the well-known DSC explicative example reported for instance in [15, 16] . Whereas in the reference example the coding of two correlated random variables is considered, in our example we consider the coding of a sequence of random variables X n . As proposed in the reference example, it is assumed that X n is a 3 bit random variable and that X n can differ from X n−1 in at most 1 bit.
The considered predictive coding system is reported in Figure 1 . For every X n , the prediction residue e n = X n ⊕ X n−1 is sent. Since there are 4 admissible values for e n , 2 bits are needed for e n to be encoded. In Table 1 a realization of X n and its transmission over an error-prone channel is reported, in order to show the impact of a channel error. Since the decoding consists in adding the prediction residue to the previously decoded variable, the error in X k propagates throughout the sequence, and therefore from X k on, every reconstructed variable will contain 2 errors.
On the other hand, when X n is encoded in a distributed fashion, the behavior in presence of channel errors is completely different. In Figure 2 , the distributed coding scheme introduced in the reference example is reported. The 8 admissible values for X n are divided into 4 cosets and, for every X n , the corresponding 2 bit coset index is sent. Since the code structure is such that one word only in each coset is at distance at most 1 from any fixed word, in absence of transmission errors the decoder can always identify X n based on the knowledge of X n−1 . Table 2 shows the decoding of a sequence affected by a channel error of 1 bit. It can be observed that, in spite of the decoding error in position 2, the reconstructed sequence, from position 3 on, is correct. The mechanisms of distributed coding have prevented the error propagation. This is mainly due to the fact that the encoding EURASIP Journal on Image and Video Processing 000  000  001  01  01  001  011  11  10  101-error  001  01  01  001-correct  101  10  10  101 of X n does not depend on the value of X n−1 , so it is possible to infer the right value of X n even if the side information is uncorrect.
It is important to notice that, in some cases, for instance the one reported in Table 3 it is impossible for the decoder to compensate for a transmission error, and it therefore propagates throughout the stream. This is due to the fact that in this system the innovation between X n−1 and X n is 2 bit, so the coding rate exactly equals its bound, and no redundancy margin remains for the entropy introduced by channel errors.
Modifying the initial hypothesis and assuming that the difference between X n−1 and X n is exactly 1 bit, it is possible to avoid error propagation in all cases. In Table 4 decoding under this assumption is shown. In this case the encoding rate (2 bits) exceeds the innovation entropy (log 2 3 = 1.585 bit). Anyway, the predictive system could not exploit the same amount of redundancy to protect the encoded stream: at most 1 transmission error could be therefore detected but not corrected. 
Related Works
The reliable transmission of compressed video signal over an error prone network is an important research topic. Best effort packet-based transmission over networks, which do not ensure that all sent packets are correclty received, are the most widespread nowadays. This implies that suitable procedures capable to deal with missing information at the receiver are essential. The problem of transmission errors becomes even more challenging in the case of wireless networks, since the channel becomes less reliable and bandwidth constraints are stronger.
To appreciate the use of DVC as a method for improving the error resilience capabilities of a video codec, some basic notions on the topic are required, and are thus briefly reported in this section. A detailed discussion concerning the transmission of the video signal over unreliable channels is however out of the scope of the present paper, and the interested reader can find a more detailed discussion, for example, in [17] .
In order to protect the transmitted data, FEC has usually been employed. Since FEC tends to be quite expensive in terms of bandwidth, a lot of techniques aimed at achieving the best trade-off between FEC overhead and effective data protection in terms of error recovery have been proposed. In this field, the most widespread techniques are based on unequal FEC, that is, different portions of compressed data elements (e.g., H.264/AVC stream) are not allocated the same amount of redundancy bits. On the contrary, more redundancy is assigned to those parts of the stream that are considered to be most important for an acceptable decoding quality of the received signal. For example, syntactic headers have to be almost error-free to avoid decoder crashes, while data symbols can tolerate some errors. Techniques for unequal error protection (UEP) can be found, for example, in [18] [19] [20] [21] .
Since it is impossible to avoid any loss of data packets, it becomes necessary to compensate in some way the data that the decoder has not received. In the literature, several approaches have been proposed in order to achieve good concealment strategies for the lost data. In particular in traditional predictive video coding, the H.264/AVC standard is endowed with many tools and features that have been specifically designed to improve the error resilience performance, and to conceal as precisely as possible the missing information. For example the flexible macroblock ordering (FMO) tool allows to divide an H.264/AVC picture in non regular slices, and to choose dynamically the macroblocks belonging to each slice. Some efforts have also been dedicated to improve the prediction of missing data, based on correctly received ones (see, e.g., [14, 22] for details).
Even if the error resilience and error concealment techniques have become very effective, it is still impossible to solve completely the problem of temporal prediction drift: error concealment is clearly unable to properly compensate for channel losses. In these cases, because of the dependencies introduced by a prediction loop, reconstruction errors in a single frame can propagate across the group of picture (GOP) in the decoded video, leading to serious impairments in the overall quality.
As already mentioned in the previous sections, besides the more traditional approaches discussed above, a new error resilient coding strategy has emerged. This new scheme, which has been proposed, for example, in [23] [24] [25] and further developed and improved in [4, 5, [26] [27] [28] relies on the principles of DVC. The basic idea underlying this scheme is the following: an auxiliary stream is sent in parallel to the main stream as a redundant representation of the video sequence, and it is used to correct errors at the decoder, using the traditionally transmitted video stream (possibly corrupted) as side information.
This approach exploits the main feature of DVC, that is, at the encoder no knowledge of the side information is required. This is a key point, since it is not known a priori which packets will be lost during the transmission. In DVC, the channel noise can be modelled as an increase in the correlation noise between the side information and the signal that needs to be reconstructed. This feature is the main reason for which distributed source coding is believed to have an intrinsic resilience to transmission errors. The properties of DVC in terms of error resilience have been discussed, for example, in [6, 7, 16] . Nevertheless, an accurate analysis of the behavior of the two basic architectures of distributed video codecs has only been preliminary conducted. In the following, a more in-depth evaluation of the error robustness for DVC schemes will be provided.
Distributed Video Coding Architectures
Let us first describe the architectures of the two main, distributed video coding schemes, namely an interpolation based distributed codec, as proposed by Stanford a few years ago [8] [9] [10] and further developed within the DISCOVER European funded project [13] , and a backward predictionbased distributed codec (PRISM, [11, 12] ). Figure 3 , the block diagram of such a codec as proposed by Girod et al. is drawn. No detailed description for every single block of the codec will be given (interested readers may refer to [8, 10, 13, 29] for a more accurate presentation of each component).
Interpolation-Based Distributed Video Coding. In
The encoder works independently on each video frame, performing thus a so-called intra coding of the frames. The even indexed frames, that are referred to as key-frames (KF), are traditionally encoded using, for example, an H.264/AVC encoder operating in intra mode (i.e., without using any inter-frame prediction). The odd indexed frames instead, called Wyner-Ziv (WZ) frames, are encoded using the principles of distributed source coding. More specifically, these frames are first transformed, with a block based DCT, and then quantized thanks to proper quantization matrices. Homologous coefficients are then encoded, bit plane by bit plane, using a suitable turbo code. In particular, each bit plane of each frequency band is fed into a turbo encoder with rate 1/3; while information bits are discarded, parity bits are properly stored in a buffer. The encoded bit stream is thus composed of two different parts: the H.264/AVC intra coded key-frame stream, and the WZ stream. The key-frame information is entirely sent to the decoder, while the parity bits are only partially sent, depending on the decoder requests to the encoder, provided iteratively through a feedback channel.
At first the key-frames are decoded from the traditional encoded stream. Then, the decoding of a WZ frame is performed by first generating a side information (SI), that is an estimate of the missing frame, usually obtained by motion compensated interpolation between two adjacent previously decoded key-frames. This estimate is used to extract a first rough approximation of the information bits of the original quantized frame. These bits are then corrected at best by means of a turbo decoding process that uses the parity bits received from the encoder.
As mentioned the parity bits are not sent all at once, but they are iteratively requested by the decoder, through a feedback channel, until the estimated error probability on the decoded bit plane reaches a predefined threshold. In this way, the decoder usually achieves the desired quality during the decoding phase, and the performance of the encoding scheme is mainly reflected in the total rate sent by the encoder in order to achieve that quality. This fact is important as far as the problem of error resilience is concerned, since it will be partially responsible for the rate/quality trade-off.
It has to be noted that an appropriate packetization strategy of the WZ bits must be adopted to ensure a reasonable trade-off between packet header and associated payload. One such strategy consists in grouping the WZ bits of a puncturing step associated to all the coefficients of a same bit plane in a single packet. For example, when transmitting a QCIF sequence, one bit plane of a single band contains roughly 3200 bits, which means that for every puncturing there are about 100 bits. This would actually be a very small payload to be sent in a single packet. By grouping puncturing bits of a same bit plane for different coefficients, however, one can send roughly 200 bytes per packet, which becomes a reasonable payload size.
Backward Prediction-Based Distributed Video Coding (PRISM).
In Figure 4 , the PRISM codec block diagram is shown. We briefly introduce this architecture and refer the reader to [11, 12, 16, 30] for a more detailed presentation.
The whole PRISM system is based on a block wise approach. The first frame (named key-frame) of a (GOP) is encoded in a conventional intra frame way (e.g., JPEG). The remaining frames in the GOP are encoded in a Wyner-Ziv fashion, as briefly described in the next paragraphs.
At first, each block of a WZ frame is classified into one of 3 categories, namely, SKIP, INTRA, or INTER. Then, each block undergoes a proper encoding-decoding process, as follows.
(i) SKIP blocks are not processed; at the decoder side, each SKIP block is simply replaced with the co located block extracted from the previous frame.
(ii) INTRA blocks are intra frame encoded using the run-amplitude source coding of a JPEG-like encoder, the very same used to code the key-frames; in this way, the decoding process does not need further information to recover an INTRA block.
(iii) INTER blocks are 8 × 8 DCT transformed; the low-frequency DCT coefficients are then properly quantized, and parity bits are calculated on the two least significant bits of the quantization indices. A cyclic redundancy check (CRC) is also computed for each block of the low-frequency coefficients and transmitted separately. Higher-frequency DCT coefficients are entropy encoded with a classic runamplitude code, and, possibly, some uncorrelated refinement bits for the low-frequency coefficients are added to the stream to achieve higher reconstruction quality.
The decoder recovers at first the SKIP and INTRA blocks, and then performs WZ decoding of the INTER blocks, using the procedure described in the next paragraphs.
For each WZ block, a set of potential motion compensated predictors (SI) is formed from all the blocks extracted from a window centered around the co located block in the previous frame. For every candidate predictor, a WZ decoding is performed using the received parity bits of the original transformed coefficients. The associated CRC is computed on the resulting decoded block. If the CRC matches with that received from the encoder, then the WZ block is flagged as successfully decoded, and the process is repeated on the next WZ block. If instead the CRC does not match, another candidate predictor is considered, until all possible predictors have been tested. A decoding failure is declared when no candidate predictor lead to a successfull CRC. In this case, since no reliable predictor is available for the current block, a zero-motion concealment is performed on such block. Since the PRISM codec does not use any feedback channel, decoding failure is more frequent when the channel is error prone, which lead to a PSNR impairment, while the rate is unaltered with respect to the error-free case. In some sense it is possible to say that this decoding process performs a joint motion estimation and WZ decoding. It is important to note that the correctness of the estimated motion is by no means important, the only important result being a correct CRC (which presumably implies a correct reconstruction of the original DCT coefficients).
After successful WZ decoding of the low-frequency coefficients, the high-frequency coefficients and the refinement bits are decoded to completely recover the quantized transformed representation, which is finally inverted to obtain the decoded frame.
Error Resilience Performance Evaluation
To evaluate the error resilience capabilities of DVC, the two distributed video coding architectures previously described have been analyzed and compared. The codec based on the Stanford approach was implemented following the architecture proposed in [8] and further developed within the European funded project DISCOVER (DISCOVER software was developed from the IST WZ software developed at the Image Group of the Instituto Superior Técnico (IST) of Lisbon by Catarina Brites, João Ascenso, and Fernando Pereira.) (see, [13] ; for convenience, this codec will be referred to as DISCOVER codec from now onward). Considering the PRISM codec, we have used an implementation derived from the system described in principle in [11] and in more detail in [30] .
The simulation results will be discussed following the guidelines described below. Before discussing the results, we provide the general setup of the simulation and describe the conditions that have been kept constant throughout all experiments. Specific details will be provided prior to the discussion of the results of each run of simulations. The video sequences used in all the simulations are in QCIF format, at 15 frames-persecond. The encoded bitstreams have been transmitted over a packet network affected by a given packet loss rate (PLR). This is considered a realistic scenario according to modern telecommunication network characteristics. The packet loss patterns have been generated using a uniform random distribution; of course a packet loss has different effects, depending on the type of the lost data.
As a general comment, let us note that the considered architectures exhibit substantial differences, and any comparison is therefore necessarily affected by some sort of unfairness. For example the DISCOVER architecture requires a feedback channel, while PRISM is designed to work in absence of any feedback from the decoder; the encoded data types and therefore their packetization strategies are different; also the concealment strategies cannot be the same for both codecs. Nevertheless, we present jointly performed tests for the considered codecs, in order to help evaluating the pro and cons of each architecture in terms of robustness to channel errors.
Frame-by-Frame Temporal Analysis

DISCOVER Codec Temporal Performance Assessment.
In this section we present a temporal evaluation of the behavior of the DISCOVER codec in the presence of transmission errors.
Experimental Setup. In these experiments we have simulated the transmission in the general conditions previously described. The DISCOVER codec has been configured to work with GOP2 size.
We have assumed that any lost packet containing WZ bits will be requested again through the feedback channel, so that the loss of a WZ packet will leads only to an increase in the bitrate, without affecting the reconstructed frame quality. Since the key-frames are H.264/AVC encoded, we have exploited the H.264/AVC standard packetization features.
In particular, each frame has been divided into slices containing up to 200 bytes. Zero padding was imposed to reach the 200 bytes size for smaller size slices. Each slice is assumed to represent the payload of a single network packet. We have also enabled the flexible macroblock ordering (FMO) feature, in dispersed mode; in this way each slice is composed of non adjacent macroblocks.
Lost slices in the key-frames have been concealed using the standard intra frame concealment strategy used in H.264/AVC JM11 decoder, whereas no concealment has been applied to the WZ frames. We have assumed also that header and motion information contained in the H.264/AVC stream is properly protected, so that the high level information about slices positions and type is always correctly received. Also in this case, the PSNR plots have been obtained by EURASIP Journal on Image and Video Processing averaging the performance of 20 experimental simulations with a different error pattern realization.
Simulation Results. We have first considered the frame-byframe PSNR fluctuations, in order to evaluate the temporal effects of channel errors. In Figure 5 , the results obtained with the DISCOVER codec are reported. In this case, we can see that the frameby-frame PSNR curve shows significant oscillations. In particular, there is a clear difference between the behavior of the key-frames and the behavior of the Wyner-Ziv frames. While some of the key-frames (odd indexed) are strongly corrupted by noise, the quality of the WZ frames (even indexed ones) is always close to the error-free case, also when the side information is generated from bad quality corrupted key-frames. To better understand this behavior, we have analyzed these curves jointly with those plotted in Figure 6 , representing the associated frame-by-frame bitrate. We can notice that the WZ frames that are reconstructed on the basis of the corrupted side information require a higher bitrate than they would need in case no transmission errors had occurred. This proves that the decoder can react effectively to a bad quality side information by asking more parity bits to the encoder. Indeed, the quality of the decoded WZ frames is much higher than that of the corrupted key-frames.
However the resulting oscillating pattern in decoded quality appears perceptually very objectionable. This should be taken into account when assessing the benefit of a more robust average R(D) performance with respect to more constant quality behavior.
In Figures 7 and 8 , similar results can be observed for the Hallmonitor test sequence.
The results of our simulations highlight that the DIS-COVER architecture is strongly affected by the errors concealment strategy used for H.264/AVC. Indeed, the key-frames are H.264/AVC encoded and therefore packet losses lead to quality impairments which depend on the concealment strategy and on the other H.264/AVC resilience tools that are employed. The WZ frames are encoded in a purely distributed fashion. As a consequence, the quality of the reconstructed WZ frames is in general very close to the quality obtained in the error-free case, even if the key-frames quality strongly influences the derived side information.
The increase in the WZ rate is mainly due to two causes. On the one hand, lost packets need to be retransmitted. On the other hand, quality impairments in the key-frames, due to slice losses, lead to worse side information, so that more parity bits are necessary for the correction.
From these simulations, it emerges that the main drawback of the DISCOVER approach (based on the feedback channel) in terms of error resilience seems to be the lack of uniformity in the behavior of the two components of the bit stream. In fact, packet losses could be quite annoying in terms of visual quality in the key-frames, while WZ frames are characterized by higher quality. The drift problem is easily circumvented since in general the WZ frames compensate for the side information loss.
In Figures 9(a) , 9(b), and 9(c), an example of visual quality is reported. Figures 9(a) and 9(c) correspond to frame n.23 and frame n.25, respectively, and they are keyframes, while their interleaving WZ frame (frame n.24) is reported in Figure 9 (b). During the transmission of the first one (corresponding to frame n.23 in the plots of Figures 5  and 6 ) a slice loss has occurred, leading to a very significant quality impairment. On the contrary, the following keyframe (Figure 9 (c), frame 25 in the plots of Figures 5 and 6 ) has been correctly received. The WZ frame initially predicted from these key-frames is characterized after decoding by a high PSNR and good visual quality, as can be observed in Figure 9 (b).
Since the previously discussed results highlight that there is a strong difference in the behavior of the two components of the DISCOVER encoded bitstream, we report separately their respective rate-distortion plots. In Figure 10 , the ratedistortion plot, for a packet loss rate of 5%, is shown for the WZ frames of the Foreman sequence. At low bit rates the performance loss is about 1 dB. The plot in Figure 11 , shows that the PSNR loss of the corrupted key-frames is lower at high bitrates than at low bitrates. The results confirm that the feedback requests to the encoder can compensate relatively well the initial low quality side information. In Figures 12 and 13 similar results are obtained for the Hallmonitor sequence.
PRISM Codec Temporal Performance Assessment.
In this section we report and discuss the results of the simulations of PRISM codec, in order to understand its sensitivity to transmission errors and its error resilience properties.
Experimental Setup. In the PRISM codec evaluation we have again analyzed the frame-by-frame PSNR fluctuations. The encoded bitstream has been transmitted over a packet network, affected by a given PLR. In the case of PRISM, instead of applying to the stream a FMO or a packetization in sequential order, we have assumed that encoded blocks are scrambled so that the probability of losing a block corresponds to the PLR.
As we did in the case of DISCOVER, we have assumed that the header containing the block type maps is correctly received, so that the decoder always knows the class a block belongs to.
In order to roughly compensate for packet losses, a simple concealment strategy has been adopted. Lost blocks are replaced by the co located blocks in the previous frame (zero-motion prediction).
Moreover, we have analyzed the role of the distributed component of the scheme, that is, the Wyner-Ziv blocks. Specifically, we have transmitted only the INTRA blocks, and we have concealed the WZ blocks using the same concealment technique used for the lost blocks. In this way we can evaluate the relative contribution given by the transmitted WZ bits, with respect to the bits associated to the other block types.
Simulation Results. The results obtained with the PRISM codec are shown in Figures 14 and 15 , for a packet loss rate of 5%, and, as a reference, for an error-free transmission (Foreman and Hallmonitor sequences, resp.). It can be observed that the PSNR degradation is substantially uniform through the various frames. Local PSNR losses are due to errors in the decoder-side motion estimation, and are therefore present also in the error-free curve. In the PRISM codec, the visual quality is more uniform than in DISCOVER, because every frame is encoded combining traditional and WZ encoding, in a block wise fashion. This uniformity in the perceived quality carries as a drawback an increased sensitivity to the drift problem with respect to the DISCOVER architecture. Moreover, even if the PRISM quality is uniform through time, the presence of few very low quality blocks in the decoded frames can be annoying. In these figures it is also reported the frame-by-frame PSNR in case of no transmission of the WZ blocks. It can be observed that, in case of transmission of the WZ blocks, the PSNR is in general higher, showing that the WZ bits can help the compensation of the channel losses. The same behavior can be observed, in a more global context, in the PSNR curves reported in Figure 16 , for the Foreman sequence. Also in this case, it can be seen that at high bit rates the WZ information is important in order to help the compensation of the channel losses. A different behavior can be observed in the case of the Hallmonitor sequence (Figure 17 ). For this sequence it is always convenient (at least in terms of average PSNR) not to send the WZ information. In fact, when the WZ parity bits are not transmitted, each working point has not only lower PSNR but also lower rate, so the No WZ curve is over the standard PRISM one. This is due to the fact that the PRISM behavior heavily depends on the motion content of the sequence. To give a more complete picture of this behavior, we have also reported the simulation results obtained with other sequences, namely Flowergarden (Figure 18 ), Coastguard (Figure 19 ), Soccer (Figure 20) .
Comparison of the Considered Architectures in Terms of
Rate/Distortion. In this section the DISCOVER and PRISM architectures are compared to H.264/AVC, GOP2 IBIB mode, in case of transmission over a network with packet losses. Experimental Setup. The DISCOVER and PRISM experimental setups are the same considered for their respective frame-by-frame analysis. For H.264/AVC we have used the same setup of the DISCOVER key-frames. Each slice has been transmitted in a single packet, using FMO and intra frame concealment. H.264/AVC is working in GOP2 IBIB mode. The PSNR has been evaluated and averaged considering 20 different error patterns.
Simulation Results. Figures 21, 22 test sequences (namely, Coastguard, Flowergarden, Foreman, Hallmonitor, Soccer), at a PLR of 0%, 5% and 10%. It can be observed that in all cases, except in Hallmonitor, the DISCOVER codec outperforms PRISM, both in terms of PSNR in the error-free case, and in terms of quality loss in presence of channel errors.
We can see that PSNR loss due to transmission errors for the DISCOVER codec ranges from about 0.5 dB at low bitrates to more than 3 dB at high bitrates, depending on the considered video sequence. This loss is mainly due to the impairment in the key-frames, since, as described in Section 5.1.1, the WZ frames quality is very close to the corresponding error-free one. The quality impairments in PRISM are substantially similar, even if the overall average quality is in general worse.
From all the reported results, a strong dependence of the performance, in terms of both compression and error resilience, on the content of the test sequence, comes out. In particular, PRISM seems to perform quite well in low motion sequences, so it could be well suited, for example, for video surveillance applications.
Compared to H.264/AVC, the DISCOVER codec tends to lead to slight superior PSNR performance as the PLR increases. This is due to the fact that the H.264/AVC is not able to compensate for lost information, whereas the DVC codec is able to request additional parity bits through the feedback channel. Clearly this communication diversity may not be considered completely fair for the comparison. Moreover, it is important to note that this average quality increase would not be reflected in terms of a perceptual quality increase. Indeed key-frame quality would remain poor, whereas WZ frames can be well reproduced, which cannot be perceptually well tolerated. H.264/AVC comparison with respect to PRISM is twofold. For sequences exhibiting limited motion (e.g., Hallmonitor), PRISM can better compensate for information loss, whereas it cannot compete for sequences exhibiting complex motion patterns. The main reason may be due to the lower coding efficiency of current PRISM implementations when compared to H.264/AVC when there are no transmission errors.
DISCOVER versus H.264/AVC Performance Assessment (FEC Protection).
In order to evaluate the error propagation Experimental Setup. The tests presented in this section have been performed under the same conditions described in the beginning of Section 5; the DISCOVER codec is set to GOP2 mode, with FMO and intra frame concealment on the keyframes, without any concealment on WZ frames.
For H.264/AVC the same setup of the DISCOVER keyframes has been adopted. Each slice has been transmitted in a single packet, using FMO and intra frame concealment. H.264/AVC is constrained to work in GOP8 IPP mode.
In order to perform a simple protection of the encoded data, we have introduced a basic FEC protection both on the DISCOVER key-frame stream, and on the H.264/AVC stream. This protection has been performed according to the scheme described in [4] (see Figure 31 ). An (n, k) ReedSolomon code (in our case, a (15, 12) code) has been applied across a group of k slices, to obtain (n − k) groups of parity bytes. Each group of parity symbols is supposed to be sent as a different packet. As a (n, k) Reed-Solomon code can correct up to (n − k) erasures, with this scheme the loss of at most (n − k) packets can be compensated for. The rate of the considered Reed-Solomon code is 4/5. The WZ part of the encoded bitstream is supposed to be sent unprotected, since in most cases additional parity bits are sufficient to achieve proper decoding.
Performance Comparison. We have repeated the simulation at different coding rates using the described configurations. Figures 32, 33 We can notice that, for the considered values of PLR and with this FEC protection, H.264/AVC gives better performance than DISCOVER until a PLR of 10%.
Considering a PLR of 15%, DISCOVER outperforms slightly H.264/AVC, and the performance gain increases with the bitrate. Moreover, the H.264/AVC quality increases very slowly, due to the fact that the number of lost slices is often higher than the correcting capability of the channel code. On the contrary, the quality obtained with the distributed codec still increases in all the considered cases.
Clearly, if we assume that also the H.264 codec was provided with a feedback channel, there would be the possibility to use a rateless FEC code with feedback. In this case, the H.264+FEC system would be able to compensate for transmission errors in a similar manner to a DVC solution that uses feedback; the FEC decoder would simply keep requesting rateless FEC packets until it could decode the received data successfully. It is likely that the H.264 codec would be much better performing in this case given the margin it has with respect to the DVC-based solution in the error-free case.
Conclusions
In this paper, the error resilience properties of DISCOVER and PRISM distributed video coding architectures have been compared in presence of transmission errors over packet networks. Specifically, an accurate temporal and rate/distortion based evaluation of the effects of the errors for both the considered DVC architectures has been performed and discussed. Both the Stanford approach and the PRISM approach have been compared with H.264/AVC. For the PRISM approach, only the case of transmission without error protection has been considered. On the contrary, the comparison between the Stanford approach and H.264/AVC has been carried out in both cases of no error protection and simple FEC error protection. The frame-by-frame PSNR plots demonstrate the ability, at least in principle, of DVC architectures to be error resilient. The simulation results highlight that the DISCOVER codec can react positively to the presence of low quality side information asking more WZ bits to the encoder, leading to a WZ frames quality very close to the error-free case. The key-frames quality is in general lower, since it strongly depends on H.264/AVC error resilience and concealment tools. In this respect, it is very important to note that this average quality increase would not be reflected in terms of a perceptual quality increase. Indeed key-frames quality would remain poor, whereas WZ frames can be well reproduced, which cannot be perceptually well tolerated. The quality of the PRISM reconstructed sequences is on the other hand more uniform across frames; nevertheless the presence of few very low quality blocks inside each frame impairs the overall perceived quality. The uniformity in the perceived temporal quality carries as a drawback a slight increased sensitivity to the drift problem.
Compared to H.264/AVC GOP2, the DISCOVER codec tends to lead to better PSNR performance as the PLR increases. This is due to the fact that the H.264/AVC is not able to compensate for lost information, whereas the DVC codec is able to request additional parity bits through the feedback channel. Clearly this communication diversity may not be considered completely fair for the comparison. H.264/AVC GOP2 comparison with respect to PRISM shows that, for sequences exhibiting limited motion (e.g., Hallmonitor), PRISM can better compensate for information loss, whereas it cannot compete for sequences exhibiting more complex motion patterns.
In order to better evaluate the effects of error propagation in DVC and in the traditional predictive coding systems, we have also compared the PSNR curves obtained with the DISCOVER codec with those obtained with H.264/AVC GOP8, with the introduction of a simple FEC protection. From the simulation results, we can notice that, with the considered settings, H.264/AVC gives better performance than DISCOVER until a PLR of 10%. Considering PLR of 15%, DISCOVER outperforms slightly H.264/AVC, and the performance gain slowly increases with the bitrate.
As a general comment, the obtained results highlight that in all the considered cases there is a strong dependence of the behavior of the various codecs on the content of the considered video sequence. In particular, PRISM seems to be particularly well suited for low motion sequences, whereas DISCOVER gives better results in the other cases.
It has also to be mentioned that, in general, it is quite difficult to perform a fair comparison in terms of ratedistortion between the considered architectures, because of their several strong structural differences.
We have chosen to use H.264/AVC as a reference because it represents the state of art in traditional coding, and we have chosen to use it in a scenario exhibiting the most common features. This is the reason why we accept some unfairness in the comparison, in the sense that a feedback channel is given to the WZ part of the distributed codec. We also remark that the WZ feedback requires very few bits: in fact it just signals whether new WZ bits are required or not. Nevertheless, if H.264/AVC is given a feedback channel, it can reach very satisfactory performance.
