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ABSTRACT
Location-Based Resource Allocation for OFDMA Cognitive
Radio Systems
Mahdi Ben Ghorbel
Cognitive radio is one of the hot topics for emerging and future wireless commu-
nication. It has been proposed as a suitable solution for the spectrum scarcity caused
by the increase in frequency demand. The concept is based on allowing unlicensed
users, called cognitive or secondary users, to share the unoccupied frequency bands
with their owners, called the primary users, under constraints on the interference they
cause to them. In order to estimate this interference, the cognitive system usually
uses the channel state information to the primary user, which is often impractical to
obtain. However, we propose to use location information, which is easier to obtain, to
estimate this interference. The purpose of this work is to propose a subchannel and
power allocation method which maximizes the secondary users’ total capacity under
the constraints of limited budget power and total interference to the primary under
certain threshold. We model the problem as a constrained optimization problem for
both downlink and uplink cases. Then, we propose low-complexity resource alloca-
tion schemes based on the waterfilling algorithm. The simulation results show the
efficiency of the proposed method with comparison to the exhaustive search algorithm.
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Chapter I
Introduction
Cognitive radio systems have received a great deal of attention recently as future
radios to bring a flexible operating intelligence to the devices such that they can
share the spectrum with the existing systems with no interference [1, 2]. cognitive
radio requires a capability to detect spectrum holes and a scheduling flexibility to
avoid the occupied spectrum and selectively use the empty spectrum. Since orthog-
onal frequency division multiple access (OFDMA) is widely used in various wireless
multiuser systems, due to high spectral efficiency and such a scheduling flexibility,
OFDMA systems are attractive for cognitive radio systems.
Location awareness [3] has realized huge advancements in the cellular networks
during the last years due to the emergence of more accurate and faster algorithms
which benefit from cooperation techniques (triangulation) [4, 5, 6]. In cognitive radios,
location information represents a great opportunity for system optimization in various
aspects such as:
• performing more precise measurements of the spectrum occupancy even with a
less frequent spectrum sensing,
• determining the minimum transmit power level for a reliable link between the
secondary users,
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• determining angle of arrival/departure toward primary users from the viewpoint
of secondary users and use beam forming techniques to reduce the interference
to the primary users if multiple antennas are available,
• optimizing the cognitive radio networks in order to maximize the spectrum
usage and the spatial reuse,
• constructing the optimal secondary network topology based on the given pri-
mary networks,
• performing more accurate spectrum sensing by adjusting the detection threshold
and an estimation of the pathloss exponent that enables a precise interference
control within resource allocation algorithms.
Among the mentioned benefits, this work focuses on how the relative location between
the primary and secondary users can be exploited for resource allocation in cognitive
radio networks under pathloss and log-normal shadowing. Indeed, secondary users use
the location information to estimate the pathloss to the primary users, which lead to
the evaluation of the interference at the primary users as a function of the transmitted
power. Then, the cognitive system determine the maximum interference-free transmit
power while sharing the frequency bands with primary users.
An extensive research has been recently performed for resource allocation in cogni-
tive radio networks [7, 8]. Many of them have assumed that the channel gains (CSI)
of the interference links between secondary transmitters and primary receivers are
available. However, it is impractical in cognitive radio systems to assume that the
primary users send feedbacks to the secondary users, an accurate estimate of the CSI
of the interference link may not be possible. Without any knowledge about the inter-
ference link, the secondary transmitter must avoid transmission over the frequency
bands used by the primary users which will lead to an inefficient system (i.e. with a
low capacity).
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As such, estimating the interference at the primary users and simultaneously per-
forming resource allocation for the secondary users without knowing the CSI is of
paramount importance. Location information represents a solution to this problem.
Indeed, secondary users will use it to estimate the interference they may cause to
the primary users as function of their transmitted power based on a pathloss and
shadowing model.
Unlike the channel state information, location of primary users is easier to obtain.
A variety of localization techniques are introduced in the literature (see [4, 5, 6] and
the references therein). Location information about the primary users can be delivered
to the secondary base station by the primary base station if available using a backhaul
link or estimated by a cooperation of multiple secondary users based on a receive
power measurement and a triangulation technique. Location of each secondary user
may be determined autonomously using global positioning system (GPS) or estimated
based on a power measurement of pilot signals from the surrounding beacons.
In this work, we assume that location information of the primary and the sec-
ondary users is available to the secondary base stations who will use it to estimate
the interference to the primary users depending on the transmitted power. The ob-
jective of this work is to propose a resource allocation strategy that maximizes the
total capacity of the secondary users in an OFDMA scheme under the constraints of
limited power budget and a threshold on the probability of interference to the primary
users.
The remainder of this thesis is organized as follows. In chapter II, we present
the system model and how to estimate interference from location information. In
chapter III, we study the general problem independently for downlink and uplink
scenarios: We formulate the optimization problems, solve them analytically using
Lagrange technique, and propose resource allocation algorithms. Numerical results
are discussed at the last section. In chapter IV, we develop some extensions of the
16
general problem presented in previous chapter. Firstly, we analyze the effect of pres-
ence of correlation between subchannels. Then, we propose an adaptation of the basic
algorithm to some implementation specifications such as collocated subchannels, uni-
form power, or discrete rate allocation.
Chapter II
System and Channel Model
II.1 System Model
Consider OFDMA-based cellular cognitive radio network that consist of a secondary
base station (single cell environment) and K secondary users who aim to opportunis-
tically use the spectrum occupied by the primary networks without causing a harmful
interference. For the primary networks, we consider the general case (i.e. not nec-
essarily cellular network ). Without loss of generality, we suppose that there are N
primary users occupying the subchannels to be shared by the secondary network.
We assume that the subchannels are orthogonal and the transmission is omni-
directional. We assume also that the primary users operate in a time division duplex
(TDD) mode, where the same frequency band is used for transmission and reception,
and the cognitive networks use OFDMA with L subchannels and a wider system
bandwidth than that of the primary users due to the interference mitigation based
on frequency diversity and the capability of a selective use of unoccupied subchannels
by the primary users, where subchannel is defined as a group of subcarriers.
Interference temperature is defined as the radio frequency (RF) power measured at
a receiving antenna per unit bandwidth and indicates the tolerable interference level
17
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at the primary user [9]. Due to heterogeneity of the primary users, the interference
temperature may vary depending on the user, and for the same user, depending on
the subchannel. We denote Ithreshn,i the maximum amount of interference allowed by
the primary user n in the subchannel i.
Consider a 2-dimensional horizontal plane (no height elevation). Let {x(p)n , y(p)n }
denote the location of the nth primary user (1 ≤ n ≤ N), {x(c)k , y(c)k } the location of
the secondary user k (1 ≤ k ≤ K), and {x(c)0 , y(c)0 } the location of the secondary base
station, respectively.
II.2 Interference Estimation using Location Infor-
mation
Consider log-distance pathloss model where the received power can be written as
Prx(d) =
Ptx ξ 10
0.1X
dη
, (II.1)
• η is the pathloss exponent,
• d is the distance between the transmitter and the receiver,
• ξ is the pathloss in a reference distance (1 km) with transmit and receive antenna
gains and effect of wavelength,
• 100.1X is a log-normal shadowing where X is a Gaussian random variable with
zero mean and variance σ2x.
We assume that the measured symbols are averaged out to remove the small-scale
fading effect.
When log-normal shadowing is present, the interference constraint at the primary
user is satisfied in a probabilistic manner. In order to avoid causing a harmful in-
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terference at the primary user under log-normal shadowing, we adjust the original
interference temperature such that the probability of the interference constraint vi-
olation is bounded by a probability of our choice p. A lower p results in a lower
adjusted interference temperature, which is more conservative way of protecting the
primary user. Thus, we formulate the following:
Pr(10 logPrx(d) > 10 log Ithresh) ≤ p, (II.2)
where Ithresh is the maximum interference level tolerable by the primary user. Sub-
stituting (II.1) into (II.2) and using the fact that Pr(X > γ) = Q(γ) for Normal
distribution, where Q(·) is the Gaussian-Q function, we get
Ptxξ
dη
=
Ithresh
10
σxQ−1(p)
10
. (II.3)
From (II.3), we can find the secondary transmitter’s maximum transmit power that
obeys the interference constraint with a probability (1 − p) when log-normal shad-
owing is present.
To simplify, we denote I˜thresh = Ithresh
10(σxQ
−1(p)/10) the effective threshold, and thus
(II.3) can be rewritten as:
Ptxξ
dη
= I˜thresh. (II.4)
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II.3 Interference Constraint in the Cognitive Sys-
tem
II.3.1 Downlink
The distance between the secondary base station and the primary user n can be
written as
d0,n =
√
(x
(c)
0 − x(p)n )2 + (y(c)0 − y(p)n )2, 1 ≤ n ≤ N. (II.5)
Given the knowledge of d0,n, the interference power at the primary user n for the
subchannel i based on the pathloss model in (II.1) is given by:
K∑
k=1
ak,ibn,i
pk,i ξ
dη0,n
≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N. (II.6)
where:
• A ∈ {0, 1}K×L is the subchannel allocation matrix for secondary users showing
that the ith subchannel is allocated to the user k if ak,i = 1.
• B ∈ {0, 1}N×L is the subchannel allocation matrix for the primary users. We
assume that B is known by spectrum sensing [4].
– If bn,i = 1, then the i
th subchannel is being used by the primary user n and
thus the secondary users may use it but under the interference constraint
I˜threshn,i .
– If bn,i = 0, the primary user n is not using the subchannel i. Thus, if bn,i =
0 , ∀n ∈ {1, · · · , N}, then the secondary users can use this subchannel
without any interference constraint.
• pk,i denote the allocated power by the secondary base station to the secondary
user k on the ith subchannel in case of downlink or the transmitted power by
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the secondary user k on the ith subchannel in case of uplink.
II.3.2 Uplink
The distance between the secondary user k and the primary user n can be computed
as
dk,n =
√
(x
(p)
n − x(c)k )2 + (y(p)n − y(c)k )2, 1 ≤ k ≤ K, 1 ≤ n ≤ N. (II.7)
Similar to the downlink case, the interference power at the primary user n due to the
uplink signal from the secondary user k can be modeled by
K∑
k=1
ak,ibn,i
pk,i ξ
dηk,n
≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N. (II.8)
The pathloss exponent η is assumed to be the same for both downlink and uplink.
Chapter III
Resource Allocation for Cognitive
Radios Systems
III.1 Downlink
III.1.1 Problem Formulation
Our goal is for the secondary base station to allocate the given power and subchannels
to secondary users in order to maximize the sum rate under the following constraints:
• No inter-secondary user interference : each subchannel can be allocated to at
maximum one secondary user,
• Total power constraint: the secondary base station has a limited power budget,
• Interference constraint: secondary users can use the subchannels being occupied
by the primary users as long as the interference constraint at the primary users
is met.
22
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This can be mathematically written as
Maximize
ak,i∈{0,1}
pk,i≥0
K∑
k=1
L∑
i=1
ak,i log2
(
1 +
|hk,i|2pk,i
No
)
subject to
K∑
k=1
ak,i ≤ 1, 1 ≤ i ≤ L,
K∑
k=1
L∑
i=1
ak,ipk,i ≤ Ptot,
K∑
k=1
ak,ibn,i
pk,i ξ
dη0,n
≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N,
(III.1)
III.1.2 Analytic Solution
Using the Lagrange multiplier technique, (III.1) is formulated as
L =
K∑
k=1
L∑
i=1
ak,i log2
(
1 +
|hk,i|2pk,i
No
)
+
N∑
n=1
L∑
i=1
λn,i
(
I˜threshn,i −
K∑
k=1
ak,ibn,i
pk,i ξ
dη0,n
)
+ ρ0
(
Ptot −
K∑
k=1
L∑
i=1
ak,ipk,i
)
,
(III.2)
where λn,i and ρ0 are Lagrangian coefficients. The Karush-Kuhn-Tucker (KKT) con-
ditions [10] are listed as
ak,i|hk,i|2
No + |hk,i|2pk,i − ak,i
N∑
n=1
bn,i
λn,iξ
dη0,n
− ak,iρ0 = 0, (III.3a)
λn,i
(
I˜threshn,i −
K∑
k=1
ak,ibn,i
pk,i ξ
dη0,n
)
= 0, (III.3b)
ρ0
(
Ptot −
K∑
k=1
L∑
i=1
ak,ipk,i
)
= 0. (III.3c)
Even though the above problem is in the form of mixed-integer programming
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problem, which is in general NP-hard, a simple two-step approach provides the max-
imum capacity thanks to the total power constraint. Since the goal is to maximize
the capacity and due to the symmetry of the constraints for all the secondary users,
we can allocate each subchannel into the secondary user with the maximum SNR for
that subchannel. Thus, the subchannel allocation index for secondary users is simply
given as ak,i = 1 for k = ki, and 0 otherwise, where
ki = arg max
k∈[1,K]
{|hk,i|
2
No
}, 1 ≤ i ≤ L. (III.4)
The interference constraint can also be simplified. In fact, for each subchannel i, the
primary user ni is the most sensitive to the power increase of secondary users, where:
ni = arg min
n∈busedi
{d
η
0,nI˜threshn,i
ξ
}, i = 1, · · · , L, (III.5)
with busedi = {n ∈ {1 . . . N} such that bn,i = 1} is the set of primary users using the
subchannel i. Thus the interference constraint becomes
pki,i ξ
dη0,ni
≤ I˜threshni,i , 1 ≤ i ≤ L. (III.6)
The Lagrange multiplier can therefore be simplified to
L =
L∑
i=1
log2
(
1 +
|hki,i|2pki,i
No
)
+
L∑
i=1
λni,i
(
I˜threshni,i −
pki,i ξ
dη0,ni
)
+ ρ0
(
Ptot −
L∑
i=1
pki,i
)
.
(III.7)
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Thus, the KKT conditions can be rewritten as
ak,i|hk,i|2
No + |hk,i|2pk,i −
λni,iξ
dη0,ni
− ρ0 = 0, (III.8a)
λni,i
(
I˜threshni,i −
pk,i ξ
dη0,ni
)
= 0, (III.8b)
ρ0
(
Ptot −
L∑
i=1
pk,i
)
= 0. (III.8c)
Let U denote the set of unallocated subchannels and Up the set of the subchannels
occupied by at least a primary user. It is assumed that Up is already known by
spectrum sensing. Thus, Uc = U − Up is the set of the interference-free subchannels.
The second step, consists in solving this optimization problem. (III.8), the optimal
transmit power can be obtained as
pki,i =
[
dη0,ni
λni,iξ + ρ0d
η
0,ni
− No|hki,i|2
]+
, 1 ≤ i ≤ L. (III.9)
where [x]+ = max{x, 0}. From (III.3b), it is clear that λi = 0 for i ∈ Uc. Therefore,
(III.9) can be simplified as
pki,i =

[
1
ρ0
− No|hki,i|2
]+
, i ∈ Uc,
min
{[
1
ρ0
− No|hki,i|2
]+
,
I˜threshni,i dη0,ni
ξ
}
, i ∈ Up,
(III.10)
Note that (III.10) is a combination of the conventional waterfilling and the cap-limited
waterfilling both with the common water level shown as follows:
1
ρ0
=
1
|U|
(
Ptot −
∑
i∈Sp
I˜threshni,i dη0,ni
ξ
+
∑
i∈U
N0
|hki,i|2
)
, (III.11)
where |U| denotes the size (number of elements) of the set U and Sp is the set of the
subchannels satisfying the condition: 1
ρ0
− N0|hki,i|2 >
I˜threshni,i d
η
0,ni
ξ
.
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III.1.3 Resource Allocation Algorithm
The power and subchannel allocation algorithm runs as follows
1. Initializa the sets U = {1, · · · , L} and Sp = {}.
2. Perform the conventional water filling algorithm and compute (III.11) and pk,i =
1
ρ0
− No|hki,i|2 .
3. • If ∃i ∈ U / pk,i < 0, then U = U − {i} and redo the above calculations.
• If pk,iξ
dη0,ni
> I˜threshni,i for any i ∈ Up, the allocated power will be saturated such
that pk,i =
I˜threshni,i d
η
0,ni
ξ
. Then,
– Remove i from U and Up, and add it to Sp.
– Recalculate 1
ρ0
(water level) using (III.11).
– Repeat the above procedure until no subchannel i ∈ Up that satisfies
pk,iξ
dη0
> I˜threshni,i is found.
This procedure is detailed in Algorithm 1.
Algorithm 1 Optimal downlink resource allocation
Require: H, P tot, I˜thresh, {d0,n}1≤n≤N , η, ξ, No.
pk,i ⇐ 0 , gk,i ⇐ No|hk,i|2 , ∀k ∈ [1, K],∀i ∈ [1, L]
ki ⇐ arg max
k∈[1,K]
{gk,i},∀i ∈ [1, L],
ak,i ⇐ 0 ,∀k ∈ [1, K], aki,i = 1,∀i ∈ [1, L],
G⇐ {g1,k1 , · · · , gL,kl},
Pmax ⇐ {pmax1 , · · · , pmaxL }, where
pmaxi ⇐ min
n∈[1,N ] / bn,i=1
{ I˜threshn,i ×d
η
0,n
ξ
},∀i,
Pvec ⇐ Algorithm 2 (G,Pmax, P tot)
pki,i ⇐ pveci ,∀i ∈ [1, L],
return P,A.
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Algorithm 2 Cap-limited Waterfilling (G,Pmax, P )
Require: G,Pmax, P tot.
U⇐ {1, · · · , L}, Ns ⇐ L, pt ⇐ 0,
while (|P − pt| >  and Ns > 0) do
V1 ⇐ min
i∈U
{gi + P
tot − pt
Ns
}, V2 ⇐ min
i∈U
{gi + pmaxi }
V ⇐ min(V1, V2)
wi ⇐ max(V − gi, 0), gi ⇐ gi + wi, ∀i
pi ⇐ pi + wi, pmaxi ⇐ pmaxi − wi, ∀i
pt ⇐ pt +
L∑
i=1
wi, U⇐ argi(pmaxi > ), Ns ⇐ |U|
end while
return P⇐ {p1, · · · , pL}
III.2 Uplink
III.2.1 Problem Formulation
The objective is to maximize the sum rate under the individual secondary user power
constraint. The problem is formulated in this case as
Maximize
ak,i∈{0,1}
pk,i≥0
K∑
k=1
L∑
i=1
ak,i log2
(
1 +
|hk,i|2pk,i
No
)
subject to
K∑
k=1
ak,i ≤ 1, 1 ≤ i ≤ L,
K∑
k=1
L∑
i=1
ak,ipk,i ≤ Pk, 1 ≤ k ≤ K,
K∑
k=1
ak,ibn,i
pk,i ξ
dηk,n
≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N,
(III.12)
where Pk is the transmit power budget for secondary user k.
The constraints are similar to the downlink case except the total power constraint
which is replaced by an individual power constraint for each secondary user k.
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III.2.2 Analytic solution
We start by simplifying the problem by selecting for each secondary user, the most
sensitive primary user in each subchannel. Similarly to the downlink case, this user
can be determined from the interference constraint as:
nk,i = arg min
n∈busedi
{d
η
k,nI˜threshn,i
ξ
}, 1 ≤ k ≤ K, 1 ≤ i ≤ L. (III.13)
Using the Lagrangian and KKT conditions, the optimal transmit power can be
obtained as
pki,i =
[ dηki,nki,i
λiξ + ρkid
η
ki,nki,i
− No|hki,i|2
]+
, 1 ≤ i ≤ L. (III.14)
which can be simplified as
pki,i =

[
1
ρki
− No|hki,i|2
]+
, i ∈ Uc,
min
([
1
ρki
− No|hki,i|2
]+
,
I˜threshnki,i,i d
η
ki,nki,i
ξ
)
, i ∈ Up.
(III.15)
III.2.3 Resource Allocation Algorithm
Unlike the downlink case, it is not optimal in the uplink case to separate subchannel
and power allocations due to the per-user power constraint. In order to solve the prob-
lem with a reduced complexity, we propose an algorithm that runs a per-subchannel
two-step procedure of user selection and power allocation for all the subchannels one
after another. A brief description of the procedure is given in what follows.
1. Initialize U = {1, · · · , L}, Uk = {1, · · · , L} and Sk = {},∀k, where Uk and Sk
are the set of the unallocated subchannels for the user k and the set of the
subchannels that their allocated power should be capped due to interference
constraint, respectively.
2. Run the waterfilling algorithm over the available subchannels for each user
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independently. The water level for secondary user k is shown as
1
ρk
=
1
|Uk|
(
Pk −
∑
i∈Sk
I˜threshnk,i,i dηk,nk,i
ξ
+
∑
i∈Uk
N0
|hk,i|2
)
. (III.16)
For each user k, if i ∈ Up and pk,i >
I˜threshnk,i,i d
η
k,nk,i
ξ
, then pk,i =
I˜threshnk,i,i d
η
k,nk,i
ξ
and
Sk = Sk + {i}.
3. Compute the capacity for each subchannel and user as
Ck,i = log2
(
1 +
pk,i|hk,i|2
No
)
, (III.17)
and then select the pair with the highest capacity as {k∗i , i∗} = arg maxk,i∈U Ck,i.
4. Allocate the i∗th subchannel to the user k∗i (ak∗i ,i∗ = 1).
5. Remove this subchannel from the sets U = U − {i∗} and Uk = Uk −{i∗}, where
k = 1, · · · , i∗ − 1, i∗ + 1, · · · , K.
6. Repeat the above procedure until U is empty.
This procedure is detailed in Algorithm 3.
Notice that, unlike the downlink case, the user with the maximum SNR for a
subchannel can not always offer the highest rate in the uplink case. Therefore, to
maximize the capacity, each subchannel needs to be allocated into the secondary user
with the highest capacity for the subchannel.
III.3 Simulation Results
Extensive simulations were performed, where the cognitive radio system composed
of 20 secondary users is assumed to have a total of 64 subchannels shared with 10
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Algorithm 3 Proposed uplink resource allocation
Require: H, P user, I˜thresh, {dk,n}1≤k≤K
1≤n≤N
, η, ξ, No.
ak,i ⇐ 1, gk,i ⇐ No|hk,i|2 , ∀k ∈ [1, K],∀i ∈ [1, L]
while
L∏
i=1
K∑
k=1
ak,i 6= 1 do
for k = 1 to K do
G⇐ {gk,1, · · · , gk,L},
Pmaxk ⇐ {pmaxk,1 , · · · , pmaxk,L } where
pmaxk,i ⇐ min
n∈[1,N ] / bn,i=1
{ I˜
thresh
n,i ×dηk,n
ξ
},∀i,
Pk ⇐ Algorithm 2 (G,Pmaxk , P userk ),
end for
Ck,i = log2
(
1 +
pk,i
gk,i
)
, ∀k, ∀i
k∗, i∗ ⇐ arg max
k,i
Ck,i
aj,i∗ ⇐ 0, ∀j ∈ [1, K], ak∗,i∗ ⇐ 1
end while
return P,A.
primary users. The base station transmit power budget is 20 dBm and the user
transmit power budget of 3 dBm. We consider two different threshold levels of -110
dBm and -130 dBm, affected randomly to users and subchannels. We generate the
secondary users’ locations randomly inside the circle of radius 1 Km while the primary
users are located randomly inside a circle of radius Dmax which will be variable in
our simulations.
III.3.1 Effect of the Use of Location Information
In Fig. III.1, we show the effect of the use of location information (LI) instead of the
CSI. Remarking that the loss of capacity is acceptable, we conclude that the used
approximation is valid knowing that the CSI are in practical impossible to obtain.
Two extreme scenarios are also considered: The OFDMA scenario which corresponds
to a total absence of primary users (i.e. the cognitive users are free to allocate their
resources in the subchannels without any concern for the interference) and the Overlay
31
2 4 6 8 10 12 14 16 18 20
0
1
2
3
4
5
6
Average Distance Between Cognitive Base Station and Affected Primary Users (Km)
Ca
pa
ci
ty
 (b
ps
/H
z)
 
 
OFDMA
CSI
LI
Overlay
Downlink
Uplink
Figure III.1: Effect of the Location Information use instead of the Channel State
Information on the total capacity of the network.
scenario where no interference with primary users is allowed (i.e. the cognitive users
can only use the subchannels totally free : not used by primary users).
III.3.2 Optimality of the Proposed Algorithms
In Fig. III.2, we show the efficiency of the proposed algorithms by comparing them
to the Exhaustive Search algorithms. In fact, for the downlink case, the proposed al-
gorithm is exactly superposed with the Exhaustive search which shows its optimality.
For the uplink case, the suboptimal algorithm that we propose is very near to the
exhaustive search. The complexity reduction justifies our choice of this approach. We
note that due to the high complexity of the exhaustive search algorithm, we perform
this comparison (Fig. III.2) with only 6 subchannels, 3 secondary users and 2 primary
users.
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Figure III.2: Comparison between the total capacity obtained using the proposed
algorithm and the Exhaustive search algorithm.
III.3.3 Effect of the Users’ Spatial Distribution
In Fig. III.3, we consider two different simulation scenarios for the secondary users
and the primary user:
1. All the secondary users are located along the circle with a radius of 1 (km) and
the primary users are located at random within the cell with the radius of 8,
and
2. The secondary users as well as the primary users are randomly distributed
within the cell. This is a more practical scenario with non-identically distributed
users in a cellular environment.
We show in this figure the impact of p on the performance of the location-based
algorithm. As in the figure, the lower p, the stronger protection we put in place for the
primary user and therefore the secondary users more tends to avoid the subchannels
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Figure III.3: Downlink capacity of various schemes as a function of p when the
distance between the primary user and the secondary base station is 3 (km).
under the primary user’s band.
III.3.4 Effect of the Interference Threshold
Fig. III.4 shows the impact of the threshold level on the performance of the location-
based algorithm. As shown in the figure, the higher the threshold level, the stronger
protection we put in place for the primary users and therefore the secondary users
tend to avoid the subchannels under the primary users’ band which corresponds to
the overlay algorithm. Inversely, when the threshold level decreases, we allow more
freedom to secondary users to use all the subchannels which is similar to the OFDMA
case.
III.3.5 Effect of the Number of Primary Users
Fig. III.5 shows the capacity as function of the number of primary users. The capacity
decreases with the increase of the primary users which can be explained by the increase
of the interference constraints due to the decrease of the minimal distance.
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Chapter IV
Co-channel Interference and
Practical Implementations
IV.1 Co-channel Interference between Subchannels
IV.1.1 Problem Formulation
Due to the absence of frequency orthogonality, the signal power of the secondary users
on the subchannels may show a correlation to the primary user’s band in the form
of inter-carrier interference (ICI). Since the spectrum of each subcarrier in OFDM
demonstrates a sinc function, the envelope of the side lobe peaks follows an exponen-
tial decay. Thus, we model the ICI coefficient between the ith and the jth subchannels
as gi,j =
α
(i−j)2 , where gi,i = 1, ∀i, and α is a system-dependent constant determined
based on the size of subchannel.
The optimization problem with ICI is similar to the initial problem. We only
replace the interference constraints with the following constraints
Downlink :
K∑
k=1
bi ξ
dη0,n
L∑
j=1
gi,jak,jpk,j ≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N, (IV.1)
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and
Uplink :
K∑
k=1
bi ξ
dηk,n
L∑
j=1
gi,jak,jpk,j ≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N. (IV.2)
IV.1.2 Resource allocation
Similar to the earlier cases, the Lagrangian and and KKT conditions allow the optimal
transmit power to be obtained as
Downlink : pki,i =
[
dη0,ni
ξ
∑
j∈Up gj,iλj + ρ0d
η
0
− No|hki,i|2
]+
, (IV.3)
and
Uplink : pki,i =
[ dηki,nki
ξ
∑
j∈Up gj,iλj + ρkid
η
ki
− No|hki,i|2
]+
, (IV.4)
These equations indicate that each subchannel uses a less power due to the correlation,
which is intuitively understood.
For the downlink, by substituting the new interference constraint we get the fol-
lowing (|Up| + 1) equations which can be used to compute λ1, · · · , λ|Up| and ρ0 and
then conclude pki,i using (IV.3).
K∑
k=1
L∑
i=1
ak,id
η
0,ni
ξ
∑
j∈Up gj,iλj + ρ0d
η
0,ni
− ak,iNo|hk,i|2 = Ptot, (IV.5)
and
K∑
k=1
L∑
j=1
gi,jak,jd
η
0,ni
ξ
∑
m∈Up gm,jλm+ρ0d
η
0,ni
− gi,jak,jNo|hk,j|2 =
I˜threshni,i dη0,ni
ξ
, i ∈ Up, (IV.6)
Similarly, for the uplink, the new (|Up|+K) equations are
L∑
i=1
ak,id
η
k,nk,i
ξ
∑
j∈Up gj,iλj + ρkd
η
k,nk,j
− ak,iNo|hk,i|2 = Pk, k = 1, · · · , K (IV.7)
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Figure IV.1: Impact of correlation between subchannels on the capacity.
and
K∑
k=1
L∑
j=1
gi,jak,jd
η
k,nk,i
ξ
∑
m∈Up gm,jλm+ρkd
η
k,nk,j
− gi,jak,jNo|hk,j|2 =
I˜threshnk,i,i dηk,nk,i
ξ
, i ∈ Up, (IV.8)
Thus we can compute λ1, · · · , λ|Up| and ρ1, · · · , ρK and use them to conclude pk,i for
uplink using (IV.4).
IV.1.3 Simulation Results
Fig. IV.1 shows the impact of correlation between subchannels on the capacity of
the proposed resource allocation algorithm. As the correlation between subchannels
increases, the total capacity of the cognitive system decreases due to the additional
interference caused by the adjacent subchannels called interchannel interference.
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IV.2 Practical Resource Allocation Scenarios
IV.2.1 Collocated Subchannels Allocation
Assuming consecutive subchannels are allocated for each secondary user, we can for-
mulate the optimization problem for the uplink scenario as
Maximize
ak,i∈{0,1}
pk,i≥0
K∑
k=1
L∑
i=1
ak,i log2
(
1 +
|hk,i|2pk,i
No
)
subject to
K∑
k=1
ak,i ≤ 1, 1 ≤ i ≤ L,
K∑
k=1
L∑
i=1
ak,ipk,i ≤ Pk, 1 ≤ k ≤ K,
K∑
k=1
ak,ibn,i
pk,i ξ
dηk,n
≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N,
Uk = {u(1)k , · · · , u(1)k + u(w)k − 1}, 1 ≤ k ≤ K.
(IV.9)
Since each secondary user is allocated with consecutive subchannels, Uk can be
characterized by the start subchannel index u
(1)
k and the number of subchannels u
(w)
k .
The optimization problem in (IV.9) is similar to the uplink problem proposed in
(III.12) with an additional constraint of consecutive subchannel allocation. In order
to solve the problem with a reduced complexity, we propose an algorithm that runs
a per-subchannel two-step procedure of user selection and power allocation for all
the subchannels one after another. A brief description of the algorithm is given as
follows:
1. Construct a capacity matrix C = {ck,i}K×L, where row is the user index and
column is the subchannel index, and a validity indication matrix V = {vk,i}K×L
and initialize all the elements as valid (vk,i = 1,∀k,∀i).
2. Each user runs an individual cap-limited waterfilling and compute C such that
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ck,i = log2(1 +
|hk,i|2pk,i
No
).
3. Find the element with the highest capacity among the valid elements in the
validity indication matrix, i.e., {k∗, i∗} = arg maxk,i vk,ick,i.
4. Check if the user k∗ already has other allocated subchannel(s). If so, go to 5,
otherwise, proceed to 6.
5. Check if the subchannel i∗ is adjacent to the already allocated subchannels
for the user k∗. If so, proceed to 6, otherwise, the subchannel i∗ can not be
allocated to the user k∗. So mark the subchannel i∗ is invalid for the user k∗,
i.e., vk∗,i∗ = 0, and go back to 3 (find the next highest element).
6. Allocate the subchannel i∗ to the user k∗ and put vk,i∗ = 0 for 1 ≤ k ≤ K and
k 6= k∗.
7. Check if the surrounding (left and right) elements are invalid, i.e., vk∗,i∗+1 = 0
or vk∗,i∗−1 = 0. If they are invalid, then change them as valid.
8. Go back to 2 and repeat until all the subchannels are allocated.
IV.2.2 Fixed Power Allocation
For practical implementations, it is more convenient to allocate the same power for
all subchannels. In this subsection, we will propose an approach to search for the
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optimal power in the downlink case. The optimization problem is reformulated as:
Maximize
ak,i∈{0,1}
p≥0
K∑
k=1
L∑
i=1
ak,i log2
(
1 +
|hk,i|2p
No
)
subject to
K∑
k=1
ak,i ≤ 1, 1 ≤ i ≤ L,
K∑
k=1
L∑
i=1
ak,i ≤ Ptot
p
,
K∑
k=1
ak,ibn,i
p ξ
dη0,n
≤ I˜threshn,i , 1 ≤ i ≤ L, 1 ≤ n ≤ N,
(IV.10)
The optimal power is obtained as
p∗ = min
[ Ptot
|U∗| ; mini∈U∗{I˜
thresh
ni,i
dη0,ni
ξ
}]; (IV.11)
where U∗ is the set of the used subchannels by the secondary users. The problem
is how to determine the optimal set. For that, after determining the most sensitive
primary user and the best secondary user per subchannel as in the general case,
we sort the subchannels by decreasing order of SNR. Then we intialize this set as
{1, ..., L∗} where
L∗ = arg max
l
l∑
i=1
aki,i log2
(
1 +
|hk,i|2p∗l
No
)
. (IV.12)
This initialization considers that the interference is uniform for all subchannels. Since
the threshold is variable, it can affect the chosen power and thus decrease the total
capacity. For that, is the optimal power is selected to saturate the interference in
one of the subchannels, we try to remove it from the set of eligible subchannels,
redetermine the optimal L∗ and p∗, and recompute the total capacity. If it is better
than the previous capacity, we save this change and we repeat the previous test. We
keep testing until the optimal power is not an interference cap or the remove of the
subchannel does not ameliorate the capacity.
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For the uplink scenario, we use the same procedure for each user then we insert
it in the iterative procedure described in the algorithm (3).
IV.2.3 Discrete Rate Allocation
Since it is more interesting to see integer bit allocations in practice, the original
allocated power is reduced to the one that results in the nearest inferior integer bits
for each subchannel. Then, the total remaining power is redistributed in order to
maximize the number of total allocated bits.
In both downlink and uplink cases, for integer-bit allocation, the power allocated
for each subchannel is adjusted as
p′ki,i =
N0
|hki,i|2
(2rki,i − 1), (IV.13)
where rki,i = blog2(1 + |hki,i|
2pki,i
N0
)c. Thus, the power remaining unused is
P− = Ptot −
L∑
i=1
p′ki,i, (IV.14)
which is redistributed by the greedy algorithm as follows. For each subchannel i,
calculate the amount of power needed to allocated one more bit as
p+i = p
′′
ki,i
− p′ki,i =
N0
|hki,i|2
2rki,i , (IV.15)
where p′′ki,i =
N0
|hki,i|2
(2rki,i+1 − 1). In order to redistribute the remaining power, we
start from the subchannel that requires the minimum additional power to increment
the allocated bits (to the next integer value) while verifying that the power budget
and the interference constraints are not violated. Thus, the subchannel that requires
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the minimum power for an additional bit is given as
nmin = arg min
i
p+i , (IV.16)
which is equivalent to finding the best subchannel (the one with the highest channel
gain) among those subchannels with the lowest allocated bits and is given as
nmin = arg max
i∈S
|hki,i|, (IV.17)
where S is the set of the subchannel indices with the minimum rki,i. For the sub-
channels i ∈ Uc, or the subchannels i ∈ Up satisfying pki,i + p+i ≤
I˜threshni,i d
η
0,ni
ξ
, update
pki,i = pki,i + p
+
i and P
− = P− − p+i . For other subchannels i, no additional power
can be allocated. Then, S = S − i. Repeat the above power redistribution procedure
until P− − p+i < 0 and then finally distribute the remaining power equally over all
the subchannels.
IV.2.4 Simulation Results
Fig. IV.2 shows the effect of integer bit allocation and allocation of collocated sub-
channels on the capacity of the network. We compare in this figure, the different
scenarios stated in Table. IV.1. As expected, we remark the loss of performances of
the network because of the additional constraints of discrete capacities and collocated
subchannels.
43
Table IV.1: Different scenarios for resource allocation
Scenario subchannel allocation power allocation rate (capacity)
1 no restriction waterfilling fractional
2 no restriction waterfilling discrete
3 no restriction fixed power fractional
4 collocated waterfilling fractional
5 collocated waterfilling discrete
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Figure IV.2: Effect of discretization of the capacities and allocation of collocated
subchannels on the performance of the cognitive network.
Chapter V
Conclusion
V.1 Summary
This work introduced a resource allocation algorithm based on location information
for OFDMA cognitive radio systems and showed that it achieves a near-optimal ca-
pacity even without any knowledge of the interference link.
In this report we started by proposing an estimation of the interference based
on pathloss estimation using location information. The capacity of the cognitive
network was then maximized under the interference and power constraints. In addi-
tion, we proposed a sub-optimal algorithm which solved this optimization problem
for the general case of multiple primary users network with different thresholds of
interference for each subchannel. Following this, we discussed the effect of presence
of co-channel interference between subchannels on the performance of the system.
We also presented extensions of the proposed method which take into account some
practical scenarios such as discrete rate allocation, collocated subchannels allocation,
and fixed power allocation. We showed, through numerical simulations, the efficiency
of our method. Despite its low complexity, it achieves the same performance of the
exhaustive search method for the downlink case and very close results for the uplink
44
45
case. The extensions that we proposed show a trade-off between practicality of the
method and achievable capacity.
V.2 Future Research Work
The work presented in this thesis can be extended in multiple directions. Firstly, we
can generalize to the case of secondary network with multiple base stations. Thus we
need to implement scheduling scheme to avoid interference between secondary cells
which may decrease the total capacity and affect the interference to the primary users.
Secondly, we can extend it to treat the case of more than one secondary network who
will be competing on sharing the available resources with the primary user. A pricing
strategy will be settled to decide between secondary users and reward the primary
user. Finally, in this work we supposed that the available information from spectrum
sensing about the presence or absence of primary user is perfect. But, in reality, it is
not. By taking in consideration the probability of false alarm and detection, how can
we improve the performance of our system? What will be the price of considering
the probability of miss detection while computing the interference on the achievable
capacity? In the same time, can we improve the achievable capacity knowing the
probability of false alarm?
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