Given two square matrices A and B, we propose a new algorithm for computing the smallest value ε ≥ 0 such that A + E and A + F share an eigenvalue, where E = F = ε. In 2006, Gu and Overton proposed the first algorithm for computing this quantity, called sep λ (A, B) ("sep-lambda"), using ideas inspired from an earlier algorithm of Gu for computing the distance to uncontrollability. However, the algorithm of Gu and Overton is extremely expensive, which limits it to the tiniest of problems. Our new algorithm can be orders of magnitude faster and can scale up to problems where A and B are of moderate size. Furthermore, our algorithm consists of computations which are also embarrassingly parallel, and so can be further accelerated on multi-core hardware.
Introduction
The quantity sep λ (A, B) measures how close two square matrices A ∈ C m×m and B ∈ C n×n are to sharing a common eigenvalue, in the sense of how much A and B must be perturbed in order to make this so. Varah first introduced sep λ (A, B) in 1979 in [Var79] , and it was subsequently studied by Demmel in [Dem83, Dem86, Dem87] , although Demmel used a slightly modified version "because it lets us state slightly sharper results later on" [Dem83, p. 24 When it is not necessary to distinguish between the two variants, we will drop the superscript and just write sep λ (A, B) .
Clearly, sep λ (A, B) = 0 if A and B share an eigenvalue and is otherwise positive. To the best of our knowledge, only a single algorithm has been given so far to compute sep D λ (A, B), due to Gu and Overton back in 2006 [GO06] , while no algorithms have appeared to date for computing sep V λ (A, B). Nevertheless, as noted by Gu and Overton, computing sep D λ (A, B) at least approximates sep V λ (A, B) to within a factor of two, due to the following inequality:
The quantity sep λ (A, B) can also be equivalently defined in terms of singular values as well as pseudospectra [GO06, , where for some ε ≥ 0, the ε-pseudospectrum of a matrix A is defined Λ ε (A) := {|z| : z ∈ Λ(A + ∆), ∆ ≤ ε},
(1.2a) := {|z| : z ∈ C, σ min (A − zI) ≤ ε}.
(1.2b)
The first definition of pseudospectra dates back to at least 1967, in Varah's Ph.D. thesis [Var67] , while the current definitive reference is Trefethen's and Embree's comprehensive book on pseudospectra and their applications [TE05] . The term pseudospectrum was actually coined by Trefethen For the pseudospectral-based definitions, it will first be convenient to define
where ε 1 ≥ 0 and ε 2 ≥ 0. In other words, S(ε 1 , ε 2 ) is the set of components of the ε 1pseudospectrum of A and the ε 2 -pseudospectrum of B which overlap. When ε 1 = ε 2 , we will just write S i.e., sep V λ (A, B) is equivalent to the smallest value of ε 1 + ε 2 such that Λ ε1 (A) and Λ ε2 B only have boundary points in common, while sep D λ (A, B) is the smallest value of ε such that Λ ε (A) and Λ ε (B) only have boundary points in comon.
Using f V (z) and f D (z), defined in (1.3), it is relatively easy to obtain upper bounds to sep λ (A, B) by simply evaluating these functions for any points z ∈ C, or better, by applying (nonsmooth) optimization techniques to find local minimizers of them. Due to the max function in f D (z), it is typically always nonsmooth at minimizers, while f V (z) will be nonsmooth at a minimizer if that minimizer happens to coincide with an eigenvalue of A or B, which as Gu and Overton mentioned, is often the case for sep V λ (A, B) . Despite the potential nonsmoothness, f V (z) and f D (z) are rather straightforward functions in just two real variables (z = x + iy), whose function values, and even gradients (assuming z is a point where they are differentiable), can be computed efficiently, relatively speaking. Computing f V (z) and f D (z) only requires σ min (A − zI) and σ min (B − zI), which can be obtained via two SVDs, one m × m and one n × n; their respective gradients can be cheaply computed via their corresponding left and right singular vectors for σ min (A − zI) and σ min (B − zI). Furthermore, when A and B are large and sparse, it is still often possible to efficiently compute f V (z) and f D (z) and their gradients via sparse SVD methods. Nevertheless, finding local minimizers of (1.3) provide no guarantees for computing sep λ (A, B) , particularly since these problems may have many different local minima and the locally optimal function values associated with these minima may be very different. Indeed, in motivating their algorithm for sep D λ (A, B), Gu and Overton aptly remarked: "the inability to verify global optimality [of minimizers of (1.3)] remains a stumbling block preventing the computation of sep λ (A, B), or even the assessment of the quality of upper bounds, via optimization" [GO06, p. 350] .
In this paper, we address this very problem by proposing a new interpolation-based globality certificate that does in fact assess the global optimality of minimizers to (1.3b), which we do by considering the pseudospectral definition given in (1.5b). This gives us a new method for computing sep D λ (A, B) , which compared to the earlier algorithm of [GO06] , is generally orders of magnitude faster. Given a minimizerz of (1.3b) that we obtain via nonsmooth optimization techniques, our certificate asserts whether or not the minimizerz is globally optimal. If so, then sep D λ (A, B) has been computed. Otherwise, our certificate provides new points such that restarting optimization from them guarantees a better (lower) minimizer of (1.3b) will be found. This idea of optimization-with-restarts has been used in several algorithms for fast computation of various measures that are defined by optimization problems with multiple local optima, e.g., the distance to instability [HW99] , the H ∞ norm [BM18] , the distance to uncontrollability [BLO04, Mit19b] , and Kreiss constants [Mit19a, Mit19b] . In fact, the globality certificate we develop here for sep D λ (A, B) is built upon the interpolation-based approach we recently introduced in [Mit19b] for faster computation of Kreiss constants and the distance to uncontrollability. Indeed, the common thread between all of these aforementioned measures is that each of them can be specified as a global optimization problem of a singular value function in one or two real variables.
The paper is organized as follows. In §2, we give an overview of the history and properties of both the earlier algorithm of [GO06] for sep D λ (A, B) and our recent interpolation-based approach for computing Kreiss constants and the distance to uncontrollability [Mit19b] . Then, in §3, we use these latter ideas to develop a new interpolation-based globality certificate for computing sep D λ (A, B). In §4, we describe our complete method to compute sep D λ (A, B) using optimization-with-restarts via our new certificate, along with some practical implementation details. Experiments are done in §5, while concluding remarks are given in §6.
The earlier algorithm for sep D λ (A, B) and related methods
The algorithm of [GO06] for sep D λ (A, B) is particularly expensive: it is O((m + n)m 3 n 3 ) work 1 , which makes it intractable for all but the tiniest of problems. It is inspired by a novel 2D level-set test developed earlier by Gu in order to estimate the distance to uncontrollability [Gu00] . In its original form (for the distance to uncontrollability), this test involves computing all eigenvalues of 2n× 2n generalized eigenvalue problem, so it is O(n 6 ) work, but this was subsequently reduced to O(n 4 ) on average and O(n 5 ) in the worst case via a divide-and-conquer technique proposed by [GMO + 06]. In the sep D λ (A, B) algorithm, a procedure is done, similar to Gu's test, which involves solving 4mn×4mn generalized eigenvalue problems, which is O(m 3 n 3 ) work per problem. However, at least (m + n) of these large eigenvalue problems must be solved in order to compute an initial upper bound needed for its bisection phase, which then converges to sep D λ (A, B). In their concluding remarks [GO06, p. 358], Gu and Overton noted that divide-and-conquer could potentially be adapted to sep D λ (A, B), which assuming m = n, would bring down the O(m 7 ) work complexity of their algorithm to O(m 5 ) on average and O(m 6 ) in the worst case. However, this appears to not have been implemented and there is some reason to be skeptical that it would be numerically reliable for faster computation of sep D λ (A, B). For the distance to uncontrollability, the large aforementioned generalized eigenvalue problem can actually be analytically reduced to a standard eigenvalue problem, and this appears, in practice, to have a positive impact on the viability of divide-and-conquer. However, when the original test of Gu (not the faster divide-and-conquer form) is adapted to computing sep D λ (A, B) and Kreiss constants, it leads to large generalized eigenvalue problems with half of their eigenvalues at infinity, and it is unclear how, or even if, these problems can be reduced to ones without any infinite eigenvalues; see [GO06, p. 353 ] and [Mit19a, Remark 3.2], respectively. This is not a problem for performing the tests by computing all the eigenvalues of these matrix pencils, save for the O(n 6 ) work to do so. However, while we showed divide-and-conquer theoretically extends to our 2D level-set test for Kreiss constants [Mit19a, Sections 3.3 and 5.3], we noted that this technique was not at all reliable in our numerical experiments [Mit19a, Section 6.3]. We believe this is due, at least in part, to the presence of these infinite eigenvalues. Furthermore, divide-andconquer is built on the assumption that using shift-and-invert to compute eigenvalues nearest to a given shift actually returns the closest eigenvalue, which is not always true in practice; in fact, an example of this assumption being violated can be seen in the top left plot of Fig. 3 .1 in the very same paper proposing divide-and-conquer [GMO + 06, p. 486].
Departing from techniques inspired by the original test of Gu, in [Mit19b] we recently proposed a radically different interpolation-based approach for computing Kreiss constants and the distance to uncontrollability with guarantees. This technique involves approximating a certain one-variable continuous function, based on much cheaper 1D level-set tests, over a small fixed interval in order to assess global optimality of a given minimizer. Since it is unpredictable how many interpolation points will be needed to sufficiently approximate the given function, it is difficult, perhaps impossible, to determine an upper bound for the work complexity of this approach. The entire cost of obtaining the approximation via interpolation is always at least Ω(n 3 ) work, as evaluating the one-variable function at a single point has cubic work complexity. Nevertheless, in the numerical experiments [Mit19b, Section 6], we observed that our new technique was orders of magnitude faster than the previously state-of-the art methods for computing Kreiss constants [Mit19a] and the distance to uncontrollability [BLO04, GMO + 06], including the divide-and-conquer technique, which recall is O(n 4 ) work on average. These experiments suggest that the work complexity of these interpolation-based globality certificates may not be strongly correlated with the problem dimension, and so the total work may not significantly differ from the lower bound of Ω(n 3 ). Furthermore, these interpolation-based certificates mainly consist of embarrassingly parallel tasks, and so on multi-core architectures, they can be further accelerated, often by yet another order of magnitude [Mit19b, Section 6.2]. Hence, adapting the interpolation-based globality certificates we introduced in [Mit19b] currently seems to be the most promising way to develop a faster method of computing sep λ (A, B).
Interpolation-based globality certificates
Given ε ≥ 0, we will construct a globality certificate that answers the question of whether or not S(ε) o is empty, where o denotes the interior of a set. Hence, given a local minimizerz of (1.3b), with f D (z) = max(σ min (A −zI), σ min (B −zI)) =ε, if the certificate certifies that S(ε) o = ∅, thenε is in fact a global minimizer of (1.5b) and thus sep D λ (A, B) is computed. Otherwise, the test certifies that S(ε) o = ∅, namely, by returning one or more points z ∈ S(ε) such that f D (z) ≤ε must hold. Consequently, these new points z can then be used to restart optimization such that a better (lower) minimizer of f D (z) is guaranteed to be found.
Note that for a local minimizerz of (1.3a), with
considering whether S(ε A ,ε B ) o = ∅ would not be sufficient to check whetherz is globally optimal. The reason is that S(ε A , ε B ) o = ∅ can hold for non-locally-optimal pairs ε A ≥ 0 and ε B ≥ 0 such that S(ε A , ε B ) = ∅. To see this, suppose that sep V λ (A, B) =ε A +ε B , with ε B = 0. Then one construct a set of continuous pairs (ε A , ε B ) starting at (ε A , 0) such that S(ε A , ε B ) = ∅ but S(ε A ,ε B ) o = ∅, i.e., the two pseudospectra always touch but never overlap. Hence, the particular certificate we will develop for sep D λ (A, B) will not be sufficient to also create an algorithm for sep V λ (A, B).
Locating pseudospectral components
Given a matrix A ∈ C m×m , ε ≥ 0, and some z 0 ∈ C such that ε 2 is not an eigenvalue of (A − z 0 I)(A − z 0 I) * (we will explain this condition momentarily), we will first need a way of determining which rays emanating from z 0 intersect with Λ ε (A) and which do not. This subsection closely follows [Mit19b, Sections 3-5], where we first proposed interpolation-based globality certificates for Kreiss constants and the distance to uncontrollability, though here we now adapt these ideas to locating pseudospectral components. Consider the following singular value function parameterized in polar coordinates:
The following result relates singular values of F A (r, θ) with eigenvalues of a certain 2m × 2m matrix pencil. This is a yet another variation of the 1D level-set technique Byers introduced in order to develop the first method for computing the distance to instability back in 1988 [Bye88] , which we and many others have adapted to compute various distance measures that can be defined as a global optimization problem of some singular value function.
Theorem 3.1. Given a point z 0 ∈ C and finite parameters ε, r, θ ∈ R with ε ≥ 0, then ε is a singular value of F A (r, θ) defined in (3.1) if and only if r is an eigenvalue of matrix pencil
are Hermitian matrices and H θ is indefinite.
Proof. Suppose ε is a singular value of F A (r, θ) with left and right singular vectors u and v. Then
Multiplying out the terms in both equations and then rearranging terms yields:
These two equations can then be written as this generalized eigenvalue problem:
thus proving the if-and-only-if equivalence. It is easy to see that eigenvalues of H θ are +1 and −1, and hence H θ is indefinite for all θ.
Corollary 3.2. Given an angle θ and ε ≥ 0, the ray emanating from z 0 with angle θ, i.e., the set of points along z 0 + re iθ for all r ≥ 0, intersects Λ ε (A) if and only if (G, H θ ) has some positive real eigenvalue.
Proof. Suppose that the ray emanating from z 0 with angle θ intersects Λ ε (A). Since Λ ε (A) is bounded, there exists somer > 0 such that the point (r, θ) on this ray is also on the boundary of Λ ε (A) and so σ min (F A (r, θ)) = ε. Hence by Theorem 3.1,r > 0 is an eigenvalue of (G, H θ ). Now suppose (G, H θ ) has some positive real eigenvaluer. Then by Theorem 3.1, ε must be a singular value of F A (r, θ) but is not necessarily the smallest one. Thus, σ min (F A (r, θ)) =ε ≤ ε and so it follows that (r, θ) is in Λε(A) ⊆ Λ ε (A).
Remark 3.3. Note that Theorem 3.1 provides more than just a way to identify which rays emanating from z 0 pass through the Λ ε (A), i.e., Corollary 3.2. More specifically, Theorem 3.1 provides a way to calculate all the boundary points of Λ ε (A) on a given ray. In fact, what Theorem 3.1 provides is even a bit stronger than that. Given a positive eigenvaluer of (G, H θ ), by Theorem 3.1, ε is a singular value of F A (r, θ). If ε is the minimum singular value of F A (r, θ), then z 0 +re iθ is a boundary point of Λ ε (A). However, if ε is not the minimum singular value of F A (r, θ), then z 0 +re iθ is a boundary point of Λε(A) for someε < ε.
Lemma 3.4. Let z 0 ∈ C and ε > 0. Then for any θ ∈ R, the matrix pencil (G, H θ ) defined by (3.2) has zero as an eigenvalue if and only if ε 2 is an eigenvalue of (
Setting v = 1 ε (A − z 0 I) * u and substituting this into the equation above yields
which can be rewritten as −εI
Hence, zero is an eigenvalue of G. Since the right-hand side above is zero, it can be replaced by 0 · H[ u v ] for any matrix H ∈ C 2m×2m and so zero is an eigenvalue of (G, H θ ). The reverse implication holds as all steps are if-and-only-if equivalences.
As we will soon see, we will need to exclude zero as an eigenvalue of (G, H θ ), hence by Lemma 3.4, our assumption that ε 2 is not an eigenvalue of (A − z 0 I)(A − z 0 I) * .
Theorem 3.5. The spectrum of matrix pencil (G, H θ ) defined by (3.2) is symmetric with respect to the real axis and is equivalent to the spectrum of
for any value of θ and so the spectrum of (G, H θ ) can be rewritten as the eigenvalues of H −1 θ G, which is equal to (3.3). The symmetry of the spectrum of (G, H θ ) with respect to the real axis holds by [LY91, Theorem 2.2] since G and H θ are Hermitian and H θ is always invertible.
Given ε ≥ 0 specifying the ε-pseudospectrum of A and ε 2 not an eigenvalue of (A − z 0 I)(A − z 0 I) * , consider the function
where Arg : C \ {0} → (−π, π] is the principal value argument function and the matrix pencil (G, H θ ) is defined by the matrices given in (3.2) for A, ε and θ. As the spectrum of (G, H θ ) is always real-axis symmetric, its eigenvalues in the bottom open half of the complex plane are excluded in the definition of d A (θ)
Remark 3.6. Function d A (θ) has the following properties:
is unique and simple 5. If ε > 0, then the set D A = {θ : d A (θ) = 0, θ ∈ (−π, π]} has positive measure.
The first and second properties hold by construction. The third property is a consequence of the continuity of eigenvalues and our assumption that ε 2 is not an eigenvalue of (A−z 0 I)(A−z 0 I) * and hence by Lemma 3.4, zero is never an eigenvalue of (G, H θ ) for any θ. The fourth property follows from standard perturbation theory for simple eigenvalues and by the definition of d A (θ). The fifth property follows from the following argument. If ε > 0, then there exists a point z strictly inside Λ ε (A), i.e., σ min (A − zI) < ε. Hence there exists an open neighborhood N about z that also lies strictly in the interior of Λ ε (A). Since the rays from z 0 that sweep through Λ ε (A) must also sweep through N , d A (θ) = 0 must hold on an open interval of angles, thus D A has positive measure if ε > 0. Finally, following [Mit19b, Section 3], we expect that the Arg(z) term in d A (θ) is non-Lipschitz whenever it transitions to/from zero. The Arg(z) term in (3.4) is squared as doing so helps to smooth out this high rate of change, which can cause numerical difficulties.
Note that by the second property and Corollary 3.2, d A (θ) = 0 if and only if the ray emanating from z 0 specified by angle θ intersects Λ ε (A). Hence, d A (θ) provides a way to find εpseudospectral components of A with respect to a "search point" z 0 . Furthermore, by Lemma 3.4 and Theorem 3.1, our assumption that ε 2 is not an eigenvalue of (A− z 0 I)(A− z 0 I) * is equivalent to ε not being a singular value of F A (0, θ), where the value of θ is irrelevant (since the e iθ term in F A (0, θ) is multiplied by r = 0). Thus, checking whether the choice of z 0 satisfies the assumption that ε 2 is not an eigenvalue of (A − z 0 I)(A − z 0 I) * can be simply done by checking whether ε is a singular value of F A (0, θ) and then choosing another z 0 if this is not the case; if z 0 is chosen using some randomness, then ε will almost always never be a singular value of F A (0, θ).
As in [Mit19b] , we do not know an analytical way of finding zeros of d A (θ) in order to find components of Λ ε (A). However, the properties of d A (θ) listed in Remark 3.6 match the relatively nice properties of the distance functions underlying the interpolation-based globality certificates we developed in [Mit19b] , and so we can instead approximate d A (θ) via interpolation techniques, e.g., Chebfun 2 [DHT14] , in order to find its zeros. As we noted in [Mit19b] , such an approach has many appealing benefits. Given an appropriate structure-preserving eigensolver to preserve the real-axis symmetry of Λ(G, H θ ), zeros of d A (θ) will be computed as exactly zero in inexact arithmetic, thus obviating any need for a tolerance here and the corresponding numerical issues that can arise when trying to differentiate between floating point numbers that should be exactly real or are just close to the real axis. Furthermore, evaluating d A (θ) only requires computing the spectrum of a single 2m × 2m generalized eigenvalue problem and evaluating d A (θ) for different values of θ is an embarrassingly parallel task. However, as we will next see, finding of zeros of d A (θ) will not be sufficient to compute sep D λ (A, B).
Locating pseudospectral overlap
Given z 0 ∈ C and ε ≥ 0, by Corollary 3.2, zeros of d A (θ) are associated with rays emanating from z 0 that pass through one or more ε-pseudospectral components of A. Following §3.1, for the same "search point" z 0 and ε, we similarly define the function d B (θ) for matrix B ∈ C n×n in order to locate the ε-pseudospectral components of B with respect to the same rays emanating from z 0 .
To that end, we need to analogously assume that ε 2 is not an eigenvalue of (B − z 0 I)(B − z 0 I) * . Furthermore, for matrix B, we will need f B (r, θ) and F B (r, θ), the analogues of the definitions given in (3.1), and we will refer to the matrix pencil defined by (3.2) for B as (S, T θ ), in order to differentiate it from (G, H θ ), the corresponding pencil for matrix A. For d A (θ) to be continuous, ε 2 must not be an eigenvalue of (A − z 0 I)(A − z 0 I) * , while d B (θ) is continuous if ε 2 is not an eigenvalue of (B − z 0 I)(B − z 0 I) * . Recalling that F A (r, θ) and F B (r, θ) are defined with respect to z 0 , we must choose z 0 such that neither F A (0, θ) nor F B (0, θ) have ε as a singular value, which is still easy to satisfy by choosing z 0 with some randomness. Along a given ray emanating from z 0 , defined by angle θ, note that a necessary condition for the pseudospectra Λ ε (A) and Λ ε (B) to overlap (on that ray) is that
must hold, although this is not a sufficient condition. Hence, when (3.5) holds, we will construct an additional continuous function that measures how much (if at all) Λ ε (A) and Λ ε (B) do overlap along the given ray. Recalling Remark 3.3, whenever d A (θ) + d B (θ) = 0 holds, we will use the following auxiliary functions From continuity of singular values and eigenvalues, it is clear that a(θ) and b(θ) are both continuous. Furthermore, by standard perturbation theory of singular values and eigenvalues, a(θ) is differentiable at a given θ if there are no ties for the minimum attaining a(θ), i.e., the eigenvaluer ∈ Λ(S, T θ ) ∩ (0, ∞) that attains the value of a(θ) is not only unique but also simple and σ min (F B (r, θ)) is a simple singular value. Under analogous conditions, b(θ) is also differentiable at a given θ. Now note that whenever min (a(θ), b(θ)) < 0 (3.7)
holds, it follows that S(ε) o = ∅, and so (3.7) is a sufficient condition to determine when Λ ε (A) and Λ ε (B) overlap on a given ray, i.e., they share points in their respective interiors. Also note that it is necessary to consider both a(θ) and b(θ) in (3.7). To see why this is, suppose we were to only consider a(θ). Then, if Λ ε (A) ⊂ Λ ε (B) holds, all boundary points of Λ ε (B) are either outside of Λ ε (A) or on its boundary. Barring the (seemingly unlikely) possibility that we encounter a positive real eigenvalue ofr ∈ (S, T θ ) that, again per Remark 3.3, corresponds to a boundary point of Λε(B) that also happens to be inside Λ ε (A) for someε < ε, it would then follow that a(θ) ≥ 0 must hold for any angle θ. Nevertheless, since Λ ε (A) ⊂ Λ ε (B), it is clear that there exist rays (emanating from any z 0 ) that must pass through both pseudospectra, and so only considering a(θ) is insufficient to detect this particular type of overlap. However, assuming Λ ε (A) and Λ ε (B) are not identical, then if S(ε) o = ∅, there either exists a boundary point of Λ ε (A) that is strictly inside Λ ε (B) or vice versa, and so one of b(θ) < 0 and a(θ) < 0 must hold for some positive measure subset of angles in (−π, π]. Hence, min(a(θ), b(θ)) suffices to detect any overlap of Λ ε (A) and Λ ε (B) along a given ray. Finally, if min(a(θ), b(θ)) ≥ 0 for all θ ∈ (−π, π], then S(ε) o = ∅.
Remark 3.7. Interestingly, the bisection phase of the sep D λ (A, B) algorithm of [GO06] requires that no component of Λ ε (A) is ever strictly inside a component of Λ ε (B) or vice versa [GO06, p. 351], which as alluded to above, our algorithm does not need to preclude. The algorithm of [GO06] handles this by first computing an upper bound U such that the condition holds for all ε ≤ U . However, this procedure is O((m + n)m 3 n 3 ) work, making it the dominant cost of their algorithm; the bisection phase is "only" O(m 3 n 3 ) work per iteration.
We are now ready to define our new globality-certificate "overlap" function that will, when sufficiently approximated, assert whether or not somez ∈ C is a global minimizer of (1.3b). Given ε = max(σ min (A −zI), σ min (B −zI)), we define
Remark 3.8. Function d AB (θ) has the following key properties:
is piecewise continuous, with at most 2 max(m, n) discontinuities 3. If S(ε) o = ∅, then the set D AB = {θ : d AB (θ) < 0, θ ∈ (−π, π]} has positive measure.
The first property holds by construction and states that d AB (θ) < 0 if there is a direction from z 0 where the pseudospectra of A and B overlap (at more than just shared boundary points). The second property follows from the continuity of singular values and the well-known fact that the ε-pseudospectrum of an m × m matrix can have at most m (connected) components. Let G be one of the components of Λ ε (A) and first note that if z 0 ∈ G, then clearly d A (θ) = 0 would hold for all θ, since we cannot choose z 0 as a boundary point of Λ ε (A). Now assume, without loss of generality, that z 0 is the origin and G is in the open right half of the complex plane. Then since G is connected, there exists an interval I ⊂ (− π 2 , π 2 ) such that for all θ ∈ I, the associated rays intersect G, and for all other angles in (−π, π] \ I, the associated rays do not intersect G. Hence d A (θ) = 0 for all θ ∈ I, but the endpoints of I are not necessarily angles where d A (θ) transitions, respectively, to/from zero. This is because rays from the origin that sweep through G may simultaneously through other components of Λ ε (A) and so d A (θ) may continue to be zero in a neighborhood about either or both endpoints of I. Thus, each component of Λ ε (A) is at most associated with two angles where d A (θ) transitions to/from zero, and so d A (θ) can have, at most, 2m such transition points. By the same argument, there are at most 2n points where d B (θ) transitions to/from zero. Since d A (θ), d B (θ), a(θ), and b(θ) are all continuous where they are defined, and d A (θ) + d B (θ) only transitions to/from zero if either d A (θ) or d B (θ) also does, it follows that d AB (θ) may have, at most, 2 max(m, n) discontinuities. Finally, if there exists some point z ∈ S(ε) o , then there exists a neighborhood N about z that also lies in S(ε) o . Since any ray that sweeps through z must also sweep through the neighborhood N about it, and d AB (θ) < 0 for the angle of the ray from z 0 passing through z, D AB must have positive measure. For brevity, we forgo describing conditions when our "overlap" function d AB (θ) will be differentiable at point θ; the conditions more or less follow directly from those described earlier for d A (θ), d B (θ), a(θ), and b(θ), but we note that the min(a(θ), b(θ)) term also adds a potential new source of points where d AB (θ) might be nonsmooth. Nevertheless, we expect that d AB (θ) is differentiable almost everywhere, though we have not attempted to prove this.
By construction, the angles where d AB (θ) < 0 provide the directions with respect to z 0 of where pseudospectral overlap of A and B occurs, where by overlap we specifically mean that S(ε) o = ∅. Furthermore, these directions, the angles in D AB , by Theorem 3.1 allow us to obtain new points z ∈ S(ε) such that z is strictly in the interior of at least one of Λ ε (A) or Λ ε (B) or both. On the other hand, if S(ε) o = ∅ but S(ε) = ∅, then the pseudospectra of A and B only touch at one or more shared boundary points, and so d AB (θ) ≥ 0 must hold for all θ ∈ (−π, π]. In this case, ε is globally optimal, and sep D λ (A, B) has in fact been computed.
Furthermore, if the minimizerz of (1.3b) is globally optimally and unique, then d AB (θ) = 0 (for the corresponding value of ε) holds only at a single point θ. Otherwise, ifz is a global minimizer but not unique, we expect that d AB (θ) = 0 is attained only on a set of measure zero. Hence, to assess whether minimizers of the optimization problems in (1.3b) are globally optimal, we will need to sufficiently approximate d AB (θ) on (−π, π]. However, when a minimizer is not globally optimal, then D AB will have positive measure, and it will suffice to just find one or more such angles in D AB . This is because the points z ∈ S(ε) that we can obtain via Theorem 3.1 can be used to restart optimization in order to find better (lower) minimizers of (1.3b).
Remark 3.9. Unlike the one-variable continuous distance functions we introduced for Kreiss constants and the distance to uncontrollability [Mit19b] , as noted above, here our "overlap" function d AB (θ) may have up to 2 max(m, n) discontinuities. At present, we do not know of a way of avoiding these discontinuities, though we do not think they pose a particular problem, as there are only relatively few of them.
Evaluating and approximating the overlap function
As d AB (θ) appears to be a relatively well-behaved one-variable function, i.e., non-pathological, and is defined on a small interval, it should be rather amenable to approximation via interpolation. Even though it may be nonsmooth and will have up to 2 max(m, n) discontinuities, modern software like Chebfun is rather adept at approximating such functions via interpolation. Furthermore, d AB (θ) can be evaluated at different values of θ in an embarrassingly parallel fashion. When d A (θ) + d B (θ) > 0, evaluating d AB (θ) at a single point is O(m 3 + n 3 ) work; in this case, only two generalized eigenvalue problems must be solved, one of order 2m and the other of order 2n, namely, the eigenvalue value problems given by (G, H θ ) and (S, T θ ). However, when d A (θ) + d B (θ) = 0, then min(a(θ), b(θ)) must be additionally computed, which can lead to a higher asymptotic work complexity. Specifically, computing min(a(θ), b(θ)) requires that f A (r, θ) is evaluated for all the positive real eigenvaluesr of (S, T θ ), and that f B (r, θ) is evaluated for all the positive real eigenvaluesr of (G, H θ ). While computing the SVD of an m × m matrix is generally much cheaper than computing the eigenvalues of a 2m × 2m matrix pencil, this can nevertheless amount to up to 2n different m × m SVDs plus up to 2m different n × n SVDs. Hence, the worst case cost for evaluating d AB (θ) for a given angle θ is O(mn 3 + m 3 n) work.
Interestingly, this possibly higher work complexity seems to be inversely related to the number of discontinuities d AB (θ) actually has, again barring the unlikely possibility we discover points strictly inside Λ ε (A) or Λ ε (B), per Remark 3.3. Given some z 0 and angle θ, suppose that the corresponding ray passes through m components of Λ ε (A) and n components of Λ ε (B) such that, respectively, (G, H θ ) has 2m positive real eigenvalues and (S, T θ ) has 2n positive real eigenvalues. Then evaluating d AB (θ) for this angle is O(mn 3 + m 3 n) work, but d AB (θ) only has at most 2 discontinuities. To see this, first note that since each pseudospectral component is connected, it follows that d A (θ) will remain zero for all the rays from z 0 that still pass through at least one component of Λ ε (A). Hence, d A (θ) has, at most, a single transition from zero and a single transition back to zero, and by the same argument, d B (θ) also has at most two transitions to/from zero. Since d AB (θ) is only discontinuous whenever d A (θ) + d B (θ) transitions to/from zero, and this can only happen when d A (θ) transitions to/from zero and d B (θ) ≥ 0, or vice versa, it follows that d AB (θ) has at most two discontinuities. On the other hand, suppose any ray emanating from z 0 only ever passes through at most one component of Λ ε (A) and one component Λ ε (B), with (G, H θ ) and (S, T θ ) having, respectively, two positive positive real eigenvalues. Then evaluating d AB (θ) is always O(m 3 + n 3 ) work, but d AB (θ) may have its maximum number of discontinuities, namely, 2 max(m, n) of them. This interplay is important since assuming the number of interpolation points needed to sufficiently approximate d AB (θ) is otherwise independent of the dimensions of A and B, the total cost to approximate d AB (θ) is O(k·p), where k is the number of continuous pieces of d AB (θ) and p is the average cost to evaluate d AB (θ). It is obvious that the cost to approximate d AB (θ) is always at least Ω(m 3 + n 3 ) work, but given the above analysis, it seems that Ω(max(m, n) · (m 3 + n 3 )) may be a more realistic lower bound. If the number of interpolation points needed to approximate d AB (θ) is indeed only loosely correlated with the dimensions of A and B, or not at all, then this lower bound should also be a good estimate of the actual work complexity to approximate d AB (θ).
Given that we only need to find regions where d AB (θ) < 0, or assert that there are no such regions, one might ask why not use a simple indicator function instead. The reason is the following. If an indicator function is used, and the region of interest, where d AB (θ) < 0 holds, is small, then interpolation software may miss this region in the early rounds of sampling and thus initially build an approximation which is constant. Since the interpolation error will be exactly zero until the region of interest has been sampled, the software may incorrectly assume that the indicator function is constant when it instead needs to sample more. The fact that d AB (θ) varies means that the interpolation error is much less likely to be misleading small when d AB (θ) has not yet been adequately sampled.
As a final remark on evaluating d AB (θ), provided a structure-preserving eigensolver is used to compute the eigenvalues of (G, H θ ) and (S, T θ ), then d AB (θ) can be computed without any need for tolerances. Without such an eigensolver, a tolerance will be needed to determine whether computed eigenvalues should be considered real-valued or are just close to the real axis.
Computing sep D λ (A, B) via interpolation-based globality certificates
We now describe our optimization-with-restarts algorithms, along with some implementation details, for computing sep D λ (A, B) . Like many other optimization-with-restarts algorithms, it will be necessary to use an optimization solver that is monotonic, i.e., it always decreases the objective function on every iteration, which is generally true for most optimization solvers.
The complete algorithm
As in the beginning of §3, suppose that optimization has returned a local minimizerz of (1.3b) and so f D (z) = max(σ min (A −zI), σ min (B −zI)) =ε.
Our algorithm must now either assert thatz is globally optimal, in which case sep D λ (A, B) =ε, or return new points for restarting another round of optimization. To do this, we first choose some "search point" z 0 such thatε is not a singular value of either F A (0, θ) or F B (0, θ). Then, using Chebfun, we begin to approximate d AB (θ) (defined for ε =ε) to check whether d AB (θ) is negative anywhere in (−π, π], which is equivalent to checking whether S(ε) o = ∅. Ifz is not globally optimal, then d AB (θ) < 0 holds on a positive measure subset of (−π, π], and we will terminate Chebfun as soon as it encounters one or more of these angles. By Theorem 3.1, such an angle provides one or more new points z ∈ S(ε) such that f D (z) ≤ε must hold, since z must be strictly in the interior of either Λε(A) or Λε(B) or both. Hence, restarting optimization from any one of the points z guarantees a better (lower) minimizer of (1.3b) will be found (assuming the points z are not all stationary). Furthermore, each restart is a monotonic, i.e., asε is updated on each round, it always decreases as it converges to sep D λ (A, B) . Once a global minimizerz of (1.3b) has been obtained, the corresponding d AB (θ) function will be nonnegative on (−π, π]. Hence when approximating this version of d AB (θ), Chebfun will not be terminated as before and it will instead halt on its own, thus approximating d AB (θ). This asserts thatz is a global minimizer of (1.3b) and that sep D λ (A, B) has been computed.
Implementation notes
Regarding z 0 , we recommend choosing it as the average of all the eigenvalues of A and B, which helps to ensure the whole domain of d AB (θ) is relevant. Otherwise, if for a given value of ε, z 0 is chosen so that it very far away from the pseudospectra of A and B, then d A (θ) + d B (θ) = 0 would only hold on a very small subset of (−π, π], which in turn would likely make it harder to approximate d AB (θ) where it is negative. On every round, our code checks that the choice of z 0 still satisfies our needed assumptions and perturbs it slightly if it does not (though in practice, we have not observed that this is necessary). Finally, if the pseudospectra of A and B both have real-axis symmetry, by choosing z 0 on the real axis, it is then only necessary to approximate d AB (θ) on [0, π].
As in [Mit19b] , when our interpolation-based certificates detect that it is possible to restart optimization, we interrupt Chebfun by throwing and then catching an error, to switch back to the optimization phase. Since d AB (θ) < 0 holds for a set of positive measure before a global minimizer is found, we expect that during the course of computing sep D λ (A, B) , we will only need to build a single high-fidelity approximation, namely, the last one asserting that sep D λ (A, B) has indeed been computed. For Kreiss constants and the distance to uncontrollability, this was indeed the case and restarts typically happened with very few function evaluations by Chebfun; see [Mit19b, Table 2 ]. However, even if Chebfun builds an interpolant without ever encountering a point such that d AB (θ) < 0, as a final test, we additionally check if the interpolant approximation to d AB (θ) is ever negative. With this represented as a "chebfun", it is trivial to obtain the intervals (if any) where it is negative. If such intervals exist, we additionally evaluate d AB (θ) at their midpoints and restart optimization if any of them cause d AB (θ) to be negative.
It is also necessary to have a tolerance to terminate the algorithm when the relative difference between consecutive estimates for sep D λ (A, B) is negligible. The reason for this is because we cannot expect optimization solvers to find minimizers exactly. If a global minimizerz is obtained only up to some rounding error, then sep D λ (A, B) has essentially been computed, but our certificate may still detect that the algorithm has not truly converged to a global minimizer, a phenomenon which we observed for the kahan (m = 20) example in [Mit19b, Table 2 ]. Without such a tolerance, the algorithm could get stuck in a loop restarting pointlessly.
We now address the optimization component. First, since minimizers of f D (z) will almost always be nonsmooth, we can generally expect a linear rate of convergence from an nonsmooth optimization solver. However, since this is linear convergence in only two real variables, we expect the number of iterations a given solver will need to be relatively small. Furthermore, evaluating f D (z) and its gradient is significantly cheaper than evaluating d AB (θ). Hence, we expect the overall cost of our algorithms to be dominated by building the final approximation to d AB (θ) asserting optimality, rather than the optimization phases. Now, partly since Chebfun typically provides a vector of several values of θ at which to evaluate d AB (θ), it may be that we obtain many new starting points z ∈ S(ε) at a time for restarting optimization. If this happens, it is unclear how many of these points should be used. Restarting from just one gives the smallest chance of converging to a global minimizer on this round, while restarting from them all could be a waste of time, particularly if this ends up just returning the same minimizer over and over again. We do not attempt to address this question here and instead just opt to restart optimization from a single one of the points z ∈ S(ε) we compute, namely, one that is furthest inside Λ ε (A) or Λ ε (B) or both.
Regarding the choice of solver, following the advocacy of Lewis and Overton to use BFGS for nonsmooth optimization [LO13] , we use GRANSO: GRadient-based Algorithm for Non-Smooth Optimization [Mit] to find minimizers of f D (z) using only gradient information. GRANSO implements the BFGS-SQP nonsmooth optimization algorithm of [CMO17] , which can also handle nonsmooth constraints but reduces to BFGS for unconstrained problems. While there are no convergence results for BFGS for general nonsmooth optimization, it nevertheless seems to almost always converge to nonsmooth minimizers without difficulty, particularly when the objective function is at least locally Lipschitz at minimizers, which f D (z) is as long as sep D λ (A, B) > 0. are the 10 × 10 randomly generated and rescaled matrices described in the beginning of §5.1. The left, middle, and right plots are for s = 10, s = 5, and s = 0, respectively. In the right plot, the pseudospectra of A(s) and B(s) appear to touch at two places, but actually there is only one contact point (the one closer to the origin).
To improve the theoretical guarantees, one could follow up optimization via BFGS with a phase of the gradient sampling algorithm [BLO05] , which would ensure convergence to nonsmooth stationary points of f D (z). For simplicity here, we stick with a BFGS-only approach.
Numerical experiments
We implemented our new algorithm in MATLAB. To approximate d AB (θ), we used a recent build of Chebfun (commit 51b3f94), with splitting enabled and novectorcheck. To obtain minimizers of f D (z), we used GRANSO v1.6.3, with a tight optimality tolerance (opt tol=1e-14). Since we are unaware of a suitable structure-preserving eigensolver that would preserve the real-axis symmetry of the eigenvalues of (G, H θ ) and (S, T θ ), we instead computed their spectra using eig in MATLAB, using the standard eigenvalue forms of these pencils given in (3.3). To account for rounding error, the imaginary part of any computed eigenvalue λ was set to zero if |Im λ| ≤ 10 −8 . While Mehl has proposed a structure-preserving eigensolver [Meh04] for the kind of indefinite generalized Hermitian eigenvalue problems that we have, his algorithm assumes these matrix pencils have no real eigenvalues, which are the eigenvalues we need to compute.
All experiments were done in MATLAB R2017b on a computer with two Intel Xeon Gold 6130 processors (16 cores each, 32 total), 192GB of RAM, and CentOS Linux 7. We forgo any parallel processing experiments here and instead refer the reader to the corresponding experiments we did in [Mit19b, Section 6.2]. The codes used to generate the results in this paper are included in the supplementary materials.
An exploratory example
We use a simple example to explore the properties of our method. We generated two different 10 × 10 matrices A and B using randn(10) + 1i*randn(10) and then rescaled both of them so that their spectral radii were both 10. We then computed sep In Figure 2 , we also show the final configurations of d AB (θ) for the three shifts. For s = 10, the eigenvalues of A(s) and B(s) are separated from each other the most, which in turn leads to the final d AB (θ) (Figure 2a ) being rather straightforward, with only two discontinuities. However, as we reduce the separation between the eigenvalues of A(s) and B(s) by reducing s, we see that d AB (θ) becomes increasingly more complicated, with the number of discontinuities increasing to 6 for s = 5 ( Figure 2b ) and then 12 for s = 0 (Figure 2c ). Since the search point z 0 defining d AB (θ) is near the origin, it is easy to see how the complexity of the d AB (θ) plots is positively correlated with the pseudospectra of A(s) and B(s) "intermingling" more in the same region, as shown in Figure 1 . This increased "intermingling" causes d A (θ) + d B (θ) to have more transitions to/from zero, which generally increases the cost to approximate d AB (θ) via Chebfun.
In Table 1 , we give detailed performance statistics of our method to compute sep D λ (A(s), B(s)) for the three shifts. The overall running time (measured with tic and toc) increases by a factor of about 1.7 going from s = 10 to s = 5 and then by a factor of about 3.0 going from s = 5 to s = 0. These increases are roughly commensurate with the increases in the number of function evaluations needed to approximate d AB (θ) as it becomes more complicated. For s = 10, GRANSO found a global minimizer of f D (z) from the initial point and so only a single certificate computation was needed. However, for both s = 5 and s = 0, two certificates were needed, as the first round of optimization only found a local minimizer and so the first certificate instead returned new points to restart optimization. In both cases, we can infer from Table 1 that very few evaluations of d AB (θ) were needed (63 for s = 5 and 15 for s = 0) in order to find these new starting points.
Compared to the method of Gu and Overton
We now compare our new method with the seplambda routine 3 , which is Overton's MATLAB implementation of his sep D λ (A, B) algorithm with Gu [GO06] . To do this, we generated two more examples in the manner as described in §5.1 but now for m = n = 20 and m = n = 40. For each, including our earlier m = n = 10 example, we computed sep D λ (A(s), B(s)) for s = 0 and s = m = n using both our new method and seplambda. In order to obtain sep D λ (A(s), B(s)) to high precision, we we set the respective tolerances for both methods to 10 −14 . Also, for this comparison, we always initialized our method from the origin, as we figured this would likely be a good starting point.
The full performance data is reported in Table 2 . In terms of accuracy, the estimates for sep D λ (A(s), B(s)) produced by our method had high agreement with those computed by seplambda, though our method did return slightly better (lower) values for all the problems. On the nonshifted (s = 0) examples, our new method was 1.6 faster than seplambda for m = n = 10, 6.8 times faster for m = n = 20, and 221.9 times faster for m = n = 40. Clearly, as the problems get larger, our method will be even faster relative to seplambda. Table 2 : The columns are mostly the same as described in Table 1 except we now additionally give the problem size (m = n), the total running times for our new method (New) and the method of Gu and Overton (Old), and the relative difference between the estimates computed by both methods (Rel. Diff.). For all problems, our method returned the better, i.e., lower, estimate for sep D λ (A(s), B(s)).
(s = m = n), the performance gaps are even wider: our new method was 13.5 faster than seplambda for m = n = 10, 71.9 times faster for m = n = 20, and 1040.8 times faster for m = n = 40. As discussed in §5.1, d AB (θ) is generally less complex the more the eigenvalues of A and B are separated, which in turn means that Chebfun can approximate it with (far) fewer function evaluations. Indeed, this is supported by the "d AB (θ) evals." data in Table 2 . Meanwhile, the running times of seplambda were relatively unchanged, as shifting the eigenvalues of A and B has no direct effect on its computations. In Table 2 , we can again infer that restarts in our method, when needed, happened with relatively few evaluations of d AB (θ). Finally, given a sufficient number of cores, we could likely reduce the running time of our method by at least another order of magnitude using parallel processing, as we showed in [Mit19b, Section 6.2] for the interpolation-based certificates for Kreiss constants and the distance to uncontrollability.
Concluding remarks
By extending the interpolation-based globality certificates we originally introduced for fast computation of Kreiss constants and the distance to uncontrollability [Mit19b] , we have developed a new method for computing sep D λ (A, B) that is much faster than the only other known sep D λ (A, B) algorithm. As we noted in our concluding remarks of [Mit19b] , this interpolation-based approach should be a viable way of computing other quantities defined as a global optimization problem of a singular value function in two real variables. That said, computing sep V λ (A, B) appears to still be an open problem, as it is not clear if this technique can be extended to this case.
