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ABSTRACT A simple electrostaticmethod for the calculation of optical transition energies of pigments in protein environments is
presented and applied to the Fenna-Matthews-Olson (FMO) complex of Prosthecochloris aestuarii andChlorobium tepidum. The
method, for the ﬁrst time, allows us to reach agreement between experimental optical spectra and calculations based on transition
energies of pigments that are calculated in large part independently, rather than ﬁtted to the spectra. In this way it becomes
possible to understand the molecular mechanism allowing the protein to trigger excitation energy transfer reactions. The relative
shift in excitation energies of the seven bacteriochlorophyll-a pigments of the FMO complex of P. aestuarii and C. tepidum are
obtained from calculations of electrochromic shifts due to charged amino acids, assuming a standard protonation pattern of the
protein, and by taking into account the three different ligand types of the pigments. The calculations provide an explanation of
some of the earlier results for the transition energies obtained from ﬁts of optical spectra. In addition, those earlier ﬁts are veriﬁed
here by using a more advanced theory of optical spectra, a genetic algorithm, and excitonic couplings obtained from electrostatic
calculations that take into account the inﬂuence of the dielectric protein environment. The two independent calculations of site
energies strongly favor one of the two possible orientations of the FMO trimer relative to the photosynthetic membrane, whichwere
identiﬁed by electron microscopic studies and linear dichroism experiments. Efﬁcient transfer of excitation energy to the reaction
center requires bacteriochlorophylls 3 and 4 to be the linker pigments. The temporal and spatial transfer of excitation energy
through the FMO complex is calculated to proceed along two branches, with transfer times that differ by an order of magnitude.
INTRODUCTION
In photosynthetic antennae, light is absorbed by pigments
and the excitation energy is transferred to the photosynthetic
reaction center. The pigments are held by a protein scaffold
at the right distances and orientations for efﬁcient excitation
energy transfer. A key question of the structure-function re-
lationships in photosynthetic antennae is: How does the pro-
tein environment inﬂuence the optical transition energies of
the pigments? Besides static and dynamic disorder caused by
slow and fast protein dynamics, respectively, there is a spe-
ciﬁc change of the transition energy of every pigment due to
the different protein environment. Different pigment-protein
interactions are assumed to inﬂuence the optical transition
energies of the pigments:
1. Electrostatic interactions with charged and aromatic
amino-acid side chains (1,2).
2. Differences in Mg21-ligation (3).
3. Differences in H-bonding (4–7).
4. Differences in the conformation of the pigment; for
example, the degree of planarity and the rotation angle of
the acetyl group (8,9).
A direct calculation of transition energies of pigments in
the protein, the so-called site energies, is difﬁcult (2,9)
because of the complexity of the above interactions.
Therefore, the site energies are often treated as parameters
that are determined from the ﬁt of optical spectra.
There is one pigment-protein complex, the so-called
Fenna-Matthews-Olson (FMO) complex of green sulfur bac-
teria, which has been extensively used as a model system for
larger antenna complexes, starting more than 25 years ago
with the pioneering work of Pearlstein (10) and co-workers.
The FMO complex of Prosthecochloris aestuarii was the
ﬁrst pigment-protein complex for which the structure was
determined by x-ray crystallography (11,12). In the mean-
time, the resolution of the electron density map has been
reﬁned to 1.9 A˚ (13) and the structure of the FMO complex
of a strongly related bacterium Chlorobium tepidum has been
determined as well (14,15). The two structures are very sim-
ilar, but interestingly, the spectra look different. The molec-
ular origin of this difference is unknown; an explanation is
suggested in this study. The structure of the FMO complex
consists of a trimer, formed by three identical monomers that
each bind seven bacteriochlorophyll-a (BChla) molecules, as
shown in Fig. 1. The usual numbering of the BChls (original
chosen by Fenna and Matthews (11)) is used throughout this
article.
The FMO trimer mediates excitation energy transfer be-
tween the chlorosomes, which are the main light-harvesting
antennae of green sulfur bacteria and the membrane-embed-
ded type I reaction center (RC) (16). There is some structural
information on the FMO-RC super complex, obtained in an
electron microscopic study (17,18) and from linear dichro-
ism (LD) spectra measured on FMO trimers and FMO-RC
complexes. The latter provide evidence that the symmetry
axis of the trimer is parallel to the normal of the membrane,
containing the reaction center and the former gave the overall
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mutual arrangement of the two complexes as sketched in the
upper-right corner in Fig. 1. The resolution of the electron
microscopic study does not allow us to distinguish between
the top and the bottom of the FMO trimer. Hence, either
BChls 1 and 6 or BChls 3 and 4 are the linker pigments
between the FMO complex and the RC. Since the RC rep-
resents an energetic sink, it can be assumed that the low
energy pigments serve as linkers.
Different sets of site energies of the seven BChla mole-
cules have been extracted in the past from calculations of
optical spectra (19–25), using different ﬁt algorithms or
simply by hand. The different calculations predict different
pigments to be responsible for the lowest exciton state. The
early exciton calculations by Pearlstein (19) suggested BChl
7; the calculations by Gu¨len (21) found the lowest site energy
for BChl 6, and the calculations of Louwe et al. (22), Vulto
et al. (24), Renger and May (23), and Wendling et al. (25)
favor BChl 3. Based on the ﬁnding that the surface of the
FMO trimer is more hydrophobic on the site of BChl 6 it was
suggested that the FMO trimer is partially embedded in the
membrane (14), a suggestion that would favor BChl 6 to be
the linker between the FMO trimer and the reaction center.
However, from the electron microscopy study on FMO-RC
complexes, it was seen that the FMO complex is not part
of the membrane (17,18), leaving again both options for the
lowest energy pigment open. In the present study, two in-
dependent methods for the calculation of site energies pro-
vide compelling evidence that BChls 3 and 4 dominate the
lowest exciton state and, for efﬁcient excitation energy
transfer to the reaction center, are the linker pigments. The
temporal and spatial relaxation of excitons through the FMO
complex toward the RC that results from the site energies
determined in this study is shown in the lower part of Fig. 1
and will be explained and discussed in detail later.
Until now, the best agreement between calculated and
experimental optical spectra of the FMO complex has been
obtained by Vulto et al. (22,24) for C. tepidum and by
Wendling et al. (25) for P. aestuarii. In both cases BChl 3
was identiﬁed as the one with the lowest site energy. The
crucial point of those studies (22,24,25) was the use of a
smaller dipole strength of BChla (22) in the calculations of
the excitonic couplings than assumed previously. A physical
explanation of the rather small couplings is still missing and
will be given here. Concerning the calculations of Vulto et al.
(24) it was not clear whether the values for the site energies
would change if a better theory for optical spectra were used,
since lifetime broadening, vibrational sidebands, and reso-
nance energy transfer narrowing of the optical lines were
neglected (24). It is shown here that this rather harsh ap-
proximation does not lead to drastic changes in the relative
shifts in optimized site energies. However, the quality of the
ﬁt of the spectrum is better if a more advanced theory of
optical spectra (26) is used.
Insights into the dynamics of excitons in the FMO-
complex are obtained from time-resolved nonlinear optical
spectroscopy (27–32), which detected subpicosecond as well
as picosecond exciton relaxation times. In contrast to pump-
probe studies, the newly developed two-dimensional photon-
echo technique (31,32) allows one to directly detect the
coupling between different exciton levels and the energies of
exciton states, and to infer from those quantities the spatial
and temporal relaxation of excitons. However, such a struc-
tural interpretation still requires knowledge of the site ener-
gies and excitonic couplings of the pigments. In the recent
analysis of the photon-echo data of the FMO complex (31,
32), the couplings of Vulto et al. (24) were used, with one
exception—the excitonic coupling between BChl 5 and 6
was reduced from 94 cm1 to 40 cm1. The site energies by
Vulto et al. (24) were readjusted to ﬁt the linear absorption
and two-dimensional photon-echo spectra (31,32). In this
study, we are aiming at a direct calculation of the excitonic
couplings and the site energies.
There is just one study on the FMO complex that tried
to obtain the relative shift of site energies directly, from
semiempirical quantum chemical calculations (9). Different
factors as nonplanarity of the BChl, rotation of the acetyl
group, and charged amino acids (all charged amino acids
within 5.5 A˚ of the pigments were taken into account) were
identiﬁed, but no optical spectra were calculated. The overall
spread of the site energy values (9) is too large by a factor of
2–5, judging by the width of the experimental spectra (25).
We ﬁnd that, even when the site energy differences are
downscaled, the agreement between the calculated and ex-
perimental spectra is rather poor.
The article is organized in the following way. The theory
used for the calculation of optical spectra and exciton
FIGURE 1 (Left, top) BChls of the FMO trimer. The BChls 1–7 of one
monomeric subunit are highlighted (numbering according to Fenna and
Matthews (11)). (Right, top) Sketch of the mutual arrangement of the FMO
complex and the reaction center, as obtained from an electron-microscopic
study (17,18). (Bottom) Spatial and temporal relaxation of excitons from the
top to the bottom of the complex. As initial condition the exciton states with
large contributions from BChls 1 and 6 were populated. The color of the
p-system of the BChls is varied between light and dark red according to the
population of the excited states. The enclosed areas mark the delocalized
exciton states that are populated (see also Fig. 14).
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relaxation is summarized ﬁrst. Next, the effect of the dielec-
tric medium of the protein on the excitonic couplings of the
pigments is investigated by electrostatic calculations. After-
wards, the site energies of the pigments are obtained by a ﬁt
of optical spectra, using a genetic algorithm and, indepen-
dently, by the calculation of electrochromic shifts due to
charged amino acids. The site energies and excitonic cou-
plings are then used to calculate the temporal and spatial
relaxation of excitons after a short pulse excitation or as-
suming that excitation energy arrives from the direction
where the chlorosomes are situated in green sulfur bacteria.
THEORY
Hamiltonian
The theory is based on a standard Hamiltonian Hppc for the
pigment protein complex, that describes the pigments as
coupled two-level systems interactingwith vibrational degrees
of freedom of the pigments and the protein,
Hppc ¼ Hex1Hexvib1Hvib: (1)
The exciton part,
Hex ¼ +
m
EmjmæÆmj1 +
m 6¼n
VmnjmæÆnj; (2)
contains the site energies Em of the pigments, deﬁned as the op-
tical transition energies at the equilibrium position of nuclei
in the electronic ground state, and the excitation energy
transfer couplings Vmn.
The Hamiltonian Hexvib describes the modulation of site
energies by the vibrations. A linear dependence of the site
energies on the (dimensionless) vibrational coordinate Qj
is assumed, which is deﬁned in terms of creation and an-
nihilation operators of vibrational quanta, Qj ¼ Cyj 1 Cj
(26,33):
Hexvib ¼ +
j
+
m
Zvjg
ðmÞ
j QjjmæÆmj: (3)
The dimensionless coupling constants gj
(m) ¼ gj enter the
spectral density J(v) of the exciton vibrational coupling
JðvÞ ¼ +
j
g
2
jdðv vjÞ; (4)
which is the key quantity in the expressions for optical
spectra and the rate constants for exciton relaxation dis-
cussed below. The value J(v) is assumed independent on the
site index m; i.e., the same local modulation of site energies
by the vibrational dynamics is assumed.
The vibrations are described by an Hamiltonian Hvib of
harmonic oscillators
Hvib ¼ +
j
Zvj
4
Q
2
j1 Tnucl; (5)
where Tnucl is the kinetic energy of nuclei.
The coupling between the pigment-protein complex and
an external radiation ﬁeld is described by the semiclassical
Hamiltonian Hppc-rad, which reads in rotating wave approx-
imation
Hppcrad ¼ +
m
~mme~EVðtÞeiVtjmæÆ0j1 h:c:; (6)
where ~mm is the molecular transition dipole moment of the
mth pigment, e~ the polarization of the ﬁeld, and h.c. the
Hermitian conjugate. The ﬁeld may be either stationary, i.e.,
EV(t) ¼ E0, or time-dependent. In the latter case, a Gaussian
shape for EV(t) is assumed as
EVðtÞ ¼ E0ﬃﬃﬃﬃﬃﬃ
2p
p
tp
e
t2=ð2t2pÞ; (7)
where the full width at half-maximum (FWHM) of EV(t) is
2tp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ln2
p
.
For the calculations of optical spectra and exciton
relaxation, the above Hamiltonian Hppc 1 Hppcrad is ex-
pressed in terms of delocalized exciton states jMæ, which are
given as linear combinations of localized excited states
jMæ ¼ +mcðMÞm jmæ, where jcðMÞm j2 describes the probability
that the mth pigment is excited when the PPC is in the Mth
exciton state. The exciton coefﬁcients c
ðMÞ
m and excitation
energies eM are obtained from the solution of the eigenvalue
problem
HexjMæ ¼ eMjMæ; (8)
with the Hex in Eq. 2. The Hamiltonian Hexvib in Eq. 3, in
the basis of delocalized exciton states, becomes
Hexvib ¼ +
MN
+
j
ZvjgjðM;NÞQjjMæÆNj; (9)
with the coupling constant
gjðM;NÞ ¼ +
m
c
ðMÞ
m c
ðNÞ
m g
ðmÞ
j ; (10)
that contains now diagonal (M ¼ N) as well as off-diagonal
(M 6¼ N) parts. The former give rise to vibrational sidebands
of exciton transitions in optical spectra and the latter lead to
relaxation between different exciton states.
The coupling to the radiation ﬁeld Hppcrad in Eq. 6 now
reads
Hppcrad ¼ +
M
~mMe~EVðtÞeiVtjMæÆ0j1 h:c:; (11)
where the transition dipole moments ~mM of the delocalized
exciton states are obtained from the local transition dipole
moments ~mm and the exciton coefﬁcients c
ðMÞ
m as
~mM ¼ +
m
c
ðMÞ
m ~mm: (12)
The above Hamiltonians lead to the expressions for linear
optical spectra, exciton state occupation probabilities, cre-
ated by a short pulse, and rate constants of exciton relaxation,
described in the following.
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Linear optical spectra
The linear absorption a(v) is obtained from the dipole-
dipole correlation function as explained in detail in Renger
and Marcus (26),
aðvÞ}

+
M
j~mMj2 DMðvÞ

dis
; (13)
where DM(v) is the lineshape function and Æ ædis denotes an
average over static disorder in site energies. A Gaussian dis-
tribution function of width (FWHM) Ddis is assumed for
these energies, and the disorder average is performed by a
Monte Carlo method. In the calculation of circular di-
chroism, the dipole strength j~mMj2 in Eq. 13 is replaced by
the rotational strength rM and in the case of linear dichroism
by j~mMj2ð1 3cos2uMÞ, where uM is the angle between the
symmetry axis of the trimer and the excitonic transition
dipole moment ~mM.
The lineshape function DM(v) was obtained using a non-
Markovian partial-ordering prescription theory. It is given as
(26)
DMðvÞ ¼ R
Z N
0
dt e
iðvv˜MÞt eGMðtÞGMð0Þ et=tM ; (14)
where R denotes the real part of the integral. The value
DM(v) contains both vibrational sidebands and lifetime broad-
ening due to exciton relaxation. The vibrational sidebands
are described by GM(t) and the lifetime broadening by the
dephasing time tM (discussed in detail below). Both quan-
tities are related to the spectral density J(v) in Eq. 4. The
time-dependent function GM(t) in Eq. 14 is given as
GMðtÞ ¼ gMMGðtÞ; (15)
with
GðtÞ ¼
Z N
0
dv

ð11 nðvÞÞJðvÞeivt1 nðvÞJðvÞeivt

(16)
and gMM being the diagonal part of
gMN ¼ +
m;n
e
Rmn=RccðMÞm c
ðNÞ
m c
ðMÞ
n c
ðNÞ
n : (17)
It contains the exciton coefﬁcients c
ðMÞ
m , a correlation ra-
dius Rc of protein vibrations (26) (note that a value of Rc ¼ 5
A˚ is used, determined from transient spectra of Photosystem
II reaction centers in (34); the stationary spectra calculated
here do not depend critically on this value) and the center-to-
center distance Rmn between pigments m and n.
The function n(v) in Eq. 16 is the mean number of
vibrational quanta with energy Zv that are excited at a given
temperature T,
nðvÞ ¼ 1
e
Zv=kT  1; (18)
where k is Boltzmann’s constant. The dephasing time tM in
Eq. 14 is determined by the rate constants kM/N of exciton
relaxation, obtained using a Markov approximation for the
off-diagonal parts of the exciton vibrational coupling,
t
1
M ¼
1
2
+
N 6¼M
kM/N; (19)
where the rate constant reads
kM/N ¼ 2 gMNC˜ðReÞðvMNÞ: (20)
It resembles the standard Redﬁeld rate constant (e.g.,
(35)). The C˜ðReÞðvMNÞ is the real part of the Fourier-Laplace
transform of the pigment’s optical energy gap correlation
function (26),
C˜
ðReÞðvMNÞ ¼ pv2MN½ð11 nðvMNÞÞJðvMNÞ
1 nðvNMÞJðvNMÞ; (21)
where J(v) ¼ 0 for v , 0, and vMN ¼ vM – vN is the
transition frequency between the Mth and the Nth exciton
states. The v˜M in Eq. 14 is shifted from the purely electronic
transition frequency vM due to the exciton-vibrational
coupling
v˜M ¼ vM1 +
N
gMNC˜
ðImÞðvMNÞ
¼ vM  gMM
El
Z
1 +
N 6¼M
gMNC˜
ðImÞðvMNÞ; (22)
where gMN is given in Eq. 17 and El is the local reorga-
nization energy
El ¼ Z
Z N
0
dvv JðvÞ: (23)
The C˜ðImÞðvMNÞ in Eq. 22 is related to the real part
C˜ðReÞðvÞ in Eq. 21 by a Kramers Kronig relation (26,36)
C˜ðImÞðvMNÞ ¼ 1
p
§
Z 1N
N
dv
C˜
ðReÞðvÞ
vMN  v; (24)
where§ denotes the principal part of the integral (details are
given in the Supplementary Material).
In the present model, the spectral density J(v) contains
both a broad low frequency contribution S0J0(v) by the pro-
tein vibrations with Huang-Rhys factor S0 and a single
effective high-energy vibrational mode of the pigments with
Huang-Rhys factor SH:
JðvÞ ¼ S0J0ðvÞ1 SHdðv vHÞ: (25)
For the normalized low-frequency function J0(v) (withRN
0
J0ðvÞ dv ¼ 1), we assume that it has the same form as
the spectral density, extracted recently (26) from 1.6 K
ﬂuorescence line narrowing spectra of B777-complexes,
J0ðvÞ ¼ 1
s11 s2
+
i¼1;2
si
7!2v
4
i
v
3
e
ðv=viÞ1=2 ; (26)
with the extracted parameters s1 ¼ 0.8, s2 ¼ 0.5, Zv1 ¼
0.069 meV, and Zv2 ¼ 0.24 meV. The Huang-Rhys factor
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S0 of the pigment-protein coupling in Eq. 25 was estimated
from the temperature dependence of the absorption spectra
(28,37) of the FMO complexes of P. aestuarii and C.
tepidum to be;0.5. A comparison of the function J0(v) with
the ﬂuorescence line narrowing spectrum of C. tepidum (37)
is shown at the top of Fig. 2. The experimental spectrum (for
the present weak exciton-vibrational coupling) should be
similar (26) to the J(v) in Eq. 25. On the basis of this com-
parison, the Huang-Rhys factor and the energy of the high-
frequency mode were estimated as SH ¼ 0.22 and vH ¼
180 cm1. By taking into account that the energy of the high-
frequency mode is large compared to the thermal energy (at
T ¼ 5 K), i.e., ZvH  kT, the function GM(t) in Eq. 15
becomes, using Eqs. 16 and 25,
GMðtÞ ¼ gMM S0
Z N
0
dv½ð11 nðvÞÞJ0ðvÞeivt

1 nðvÞJ0ðvÞeivt1 SHeivH t

¼ Gð0ÞM ðtÞ1 gMMSHeivH t: (27)
By introducing this GM(t) into Eq. 14, using a series ex-
pansion for expðgMMSHeivHtÞ, the following lineshape
function DM(v) is obtained:
DMðvÞ ¼ eSHgMM R
Z N
0
dt +
N
k¼0
ðgMMSHÞk
k!
3 eiðvðv˜M 1 kvHÞÞt eG
ð0Þ
M
ðtÞGð0Þ
M
ð0Þ
e
t=tM : (28)
The above DM(v) differs from the one obtained previously
(26) in that it includes now also vibrational satellites of a
high-frequency vibrational mode. The dephasing time tM of
the Mth exciton transition and the off-diagonal part of the
shift in transition energy +N 6¼MgMNC˜
ðImÞðvMNÞ in Eq. 22 are
determined by the low frequency contribution S0J0(v) of the
spectral density.
Relation of the present theory to the earlier theories
by Vulto et al. (24) and Wendling et al. (25)
The theory used by Vulto et al. (24) is obtained from Eq. 13
by neglecting any homogeneous broadening, i.e., lifetime
broadening and vibrational sidebands, by setting GM(t) ¼ 0
and t1M ¼ 0 in Eq. 14. In this case, the line-shape function
DM(v) becomes just a delta-function that peaks at the exciton
transition frequency vM, DM(v) ¼ d(v – vM). To perform
the average over disorder analytically, any resonance energy
transfer narrowing (38), i.e., a decrease of the width of the
distribution of exciton energies with respect to that of the
distribution of local transition energies, is neglected as well.
Assuming a Gaussian distribution function PðvM  vMÞ ¼
1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps2
p
exp½ðvM  vMÞ2=ð2s2Þof the same width
(FWHM) 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ln2
p
s for all exciton energies ZvM results in
aðvÞ} 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps
2
p +
M
j~mMj2eðvvMÞ
2
=ð2s2Þ
: (29)
The mean exciton energies vM are those obtained for the
mean site energies.
In the theory of Wendling et al. (25,37), resonance energy
transfer narrowing, lifetime broadening, and vibrational side-
bands were taken into account using the following approx-
imations for the function DM(v) in Eq. 14:
1. A shift of the transition frequency vM by the exciton vi-
brational coupling was neglected, i.e., v˜M ¼ vM in Eq. 22.
2. Any dependence of the vibrational sidebands of the
exciton transitions on the delocalization of exciton states
was neglected by replacing the function GM(t) ¼
gMMG(t) in Eq. 14 by the function G(t), which describes
the vibrational sidebands of a monomeric BChla in a
protein environment.
3. The factor pv2MN appearing in Eqs. 19 and 21 for the rate
constant of exciton relaxation between the Mth and the
Nth state was approximated by a constant g0, which is
assumed the same for all transitions M/ N, i.e., instead
of the C˜ReðvÞ in Fig. 2 (bottom), a scaled J(v) at the top
of this ﬁgure is used.
FIGURE 2 (Top) Comparison of the low-frequency part S0J0(v) of the
spectral density and the ﬂuorescence line narrowing spectrum of C. tepidum
(37). (Bottom) The function C˜ðReÞðvÞ is shown that results from the S0J0(v)
at the top of this ﬁgure (Eq. 21). The factors gMN are shown as bars centered
at the mean transition energy ZvMN between the exciton states. The numbers
at the top of the bars show M–N.
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The main differences between the present and the two
earlier theories are illustrated in Fig. 3. Due to the neglect of
vibrational sidebands in the theory of Vulto et al. (24) (dotted
line), there is less intensity in the blue part of the spectrum.
The missing lifetime broadening seems to be compensated in
part by the neglect of resonance energy transfer narrowing as
seen by the width of the two main peaks. In the theory of
Wendling et al. (25,37), the neglect of the dependence of the
vibrational sideband on the exciton states delocalization
leads to a stronger vibrational sideband as seen in the blue
part of the spectrum and to a change of the relative height of
the two main peaks. We note that the differences between the
three theories are partly compensated in the ﬁt of optical
spectra by different site energies. However, as will be seen
below, the overall ranking of optimal site energies is similar
in all three approaches.
Excitation by a short laser pulse
The Hamiltonian Hppc in Eqs. 1–11 is rewritten, using the
completeness relation, j0æÆ0j1+MjMæÆMj ¼ 1, as
HPPC ¼ U0ðQÞj0æÆ0j1 +
M
ðZv9M1UMðQÞÞjMæÆMj
where the diagonal part of the exciton-vibrational coupling
was used to construct potential energy surfaces (PES) of
exciton states
UMðQÞ ¼ +
j
Zvj
4
ðQj1 2gjðM;MÞÞ2 (31)
that are shifted along the coordinate axis by2gj(M,M) with
respect to the PES U0(Q) of the ground state
U0ðQÞ ¼ +
j
Zvj
4
Q
2
j: (32)
The energy Zv9M is the transition energy between the
minima of the excited state and the ground state PES,
Zv9M ¼ ZvM  gMMEl; (33)
where ZvM is the vertical transition energy (site energy) and
El the local reorganization energy in Eq. 23. It is assumed
that the off-diagonal parts of the exciton-vibrational coupling
are weak enough that the exciton relaxation during the short
excitation pulse can be neglected. In this case, a nonper-
turbative inclusion of the diagonal part of the exciton
vibrational coupling and a second-order perturbation theory
with respect to Hppcrad in Eq. 11 yields for the population
PM(t) of the Mth exciton state
PMðtÞ ¼ j~mMj
2
3Z
2
Z t
t0
dt
Z t
t0
dt1e
iðVv9MÞðtt1ÞEVðtÞEVðt1Þ
3Trvib e
 iZUMðtt1Þe
i
ZU0ðtt1ÞWðeqÞ0
n o
1 h:c:; (34)
where Trvib denotes a trace with respect to the vibrational
degrees of freedom, and the vibrationally relaxed initial elec-
tronic ground state is described by the equilibrium statistical
operator W
ðeqÞ
0
WðeqÞ0 ¼
e
ðU01TnuclÞ=kT
TrvibfeðU01TnuclÞ=kTg
; (35)
and an average over a random orientation of complexes with
respect to the polarization of the external ﬁeld was per-
formed. By changing the integration variable t  t1/ t1,
and setting t0/N, the occupation probability is obtained
as
PMðtÞ ¼ 2j~mMj
2
3Z
2 R
Z N
0
dt1e
iðVv9MÞt1 f ðt; t1Þgðt1Þ; (36)
where R denotes the real part and f(t, t1) is given as
f ðt; t1Þ ¼
Z t
N
dtEVðtÞEVðt  t1Þ; (37)
which for t/ N becomes the autocorrelation function of
the pulse. The function g(t1) contains the average over the
vibrational degrees of freedom that is performed using a
second-order cumulant expansion, which is exact for har-
monic oscillators (33)
gðt1Þ ¼ Trvib e
i
ZUMðt1Þe
i
ZU0ðt1ÞWðeqÞ0
n o
¼ eGMðt1ÞGMð0Þ; (38)
with the GMðt ¼ t1Þ in Eqs. 15 and 16.
The population of exciton states after the action of the
short pulse P
ðpÞ
M is obtained by formally setting t / N in
Eq. 37. With the EV(t) in Eq. 7, the population P
ðpÞ
M reads
FIGURE 3 Calculation of absorption spectra of FMO-trimer of C.
tepidum using site energy values from Table 4 and three different theories
of optical spectra as explained in the text. The solid line shows the present
theory; the dotted line shows Gauss-dressed stick spectra as in Vulto et al.
(24); and the dashed line shows a theory in which the vibrational sidebands
of exciton transitions were approximated by a vibrational sideband of
monomeric BChl as in Wendling et al. (25). For better comparison, the
dashed line was red-shifted by 50 cm1 and the dotted line by 35 cm1.
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P
ðpÞ
M ¼
j~mMj2
3Z
2
E
2
0ﬃﬃﬃ
p
p
tp
R
Z N
0
dte
iðVv9MÞteGMðtÞGMð0Þet
2
=ð4t2pÞ:
(39)
This result will be used as an initial condition in the
calculation of exciton relaxation, discussed in the following.
Exciton relaxation dynamics
Exciton relaxation is described by modiﬁed Redﬁeld theory
(39–42). It is assumed that before exciton relaxation between
different delocalized states the nuclei relax in the respective
excitonic PES. The rate constant kM/N is obtained in
second-order perturbation theory in the off-diagonal part of
the exciton-vibrational coupling. In contrast toRedﬁeld theory,
which neglects nuclear reorganization effects that accom-
pany exciton relaxation, in modiﬁed Redﬁeld theory those
effects are taken into account by a nonperturbative inclusion
of the diagonal part of the exciton-vibrational coupling.
Within the present harmonic oscillator model the rate constant
is obtained as (41,42)
kM/N ¼
Z N
N
dt eivMNtefMN ðtÞfMN ð0Þ
3 ðlMN
Z
1GMNðtÞÞ21FMNðtÞ
 
; (40)
where the time-dependent functions
fMNðtÞ ¼ aMN f0ðtÞ (41)
GMNðtÞ ¼ bMN f1ðtÞ (42)
FMNðtÞ ¼ cMN f2ðtÞ (43)
are related to the spectral density S0J0(v) via the function
fk(t), with k ¼ 0, 1, 2,
fkðtÞ ¼ S0
Z N
N
dv e
ivtð11 nðvÞÞvkðJ0ðvÞ  J0ðvÞÞ:
(44)
The time-independent part in the integrand in Eq. 40, lMN,
is
lMN ¼ dMNEl; (45)
using the local reorganization energy El in Eq. 23 with
J(v) ¼ S0J0(v). The coefﬁcients aMN, bMN, cMN, and dMN in
the above equations are given by the exciton coefﬁcients and
the correlation radius of protein vibrations as (42)
aMN ¼+
mn
ððcðMÞm Þ2ðcðMÞn Þ21 ðcðNÞm Þ2ðcðNÞn Þ2
 2ðcðMÞm Þ2ðcðNÞn Þ2ÞeRmn=Rc ; (46)
bMN ¼ +
mn
ððcðMÞm Þ2  ðcðNÞm Þ2ÞcðMÞn cðNÞn eRmn=Rc ; (47)
cMN ¼ +
mn
c
ðMÞ
m c
ðNÞ
m c
ðMÞ
n c
ðNÞ
n e
Rmn=Rc ; (48)
dMN ¼ +
mn
ððcðMÞm Þ21 ðcðNÞm Þ2ÞcðMÞn cðNÞn eRmn=Rc : (49)
If the diagonal part of the exciton vibrational coupling,
i.e., the mutual shift of excitonic PES surfaces, is neglected,
Eq. 40 reduces to the Redﬁeld result in Eq. 20: The only
function in Eq. 40 that does not contain a diagonal part of the
coupling is the FMN(t) in Eq. 43 (41). After setting the
remaining functions to zero, Eq. 40 becomes kM/N ¼RN
N dt e
ivMNtFMNðtÞ. If the FMN(t) in Eq. 43 is introduced and
the integration over t is carried out, the rate constant becomes
kM/N ¼ 2pgMNv2MNð11nðvMNÞÞðJðvMNÞ  JðvNMÞÞ. By
noting that (1 1 n(vMK)) ¼ n(vKM), the equality of the
above rate constant with the Redﬁeld result in Eq. 20 is seen.
Exciton relaxation dynamics is described by the rate
equations for the populations PM(t) of exciton states,
d
dt
PMðtÞ ¼  +
N 6¼M
ðkM/NPMðtÞ1 kN/MPNðtÞÞ; (50)
with the initial populations PM(0) ¼ PðpÞM created by the short
pulse (Eq. 39).
Alternatively, exciton states which are formed by the
pigments at the top of the trimer in Fig. 1 will be populated at
time zero to mimic excitation energy transfer as it occurs in
vivo between the chlorosomes and the RC. For the rate
constants kM/N the modiﬁed Redﬁeld result in Eq. 40 or the
Redﬁeld expression in Eq. 20 is used. In matrix form, Eq. 50
reads d=dt P~ðtÞ ¼ AP~ðtÞ, where the Mth element of P~ðtÞ
is PM(t) and the kinetic matrix A contains in the diagonal
the elements AMM ¼ +N 6¼MkM/N and in the off-diagonal
AMN ¼ kN/M. The standard solution for P~ðtÞ is given as
P~ðtÞ ¼ +idic~ielit, where the li and c~i are the eigenvalues
and (right) eigenvectors of the kinetic matrix A and the
constants di are obtained from the initial condition
P~ð0Þ ¼ +idic~i.
EXCITONIC COUPLINGS IN THE DIELECTRIC
ENVIRONMENT OF THE PROTEIN
Although the excitonic couplings, in contrast to the site
energies, can be calculated straightforwardly from the struc-
tural data, there is an unknown scaling factor that contains
the uncertainty about the effect of the dielectric environment
on the Coulomb (excitonic) interaction. In point dipole ap-
proximation, the excitonic coupling is given as
Vmn ¼ f m
2
vac
R
3
mn
½e~m  e~n  3ðe~m  e~mnÞðe~n  e~mnÞ; (51)
where e~m is a unit vector along the transition dipole moment
of the mth BChl, the unit vector e~mn is oriented along the line
connecting the centers of BChls m and n, and m2vac is the
dipole strength of the Qy transition of BChla in vacuum. The
factor f describes the enhancement of the dipole strength and
the screening of the Coulomb coupling by the dielectric
environment with optical dielectric constant e,
f ¼ gmðeÞ
2
m
2
vac
: (52)
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If the distance between the pigments is large compared
to the extension of their ground and excited state wave-
functions, the screening factor g equals 1/e. If two pigments
are very close, it can be expected that the factor f becomes
distance-dependent, because the two pigments do not form
separate cavities with dielectric medium in between, but are
instead situated in the same cavity. As pointed out by Knox
and van Amerongen (43), the enhancement of the dipole
strength, i.e., the change in quantum mechanical transition
probability by the dielectric, can be classically understood by
the change of local electric ﬁeld interacting with the vac-
uum transition dipole. Recently, Knox and Spring (44) ana-
lyzed the dipole strength of BChla in 15 different solvents
and found the empirical relation mðeÞ2 ¼ ð43:3124:2
ð ﬃﬃep  1ÞÞD2 between the dipole strength m(e)2 in the sol-
vent with dielectric constant e and the vacuum value m(1)2. If
this empirical formula is compared with the predictions
of two cavity models, the empty cavity model was found to
provide the best explanation (44). Within the latter, the
dipole strength of BChla in the solvent is obtained as m(e)2¼
37.1 (3e/(2e 1 1))2 D2, that contains the vacuum dipole
strength m2vac ¼ m(1)2 ¼ 37.1 D2.
In a recent study, Hsu et al. (45) demonstrated that the
excitonic coupling between two molecules in a dielectric
environment, resulting from a quantum mechanical treat-
ment with time-dependent density functional theory, can also
be obtained classically. The classical calculation just
involves the electrostatic coupling between the transition
densities of the two molecules taking into account the fast
(optical) part of the dielectric response of the medium. Hsu
et al. (45) showed, using a multipole expansion, that the
interaction between two transition dipoles in a spherical cav-
ity can be either increased or decreased by the dielectric re-
sponse of the environment, depending on the geometry of the
transition dipoles.
As described in detail below, the present method is based
on a numerical solution of the Poisson equation and allows
us thereby to also treat nonspherical cavities, as those of the
BChls in the FMO-protein. We have tested our numerical
procedure by reproducing the spherical cavity results of Hsu
et al. (45), as shown in Fig. 4. In this calculation, the
transition dipoles are represented by two transition charges
of opposite sign at close distance. The two geometries are
depicted in Fig. 4 (left) and the resulting couplings are shown
in Fig. 4 (right) in dependence on the dielectric constant.
In the following, we take into account nonspherical cav-
ities of the BChls in the FMO-protein. The dielectric of the
FMO-protein is generated by using overlapping spheres for
its atoms, with atomic radii taken from the force ﬁeld used by
the program CHARMM (46), as illustrated in Fig. 5 (right).
An optical dielectric constant of e ¼ 2 is assumed for the
protein. The BChls are described by empty cavities that con-
tain transition charges rmðr~Þ ¼ +IqIdðr~ R~IÞ describing the
optical transition. The atomic transition monopole (TM)
charges qI of Chang (47) are placed at the position R~I of the
atom I of the mth BChl. The charges were scaled so as to
result in a vacuum transition dipole moment square of 37.1
D2 of the empty cavity analysis by Knox and Spring (44).
The excitonic couplings are obtained from the Coulomb
interaction of the transition charges of different BChls. The
respective vacuum results are shown in column (1) of Tables
1 and 2. To calculate the excitonic coupling between the
BChls in the dielectric environment, the Poisson equation
=  ½eðr~Þ=fmðr~Þ ¼ 4p+
I
qI dðr~ R~
ðmÞ
I Þ (53)
is solved for each BChl numerically by a ﬁnite difference
method using the program MEAD (48). The value of eðr~Þ
equals 2 if r~ points to a position in the protein and 1 in the
case of BChl. From the resulting electrostatic potential fmðr~Þ
FIGURE 4 (Left) Sketch of the spherical cavity containing two transition dipoles with different geometries. The dipoles are located at (0.8,0,0) and
(0.1,0,0). The cavity radius equals 1. (Right) Ratio of the Coulomb coupling obtained for different dielectric constants (e . 1) and the Coulomb coupling in
vacuum (e ¼ 1) for the two geometries in the left panels. The values obtained earlier by Hsu et al. (45) using a multipole expansion are shown also.
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of BChl m, the excitonic coupling with BChl n is obtained
as Vmn ¼
R
dr~fmðr~Þ rnðr~Þ ¼ +IfmðR~
ðnÞ
I ÞqI .
The results for the couplings (column (3) in Table 1 and 2)
are compared to the values obtained for e¼ 1 in the transition
monopole approximation (column (1)), and point dipole
approximation from Eq. 51, using f ¼ 1.0 (column (2)) and
f¼ 0.8 (column (4)). A least mean-square ﬁt, VTMmn (e¼ 2)¼ f
VTMmn (e ¼ 1), for the transition monopole couplings in
FIGURE 5 Structure of monomeric
subunit of the FMO complex of C.
tepidum. (Left) BChls are green; posi-
tively charged amino acids (Arg, Lys)
are red; negatively charged amino acids
(Asp, Glu) are blue; and neutral amino
acids are gray. (Right) Dielectric vol-
ume used in the calculation of excitonic
couplings. The protein (gray) forms a
cavity around the BChls (green).
TABLE 1 Excitonic couplings for C. tepidum
(1) TM
e ¼ 1
(2) Eq. 51,
PD f ¼ 1
(3) MEAD,
TM e ¼ 2
(4) Eq. 51,
PD f ¼ 0.8
1-2 121.8 109.6 96.0 87.7
1-3 7.1 6.9 5.0 5.5
1-4 7.5 7.4 4.4 5.9
1-5 8.1 8.4 4.7 6.7
1-6 16.8 17.1 12.6 13.7
1-7 9.6 12.3 6.2 9.9
2-3 39.1 38.5 33.1 30.8
2-4 10.3 10.2 6.8 8.2
2-5 1.4 0.8 4.5 0.7
2-6 13.0 14.8 7.4 11.8
2-7 4.4 5.4 0.3 4.3
3-4 73.4 66.8 51.1 53.5
3-5 2.2 2.7 0.8 2.2
3-6 11.7 12.0 8.4 9.6
3-7 7.3 7.5 7.6 6.0
4-5 94.7 88.4 76.6 70.7
4-6 20.6 21.3 14.2 17.0
4-7 82.2 79.1 67.0 63.3
5-6 95.3 101.4 78.3 81.1
5-7 2.8 1.6 0.1 1.3
6-7 48.5 49.6 38.3 39.7
Expressed in units of cm1. Columns: (1) Transition monopole approxi-
mation using transition charges of Chang (47). (2) Point dipole approx-
imation with f ¼ 1 in Eq. 51. (3) Electrostatic calculation of transition
monopole coupling in dielectric environment of the protein (with optical
dielectric constant e ¼ 2) using the program MEAD and the same transition
charges as for the calculations in column (1). (4) Point-dipole couplings,
Eq. 51, obtained for f ¼ 0.8. Large couplings are written in boldface.
TABLE 2 Excitonic couplings for P. aestuarii
(1) TM
e ¼ 1
(2) Eq. 51,
PD f ¼ 1
(3) MEAD,
TM e ¼ 2
(4) Eq. 51,
PD f ¼ 0.8
1-2 133.0 122.8 104.1 98.2
1-3 6.9 6.7 5.1 5.4
1-4 7.5 7.4 4.3 5.9
1-5 8.5 8.9 4.7 7.1
1-6 19.8 19.1 15.1 15.2
1-7 11.3 16.9 7.8 13.5
2-3 37.9 38.1 32.6 30.5
2-4 10.4 9.9 7.1 7.9
2-5 2.0 1.8 5.4 1.4
2-6 15.0 16.4 8.3 13.1
2-7 5.8 10.6 0.8 8.5
3-4 69.1 69.6 46.8 55.7
3-5 1.7 2.3 1.0 1.8
3-6 11.3 11.9 8.1 9.5
3-7 4.1 3.9 5.1 3.1
4-5 88.1 82.1 70.7 65.7
4-6 21.7 22.7 14.7 18.2
4-7 76.4 72.7 61.5 58.2
5-6 109.2 111.1 89.7 88.9
5-7 5.9 4.3 2.5 3.4
6-7 40.9 45.6 32.7 36.5
Expressed in units of cm1. Columns: (1) Transition monopole approxi-
mation using transition charges of Chang (47). (2) Point dipole approx-
imation with f ¼ 1 in Eq. 51. (3) Electrostatic calculation of transition
monopole coupling in dielectric environment of the protein (with optical
dielectric constant e ¼ 2) using the program MEAD and the same transition
charges as for the calculations in column (1). (4) Point-dipole couplings,
Eq. 51, obtained for f ¼ 0.8. Large couplings are written in boldface.
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columns (1) and (3) results in f¼ 0.80. The closest couplings
between VTMmn (e ¼ 2) and the point dipole approximation
(column (2)) were obtained by using a factor of f ¼ 0.81
(P. aestuarii) and 0.82 (C. tepidum), i.e., we obtain nearly
the same correction factor as for the difference between
VTMmn (e¼ 2) and VTMmn (e¼ 1). It is clear, thereby, that the point
dipole approximation works well and that the main effect on
the couplings is due to the dielectric environment. The
present factor of 0.80–0.82 is somewhat larger than the factor
0.72 (e ¼ 2) obtained for point dipoles in a spherical cavity.
A closer examination, using extended dipoles instead of
transition monopoles, shows that approximately half of the
deviations occur because of the more realistic charge dis-
tribution and the remaining half due to the more realistic
cavity shape and the fact that cavities of neighboring pig-
ments overlap. However, overall, the simple spherical empty
cavity model is seen to work surprisingly well, being off by
just ;10%. In the calculation of optical spectra and exciton
relaxation presented below we use the point dipole approx-
imation and a factor f ¼ 0.8 for both P. aestuarii and
C. tepidum.
Finally, we note that the Knox/Spring analysis of the
dipole strengths was limited to the 0–0 transition of the
BChla Qy transition, i.e., it does not include excitations of
intramolecular vibrations. To take into account excitonic
couplings that involve intramolecular vibrational transitions
would require us to include those vibrational modes via the
respective Franck Condon factors explicitly in the theory
(see e.g. (49,50)), which is beyond the scope of this article.
We have performed dimer calculations with and without an
explicit vibrational transition to investigate whether, in a
simple theory that does not take into account such a tran-
sition, the dipole strength of the latter should be included in
the calculation of the excitonic coupling. From a comparison
of the spectral position of the main peaks in the absorption
spectrum obtained in the sophisticated and the simple theory,
it is seen that, just taking into account the excitonic coupling
that results from the 0-0 transition dipole strength, gives
better results in the simple theory.
CALCULATION OF SITE ENERGIES
In the following, two independent methods are used to obtain
the site energies of the seven BChla molecules of the mono-
meric subunits of the FMO complex of P. aestuarii and
C. tepidum. First, the site energies are used as parameters that
are optimized by a genetic algorithm in the ﬁt of optical
spectra. Afterwards, the site energies are obtained directly by
electrochromic shift calculations.
Genetic algorithm
An often successful way to treat nonlinear multidimensional
optimization problems is to use a genetic algorithm as a ﬁt
routine (51–53). A rough description of the optimization
process is given in Fig. 6. In the initial step, N sets of site
energies are generated (a so-called population of N chromo-
somes), one set is provided (start set), and N – 1 are randomly
created. The corresponding spectra are calculated, and the
different sets are ranked according to their ﬁtness value,
which is obtained from the reciprocal of the mean-square
deviation between the calculated and experimental spectrum.
To get better individuals from generation to generation,
genetic operations (51,52) known as ‘‘recombination’’ and
‘‘mutation’’ (Fig. 7) are performed, taking the ranking into
account. In each step, the chromosome with the highest rank
is copied to the next cycle (reproduction). The ﬁt is itera-
tively completed.
The algorithm was tested ﬁrst by replacing the experi-
mental spectrum by a calculated spectrum, shown as circles
in Fig. 8, which was obtained for the site energies given in
the last column (True) of Table 3. A simultaneous ﬁt of the
absorption (OD), linear dichroism (LD), circular dichroism
(CD), and the derivative of the absorption (OD9) spectrum
was performed. A typical population of 100 chromosomes
was used. After 200 iteration steps, the values for the site
energies found by the algorithm were within62 cm1 of the
true values for convenient initial values and within68 cm1
for inconvenient initial values. The algorithm converges fast,
if all initial values for the site energies are chosen equal at an
energy of 12,460 cm1 in the center of the target spectrum.
The spectrum resulting for those initial site energies is shown
as a dotted line in Fig. 8. The most difﬁcult situation
occurred with an inverted order of the initial values with
respect to the optimal values. The respective initial spectrum
is shown as a dashed line in Fig. 8. If the OD spectrum alone
was ﬁtted, the optimal site energies obtained were wrong,
even if a population of 500 chromosomes was used.
FIGURE 6 Working scheme of the genetic algorithm, as explained in the
text.
Pigment Excitation Energies in Proteins 2787
Biophysical Journal 91(8) 2778–2797
Fit of low-temperature spectra of C. tepidum and P. aestuarii
The genetic algorithm was used for a simultaneous ﬁt of
the OD, OD9, CD, and LD spectra of C. tepidum and
P. aestuarii, measured by Vulto et al. (24) and Wendling
et al. (25). The temperature of measurement and simulation
was 6 K for C. tepidum and 4 K for P. aestuarii. A width of
100 cm1 for the distribution function of site energies gave
the best agreement between the calculated and experimental
spectra. The excitonic couplings in column (4) of Table 1 for
C. tepidum and of Table 2 for P. aestuarii were used in the
optimization. The ﬁt of site energies was performed for the
monomeric as well as for the trimeric structure of the FMO
complex, to evaluate the effect of the intermonomer cou-
plings. The optimal site energies obtained from the ﬁts are
shown in Table 4. As one can see, the maximum deviation of
optimal site energies between monomer and trimer calcula-
tions is 70 cm1 (BChl 7 of P. aestuarii), and the ranking of
the site energies is almost identical. In accordance with some
of the earlier results (24,25), pigment number 3 has the
lowest site energy for C. tepidum and P. aestuarii and the
largest deviation in site energies between the two species is
obtained for BChl 5. The overall ranking in site energies
obtained here, is almost identical to those obtained earlier by
Vulto et al. (24) and Wendling et al. (25) as seen in Table 4.
The spectra obtained for the present optimal site energies
for monomers and trimers are compared in Fig. 9 with the
experimental data (24,25). Although the spectra for the
monomers and the trimers are very similar, there are some
quantitative differences for the CD spectrum of P. aestuarii
that cannot be ignored. Hence, in the following, all calcu-
lations of optical spectra are done for the trimeric structure.
The quality of the trimer ﬁt is very good for all spectra of
C. tepidum and for OD and LD of P. aestuarii, and some-
what weaker for CD of the latter.
Electrochromic shifts
For a microscopic interpretation of the site energies obtained
above, electrochromic shifts in site energies due to charged
amino acids are calculated in the following. The interaction
between a charged amino acid and a pigment is described by
Wˆ ¼ mˆ  E~, where mˆ is the dipole operator of the pigment
and E~ is the electric ﬁeld created by the charge of the amino
acid at the position of the pigment. In ﬁrst order pertubation
FIGURE 7 Genetic operations: Recombination and Mutation, as ex-
plained in the text.
FIGURE 8 Test of the genetic algorithm. The two Initial spectra are
obtained for different initial sets of site energies used in the genetic
algorithm as explained in the text. The True spectrum is used in place of
the experimental spectrum; it is obtained for a set of known test values of
site energies. The Fit-Results curve (solid line) shows the spectra obtained
for the two sets of optimal site energies given in Table 3.
TABLE 3 Test of the genetic algorithm
Initial Fit-Result
BChl Center Swap Center Swap True
1 12,460 12,450 12,451 12,442 12,450
2 12,460 12,470 12,521 12,514 12,520
3 12,460 12,550 12,210 12,207 12,210
4 12,460 12,540 12,320 12,317 12,320
5 12,460 12,210 12,548 12,558 12,550
6 12,460 12,320 12,542 12,538 12,540
7 12,460 12,520 12,471 12,469 12,470
All site energy expressed in units of cm1. The True values are site energies
that were used to calculate a spectrum that is used instead of the
experimental spectrum in the ﬁt. The Initial values are different sets of
initial site energies used in the ﬁt, as explained in the text, and the Fit-Result
values are the respective optimal site energies obtained from the genetic
algorithm.
TABLE 4 Site energies for C. tepidum and P. aestuarii
C. tepidum P. aestuarii
BChl Monomer Trimer
Vulto
et al. (24) Monomer Trimer
Wendling
et al. (25)
1 12,445 3 12,410 3 12,400 3 12,475 5 12,445 3 12,430 4
2 12,520 6 12,530 6 12,600 7 12,460 4 12,450 4 12,405 3
3 12,205 1 12,210 1 12,140 1 12,225 1 12,230 1 12,175 1
4 12,335 2 12,320 2 12,280 2 12,405 2 12,355 2 12,315 2
5 12,490 5 12,480 5 12,500 5 12,665 7 12,680 7 12,625 7
6 12,640 7 12,630 7 12,500 6 12,545 6 12,560 6 12,500 6
7 12,450 4 12,440 4 12,430 4 12,440 3 12,510 5 12,450 5
Expressed in units of cm1. Obtained from the ﬁt of optical spectra in Fig. 9
for FMO-monomers and trimers, together with earlier ﬁt results of Vulto
et al. (24) and Wendling et al. (25). The bold numbers give the rank starting
with the smallest site energy.
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theory in Wˆ the shift in transition energy DE of the
pigment is obtained as DE ¼ Æ1jWˆj1æ Æ0jWˆj0æ, where j0æ
and j1æ we are the ground and excited state of the pigment,
respectivly.
We note that in second order perturbation theory in Wˆ an
additional shift 1/2 Da E2 occurs, where Da is the
difference in polarizability of the two electronic states
(54,55). Including the Da reported for BChLa from Stark
experiments (56), spectral band shift measurements in
solution (57) and quantum chemical calculations (54) has a
small effect on the calculated electrochromic shifts. The site
energies obtained, including the Da-term, are within 10% of
those obtained by neglecting this term. The large variance in
the reported Da values ranging from 4.3 A˚3 (54) to 16 A˚3
(57) makes it difﬁcult to obtain a reliable estimate of the
small correction term for the site energies. Therefore this
second order correction is neglected in this study and
only the ﬁrst order term described above is taken into
account.
The shift DEi of the transition energy of the ith pigment in
a ﬁeld of N point charges qj in a dielectric medium then
follows as
DEi ¼ 1eeff +
N
j¼1
qj  D~mi  r~ij
r
3
ij
; (54)
where D~mi ¼ ~mi11 ~mi00 is the difference of the permanent
dipole moments of and ground excited-state of the ith pig-
ment and r~ij ¼ r~j  r~i is the vector connecting the center of
the ith pigment with the jth point charge. The effective
dielectric constant eeff in the denominator of Eq. 54 is used to
describe the screening and local ﬁeld effects by the dielectric
environment (58) in an effective way. This method has been
successfully applied to calculate electrochromic shifts of
pigment transition energies due to oxidized and reduced
pigments in bacterial reaction centers (58) and Photosystem
II reaction centers (42). Here, the method is applied to cal-
culate site energy shifts due to charged amino acids.
The experiments were performed at pH 8 (24,25). For
simplicity, we assume that this pH value also applies to the
environment of all the titratable groups in the protein and
hence arginine (Arg) and lysine (Lys) are positively charged,
whereas aspartic acid (Asp) and glutamic acid (Glu) carry a
negative elementary charge. The charges were located at the
center of charge of the amino acid, obtained from the atomic
partial charges of the force ﬁeld used by the program
CHARMM (46,59).
The difference vector of excited- and ground-state perma-
nent dipole moments D~mi is assumed to be of equal magni-
tude and orientation with respect to the BChla macrocycle
for all pigments. From Stark spectra of BChla (60), a value
for jD~mj between 1.6 D and 2.4 D and an orientation of D~m
approximately along the NB/ND axis of the BChl can be
estimated (60). (Note that for BChla in polystyrene (e¼ 2.6),
a value jD~mj/ f of 2–3 D was reported (60). Using the empty
cavity factor f¼ 3e/(2e1 1) then results in jD~mj ¼ 1.6–2.4 D)
In the present calculations we use jD~mj ¼ 2:0 D and
determine eeff from the ﬁt of the overall width of the
spectrum obtained for the calculated site energies. The site
energy Ei for BChl i is given by
Ei ¼ E01DEi; (55)
where the constant E0 is assumed, ﬁrst, to be equal for all
pigments and will be determined from the overall spectral
position of the spectrum and comparison with experiment.
Later, the E0 for the two pigments with nonhistidine ligands
will be allowed to vary.
The electrochromic shifts DEi calculated by Eq. 54 for C.
tepidum and P. aestuarii are listed in Table 5. The strongest
red-shift is obtained for BChl 3 for both species. The largest
difference between the two species is obtained for BChl 5.
Whereas the site energy of this pigment shifts to the red in
FIGURE 9 Low temperature optical spectra calculated for optimal site
energies shown in Table 4. The top panels contain absorption (OD), the
center panels contain circular dichroism (CD), and the bottom panels contain
linear dichroism (LD) spectra. The experimental data of Vulto et al. (24) for
C. tepidum (left) and of Wendling et al. (25) for P. aestuarii (right) are
compared with monomer (dashed lines) and trimer (solid lines) calculations.
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C. tepidum, it shifts to the blue in P. aestuarii. The main
contributors to the red-shift of BChl 3 are Arg-32, Asp-260,
Lys-30, Lys-34, and Lys-267 in C. tepidum and their equiv-
alents Arg-32, Asp-261, Lys-30, Lys-34, and Lys-268 in
P. aestuarii. The situation is different for BChl 5, where
the number of main contributors is much larger and the
equivalence of the dominating charged amino acids ismuch less
in the two species. A main contributor to the large blue-shift
of BChl 6 is its positively charged hydrogen-bond donor Arg-
95, which is conserved in both species and is responsible for
one-third of the difference in site energies between BChl
3 and BChl 6. The speciﬁc contributions of each titratable
group to the electrochromic shift of the different pigments is
given in the Supplementary Material. The largest deviations
between the ﬁtted site energies in Table 4 and the values
obtained from the electrochromic shift calculation in Table 5
are obtained for BChls 2 and 5, which are the only two pig-
ments not ligated by histidine (His) but by a water bridge to
Asn (BChl 2) and by Leu (BChl 5).
To take into account the inﬂuence of the different ligands
on the site energy, a partial ﬁt of the OD, OD9, LD, and CD
spectra was performed using just the site energies of BChls 2
and 5 as ﬁt parameters and applying the site energies ob-
tained from the electrochromic shift calculations in Table 5
for the remaining ﬁve BChls. In case of BChl 5 which is
ligated by Leu in both species, C. tepidum and P. aestuarii,
nearly the same blue-shifts, 295 cm1 and 280 cm1,
respectively, with respect to the electrochromic shift values
in Table 5, are obtained. In contrast, the site energy of BChl
2, which is bound by a water bridge, shifts differently in the
two bacteria. A blue-shift of 170 cm1 results for C. tepidum,
for P. aestuarii the shift is just 100 cm1. In other words, the
energy E0 in Eq. 55 is now assumed to depend on the ligand.
The EHis0 for His is equal to the E0 in Table 5, for Leu it is
EHis0 1 295 cm
1 and EHis0 1 280 cm
1 in C. tepidum and
P. aestuarii, respectively, and for water it isEHis0 1 170 cm
1 in
C. tepidum and EHis0 1 100 cm
1 in P. aestuarii. A cor-
relation plot of the electrochromic shift values (with and
without partial ﬁt) and the site energies obtained from the ﬁt
of the spectra is shown in Fig. 10. The spectra calculated are
compared in Fig. 11 with the experimental data (24,25). The
absorption and LD spectra ﬁt very well, whereas for CD a
much better agreement can be obtained if the direction of the
Qy-transition dipole moment is rotated by 7 toward the 131-
keto-group (IUPAC-numbering) with respect to the NI/NIII
(NB/ND) axis of the BChls.
TEMPORAL AND SPATIAL RELAXATION
OF EXCITONS
In the following, the temporal and spatial relaxation of
excitons is calculated in the monomeric subunit of the FMO
complex of C. tepidum. The exciton dynamics in P. aestuarii
is very similar, and therefore not shown.
Delocalization of excitons
The delocalization of excitons is investigated by the
disorder-averaged exciton-states pigment distribution func-
tion dm(v) that describes the contribution of a given pigment
m to the different exciton states (42):
dmðvÞ ¼

+
M
jcðMÞm j2dðv vMÞ

dis
: (56)
TABLE 5 Electrochromic shifts DEi
C. tepidum P. aestuarii
BChl i
DEi
eeff ¼ 3.8
E0 1 DEi
E0 ¼ 12,315
DEi
eeff ¼ 4.3
E0 1 DEi
E0 ¼ 12,350
1 115 12,430 135 12485
2 50 12,265 15 12,335
3 105 12,210 135 12,215
4 120 12,435 105 12,455
5 70 12,245 35 12,385
6 195 12,510 165 12,515
7 0 12,315 30 12,380
Electrochromic shifts DEi (Eq. 54) and site energies E01DEi for C. tepidum
and P. aestuarii expressed in units of cm1.
FIGURE 10 Correlation between site ener-
gies obtained from electrochromic shift calcu-
lations and ﬁt of optical spectra, for C. tepidum
(left) and P. aestuarii (right). The arrows
indicate the shift of the electrochromic site
energies of the two BChls which are not ligated
by His, obtained from a partial ﬁt as explained
in the text.
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In Fig. 12 the function dm(v) for the seven pigments of the
FMO-monomer of C. tepidum is compared with the density
of exciton states:
dMðvÞ ¼ Ædðv vMÞædis: (57)
In the calculations, the site energies obtained from the
genetic ﬁt in Table 4 were used. It is seen that the excited
states of the pigments contribute to more than one exciton
state. BChls 1 and 2 form an excitonic hetero dimer and
dominate exciton levels 3 and 6. BChls 3 and 4 dominate the
two lowest exciton levels 1 and 2, and BChl 4 has additional
contributions in exciton levels 4 and 5. The excited states of
the remaining pigments 5–7 are distributed over 2–4 different
exciton states predominantly in the blue side of the spectrum.
Spectral density and exciton relaxation
The spectral density S0J0(v) that is used in the calculations of
exciton relaxation is compared in Fig. 2 (top) to the vibra-
tional sideband measured by Wendling et al. (37) on the
FMO complex of C. tepidum. The J0(v) that was originally
extracted from ﬂuorescence line narrowing spectra of B777-
complexes (26) is very similar to the experimental sideband
measured for C. tepidum, the largest deviations being
observed at 180 cm1. Based on this comparison a high
frequency vibrational mode with a wavenumber of 180 cm1
was included in the calculation of optical spectra in addition
to the low-frequency part S0J0(v), as noted before.
Fig. 2 (bottom) contains the function C˜ðReÞðvÞ that is
obtained from the spectral density S0J0(v) at the top of this
ﬁgure by Eq. 21. Whereas the S0J0(v) peaks at;20 cm
1 the
quadratic v dependence of C˜ðReÞðvÞ shifts the maximum to
larger energies at;200 cm1. The vertical bars at the bottom
of this ﬁgure contain the function gMN in Eq. 17 at the
average energetic position of the exciton transition energies
FIGURE 11 Spectra calculated for site energies from electrochromic shifts
in Table 5 and partial ﬁt of site energies of BChl 2 and 5 as explained in the
text. The site energy for BChl 2 is 12,435 cm1 in both complexes and that of
BChl 5 amounts to 12,540 cm1 for C. tepidum and 12,665 cm1 for P.
aestuarii. The calculations were performed for the trimer structure assuming
twodifferent angles for the tilt of theQy transition dipolemoment of theBChls
toward their 131-keto-group: 0 (dashed line) and 7 (solid line). Experi-
mental data (24,25) are shown as circles and are the same as in Fig. 9.
FIGURE 12 (a) The disorder-averaged density of exciton states dM(v)
deﬁned in Eq. 57. (b,c,d) The exciton-states pigment distribution functions
dm(v) in Eq. 56.
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ZvMN. The C˜
ðReÞðvÞ covers the whole range of transition
energies between the different exciton states.
Exciton relaxation after excitation by a short pulse
The population of exciton states after initial excitation by a
50 fs (FWHM) pulse at the blue edge (12,626 cm1) of the
spectrum was calculated and is shown in Fig. 13. For com-
parison, Redﬁeld (solid lines) as well as modiﬁed Redﬁeld
(dashed lines) rate constants were used in the calculation of
exciton relaxation. The two types of rate constants give very
similar results, with the modiﬁed Redﬁeld theory predicting
slightly slower exciton relaxation. The pulse, which is spec-
trally broad, populates exciton levels 2–7. The high energy
exciton state populations decay on a subpicosecond time-
scale and those of low energy on a picosecond timescale.
After 4 ps the lowest state and to a very minor extent the third
exciton state carry the whole excitation.
Exciton relaxation perpendicular to the
trimer plane
It is ﬁnally investigated how the transfer of excitation energy
occurs along the normal of the trimer plane. For this purpose as
an initial condition, the exciton states with the largest
contribution of pigments 1 and 6 located on the upper part of
the trimer in Fig. 1 were populated, weighted by the transition
dipolemoment square of those exciton states. The evolution of
exciton state populations PM(t) for this initial condition is
shown in Fig. 14.At time zeromainly exciton states 3 and 7 are
populated. The subsequent relaxation times of the two
populations differ by an order of magnitude. The exciton
initially on exciton state 7 relaxes within 200 fs and the one on
state 3 in 2 ps. The corresponding local occupation probabil-
ities of the pigments, PmðtÞ ¼ +MjcðMÞm j2 PMðtÞ, are shown in
Fig. 1 (bottom), for three different times.At time zero,BChls 1,
2, 5, and 6 in the upper half of the trimer carry the excitation.
After 200 fs, all the pigments are excited.At 1 ps, the excitation
is localized on pigments 1–4, and after;5 ps, the equilibrated
excited state of the complex is reached where only pigments
3 and 4 at the bottom of the trimer are in the excited state.
DISCUSSION
For the ﬁrst time, a convincing correlation between two
independent calculation methods of pigment transition ener-
gies in proteins, the so-called site energies, is obtained. The
site energies of FMO complexes from two different bacteria,
P. aestuarii andC. tepidum, were obtained from aﬁt of optical
spectra and, independently, by a calculation of electrochromic
shifts due to charged amino acids. The three main results of
those calculations are 1), pigment number three has the lowest
site energy; 2), for pigment number ﬁve, the strongest
deviation occurs between the two species; and 3), for the ﬁve
BChls bound to His, BChl 6 has the largest site energy. From
the two possible orientations of the FMO trimer relative to the
membrane, that were identiﬁed by LD measurements on
isolated FMO trimers and membrane fragments (62), only the
one with BChl 3 at the bottom and BChl 6 at the top allows for
an efﬁcient transfer of excitation energy to the reaction center.
From the earlier ﬁts (19–25), those by Vulto et al. (24) and
Wendling et al. (25) predicted the correct site energies. The
main difference between the present and those two earlier ﬁts
(24,25) is the use of a more advanced theory for optical
spectra that results in a better agreement with experimental
data, and the explanation of the low effective dipole strength
used in the calculation of the excitonic couplings. The effec-
tive dipole strength fm2vac ¼ 30 D2 obtained here justiﬁes
the earlier use of similar low values fm2vac ¼ 29 D2 (24) and
FIGURE 13 Disorder-averaged population dynamics of exciton states,
after optical excitation with a 50-fs pulse centered energetically at 12,626
cm1. The solid lines were obtained using Redﬁeld theory rate constants
(Eq. 20) and the dashed lines show the modiﬁed-Redﬁeld theory (Eq. 40)
results. The inset shows an enlarged view on the occupation probabililies of
excilon slaks 4–7.
FIGURE 14 Disorder-averaged population dynamics of exciton states
calculated in Redﬁeld theory, where the initial population was created
assuming that the excitation energy arrives from above the trimer in Fig. 1 as
explained in detail in the text. The inset contains on enlarged view on the
occupation probabilities of exciton states 4–6.
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fm2vac ¼ 31 D2 (25), which have been treated essentially as ﬁt
parameters. The present explanation of the effective dipole
strength is based on electrostatic calculations of the Coulomb-
coupling between transition charges of BChl in the dielectric
environment of the protein, assuming an optical dielectric
constant e ¼ 2 for the latter and a vacuum dipole strength of
m2vac ¼ 37.1 D2, as determined recently by Knox and Spring
(44) for the present empty cavity model. The explanation of
the low effective dipole strength is important since, it seems,
the use of a higher dipole strengths (51–55 D2) prevented the
other ﬁts (19–23) from ﬁnding the right site energies.
However, for the present low effective dipole strength
also, it is not guaranteed that there exists a unique ﬁt and that
there is no other set of site energies to explain the spectra. In
this study we tried to minimize this possibility by a check of
the genetic algorithm using calculated spectra as a test set for
the algorithm. However, a real proof of the global minimum
requires an independent determination of the site energies.
Such a determination was achieved here by the calculation of
electrochromic shifts in site energies due to charged amino
acids. Although, as the correlation plot in Fig. 10 shows,
there are deviations between the ﬁtted and directly deter-
mined site energies, there is a clear correlation. In particular,
the large difference in site energies between BChl 3 and
BChl 6 in the genetic ﬁt is well reproduced by the electro-
chromic shifts, allowing us to decide about the orientation of
the FMO trimer relative to the membrane containing the
reaction center. The red-shift of BChl 3 and the blue-shift of
BChl 6 are caused by charged amino acids that are conserved
in the two bacteria, as in, for example, the positively charged
hydrogen-bond donor Arg-95 of BChl 6.
The effective dielectric constants eeff of 3.8 and 4.3 inferred
from the electrochromic shift calculations for C. tepidum and
P. aestuarii, respectively, are in between earlier values
estimated for the two branches of bacterial reaction center (58)
and agree also with values for the dielectric constant of
proteins obtained independently: From molecular dynamics
calculations (63,64) and normal mode calculations (65) using
Kirkwood-Fro¨hlich dielectric theory, a dielectric constant in
the range of 2–6 has been calculated for the interior of
proteins. A value of eeff ¼ 4 is routinely used in calculations
of redox potentials of cofactors in proteins (66–69).
Themajor deviations between the electrostatic calculations
and the ﬁtted values of site energies are obtained for the two
BChls which are not ligated by His. To take into account the
effect of the ligand a partial ﬁt was performed, where the two
site energies of the pigments with non-His ligand were
optimized. In agreementwithmutation studies, which suggest
that His ligands lead to low transition energies (3), a blue-shift
of the site energy of the two BChls which are not ligated by
His is obtained from the partial ﬁt. A reason for the low
transition energies of the BChls with aHis ligandmight be the
large polarizability of the conjugated p-electrons of His that
results in a large dispersive interaction (70–72), which is
known to yield a red-shift of the transition energy.
Taking into account the effect of the ligand, there is an
approximately equal additional blue-shift of the site energies
of BChl 5, which is bound by Leu, for both C. tepidum and
P. aestuarii. In contrast, the site energy of BChl 2, which is
bound by a water bridge to Asn-79, shifts differently for the
two species. An inspection of the water ligand of the Mg atom
of BChl 2 in the structures reveals that the Mg-O distance in
C. tepidum is 2.4 A˚, whereas in P. aestuarii it is just 1.9 A˚, a
difference that might explain the different shifts of the site
energies of BChl 2. A reason for the different position of the
water molecule could be that one neighboring amino acid of
Asn-79, which binds the water, is different in the two species.
Mutation studies would be helpful to clarify this point.
The optical spectra calculated from the electrochromic and
the two partially ﬁtted site energies in Fig. 11 agree sur-
prisingly well despite the simplicity of the model. The
agreement suggests that the major contribution to the shift in
site energies in the present system is from charged amino
acids and the ligands. In particular, these effects explain the
difference in the absorption spectra between the two bacteria,
i.e., the switch in relative intensity of the two main bands. A
major contributor to this switch is BChl 5, which is the only
pigment for which the electrochromic shift in Table 5 has a
different sign in the two species.
The largest deviation between experimental and calculated
spectra occur for the CD spectra, both of C. tepidum and
P. aestuarii. Those deviationsmight have several reasons—the
neglect of site energy shifts by hydrogen bonds; by the
different conformations of the pigments; and by different
protonation states of the titratable groups of the protein. We
are currently investigating those effects in detail. Alterna-
tively, the deviations in the CD spectra become much smaller
when a 7 rotation of the Qy transition dipole moment of the
BChls toward the 131-keto-group is assumed. It is interesting
to note that such a rotation is discussed in the literature for
bacteriochlorophyll-a (73,74) and for the related chloro-
phyll-a molecule (75,76). The exact value of the tilt angle is
still an open question, and might depend also on the protein
environment. From experiments on BChla embedded in a
liquid crystal matrix, evidence was reported for a partial
x-polarization of the Qy transition (73), which depends on the
type of matrix environment. In Georgakopoulou et al. (74),
an angle of 7 has been inferred for the B850a BChls of the
LH2 light-harvesting complex on the basis of modeling CD
data. For chlorophyll-a, from an analysis of time-resolved
ﬂuorescence anisotropy measurements on the peridinin-
chlorophyll-a-protein, an angle of (4.56 2.5)was estimated
(76). An angle of 20 was reported (75), based on linear
dichroism experiments on chlorophyll-a oriented in a lamel-
lar phase of glycerylmonooctanoate/H2O.
By the tuning of site energies, the proteins can trigger the
spatial and temporal way of excitons through the FMO-
complex, on their way from the outer antenna, the chloro-
somes, to the reaction center. Since this spatial transfer is
connected with an energetic relaxation, on the basis of the
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site energies determined here, we conclude that the linker
pigments between the FMO complex and the reaction center
are BChls 3 and 4, which form the lowest exciton state (Fig.
12) and are situated at the bottom of the trimer shown in
Fig. 1. The actual calculation of exciton relaxation, either
initiated by assuming an excitation by an ultrashort optical
pulse or by assuming that the excitation arrives from above
the trimer, where the chlorosomes are situated in vivo,
reveals the occurrence of a fast subpicosecond as well as a
relatively slow picosecond transfer branch of excitons be-
tween the upper part of the trimer and the bottom containing
BChls 3 and 4. The fast branch involves BChls 5, 6, and 7,
and the slow branch BChls 1 and 2. It is not clear whether
there is a physiological signiﬁcance of the difference of one
order of magnitude in relaxation times between the two
branches. Those different relaxation times were found also in
transient absorption measurements (30,32), as discussed in
the Introduction. A difference of the present calculations
with respect to the earlier Redﬁeld calculations (30) is the use
of the correct C˜ðReÞðvÞ}v2JðvÞ instead of the C˜ðReÞðvÞ}
JðvÞ that incorrectly favors relaxation between exciton states
with small energy differences. In addition, the present study
contains an estimation of the maximum rate constants (ob-
tained for uncorrelated ﬂuctuation of site energies) of exciton
relaxation without using a free parameter to adjust the relax-
ation times (30). A difference between the present calcula-
tion of exciton relaxation with the modiﬁed Redﬁeld/Fo¨rster
theory study (32) is the use of a spectral density that was ex-
tracted from experiments and the comparison of the modiﬁed
Redﬁeld theory with the much simpler Redﬁeld theory. The
spectral density that was originally extracted from calculations
of ﬂuorescence line narrowing spectra of B777-complexes is
very similar in shape to the ﬂuorescence line narrowing
spectrum measured on the FMO-complex of C. tepidum (Fig.
2). This similarity, which is also found with respect to spectral
densities extracted for other complexes (77,78), suggests that
the local modulation of pigment transition energies by the
protein environment is a global quantity that does not somuch
differ for the speciﬁc environments of the pigments. The
comparison of the relaxation dynamics obtained in modiﬁed-
Redﬁeld theory with that in Redﬁeld theory in Fig. 13 shows
that there are only minor differences. The slightly slower
modiﬁed Redﬁeld rates might be due to the barriers created
between the excitonicPESdue to theirmutual shifts,which are
neglected in Redﬁeld theory. On the other hand, the delocal-
ization of excited states leads to rather large off-diagonal parts
of the exciton vibrational coupling, and so there are also
corrections to the modiﬁed Redﬁeld rates due to the fact that
the nuclei do not relax in the excitonic PES determined solely
by the diagonal part of the exciton vibrational coupling.
An advantage of Redﬁeld theory is the simple form of the
rate constant that allows us to analyze the different relaxation
channels, present in the FMO complex. We focus therefore
on the Redﬁeld rate constant in Eq. 20 in the following. The
latter is given as a product of the function gMN in Eq. 17 and
C˜ðReÞðvMKÞ in Eq. 21. The former contain the exciton coef-
ﬁcients and the correlation radius of protein vibrations that
describe, in an effective way, how the ﬂuctuation of site
energies of different pigments are correlated. In the limit
Rc/N we have gMN ¼ dMN, i.e., there is no relaxation of
excitons, whereas the fastest relaxation occurs for uncorre-
lated ﬂuctuations of site energies. In this case gMN ¼
+mjcðMÞm j2jcðMÞn j2, i.e., relaxation occurs between such exci-
ton states which have contributions from the same pigments.
From a comparison with relaxation data measured in
transient absorption experiments (27–30) it can be concluded
that the site energies of the pigments in the FMO complex
ﬂuctuate rather uncorrelatedly, i.e., Rc , 10 A˚. Important
insights into the relaxation channels are obtained by inves-
tigating the disorder-averaged exciton states pigment distri-
bution functions dm(v), shown for C. tepidum in Fig. 12. As
seen there, BChl 1 and BChl 2 form an excitonic dimer, and
there are no major contributions from those two pigments
in other exciton states, explaining why the g31 and g32 and
therefore the exciton relaxation rates from exciton state 3 to
the lower states are so small. In contrast, the remaining
pigments via their exciton states distributions efﬁciently con-
nect the remaining exciton states and lead to the fast sub-
picosecond relaxation times. The disorder-averaged factors
gMN are shown as bars in Fig. 2 (bottom) together with the
function C˜ðReÞðvÞ, which describes howwell the protein vibra-
tions can dissipate the excess energy of excitons during relaxa-
tion. The respective transition energies that occur during
relaxation, depicted by the energetic position of the gMN bars,
ﬁt very well into the energetic range of the function C˜ðReÞðvÞ,
which at low temperature is proportional to v2J(v) with the
J(v) from Fig. 2 (top). It is seen thereby that the spectral
density of the pigment-protein coupling is well optimized to
dissipate the excess energy of excitons during relaxation.
The present method of obtaining site energies and ex-
citonic couplings from electrostatics calculations provides an
additional basis for the elucidation of structure function rela-
tionships in pigment-protein complexes and a testing ground
for the development of dynamical theories. The latter will
allow for a more complete comprehension of the rich infor-
mation contained in the newly measured two-dimensional
photon echo spectra (31,32). The present calculations of
excitonic couplings show that it is very unlikely that the
second strongest excitonic coupling occurring between BChl
5 and 6 in the FMO complex is reduced by almost 60%, with
respect to the coupling obtained in point dipole approxima-
tion, a reduction that was inferred from the calculation of the
photon-echo spectra (31,32). Neither deviations from the
point dipole approximation nor the inﬂuence of the dielectric
protein environment support this reduction. Cho et al.
(31,32) pointed out that another approximation in the
calculations of the photon-echo spectra, that could be
crucial, was the neglect of electronic coherence transfer
terms in the nonlinear polarization. It is interesting to note
that although those terms were found to be small in the
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calculations of linear absorption spectra of the LH2-light
harvesting complex (79), in the calculation of nonlinear ﬂuo-
rescence anisotropy decay spectra on the same complex they
were reported to be more important (80). Another correction
that could improve the agreement between the calculated and
measured photon-echo spectra concerns the detuning of two
exciton state energies (81), for example, by intramolecular
excited state absorption of the BChls (23).
CONCLUSIONS
Based on two independent methods, using a ﬁt of optical
spectra with a genetic algorithm, and by direct electro-
chromic shift calculations, the site energies of the seven
BChls in the FMO monomeric subunits of the FMO-
complexes of C. tepidum and P. aestuarii were determined
and used to calculate the spatial and temporal relaxation of
excitons. From those calculations, it can be concluded that:
1. The most important contributions to the shift in site
energies are due to charged amino acids and the ligands.
2. The charged amino acids are responsible for the low site
energy of BChl 3, the large site energy of BChl 6, and
the large difference in site energy of BChl 5 between
C. tepidum and P. aestuarii.
3. Histidine ligands lead to lower site energies than leucine
or water.
4. To allow for efﬁcient excitation energy transfer to the re-
action center, the relative orientation of the FMO trimer,
with respect to the reaction center, is such that BChls
3 and 4 are at the interface between the two complexes.
5. Exciton relaxation through the FMO complex between
the chlorosomes and the reaction center in green sulfur
bacteria occurs along a fast subpicosecond and a slow
picosecond branch.
The present simple electrostatic method of calculating site
energies can be readily applied to larger complexes for which
an unambiguous ﬁt of site energies from optical spectra is not
possible because of the large number of pigments, and hence
the large number of parameters. The advantage of an electro-
static method, compared to a solely quantum chemical method
(2,9), is that the whole protein, and not just a small envi-
ronment of the pigments, can be included in the calculations.
At the moment, the method is developed further by per-
forming an average over the different protonation states of
the titratable groups, using a more sophisticated electrostatic
description in atomic detail that is capable also of including
the effect of hydrogen bonds, the inﬂuence of the charge
density of the neutral amino-acid residues, and the inﬂuence
of the water/glycerol dielectric environment.
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