Several approximation algorithms with proven performance guarantees have been proposed to find approximate solutions to classical combinatorial optimization problems. However, theoretical results may not reflect the experimental performance of the proposed algorithms. As a consequence, a question arises: how "far" from the theoretically proved performance are the experimental results? We conduct a controlled empirical study of approximation algorithms for the Vertex Cover and the Set Covering Problems. Many authors have proposed approximation algorithms for those problems. Our main goal is to better understand their strengths, weaknesses, and operation. Although we implement more than one algorithm to find feasible solutions to either problems, this work does not emphasize competition between them. The quality of the solutions related to the theoretical performance guarantees are analyzed instead. The computational experiments showed that the proven performance guarantees of all tested algorithms did not forecast well the empirical performance.
Introduction
Several approximation algorithms with proven performance guarantees have been proposed to find approximate solutions to classical combinatorial optimization problems. However, theoretical results may not reflect the experimental performance of the proposed algorithms. As a consequence, a question arises: how "far" from the theoretically proved performance are the experimental results?
In this paper we conduct a controlled empirical study of algorithms with proven performance, which have been proposed to two classical combinatorial optimization problems, namely, the Vertex Cover Problem and the Set Covering Problem. Both problems are known to be NP-hard.
In order to provide a performance guarantee for a certain algorithm one must find an approximation factor that gives the worst-case distance to the optimum. A -approximation algorithm for a maximization (minimization) problem P is a polynomial time algorithm that provides a solution with a value that is at least (at most) times the value of an optimal solution to P . We note that for a maximization (minimization) problem 0 1 ( 1). The purpose of this work is to test a broad range of instances of the Vertex Cover and Set Covering Problems using simple algorithms proposed in the literature, in order to evaluate the empirical performance and compare with their approximation factors. In doing so, one better understands algorithm's strengths, weaknesses, and operation. Moreover, we are concerned with general instances of the problems, rather than specific ones. The empirical performance is measured through quality of solutions, computational effort, and instance size.
In Grossman and Wool [1] , conducted a comparative study of nine approximation algorithms for the Unweighted Set Covering Problem. This problem is a special case of the Set Covering Problem where all costs have value 1. In our paper we use two of those nine algorithms, namely the Round and the Greedy algorithms. The reason we test again these two algorithms is that they had good empirical performance in that paper.
In performing the computational experiments we follow ideas described in the papers [2, 3] how to report experimental analyses of heuristics.
The paper is organized as follows. The problems and algorithms are described in Section 2. In Section 3 experiment's set up and computational results are shown. In Section 4 we discuss the experimental results. In Section 5 concluding remarks are given.
Problems and their approximation algorithms

Vertex Covering Problem
A Vertex Cover is a set of nodes in a graph such that every edge of the graph has at least one endpoint in the set. A minimum cover is a Vertex Cover which has the smallest number of nodes for a given graph. In this paper we are concerned with both the Unweighted Vertex Cover and the Weighted Vertex Cover. In the former we are interested in finding a minimum cardinality Vertex Cover, while in the latter we ask for a cover of minimum total weight. Both problems have been used in a wide variety of real-world applications, such as crew scheduling [4] , VLSI design [5] , nurse rostering [6] , and industrial machine assignments [7] . Next we give formal definitions of the Unweighted Vertex Cover and Weighted Vertex Cover Problems.
Vertex Cover Problem (VCP)
Instance:
Objective: Find a set C ⊆ V of minimum size such that for every (i, j ) ∈ E we have either i ∈ C or j ∈ C.
Weighted Vertex Cover Problem (WVCP)
Objective: Find a Vertex Cover C which minimizes i∈C w i . Several approximation algorithms have been proposed for the Unweighted and Weighted Versions of the Vertex Cover Problem. We list some of them in Table 1 . We decided to implement these algorithms because of their simplicity and performance guarantees.
One of the first approximation algorithms in the literature for the Unweighted Vertex Cover problem is due to Gavril [8] . It is a greedy algorithm and is described next. Given an undirected graph G = (V , E), at each iteration of the algorithm, both nodes of a chosen edge (i, j ) ∈ E are selected to be in the cover, and the edges incident to nodes i and j are deleted from E. The algorithm terminates when the edge set E is empty. Clearly the set created by the chosen nodes is a Vertex Cover of the graph G. The algorithm clearly runs in polynomial time. The performance guarantee of 2 follows from the facts that edges are only deleted from the edge set E when they are covered, and at termination E = ∅. Algorithm 1. Greedy algorithm for the Unweighted Vertex Cover.
Delete (i, j ) from E and all edges adjacent to i and j ; end We now describe an algorithm for the Weighted Vertex Cover Problem. We first formulate the problem as an integer program.
The first constraint in the integer program says that for each edge (i, j ) ∈ E at least one of the nodes must be in the cover. The linear program (LP) of the integer program above is obtained by replacing constraints (4) by constraints 0 x i 1 ∀i ∈ V . By using this LP we derive the following algorithm.
Algorithm 2.
Round algorithm for the weighted Vertex Cover Problem.
Input: G = (V , E)
Output: Vertex cover C Solve the LP to get an optimal solution x * ; C ← ∅;
The Round algorithm produces a Vertex Cover and has performance guarantee of 2. We now turn to an algorithm based on the dual program of the LP. The dual of the LP above is
Then the dual-LP algorithm is as follows. Algorithm 3. Dual-LP algorithm for the weighted Vertex Cover Problem.
Output: Vertex cover C Solve the dual LP to get an optimal solution y * ; C ← ∅;
It is not difficult to show that the algorithm dual-LP returns a Vertex Cover and that its performance guarantee factor is 2. Clearly the algorithm runs in polynomial time.
Set Covering Problem
In this section we define the Set Covering Problem and describe some of its approximation algorithms. The Set Covering Problem calls for a minimum cost family of subsets from n given subsets, which together covers the entire ground set. Many real-world problems can be cast as a Set Covering Problem, for example, crew scheduling in airlines and driver scheduling in public mass transport. Often these problems are large in size and thus to try to find approximate solutions to them one will need to use some kind of heuristic technique. The study presented in this paper may be a guide to someone intending to use heuristic methods to derive approximate solutions to the Set Covering Problem. Next, we give a formal definition of the Set Covering Problem.
Set Covering Problem (SCP) Instance: A ground set E = {e 1 , . . . , e n }, subsets S 1 , . . . , S m ⊆ E, and cost w j for each subset S j . Objective: Find a set I ⊆ {1, . . . , m} such that j ∈I S j = E and j ∈I w j is minimum. Table 2 shows the approximation algorithms for the SCP we describe and test in this paper.
The first approximation algorithm we describe is based on an integer programming (IP) formulation for the SCP. To this end, define a variable x j for each subset S j such that if j ∈ I , then x j = 1, and if j / ∈ I , then x j = 0. An IP formulation to the SCP is as follows.
Define f as
i.e., f is the maximum number of sets that contains a given element. From the linear relaxation of the IP formulation above we design the Round algorithm as follows.
Algorithm 4. Round algorithm.
Input: Finite ground set E = {e 1 , e 2 , . . . , e n }, subsets S 1 , . . . , S m ⊆ E, and cost w j for each subset S j . Output: Set covering I Solve the linear program corresponding to the SCP to get an optimal solution x * ; I ← ∅;
The Round algorithm is an f -approximation algorithm. We now design an algorithm based on the dual of the LP of the IP formulation for the SCP. The dual of the LP for the set covering is
Then the dual-LP algorithm is as follows. The dual-LP algorithm is an f -approximation algorithm. We now describe an algorithm that works like the Dual-LP but constructs its own dual solution rather than finding an optimal dual solution.
Algorithm 6. Primal-Dual algorithm.
Input: Finite ground set E = {e 1 , . . . , e n }, subsets S 1 , . . . , S m ⊆ E, and cost w j for each subset S j . Output: Set covering I I ← ∅; for i = 1 to n dō y i ← 0; end while ∃e k such that e k / ∈ j ∈I S j do l ← argmin j :e k ∈S j {w j − i:e i ∈S jȳ i };
The function argmin in Algorithm 6 returns the index that attains the minimum value. The Primal-Dual returns a set covering and it constructs a dual feasible solution. This algorithm is an f -approximation algorithm.
Next, we present a greedy algorithm for the SCP. The basic idea is: go through the subsets S j and pick the set which will cover the most elements yet to be covered at the lowest cost. First define
The greedy algorithm is an H n -approximation algorithm.
Algorithm 7. Greedy algorithm.
Input: Finite ground set E = {e 1 , . . . , e n }, subsets S 1 , . . . , S m ⊆ E, and cost w j for each subset S j . Output: Set covering I I ← ∅;
Computational experiments
In this section we present computational experiments carried out on instances of the Vertex Cover and Set Covering Problems.
The algorithms for the Vertex Cover Problem were tested on randomly generated instances, while the algorithms for the Set Covering Problem were tested on instances obtained from OR-LIBRARY [14] .
All tests were executed on an AMD-Athlon PC with speed of 1.3 GHz and 256 MB of RAM under WindowsXP. The algorithms were implemented in Fortran PowerStation 4.0 language (Microsoft Developer Studio, 1995), and the Industrial LINDO/PC -Release 6.0 (Lindo System, Inc., 1996) software was used to solve linear and integer programs.
In the experiments we also report CPU times of all tested algorithms. On these cpu times we do not consider the time consumption to read an instance from file to RAM. We do not apply any kind of preprocessing on the instances. The cpu times are reported in the format 'hhmmss', i.e., hours, minutes, seconds. It is particularly noteworthy that computational times can be strongly influenced by implementation decisions. Due to this we used the same data structures on all algorithms, and we do not use any compile options.
Since we know the optimal solution value for each instance we tested, we can measure the quality of a solution derived by an algorithm by computing the ratio between them. That is, we define the quality measure ratio as value/optimum, where value is the value of a solution found by an algorithm, and optimum is the optimal solution value.
In the introduction section we set out to answer the question: "how far from the theoretically proven performance guarantee are the experimental results?". We use the ratio to respond that question. We note that the smaller the ratio, the further the experimental result is from the theoretically proven performance guarantee of an algorithm. 
Vertex Cover Problem
The algorithms for the Vertex Cover Problem were tested on randomly generated instances. These instances were generated using the following procedure. We construct a random hamiltonian path over a node set of cardinality n. Then further edges are inserted into the graph at random. To each node we assign a random weight chosen uniformly in the interval [1, 100] . We note that this graph is, by construction, connected. We generated 30 instances in this way, and duplicated these instances by changing all vertex weights to 1. So, we test the algorithms on 60 instances.
In the process of generating those instances for the Vertex Cover Problem we used a random number generator which is an implementation of the multiplicative linear congruential generator [15] , with parameters 16807 (multiplier) and 2 31 − 1 (prime number).
Detailed computational experiments are shown in [16] . In this section we summarize those results. Tables 3 and 4 sum up information concerning the ratios.
Figs. 1 and 2 show the ratio values, plotted as points, for the Greedy, Dual-LP, and Round algorithms. For each algorithm their points are linked by a line. With these figures we just want to show that, for the set of instances we used, the Round algorithm is most of the time dominated by the other two algorithms. By dominated algorithm we mean the algorithm never produced better solutions than some other algorithm.
Set Covering Problem
In this section we present computational experiments carried on instances of the Set Covering Problem. We tested 60 instances. Thirty of these instances were obtained from OR-LIBRARY [14] . By replacing the weights to 1 on these instances, we generated 30 instances to the Unweighted SCP.
Detailed computational experiments are given in [16] . In this section we summarize those results. Tables 5 and 6 sum up the information concerning the ratios. 
Discussion
Vertex Cover Problem
For the unweighted and weighted versions of the VCP, the Greedy and the Dual-LP algorithms performed well on all of the tested instances.
Consider the unweighted VCP. For all instances, the Dual-LP algorithm performed better than the Round algorithm. The Greedy algorithm was faster than the Round and the Dual-LP algorithms. On the 60 instances, none of the algorithms found an optimal solution, but the empirical performances of the Greedy and the Dual-LP are much better than their proven performance guarantees. Consider the weighted VCP. The Dual-LP, the Greedy, and the Round algorithms deviated, on average, by 33%, 49%, and 51% from the optimal solution value (See Table 3 ). For the unweighted VCP, the Greedy deviated by 35% from the optimum value, the Dual-LP deviated by 25%, and the Round deviated by 58% (See Table 4 ).
Instance 28 of the unweighted VCP (see Fig. 2 ) represents a worst case for the Round algorithm, since its ratio was of 2. This algorithm also performs badly on the instance number 29 for the same problem. We infer from that figure that the Round algorithm is dominated by the Greedy and Dual-LP algorithms.
Figs. 1 and 2 also show the effect of weighted versus unweighted versions of the Vertex Cover Problem relative to the performance of the algorithms. From both figures wee see a superior performance of the Dual-LP. This can also be noticed from the results in Tables 3 and 4 .
We have noticed that the Round algorithm outperformed the Greedy and the Dual-LP for instances at which the linear relaxation of the model (1)- (4) is almost integer. That is, the solution vector x has few components x i with fractional values. When this is not the case, the Round algorithm performed badly.
Set Covering Problem
For the unweighted and weighted versions of the SCP, the Greedy algorithm performed extremely well on all of the tested instances. All algorithms were very fast. On the 60 instances, the optimum value was Considering the unweighted SCP, on average the Greedy deviated by 7% from the optimum value, the Dual-LP deviated by 93%, the Primal-Dual deviated by 142%, and the Round deviated by 324% (See Table 6 ). With respect to the weighted SCP, on average the Greedy deviated by 13% from the optimum value, the Dual-LP deviated by 55%, the Primal-Dual deviated by 61%, and the Round deviated by 98% (See Table 5 ).
We see from Fig. 3 the Primal-Dual and the Dual-LP had almost the same performance. In Fig. 4 we notice that the Dual-LP outperforms the Primal-Dual for almost all instances. From these figures we clearly see the influence of the weighted versus unweighted versions relative to the performance of the algorithms. The Greedy algorithm seems to be less sensitive to the effect of weighted versus unweighted, while the Round algorithm is greatly influenced by it.
Concluding remarks
This paper investigated the empirical performance of approximation algorithms for the Vertex Cover and Set Covering Problems. We implemented seven approximation algorithms altogether.
For the VCP we implemented three algorithms: Greedy, Round, and Dual-LP. The overall best algorithm we tested was the Greedy algorithm, followed by the Dual-LP and the Round, in this order. The Greedy algorithm was the fastest one and on average its empirical performance was close to the unity.
For the SCP we implemented four algorithms: Round, Dual-LP, Primal-Dual, and Greedy. All algorithms were fast, and the Greedy algorithm performed well on all of the instances. On average, the Round and Primal-Dual algorithms performed worse than the Greedy and Dual-LP algorithms.
We remark that the proven performance guarantees of all tested algorithms did not forecast well the empirical performance.
For the tested algorithms, the computational experiments demonstrated that approximation algorithms based on the dual program of a linear program achieved better experimental results than the approximation algorithms using the primal problem. To try to have a better understanding of the empirical performance we plan as future research the development of a tool which would facilitate the experimental analysis of algorithms.
