We propose kernel estimator for the distribution function of unobserved errors in autoregressive time series, based on residuals computed by estimating the autoregressive coefficients with the YuleWalker method. Under mild assumptions, we establish oracle efficiency of the proposed estimator, that is, it is asymptotically as efficient as the kernel estimator of the distribution function based on the unobserved error sequence itself. Applying the result of Wang, Cheng and Yang [J. Nonparametr. Stat. 25 (2013) 395-407], the proposed estimator is also asymptotically indistinguishable from the empirical distribution function based on the unobserved errors. A smooth simultaneous confidence band (SCB) is then constructed based on the proposed smooth distribution estimator and Kolmogorov distribution. Simulation examples support the asymptotic theory.
methods are given to computeX n+k and its mean squared error, prediction intervals are unavailable unless the process is Gaussian; see Section 5.4 of [7] .
If F (z) were known, all possible sample paths of the future observation X n+1 could be generated, and P [F −1 (α 1 ) ≤ X n+1 −X n+1 ≤ F −1 (α 2 )] = α 2 − α 1 for 0 < α 1 < α 2 < 1. An efficient estimatorF (z) of F (z) can be used to construct a prediction interval [X n+1 +F −1 (α 1 ),X n+1 +F −1 (α 2 )] for X n+1 , with confidence level α 2 − α 1 . It is also pointed out in [3] that knowledge of the c.d.f. F (z) can improve related bootstrapping procedures.
While asymptotically normal estimators of the error density f (z) have been studied in [1, 15] and [9] , consistent estimator for error distribution F (z) does not exist for the AR(p) model. On the other hand, such estimator has been proposed for nonparametric regression in [8] , and uniformly √ n-consistent estimator of error distribution for the nonparametric AR(1)-ARCH(1) model in [21] and nonparametric regression model in [10] and [14] . It has been used for symmetry testing in parametric nonlinear time series by [3] , and in nonparametric regression by [19] , as well as a test of parameter constancy in [2] . Other applications of error distribution estimation include functional estimation: [17] ; testing parametric form of distribution and variance functions: [20] and [11] ; testing for change-point in distribution: [22] and testing for additivity in regression: [23] and [18] .
Assume for the sake of discussion that a sequence {Z t } n t=1 of the errors were actually observed, [12, 16, 29] and more recently [27] propose a kernel distribution estimator (KDE) of F (z) as
in which K is a kernel function, with K h (u) = h −1 K(u/h), and h = h n > 0 is called bandwidth. It has been established in [12] for Lipschitz continuous F , and for Hölder continuous F in [27] thatF (z) is uniformly close to the empirical c.d.f. F n (z) at a rate of o p (n −1/2 ), thus inheriting all asymptotic properties of the latter. The general kernel smoothing results based on empirical process in [26] require that F ∈ C (2) (R), thus excluding distributions such as the double exponential distribution in our simulation study.
Unfortunately,F (z) is infeasible, as one observes only {X t } n t=1−p , not {Z t } n t=1 . Denote byφ the Yule-Walker estimator of φ = (φ 1 , . . . , φ p ) T , then
We propose to estimate F (z) by a two-step plug-in estimator
Denote the empirical c.d.f.'s based respectively onẐ t and Z t aŝ
WhileF n (z) is used for estimating F (z), for example, in [2, 3, 8, 10, 11, 14, [17] [18] [19] [20] [21] [22] [23] , it is consistently shown to be less efficient than F n (z), as one referee observes; see also Section 4.1. Our unique innovation is proving that the smooth estimatorF (z) based on residuals is asymptotically equivalent to, not less efficient than, the smooth estimatorF (z) based on errors. As the Associate Editor points out, this result depends crucially on the independence of Z t with X t−r for r ≥ 1, ensured by the causal representation of the X t (proof of Lemma A.4). We have also learned from a referee that our result is related to the orthogonality between innovation density f (z) and coefficient parameter φ; see, for example, [13] .
Oracle efficiency ofF (z) has powerful implications, as simultaneous confidence band (SCB) can be constructed for F (z) over the entire real line, a natural tool for statistical inference on the global shape of F (z), which does not exist in previous works. Working with a smooth estimator based on residuals can be adopted to other settings such as nonparametric regression/autoregression, additive regression, functional autoregression (FAR), etc., the present paper thus serves as a first step in this direction.
Denote the distance between distribution functions as
According to [27] , d(F n ,F ) = o p (n −1/2 ), while it is well known that
where L(Q) is the classic Kolmogorov distribution function, defined as 
. Applying Slutzky's theorem produces a smooth asymptotic SCB by replacing
The rest of the paper is organized as follows. Main theoretical results on uniform asymptotics are given in Section 2. Data-driven implementation of procedure is described in Section 3, with simulation results presented in Section 4. Technical proofs are in the Appendix and the supplemental article [28] .
Asymptotic results.
In this section, we prove uniform closeness of estimatorsF (z) andF (z) under Hölder continuity assumption on F . For integer ν ≥ 0 and β ∈ (0, 1], denote by C (ν,β) (R) the space of functions whose νth derivative satisfies Hölder condition of order β,
We list some basic assumptions, where it is assumed that β ∈ (1/3, 1].
Conditions (C2), (C5) are typical for time series. Conditions (C1), (C3), (C4) are similar to those in [27] . In particular, condition (C4) on bandwidth h is rather different from those for constructing SCB in [4] .
The infinite moving average expansion X t = ∞ j=0 ψ j Z t−j , t ∈ Z and equation (3.3.6) of [7] ensure that there exist C ψ > 0, 0 < ρ ψ < 1, such that |ψ j | ≤ C ψ ρ j ψ , j ∈ N. In particular,
In addition, the infinite moving average expansion and [24] ensure that there exist positive constants C ρ and ρ ∈ (0, 1) such that α(k) ≤ C ρ ρ k holds for all k, where the kth order strong mixing coefficient of the strictly stationary process {X s } ∞ s=−∞ is defined as
B∈σ{Xs,s≤t},C∈σ{Xs,s≥t+k}
Our first result concerns asymptotic uniform oracle efficiency ofF given in (1.3) over intervals that grow to infinity with sample size. Theorem 1. Under conditions (C1)-(C5), the oracle estimatorF (z) is asymptotically as efficient as the infeasible estimatorF (z) over z ∈ [−a n , a n ] where the sequence a n > 0, a n → ∞, a n ≤ C 1 n C 2 for some
The above oracle efficiency ofF extends to entire R provided that the extreme value of {|X t |} n t=1 has a mild growth bound. Denote
Condition (C6) is satisfied, for instance, if the innovations {Z t } ∞ t=−∞ have exponential tails. Denote by Z a random variable with the same distribution as the Z t 's, the following assumptions are as in A.1 and B.3 of [25] .
(C5 ′ ) There exist constants σ z > 0 and λ > 0, such that one of the following conditions holds: (1) 0 < λ ≤ 1 and for constants C z > 0, c z ∈ R,
Clearly the exponential tail condition (C5 ′ ) implies condition (C5), while the next lemma establishes that it also entails condition (C6).
The next Theorem 2 extends Theorem 1 with the additional condition (C6) in general, or (C5 ′ ) in particular. As pointed out by the associate editor, future works may lead to weaker conditions than (C5 ′ ) that ensure (C6), aided by more powerful extreme value results than in [25] . We conjecture that Theorem 2 holds for functional autoregression model (FAR) as well.
Theorem 2. Under conditions (C1)-(C6)
. Especially, the above holds under conditions (C1)-(C4), (C5 ′ ).
, where B denotes the Brownian bridge. It is established in [27] that d(F n ,F ) = o p (n −1/2 ), and hence Theorem 2 provides that d(F , F n ) = o p (n −1/2 ), and the following.
Corollary 1. Under the conditions of Theorem 2, as
For any α ∈ (0, 1),
3. Implementation. We now describe steps to construct the smooth SCB in (2.4). For n ≥ 50, the following critical values from Table 1 are used:
To computeF (z) in (1.3), we use the quartic kernel K(u) = 15(1 − u 2 ) 2 I{|u| ≤ 1}/16 and a data-driven bandwidth h = IQR ×n −1/3 , with IQR denoting the sample inter-quartile range of {Ẑ t } n t=1 . This bandwidth satisfies condition (C4) as long as the Hölder order β > 1/2. It is also similar to the robust and simple one in [27] .
Simulation examples.
In this section, we compare the performance of the estimatorF with the benchmark infeasible estimatorF .
For sample sizes n = 50, 100, 500, 1000, a total of 1000 samples {Z t } n t=1 are generated, from the standard normal distribution and the standard double exponential distribution, both of which ∈ C (1,1) (R),
z < 0, hence one would expect the data-driven bandwidth described in Section 3 to perform well. We present results only for case 1: standard normal distribution with the AR(1) model, and case 2: standard double exponential distribution with the AR(2) model. Other combinations of error distributions and AR models have yielded similar results which are omitted to save space. 4.1. Global errors. In this subsection, we examine the global errors ofF andF , measured by the maximal deviations D n (F ), D n (F ) defined in (1.6), and the Mean Integrated Squared Error (MISE) defined as
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Of interests are the meansD n (F ) andD n (F ) of D n (F ) and D n (F ) over the 1000 replications, and similar means for MISE(F ) and MISE(F ) for case 1. Table 2 contains these values, while Figure 1 is created based on the ratios D n (F )/D n (F ) with four sets of coefficients. Both show that as n increases, both deterministic ratiosD n (F )/D n (F ) and MISE(F )/MISE(F ) → 1, while the random ratio D n (F )/D n (F ) → p 1, all consistent with Theorem 2. Table 4 in Section 2 of the supplemental article [28] containsD n (F ), D n (F n ), MISE(F ), MISE(F n ) withF n defined in (1.4) . Clearly,F outperformsF n as we have commented on page 3.
Smooth SCBs.
In this subsection, we compare the SCBs based on smoothF , and the infeasibleF and F n for case 2, and 1− α = 0.99, 0.95, 0.90, 0.80. Table 3 contains the coverage frequencies over 1000 replications of the SCBs. The smooth SCB is always conservative, the infeasible one more than the data-based one in all cases except a few. The nonsmooth SCB based on F n has coverage frequencies closest to the nominal levels. Figure 2 depicts the true F (thick), the infeasibleF (solid), the data-based F with its 90% SCB (solid) and F n (dashed), for a data of size n = 100. The three estimators are very close, withF practically distinguishable fromF , consistent with our asymptotic theory. Similar patterns have been observed for larger n. Table 3 Coverage frequencies for AR (2) Lemma A.1 ([6], Theorem 1.4). Let {ξ t } be a zero mean real valued process. Suppose that there exists c > 0 such that for i = 1, . . . , n, k ≥ 3,
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with γ(h) = cov(X t , X t+h ) for the causal AR(p) process {X t }. 
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Lemma A.4. Under conditions (C1)-(C5), for any 1 ≤ r, s, v ≤ p,
The proofs of Lemmas A.3-A.6 are in the supplemental article [28] .
Proof of Theorem 1. Recall the definition ofẐ t and Z t in the Introduction; one haŝ
Therefore,F (z) −F (z) = I 1 + I 2 + I 3 + I 4 , where
We now bound the four parts in (A.6). Combining (A.6), Lemmas A.2 and A.4, for 1 ≤ r ≤ p,
From (A.6), by applying Lemmas A.2 and A.5, for 1 ≤ r, s, v ≤ p, 
, for some θ > 1, j ∈ N and |ψ j | ≥ 0 according to condition (C5 ′ ), thus condition A.1 of [25] is fulfilled, so Theorems 7.4 and 8.5 of [25] imply that max(X 1 ,X 2 , . . . ,
If λ > 1, then C ψ ρ j ψ = O(j −θ ), for some θ > max{1, 2(1 − 1/λ) −1 }, j ∈ N according to condition (C5 ′ ), thus condition B.3 of [25] is fulfilled. Theorem 6.1 in [25] implies that max(X 1 , . . . , X n , −X 1 , . . . , −X n ) = O p ((log n) 1/λ ), hence M n = O p ((log n) 1/λ ).
Summarizing both scenarios, one concludes that under conditions (C2), (C5 ′ ), M n = O p ((log n) 1/λ ), which completes the proof. where the four parts at the right-hand side are different from Theorem 1 except sup z∈R |I 4 |. So it remains to give the proof of parts I 1 , I 2 and I 3 under conditions (C1)-(C6). The proof of next lemma is in the supplemental article [28] , where constants η and γ are given in conditions (C5) and (C6).
Lemma A.7. Under conditions (C1)-(C6), for any 1 ≤ r, s, v ≤ p, a n = h + n δ , where δ > (7/4 + 6γ)(6 + 3η) −1 Acknowledgements. This work is part of the first author's dissertation under the supervision of the last author. The helpful comments from the Co-Editor, the Associate Editor and two anonymous referees are gratefully acknowledged.
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