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Variations and extensions of the Gaussian
concentration inequality
Daniel J. Fresen∗
Abstract
We use and modify the Gaussian concentration inequality to prove a variety
of concentration inequalities for a wide class of functions and measures on Rn,
typically involving independence, various types of decay (including exponential,
Weibull 0 < q < 1, and polynomial) and the distribution of the gradient. We
typically achieve sub-Gaussian bounds that match the variance up to a parameter
independent of n. These methods also yield significantly shorter and simpler proofs
(sometimes with improvements) of known results, such as the distribution of linear
combinations of Weibull variables, Gaussian concentration of the ℓnp norm, and the
distribution of the ℓnp norm on the ℓ
n
q ball. We prove sub-Gaussian bounds for linear
combinations of random variables with finite r-moments (r > 2) that go deeper into
the tails than does the weighted Berry-Esseen inequality. We use these methods to
study random sections of convex bodies, proving a variation of Milman’s general
Dvoretzky theorem for non-Gaussian random matricies with i.i.d. entries.
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1 Introduction
1.1 Methodology: Gaussian concentration
Removing Eϕ: Recall Pisier’s version of the Gaussian concentration inequality [56] that
allows one to remove the assumption that f is Lipschitz (we have added the assumption of
differentiability to simplify the wording and considered the special case where Range (f) ⊆
R): if f : Rn → R is C1, and X and Y are independent random vectors in Rn each with
the standard normal distribution, then for any convex function ϕ : R → R (which is
necessarily measurable),
Eϕ (f (X)− f (Y )) ≤ Eϕ
(π
2
〈∇f (X) , Y 〉
)
Obviously one may re-word the original conclusion as follows: there exists a random
variable Z with the standard normal distribution in R, independent of X , such that for
any convex function ϕ : R→ R,
Eϕ (f (X)− f (Y )) ≤ Eϕ
(π
2
|∇f (X)|Z
)
(1)
Through the eyes of convex functions, it is as though the quantiles of the distribution
of f (X) − f (Y ) are bounded above by those of 2−1π |∇f (X)|Z. Indeed, in the most
classical case when f is Lipschitz, this is essentially the case (up to a constant), and in
many particular cases one may use Markov’s inequality and an appropriate choice of ϕ
to recover good estimates for P {|f (X)−Mf (X)| > t}, where M denotes any median.
In Section 3.1, see in particular Proposition 8 and Theorem 10, we prove general results
that remove Eϕ and give the best possible estimate of P {|2−1π |∇f (X)|Z| > t} up to a
universal constant, or even a factor (1 + o (1)) as t→∞ (depending on the assumptions
imposed). By ’best possible estimate’ we mean the best estimate one can hope to get
based purely on (1). This is beyond what is possible using the functions ϕ(t) = |t|p
2
(2 ≤ p < ∞) or ϕ(t) = exp (at) (0 < a < ∞) in the usual way, which often gives an
estimate on − log P {|f (X)−Mf (X)| > t} up to a factor of (1 + o (1)) (which is a fairly
typical degree of precision in large deviation theory). This is particularly useful when the
tails of 2−1π |∇f (X)|Z are polynomial and the usual use of Markov’s inequality fails to
recover sub-Gaussian estimates that may hold in a certain range of the distribution (see
the comments after Theorem 18, and the proofs of Theorems 12 and 13).
Surgery on f : There are two ways of modifying the function f that will be used
here. The first (less interesting method), that we will refer to as Type II surgery
and is discussed in Section 2.2, is in the special case where f (x) =
∑n
1 hi (xi). When
hi (t) = |t|1/2, for example (and there are worse examples that can be given), the tails
of |∇f (X)| are polynomial, however since each h (Xi) is sub-Gaussian, we know that
n−1/2 (f (X)−Mf (X)) is sub-Gaussian. If each hi has locally bounded oscillation, we
may write hi (t) = ui (t) + vi (t) where ui is better behaved and vi is bounded. We then
apply some form of Gaussian concentration to
∑n
1 ui (Xi) and Hoeffding’s inequality to∑n
1 vi (Xi). The second (more interesting method), that we refer to as Type I surgery
and is discussed in Section 2.1, is to restrict f to some set E such that X ∈ E with
high probability and |∇f | is bounded nicely on E. The set E = {x ∈ Rn : |∇f (x)| ≤ R}
is often a natural choice. We then bound Lip (f |E) ≤ L (E) supE |∇f |, where L (E)
is a parameter that measures the connectivity of E. When E is convex L (E) = 1,
in which case we get the obvious bound Lip (f |E) ≤ supE |∇f |, and whenever E is
a certain non-affine deformation of an unconditional convex body L (E) ≤ √2. One
can then extend the restriction f |E to the entire space Rn so that the extension obeys
Lip (f ∗) = Lip (f |E) ≤ L (E) supE |∇f |. By applying classical Gaussian concentration of
Lipschitz functions to f ∗ and observing that P {f (X) = f ∗ (X)} ≥ P {X ∈ E}, we may
transfer the concentration inequality for f ∗ (X) about Mf ∗ (X) to an inequality for f (X)
about Mf (X).
The idea of proving concentration inequalities by modifying a function on a set where
it behaves badly is not new, see for example Grable [31, Corollary] and Vu [70, Section 3]
(where the measure is supported on [0, 1]n and the Lipschitz constant is taken with respect
to the Hamming distance, see the bottom of p. 264 there). In [70] and [53, Theorem 5.1],
for example, they also make use of the average local Lipschitz constant as opposed to
the (global) Lipschitz constant. However this particular observation (restriction based on
|∇f(Z)|, Lipschitz extension, and the parameter L), goes back to a related observation
which was contained in unpublished lecture notes [21] that we prepared and distributed
at Yale while teaching graduate classes in 2012 and 2014, where we pointed out that
one can prove Le´vy’s concentration inequality for Lipschitz functions on the sphere Sn−1
(equivalently on
√
nSn−1) by extending them to Rn and applying Gaussian concentration
to the extension. A similar observation, without theory surrounding the parameter L (·),
is also contained in a paper of Bobkov, Nayar, and Tetali [8].
Composition: When seeking deviation estimates for f (Z), it sometimes helps to
apply Gaussian concentration to the composition (η ◦ f) (Z), where η : R → R is, say,
some continuous and strictly increasing function, and then once we have a probability
bound for {a < (η ◦ f) (Z) < b}, to re-write this as {η−1 (a) < f (Z) < η−1 (b)}. This
technique works particularly well in tandem with the methods described above. In The-
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orems 4 and 5, we apply a modified version of Gaussian concentration to |x|pp to get a
bound on
∣∣∣|x|pp −M |x|pp∣∣∣, and then apply the function t 7→ t1/p to get back to a bound on∣∣∣|x|p −M |x|p∣∣∣. This leads to a smooth 3 page proof of the first main result in [53].
1.2 Methodology: Non-Gaussian concentration
IfX is a random vector in Rn with any distribution µ, then we may always writeX = T (Z)
for some measurable function T : Rn → R, where Z is a random vector with the standard
normal distribution on Rn. An example of such a map is the Kno¨the-Rosenblatt rear-
rangement [69], and in some cases one can write down an explicit formula for T . We then
write f(X) = (f ◦T )(Z), and under fairly general conditions we may then apply Gaussian
concentration to f ◦ T to obtain a concentration inequality for f(X). A critical tool here
(in the case of product measures) is Proposition 2 (alluded to above) which implies that
the inverse image of an unconditional convex body under an appropriate coordinate-wise
transformation has parameter L (T−1K) ≤ √2, where L (·) is the parameter mentioned
above. A related procedure is certainly well known in the one dimensional case, where
it is common to write a random variable X as TU , where U is uniformly distributed on
(0, 1). In the multivariate case it has also been used, without the parameter L (·), see
for example the comment in the lower half of p.1046 in Naor’s paper [52]. But there
it is specifically mentioned in the context of Lipschitz images of the standard Gaussian
measure. Note that if we can apply Gaussian concentration to a wider class of functions
f as in Section 1.1 above, then we may apply Gaussian concentration to a wider class
of non-Gaussian measures (i.e. a wider class of f ◦ T in the notation of this section).
The observations in Sections 1.1 and those of this section therefore work particularly well
together and each significantly increases the usefulness of the other. This synergy is at
the heart of the paper.
One is thus left with the problem of finding a good choice of T . If µ is an n-fold
product measure, then the most natural T acts coordinate-wise in the obvious manner
(and is the Kno¨the-Rosenblatt rearrangement). If µ is spherically symmetric, then the
most natural T acts radially. For most other measures, we expect that the Kno¨the-
Rosenblatt rearrangement is not a good choice. In the case of log-concave measures, the
Brenier map (see for example [40]) may be better, although the Brenier map is best for
minimizing a transportation cost, which is not exactly what we want. We focus mainly
on the case of product measures.
1.3 Overview of what we prove
Besides general results associated to the methodology discussed in Sections 1.1 and 1.2
above (which are discussed further in Section 2.1, see Propositions 1 and 2, and Theorem 3,
and in Section 3.1, see Propositions 7 and 8, and Theorem 10), and Gaussian concentration
of the ℓnp norm 0 < p <∞ (Theorems 4 and 5), particular results are as follows:
Random embeddings: In Section 2.4 we study random sections of convex bodies
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generated by random embeddings W : Rk → X ,
Wx =
n∑
i=1
k∑
j=1
Wi,jxjei
where X is any real normed space of dim (X) ≥ n and (ei)n1 is a linearly independent
sequence in X . When ε ∈ (0, 1/2), n ≥ n0 (k, ε), W is an n × k standard Gaussian
random matrix and (ei)
n
1 are appropriately chosen in X , then it is well known that the
corresponding embedding W is, with high probability, close to being an isometry (with
respect to the Euclidean norm on Rk), i.e. for all x ∈ Rk,
(1− ε)M ′ |x| ≤ |Wx|X ≤ (1 + ε)M ′ |x| M ′ = E
∣∣∣∣∣
n∑
i=1
Wi,1ei
∣∣∣∣∣
X
This is a Gaussian formulation of Dvoretzky’s theorem, originally proved by Dvoretzky
[17], re-formulated and re-proved using concentration on Sn−1 by Milman [48], recovering
the exact Dvoretzky dimension up to a universal constant (see also [50]), and a Gaussian
formulation due to Pisier, see e.g. [56]. We refer the reader to Schechtman’s survey article
[63] for more information on the subject and more detailed quantitative bounds. We study
the case where the matrix W has independent coordinates that do not necessarily follow
the standard Gaussian distribution. Our main result in this direction, Theorem 6, recovers
Milman’s general Dvoretzky theorem involving the parameter M/b (see Section 2.4 for
more details). When X = ℓnp (1 ≤ p <∞) and (ei)n1 are the standard basis vectors, then
the random section
BX ∩ range (W )
is isomorphic to an ellipsoid but not usually almost isometric. In the case of X = ℓn∞
(with the standard basis) we see completely different behavior, and the random section is
isomorphic to the floating body, see for example [21, 64], which may be far from ellipsoidal.
In the special case of the Gaussian distribution, of course, the floating body is a Euclidean
ball.
The spirit here is not to find Euclidean subspaces of largest dimension and smallest
distortion, but rather to understand the various subspaces that exist, and to study new
populations of subspaces that escape the purview of uniformly distributed subspaces.
Concentration involving |f (X)|s: For a smooth function f : Rn → R, define
Lips (f) = sup
x∈Rn
(
n∑
i=1
∣∣∣∣ ∂f∂xi (x)
∣∣∣∣s
)1/s
Lip♯s (f) =
(
n∑
i=1
sup
x∈Rn
∣∣∣∣ ∂f∂xi (x)
∣∣∣∣s
)1/s
with the usual interpretation when s = ∞. Sometimes Lip♯s (f) is significantly larger
than Lips (f), but for linear functions or when s = ∞, for example, they are equal.
We prove concentration inequalities for f (X) about its median involving Lips (f) and
Lip♯s (f), where X is a random vector in R
n with independent coordinates (Xi)
n
1 , each
Xi with distribution µi. We assume that the quantile function F
−1
i : (0, 1) → R (the
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generalized inverse of the CDF of µi, see (24)) is locally Lipschitz. There are two main
types of estimates that we assume. The first is
Lip
(
F−1i ◦ Φ, s
) ≤ (1 + |s|)−1+2/q : ∀s ∈ R (2)
where Lip
(
F−1i ◦ Φ, s
)
denotes the local Lipschitz constant of F−1i ◦ Φ at s, see (6) and
0 < q < 1. This assumption reflects Weibull type tail behavior of the form
P {|Xi| > t} ≤ C exp (−Cqtq) (3)
(but obviously an assumption on the local Lipschitz constant is stronger than a tail bound
of the form 3). Theorem 11 gives deviation inequalities assuming (2). The second is
Lip
(
F−1i , s
) ≤ min {s, 1− s}−1−1/q : ∀s ∈ (0, 1) (4)
where 2 < q <∞. This assumption reflects polynomial tail behavior of the form
P {|Xi| > t} ≤ C ′q (|Cqt|+ 1)−q−1
Theorem 12 gives deviation inequalities assuming (4). Even in the linear case we get
estimates that appear to be new. At least they are not found in the work of Hitczenko,
Montgomery-Smith and Oleszkiewicz [33], and Lata la [42] (see the remarks after Theorem
11 and those in Section 4 for more details). In the case of polynomial tails, our sub-
Gaussian estimates go deeper into the tails (up to probability Cn1−q/2 (logn)q/2) than
does the weighted Berry-Esseen inequality, which implies a sub-Gaussian bound up to
probability Cn−1/2 (log n)−r/2 (see remarks after Theorem 12 and in Section 4).
Results of Lata la and Oleszkiewicz [44], Schechtman and Zinn [62] and Barthe, Catti-
aux and Roberto [4] (see Theorems 28, 29 and 30 here) apply to functions Lipschitz with
respect to the ℓn2 norm, sitting on measures with thicker-than-Gaussian tails (on the ap-
propriate scale). Obviously one cannot hope for sub-Gaussian bounds for all such f . We
show in Theorem 13 that one can indeed prove sub-Gaussian bounds for most Lipschitz
functions (more precisely, most rotations of an arbitrary Lipschitz function).
In Theorem 14 we prove concentration estimates for the ℓnp norm on the ℓ
n
q ball that
essentially recovers results of Naor [52] (see the comments after Theorem 14 for a more
detailed comparison).
Other results and techniques:
• We use a Minkowski functional based on a Poisson point process that effectively es-
timates the quantiles of linear functionals of probability measures on Rn and in turn
defines a convex body similar to the expected convex hull of a fixed sample size (and to
the floating body), but the formula for this functional is more convenient to use. See the
discussion at the start of Section 4.1, including Eq. (35) and Lemma 15, as well as the
proof of Theorem 12, see Eq. (57).
• Theorem 17 is a variation of a result of Gluskin and Kwapien´ [26] on the distribution
of linear combinations of independent variables with exponential moments that does not
require log-concavity, symmetry, or identically distributed coordinates.
• Eq. (41) is a simplified bound for moments of linear combinations of symmetric Weibull
variables without exponential moments (i.e. 0 < q < 1) with |·|p replaced with |·|∞, at the
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price of dependence on q as q → 0. Eq. (42) is a corresponding deviation inequality which
is the linear case of Theorem 11 mentioned above, but is proved independently (and is
used in the proof) of Theorem 11. We present two proofs of Eq. (42): one by modifying
a result in [33] using log-convexity of t 7→ |x|1/t and another using the methods of this
paper.
• Section 4.2 contains results on order statistics of non-negative random variables, possibly
heavy tailed, including a bound for the sum that gives the correct order of magnitude up
to a parameter independent of n, and an improvement upon an estimate found in Gue´don,
Litvak, Pajor and Tomczak-Jaegermann [32], see in particular Corollary 23 and Example
24.
• In Section 4.4 we present a simple proof of the volume representation of normalized
Lebesgue measure on Bnp due to Barthe, Gue´don, Mendelson and Naor [5] without using
cone measure.
1.4 Work of others
Transformations of the underlying measure: Gozlan [30], see in particular Section
1.4 and Eq. (1.15) in his paper, uses the following method of transportation as part of
his study of inequalities that he denotes SG (ω, ·): He considers functions ω : R→ R that
are odd, increasing, and such that ω (x) /x is nondecreasing on (0,∞), and shows that a
measure µ satisfies a Poincare´ inequality with respect to the metric
dω (x, y) =
(
d∑
i=1
|ω (xi)− ω (yi)|2
)1/2
: x, y ∈ Rd
if and only if the pushforward measure Tµ satisfies the classical Poincare´ inequality (with
respect to the Euclidean metric), where Tx = (ω (xi))
n
1 .
Cattiaux, Gozlan, Guillin and Roberto [14, Section 5, Theorem 5.2] show and use the
fact that if ν is a spherically symmetric probability measures on Rn and µ = Tν for some
radial transformation Tx = ϕ (|x|) |x|−1 x with ϕ : [0,∞) → [0,∞) and ϕ (0) = 0, and
ν satisfies Poincare´’s inequality with constant C, then µ satisfies the following weighted
Poincare´ inequality,
Varµ (f) ≤ C
∫
ω (|x|)2 |∇f |2 dµ (x) : ∀f
with weight defined by
ω (r) = max
(
ϕ′ ◦ ϕ−1 (r) , r
ϕ (r)
)
Tanguy [68] proves bounds for the variance of a function f with respect to a product
measure µn by writing µn = Tν(n) for some other product measure νn, and applying the
classical Poincare´ inequality to the function f ◦ T with respect to νn (assuming that ν
satisfies the Poincare´ inequality with constant Cν) to obtain
Var (f (X)) ≤ Cν
n∑
i=1
E
[
(∂if)
2 ◦ T (Y )
(
κν (Yi)
κµ (t (Yi))
)2]
7
where X has i.i.d. coordinates each with distribution µ and Y has i.i.d. coordinates each
with distribution ν, Tx = (t (xi))
n
1 , and κµ, κν denote the hazard functions
κµ (s) = (µ (s,∞))−1 dµ
dx
(s) κν (s) = (ν (s,∞))−1 dν
dx
(s)
(obviously this can be written in terms of the local Lipschitz constant of the transportation
map). In the special case of f (x) = max1≤i≤n xi, this is used to obtain a deviation
inequality (see Theorem 1.2 in his paper).
The discrete setting: There is an extensive literature that deals with deviation inequal-
ities for random variables of the form f (X), where X has i.i.d. coordinates each with
Bernoulli distribution, i.e. P {X = 1} = p, P {X = 0} = 1 − p, see for example [16, 38]
and references therein. Of particular interest is the case when p → 0 as n → ∞. Our
methods are better suited to the case of continuous distributions (than they are to the
discrete setting).
1.5 Notation and terminology
The median of a random variable is denoted by the operator M, which may denote any
median when not unique. The symbols C, c, C ′ etc. will usually denote unspecified but
fixed positive universal constants that may represent different values at each appearance.
Sometimes, upper case letters denote possibly large constants in [1,∞) while lower case
letters denote possibly small constants in (0, 1], but this should not be taken too seriously.
Dependence on variables will usually be indicated by subscripts, Cq, cq etc. The term
’random variable’ will be used exclusively for real valued random variables, and not for
random vectors in Rn (n ≥ 2), or for complex random variables. In common abuse of
terminology we will make statements like ’let µ be a probability measure on R’, when in
fact µ is defined on measurable subsets of R. Some of our results on the ℓnp norm apply
also to values of p in (0, 1) in which case the Minkowski functional |·|p does not satisfy
the triangle inequality and is not, technically speaking, a norm. The term ’ℓnp norm’ will
be used to include this case too.
2 Main results and techniques: Part 1
2.1 Type I surgery
For any non-empty polygonally connected set A ⊆ Rn, let L(A) denote the infimum over
all values of λ ≥ 1 such that for all x, y ∈ A there exists a finite sequence (ui)N1 in Rn with
u1 = x and uN = y, such that for all 2 ≤ i ≤ N and all λ ∈ [0, 1], λui + (1− λ)ui−1 ∈ A,
and such that
∑N
i=2 |ui − ui−1| ≤ λ |x− y|. If A is not polygonally connected we set
L(A) = ∞, and set L(∅) = 1. Whenever A is convex, L(A) = 1. Conversely if L(A) = 1
and A is closed, then A is convex. For a function Q : Rn → R define
L(Q) = sup
t∈R
L ({x ∈ Rn : Q(x) ≤ t}) (5)
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Let Lip (T, x) denote the local Lipschitz constant of a function T : A→ R around a point
x,
Lip (T, x) = lim
ε→0+
Lip
(
T |B(x,ε)∩A
)
(6)
Our main reason for defining L(·) is the following observation.
Proposition 1 Let A ⊆ Rn be any polygonally connected set containing at least two
points, with L(A) <∞. Then for any function f : A→ R,
Lip (f) ≤ L(A) sup {Lip (T, x) : x ∈ A}
Furthermore, if A is locally convex in the sense that for all x ∈ A there exists ε > 0 such
that B (x, ε) ∩A is convex, then
L(A) = sup
f :A→R
{
Lip (f)
sup {Lip (T, x) : x ∈ A} : 0 < Lip (f) <∞
}
We are interested in the case where A is a non-affine deformation of a convex body
K, as the inverse image under the action of some map T : Rn → Rn. When K is 1-
unconditional (i.e. invariant under coordinate reflections) and T acts coordinatewise and
monotonically, then L(A) ≤ √2. The actual result can be stated a bit more generally as
follows:
Proposition 2 Let n ∈ N and let ♣n denote the collection of all K ⊆ Rn with the
following property: there exists a ∈ [−∞,∞]n (depending on K) such that if x ∈ K and
y ∈ Rn, and each coordinate of y is between the corresponding coordinates of x and a
in the non-strict sense (i.e. either ai ≤ yi ≤ xi or xi ≤ yi ≤ ai), then y ∈ K. For
each 1 ≤ i ≤ n, let hi : R → R be a non-decreasing function, and let T : Rn → Rn be
defined as Tx = (hi(xi))
n
1 . Then for any K ∈ ♣n, L (K) ≤
√
2 and T−1K ∈ ♣n, and so
L (T−1(K)) ≤ √2.
Let Φ denote the standard normal cumulative distribution and φ = Φ′ the standard
normal density.
Theorem 3 Let n ∈ N, A > 0, let µ be a probability measure on Rn, and let H : Rn → Rn
and ψ,Q : Rn → R be measurable functions such that µ = Hγn, where γn is the standard
Gaussian measure on Rn with density dγn/dx = (2π)
−n/2 exp
(− |x|2 /2), and such that
ψ ◦H is locally Lipschitz with
Q (x) ≥ Lip (ψ ◦H, x)
for all x ∈ Rn. Let X and Z be random vectors in Rn, where the distribution of X is µ,
and Z follows the standard normal distribution. Let R > 0 and t > Φ−1
(
1− (2A+ 4)−1)
be such that P {Q(Z) > R} ≤ A (1− Φ(t)). Then
P {|ψ(X)−Mψ(X)| > 2L(Q)Rt} ≤ (A+ 2) (1− Φ(t))
where L(Q) is defined by (5).
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2.2 Type II surgery
Let Z be a random vector in Rn with the standard normal distribution and f : Rn → R
defined by f (x) =
∑n
1 hi (xi). It may happen that some of the hi oscillate rapidly enough
so that |∇f (Z)| has heavy tails, but the oscillations are locally of bounded amplitude. It
may also happen that the hi are not differentiable, or even continuous. In these cases, a
direct application of Gaussian concentration fails (either classical Gaussian concentration
of Lipschitz functions, or Pisier’s version of Gaussian concentration for non-Lipschitz
functions, see Theorem 27). Consider the following examples:
• Functions with a cusp such as hi(t) = |t|1/2. In this case |∇f (Z)| has polynomial tails,
but clearly n−1/2 (f (Z)− Ef (Z)) is sub-Gaussian.
• Functions with wild oscillation such as
hi(t) =
(
|t|7 + sin
(
exp
(
1
t− ⌊t⌋
)))
: t /∈ Z hi(t) = |t|7 : t ∈ Z
• Functions that are highly non-smooth, such as
hi(t) = exp
( |t|
10
)
+
Q (t)√
(1 + |t|) log log (9 + |t|)
where Q is a typical (but fixed) sample path of a Brownian motion on R.
• Oscillations not of locally bounded amplitude, such as
hi (t) = exp
(
|t|1/2
)
+ exp
(−t4) log log(9 + 1
t− ⌊t⌋
)
: t /∈ Z hi(t) = 0 : t ∈ Z
If we assume (as in the first three examples) that there exists some differentiable
function ui that does not oscillate as much, and such that
sup
t∈R
|hi (t)− ui (t)| < r (7)
then we define vi (t) = hi (t)− ui (t) and write
n∑
i=1
hi (Zi) =
n∑
i=1
ui (Zi) +
n∑
i=1
vi (Zi)
We now apply some form of Gaussian concentration to
∑n
i=1 ui (Zi), depending on the
functions ui. This may by one of the two types mentioned above, possibly combined with
the techniques of this paper, see for example Sections 2.1 and 3.1. Then observe that
since each vi (Zi) is a bounded random variable, we may apply Hoeffding’s inequality to
conclude that
∑n
i=1 vi (Zi) is sub-Gaussian about its median (with constant depending
on r). Quite often, the deviations of
∑n
i=1 vi (Zi) about zero are not too large compared
to the deviations of
∑n
i=1 ui (Zi) about its median. This is the case, for example, when
hi = hj and ui = uj for all i, j (excluding the trivial case when hi is zero outside a set of
measure zero), and r is any fixed element of [0,∞). Of course (7) can be weakened to
E exp
(
εvi (Zi)
2) = 1√
2π
∫ ∞
−∞
exp
(
εvi (t)
2 − 1
2
t2
)
dt <∞ (8)
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for some fixed ε > 0 (depending on what one wants to achieve, one might insist that ε not
be too small). This holds, in particular, when there exists A > 0 such that |vi (t)| ≤ A |t|
for all t ∈ R.
2.3 Application: Gaussian concentration of ℓnp norm
In this section we present alternative methods to those of Paouris, Valettas and Zinn
[53], who prove concentration inequalities for the ℓnp norm of a Gaussian random vector
Z, similar to Theorem 5 below, the proof of which occupies a major part of their paper.
Note that for 1 ≤ p ≤ 2, |Zi|p satisfies exponential integrability and the exponential
moment method may be used, and for 2 < p < ∞, |Zi|p has Weibull type tails and
inequality (42) may be used (however these inequalities don’t give good dependence on p
as p → ∞, especially when p > C log n). We now show how the methodology discussed
in this paper can be used. For the sake of simplicity we have allowed a little crudeness in
the range 0 < p < 3/2, but this does not affect Theorem 5 below.
Theorem 4 Let n ∈ N, p > 0, and let Z be a random vector in Rn with the standard
normal distribution. Then for all t > 0, with probability at least 1− C exp (−t2/2),
∣∣∣∣∣
n∑
i=1
|Zi|p −M
n∑
i=1
|Zi|p
∣∣∣∣∣ ≤

Cn1/2t : 0 < p ≤ 1
Cn1/2t+ Cn1/4t3/2 : 1 ≤ p ≤ 3/2
Cn1/2t+ Cn1−p/2tp : 3/2 ≤ p ≤ 2
C2pmax
{(
E |Z1|2(p−1)
)1/2
n1/2t, tp
}
: 2 ≤ p <∞
Proof. If 0 < p < 1 then set
u(t) =
{ |t|p : |t| ≥ 1
2−1pt2 + 1− p/2 : |t| < 1 v(t) =
{
0 : |t| ≥ 1
|t|p − (2−1pt2 + 1− p/2) : |t| < 1
and if p ≥ 1 set u(t) = |t|p and v (t) = 0 for all t ∈ R. Let f(x) =∑n1 |xi|p = g (x)+h (x),
where g(x) =
∑n
1 u (xi) and h (x) =
∑n
1 v (xi). Regardless of the value of p,
|∇g (x)| ≤ p
(
n∑
i=1
max {1, |xi|}2(p−1)
)1/2
and we can ignore the 1 when p ≥ 1. For p ≥ 3/2, |·|2(p−1) is a norm and
Lip
(
|·|2(p−1)
)
=
{
n(2−p)/[2(p−1)] : 3/2 ≤ p ≤ 2
1 : p ≥ 2
in which case we may use Gaussian concentration of |·|2(p−1) (in the most classical sense)
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and Jensen’s inequality to conclude that with probability at least 1− C exp (−t2/2),
n∑
i=1
|Zi|2(p−1) ≤
(
E |Z|2(p−1) + tLip
(
|·|2(p−1)
))2(p−1)
≤
(
n1/(2p−2)
(
E |Z1|2(p−1)
)1/(2p−2)
+ tLip
(
|·|2(p−1)
))2(p−1)
≤ 22(p−1)max
{
nE |Z1|2(p−1) , t2(p−1)Lip
(
|·|2(p−1)
)2(p−1)}
If 1 ≤ p ≤ 3/2 then 0 ≤ 2(p− 1) ≤ 1 and with probability at least 1− C exp (−t2/2),
n∑
i=1
|Zi|2(p−1) ≤
∑
|Zi|≤1
1 +
∑
|Zi|>1
|Zi| ≤ n+ |Z|1 ≤ n+ nE |Z1|+ n1/2t
where we have used Lip (|·|1) = n1/2. These calculations imply that γn (K) ≥ 1 −
C exp (−t2/2), where γn denotes the standard Gaussian measure on Rn and
K =

R
n : 0 < p ≤ 1{
x ∈ Rn :∑ni=1 |xi|2(p−1) ≤ Cn + n1/2t} : 1 ≤ p ≤ 3/2{
x ∈ Rn :∑ni=1 |xi|2(p−1) ≤ Cn+ Cn2−pt2(p−1)} : 3/2 ≤ p ≤ 2{
x ∈ Rn :∑ni=1 |xi|2(p−1) ≤ 22(p−1)max{nE |Z1|2(p−1) , t2(p−1)}} : 2 ≤ p <∞
The restriction of g to K is Lipschitz. For 3/2 ≤ p < ∞ this follows directly because
K is then convex and we have a bound on |∇g (x)|. For 1 ≤ p < 3/2 this follows by
Proposition 2 on non-affine deformations of unconditional convex bodies (in particular
the deformation of Bn1 using the non-decreasing function h (t) = t |t|2(p−1)−1). Theorem
31 on extension of Lipschitz functions implies that we may extend the restriction of g
to K to a function g∗ : Rn → R such that Lip (g∗) = Lip (g). By classical Gaussian
concentration (applied a second time), with probability at least 1− C exp (−t2/2),
|g∗ (Z)−Mg∗ (Z)| ≤

pn1/2t : 0 < p ≤ 1
Cn1/2t+ Cn1/4t3/2 : 1 ≤ p ≤ 3/2
Cn1/2t+ Cn1−p/2tp : 3/2 ≤ p ≤ 2
2p−1max
{(
E |Z1|2(p−1)
)1/2
n1/2t, tp
}
: 2 ≤ p <∞
(9)
However, with the same probability, Z ∈ K, and g (Z) = g∗ (Z). Each vi is bounded, so
by Hoeffding’s inequality, with probability at least 1−C exp (−t2/2), |h (Z)−Mh (Z)| ≤
Cn1/2t. By the union bound, with probability at least 1− C exp (−t2/2), the quantity
|g (Z) + h (Z)− (Mg∗ (Z) +Mh (Z))|
also satisfies the bound given in (9), slightly modified for 0 < p ≤ 1. By adjusting
the value of C in the probability bound, we may assume without loss of generality that
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C exp (−t2/2) < 1/4, say, and therefore
|M (g (Z) + h (Z))− (Mg∗ (Z) +Mh (Z))| ≤
{
Cn1/2 : 0 < p ≤ 2
C2p
(
E |Z1|2(p−1)
)1/2
n1/2 : 2 ≤ p <∞
This follows the logic in the proof of Theorem 3. The result now follows by the triangle
inequality.
Before comparing Theorem 5 below to [53, Theorem 1.1], note that there is a typing
error in the statement of their result. Their bound for p > c logn cannot be correct, since
sending p→∞ as rapidly as one likes, we get a bound for the ℓn∞ norm that is too good
to be true (and besides, when p > c logn then c′ < n2/p < C ′). See Theorem 4.11 in their
paper for the correct bound of Cn−cε.
Theorem 5 There exist universal constants C, c > 0 such that the following is true. Let
n ∈ N, p ∈ [1,∞), ε ∈ (0, 1), and let Z be a random vector in Rn with the standard
normal distribution. Then
P
{
(1− ε)E |Z|p ≤ |Z|p ≤ (1 + ε)E |Z|p
}
≥

C exp (−cnε2) : 1 ≤ p ≤ 2
C exp
(−cmin {p8−pnε2, pn2/pε2/p}) : 2 ≤ p < c logn
Cn−cε : p ≥ c logn
Proof. By estimating the mean and variance of
∑ |Zi|p it follows that if 1 ≤ p ≤ c log n,
the mean and median of this random variable have the same order of magnitude
1
2
E
n∑
i=1
|Zi|p ≤M
n∑
i=1
|Zi|p ≤ 2E
n∑
i=1
|Zi|p
where
E
n∑
i=1
|Zi|p = nE |Z1|p = π−1/2n2p/2Γ
(
p+ 1
2
)
Using Theorem 4 and the inequality
∣∣1− u1/p∣∣ ≤ p−121−1/p |1− u|, valid if |1− u| ≤ 1/2,
with
u =
(
n∑
i=1
|Zi|p
)(
M
n∑
i=1
|Zi|p
)−1
gives concentration of
(
|Z|p −M |Z|p
)
/
(
M |Z|p
)
about 0. This is similar to the proof
of Theorem 14, and the outcome is that with probability at least 1− C exp (−t2/2),∣∣∣∣∣∣
(
n∑
i=1
|Zi|p
)1/p(
M
n∑
i=1
|Zi|p
)−1/p
− 1
∣∣∣∣∣∣
≤
 Cn
−1/2t : 1 ≤ p ≤ 2
Cn−12p (E |Z1|p)−1max
{(
E |Z1|2(p−1)
)1/2
n1/2t, tp
}
: 2 ≤ p < c logn
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valid for all t such that the corresponding estimate is at most 1/2. This is then simplified
using Stirling’s approximation Γ (x+ 1) = ax
√
2πx (x/e)x, with ax → 1 as x → ∞,
and written in terms of ε. If c logn ≤ p < ∞, then |x|∞ ≤ |x|p ≤ C |x|∞. Let Y be
an independent copy of Z, and let T : Rn → Rn be the function that rearranges the
coordinates of a vector in non-decreasing order, i.e. Tx =
(
x(i)
)n
1
are the order statistics
of x. Then E |Z|p ≥ E |Z|∞ ≥ c (logn)1/2 and∣∣∣|Z|p − |Y |p∣∣∣ = ∣∣∣|TZ|p − |TY |p∣∣∣ ≤ |TZ − TY |p ≤ C |TZ − TY |∞
Now the order statistics from a normal sample are, of course, well understood, and
P
{
|TZ − TY |∞ >
Ct2√
logn
}
≤ C exp (−t2/2)
One way to see this, for example, is by applying (45) and (46) from Lemma 22 to
(
γ(i)
)n
1
and to
(
1− γ(i)
)n
1
to get upper and lower bounds for each γ(i), where (γi)
n
1 is an i.i.d.
sample from the uniform distribution on (0, 1), and then generating the normal order
statistics as TZ =
(
Φ−1
(
γ(i)
))n
1
. Bounds on γ(i) transfer to bounds on Z(i) via
d
dx
Φ−1 (x) =
1
φ (Φ−1 (x))
≤ C
min {x, 1− x}
√
logmin {x, 1− x}−1
which follows directly from the bounds relating Φ and φ. One can do the same with
TY =
(
Φ−1
(
κ(i)
))n
1
where (κi)
n
1 is another uniform sample, independent of (γi)
n
1 . So,
by (45) of Lemma 22, with probability at least 1 − C exp (−t2/2), for all n/2 < k ≤ n,
Φ−1
(
γ(k)
)− Φ−1 ( k
n+1
)
is bounded above by
C
∫ 1−n−k+1
n+1
(
1−ξ−11 exp
(
−t2−4 log(n−k+1)
2(n−k+1)
))
k/(n+1)
(1− x)−1 (log (1− x)−1)−1/2 dx
= C
∫ log n+1
n−k+1
−log
(
1−ξ−11 exp
(
−t2−4 log(n−k+1)
2(n−k+1)
))
log n+1
n−k+1
s−1/2ds
≤ C (log [(n+ 1) / (n− k + 1)])−1/2 log
(
1− ξ−11 exp
(−t2 − 4 log(n− k + 1)
2 (n− k + 1)
))−1
The function s 7→ − log (1− ξ−11 exp (−s)) behaves like √2s near 0 and like s+ 1 when s
is large. We then consider two cases, depending on whether
t2 + 4 log(n− k + 1)
2 (n− k + 1)
lies in (0, 1) or [1,∞), and in either case the estimate is bounded above by Ct2/√log n.
A similar calculation with a lower bound for γ(k) follows from (46) of Lemma 22 applied
to
(
1− γ(i)
)n
1
. The case 1 ≤ k < n/2 now follows by symmetry. This gives concentration
of
(
|Z|p −M |Z|p
)
/
(
M |Z|p
)
about 0 for c logn ≤ p <∞.
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2.4 Application: Random sections of convex bodies
The randomized Dvoretzky theorem guarantees that most lower dimensional sections of
high dimensional convex bodies are almost isometric to Euclidean balls. We refer the
reader to [63] for background and precise statements. Here the term ’most’ refers to Haar
measure on the Grassmannian Gn,k, and such a random section can be achieved using
an n × k standard Gaussian matrix, as used in [56, 59]. It was shown by Schechtman
[60] that with high probability, the matrix
[
k−1/2Ik, k
−1B
]T
generates approximately
(isomorphic) spherical sections of the ℓn1 unit ball if n = 2k and B is a matrix with
independent Rademacher random variables as entries. In this section we study random
sections obtained using random matrices with i.i.d. entries that follow fairly general
distributions. The result: the sections are typically not almost isometric to Euclidean
balls. For the ℓnp balls with 1 ≤ p < ∞, such sections are isomorphic to Euclidean balls,
but when p = ∞ we see a completely different behavior and the sections are often no
longer even isomorphic to Euclidean balls.
Theorem 6 Let n, k ∈ N and T ∈ [2,∞), and for each 1 ≤ i ≤ n and 1 ≤ j ≤ k, let µi,j
be a probability measure on R with cumulative distribution Fi,j. Let F
−1
i,j be the generalized
inverse of Fi,j as defined by (24), and assume that each F
−1
i,j is locally Lipschitz on (0, 1),
and that each µi,j has finite first moment,∫ ∞
−∞
|x| dµi,j(x) <∞
Let W be an n× k random matrix with independent entries (Wi,j), where the distribution
of Wi,j is µi,j, and assume that there is no single hyperplane in which the distribution of
every row (Wi,j)
k
j=1 is supported. Let G be an n × k standard Gaussian random matrix.
Let K ⊂ Rn be a convex body with 0 ∈ int(K) and set b = sup {|θ|K : θ ∈ Sn−1}. Consider
the following norm on Rn×k,
|A|♯ = max1≤i≤n sup06=y∈Rk
(∑k
j=1A
2
i,jy
2
j
)1/2
E |Wy|K
Let Q : Rn×k → R be a measurable function such that for all A ∈ Rn×k,
Q(A) ≥ b
∣∣∣(Lip (F−1i,j ◦ Φ, Ai,j))i,j∣∣∣♯
where Lip (·, ·) is defined in (6). Let ξ : [0,∞) → [0,∞) be a non-decreasing function
such that for all t ≥ 0, P {Q(G) > ξ(t)} ≤ 2 (1− Φ(t)). Set
ε = 8L(Q)Tξ(T ) + 28L(Q)
√∫ ∞
2
ξ(t)2t3 exp (−t2/2) dt (10)
where L (·) is defined in (5), and assume that both of the following conditions hold
0 < ε ≤ 1/2 k ≤ (1/19) (log ε−1)−1 T 2 (11)
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Then with probability at least 1− exp (−T 2/4) the following event occurs: for all x ∈ Rk,
(1− ε)E |Wx|K ≤ |Wx|K ≤ (1 + ε)E |Wx|K
Comments for Theorem 6:
• Interpretation: The bodyK♭ = {x ∈ Rk : E |Wx|K ≤ 1} is a compact convex set with
0 ∈ int(K♭), and the theorem can be interpreted geometrically as a deviation inequality for
the random body K ∩Range(W ) (with appropriate coordinates) about the deterministic
body K♭. When the entries ofW are i.i.d. then the body K♭ is invariant under coordinate
permutations. When the distribution of each entry is even (symmetric about 0), then K♭
is invariant under reflections about the coordinate axes (i.e. unconditional).
• Bounding L(Q): Since |·|♯ is unconditional, Lemma 2 implies that typically (as with
our other results) we may choose Q so that L(Q) ≤ √2.
• k ≤ n: While this is not explicitly assumed, the conclusion guarantees that null (W ) =
{0}. The case k > n is indeed impossible because, since ε ≤ 1/2 (10) implies an upper
bound for T and (11) then implies a bound on k.
• Milman’s general Dvoretzky theorem as a special case: Suppose that K is
centrally symmetric (i.e. −K = K) in which case |·|K is a norm, and that W is a
standard Gaussian random matrix. It follows that E |Wx|K = (1− δn)
√
nM |x|, where
1 − δn = n−1/2E |Y1| depends only on n (Y1 denotes the first column of W ), δn → 0 as
n→∞,
M =
∫
Sn−1
|x|K dσn(x)
and σn is normalized Haar measure on S
n−1. In particular |A|♯ = (1− δn)−1 n−1/2M−1maxi,j |Ai,j |
and we may take Q (A) = ξ(t) = 2n−1/2M−1b in which case L(Q) = 1. Assuming
n1/2Mb−1 ≥ C ′ (which we may without loss of generality by considering the proba-
bility bound below), choosing any ε ∈ (0, 1/2) as an independent variable and setting
T ≈ Cεn1/2Mb−1 this recovers Milman’s general Dvoretzky theorem with the sufficient
condition k ≤ c (log ε−1)−1 ε2nM2b−2, probability 1− C exp (−cε2nM2b−2), and estimate
(1− ε)M |x| ≤ 1√
n
|Wx|K ≤ (1 + ε)M |x|
Here we have used the fact that
0 ≤ δn ≤ Cn−1/2 ≤ CbM−1n−1/2 ≤ ε/10
otherwise the probability bound becomes trivial, so we may ignore δn. Such a bound for
k recovers the correct ’Dvoretzky dimension’ nM2b−2 and is optimal in a certain sense
for fixed ε, say ε = 1/4, up to a universal constant, see [50]. It also gives the original
dependence on ε until it was improved by Schechtman [59] to k ≤ cε2nM2b−2, see also the
paper by Gordon [28, Theorem 7] that gives Euclidean subspaces of dimension cε2 log n.
It is known that using an affine map we may always place K in John’s position, where
the ellipsoid of maximal volume in K is Bk2 , and in this case M ≥ c
√
n−1 log n and
b = 1. In the language of functional analysis, this implies that real Hilbert space is
finitely representable in any infinite dimensional real Banach space (also known over C).
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• Non-Gaussian sections of Bnp (1 ≤ p < ∞) are isomorphic but not usually
almost-isometric to n−1/pBk2 : When K = B
n
p (1 ≤ p < ∞) and each µi,j = µ for
some probability measure µ with mean zero, variance one and log-concave density, and
we denote the rows of W by (Xi)
n
1 , then for each θ ∈ Sn−1, 〈θ,Xi〉 has a log-concave
distribution with mean zero and variance one, and by Jensen’s inequality
E |Wx|p = E
(
n∑
i=1
|〈x,Xi〉|p
)1/p
≤ Cpn1/p |x|
on the other hand
E |Wx|p ≥
1
2
M
(
n∑
i=1
|〈x,Xi〉|p
)1/p
≥ Cn1/p |x|
Therefore a random section of Bnp using a matrix with i.i.d. mean zero variance one log-
concave entries is isomorphic to n−1/pBk2 with distortion depending on p (but usually not
almost isometric).
In the case where each Wi,j has a two sided exponential distribution with density
2−1 exp (− |t|), for example, Lip (F−1i,j Φ, t) ≤ C |t|, |A|♯ ≤ Cpn−1/pmaxi,j |Ai,j|, so we set
Q (A) = Cpbn
−1/pmaxi,j |Ai,j |, ε = 1/4, and ξ (t) = Cpbn−1/p
(
(log n)1/2 + t
)
. Setting
T ≈ cpb−1/2n1/(2p), we may take
k = cpb
−1n1/p =
{
cpn
1/2 : 1 ≤ p ≤ 2
cpn
1/p : 2 ≤ p <∞
and the corresponding section of Bnp is (with high probability) isomorphic to B
k
2 with
distortion Cp.
• Non-Gaussian sections of Bn∞ are not necessarily isomorphic to Bk2 , but in-
stead are almost-isometric to the floating body: The case p =∞ is quite different
to the case 1 ≤ p < ∞. Note that the body {x ∈ Rk : E |Wx|∞ ≤ 1} is the polar (dual)
of the (symmetrized) expected convex hull
Econv {±Xi}n1 =
{
x ∈ Rk : ∀θ ∈ Sk−1, 〈x, θ〉 ≤ E max
1≤i≤n
|〈Xi, θ〉|
}
The bound
(1− ε)E |Wx|∞ ≤ |Wx|∞ ≤ (1 + ε)E |Wx|∞
valid for all x ∈ Rk, implies that
(1− ε)Econv (Xi)n1 ⊆ conv (Xi)n1 ⊆ (1 + ε)Econv (Xi)n1
Results of this type (i.e. concentration of the convex hull within the space of convex
bodies) are multivariate generalizations of Gnedenko’s law of large numbers on the max-
imum and minimum of a random sample, since for a compact set E ⊂ R1, conv (E) =
[inf E, supE]. Such multivariate extensions were studied in [20, 22] (under the assumption
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that the rows are i.i.d. and have a log-concave distribution, but individual coordinates
need not be independent), and other variations in [15, 18, 19, 25, 27, 39, 46] (we refer the
reader to the introduction in [22] for a more detailed discussion). When all rows share a
common distribution (say ν) that is rotationally invariant (in our case this corresponds to
the standard Gaussian matrix), then Econv (Xi)
n
1 is a Euclidean ball, but for most other
distributions Econv (Xi)
n
1 is far from Euclidean. When ν is log-concave and not contained
in any affine hyperplane, the expected convex hull is similar to the floating body F1/n
(which is what remains of Rk after all half-spaces of ν-measure less than 1/n have been
deleted) and in this case it was shown in [22] that for n ≥ 4,(
1− C
log n
)
F1/n ⊆ Econv (Xi)n1 ⊆
(
1 +
C
log n
)
F1/n
Non-Gaussian embeddings into ℓn∞ were also studied by Gordon, Litvak, Pajor, and
Tomczak-Jaegermann [29]: given a symmetric convex body K ⊂ Rk, one chooses the
rows of W to be i.i.d. from the dual unit ball, and then the corresponding embedding
W embeds
(
Rk, |·|K
) →֒1+ε ℓn∞. In the case K = Bnp (1 ≤ p ≤ ∞), the entries of such a
matrix are almost i.i.d. by the volume representation of Bnq .
3 Main results and techniques: Part 2
3.1 Removing Eϕ, ϕ convex
We consider the problem of estimating the cumulative distribution and quantile function
for a random variable X , given that Eϕ (X) ≤ Eϕ (Y ) for some random variable Y and all
convex functions ϕ : R→ R (we can think of X as unknown and Y as given). Motivated
by Pisier’s version of the Gaussian concentration inequality, this is a special case of the
more general setting where we have Eϕ (X) ≤ Λ (ϕ) for all ϕ ∈ E, where E is some
collection of convex functions and Λ : E → R. The most common functions to use are of
the form ϕ(t) = |t|p (p ≥ 2) and ϕ(t) = exp (at) (a > 0). Assuming that ϕ is non-negative,
and strictly increasing on [t,∞) (and, say, ϕ(t) 6= 0), Markov’s inequality implies
P {X > t} ≤ Eϕ (X)
ϕ(t)
We are interested in minimizing this estimate over the class of all such ϕ. One cannot
hope for an estimate better than P {X > t} ≤ P {Y > t}, since one may take X = Y ,
and we leave it as an exercise to the reader to show that if Z has the standard normal
distribution on R, then
lim
t→∞
inf
a>0
EeaZ
eatP {Z > t} = limt→∞ infp>2
E |Z|p
tpP {|Z| > t} =∞
The first expression is easy to evaluate. For the second we recommend more qualitative
reasoning related to the techniques of Propositions 7 and 8.
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Proposition 7 Let µ be a non-atomic probability measure on R with
∫
R
|x| dµ(x) < ∞,
and let Y be a random variable with distribution µ. Let t ∈ R with t > EY , and let E
denote the class of all non-negative convex functions ϕ : R→ R that are strictly increasing
on [t,∞) and such that ϕ(t) 6= 0. Then the function
ϕ 7→ Eϕ (Y )
ϕ(t)
defined on E and taking values in [0,∞] has a global minimum at ϕa(x) = max {0, a (x− t) + 1},
where a ∈ (0,∞) is such that ∫ ∞
t−a−1
(x− t) dµ(x) = 0
(any such a defines a minimizer, and at least one such a exists), and for this minimizer,
Eϕa (Y )
ϕa(t)
= P
{
Y > t− a−1}
Proof. Replacing ϕ with ϕ/ϕ(t), we may assume that ϕ(t) = 1, and so we add this
condition to the constraints on ϕ. By convexity ϕ(x) ≥ max {0, ϕ′(t) (x− t) + 1}, where
ϕ′(t) here denotes limh→0+ (ϕ (t+ h)− ϕ (t)) /h (necessarily exists and is finite), and so
Eϕ (X) ≥ Emax {0, ϕ′(t) (X − t) + 1}. This means that we may restrict our attention
even further to the collection of functions ϕa, a ∈ (0,∞), as defined in the statement of
the theorem. Differentiating under the integral sign
d
da
∫
R
max {0, a (x− t) + 1} dµ(x) =
∫ ∞
t−a−1
(x− t) dµ(x)
which is a continuous non-decreasing function of a. By the assumption t > EY , this
function is negative for some a ∈ (0,∞) and converges to ∫∞
t
(x− t) dµ(x) ≥ 0 as a→∞.
Therefore there exists a > 0 such that
∫∞
t−a−1
(x− t) dµ(x) = 0, and the convex function
a 7→ ∫
R
max {0, a (x− t) + 1} dµ(x) achieves a minimum at this value of a.
Consider any p ∈ (2,∞) and b ∈ (−p−1,∞) \ {0} and define
I = {x ∈ R : bx < 1} =
{
(−∞, b−1) : b > 0
(b−1,∞) : b < 0 (12)
I+ = {x ∈ I : x > 0} =
{
(0, b−1) : b > 0
(0,∞) : b < 0 (13)
I− = {x ∈ I : x < 0} =
{
(−∞, 0) : b > 0
(b−1, 0) : b < 0
(14)
J =
{
x ∈ R : x
p
> −1
}
= (−p,∞) (15)
Since b > −p−1 > −1/2,
0 <
∫
I+
x (1− bx)1/b dx <∞ 0 <
∫ ∞
0
x
(
1 +
x
p
)−p
dx <∞
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∫
I−
−x (1− bx)1/b dx =∞
∫ 0
−p
−x
(
1 +
x
p
)−p
dx =∞
Therefore, there exist âp,b, ap,b > 0 such that(∫ ∞
0
x
(
1 +
x
p
)−p
dx
)−1 ∫ 0
−a−1
p,b
−x (1− bx)1/b dx = 1 (16)(∫
I+
x (1− bx)1/b dx
)−1 ∫ 0
−â−1p,b
−x
(
1 +
x
p
)−p
dx = 1 (17)
Let
R♯p,b =
(∫ ∞
I+
(1− bx)1/b dx
)−1 ∫ 0
−a−1
p,b
(
1 +
x
p
)−p
dx (18)
R♭p,b =
(∫ ∞
0
(
1 +
x
p
)−p
dx
)−1 ∫ 0
−â−1p,b
(1− bx)1/b dx (19)
The quantities ap,b, âp,b, R
♭
p,b and R
♯
p,b are continuous strictly monotonic functions of p
and b that are (respectively) inc., dec., inc. and dec. in p and dec., inc., dec. and inc. in
b, and satisfy
ap,b ≤ âp,b R♭p,b ≤ R♯p,b lim
(p,b)→(∞,0)
R♭p,b = lim
(p,b)→(∞,0)
R♯p,b = e
âp,−1/p = ap,−1/p =
p
p− 1 R
♯
p,−1/p = R
♭
p,−1/p
The next proposition applies to a wide class of functions and measures. For exam-
ple, if f(x) is any of the following functions: f(x) = cp exp (− |x|p), for 0 < p < ∞,
f(x) = c exp (− (log (1 + |x|)) log log log (C + |x|)), f(x) = c exp (− exp exp (x)), then set-
ting g = − log f , limx→∞ g′′(x)/ (g′(x)2) = 0. If f(x) = (1 + |x|)−p, for 2 < p < ∞, then
limx→∞ g
′′(x)/ (g′(x)2) = −1/p. The density f in Proposition 8 is also allowed to change
its behavior back and forth, infinitely often, from ultra rapid decay to polynomial decay.
Proposition 8 Let µ = µ1+µ2 be a probability measure on R such that
∫
R
|x| dµ(x) <∞,
with discrete and continuous components µ1 ⊥ m and µ2 ≪ m respectively (with respect to
Lebesgue measure m). Let f = dµ2/dx and define g : R → (−∞,∞] by g = − log f . Let
Y be a random variable with distribution µ. Let t ∈ R such that t > EY , and let p > 2,
b ∈ (−p−1,∞) \ {0}. Let ap,b, âp,b, R♯p,b, R♭p,b > 0 be defined as in (16)-(19). Suppose that
g(t) < ∞, g is differentiable at t with g′(t) > 0, µ1 [t− âp,b/g′(t),∞) = 0, and for all
x ∈ [t− âp,b/g′(t),∞), g′′(x) exists and obeys
− 1
p
≤ g
′′ (x)
(g′ (x))2
≤ b (20)
If ϕa is a minimizer as in Proposition 7, then ap,b ≤ a ≤ âp,b and
R♭p,bP {Y > t} ≤
Eϕa (Y )
ϕa(t)
≤ R♯p,bP {Y > t}
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Proof. Set r = 1/g′(t) and consider the function h(x) = g(t + rx)− g(t), in which case
h(0) = 0, h′(0) = 1 and
h′′(x)
(h′(x))2
=
g′′ (t+ rx)
(g′ (t + rx))2
Recall the definitions in (12)-(19). The function q(x) = −λ−1 log (1− λx) satisfies
q′′(x) = λ (q′(x))
2
q(0) = 0 q′(0) = 1
and therefore by (20), setting λ = b and then λ = −1/p,
h(x) ≤ −b−1 log (1− bx) : x ∈ I
h(x) ≥ p log (1 + p−1x) : x ∈ J
This follows from monotonicity properties of autonomous differential equations, used to
compare h′ and q′. This implies(∫ ∞
0
x exp (−h(x)) dx
)−1 ∫ 0
−a−1p,b
−x exp (−h(x)) dx
≥
(∫ ∞
0
x
(
1 +
x
p
)−p
dx
)−1 ∫ 0
−a−1
p,b
−x (1− bx)1/b dx = 1
and (∫
I+
x exp (−h(x)) dx
)−1 ∫ 0
−â−1
p,b
−x exp (−h(x)) dx
≤
(∫
I+
x (1− bx)1/b dx
)−1 ∫ 0
−â−1p,b
−x
(
1 +
x
p
)−p
dx = 1
By Proposition 7,
∫∞
t−a−1
(x− t) exp (−g(x)) dx = 0, which can be written as(∫ ∞
0
x exp (−h(x)) dx
)−1 ∫ 0
−r−1a−1
−x exp (−h(x)) dx = 1
Consider the function
ζ(s) =
(∫ ∞
0
x exp (−h(x)) dx
)−1 ∫ 0
−r−1s
−x exp (−h(x)) dx
This function is continuous and strictly increasing in s, and by what we have shown above,
ζ
(
râ−1p,b
) ≤ 1 ζ (a−1) = 1 ζ (ra−1p,b) ≥ 1
which implies that r−1ap,b ≤ a ≤ r−1âp,b. By Proposition 7 and the definition of R♯p,b,
Eϕa (Y )
ϕa(t)
=
P {Y > t− a−1}
P {Y > t} P {Y > t}
= P {Y > t}
(∫ ∞
0
exp (−h(x)) dx
)−1 ∫ 0
−r−1a−1
exp (−h(x)) dx
≤ R♯p,bP {Y > t}
21
and the lower bound follows similarly.
Going back to the setting where Eϕ (X) ≤ Eϕ (Y ) for all (non-decreasing) convex
ϕ, what we have shown is that provided Y has a sufficiently regular density, then the
estimate
P {X > t} ≤ Eϕa (Y )
ϕa(t)
(21)
comes close to the best possible estimate of P {Y > t}. If limx→∞ g′′(x)/ (g′(x))2 = q, for
some q ∈ (−1/2, 0], then replacing the estimator Eϕa (Y ) /ϕa(t) with
Eϕa (Y )
R♭p(t),−1/p(t)ϕa(t)
where p : (EY,∞)→ (−1/2, 0) and limt→∞ p(t) = q, we recover P {Y > t} up to a factor
of (1 + o(1)) as t→∞.
Remark 9 If Y does not have a sufficiently regular density and (20) does not hold, we
may replace Y with another variable Y˜ such that P
{
Y˜ > t
}
≥ P {Y > t} for all t ∈ R and
then apply Proposition 8 to Y˜ . For example if P {|Y | > t} ≤ exp (−tp) for all t > 0 then
define Y˜ so that P
{
Y˜ > t
}
= exp (−tp) for all t > 0. Then Eϕ (X) ≤ Eϕ (Y ) ≤ Eϕ
(
Y˜
)
(assuming ϕ non-decreasing) and we may apply Proposition 8 and (21) to X and Y˜ .
The following result is an example of how Pisier’s version of Gaussian concentration
(Theorem 27) may be combined with Theorem 8. The C1 condition is not essential
and can usually be weakened to f being locally Lipschitz (or even weaker) by applying
standard smoothing techniques from analysis.
Theorem 10 Let n ∈ N, T0, A, b ∈ (0,∞), p ∈ (2,∞), let f : Rn → R be a C1 function,
and let X be a standard normal random vector. Let ξ : [0,∞) → [0,∞) be a continuous
non-decreasing function, twice differentiable on (0,∞), and assume that
− 1
p
≤ g
′′ (x)
(g′ (x))2
≤ b : ∀x ≥ T0 g (x) := − log
[
− d
dx
(A + 1/2) exp
(−η (x)2 /2)]
(22)
(A+ 1/2) exp
(−η (T0)2 /2) < 1/2
where η : [0,∞)→ [0,∞) is the inverse of t 7→ 2−1πtξ (t), and assume that for all t > 0,
P {|∇f (X)| ≥ ξ (t)} ≤ A exp (−t2/2)
Then for all t > max {EW,T0} (see 23) such that t− âp,b/g′ (t) ≥ T0, where âp,b is defined
in (17),
P {|f (X)−Mf (X)| > t} ≤ 4 (A + 1/2)R♯p,b exp
(−η (t)2 /2)
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Proof. Let Y be an independent copy of X . By Theorem 1 there exists a standard
normal random variable Z (in R) such that
Eϕa (f (X)− f (Y )) ≤ Eϕa
(π
2
|∇f (X)|Z
)
where ϕa is the minimizer from Proposition 7. Note that P {2−1π |∇f (X)|Z ≥ 2−1πsξ (s)} ≤
(A+ 1/2) exp (−s2/2). Let W be a random variable with
P {W ≥ t} =
{
min
{
1/2, (A+ 1/2) exp
(−η (t)2 /2)} : t > 0
P {2−1π |∇f (X)|Z ≥ t} : t ≤ 0
}
≥ P{2−1π |∇f (X)|Z ≥ t}
(23)
W has a density given by exp (−g (t)) for all t ≥ 0 such that (A+ 1/2) exp (−η (t)2 /2) <
1/2. Now consider any fixed t > 0 such that t − âp,b/g′ (t) ≥ T0. By the condition
imposed on t, if x ≥ t− âp,b/g′ (t) then x ≥ T0 and the bounds in (22) apply. By Markov’s
inequality and Proposition 8,
P {f (X)− f (Y ) > t} ≤ Eϕa (f (X)− f (Y ))
ϕa (t)
≤ 1
ϕa (t)
Eϕa
(π
2
|∇f (X)|Z
)
≤ 1
ϕa (t)
Eϕa (W ) ≤ R♯p,bP {W > t}
≤ (A+ 1/2)R♯p,b exp
(−η (t)2 /2)
The result now follows because concentration about the median is equivalent to concen-
tration about an independent random value,
1
2
P {f (X)−Mf (X) > t} ≤ P {f (Y ) ≤Mf (X)}P {f (X)−Mf (X) > t}
≤ P {f (X)− f (Y ) > t}
3.2 Applications: Concentration involving |∇f (x)|s
For any probability measure µ on R and associated cumulative distribution F : R→ [0, 1]
defined by F (t) = µ (−∞, t], the generalized inverse F−1 : (0, 1) → R, known as the
quantile function, is defined by
F−1(s) = inf {t ∈ R : F (t) > s} (24)
If U is a random variable uniformly distributed in (0, 1), then F−1 (U) has distribution
µ. If µ has a continuous density h = dµ/dx then for all points s ∈ (0, 1) and t ∈ R,
Lip
(
F−1, s
)
=
1
h (F−1 (s))
Lip
(
F−1 ◦ Φ, t) = φ (t)
h (F−1 (Φ (t)))
where Lip (·, ·) is the local Lipschitz constant as defined in (6). For a differentiable function
f : Rn → R and 1 ≤ s ≤ ∞ set
Lips (f) = sup
x∈Rn
|∇f(x)|s Lip♯s (f) =
(
n∑
i=1
sup
x∈Rn
∣∣∣∣ ∂f∂xi (x)
∣∣∣∣s
)1/s
(25)
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with the usual interpretation (involving max) when s = ∞. In general, Lips (f) ≤
Lip♯s (f). There are two special cases when Lips (f) = Lip
♯
s (f). The first is when f is
linear. The second is when s = ∞. By considering a path integral, and a local linear
approximation, it follows that Lips (f) is the Lipschitz constant of f with respect to the
ℓns∗ norm on R
n, where s∗ = s/ (s− 1) when 1 < s ≤ ∞ (setting ∞/ (∞− 1) := 1). We
will also use s∗ = ∞ when 0 < s < 1. In Theorem 11 we study probability distributions
satisfying condition (26) below. This condition is satisfied (for example) in the following
cases:
• dµi/dt = fi(t) = (2Γ (1 + 1/q))−1Cq exp (− |Cqt|q), see Lemma 33.
• Xi has a symmetric Weibull distribution with P {|Xi| ≥ t} = exp (− |Cqt|q)
• Xi = CqZi |Zi|−1+2/q or Xi = Cq |Zi|2/q for a standard normal random vector Z = (Zi)n1 .
Theorem 11 (Weibull type tails ∼ exp (− |t|q), 0 < q < 1) Let n ∈ N, 0 < q < 1,
and let (µi)
n
1 be a sequence of probability measures on R, each with corresponding cumu-
lative distribution Fi and quantile function F
−1
i as in (24) such that for all s ∈ R,
Lip
(
F−1i ◦ Φ, s
) ≤ (1 + |s|)−1+2/q (26)
Let f : Rn → R be differentiable and let (Xi)n1 be a sequence of independent random
variables, each with corresponding distribution µi. Then for all t > 0,
P {|f (X)−Mf (X)| > t} ≤ 2 exp
(
−cqmin
{(
t
Lip♯2 (f)
)2
,
(
t
Lip♯∞ (f)
)q})
(27)
and
P
{
|f (X)−Mf (X)| > Cq
(
1 +
(
log
n
t−2+4/q
)1/q−1/2)(
tLip2 (f) + t
2/qLip∞ (f)
)}
≤ 2 exp (−t2/2) (28)
Comments for Theorem 11:
• For q ∈ [1, 2] related estimates can be proved using results of Talagrand [67, Theorem
2.4] and Gozlan [30, Proposition 1.2], which give bounds of the form
µn
(
A+ tBn2 + t
2/qBnq
) ≥ 1− exp (−Dt2) : t ≥ 0
assuming that µ satisfies a certain Poincare´ inequality on R with constant C, µn is the
n-fold product of µ, and D is a constant depending only on C. This includes the case
dµ/dx = (2Γ (1 + 1/q))−1 exp (− |x|q). Taking A = {x : f (x) ≤Mf (x)}, if x ∈ A +
tBn2 + t
2/qBnq then there exists a ∈ A, u ∈ Bn2 , v ∈ Bnq such that x = a + tu + t2/qv,
so |f (x)− f (a + tu)| ≤ t2/qLipq∗ (f) and |f (a+ tu)− f (a)| ≤ tLip2 (f), which implies
f (x) ≤Mf (x) + tLip2 (f) + t2/qLipq∗ (f). Together with a similar lower bound,
P {|f (X)−Mf (X)| > t} ≤ 2 exp
(
−cqmin
{(
t
Lip2 (f)
)2
,
(
t
Lipq∗ (f)
)q})
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which is the perfect nonlinear version of (37).
• In the case where f is linear, f(x) = ∑n1 aixi where we may assume without loss of
generality that a ∈ Sn−1. In this case the basic assumption (26) may be weakened to
P {|Xi| ≥ t} ≤ exp (− |Cqt|q), and the bound given by I recovers (42) which is optimal
(up to the value of cq) for all a ∈ Sn−1. As far as we are aware, even when f is linear such
an explicit probability bound (for all linear functionals) has not appeared before. We
refer the reader to Section 4 (see in particular Eqs. (40), (41) and (42)) where we discuss
a result of Hitczenko, Montgomery-Smith and Oleszkiewicz [33], and how to modify their
result and prove related tail bounds in the linear case using the methods presented here.
• The quantity (
log
n
t−2+4/q
)1/q−1/2
cannot be completely erased from (28), otherwise this could be written as
P {|f (X)−Mf (X)| > t} ≤ 2 exp
(
−cqmin
{(
t
Lip2 (f)
)2
,
(
t
Lip∞ (f)
)q})
which would imply that Var (|X|∞) < Cq, when in fact Var (|X|∞) ≈ (logn)−2+2/q. The
current bound gives the estimate Var (|X|∞) ≤ Cq (logn)−1+2/q which is off by a factor of
log n, exactly the same factor by which the classical Gaussian concentration inequality is
off by in the case when q = 2 (specifically for the ℓn∞ norm).
• In case |∇f (X)|s, s ∈ {2,∞}, is with high probability much smaller than Lips (f),
including the case when Lips (f) =∞, and/or when one has a high probability bound on
∂if (X), 1 ≤ i ≤ n, one can prove variations of Theorem 11 (using a similar proof) that
take the distribution of these into account.
Before stating a result under the assumption of polynomial tails, we need to discuss
the following norm on Rn. For any r ∈ [1,∞) and q ∈ (1,∞), let Er,q ⊂ Rn be defined by
Er,q = conv
{
max
{
|u|1 , r |u|q
}−1
u : u ∈ {0,±1}n , u 6= 0
}
The Minkowski functional of Er,q is the norm |x|r,q = inf {λ > 0 : x ∈ λEr,q}. It follows
from the definition of Er,q that
• |x|r,q = max
{
|x|1 , r |x|q
}
= |x|Bn1 ∩r−1Bnq for all x ∈ {0,±1}
n.
• If ‖·‖ is any norm on Rn and ‖x‖ ≤ |x|r,q for all x ∈ {0,±1}n, then ‖x‖ ≤ |x|r,q for all
x ∈ Rn.
The dual Minkowski functional of Er,q is
|y|◦r,q = sup
{
n∑
i=1
xiyi : x ∈ Er,q
}
≤ 2 sup
{
r−1k−1/q
k∑
i=1
y(i) : 1 ≤ k ≤ min {rq/(q−1), n}} ≤ 2 |y|◦r,q
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where y(1) ≥ y(2) . . . ≥ y(n) ≥ 0 is the non-increasing rearrangement of (|yi|)n1 . Since the
canonical embedding of a normed space into its bidual is an isometry,
|x|r,q = sup
{
n∑
i=1
xiyi : |y|◦r,q ≤ 1
}
≤ Cq
(
|x|1 + r
n∑
i=1
i−1+1/qx(i)
)
≤ C ′q |x|r,q
(we leave it to the reader to find y with |y|◦r,q ≤ 1 that maximizes
∑
xiyi). R
n endowed
with |·|r,q is therefore isomorphic to a Lorentz space with constant independent of n. Using
Er,q ⊆ Bn1 ∩ r−1Bnq for the lower bound and Ho¨lder’s inequality for the upper bound (for
the coordinates where ri−1+1/q > 1), for all x ∈ Rn,
max
{
|x|1 , r |x|q
}
≤ |x|r,q ≤ Cq
(
1 + logmin
{
rq/(q−1), n
})(q−1)/q
max
{
|x|1 , r |x|q
}
Furthermore, these norms are equivalent with
max
{
|x|1 , r |x|q
}
≤ |x|r,q ≤ Amax
{
|x|1 , r |x|q
}
(29)
in all of the following cases:
• There exists p > 1/q and Cp,q > 0 such that x(i) ≤ Cp,qx(1)i−p for all i, with A = C ′p,q,
• There exists 0 < p < 1/q and Cp,q ≥ cp,q > 0 such that cp,qx(1)i−p ≤ x(i) ≤ Cp,qx(1)i−p
for all i, with A = C ′p,q,
• The empirical distribution of the coordinates of x (or a scalar multiple thereof) loosely
approximates some given probability measure on [0,∞) with finite (q + ε)th moment: more
generally and precisely, if H1 (i/(n+ 1)) ≤ x(n−i+1) ≤ H2 (i/(n+ 1)) for all 1 ≤ i ≤ n and
two non-decreasing functions H1, H2 : (0, 1)→ [0,∞) such that∫ 1
0
H1 (t) dt > 0
∫ 1
0
(1− t)−1+1/qH2 (t) dt <∞
then (29) holds with A = C(q,H1, H2),
• x ∈ Θn, with A = C ′q (where Θn ⊂ Sn−1 is a particular set, not depending on q, with
σn (Θn) > 1− 2 exp (−cn), and σn denotes normalized Haar measure on Sn−1). This can
be shown by generating a random θ ∈ Sn−1 as θ = Z/ |Z|, where Z is a standard normal
random vector, and using the crude estimate Z(i) = Φ−1
(
1− exp (−X(i))) ≤ CX(i),
where (Xi)
n
1 is an i.i.d. sample from the standard exponential distribution, and then
using the Renyi representation of
(
X(i)
)n
1
, see the proof of Lemma 22, and estimating∑n
1 i
−1+1/qX(i) by changing the order of a double sum and using (37).
In Theorem 12 we consider probability distributions satisfying condition (30). This
condition is satisfied, for example, when µi has a density fi(t) = 2
−1qCq (|Cqt|+ 1)−q−1.
Theorem 12 (polynomial tails) There exists a universal constant C > 0 such that the
following is true. Let n ∈ N, 2 < q < ∞, 2q (q − 2)−1 < p < ∞, and let (µi)n1 be a
sequence of probability measures on R, each with corresponding cumulative distribution Fi
and quantile function F−1i as in (24) such that for all s ∈ (0, 1),
Lip
(
F−1i , s
) ≤ min {s, 1− s}−1−1/q (30)
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Let f : Rn → R be differentiable and let (Xi)n1 be a sequence of independent random
variables, each with corresponding distribution µi. Let Lips (f) be defined as in (25).
Then for all t > 0,
P
|f (X)−Mf (X)| > Cqt
∣∣∣∣∣
(
sup
x∈Rn
∣∣∣∣ ∂f∂xi (x)
∣∣∣∣2
)n
i=1
∣∣∣∣∣
1/2
r,q/2
 ≤ C exp (−t2/2) (31)
where r = Ct2 exp (t2/q), |·|r,q/2 is the norm discussed above, Cq > 0 is a function of q,
and
P
{
|f (X)−Mf (X)| > Cp,qLipp (f)
(
n1/2−1/pt+ n1/qt exp
(
t2
2q
))}
≤ C exp (−t2/2)
(32)
where Cp,q > 0 is a function of (p, q).
Consider the special case of Theorem 12 where f(x) = n−1/2
∑n
i=1 xi, and (31) implies
P
{
|f (X)−Mf (X)| > Cqt
(
1 + n1/q−1/2t exp
(
t2
2q
))}
≤ C exp (−t2/2)
which is sub-Gaussian up to probability Cn1−q/2 (log n)q/2 and matches the variance up to
the factor Cq. In this case (and whenever f is linear), we may replace the basic assumption
(30) with P {|Xi| > t} ≤ cq (1 + t)−q (see the discussion in Section 4). Compare this
with the non-uniform version of the Berry-Esseen bound, Theorem 20, that gives a sub-
Gaussian bound up to probability Crn
−1/2 (log n)−r/2 under the assumption that E |Xi|r <
Cr (3 ≤ r <∞).
In Section 4 (see in particular Theorems 28, 29 and 30) we state concentration inequali-
ties of Lata la and Oleszkiewicz [44], Schechtman and Zinn [62], and Barthe, Cattiaux and
Roberto for functions f : Rn → R, Lipschitz with respect to the ℓn2 norm, sitting on
measures with thicker-than-Gaussian tails (on the appropriate scale). By taking f to
be a coordinate functional, we see that these inequalities cannot be improved to give
sub-Gaussian bounds. However, for ’most’ Lipschitz functions one can in fact obtain sub-
Gaussian bounds. If there is such a thing as a typical Lipschitz function in a coordinate
free sense, it is certainly covered by the case of a typical rotation of an arbitrary Lipschitz
function.
Theorem 13 (typical Lipschitz function) Let n ∈ N, p ∈ (1,∞) and q ∈ (4,∞),
such that q/(q − 2) < p < q/2, and let g : Rn → R be a 1-Lipschitz function with respect
to the standard Euclidean metric on Rn, i.e. |g (x)− g (y)| ≤ |x− y| for all x, y ∈ Rn. Let
(µi)
n
1 be a sequence of probability measures on R, each with center of mass at 0, cumulative
distribution Fi and quantile function F
−1
i as in (24) such that for all t ∈ (0, 1),
Lip
(
F−1i , t
) ≤ min {t, 1− t}−1−1/q (33)
Let σn denote Haar measure on SO(n), normalized so that σn (SO(n)) = 1, and for
any U ∈ SO(n) let gU = g ◦ U . Then there exists a Borel subset E ⊆ SO(n) with
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σn (E) ≥ 0.99 such that any U ∈ E has the following property: Let X = (Xi)n1 be a
sequence of independent random variables, where the distribution of Xi is µi. Then for
all λ ≥ 0 such that
exp
(
λ2
2q
)
≤ min{λ−1n1/2−1/(2p)−1/q , n1/(2p)−1/q}
we have
P {|gU (X)−MgU (X)| ≤ Cp,qλ} ≥ 1− C exp
(−λ2/2) (log (2 + λ)) (log log (3 + λ))2
where C > 0 is a universal constant and Cp,q > 0 is a continuous function of (p, q).
Comments for Theorem 13:
• The condition in (33) holds when (for example) dµi/dx = 2−1qCq (1 + |Cqt|)−q−1. One
can prove versions of this result under more rapid tail decay, say dµi/dx = cq exp (− |t|q)
for 0 < q <∞, and the sub-Gaussian bounds then go deeper into the tails.
• Setting p = 2 (log n) / (logn− log logn), this sub-Gaussian bound goes up to probability
Cqn
−q/4+1 (logn)q/4 (log log n) (log log logn)2
The scale of this sub-Gaussian bound matches the known variance of linear functionals
g (x) = 〈x, θ〉, θ ∈ Sn−1, up to the value of Cp,q.
• This probability measures randomness due to X , and U is considered fixed. MgU (X)
can be replaced with a single quantity that does not depend on U . One can also prove
a version (which is actually part of the proof) where U is not considered fixed and P {·}
measures randomness due to X and U jointly. One can also prove a version where the
quantile is fixed and the set E ⊆ SO(n) is chosen depending on this quantile. These
different versions will all have slightly different bounds, and we refer the reader to the
existing proof for these.
• The value 0.99 is arbitrary and can be replaced with any constant in (0, 1).
Theorem 14 (ℓnp norm on the ℓ
n
q ball) Let n ∈ N, 0 < p < ∞, 0 < q < ∞, 0 ≤ s ≤
n1/p−1/q, and let X be a random vector uniformly distributed in Bnq . Then
P
{∣∣∣|X|p −M |X|p∣∣∣ > s}
≤
 2 exp
(
−c1/pq n−2/p+2/q+1s2
)
: p ≤ q
2 exp
(
−min
{
cpqp
−2p/qn−2/p+2/q+1s2, cqn
(p−q+pq)/p2sq/p
})
: q ≤ p
where cq > 0 depends on q.
In Theorem 14, the same estimates apply when X is distributed according to the cone
measure on ∂Bnq ; this simply corresponds to dropping the term W seen in the proof. For
fixed p and q, the bounds in Theorem 14 are identical (in the given range of s) to bounds
of Naor [52, Theorems 3 and 5, see also p1047] that generalize bounds of Schechtman and
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Zinn [61, 62], except that for p < q (in our use of the variables p,q) Naor’s dependence
on p is better as p → 0, and for q < p our dependence on p is better by default since he
does not include dependence on either p or q. For p > q, the results in [52, 61, 62] apply
to a wider range of s, but this is mainly because in light of the existing results we haven’t
bothered to extend the range of s. The large deviation behavior of the ℓnp norm on the ℓ
n
q
ball has also been studied by Kabluchko, Prochno and Tha¨le [37] who prove asymptotic
estimates for P
{
n1/q−1/p |X|p ∈ E
}
, where E ⊆ [0,∞) is any fixed Borel set and n→∞.
4 Background (with innovation)
4.1 The distribution of linear functionals
Let µ be any probability measure on Rn not supported on any half space not containing
the origin, and such that ∫
Rn
|〈x, a〉| dµ(x) <∞ (34)
for all a ∈ Rn. Set X(0) = 0 ∈ Rn and let (X(j))∞
1
be an i.i.d. sample from µ, let
δ ∈ (0, 1/2), and let N ∼ Pois(δ−1). A basic result in the theory of Poisson point
processes is that the random measure
N∑
j=1
δ
(
X(j)
)
is a Poisson point process with intensity δ−1µ, where δ (x) denotes the Dirac point mass
at x, not to be confused with δ ∈ (0, 1/2). The set
Z = Econv {Xi}N0 :=
{
x ∈ Rn : ∀θ ∈ Sn−1, 〈θ, x〉 ≤ E max
0≤j≤N
〈
θ,X(j)
〉}
is seen to be a compact convex set with nonempty interior (i.e. a convex body), in fact
0 ∈ int (Z). Its dual Minkowski functional, given by |a|
Z◦
= sup {〈x, a〉 : x ∈ Z}, can be
expressed as
|a|
Z◦
= E max
0≤j≤N
〈
a,X(j)
〉
(35)
This convex body is a modification of the expected convex hull of a fixed sample size
used in [22] (see references therein) and is related to the dual (polar) of the convex
floating body defined by deleting all half spaces with µ measure less than δ, see [20, 64].
Its advantage over the convex floating body is that there is an explicit formula for its
Minkowski functional (by definition), and its advantage over the convex hull with a fixed
sample size is that this formula is simplified (see the proof of Theorem 15 below).
Lemma 15 below is convenient because it tells us that (in a very general setting) if
X ∼ µ then the quantile function of ∑ni=1 aiXi is isomorphic to |a|Z◦ . A variation of
Lemma 15 plays a key role in the proof of Theorem 12 as well as that of Eq. (42).
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Lemma 15 Let X = (Xi)
n
1 be a random vector with distribution µ (µ as above). Set
Fa(t) = P {
∑
aiXi ≤ t} and
R =
δ−1
∫ 1
1−δ
F−1a (t) dt
F−1a (1− δ)
where F−1a is the quantile function defined in (24), and assume that 0 < δ < 1 − Fa (0).
Then for all a ∈ Rn,
P
{
n∑
i=1
aiXi > 2 |a|Z◦
}
≤ δ log 2 P
{
n∑
i=1
aiXi ≥ (1 +R)−1 |a|Z◦
}
≥ δ
Proof. If t > 0 then by definition of a Poisson point process,
G(t) := P
{
max
0≤j≤N
〈
a,X(j)
〉 ≤ t} = exp (−δ−1 (1− Fa(t)))
Comparing the mean E and any median M,
P
{
n∑
i=1
aiXi > 2 |a|Z◦
}
≤ P
{
n∑
i=1
aiXi > M max
0≤j≤N
〈
a,X(j)
〉}
= δ logG
(
M max
0≤j≤N
〈
a,X(j)
〉)−1 ≤ δ log 2
On the other hand
E max
0≤j≤N
〈
a,X(j)
〉
=
∫ 1
0
G−1(t)dt =
∫ 1
P{max=0}
F−1a
(
1− δ log t−1) dt
= δ−1
∫ 1−Fa(0)
0
F−1a (1− s) exp
(−δ−1s) ds
≤ δ−1
∫ δ
0
F−1a (1− s) ds+ δ−1
∫ ∞
0
F−1a (1− δ) exp
(−δ−1s) ds
and so for all ε ∈ (0, 1/2),
P
{
n∑
i=1
aiXi > (1 + ε)
−1 (1 +R)−1 |a|
Z◦
}
≥ P
{
n∑
i=1
aiXi > (1 + ε)
−1 F−1a (1− δ)
}
> δ
The role of ε is a technicality related to the definition of the generalized inverse F−1a .
If X1 is any random variable and X
′
1 is an independent copy of X1, and if a > 0 is
such that P {|X1| > a} ≤ 1/2, then
{X1 > t+ a} ∩ {X ′1 ≤ a} ⊆ {X1 −X ′1 > t} ⊆ {X1 > t/2} ∪ {X ′1 < −t/2}
so by independence and identical distributions,
1
2
P {X1 > t + a} ≤ P {X1 −X ′1 > t} ≤ P {|X1| > t/2} (36)
The significance is that X1 −X ′1 is symmetric. This can be combined with the following
contraction principle, see [45, Lemma 4.6] for a more general version:
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Lemma 16 Let ϕ : [0,∞)→ [0,∞) be a convex function, K1 ≥ 1, K2 > 0, and let (Xi)n1
and (Yi)
n
1 each be i.i.d. sequences of symmetric random variables with P {|Xi| > t} ≤
K1P {K2 |Yi| > t} for all i and all t > 0. Then for all a ∈ Rn,
Eϕ
(∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
)
≤ Eϕ
(
K1K2
∣∣∣∣∣
n∑
i=1
aiYi
∣∣∣∣∣
)
If we are given an i.i.d. sequence of random variables (Xi)
n
1 that satisfy a tail bound
such as P {|Xi| > t} ≤ h(t), then we consider the symmetrized sequence (Xi −X ′i)n1 which
obeys a similar tail bound, apply known results for a specific sequence of random vari-
ables (Yi)
n
1 with similar tails (e.g. Weibull variables), compare Eϕ (|
∑n
i=1 ai (Xi −X ′i)|) to
Eϕ (K1K2 |
∑n
i=1 aiYi|) using Lemma 16, convert this to a bound on P {|
∑n
i=1 ai (Xi −X ′i)| > t}
(using Markov’s inequality or, say, the results of Section 3.1), and then transfer the result
for
∑n
i=1 aiXi −
∑n
i=1 aiX
′
i back to a bound on P {|
∑n
i=1 aiXi| > t} using (36). In this
way, results such as Eqs. (37), (38) and (42) below, and (in the linear case), Theorems
11 and 12 may be extended to the case of tail bounds such as P {|Xi| > t} ≤ C exp (−tq)
and C (1 + t)−q respectively.
Concentration of linear combinations of independent random variables is most clas-
sically studied under the assumption of exponential integrability, i.e. E exp (εXi) < ∞
for some ε > 0. In this context, the exponential moment method plays an essential role:
Using Markov’s inequality and independence,
P
{
n∑
i=1
aiXi > t
}
= P
{
exp
(
λ
n∑
i=1
aiXi
)
> exp (λt)
}
≤ exp (−λt)E exp
(
λ
n∑
i=1
aiXi
)
= exp (−λt)
n∏
i=1
E exp (λaiXi)
The resulting estimate is then optimized over λ > 0 such that E exp (λaiXi) <∞ for all
i.
The following result is a variation of one by Gluskin and Kwapien´ [26, Theorem 1]. We
have removed the assumptions of symmetry, log-concavity and of identically distributed
coordinates, and expressed the relevant quantile in terms of a single Orlicz type Minkowski
functional (we refer the reader to their paper for a more detailed comparison). Note that
the proof is different, and we only present a one sided bound while they present upper
and lower bounds. The assumption E exp (tXi) < ∞ for all t ∈ R is not included in [26,
Theorem 1]. However if each Xi has a symmetric log-concave distribution (as assumed
in [26, Theorem 1]) and E exp (λXi) = ∞ for some λ ∈ R then the tails of Xi can be
bounded above and below by exponential functions, and this case can be analyzed by
comparing Xi with a two sided exponential distribution.
Theorem 17 Let (Xi)
n
1 be a sequence of independent random variables, each with EXi =
0, EX2i = 1, unbounded support (above and below), and such that E exp (tXi) <∞ for all
t ∈ R. Then for all a ∈ Rn and all x > 0,
P
{
n∑
i=1
aiXi > 2 |a|ϕ
}
≤ exp (−x)
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where
|a|ϕ = inf
{
y > 0 :
n∑
i=1
x−1ξi
(
x
ai
y
)
≤ 1
}
is the Orlicz type Minkowski functional of the convex body
A =
{
a ∈ Rn :
n∑
i=1
x−1ξi (xai) ≤ 1
}
and ξi(t) = logE exp (tXi) for all t ∈ R.
Proof. We may introduce a variable y as an independent variable and treat x as a
dependent variable (defined below), even though in the statement x plays the role of
an independent variable. By differentiating under the integral sign, one can express
ξ′′i (t) as a variance, and each ξi is therefore convex. ξi(0) = 0 and by the moment
assumptions, ξ′i(0) = 0 and ξi (t) behaves like a quadratic near 0 and is strictly increasing
(resp. decreasing) on [0,∞) (resp. (−∞, 0] ). Since each Xi has unbounded support, ξi (t)
grows more rapidly than any linear function as t→ ±∞. Therefore
lim
λ→0
∑n
1 ξi (λai)
λy
= 0 lim
λ→∞
∑n
1 ξi (λai)
λy
=∞
and by continuity there exists λ > 0 such that λy = 2
∑n
1 ξi (λai). By the exponential
moment method,
P
{
n∑
i=1
aiXi > y
}
≤ exp
(
−λy +
n∑
i=1
ξi (λai)
)
= exp (−x)
where we set x = λy/2 =
∑n
1 ξi (λai). Therefore λ = 2x/y and
n∑
i=1
x−1ξi (2xai/y) = 1
and by definition of |a|ϕ, |a|ϕ = y/2. By taking y arbitrarily small we get x arbitrarily
small. The convexity of A follows from the convexity of each ξi. The fact that A is
compact and 0 ∈ int (A) also follows from the common properties of each ξi.
If in Theorem 17 we assume that each Xi has a distribution µ symmetric about 0
with P {|Xi| ≥ t} = exp (−N (t)) for some convex function N : [0,∞) → [0,∞) and we
define N∗ (t) = sup {st−N (s) : s > 0} then applying integration by parts and using the
definition of N∗ (see e.g. [42, p1509])
E exp (tXi) ≤ 1 +
∫ ∞
0
exp
(
s−N
(
s
|t|
))
ds ≤ 1 + eN∗(2|t|)
∫ ∞
0
exp (−s) ds
and so
ξi (t) ≤
{
Ct2 : |t| ≤ 1
CN∗ (2 |t|) : |t| > 1
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For example in Theorem 17, if 1 < q < ∞ and P {|Xi| ≥ t} ≤ exp (−tq) then (lifting the
restriction that EX2i = 1),
logE exp (Xi) ≤
{
Cqt
2 : |t| ≤ 1
Cqt
q/(q−1) : |t| > 1
If 1 ≤ q ≤ 2, then (see [12, Exercise 2.27 p.50])
P
{
n∑
i=1
aiXi > t
}
≤ 2 exp
(
−cqmin
{(
t
|a|
)2
,
(
t
|a|q/(q−1)
)q})
(37)
where we define 1/0 = ∞. If 2 < q < ∞, the estimate in Theorem 17 may be replaced
by the following simpler (but sometimes slightly worse) bound,
P
{
n∑
i=1
aiXi > t
}
≤ 2 exp
(
−cqmax
{(
t
|a|
)2
,
(
t
|a|q/(q−1)
)q})
(38)
These follow from the estimates
E exp
(
λ
n∑
i=1
aiXi
)
≤ exp
Cq ∑
|λai|≤1
|λai|2 + Cq
∑
|λai|>1
|λai|q/(q−1)

≤
 exp
(
Cq |λa|22 + Cq |λa|q/(q−1)q/(q−1)
)
: 1 < q ≤ 2
exp
(
Cqmin
{
|λa|22 , |λa|q/(q−1)q/(q−1)
})
: 2 < q <∞
Outside the realm of exponential integrability (still assuming independence), one would
estimate power moments and use Markov’s inequality,
P
{∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣ > t
}
= P
{∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p
> tp
}
≤ t−pE
∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p
(39)
In a stunning paper of Lata la [42] that recovers the well known inequalities of Rosenthal
and Khintchine, see for example [36, 58], as well as (40) below, the question of power mo-
ments about the mean of sums of independent random variables was definitively answered
(up to a universal constant) in a very general setting:
Theorem 18 Let X be a random vector in Rn with independent coordinates, each sym-
metric about 0 (no other assumptions are made). Then for all p ≥ 2,
e− 1
2e2
|X|(p) ≤
(
E
∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
p)1/p
≤ e |X|(p)
where
|X|(p) = inf
{
t > 0 :
n∑
i=1
lnE
|1 + t−1Xi|p + |1− t−1Xi|p
2
≤ p
}
The ratio between the upper and lower constants may be decreased by replacing ln with
log3/2, see [42, Remark 1]. The assumption of symmetry can be replaced with the assump-
tion that EXi = 0 at the cost of slightly worse constants, see [42, Remark 2].
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If we assume that each Xi has a symmetric distribution and that P {|Xi| ≥ t} =
exp (−Ni(t)) for some concave function N : [0,∞) → [0,∞), then it was shown by
Hitczenko, Montgomery-Smith and Oleszkiewicz [33, Theorem 1.1] that for all p ≥ 2,(
E
∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p)1/p
≤ C
( n∑
i=1
|ai|p E |Xi|p
)1/p
+
√
p
(
n∑
i=1
|ai|2 E |Xi|2
)1/2 (40)
where C > 0 is a universal constant, with a corresponding lower bound with C replaced
by a different constant c > 0. In the special case where (Xi)
n
1 are i.i.d. symmetric Weibull
variables with P {|Xi| ≥ t} = exp (−tq), for 0 < q ≤ 1, then cqp1/q ≤ (E |Xi|p)1/p ≤ Cqp1/q
and assuming without loss of generality that |a| = 1, we show below that |a|p can be
replaced with |a|∞ and the bound written as
c
(
(E |X1|p)1/p |a|∞ +
√
p
(
E |X1|2
)1/2) ≤ (E ∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p)1/p
≤ Cq
(
p1/q |a|∞ +
√
p
)
(41)
which by Markov’s inequality leads to the tail estimate
P
{∣∣∣∣∣
n∑
i=1
aXi
∣∣∣∣∣ > t
}
≤ 2 exp
(
−cq min
{(
t
|a|
)2
,
(
t
|a|∞
)q})
(42)
where Cq, cq > 0 can be taken as universal constants when q is bounded away from 0. This
estimate is sharp up to the values of Cq and cq and ties in naturally with (37) since the
dual of ℓnq is isometric to ℓ
n
∞ when 0 < q ≤ 1. Surprisingly, we haven’t seen this estimate in
the literature. Examples of where such a bound might have appeared but doesn’t include
[1, Eq. (3.6) is specifically for ai = n
−1/2], [12, Ex. 2.27 p.50 is specifically for q ≥ 1], [41,
Sec. 4 does not include the sub-Gaussian part], and [33, Th 6.2 (moments estimates, with
|a|p instead of |a|∞), Cor. 6.5 (they show that limt→∞ logt ln 1/P {|
∑n
i=1 aXi| > t} = q)].
Proof of Ineqs (41) and (42). The case p = 2 in (41) follows from the usual estimate
of a variance, so assume that p > 2. The lower bound in (41) follows trivially from
|a|∞ ≤ |a|p. By log-convexity of the map t 7→ |x|1/t, t ∈ [0, 1], 1/0 = ∞, which follows
directly from Ho¨lder’s inequality, |a|p ≤ |a|1−2/p∞ |a|2/p. The replacement of |a|p with |a|∞
in the upper bound holds trivially unless (E |X1|p)1/p |a|p is at least Cq
√
p
(
E |X1|2
)1/2
(for
arbitrary Cq > 0), in which case
(E |X1|p)1/(p−2) |a|∞ ≥ (E |X1|p)1/(p−2) |a|p/(p−2)p
≥ (E |X1|p)1/(p−2)
{
(E |X1|p)−1/p√p
(
E |X1|2
)1/2}p/(p−2)
≥ C√p (E |X1|2)p/[2(p−2)]
Now consider s = sq > 2 such that for (E |X1|s)1/s |a|s = Cq
√
s
(
E |X1|2
)1/2
. Cq > 0 can
be chosen to ensure that a solution exists in, say, (3,∞). From what we have observed
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above, (41) holds for all p ∈ [2, sq], and for all p > sq,
p1/p |a|∞
(E |X1|p)1/p |a|p
≥ cq s
1/s |a|∞
(E |X1|s)1/s |a|s
= c′q
s1/s |a|∞√
s
≥ c′′q
so (
E
∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p)1/p
≤ C
(
(E |X1|p)1/p |a|p +
√
p
(
E |X1|2
)1/2) ≤ Cq (p1/q |a|∞ +√p)
(41) in full generality in now established. The probability bound follows by optimizing
over p. In Case 1 we assume that p1/q |a|∞ ≤
√
p, and then
P
{∣∣∣∣∣
n∑
i=1
aXi
∣∣∣∣∣ > t
}
≤ t−pE
∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p
≤
(
Cq
√
p
t
)p
= exp
(−cqt2)
for p = cqt
2. This value of p satisfies the defining inequality of Case 1 if t ≤ cq |a|−q/(2−q)∞ .
In Case 2 we assume that p1/q |a|∞ ≥
√
p, and then
P
{∣∣∣∣∣
n∑
i=1
aXi
∣∣∣∣∣ > t
}
≤ t−pE
∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p
≤
(
Cqp
1/q |a|∞
t
)p
≤ exp
(
−Cq t
q
|a|q∞
)
for p =
(
C−1q |a|−1∞ t
)q
e−1. This value of p is allowed in Case 2 provided t ≥ Cq |a|−q/(2−q)∞ .
For cq |a|−q/(2−q)∞ ≤ t ≤ Cq |a|−q/(2−q)∞ , the result follows by adjusting the values of cq and
Cq and using the fact that the cumulative distribution is non-decreasing.
We also present a direct proof of Ineq. (42) without using (41) or the results of [33].
Direct proof (sketch) of Ineq. (42). We may assume that |a| = 1. Write X =
(F−1Φ (Zi))
n
i=1, where F (t) = P {X1 ≤ t} and Z is a random vector in Rn with the stan-
dard normal distribution, and define ψ (x) =
∑n
1 aiF
−1Φ (xi), so that
∑n
1 aiXi = ψ (Z),
and |∇ψ (Z)| =
(∑n
i=1 a
2
iLip (F
−1Φ, Zi)
2
)1/2
. For a fixed probability, the corresponding
quantile of
∑n
i=1 |wi|Lip (F−1Φ, Zi)2 is the same order of magnitude as an unconditional
norm |w|♯ (this is essentially Lemma 15). For ε ∈ [0, 1] consider the compact convex
set ∆ε = {w ∈ [0,∞)n : |w|1 = 1, |w|∞ ≤ ε}. Any extreme point y of ∆ε has the prop-
erty that all but at most one coordinate are in {0, ε}, otherwise one can easily construct
two perturbations y∗ 6= y′ in ∆ε such that y = (y∗ + y′) /2. By the Krein-Milman the-
orem ∆ε is the (closed) convex hull of these extreme points and the convex function
w 7→ |w|♯ is maximized (over ∆ε) at one such point. Since |·|♯ is invariant under coordi-
nate permutations, it takes the same value at all such extreme points. One such point
is w∗ = (ε, ε, . . . , ε, γ, 0, 0, . . .0), where ε appears k times. Since |w∗|1 = 1, k ≤ ε−1.
By Lemma 33, which provides an estimate on Lip (F−1Φ, Zi), to estimate |w∗|♯, we must
estimate the quantiles of
Cqε
−1/2
(
k +
k+1∑
i=1
|Zi|−2+4/q
)1/2
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which can be done using the results of Section 4.2, in particular Example 25. Now,
going back to the general a ∈ Sn−1, set w = (a2i )n1 , so that w ∈ ∆ε with ε = |w|∞ =
|a|2∞, and |w|♯ ≤ |w∗|♯. Our estimate for |w|♯ gives an estimate for the quantiles of
|∇ψ (Z)|2. By Pisier’s version of the Gaussian concentration inequality, information about
the distribution of |∇ψ (Z)| may then be translated into concentration of ψ (Z) about
Mψ (Z) = 0. We leave the calculations to the reader.
When the Xi are not symmetric, and the equation P {|Xi| > t} = exp (−tq) is replaced
with P {|Xi| > t} ≤ C exp (−ctq), then one may use symmetrization and contraction
arguments to reduce to the case of symmetric Weibull variables, see for example [1, Section
3.2.2].
In the large deviation setting, it is possible to identify a precise rate function (under
conditions on the coefficients), see Gantert, Ramanan and Rembart [23, Theorem 1, Eq.
(3.5)], but this is entirely asymptotic: not for fixed n. We refer also to Nagaev [51] (sum
if i.i.d. variables, includes both moderate and large deviations).
This brings us to a third class of probability distributions: those with polynomial
tails, i.e. E |Xi|2 < ∞ but E |Xi|s = ∞ for some 2 < s < ∞. Note that estimates
of E |∑ni=1 aiXi|p for p in some finite range, say 2 ≤ p < p0, combined with Markov’s
inequality as in (39), cannot possibly give sub-Gaussian estimates in a nontrivial range
of t, since (if we assume without loss of generality that a ∈ Sn−1, EXi = 0 and EX2i = 1)
then for 2 ≤ p < p0 and 1 ≤ t <∞,
t−pE
∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
p
≥ t−p0
E ∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣
2
p/2 = t−p0
In this case, sub-Gaussian bounds are achieved with the use of the Berry-Esseen and
non-uniform Berry-Esseen bounds, see [55, Chapter V §2-4 Theorems 3 and 13] for these
and numerous other variations.
Theorem 19 Let a ∈ Sn−1 and let (Xi)n1 be a sequence of independent random variables
such that for all 1 ≤ i ≤ n, EXi = 0, EX2i = 1, and E |Xi|3 <∞. Then
sup
t∈R
∣∣∣∣∣Φ(t)− P
{
n∑
i=1
aiXi ≤ t
}∣∣∣∣∣ ≤ C
n∑
i=1
|ai|3 E |Xi|3
Theorem 20 Let r ∈ [3,∞), and let (Xi)n1 be an i.i.d. sequence with EX1 = 0, EX21 = 1,
and E |X1|r <∞. Then for all x ∈ R,∣∣∣∣∣Φ(x)− P
{
1√
n
n∑
i=1
Xi ≤ x
}∣∣∣∣∣ ≤ Cr (1 + |x|)−r (n−1/2E |X1|3 + n−(r−2)/2E |X1|r)
Assuming that E |X1|r < Cr and n > Cr, this gives a sub-Gaussian bound on n−1/2
∑
Xi
up to probability Cr (logn)
−r/2 n−1/2.
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4.2 Order statistics
An i.i.d. random sample (Xi)
n
1 from any probability measure µ in R with CDF F (t) =
µ (−∞, t] and quantile function F−1 as defined in (24) can be represented asXi = F−1 (γi),
where (γi)
n
1 is an i.i.d. random sample from the uniform distribution on (0, 1). Since F
−1
is non-decreasing, the order statistics (non-decreasing rearrangement)
(
X(i)
)n
1
may be
written as X(i) = F
−1
(
γ(i)
)
.
Lemma 21 If we define ξ1 : [0, 1]→ [0, 1] and ξ2 : [0,∞)→ (0, 1] by
ξ1(t) = e
t (1− t) ξ2(t) = e−t (1 + t) (43)
then
ξ−11 (t) ≤ min
{√
2 (1− t), 1− e−1t
}
: 0 ≤ t ≤ 1
ξ−12 (t) ≤
{
log t−1 + log (1 + 4 log t−1) : 0 < t ≤ 2e−1√
2 log t−1 + 10 (log t−1)3/2 : 2e−1 ≤ t ≤ 1
Proof. The estimates for ξ−11 follow since ξ1(t) ≤ min {1− t2/2, e (1− t)}. To estimate
ξ−12 we re-write y = e
−t (1 + t) as z = t−log (1 + t), where z = log y−1. If z < 1−log 2 then
t < 1, since t 7→ t− log (1 + t) is strictly increasing. Since log(1 + t) =∑∞1 (−1)j+1 j−1tj
is alternating, with terms that decrease in absolute value, z = t − log (1 + t) ≥ t −
(t− t2/2 + t3/3) ≥ t2/6. But then z = t − log (1 + t) ≥ t − (t− t2/2 + t3/3) and so
t2/2 ≤ z + t3/3 ≤ z + 2√6z3/2. If z ≥ 1 − log 2 then t ≥ 1 and log (1 + t) ≤ t log(2) so
z = t− log (1 + t) ≥ (1− log(2)) t and t ≤ (1− log(2))−1 z. But then t = z+log (1 + t) ≤
z + log
(
1 + (1− log(2))−1 z).
The bounds in the following lemma are natural, in light of the central limit theorem
and the large deviation behavior of a sum of exponential random variables (which is
governed by ξ1 and ξ2), and the fact that the uniform empirical process on [0, 1] converges
to a Brownian bridge. A different result with log replaced by log log can also be proved,
and the logs can be removed entirely if one only wants estimates for individual order
statistics.
Lemma 22 Let (γi)
n
1 be an i.i.d. sample from (0, 1) with corresponding order statistics(
γ(i)
)n
1
and let t > 0. With probability at least 1− 3−1π2 exp (−t2/2), the following event
occurs: for all 1 ≤ k ≤ n, γ(k) is bounded above by both of the following quantities
k
n + 1
(
1 + ξ−12
(
exp
(−t2 − 4 log k
2k
)))
(44)
1− n− k + 1
n+ 1
(
1− ξ−11
(
exp
(−t2 − 4 log (n− k + 1)
2(n− k + 1)
)))
(45)
and with probability at least 1−C exp (−t2/2) the following event occurs: for all 1 ≤ k ≤ n,
γ(k) ≤ 1− n− k
n
exp
(
−cmax
{(
t +
√
log k
)√
k√
n (n− k + 1) ,
t2 + log k
n− k + 1
})
(46)
≤ k
n
+ c
n− k
n
max
{(
t+
√
log k
)√
k√
n (n− k + 1) ,
t2 + log k
n− k + 1
}
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For k ≤ n/2, (44) gives a typical deviation about the mean at most C√k log k/n but breaks
down as t → ∞ and n, k are fixed. For k ≥ n/2 (45) gives a typical deviation at most
C
√
(n− k + 1) log (n− k + 1)/n, and remains non-trivial (i.e.< 1) for all 1 ≤ k ≤ n as
t → ∞. For k ≤ n/2 (46) also gives a typical deviation of C√k log k/n : it is not quite
as precise as (44) (which includes the exact function ξ2) for 0 < t < tn,k but eventually
improves upon (44) and remains non-trivial as t→∞.
Proof. If B has a binomial distribution with parameters (n, p), and np ≤ s < n, then
using the exponential moment method,
P {B ≥ s} = P{eλB ≥ eλs} ≤ e−λs (1− p+ peλ)n = (np
s
)s(n− np
n− s
)n−s
See e.g. [12, Ex. 2.11 p48]. Let # (E) denote the number of 1 ≤ i ≤ n such that γi ∈ E.
Then (recycling the variable s),
P
{
γ(k) ≥ k + s
√
k
n+ 1
}
= P
{
#
(
k + s
√
k
n + 1
, 1
)
≥ n− k + 1
}
≤
(
1− s
√
k
n− k + 1
)n−k+1(
1 +
s√
k
)k−1(
k
k − 1
)k−1
÷
(
n + 1
n
)n
≤
(
ξ2
(
s√
k
))k
≤ exp (−t
2/2)
k2
provided
s ≥
√
kξ−12
(
k−2/k exp
(−t2
2k
))
We then apply the union bound over all 1 ≤ k ≤ n. (45) follows the same lines:
P
{
γ(k) ≥ k + s
√
n− k + 1
n+ 1
}
= P
{
#
(
k + s
√
n− k + 1
n+ 1
, 1
)
≥ n− k + 1
}
To prove (46), we make use of the Re´nyi representation of order statistics from the expo-
nential distribution (which we heard of from [13, Theorem 2.5]): there exist i.i.d. standard
exponential random variables (Zj)
n
1 such that
log
(
1− γ(k)
)−1
=
k∑
j=1
Zj
n− j + 1
(this is an easy consequence of the fact that for all 1 ≤ k ≤ n, the order statistics (γ(j))nk+1
are (after being re-scaled to fill (0, 1)) independent of
(
γ(j)
)k
1
and distributed as the order
statistics from a sample of size n− k. Thus we may write
1− γ(k) =
(
1− γ(1)
) k∏
j=2
(
1− γ(j)
) (
1− γ(j−1)
)−1
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which is the product of k independent variables). Concentration of log
(
1− γ(k)
)−1
about
its mean (with probability 1 − Ck−2 exp (−t2/2)) can now be studied using the basic
estimate (37) with q = 1, and the result transferred back to γ(k) using the transformation
t 7→ 1− exp (−t).
Corollary 23 Let n ∈ N, 1 ≤ k < (n+1)/2, λ ∈ [2,∞), and let (Yi)n1 be an i.i.d. sequence
of non-negative random variables, each with cumulative distribution F and quantile func-
tion F−1 as defined in (24), and corresponding order statistics
(
Y(i)
)n
1
. With probability
at least 1− 3−1π2 exp (−λ2/2), the following inequalities hold:
Y(⌊(n+1)/2⌋) ≤ F−1
(
1− 1
12
exp
(
− λ
2
n + 1
))
n−k∑
i=1+⌊(n+1)/2⌋
Y(i) ≤ (n+ 1)
∫ 1/2
k/(n+1)
F−1
(
1− t
(
1− ξ−11
(
exp
(−λ2 − 4 log ((n+ 1)t)
2 (n + 1) t
))))
dt
≤ (n+ 1)
∫ 1/2
k/(n+1)
F−1
(
1− e−1−2/et exp
( −λ2
2 (n+ 1) t
))
dt
Y(n) ≤ F−1
(
1− 1
e (n+ 1)
exp
(
−λ
2
2
))
Proof. This follows from Lemmas 22 and 21 applied to the random vector
(
γ(i)
)n
1
, where
(γi)
n
1 is an i.i.d. sample from the uniform distribution on (0, 1). We write Y(i) = F
−1
(
γ(i)
)
and compare the sum to an integral using monotonicity of the integrand. The condition
λ ≥ 2 is included because x 7→ (λ2 + 4 log x) /x is decreasing provided log x ≥ 1 − λ2/4.
We also use the fact that m1/m ≤ 31/3 for m = 1, 2, 3 . . ., and 2e32/3 ≤ 12.
Example 24 If in Corollary 23 we assume that the tail probabilities satisfy 1−Fi(t) ≤ t−p
with p ∈ (1,∞) (we do not need identically distributed variables), now assuming 1 ≤ k ≤
(n+ 1)/4 (a relatively superficial condition), then for all λ > 0,
P
{
n−k+1∑
i=1
Y(i) <
Cpn
p− 1 + Cn
1/pk−1/p
(
1 + pk2λ−2
)
exp
(
λ2
2pk
)}
> 1− C exp (−λ2/2)
(47)
We write
∑n−k+1
i=1 Y(i) = Y(n−k+1) +
∑n−k
i=1 Y(i), estimating Y(n−k+1) using Lemmas 22 and
21, and estimating
∑n−k
i=1 Y(i) using Corollary 23. This covers the case where λ ≫ k and
Y(n−k+1) dominates (and the integral approximation of
∑n−k+1
i=1 Y(i) is not optimal, but the
integral approximation of
∑n−k
i=1 Y(i) is absorbed into Y(n−k+1)), as well as the case λ≪ k
where the mass of
∑n−k+1
i=1 Y(i) is not concentrated on any single term and the integral
approximation of
∑n−k
i=1 Y(i) is good). Setting k = 1,
P
{
n∑
i=1
Yi <
Cpn
p− 1 + Cn
1/p exp
(
λ2
2p
)(
1 + pλ−2
)}
> 1− C exp (−λ2/2)
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This gives the correct order of magnitude for
∑n
1 Yi in the i.i.d. case up to a fac-
tor of C (1 + pλ−2), since the same bound describes the order of magnitude of nEY1 +
max1≤i≤n Yi. Setting s
k = C exp (λ2/2), (47) can be written as
P
{
n−k+1∑
i=1
Y(i) <
Cpn
p− 1 + Cn
1/pk−1/p
(
1 +
pk
log s
)
s1/p
}
> 1− s−k
Compare this to the following bound [32, Lemma 4.4]: for all s ∈ (1,∞),
P
{
n−k+1∑
i=1
Y(i) ≤ 12p (es)
1/p
p− 1 n
}
> 1− s−k
Similar computations can be carried out when p ∈ (0, 1].
Example 25 Now consider the case in Corollary 23 where 1−Fi(t) ≤ exp (−tq) for some
0 < q <∞. With probability at least 1− C exp (−λ2/2),
n∑
i=1
Yi ≤
{
Cq
(
n + λ2/q
)
: 0 < q ≤ 1
Cq
(
n+ n1−1/qλ2/q
)
: 1 ≤ q <∞
The actual bound given by Corollary 23 when q = 1 is
∑
Yi ≤ C (n + λ2 logn). This can
be improved to C (n + λ2) using the Gaussian concentration inequality applied to
∑
Z2i ,
where Z is a random vector in Rn with the standard normal distribution (see Example
26 below). This is the correct order of magnitude for 0 < q < 1 by the same reason
as in Example 24, and also for 1 < q < ∞ by the theory of large deviations under the
assumption of exponential integrability (by computing the rate function).
Example 26 If 0 < p < ∞ and (Zi)n1 is an i.i.d. standard normal sequence, then
P {|Zi|p > t} ≤ C exp
(−cpt2/p). Similar to Example 25, with probability at least 1 −
C exp (−λ2/2),
n∑
i=1
|Zi|p ≤
{
Cp
(
n+ n1−p/2λp
)
: 0 < p ≤ 2
Cp (n + λ
p) : 2 ≤ p <∞
For 1 ≤ p < ∞, this is the same order of magnitude as the bound that one gets using
the Gaussian concentration inequality for the ℓnp norm, which is n
1/p−1/2-Lipschitz when
1 ≤ p ≤ 2 and 1-Lipschitz when 2 ≤ p ≤ ∞.
4.3 The nonlinear case
A large part of the modern theory of concentration of measure is in a nonlinear setting. We
refer the reader to [30] for details on the Poincare´, log-Sobolev, modified log-Sobolev and
transportation cost inequalities, among others. Roughly speaking, two general properties
which drive the theory are:
• Tensorization: An inequality is said to tensorize if whenever it holds for a probability
measure µ on some space X , with some associated constant C, then it holds on an arbitrary
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product µn (n ∈ N) on the product space X n with associated constant Cn,µ (preferably
Cn,µ is independent of n). This makes the theory particularly useful in the setting of high
dimensional product measures.
• Concentration: If a measure satisfies one of these inequalities it usually enjoys some sort
of concentration property. For example [7] (see also [30, Eq. (1.4)]), if µ satisfies a Poincare´
inequality on Rd with constant C and A ⊂ (Rd)n is measurable with µn (A) ≥ 1/2 then
µn
{
A+ 2
√
hBnd2 + hB
nd
1
}
≥ 1− e−L(C,d)h
where L(C, d) > 0 depends only on C and d (not on n). Concentration inequalities for
sets apply to functions, by setting A = {x : f (x) ≤Mf}.
The following result of Pisier [56, Theorem 2.2 p176] which removes the Lipschitz
assumption in the functional Gaussian concentration inequality is very classical, but we
provide the short proof (simplified by Maurey) for completeness and because Gaussian
concentration is an essential ingredient of the paper. We have taken some liberty in
the wording, and (49) follows from the Gaussian isoperimetric inequality of Sudakov and
Tsirelson [65] and Borell [11]. The C1 condition is not essential: one can usually apply
the result to a smoothed approximation of f and then transfer the result to f by taking
a limit, assuming for example that f is locally Lipschitz, or even weaker assumptions.
Theorem 27 There exist universal constants C, c > 0 such that the following is true.
Let n ∈ N, let f : Rn → R be a C1 function, and let X and Y be independent standard
normal random vectors. Then there exists a random variable Z with the standard normal
distribution on R, independent of X, such that for any convex function ϕ : R→ R,
Eϕ (f (X)− f (Y )) ≤ Eϕ
(π
2
|∇f (X)|Z
)
In the special case where f is Lipschitz, this implies that for all t > 0
P {|f (X)−Mf (X)| > t} ≤ C exp
(
− ct
2
Lip(f)2
)
(48)
This can be sharpened to
P {f (X) > Mf (X) + Lip (f) t}
P {f (X) < Mf (X)− Lip (f) t}
}
≤ 1− Φ (t) (49)
Proof. Integrating along the path W (t) = cos(t)X + sin(t)Y from t = 0 to π/2,
f (Y )− f (X) =
∫ π/2
t=0
〈− sin(t)X + cos(t)Y,∇f (cos(t)X + sin(t)Y )〉 dt (50)
Note that (X, Y ) has the standard normal distribution on R2n, and the map (u, v) 7→
(cos(t)u+ sin(t)v,− sin(t)u+ cos(t)v) is an orthogonal rotation of R2n, so
(cos(t)X + sin(t)Y,− sin(t)X + cos(t)Y )
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has the standard normal distribution. In particular, the following two vectors are inde-
pendent
− sin(t)X + cos(t)Y ∇f (cos(t)X + sin(t)Y )
and the distribution of each is independent of t. Applying Jensen’s inequality to the inte-
gral over the probability space ([0, π/2], 2π−1dt) followed by Fubini, Eϕ (f (Y )− f (X))
can be bounded above by∫ π/2
0
Eϕ
(
π
2
|∇f (cos(t)X + sin(t)Y )|
〈
− sin(t)X + cos(t)Y, ∇f (cos(t)X + sin(t)Y )|∇f (cos(t)X + sin(t)Y )|
〉)
2
π
dt
Since the integrand is constant, this may be simplified to
Eϕ
(
π
2
|∇f (X)|
〈
Y,
∇f (X)
|∇f (X)|
〉)
If f is Lipschitz, then |∇f (X)| ≤ Lip(f) and the result follows by setting ϕ(t) = exp (at2)
for appropriate a > 0 and applying Markov’s inequality. The theorem then follows because
concentration about the median is equivalent to concentration about a random point.
Details on the Gaussian isoperimetric inequality, which is used to prove (49), can be
found in [65, 11, 6].
Connected to Theorem 27, it was proved recently by Paouris and Valettas [54] that if
f : Rn → R is convex and Z is a standard normal random vector then
P
{
f (X) ≤ Ef (X)− t
√
Varf (X)
}
≤ exp (−ct2)
for all t > 1. The following two results are due to Lata la and Oleszkiewicz [44, Theorems
1 and 2] (as formulated in [62, Theorem 4.2]), and Schechtman and Zinn [62, Theorems
3.1 and 4.1] (respectively).
Theorem 28 There exist universal constants C, c > 0 such that if 1 ≤ p ≤ 2, f : Rn → R
satisfies |f (x)− f (y)| ≤ |x− y| for all x, y ∈ Rn, and X is a random vector in Rn with
probability density (with respect to Lebesgue measure) dµ/dx = cnp exp
(
− |x|pp
)
, then for
all t > 0
P {|f (X)− Ef (X)| > t} ≤ C exp (−ctp)
Theorem 29 There exist universal constants C, c > 0 such that if 1 ≤ p ≤ 2, f : ∂Bnp →
R satisfies |f (x)− f (y)| ≤ |x− y| for all x, y ∈ ∂Bnp , and X is a random vector on ∂Bnp
distributed according to normalized cone measure, i.e. for all Borel sets E ⊆ ∂Bnp ,
P {X ∈ E} = voln {rθ : 0 ≤ r ≤ 1, θ ∈ E}
voln
(
Bnp
)
then for all t > 0,
P {|f (X)− Ef (X)| > t} ≤ C exp (−cntp)
The following result is due to Barthe, Cattiaux and Roberto [4, Example 5.3] (see
Theorem 5.1 in their paper for a more general result).
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Theorem 30 Let X be a random vector in Rn with probability density (with respect
to Lebesgue measure) dµ/dx = αn2−n
∏n
i=1 (1 + |xi|)−1−α, and let f : Rn → R satisfy
|f (x)− f (y)| ≤ |x− y| for all x, y ∈ Rn. Then there exists t0 (α) > e and C (α) > 0
such that for all t ≥ t0 (α),
P
{|f (X)−Mf (X)| > tn1/α} ≤ C (α)( log t
t
)α
The proof of the following well known theorem is a basic exercise in using the triangle
inequality.
Theorem 31 Let (M, ρ) be any non-empty metric space, E ⊆ M any non-empty subset,
and f : E → R any Lipschitz function. Then the function f ♯ : M → R defined by
f ♯ (x) = inf
z∈E
{f (z) + Lip (f) ρ (x, z)}
is Lipschitz, with Lip
(
f ♯
)
= Lip (f), and the restriction of f ♯ to E is f , denoted as
f ♯|E = f .
4.4 Volume representation
The following representation of normalized Lebesgue measure on Bnq was proved by
Barthe, Gue´don, Mendelson and Naor [5, Theorems 1 and 3] in a more general set-
ting. The proof we present is slightly different, since we don’t use cone measure (or its
representation).
Theorem 32 Let 0 < q <∞ and let Y be a random vector with distribution µ, where µ
is the probability measure with density dµ/dx = (2Γ (1 + 1/q))−n exp(− |x|qq). Let W be a
random variable with the standard exponential distribution, independent of Y . Then the
random vector
X =
Y
(W +
∑n
i=1 |Yi|q)1/q
is uniformly distributed in Bnq .
Proof. For any compactly supported test function ϕ ∈ C∞c (Rn),
Eϕ (X) =
∫ ∞
t=0
∫
y∈Rn
ϕ
(
y
(t+
∑n
i=1 |yi|q)1/q
)
(2Γ (1 + 1/q))−n exp
(
− |y|qq − t
)
dydt
Setting
x =
y
(t +
∑n
i=1 |yi|q)1/q
y = t1/q
(
1− |x|qq
)−1/q
x
it follows that
dy = tn/q
(
1− |x|qq
)−n/q
dx
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for y ∈ Rn, x ∈ int (Bnq ) and t > 0, and Eϕ (X) can be written as∫ ∞
t=0
∫
x∈int(Bnp )
ϕ (x) (2Γ (1 + 1/q))−n exp
(
−t
(
|x|−qq − 1
)−1
− t
)
tn/q
(
1− |x|qq
)−n/q
dxdt
Since this holds for all ϕ ∈ C∞c (Rn), X has a density on int
(
Bnq
)
given by f(x) = g(|x|q),
where for 0 ≤ s < 1,
g(s) =
∫ ∞
t=0
(2Γ (1 + 1/q))−n exp
(
−t (s−q − 1)−1 − t) tn/q (1− sq)−n/q dt
For all t ∈ [0, 1),
P
{
|X|q ≤ t
}
= P
{
W ≥ (t−q − 1) |Y |qq} = E exp (− (t−q − 1) |Y |qq)
= (2Γ (1 + 1/q))−n
∫
x∈Rn
exp
(
− ∣∣t−1x∣∣q
q
)
dx = tn
On the other hand, using a change of variables s = r |θ|q,
P
{
|X|q ≤ t
}
=
∫
θ∈Sn−1
∫ t|θ|−1q
r=0
g
(
r |θ|q
)
rn−1drdθ =
∫ t
s=0
g (s) sn−1ds
∫
θ∈Sn−1
|θ|−nq dθ
Differentiating both expressions for P
{
|X|q ≤ t
}
and equating,
ntn−1 = g(t)tn−1
∫
θ∈Sn−1
|θ|−nq dθ
which shows that g is constant on [0, 1) and therefore f is constant on int
(
Bnq
)
.
5 Main proofs
5.1 Small lemmas
For 0 < q <∞ and t ∈ R let
φ(t) =
1√
2π
exp
(
−t
2
2
)
Φ(t) =
∫ t
−∞
φ(u)du
ϕq(t) =
1
2Γ(1 + q−1)
exp (−|t|q) Φq(t) =
∫ t
−∞
ϕq(u)du (51)
and let
hq = Φ
−1
q ◦ Φ : R→ R
Lemma 33 For all 0 < q <∞ there exist cq, Cq > 0 such that for all t ∈ R,
|t| ≤ 1 : cq |t|
|t| > 1 : cq |t|2/q
}
≤ |hq(t)| ≤
{
Cq |t| : |t| ≤ 1
Cq |t|2/q : |t| > 1
|t| ≤ 1 : cq
|t| > 1 : cq |t|−1+2/q
}
≤ ∣∣h′q(t)∣∣ ≤ { Cq : |t| ≤ 1Cq |t|−1+2/q : |t| > 1
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Proof. By comparing derivatives, for all t > 0, (t+ 1)−1 φ(t) ≤ 1−Φ(t) ≤ t−1φ(t), while
if t ≥ tq (for some tq > 0) then
C ′q
ϕq(t)
tq−1
≤ 1− Φq(t) ≤ Cqϕq(t)
tq−1
It follows from the definition of hq that h
′
q(t) = φ(t)/ϕq (hq(t)). By the inequalities relating
φ and 1− Φ, and ϕq and 1− Φq, for all t > tq,
h′q(t) =
φ(t)
ϕq
(
Φ−1q (Φ(t))
) ≤ Cqt (1− Φ(t))(
Φ−1q Φ(t)
)q−1 (
1− ΦqΦ−1q Φ(t)
) = Cqt
(hq(t))
q−1 (52)
with a corresponding upper bound. Using these inequalities
d
dt
hq(t)
q = qhq(t)
q−1h′q(t) ≤ Cqt
therefore hq(t)
q ≤ Cqt2. Similarly, hq(t)q ≥ C ′qt2. The estimate for h′q follows from (52).
For 0 ≤ t ≤ t′q the result holds by a simpler computation, using the fact that both φ
and ϕq are continuous and nonvanishing (particularly, in a neighbourhood of 0), and the
result holds for t′q ≤ t ≤ tq by campactness (since both hq and h′q are continuous). For
t < 0 the result holds by symmetry.
Lemma 34 For all x, p, q ≥ 0, 2−1(1 + xp) ≤ (1 + x)p ≤ 2p(1 + xp), and 1 + xp+q ≤
(1 + xp)(1 + xq) ≤ 4(1 + xp+q), regardless of whether we define 00 to be 0 or 1.
Proof. This is clear if x ≤ 1 and also if x > 1, and/or using the fact that if a ≥ b and
a ≥ c then a ≥ (b+ c)/2.
The following lemma will often be used implicitly.
Lemma 35 If f, g : [0,∞) → [0,∞) are continuous strictly increasing functions with
f (0) = g (0) = 0, t ∈ [0,∞) and s = max {f (t) , g (t)} then t = min {f−1 (s) , g−1 (s)}.
5.2 Proofs for Section 2.1 (Type I surgery)
Proof of Proposition 1. The first part is elementary and reduces to the one dimen-
sional case, and implies a lower bound for L(A). We now prove the second part under the
assumption that A is locally convex, as defined in the statement of the theorem. For any
x, y ∈ A, let ρ(x, y) denote the shortest Euclidean length (infimum) of all polygonal paths
between x and y. It is easily seen that ρ is a metric on A. Now consider any ε > 0. It
follows (almost immediately) from the definition of L(A), that there exist x, y ∈ A such
that ρ(x, y) > (L(A)− ε) |x− y|. Now consider the function g : A → [0,∞) defined as
g(z) = ρ(x, z), for which g(x) = 0, g(y) = ρ(x, y), so Lip(g) > L(A) − ε. It follows from
the definition of ρ, the triangle inequality, and the assumption of local convexity that g
is locally 1-Lipschitz. This shows that
L(A) <
Lip(g)
sup {Lip (g, x) : x ∈ A} + ε
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and the result follows by sending ε→ 0+.
Proof of Proposition 2. Consider any K ∈ ♣n. We first show that T−1K ∈ ♣n. Since
K ∈ ♣n ∃a ∈ [−∞,∞]n as in the statement of the theorem. For each 1 ≤ i ≤ n, since
hi is non-decreasing, there exists bi ∈ [−∞,∞] such that for all t ∈ R, if t ≤ bi, then
hi(t) ≤ ai, and if t ≥ bi then hi(t) ≥ ai (consider three cases: ai is an upper bound for
range (hi), ai is a lower bound, or neither). Now consider any x ∈ T−1 (K) and y ∈ Rn,
such that the coordinates of y are between the corresponding coordinates of x and those of
b (always meant in the non-strict sense). By the fact that the hi are non-decreasing, and
by construction of b, it follows that the coordinates of Ty are all between the coordinates
Tx ∈ K and those of a. Since K ∈ ♣n, what we have just shown implies that Ty ∈ K,
and therefore y ∈ T−1K. This shows that T−1K satisfies the defining property of ♣n.
We now show that L(K) ≤ √2. If K is empty, or a singleton, then L (K) = 1, and we
may assume without loss of generality that |K| ≥ 2. Consider any x, y ∈ K with x 6= y.
Now define z ∈ Rn as follows. If ai is between xi and yi (which is only possible if ai ∈ R),
then set zi = ai (and let the collection of all such i be denoted E), otherwise let zi be
the element of the set {xi, yi} that is closest to ai, with the obvious interpretation when
ai ∈ {±∞}. For all λ ∈ [0, 1] and all 1 ≤ i ≤ n, λzi+ (1− λ)xi is between ai and xi, and
therefore λz + (1− λ) x ∈ K. Similarly, λy + (1− λ) z ∈ K, and this defines a polygonal
path of length |x− z|+ |y − z| in K from x to y. Furthermore,
〈x− z, y − z〉 =
∑
i∈E
(xi − ai) (yi − ai) ≤ 0
Using this inequality and comparing the ℓ22 and ℓ
2
1 norms,
|x− y|2 = |x− z|2 + |y − z|2 − 2 〈x− z, y − z〉 ≥ 1
2
(|x− z|+ |y − z|)2
and it follows that L(K) ≤ √2.
Proof of Theorem 3. Since the distribution of the random vector H(Z) is µ, we
may assume without loss of generality that X = H(Z). Set ψ♯ = ψ ◦ H , in which case
ψ♯(Z) = ψ(X). Let K = {x : Q(x) ≤ R}. By assumption, P {Z ∈ K} > 1−A (1− Φ(t)),
and for all x ∈ K, Lip (ψ♯|K , x) ≤ Lip (ψ♯, x) ≤ R. By Proposition 1, Lip (ψ♯|K) ≤
L (Q)R. The function ψ♯|K may then be extended to a function ψ˜ : Rn → R such
that Lip
(
ψ˜
)
= Lip
(
ψ♯|K
)
, see for example Theorem 31. By Gaussian concentra-
tion of Lipschitz functions and the union bound, it follows that with probability at
least 1 − (A+ 2) (1− Φ(t)), ψ♯(Z) = ψ˜(Z), and
∣∣∣ψ˜(Z)−Mψ˜(Z)∣∣∣ ≤ L (Q)Rt. Since
(A+ 2) (1− Φ(t)) < 1/2, this implies that greater than 50% of the mass of the distribu-
tion of ψ♯(Z) lies in the closed interval from Mψ˜(Z) − L (Q)Rt to Mψ˜(Z) + L (Q)Rt,
and must be a median, so
∣∣∣Mψ♯(Z)−Mψ˜(Z)∣∣∣ ≤ L (Q)Rt. The result now follows by the
triangle inequality.
5.3 Proof for Section 2.4 (Random sections of convex bodies)
Proof of Theorem 6. By a smoothing argument we may assume without loss of
generality that each µi,j has a C
∞ density function fi,j = dµi,j/dx. Since this is a
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standard procedure in analysis and we wish to simplify notation, we won’t work with
the smoothed measure and then take a limit at the end of the proof, but will rather
just assume that fi,j exists and is C
∞ from the start. The Kno¨the-Rosenblatt map
T : Rn×k → Rn×k takes the form (T (A))i,j = F−1i,j (Φ (Ai,j)). By the triangle inequal-
ity it follows that |·|K is b-Lipschitz on Rn. Let σ > 0 and let g(σ) = |·|K ∗ ϕσ, where
ϕσ(x) = (2πσ)
−n/2 exp
(
− |σ−1x|2 /2
)
, in which case g(σ) is C∞ and
∣∣∇g(σ)(x)∣∣ ≤ b for all
x ∈ Rn. The set K♭ = {x ∈ Rk : E |Wx|K ≤ 1} is seen to be compact and convex, with
0 ∈ int(K). Consider any (momentarily fixed) θ ∈ ∂K♭, and define ψσ,θ : Rn×k → R by
ψσ,θ (A) = g
(σ) ((TA) θ)
where y 7−→ (TA) y denotes the standard action of Rn×k on Rk. A direct calculation
shows that
|∇ψσ,θ (A)| ≤
 n∑
i=1
k∑
j=1
[
φ (Ai,j) θj
fi,jF
−1
i,j Φ (Ai,j)
g
(σ)
i
((
k∑
w=1
F−1u,wΦ (Au,w) θw
)n
u=1
)]21/2
=
 n∑
i=1
g(σ)i
((
k∑
w=1
F−1u,wΦ (Au,w) θw
)n
u=1
)2 k∑
j=1
(
φ (Ai,j) θj
fi,jF
−1
i,j Φ (Ai,j)
)21/2
≤ b max
1≤i≤n
 k∑
j=1
(
φ (Ai,j) θj
fi,jF
−1
i,j Φ (Ai,j)
)21/2 (53)
By definition of |·|♯ and Q, this is bounded above by
b
∣∣∣(Lip (F−1i,j ◦ Φ, Ai,j))i,j∣∣∣♯ E |Wθ|K ≤ Q (A)
By Theorem 3 with A = 2 it follows that for all t ≥ 2 > Φ−1 (7/8), with probability at
least 1 − exp (−t2/2), |ψθ,σ(G)−Mψθ,σ(G)| ≤ 2L(Q)tξ(t). By sending σ → 0, we get
(with the same probability), ||Wθ|K −M |Wθ|K | ≤ 2L(Q)tξ(t). Comparing the mean
and median,
|E |Wθ|K −M |Wθ|K | ≤
√
2Var |Wθ|K ≤
√
2E ||Wθ|K −M |Wθ|K |2 (54)
By our bound on the distribution of ||Wθ|K −M |Wθ|K |,
E ||Wθ|K −M |Wθ|K |2 ≤ 16L(Q)2ξ (2)2 +
∫ ∞
2
4L(Q)2t2ξ(t)2t exp
(−t2/2) dt
Since ξ is non-decreasing,
ξ (2)2 ≤
(∫ ∞
2
t3 exp
(−t2/2) dt)−1 ∫ ∞
2
t3ξ(t)2 exp
(−t2/2) dt
≤ (1.236)
∫ ∞
2
t3ξ(t)2 exp
(−t2/2) dt
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and
E ||Wθ|K −M |Wθ|K |2 ≤ 24L(Q)2
∫ ∞
2
t3ξ(t)2 exp
(−t2/2) dt
Using the triangle inequality, (54) and the assumptions of the theorem, we see that with
probability at least 1− exp (−T 2/2), ||Wθ|K − E |Wθ|K | ≤ ε/4, where
ε = 8L(Q)Tξ(T ) + 28L(Q)
√∫ ∞
2
ξ(t)2t3 exp (−t2/2) dt
Recall that θ ∈ ∂K♭ was momentarily fixed (but arbitrary). We now apply the standard
epsilon-net argument to achieve a uniform bound over all ∂K♭. Let N ⊂ ∂K♭ be an ε/4-
net with respect to the distance function ρ(x, y) = |y − x|K♭, where |x|K♭ = E |Wx|K . By
Lemma 5.2 in [22], which is a modification of Lemmas 4.10 and 4.11 in [57] for centrally
symmetric bodies, one can choose N so that |N | ≤ (12/ε)k, and for each x ∈ ∂K♭ one
has the series expansion x = ω0 +
∑∞
1 εiωi, with 0 ≤ εi < (ε/4)i and (ωi)∞0 ⊆ N .
With probability at least 1− (12/ε)k 4 exp (−T 2/2), for all ω ∈ N , ||Wω|K − E |Wω|K | ≤
(ε/4)E |Wω|K and by the series expansion and the triangle inequality it follows that for
all x ∈ ∂K♭,
|Wx|K ≤ |Wω0|K +
∞∑
i=1
εi |Wωi|K ≤ (1 + ε)E |Wω0|K
and
|Wx|K ≥ |Wω0|K −
∞∑
i=1
εi |Wωi|K ≥ (1− ε)E |Wω0|K
The result now follows by positive homogeneity of |x|K♭.
5.4 Proofs for Section 3.2 (Concentration involving |∇f (x)|s)
Proof of Theorem 11. Without loss of generality we may assume that each F−1i is
differentiable. Let Tx =
((
F−1i Φ(xi)
)n
i=1
)
, and let Z be a random vector in Rn with the
standard normal distribution. Then
|∇(f ◦ T )(Z)| =
(
n∑
i=1
fi (TZ)
2 Lip
(
F−1i Φ, Zi
)2)1/2 ≤ ( n∑
i=1
fi (TZ)
2 (1 + |Zi|)−2+4/q
)1/2
≤
(
n∑
i=1
sup
x∈Rn
|fi (x)|2 E (1 + |Zi|)−2+4/q
)1/2
+
∣∣∣∣∣
n∑
i=1
sup
x∈Rn
|fi (x)|2
{
(1 + |Zi|)−2+4/q − E (1 + |Zi|)−2+4/q
}∣∣∣∣∣
1/2
Since 0 < q < 2, for all t > 0,
P
{∣∣∣(1 + |Zi|)−2+4/q − E (1 + |Zi|)−2+4/q∣∣∣ > t} ≤ 2 exp (−cqtq/(2−q))
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and using (42), (37) and (38) respectively, with probability at least 1− 2 exp (−t2/2),∣∣∣∣∣
n∑
i=1
sup
x∈Rn
|fi (x)|2
{
(1 + |Zi|)−2+4/q − E (1 + |Zi|)−2+4/q
}∣∣∣∣∣
1/2
≤

Cq
(
t1/2Lip♯4 (f) + t
(2−q)/qLip♯∞ (f)
)
: 0 < q ≤ 1
Cq
(
t1/2Lip♯4 (f) + t
(2−q)/qLip♯q/(q−1) (f)
)
: 1 < q ≤ 4/3
Cqmin
{
t1/2Lip♯4 (f) , t
(2−q)/qLip♯q/(q−1) (f)
}
: 4/3 < q < 2
where the conditions on q come about because of conditions on q/(2 − q) ∈ (0, 1], (1, 2],
(2,∞) respectively. The terms involving Lip♯4 (f) can all be erased by log-convexity of the
map t 7→ |x|1/t, t ∈ [0, 1], 1/0 =∞, which implies that for 1 < q ≤ 4/3,
Lip♯4 (f) ≤ min
{
Lip♯2 (f)
1/2 Lip♯∞ (f)
1/2 , Lip♯2(f)
(4−3q)/(4−2q)Lip♯q/(q−1) (f)
q/(4−2q)
}
For 4/3 < q < 2, the term t1/2Lip#4 (f) can be erased because of the min, but this doesn’t
change the bound since
Lip♯q/(q−1) (f) ≤ Lip♯2 (f)(3q−4)/q Lip♯4 (f)(4−2q)/q
What we have shown is that with probability at least 1− 2 exp (−t2/2),
|∇(f ◦ T )(Z)| ≤ CqLip♯2 (f) + Cqt(2−q)/qLip♯q∗ (f)
Replacing f with f/Lip♯2 (f) we may assume that Lip
♯
2 (f) = 1. Since q < 2, Lip
♯
q∗ (f) ≤
Lip♯2 (f). We will now apply Theorem 10. Defining
g (t) = Cq,f+
1
2
t
(
t
Lip♯q∗ (f)
)q/2
2t +( t
Lip♯q∗ (f)
)q/2−2 ≈ min
t,
(
t
Lip♯q∗ (f)
)q/2
2
where ≈ means the same order of magnitude up to a constant factor and in abuse of
notation only applies to the two terms on either side (i.e. does not include Cq,f), and Cq,f
(which actually depends only on q and Lip♯q∗ (f) ∈ (0, 1]) is chosen so that
5
2
∫ ∞
0
exp (−g (s)) ds = 1
We will use Theorem 10 with A = 2, where 2 comes from the probability bound above,
so A + 1/2 = 5/2. This is chosen so that (55) below matches (22) of Theorem 10. As
Lip♯q∗ (f)→ 0,
1
2
t
(
t
Lip♯q∗ (f)
)q/2
2t+( t
Lip♯q∗ (f)
)q/2−2 → t2
2
49
and therefore cq ≤ Cq,f ≤ Cq. By direct differentiation, if 0 < r < 1 and h (x) =
(Bx1+r/ (x+Bxr))
2
/2, and for all x > 1 (say),∣∣∣∣ h′′ (x)(h′ (x))2
∣∣∣∣ =
∣∣∣∣∣(1 +B−1x1−r)2 [1− B−1x1−r (r2 − 5r + 2) +B−2x2−2rr (2r − 1)]x2 (1 + rB−1x1−r)2
∣∣∣∣∣
≤
∣∣∣∣1− B−1x1−r (r2 − 5r + 2) +B−2x2−2rr (2r − 1)x2
∣∣∣∣
This implies that there exists C ′q > 0, independent of Lip
♯
q∗ (f), such that
∣∣g′′ (x) /g′ (x)2∣∣ ≤
1/4 for all x ≥ C ′q. Defining η : [0,∞)→ [0,∞) by
η (x) =
(
−2 log
(
1− 5
2
∫ x
0
exp (−g (s)) ds
))1/2
we see that η is continuous, strictly increasing, and satisfies
− d
dx
5
2
exp
(
−1
2
η (x)2
)
= exp (−g (x)) η (0) = 0 cqg (x)1/2 ≤ η (x) ≤ Cqg (x)1/2
(55)
uniformly over all possible values of Lip♯q∗ (f). The equation holds for all x > 0 while the
inequalities hold for all x > 1. Defining ξ : [0,∞)→ [0,∞) so that t 7→ 2−1πtξ (t) is the
inverse of η, we see that
ξ (x) ≥ CqLip♯2 (f) + Cqt(2−q)/qLip♯q∗ (f)
and therefore
P {|∇(f ◦ T )(Z)| ≥ ξ (t)} < 2 exp (−t2/2)
Ineq. (27) now follows from Theorem 10. For r ≥ 1 consider the following norm on Rn,
|x|Bn1 ∩r−1Bn∞ = max {|x|1 + r |x|∞}
After a brief consideration we see that the dual norm is given by
|y|conv(Bn∞,rBn1 ) = max
{
n∑
i=1
xiyi : |x|1 ≤ 1, |x|∞ ≤ r−1
}
≤ r−1
min{⌈r⌉,n}∑
i=1
y(i) ≤ 2 |y|conv(Bn∞,rBn1 )
where y(1) ≥ y(2) . . . is the non-increasing rearrangement of (|yi|)n1 . Setting r = t−2+4/q
and k = ⌈r⌉, by a variation of Corollary 23, with probability at least 1 − C exp (−t2/2),
(assuming first that t−2+4/q ≤ cqn),∣∣∣((1 + |Zi|)−2+4/q)n
1
∣∣∣
conv(Bn∞,rBn1 )
≤ Cq + Cq
(
log
n+ 1
k
)−1+2/q
For t−2+4/q > cqn, by (say) Example 26,∣∣∣((1 + |Zi|)−2+4/q)n
1
∣∣∣
conv(Bn∞,rBn1 )
≤ Cqn−1
n∑
i=1
(1 + |Zi|)−2+4/q ≤ Cq + Cqt−2+4/qn−1 ≤ Cq
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In either case,
|∇ (f ◦ T ) (Z)|2 ≤
∣∣∣(fi (TZ)2)n1 ∣∣∣Bn1 ∩r−1Bn∞
∣∣∣((1 + |Zi|)−2+4/q)n
1
∣∣∣
conv(Bn∞,rBn1 )
The bound on the gradient then translates to a bound on the distribution of |f (X)−Mf (X)|
by Pisier’s version of the Gaussian concentration inequality (Theorem 27) and, for exam-
ple, the results of Section 3.1.
Proof of Theorem 12. Without loss of generality we may assume that each F−1i is
differentiable, and that Lip♯2 (f) = 1. Let Tx =
(
F−1i Φ(xi)
)n
i=1
and let Z be a random
vector in Rn with the standard normal distribution. Then
|∇ (f ◦ T ) (Z)| =
(
n∑
i=1
fi (TZ)
2 Lip
(
F−1i Φ, Zi
)2)1/2 ≤ ( n∑
i=1
f 2i,♯Ui
)1/2
where
fi,♯ = sup
x∈Rn
|fi(x)| Ui = Cmin {Φ (Zi) , 1− Φ (Zi)}−2/q logmin {Φ (Zi) , 1− Φ (Zi)}−1
(56)
Let U (j) =
(
U
(j)
i
)n
i=1
, j ∈ N, be an i.i.d. sequence of random vectors in Rn (independent
of Z), where each U (j) has the same distribution as (Ui)
n
1 (let this distribution be denoted
as µ∗), let U
(0) = 0, and for some δ ∈ (0, 1/2) let N ∼ Pois (δ−1) be independent of(
U (j)
)∞
1
and Z (jointly). Then the empirical measure
N∑
j=1
δ
(
U (j)
)
where δ(x) denotes the Dirac point mass at x (not to be confused with δ ∈ (0, 1/2)), is a
Poisson point process on Rn with intensity δ−1µ∗. Consider the norm
[x]δ = E max0≤j≤N
n∑
i=1
U
(j)
i |xi| (57)
From the definition of a Poisson process, for all t > 0,
P
{
max
1≤j≤N
〈(
f 2i,♯
)n
1
, U (j)
〉
< t
}
= exp
(
−δ−1P
{
n∑
i=1
f 2i,♯Ui > t
})
Comparing the median and expected value, noting that
〈(
f 2i,♯
)n
1
, U (0)
〉
= 0, and re-writing
the above equation,
P
{
n∑
i=1
f 2i,♯Ui > 2
[(
f 2i,♯
)n
1
]
δ
}
≤ δ log 2
It follows from the definition that each Ui has quantile function
G−1(t) =
(
1− t
2
)−2/q
log
(
1− t
2
)−1
: 0 < t < 1 (58)
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and therefore by Corollary 23, for all 1 ≤ k ≤ n, with probability at least 1−C exp (−t2/2),∑k
i=1 Ui ≤ Cq
(
k + k2/qt2 exp (t2/q)
)
. The details here are tedious, but the impatient
reader may compare the bound to CkEUi + Cmax1≤i≤k Ui. Again, from the definition of
a Poisson point process,
P
{
max
1≤j≤N
k∑
i=1
U
(j)
i < t
}
= exp
(
−δ−1P
{
k∑
i=1
Ui > t
})
≥ 1− δ−1P
{
k∑
i=1
Ui > t
}
The expected value may then be written in terms of the quantile function we have just
calculated,
E max
1≤j≤N
k∑
i=1
U
(j)
i ≤
∫ 1
0
Cq
(
k + k2/q (δt)−2/q log (δt)−1
)
dt ≤ Cq
(
k + k2/qδ−2/q log δ−1
)
which implies that [x]δ ≤ Cq
(
|x|1 + δ−2/q log δ−1 |x|q/2
)
for all x ∈ {0,±1}n. It follows
that [x]δ ≤ Cq |x|r,q/2 for all x ∈ Rn, where r = δ−2/q log δ−1 and |x|r,q/2 is defined as in
the discussion preceding the statement of Theorem 12. Putting this together,
P
{
n∑
i=1
f 2i,♯Ui > Cq
∣∣∣(f 2i,♯)n1 ∣∣∣r,q/2
}
≤ δ log 2
Setting δ = C exp (−t2/2), one can express this as follows: with probability at least
C exp (−t2/2),
|∇ (f ◦ T ) (Z)| ≤ Cq
Lip♯2 (f) + t exp( t22q
)( n∑
i=1
i−1+1/qf 2i,♯
)1/2
Eq. (31) now follows from Pisier’s version of the Gaussian concentration inequality (The-
orem 27) and the results of Section 3.1. We now consider Eq. (32). No longer assuming
that Lip♯2 (f) = 1, using Ho¨lder’s inequality for ℓp/2 and ℓp/(p−2),
|∇ (f ◦ T ) (Z)| ≤ Lipp (f)
(
n∑
i=1
U
p/(p−2)
i
)(p−2)/(2p)
By Corollary 23, with probability at least 1− C exp (−t2/2),(
n∑
i=1
U
p/(p−2)
i
)(p−2)/(2p)
≤ Cp,q
(
n1/2−1/p + n1/qt exp
(
t2
2q
))
The result now follows as before by Pisier’s version of the Gaussian concentration inequal-
ity (Theorem 27) and the results of Section 3.1.
Proof of Theorem 13. We start by including the randomness of U , uniformly dis-
tributed on SO(n), and then show how to remove this randomness. By approximation
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we may assume that each µi has a continuous nonvanishing density fi and that g is dif-
ferentiable. Consider the function h(x) = g (UTx), where Tx =
(
F−1i Φ (xi)
)n
1
. Then
∇h(x) = ∇g (UTx)U (DT (x)), where DT (x) has φ (xi) /fi
(
F−1i Φ (xi)
)
along its diago-
nal and zeros elsewhere, and we view ∇g (Ux) as a 1×n matrix. We may write X = TZ,
where Z is a random vector in Rn with the standard normal distribution. For any two
non-antipodal vectors x, y ∈ Sn−1, there exists a unique Uy,x ∈ SO(n) such that Uy,xx = y
and for all z ∈ {x, y}⊥, Uy,xz = z. We don’t have to worry about the case when x and y are
antipodal since we will be dealing with random vectors and this happens with probability
zero. Let
W =

1 0 . . . 0
0
... W˜
0

where W˜ is a random matrix uniformly distributed in SO(n− 1) and independent of X
and Z, and let Y be a random vector on Sn−1, also uniformly distributed, and independent
of X , Z and W˜ (jointly). Let X̂ = X/ |X|. Then
U = UY,X̂UX̂,e1WUe1,X̂
is uniformly distributed in SO(n) and UTZ = |X|Y . Considering the action of a diagonal
matrix and applying Ho¨lder’s inequality to the pairing of ℓnp and ℓ
n
p/(p−1),
|∇h(x)| ≤ |∇g (UTx)U |2p
(
n∑
i=1
Lip
(
F−1i Φ, xi
)2p/(p−1))(p−1)/2p
Then
∇g (UTZ)U = ∇g (|X|Y )UY,X̂UX̂,e1WUe1,X̂
Note that everything to the left ofW is independent ofW . Writing∇g (|X|Y ) = aY +bH ,
where H ∈ Sn−1∩Y ⊥ and |a| , |b| ≤ 1, it follows from elementary properties of orthogonal
matrices and properties of the transpose that
∇g (|X|Y )UY,X̂UX̂,e1WUe1,X̂ = aX̂ + bAUe1,X̂
where A is uniformly distributed on {θ ∈ Sn−1 : θ1 = 0} (here we don’t make too much
of a distinction between row and column vectors and matrices with either one row or one
column, considering all of these as vectors in Rn under the natural isomorphism). Let
G = χA + G1e1 where χ follows the chi distribution with n − 1 degrees of freedom and
G1 ∼ N(0, 1), jointly independent of everything else, and each other. Then G has the
standard normal distribution on Rn and A = (
∑n
2 G
2
i )
−1/2
(0, G2, G3 . . . , Gn). Then
AUe1,X̂ =
(
n∑
i=2
G2i
)−1/2 (
GUe1,X̂ −G1X̂
)
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Putting this together
|∇g (UTZ)U |2p ≤
1 + |G1|
(
n∑
i=2
G2i
)−1/2 |X|2p / |X|+
(
n∑
i=2
G2i
)−1/2 ∣∣∣GUe1,X̂∣∣∣2p
We are now in a position to estimate the quantiles of |∇h(Z)|. By definition of G,
P {|G1| > λ} ≤ C exp (−λ2/2). Using voln (rBn2 ) ≤
(
Crn−1/2
)n
and a bound on the
density (of product measures), the following is bounded above by C exp (−λ2/2),
P
{|X| < cqn1/2 exp (−λ2n−1/2)} + P

(
n∑
i=2
G2i
)1/2
< cn1/2 exp
(−λ2 (n− 1)−1 /2)

Even though the definition of G can be traced back to include X̂ , because W is uniformly
distributed and independent of X̂ , information about X̂ is lost and G is independent of X̂ .
This implies that GUe1,X̂ has the standard normal distribution on R
n, and by Gaussian
concentration of the ℓn2p norm
P
{∣∣∣GUe1,X̂∣∣∣2p > Cpn1/(2p) + λ
}
≤ C exp (−λ2/2)
By Example 24 (which is based on Corollary 23),
|X|2p ≤ Cp,q
(
n1/(2p) + n1/q exp
(
λ2
2q
))
By the standard estimates for Φ and the assumed bound (33) on Lip
(
F−1i , ·
)
, see also the
similar estimates in the proof of Theorem 12, in particular (56) and (58),
P
{
Lip
(
F−1i Φ, Zi
)2p/(p−1) ≥ Cp/(p−1)s−2p/[q(p−1)] (log s−1)p/(p−1)} ≤ s
and therefore, since 2p/ [q(p− 1)] < 1, it follows from Corollary 23 that with probability
at least 1− C exp (−λ2/2),
n∑
i=1
Lip
(
F−1i Φ, Zi
)2p/(p−1) ≤ Cp,q(n+ n2p/[q(p−1)]λ2p/(p−1) exp( λ2p
q(p− 1)
))
This is actually the same bound as for
∑
U
p/(p−2)
i at the end of the proof of Theorem
12, with p/(p − 2) < q/2 there replaced with p/(p − 1) < q/2 here. So after dropping
terms dominated by others and changing an n to an n − 1, with probability at least
1− C exp (−λ2/2),
|∇h(Z)| ≤ Cp,qn−1/2 exp
(
(n− 1)−1 λ2/2) (1 + λn−1/2 exp ((n− 1)−1 λ2/2))
×
(
n1/(2p) + n1/q exp
(
λ2
2q
))(
n(p−1)/(2p) + n1/qλ exp
(
λ2
2q
))
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By Pisier’s version of the Gaussian concentration inequality and the results of Section
3.1, see for example Theorem 10 and its use in the proof of Theorem 11), (for any λ > 0)
with probability at least 1− C exp (−λ2/2),
|h (Z)−Mh (Z)| ≤ Cp,qλn−1/2 exp
(
(n− 1)−1 λ2/2) (1 + λn−1/2 exp ((n− 1)−1 λ2/2))
×
(
n1/(2p) + n1/q exp
(
λ2
2q
))(
n(p−1)/(2p) + n1/qλ exp
(
λ2
2q
))
Restricting the values of λ as in the statement of the theorem,
n1/qλ exp
(
λ2
2q
)
≤ n(p−1)/(2p) n1/q exp
(
λ2
2q
)
≤ n1/(2p)
so
P {|h (Z)−Mh (Z)| > Cp,qλ} ≥ C exp
(−λ2/2)
We now show how to get rid of the randomness due to U . In slight abuse of notation,
Mg (UX) = Mh (Z) denotes the median of the single random variable g (UX) where both
U and X are random (i.e. not conditioned on U), even when followed by ’: U ’. Let E(t)
be the event {|g (UX)−Mg (UX)| > t} and define P {|g (UX)−Mg (UX)| > t : U} to
mean E
(
1E(t) : U
)
. By Markov’s inequality,
P
{
P
{|g (UX)−Mg (UX)| > Cqn1/2t : U} > C exp (−t2/2) (log (2 + t)) (log log (3 + t))2}
≤ c exp (t2/2) (log (2 + t))−1 (log log (3 + t))−2 EP{|g (UX)−Mg (UX)| > Cqn1/2t : U}
= c exp
(
t2/2
)
(log (2 + t))−1 (log log (3 + t))−2 P
{|g (UX)−Mg (UX)| > Cqn1/2t}
= c exp
(
t2/2
)
(log (2 + t))−1 (log log (3 + t))−2 P
{|h (Z)−Mh (Z)| > Cqn1/2t}
≤ c (log (2 + t))−1 (log log (3 + t))−2
We now apply this with t = Cm, m ∈ {1, 2, 3 . . .}, where we allow m to grow until Cm is
the same order of magnitude as the maximum value of λ allowed. By the union bound,
with probability at least 0.99, the following holds for all such values of t,
P
{|g (UX)−Mg (UX)| > Cqn1/2t : U} < C exp (−t2/2) (log (2 + t)) (log log (3 + t))2
This gives estimates for the quantiles of |g (UX)−Mg (UX)|. Since the quantile function
is non-decreasing, we can pass from these estimates to the full (continuous) range of t (or
λ) and the theorem is proved.
Proof of Theorem 14. Let Y be a random vector in Rn with density (2Γ (1 + 1/q))−n exp(− |x|q).
LetW follow the standard exponential distribution and be independent of Y . The random
vector X defined by
X =
Y
(W +
∑n
i=1 Y
q
i )
1/q
is uniformly distributed in Bnq . This observation, which is proved in greater generality in
[5], is re-proved here in Theorem 32. We may write Yi = hq(Zi) andW = h∗(Zn+1), where
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as in Section 5.1 hq = Φ
−1
q Φ, h∗(·) = − log Φ(·), and Z = (Zi)n+11 is a random vector in
Rn+1 with the standard normal distribution. It follows that
|X|p =
(
h∗(Zn+1) +
n∑
i=1
|hq(Zi)|q
)−1/q( n∑
i=1
|hq(Zi)|p
)1/p
= ψ♭ (Z)−1/q ψ♯ (Z)1/p (59)
where the functions ψ♯, ψ♭ : Rn+1 → [0,∞) are defined by
ψ♯(x) =
n∑
i=1
|hq(xi)|p ψ♭(x) = h∗(xn+1) +
n∑
i=1
|hq(xi)|q
Write |hq(t)|p = u1(t) + v1(t) where, for p ∈ (0, 1],
u1 (t) =
{ |hq (t)|p : |t| ≥ h−1q (1)
ax2 + b : |t| < h−1q (1)
with
a =
ph′q
(
h−1q (1)
)
2h−1q (1)
b = 1− p
2
h′q
(
h−1q (1)
)
h−1q (1)
and for p ∈ (1,∞), u1 (t) = |hq(t)|p for all t ∈ R. Such a decomposition is necessary when
p < 1 and |hq(t)|p has a cusp at zero, see Section 2.2). Consider a similar decomposition
|hq(xi)|q = u2(t) + v2(t) which is useful when q < 1. Set
ψ♯,∗(x) =
n∑
i=1
u1(xi) ψ
♭,∗(x) = h∗(xn+1) +
n∑
i=1
u2 (xi)
so that
ψ♯(x) = ψ♯,∗(x) +
n∑
i=1
v1(xi) ψ
♭(x) = ψ♭,∗(x) +
n∑
i=1
v2(xi)
It follows from Lemma 33 that
∣∣∇ψ♭,∗(x)∣∣2 ≤ Cq
(
n +
n+1∑
i=1
|xi|2
)
(60)
∣∣∇ψ♯,∗(x)∣∣2 ≤ p2Cp+1q
(
n+
n∑
i=1
max {1, |xi|}−2+4p/q
)
(61)
By Gaussian concentration of the ℓn2 norm, for all t > 0
P
{∣∣∇ψ♭,∗ (Z)∣∣ > Cq (n1/2 + t)} ≤ C exp (−ct2)
By Pisier’s version of the Gaussian concentration inequality, combined with the use of
Markov’s inequality or, for example, the results of Section 3.1 (in the spirit of Theorem
10 just expressed differently), for all t > 0
P
{∣∣ψ♭,∗ (Z)−Mψ♭,∗ (Z)∣∣ > Cqt (n1/2 + t)} ≤ C exp (−ct2)
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and by Hoeffding’s inequality,
P
{∣∣∣∣∣
n∑
i=1
v2 (Zi)−M
n∑
i=1
v2 (Zi)
∣∣∣∣∣ > Cqn1/2t
}
≤ C exp (−ct2)
which together imply
P
{∣∣ψ♭ (Z)−Mψ♭ (Z)∣∣ ≤ Cqt (n1/2 + t)} ≥ 1− C exp (−ct2) (62)
If 0 < 2p < q, then −2 + 4p/q < 0 and by (61)∣∣∇ψ♯,∗(x)∣∣2 ≤ p2Cp+1q n ≤ p2Cqn
Now consider the case 0 < q ≤ 2p, where 0 ≤ −2 + 4p/q <∞ and
∣∣∇ψ♯,∗(x)∣∣2 ≤ p2Cp+1q
(
n+
n∑
i=1
|xi|−2+4p/q
)
Note that p2 may be absorbed into Cp+1q , and whenever p is bounded below by a multiple
of q then dropping the p2 makes the bound no worse, and we may also erase the +1 in the
exponent. Also, if p is bounded above by a constant multiple of q, then Cp+1q ≤ Cαq+1q ≤
C ′q. If q/2 ≤ p ≤ 3q/4 then 0 ≤ −2 + 4p/q ≤ 1 and by Gaussian concentration of the ℓn1
norm, which is n1/2-Lipschitz, with probability at least 1− C exp (−ct2),∣∣∇ψ♯,∗(Z)∣∣2 ≤ Cqn+ Cq ∑
|Zi|>1
|Zi|−2+4p/q
≤ Cqn+ Cq
(
E
n∑
i=1
|Zi|+ n1/2t
)
≤ Cq
(
n + n1/2t
)
If 3q/4 ≤ p ≤ q then 1 ≤ −2 + 4p/q ≤ 2 and by Gaussian concentration of the ℓn−2+4p/q
norm, which is n(q−p)/(2p−q)-Lipschitz, and Jensen’s inequality, with probability at least
1− C exp (−ct2),
∣∣∇ψ♯,∗(Z)∣∣2 ≤ Cqn + Cp+1q ((nE |Z1|−2+4p/q)q/(4p−2q) + n(q−p)/(2p−q)t)−2+4p/q
≤ Cq
(
n+ n2(q−p)/qt−2+4p/q
)
If q ≤ p < ∞ then 2 ≤ −2 + 4p/q < ∞ and by Gaussian concentration of the ℓn−2+4p/q
norm, which is now 1-Lipschitz, with probability at least 1− C exp (−ct2),
∣∣∇ψ♯,∗(Z)∣∣2 ≤ Cpqn + Cpq ((nE |Z1|−2+4p/q)q/(4p−2q) + t)−2+4p/q
≤ Cpq
(
np2p/q + t−2+4p/q
)
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where we have used the fact that for all u > 0,
E |Z1|u =
2u/2Γ
(
u+1
2
)
√
π
≤ C
(u
e
)u/2
and we pay attention to the assumptions on p and q when absorbing quantities into Cqp .
By Pisier’s version of the Gaussian concentration inequality, combined with (for example)
the results of Section 3.1, and using Hoeffding’s inequality to transfer from ψ♯,∗ to ψ♯ as
with ψ♭,∗ (which gives an extra deviation of Cqn
1/2t), for all t > 0, with probability at
least 1− C exp (−ct2),
∣∣ψ♯(Z)−Mψ♯(Z)∣∣ ≤

Cqn
1/2t : 0 < p ≤ q/2
Cq
(
n1/2t+ n1/4t3/2
)
: q/2 ≤ p ≤ 3q/4
Cq
(
n1/2t + n(q−p)/qt2p/q
)
: 3q/4 ≤ p ≤ q
Cpq
(
pp/qn1/2t + t2p/q
)
: q ≤ p <∞
(63)
For the rest of the proof let us condition on the events described in (62) and (63). Since
M |hq (Zi)| > cq,
Mψ♯(Z) ≥ n
10
M |hq (Zi)|p ≥ cp+1q n Mψ♭(Z) ≥ cqn (64)
while
Mψ♯(Z) ≤ 2Eψ♯(Z) ≤ Cpqn
(
1 + E |Z1|2p/q
)
≤ Cp+1q pp/qn (65)
which implies∣∣∣∣ ψ♭(Z)Mψ♭(Z) − 1
∣∣∣∣ ≤ Cq (n−1/2t+ n−1t2)
∣∣∣∣ ψ♯(Z)Mψ♯(Z) − 1
∣∣∣∣ ≤

Cqn
−1/2t : 0 < p ≤ q/2
Cq
(
n−1/2t+ n−3/4t3/2
)
: q/2 ≤ p ≤ 3q/4
Cq
(
n−1/2t+ n−p/qt2p/q
)
: 3q/4 ≤ p ≤ q
Cpq
(
pp/qn−1/2t+ n−1t2p/q
)
: q ≤ p <∞
If r > 0 and |1− u| ≤ 1/2, then |1− u−r| ≤ r2r+1 |1− u|. Provided t ≤ cqn1/2,
Cq
(
n−1/2t + n−1t2
) ≤ 1/2 and setting r = 1/q,∣∣∣∣∣
(
ψ♭(Z)
Mψ♭(Z)
)−1/q
− 1
∣∣∣∣∣ ≤ Cqn−1/2t (66)
Similarly, if |1− u| ≤ 1/2, then |1− ur| ≤ rmax {2−r+1, (3/2)r−1} |1− u| ≤ Cr |1− u|
and ∣∣∣∣∣
(
ψ♯(Z)
Mψ♯(Z)
)1/p
− 1
∣∣∣∣∣
≤

C1/pCqn
−1/2t : 0 < p ≤ q, t ≤ cqn1/2
Cpq
(
pp/qn−1/2t + n−1t2p/q
)
:
q ≤ p <∞
Cpq
(
pp/qn−1/2t+ n−1t2p/q
) ≤ 1/2
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For all a, b, x, y > 0, ab/(xy)−1 = (a/x−1)(b/y−1)+(a/x−1)+(b/y−1) which implies∣∣∣∣∣
(
ψ♯(Z)
Mψ♯(Z)
)1/p(
ψ♭(Z)
Mψ♭(Z)
)−1/q
− 1
∣∣∣∣∣
≤

C1/pCqn
−1/2t : 0 < p ≤ q, t ≤ cqn1/2
Cpq
(
pp/qn−1/2t + n−1t2p/q
)
:
q ≤ p <∞
Cpq
(
pp/qn−1/2t+ n−1t2p/q
) ≤ 1/2
Recalling that |X|p = ψ♯(Z)1/pψ♭(Z)−1/q, using (64) and (65), that p1/q ≤ C1/pq for p ≤ q,
and that p1/q ≤ Cpq for p ≥ q,∣∣∣∣|X|p − Mψ♯(Z)1/pMψ♭(Z)1/q
∣∣∣∣
≤
 C
1/p
q n1/p−1/q−1/2t : 0 < p ≤ q, t ≤ cqn1/2
Cpqn
1/p−1/q
(
pp/qn−1/2t + n−1t2p/q
)
:
q ≤ p <∞
Cpq
(
pp/qn−1/2t+ n−1t2p/q
) ≤ 1/2
Since we may assume that the probability bound 1−C exp (−ct2) > 1/2, we may replace
Mψ♯(Z)1/p/Mψ♭(Z)1/q byM |X|p at the cost of a factor of 2 in the probability bound. The
result may be rewritten in terms of s using Lemma 35, noting that the probabilities as in
the statement of the theorem are non-increasing in s, and that for p ≤ q, |X|p ≤ n1/p−1/q.
Whatever constant C we have in front of the probability bound may be replaced with 2
by modifying the value of cq.
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