Abstract. It is shown that the class number for negative discriminant D can be expressed in terms of the base B expansions of reduced fractions
Introduction
Associated to an imaginary quadratic number field K are three important items: D, the discriminant; h, a positive integer which is the order of the ideal class group; χ, a quadratic character which governs how rational primes factor in K. The field K is uniquely determined by its discriminant. To indicate the dependence of h, χ on D, we write h(D), χ D , except in cases where D is clear from the context and so h, χ suffice. Below, χ will be given explicitly. Dirichlet (writing in the framework of Gauss' theory of binary quadratic forms) proved a class number formula for h, which in modern form is
Actually this is valid only for D < −4, which we assume throughout; for the excluded cases D = −3, −4 a minor correction is needed which does not concern us here. For our purposes, one need not know the actual significance of D, h, χ for the field K. All of our effort will be concentrated on the sum on the right side of the formula, which involves only rational arithmetic. For further information, one may consult [2] , pages 234-238, 342-347. Here we present only some necessary definitions and notation. The paper [1] deals with character sums but the techniques and results there have little overlap with our methods and conclusions here.
Every K is uniquely of the form Q( √ m), where m is a negative squarefree integer. D is then defined to be D = m, if m ≡ 1 (mod 4) and D = 4m otherwise. We always set N = |D|. χ is an odd Dirichlet quadratic character mod N . Concretely this means χ : Z → {0, 1, −1} with the following properties:
(1) χ(a) = 0 if gcd(a, N ) > 1, χ(a) = 1 or −1 if gcd(a, N ) = 1 (2) χ(a) = χ(b) whenever a ≡ b (mod N ) (3) χ(ab) = χ(a)χ(b) (4) χ(−1) = −1.
Note that in (1.1), χ(x) = 0 whenever gcd(x, N ) > 1, so such an x makes no contribution to the sum. For our applications the non-zero values of χ(x) need to be known explicitly. The simplest case is when D = m ≡ 1 (mod 4), in which case χ D (x) = x |m| , the Jacobi symbol. D ≡ 0 (mod 4) is somewhat more complicated. For this we introduce the character χ 4 (x) = (−1) The motivation for this paper was an article by K. Girstmair, [3] . I want to thank Professor Pieter Moree who alerted me to [3] , pointing out its relevance to some previous work of mine. Girstmair's result is as follows. Let p > 3 be a prime ≡ 3 (mod 4), B a primitive root mod p and let
B i be the base B expansion of the fraction
Here −p ≡ 1 (mod 4) is the discriminant of the field K = Q( √ −p) and the related character is x p , the Legendre symbol. This is certainly an interesting result, but it is limited to the special case D = −p, with B a primitive root mod p. In the next section it will be shown that an analogous formula holds for any D with any base B prime to D. Section 3 then shows how the base B formula can be recast in terms of χ to produce simpler class number formulas, which give information about the distribution of the values of χ(x) in certain intervals. Then in Sections 4 and 5, applications of the new formulas to the cases D ≡ 1 (mod 4) and D ≡ 0 (mod 4), respectively, are presented. A sample of one such result is Corollary 4.3:
For a simple numerical example of (1.1) and (1.2), take D = −7. By (1.1), h(−7) = − 1 7 6 x=1 x 7 x. (Note that it is not a priori obvious that the right side is an integer or positive, though by definition h is always a positive integer. This is part of the magic of the class number formula.) Evaluating the sum gives h(−7) = − is the well-known decimal 0.142857, the bar indicating endless repetition of the period block 142857. Now consider (1.2). The left side is (10+1)h(−7) = 11 and the right side is −1 + 4 − 2 + 8 − 5 + 7 = 11, which illustrates Girstmair's proposition.
When doing numerical examples it is useful to have a Table 4 to p. 426 has an incorrect heading).
Base B expansions
Let N be an integer > 1 and X = {x : 1 ≤ x ≤ N and gcd(x, N ) = 1}. Denoting by |S| the number of elements in the finite set S, |X| = φ(N ), φ being Euler's function. We shall often make use of the obvious fact that if x, x ′ ∈ X and x ′ ≡ x (mod N ) then x ′ = x. From now on x always denotes an element of X. For an integer B > 1 the numbers 0, 1, ..., B − 1 are called the B-digits; there are B of them. Expanding a real number in base B is a well-known procedure; here we only discuss what is needed for our purposes. We assume always that B is relatively prime to N . The base B expansion of a fraction x N means an infinite series
where each a i is a B-digit and the series converges to x N . Such a series is found by the elementary school long division of x by N , which we call LDA, the long division algorithm. It amounts to the following. Set x 1 = x and use integer division to divide Bx 1 by N , producing the quotient a 1 and remainder x 2 : Bx 1 = a 1 N + x 2 , 0 ≤ x 2 < N . Bx 1 > 0 implies a 1 ≥ 0 and as B, x 1 are both relatively prime to N , Bx 1 is also, hence N is not an integer so x 2 > 0. Noting x 2 ≡ Bx 1 (mod N ), one sees x 2 is prime to N , so x 2 ∈ X.
N , where, as usual, [t] denotes the greatest integer ≤ t. Finally N < B, so 0 ≤ a 1 ≤ B − 1 and a 1 is a B−digit. Now this process may be iterated to produce an infinite sequence of equations
N . An easy inductive argument shows that for i ≥ 1,
N , providing the base B expansion for x N . Working backwards from equation i we have
. Let e be the order of B mod N , the smallest positive integer such that B e ≡ 1 (mod N ); by Euler's theorem e|φ(N ). The e numbers x 1 , x 2 , ..., x e are all distinct, because An important role will be played by the fact that the a i can be expressed in another way. For this we introduce a non-standard but useful notation. For any z ∈ Z there is a unique y, 1 ≤ y ≤ N such that z ≡ y (mod N ) and we denote this y as z ; thus
Lemma 2.1. The B-digits a 1 , a 2 , ... in the base B expansion of
Proof. We've seen x i+1 ≡ B i x 1 (mod N ) so x i+1 = B i x 1 and similarly,
Solving for a i proves the lemma.
We call the sequence of the e distinct numbers x 1 , x 2 , ..., x e in the LDA a B-cycle, denoted as C = (x 1 , x 2 , ..., x e ). Since the LDA for
N starts with equation 2, one sees
..a e a 1 and so on. Thus C = (x 2 , ..., x e , x 1 ) and any x i in the cycle can be chosen as the initial term. (Actually these cycles are just the permutation cycles for the permutation x → Bx on X). Since |X| = φ(N ) and each cycle has e numbers, the total number of cycles for B on X is f = After these preliminaries we return to the class number formula. Fix D < −4, N = |D|, X the set of integers from 1 to N relatively prime to
Choose a base B > 1 prime to N with e being the order of B mod N . The formula (1.1) may now be written
.., x e ) be a cycle for B on X. We isolate the contributions of C to this formula for h by defining
3)
, and writing
There are now two cases to consider depending on χ(B) = ±1. If χ(B) = −1 then B e ≡ 1 (mod N ) implies 1 = χ(B e ) = (−1) e , so e is even. Since for any i, x i+1 ≡ Bx i (mod N ), χ(x i+1 ) = χ(B)χ(x i ) = −χ(x i ) so half the numbers in a cycle have χ = 1 and half χ = −1. We now normalize C by choosing the initial x 1 to have χ(x 1 ) = 1. Now (2.4) becomes
For example, referring back to the example N = 15, corresponding to D = −15, we see the cycle C 1 is normalized, but C 2 is not, since χ(14) = −1, as χ −15 (14) =
) so all the numbers in a cycle have the same χ value. We define
(2.6) 1. One verifies easily that e = 2 and there are φ(15) 2 = 4 cycles for B = 4 :
and
Keeping all the previous notation, here is the main result of this section.
Proof. When χ(B) = −1, e is even and in (2.5) both (−1) i−1 and B i−1 x 1 have period e so that (2.5) can be written as
On the other hand, multiply (2.5) by B and absorb the outside minus sign by replacing (−1) i−1 by (−1) i to obtain
by Lemma 2.1, if
..a e(B)
. Now h = f j=1 h C j , so putting a superscript (j) on the data for C j proves Case 1. Now assume χ(B) = 1. Since B has period e, (2.6) can be written as
On the other hand, multiply (2.6) by B to get Girstmair's proposition (1.2) is a special case of the theorem. With D = −p, N = p, X = {1, 2, ..., p − 1}, B a primitive root mod p has order e = p − 1 = φ(N ) so there is only one cycle C = (1, ...), which is normalized. We must have χ(
In particular χ(p − 1) = χ(−1) = 1 contra the property of χ which says χ(−1) = −1. So we are in Case 1. Let
A new formula
The results of the previous section, though interesting, have two drawbacks: they are not especially useful in calculating h, and the cases χ(B) = 1, χ(B) = −1 have to be considered separately.
Keeping the previous notation, we note that a given x ∈ X appears in exactly one cycle for B on X, say as x = x (j) i in the cycle C j , normalized if necessary. Then in the LDA for 
Bx N = k . Of course some of the sets X k may be empty. A point of notation. We are always assuming that D, hence h, χ, N , are given and fixed. However, the intervals I k , X k depend on B, and when necessary to indicate this we write I k (B), X k (B). Now (3.1) may be written as
For brevity we now define E k = x∈X k χ(x). To show the dependence on B, we write E k (B). From now on if a sum is over x we may not indicate this explicitly in the summation sign. Thus, E k = . Set X
and we use this to state our main result.
is a proper factorization of B, 1 < B 1 < B, then
Remark. Equation (3.4) may be considered as included in (3.5) if one sets
Proof. Consider the map ξ(x) = N − x. It is easily seen that ξ is a permutation of X, ξ has no fixed points in X and is an involution: ξ 2 is the identity on X. Also χ(ξ(x)) = χ(N − x) = χ(−x) = −χ(x) so x and ξ(x) have opposite
, then
. We define γ on the set of B-digits {0, 1, ..., B − 1} by γ(k) = B − 1 − k, which is a permutation of the set of B-digits, also an involution. Thus,
In particular, if B is odd then <k≤B−1 kE k (B). In 2 make the change of variable k = B − 1 − j to obtain 2 = 0≤j<
. In this last sum we rename the dummy index j to be k and combining it with
. Thus, (3.3) now becomes 0≤k< . How are these intervals related? Since
When the interval (0, N ] is divided into the B intervals I k (B), each interval has length
. Substituting this last sum for E k (B 1 ) in (3.4) as stated for B 1 proves (3.5) and the proof of the theorem is complete.
The applications of this theorem are covered in the next two sections. The cases D ≡ 1 (mod 4)) and D ≡ 0 (mod 4) must be treated separately. Here we make only a general comment on the method involved. For a given B, (3.4) involves the This result appears already in [2] , p. 346, where it is derived by manipulation of the basic formula (1.1), relevant only for B = 2. However, it has an important consequence. If p > 3 is a prime and p ≡ 3 (mod 4), then E 0 (2) = |X + 0 (2)| − |X − 0 (2)| is the number of quadratic residues minus the number of quadratic non-residues in the interval (0, p 2 ). Since h is a positive integer, this shows that the residues always outnumber the non-residues in this interval. Apparently, there is no direct proof of this fact by the methods of "elementary" number theory and this is a triumph of the class number formula. This result can now be refined. Take B = 4; then there are two equations from (3.5) for B 1 = 2 and B 1 = 4 (recall the remark after the statement of Theorem 3.2). They are for B 1 = 2 :
h , and we have the system y 0 + y 1 = 2 − χ(2)
Noting the values of χ(2) discussed above, and χ(4) = 1, the system is easily seen to show 
Assume now 3 |D. Then B = 6 is prime to D and there are three equations available from B 1 = 2, B 1 = 3, B 1 = B = 6 and there are three unknowns E 0 (6), E 1 (6), E 2 (6). Following the same procedure as before, there is a linear system, 
Case 2 :
Case 3 :
Case 4 :
In terms of D, these correspond to D ≡ 1, 13, 17, 5 (mod 24) and any D ≡ 1 (mod 4) not divisible by 3 is in one of these congruence classes. Evaluating a, b, c for each case and then y 0 , y 1 , y 2 one finds:
Case 1: a=1, b=2, c=5; y 0 =1, y 1 =0, y 2 =0 Case 2: a=3, b=2, c=7; y 0 =1, y 1 =0, y 2 =2 Case 3: a=1, b=4, c=7; y 0 =1, y 1 =1, y 2 =-1 Case 4: a=3, b=4, c=5; y 0 =-1, . Then one sees E 0 (6) = −1 = −h(−43), E 1 (6) = 3 = 3h(−43) and E 2 (6) = 1 = h(−43).
Continuing with 3 |D, consider B = 12. As noted earlier here one here has a system of 5 linear equations, corresponding to B 1 = 2, B 1 = 3, B 1 = 4, B 1 = 6, B 1 = B = 12, for the six quantities E k (12), 0 ≤ k ≤ 5. Setting
, the equations are y 0 + y 1 + y 2 + y 3 + y 4 + y 5 = 2 − χ(2) 2y 0 + 2y 1 + 2y 2 + 2y 3 = 3 − χ(3) 3y 0 + 3y 1 + 3y 2 + y 3 + y 4 + y 5 = 4 − χ(4) 5y 0 + 5y 1 + 3y 2 + 3y 3 + y 4 + y 5 = 6 − χ(6) 11y 0 + 9y 1 + 7y 2 + 5y 3 + 3y 4 + y 5 = 12 − χ(12) For N ≡ 23 (mod 24)) all the χ values are 1, so the constants on the right are 1, 2, 3, 5, 11. By suitable elimination, one has y 1 = 1 − y 0 , y 2 = 0, y 3 = 0, y 4 = 1 − y 0 , y 5 = −1 + y 0 . Thus E 1 (12) = h − E 0 (12), E 2 (12) = 0, E 3 (12) = 0, E 4 (12) = h − E 0 (12), E 5 (12) = −h + E 0 (12).
So unlike in Theorem 4.2, where knowledge of only one of h, E 0 (6) is sufficient to determine the remaining items, here both h and E 0 (12) are required to determine the remaining E k (12). For the remaining classes of N (mod 24), a similar elimination process can be carried out; details are left to the interested reader. Here we summarize the final results.
Theorem 4.4. Assume 3 |D. Once h and E 0 = E 0 (12) have been found, the remaining E k (12) are as follows:
Again take (4.2), the table for N = 43 ≡ 19 (mod 24), and insert markers for 
It is interesting to note that without knowing h or E 0 one knows some of the other values, for example when a 0 occurs in the table. Also the values in the columns E 2 (12), E 3 (12) depend only on h.
D ≡ 0 (mod 4)
Now use of even B is ruled out. In this case, however, it will be seen that there are new symmetries on the set X which do not occur when D is odd. We recall the three types of χ D listed in the Introduction. In all of them m, n are negative square-free integers.
In (D1), D ≡ 4 (mod 8), while in (D2) and (D3), D ≡ 0 (mod 8). We will need the following facts which follow immediately from their definitions. For x odd, u even,
and χ 4 (x + u) = −χ 4 (x) if u ≡ 2 (mod 4).
As usual, N = |D|, X is the set of integers x, 1 ≤ x ≤ N and gcd(x, N ) = 1. Since N is now even, all x are odd. We break up X into two parts: L, the numbers to the left of N 2 , and R, the numbers to the right of
Besides ξ(x) = N − x, which clearly interchanges L and R, the set X has another permutation η defined by
; if x ∈ R η also is an involution, η 2 (x) = x and η interchanges L and R. Like ξ, η also interchanges χ values: χ(η(x)) = −χ(x). To show this we consider case by case.
If
|m| , η(x) = x± N 2 = x±2|m| and |m| ≡ 1 (mod 4) so ±2|m| ≡ 2 (mod 4) and χ 4 (η(x)) = χ 4 (x ± 2|m|) = −χ 4 (x), but
We now claim ξ, η commute: ξη = ηξ. Proof by direct computation.
and λ preserves L and R.
In fact, λ| L (λ restricted to L) is a reflection in Proof. By the basic class number formula (1.1), −N h = N 1 χ(x)x = 1 + 2 , where 1 is the sum over x ∈ L and 2 is the sum over x ∈ R. In 2 , make the substitution x = η(y) = y + Proof. We can take B = 3 and (3.4) in Theorem 3.2 gives 2E 0 (3) = (3 − χ(3))h. We claim χ(3) = But also E 0 (3) = 
