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ABSTRACT
Background and objective: Glaucoma is the leading cause of blindness worldwide.
Many studies based on fundus image and optical coherence tomography (OCT)
imaging have been developed in the literature to help ophthalmologists through
artificial-intelligence techniques. Currently, 3D spectral-domain optical coherence
tomography (SD-OCT) samples have become more important since they could en-
close promising information for glaucoma detection.
To analyse the hidden knowledge of the 3D scans for glaucoma detection, we have
proposed, for the first time, a deep-learning methodology based on leveraging the
spatial dependencies of the features extracted from the B-scans.
Methods: The experiments were performed on a database composed of 176 healthy
and 144 glaucomatous SD-OCT volumes centred on the optic nerve head (ONH).
The proposed methodology consists of two well-differentiated training stages: a slide-
level feature extractor and a volume-based predictive model. The slide-level discrim-
inator is characterised by two new, residual and attention, convolutional modules
which are combined via skip-connections with other fine-tuned architectures. Re-
garding the second stage, we first carried out a data-volume conditioning before
extracting the features from the slides of the SD-OCT volumes. Then, Long Short-
Term Memory (LSTM) networks were used to combine the recurrent dependencies
embedded in the latent space to provide a holistic feature vector, which was gener-
ated by the proposed sequential-weighting module (SWM).
Results: The feature extractor reports AUC values higher than 0.93 both in the
primary and external test sets. Otherwise, the proposed end-to-end system based
on a combination of CNN and LSTM networks achieves an AUC of 0.8847 in the
prediction stage, which outperforms other state-of-the-art approaches intended for
glaucoma detection. Additionally, Class Activation Maps (CAMs) were computed to
highlight the most interesting regions per B-scan when discerning between healthy
and glaucomatous eyes from raw SD-OCT volumes.
Conclusions: The proposed model is able to extract the features from the B-
scans of the volumes and combine the information of the latent space to perform a
volume-level glaucoma prediction. Our model, which combines residual and attention
blocks with a sequential weighting module to refine the LSTM outputs, surpass the
results achieved from current state-of-the-art methods focused on 3D deep-learning
architectures.
KEYWORDS
Glaucoma detection, SD-OCT volumes, Convolutional attention blocks, Residual
connections, LSTM networks, Sequential-weighting module.
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1. Introduction
Glaucoma is a group of progressive optic neuropathies that affects the optic nerve
causing several visual field defects and structural changes [1]. Nowadays, this chronic
disease is the leading cause of blindness worldwide [2], with a number of estimated
cases of 111.8 million in 2040, according to [3]. Early diagnosis of glaucoma is essen-
tial for timely treatment in order to avoid the irreversible vision loss [2]. Currently,
there is no single accurate test to certify the glaucoma diagnosis, so the procedure
includes a lot of hardworking tests such as pachymetry (to measure the thickness of
the cornea), tonometry (to assess the intraocular pressure), visual field tests and a
subjective examination and interpretation of optical features from different experts
who often disagree [4]. In this context, techniques based on image analysis like fundus
image and optical coherence tomography (OCT) have become very important for the
diagnosis and management of this degenerative disease. In particular, OCT imaging
modality [5] is a non-contact and non-invasive technique able to quantify several retinal
structures through generating high-resolution 2D and 3D images of the retina. Oph-
thalmologists usually make use of these 2D-OCT images centred on the optic disc to
analyse structural changes in the retinal nerve fibre layer (RNFL) and in the ganglion
cell inner plexiform layer (GCIPL). Both structures are reported as useful biomarkers
of glaucoma for the disease progression [6]. Otherwise, fundus image analysis is postu-
lated as a great cost-effectiveness technique which has reported promising results in the
detection of several eye-focused diseases [7–9]. However, although fundus image-based
studies are cheaper than OCT, this modality is the quintessential imaging technique for
glaucomatous damage evaluation [10]. This is because fundus photography is colour-
dependent on the training data set and its interpretation remains subjective [11, 12],
whereas OCT modality can provide reproducible and objective measurements of optic
nerve head (ONH) and RNFL thickness [13]. Besides, glaucoma disease is evident in
the deterioration of the cell layer around the optic disc, which is very hard to dis-
tinguish in the 2D projection of the fundus images. Therefore, since OCT imaging
modality allows focusing on the depth axis to identify structural retinal changes, glau-
coma disease can be easier detected via OCT, instead of fundus image. Furthermore,
OCT system can provide high-resolution three-dimensional images of the macula and
ONH in the spectral domain (SD), which emerges as a powerful tool for detecting
glaucoma [10]. However, due to around 30 million of OCT scans are acquired each
year, experts rarely scroll through the entire cube because it supposes a workload dif-
ficult to face [14]. For this reason, in this paper, we propose a promising volume-based
predictive model to evidence the added value that SD-OCT volumes can provide for
glaucoma diagnosis.
1.1. Related work
1.1.1. 2D-OCT approximation for glaucoma detection
Many state-of-the-art studies, focusing on OCT techniques, have been proposed to
address the automatic detection of glaucoma with the aim of reducing the workload
and the rate of discordance between experts.
Hand-driven learning on 2D-OCT projection. Most of glaucoma diagnosis-
based studies made use of 2D-OCT scans centred on the optic disc, a.k.a circumpap-
illary images, due to their known potential when diagnosing [15]. To the best of the
authors’ knowledge, all the circumpapillary-based studies intended to glaucoma detec-
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tion were performed by applying hand-driven learning methods, such as [16,17], which
required hand-crafted encoding phases before accomplishing the classification stage,
e.g. segmentation of regions of interest and hand-crafted feature extraction.
Deep learning on 2D-OCT projection. Another way to address the glaucoma
identification from circumpapillary images would be via deep learning, which would
allow operating directly on the 2D-OCT scans without defining previous biomarkers, as
we did in our previous study [18]. However, all the studies found in the literature (which
apply deep-learning techniques from 2D scans) were based on fundus images [9,19] or
RNFL probability maps [20, 21] combining fundus images and OCT B-scans, but no
previous studies were addressed just from circumpapillary images. This fact could
be explained taking into account that researchers focused their efforts on identifying
useful patterns (e.g. RNFL and GCIPL) capable of providing a tangible interpretation
for the clinicians. It is the reason because many other studies were carried out for the
sole purpose of segmenting the retinal layers of interest [22,23].
1.1.2. 3D-OCT approximation for glaucoma detection
Going deeper into the glaucoma detection, the real challenge today lies in the analysis
of the unknown potential enclosed in the 3D-OCT scans, since specialists postulate
that SD-OCT volumes hide a key knowledge that is not currently being traced due to
their large associated workload. Therefore, we propose here a clinical decision support
system based only on the analysis of ONH-centred cubes to claim the importance of
the 3D cross-sectional information about the glaucoma diagnosis.
Hand-driven learning on 3D-OCT approach. Similarly to the 2D approxima-
tion, some studies in the literature applied hand-crafted algorithms on 3D scans to
face the glaucoma discrimination [24–26]. In particular, both [24] and [25] manually
extracted features related to the RNFL and the optic nerve throughout the cube.
The authors proposed a similar methodology, but they tested the models on different
databases. In [24], the best AUC reported was 0.877 using a random forest classi-
fier from a database composed of 46 healthy and 57 glaucomatous patients, whereas
in [25], the same researchers provided an AUC of 0.818 by applying bagging methods
on a database of 48 and 62 healthy and glaucomatous patients, respectively. Another
creative approach was proposed in [26], where the authors made use of a superpixel
segmentation technique before addressing the feature extraction stage. They combined
the features extracted from the superpixel maps with other common RNFL measure-
ments to feed an adaptive boosting classifier. The researchers obtained an AUC of
0.855 from a database of 44 healthy and 89 glaucomatous eyes.
Deep learning on 3D-OCT approach. The use of deep-learning methods to
address the glaucoma detection via SD-OCT volumes has been increased in recent
times. In fact, most studies have been published during the last two years, which
claims the current interest of OCT volumes for glaucoma diagnosis [27–29]. A research
group from Hong Kong deserves a special mention because most of the contributions
in this field come from their work. In particular, they carried out two closely simi-
lar studies, [28] and [29] to detect glaucoma by means of 3D-Convolutional Neural
Networks (3D-CNNs). The main differences between them lied in the database and
inclusion/exclusion criteria, as the authors concluded in [28]. Noury et al. [28] made
use of a private database composed of 316 glaucomatous and 247 healthy eyes from
people of different ethnicity. They developed an end-to-end classification model based
on the network proposed in [30]. The researchers achieved an AUC of 0.8883 in the pri-
mary test set and this value was lower when testing external data sets. Otherwise, the
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authors in [29] applied similar techniques on a homogeneous database only composed
of Chinese Asian people. Particularly, 2926 glaucomatous and 1961 healthy eyes. The
work demonstrated good performance with an AUC of 0.969, a sensitivity of 0.89, a
specificity of 0.96 and an accuracy of 0.91 when testing the primary data set. However,
the results fell when the researchers assessed their network with an external database
from Stanford, reaching 0.893, 0.78, 0.79 and 0.80 of AUC, sensitivity, specificity and
accuracy, respectively. More recent works from the same authors [31, 32] performed a
multi-output architecture by including other well-known measures (for glaucoma diag-
nosis) such as Visual Field Index (VFI), Mean Deviation (MD) and Pattern Standard
Deviation (PSD). Specifically, a neural branch of the network was responsible for the
classification between normal and glaucomatous cases, whereas the other branch was
intended to regression tasks for predicting VFI, MD and PSD values. In this way, the
model was fed with information from VFI, MD and PSD metrics during the backward
propagation step in order to update the weights in each epoch taking into account in-
teresting parameters associated with glaucoma disease. However, these two last studies
are not comparable with our work because additional information was used besides
the raw OCT volumes, unlike the works [28, 29] accomplished by the same research
group. Another interesting study was carried out by IBM team in [27], where the au-
thors made a comparison between hand-driven and data-learning approaches. They
proposed a 3D-CNN architecture trained from scratch and they achieved an AUC of
0.94 in the prediction of the test set. However, it should be noted that, in this case,
the experiments were performed on a significant unbalanced database, whose test set
was composed of 17 healthy and 93 glaucomatous patients.
In this context, other works could be mentioned because they also applied deep-
learning techniques on SD-OCT volumes, but with other purposes. For example, in [33]
the researchers from Hong Kong developed a deep-learning algorithm for discriminat-
ing ungradable OCT optic disc scans. Otherwise, the authors in [14] implemented
deep-learning techniques to detect specific Age-Related Macular Degeneration (AMD)
patterns in the B-scans of the three-dimensional cubes. Also, De Fauw et al. in [34]
applied artificial-intelligence algorithms on OCT volumes to diagnosis several retinal
injuries via tissue segmentation.
1.2. Contribution of this work
This paper documents several key contributions concerning the glaucoma detection
from SD-OCT volumes. Unlike the previous studies that addressed the problem using
3D CNNs, we reveal a new approach characterised by extracting features from the B-
scans by an innovative 2D-CNN, and preserving the feature dependencies embedded
in the latent space making use of LSTM networks [35] along with an additional pro-
posed module. The combination of CNNs and LSTM networks has been successfully
performed in recent studies to identify pathological biomarkers associated to AMD
and diabetic macular edema (DME) [14], as well as to predict the progression of the
ophthalmic diseases from different slit-lamp images [36]. However, to the best of the
author’s knowledge, we are the first that suggest the use of CNN-LSTM to address
the glaucoma detection, by assuming each spatial slide of the volume as a temporary
instance. As a novelty, in order to attain the feature-extraction stage, we propose a
new slide-level discriminator based on a pre-trained 2D-CNN model able to discern
between healthy and glaucomatous cases just from raw circumpapillary OCT images.
The proposed 2D-CNN feature extractor is composed of a novel combination of pre-
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trained convolutional blocks in parallel with residual modules trained from scratch.
Additionally, an attention block was also included via skip-connection to focus on local
related-glaucoma areas during the training phase. Moreover, we propose an innova-
tive way of codifying the LSTM outputs implementing a sequential-weighting module
(SWM) before addressing the final classification stage. The flowchart of the designed
end-to-end system is exposed in Figure 1, where we represent how the pre-trained cir-
cumpapillary base model extracts the features from the SD-OCT slides and how the
three-dimensional information is analysed making use of LSTM networks to finally







































Figure 1. Flowchart of the proposed classification approach based on combining CNN and LSTM networks
to distinguish between healthy and glaucomatous eyes from SD-OCT volumes.
In the recent study [27], the authors claimed that they used 3D convolutions to be
able to accomplish the 3D Class Activation Maps (CAMs) because otherwise the result-
ing CAM would be 2D and the depth information would be lost. Against the statement
of [27], our LSTM-based model is capable of leveraging the spatial dependencies ex-
tracted from the SD-OCT slides to compute the 2D-CAMs sequentially. Thereby, we
enable an interpretation of SD-OCT volumes based not only on identifying the regions
of interest (ROIs) of each slide, but also the most relevant B-scans of the volume for
glaucoma classification. At this point, it is important to note that we also replicate
several architectures proposed in the literature to make a direct comparison between
different methods. In particular, we test in our database the models of the state-of-
the-art studies intended to glaucoma detection just from SD-OCT volumes, i.e. the
work that reported the best results by Hong Kong and Stanford association [29], and
the work carried out by IBM research group [27].
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2. Material
Three different and independent databases were employed to accomplish this study,
as indicated in Table 1. Two of them are related to circumpapillary OCT images and
they were used to train and validate the proposed slide-level feature extractor. The
third database is composed of the SD-OCT volumes from which we built the predic-
tive models for glaucoma detection. Both the circumpapillary and SD-OCT volumes
databases are centred around the optic nerve head (ONH) of the retina to extract the
B-scans. Note that, although circumpapillay and B-scans of the volumes are extracted
following different patterns, the structure involved in both kind of scans is the same,
i.e. the layer of fibres of the retina. For that reason, we used the models trained with
the circumpapillary images as a feature extractor of the B-scans of the volumes.
The first data set (circ-DB-1 ), intended to train the slide-level discriminator, con-
sists of 249 cross-sectional images around the ONH of the retina (B-scans). Specifically,
156 healthy and 93 glaucomatous samples from 174 patients were labelled by an ex-
pert to create the ground truth for training and evaluating the models. The second
circumpapillary database (circ-DB-2 ), which comes from another hospital, was used to
perform an external validation of the proposed feature extractor. Particularly, circ-DB-
2 is composed of 336 OCT images (143 glaucomatous and 193 healthy cases from 199
patients) which were annotated by another ophthalmologist. It should be noted that a
Heidelberg Spectrallis OCT -called system was used to extract the B-scans (496× 768
pixels) from both databases with an axial resolution of 4-5 µm. This equipment em-
ploys a super-luminescence diode with an infrared beam of average wavelength of 870
nm and a bandwidth of 25 nm. Patients with primary open-angle glaucoma (POAG)
were included in the study, whereas subjects with other eye diseases, e.g. cataract,
closed-angle glaucoma, and pseudo exfoliation syndrome were excluded. More infor-
mation related to the age and gender of the patients is detailed in Table 2. It should
be noted that all the subjects that compose the different databases are Caucasian.
The third database (vol-DB-3) contains the spectral-domain OCT samples that we
used to develop our volume-based classification model. It consists of 320 OCT scans
centred on the ONH which were captured on a Topcon 2000 OCT machine. This equip-
ment allows measuring up to 45o and a depth of 2.3 mm with a resolution of less than
6 µm using a super luminescent diode of 840 nm. Specifically, vol-DB-3 is composed of
176 healthy and 144 glaucomatous three-dimensional scans of 885×512×128 voxels per
volume, as detailed in Table 1. An expert ophthalmologist performed a volume-level
annotation of the database containing cases of 200 patients with an age comprised be-
tween 18 and 80 years (see Table 2). Concerning the inclusion and exclusion criteria for
diagnosis, the healthy group included samples with best-corrected visual acuity 20/40
or better, normal intra-ocular pressure (IOP) and normal-appearing optic nerves. Oth-
erwise, scans with refractive error of >5D of the sphere or 2.5D of cylinder, history
retinal disease, intra-ocular pressure >21 mmHg or unusable OCT were excluded from
the study. For the glaucoma group, the inclusion criteria lied in any glaucomatous vi-
sual field defect, whereas the exclusion rules comprised refractive error of >5D of the
sphere or 2.5D of cylinder, optic nerve-related diseases and unusable OCT samples.
Note that the protocol used for glaucoma labelling was carried out via European
guideline for Glaucoma diagnosis. A thorough examination includes intra-ocular pres-
sure analysis (using Goldmann applanation tonometry), study of the central corneal
thickness, assessment of the anterior chamber angle (Gonioscopy), optic nerve head
assessment (via slit lamp examination), Standard Automated Perimetry (using Octo-
pus system) and measurement of the thickness of retinal nerve fibre layer and ganglion
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cell layer (with OCT+HRT equipment). Based on the above-mentioned examinations,
a diagnosis was made into Healthy or Glaucoma for each sample of all databases. It is
also important to highlight that any of the following criteria, if repeatable, was con-
sidered sufficient evidence of glaucomatous visual field defect: glaucoma hemifield test
outside normal limits, pattern standard deviation with p-value < 0.05 or a cluster of
three points or more in the pattern deviation in a single hemifield (superior or inferior)
with p-values < 0.05, one of which must have a p-value < 0.01.
Table 1. Material corresponding to the databases used in this study.
Database Label Patients Samples Dimensions
circ-DB-1
Healthy 107 (61.49%) 156 (62.65%)
496× 768
Glaucoma 67 (38.51%) 93 (37.35%)
circ-DB-2
Healthy 99 (49.75%) 193 (57.44%)
496× 768
Glaucoma 100 (50.25%) 143 (42.56%)
vol-DB-3
Healthy 100 (50.00%) 176 (55.00%)
885× 512× 128
Glaucoma 100 (50.00%) 144 (45.00%)
1 Database employed to train the feature extractor model.
2 Database used in the external validation of the feature extractor.
3 Database intended to create the volume-based predictive model.
Table 2. Demographic data related to the age and gender of the patients
from each database used in this study.
Age Gender
Range µ± σ Male Female
circ-DB-1 [15-89] 55.95±18.77 74 (42.54%) 100 (57.47%)
circ-DB-2 [24-93] 60.82±12.32 86 (43.22%) 113 (56.78%)
vold-DB-3 [18-80] 50.13±15.54 89 (44.50%) 111 (55.50%)
3. Methodology
3.1. Slide-level feature extractor design
The objective in this stage is to build a 2D-CNN architecture able to extract discrimi-
natory features from the slides of the SD-OCT volumes. So, in our previous work [18],
we carried out a validation of different architectures making use of the raw circum-
papillary OCT samples. Specifically, the most common state-of-the-art architectures,
as well as other CNNs trained from scratch, were considered. As detailed in [18], we
proposed shallow networks from scratch due to the small amount of data, and we
studied the use of data augmentation techniques to alleviate that problem. Addition-
ally, we fine-tuned some of the most popular architectures of the literature, such as
VGG16, VGG19, ResNet50, InceptionV3 and Xception [37], to take advantage of the
wide knowledge acquired by these networks when they were trained on the ImageNet
data set. Thus, we loaded the weights ω pre-trained with around 14 million of natural
images to initialise the coefficients of the networks and then, we performed a deep fine-
tuning strategy [38] to freeze the coefficients of the three first convolutional blocks and
retrain the lasts, making use of the specific samples. Note that, we replicated ×3 the
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channels of the grey-scale images to adapt the input dimensionality to fine-tune the
CNNs. Also, we applied a ×0.5 down-sampling to face the GPU memory constraints.
According to [18], the VGG family of networks reported the best glaucoma detection
performance from raw circumpapillary OCT images. Therefore, to accomplish this
study, we made use of these family of architectures as a starting point to develop
the new feature extractor. In particular, we kept the same deep fine-tuning strategy
previously implemented in [18] concerning the VGG16 architecture. However, in this
paper, we propose two innovative modules to improve the models’ performance through
skip-residual connections.
The first module (Mres) consists of a combination of the fine-tuned VGG16 archi-
tecture with a residual structure applied in parallel to the unfrozen blocks, followed by
a 1× 1 convolution layer, as we show in Figure 2. Thereby, we connected fine-tuning
techniques with other convolutional layers to propagate the information from initial
layers to the lasts, using residual connections in a novel way. This makes possible to
mitigate the problem of vanishing gradients by allowing the shortcut to flow through
the gradient of a deeper architecture. Unlike the traditional shortcuts defined in [39],
where a specific input fed the network at two different points of it, the proposed system
introduces a convolutional shortcut inspired by the basic structure of the ResNet-50
architecture. Such structure aims to optimise the dimensionality of the filters by al-
ternating convolution layers of 1 × 1 and 3 × 3 kernel sizes, which are represented in
green and blue boxes, respectively, in Figure 2. Also, an initial batch normalisation
layer (in brown) and a final max-pooling layer (in red) were implemented as a part
of the residual block (see Figure 2). Note that kernel and stride sizes of 4 × 4 were
specified for the max-pooling layer guaranteeing the consistency of the filter dimen-
sions to concatenate the residual features with the output from the Block 5 VGG16,
as observed in Figure 2. Finally, the Mres module contains a 1 × 1 convolution layer
which generates a volume of features G = {g1, g2, ..., gk, ..., gC}, where C = 512 is
the number of filters in the volume and gk is the k-th feature map with dimensions
H ×W = 7× 12.
The second module (Matt) of the proposed network includes an attention block
characterised by a succession of 1×1 convolutional layers intended to refine the features
in the spatial dimension. Specifically, the proposed module is a kind of bottleneck
architecture composed of a batch normalisation layer followed by two successive ReLu-
activated convolutions, in which the size of the filters is decreased progressively, as
specified in Figure 2. Also, a 1 × 1 convolution layer with a unique filter passing
through a sigmoid function (purple) was used to recalibrate the inputs. At the end of
the bottleneck, it includes another 1× 1 convolution layer which increases the number
of filters to make possible the concatenation between the inputs and the outputs of the
attention block. In this way, a basic skip-connection was implemented to flow larger
gradients to previous layers by learning an identity function as a shortcut, as observed
in Figure 2. Finally, the second module Matt is provided with another 1×1 convolution
layer used to obtain a feature volume map F = {f1, f2, ..., fk, ..., fC}.
Regarding the top model, a spatial squeeze was performed by a Global Average Pool-
ing (GAP) layer, which provides a vector x ∈ R1×1×C according to the Equation (1).
Finally, we defined a softmax-activated dense layer with two neurons corresponding to





























Figure 2. Developed architecture to distinguish between healthy and glaucomatous eyes from raw circum-
papillary OCT images. Note that blue, red, brown and green colours denote 3 × 3 convolution, max-pooling,
batch normalisation and 1× 1 convolution layers, respectively.
As summarised in Figure 3, given an input image I ∈ RH′×W ′×C′ , being H ′×W ′×
C ′ = 248× 384× 3 the dimensions of I, the first module Mres of the feature extractor
generates a volume map G ∈ RH×W×C , Mres : I → G. From here, G becomes the
input to the second module Matt, which provides a refined output F ∈ RH×W×C ,
Matt : G → F that corresponds to the feature volume embedded in the latent space,







Input Feature extractor Output
𝐼 ∈ ℝ!!×#!×$! 𝐺 ∈ ℝ!×#×$ 𝐹 ∈ ℝ!×#×$
Top model
Figure 3. Flowchart of the proposed circumpapillary architecture highlighting the connections between the
different modules of the feature extractor.
3.2. Volume-based predictive model development
3.2.1. Data-volume conditioning
As reported by Maetschke et al. [27], it was necessary to prepare the SD-OCT volumes
database to face the constraints of the GPU memory caused by a large amount of data.
In this paper, we propose a conditioning step of the slides based on extracting the
useful information from each image, instead of applying a mere down-sampling from
the volumes like [27,28]. First of all, we discarded the 32 initial and the 32 final slides
from the total of 128 because the rich information seems to be located around the
ONH, i.e. around the central slides of the cube, according to to the recent study [32].
In addition, we also developed a series of algorithms to remove useless pixels
from each slide ensuring the same dimensions for all the slides. In this way, given
S = {s1, s2, s3, ..., sP } and V = {v1, v2, v3, ..., vQ}, where S and V are sets of slides
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and volumes composed of P and Q instances, respectively, the algorithm is able to
reduce the dimensions M × N of each slide si ∈ vj , with i = {1, 2, 3, ..., P} and
j = {1, 2, 3, ..., Q}, to dimensions m×N . In order to calculate m, it was first necessary
to extract the dimensions of each specific bounding box Bi ⊂ si, which corresponds to
the region of the slide si that maximises the target retina area. Specifically, Bi was ob-
tained by applying the ROIret function which consists of a succession of morphological
operations followed by the Otsu’s binarisation method, according to Algorithm 1.
Algorithm 1: ROIret function to extract the region Bi from each slide si ∈ vj .
Data: Specific slide si ∈ vj .
Functions: Otsu, to find the optimal threshold.
Rectangle, to extract the region from a mask.
Result: Bounding box Bi ⊂ si ∈ vj .
Initialisation:
EO ← 1; %Disk structuring element for opening
ED ← [10, 20]; %Rectangular structuring element for dilation
EC ← 10; %Disk structuring element for closing
Bounding Box extraction:
Iopen ← (si 	 EO)⊕ EO
Idil ← Iopen ⊕ ED
Iclose ← (Idil ⊕ EC)	 EC
th← Otsu(Iclose)
Mask ← Iclose ≥ th
Bi ← Rectangle(Mask)
Once all Bi,j were achieved, m was defined by the dimensions of the largest Bi,j , ac-
cording to Algorithm 2. Then, we extracted a new set of slides I = {I1, I2, ..., Ii, ...IP },
where Ii ⊂ si ∈ vj corresponds to the region m ×N centred on the computed Bi, as
detailed in Algorithm 2. After the conditioning phase, each OCT volume was defined
by P = 64 B-scans of dimensions m × N = 550 × 512. However, to adapt the input
dimensionality to the trained circumpapillary feature extractor, we resized each new
slide Ii ∈ vi to 248× 384 pixels, as illustrated in Figure 4.
Algorithm 2: Data-volume conditioning to remove useless pixels from the
slides of the SD-OCT volumes.
Data: Slides S ∈ V with dimensions M ×N .
Function: centroid, to extract the centroid of the B ⊂ si ∈ vj .
Result: New slides I ⊂ S ∈ V with dimensions m×N .
Data conditioning:
for j ← 1 to Q do
for i← 1 to P do
Bi,j ← ROIret from si ∈ vj ;
x, y ← centroid from B ⊂ si ∈ vj ;
ci,j ← x ;
di,j ← |B(1, 1)−B(end, 1)| ;
m←MAX(d) ;
for j ← 1 to Q do
for i← 1 to P do
Ii,j ← si(ci,j − m2 to ci,j +
m
2 , 1 to N) ∈ vj ;
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Figure 4. Complete process to adapt the B-scans of the volumes to the slide-level discriminator dimensions.
This new set of volumes of dimensions P ×m×N will constitute the input to the feature extraction stage.
3.2.2. LSTM network construction
In this stage, we propose the use of LSTM networks to feed the model with the spatial
dependencies of the features extracted in the latent space from each new slide Ii ∈ vj .
Specifically, LSTM is a kind of Recurrent Neural Network (RNN) for sequence mod-
elling, widely used in handwriting recognition [40], speech recognition [41] or video
classification [42] tasks, among others. Unlike traditional RNNs, LSTM networks con-
tain a memory cell ct able to accumulate the state information to avoid the long-term
dependency problem. A common LSTM unit is composed of a series of gates that
control the flow of information around the cell. An input gate it regulates the new
information that enters the cell to be accumulated. The activation of a forget gate ft
determines whether the past cell status ct−1 is forgotten or not. Finally, an output gate
ot controls the propagation of the latest cell output ct to the final state ht, being t
each temporary instance.
In this paper, we follow the CNN-LSTM strategy carried out in [42] to consider
sequences of CNN activations. Unlike the aforementioned video-based study, the pro-
posed approach is intended to OCT-volume classification, so we consider each slide
as a frame, i.e. each spatial dependency as a temporary instance. Therefore, once
slide-level discriminator and data-volume conditioning stages were performed in the
previous sections, we used the pre-trained base model to carry out the feature extrac-
tion from each conditioned B-scan of the SD-OCT volumes. As illustrated in Figure
3, given an input image Ii ∈ vj , a feature volume fi in the latent space was obtained
after the feature extraction phase. Then, 1D array ai was generated from each feature
volume fi by flattening their dimensions 7× 12× 512, which correspond to the output
of the last 1×1 convolution layer of the slide-level discriminator (see Figure 5). In this
way, the inputs to the LSTM network consists of an array A = {a1, a2, ..., ai, ..., aP },
being P = 64 the number of slides per volume (see Figure 5). Otherwise, the out-
put of each LSTM memory cell hi corresponds to the concatenation of all outputs
hiu obtained from each LSTM unit u, so that hi = [hi1 , hi2 , ..., hiu , ..., hiU ], where U
is the number of specified LSTM units, as deduced from Figure 5. Note that each
hi constitutes the input (together with the ai+1) to the next LSTM memory cell
ct, which is graphically represented by the discontinue lines in Figure 5. Traditional
LSTM networks can return, per volume vj , either a set of all spatial dependencies
Hj = {h1, h2, ..., hi, ..., hP } or just the last one hP , which contains information from
all the previous B-scans. As a novelty, we developed in this case a sequential-weighting
module (SWM) that allows taking into account all LSTM outputs by weighting them,
in a sequential way, to provide a holistic feature vector Oj before the top model, ac-
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cording to Algorithm 3. Firstly, a flatten operation was applied to concatenate the
LSTM outputs Hj = {h1, h2, ..., hi, ..., hP } into an array Rj of length T = P ∗ U , as




T , ..., 1},
with k = {1, 2, 3, ..., T}, to generate a vector Lj = Rj ◦ W , so that Lj became a
weighting output from the initial LSTM output vector Hj . Additionally, as observed
in Figure 5, a skip-connection module was defined to perform a spatial squeeze of Fj
by means of a 3D global average-pooling layer (3DGAP), which generates an array
Zj that allows combining the set of features Fj embedded in the latent space with
the weighted LSTM outputs Lj . Finally, a holistic feature vector Oj was obtained per
volume by concatenating Zj and Lj outputs (see Figure 5). Regarding the top model
structure, a classifier based on a Multi-Layer Perceptron (MLP) was implemented to
achieve the probability pj corresponding to the class predicted from each specific vol-
ume vj , as specified in Algorithm 3. It should be remarked that aspects related to the































































Figure 5. Illustration of the proposed end-to-end CNN-LSTM approach to address the glaucoma detection
just from raw SD-OCT volumes centred on the ONH.
4. Results
In this stage, we describe separately the experiments carried out to develop the 2D
CNN-based feature extractor, and those performed to achieve the volume-based predic-
tive model. For both stages, we detail three well-differentiated sections: data partition-
ing, validation phase and prediction stage. Additionally, in the case of the slide-level
discriminator, we also report the results from an external validation to demonstrate
that the proposed feature extractor can generalise to other databases and, therefore,
it can be used to extract the features from the slides of the ONH-centred SD-OCT
volumes. Otherwise, with respect to the volume-based predictive model, we show the
Class Activation Maps (CAMs) generated by the best approach to identify the regions
in which the proposed model was paying attention for classifying each OCT volume,
as healthy or glaucomatous, during the prediction stage.
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Algorithm 3: Proposed methodology to predict glaucoma per volume.
Data: P slides per Q raw OCT volumes centred on ONH.
Functions: DC ≡ Data Conditioning stage.
FE ≡ Feature Extraction phase
MLP ≡ Multi-Layer Perceptron classifier
Result: Predictions pj from each SD-OCT volume vj .
End-to-end LSTM approach:
for j ← 1 to Q do
for i← 1 to P do
Ii ← DC(si), where si ∈ vj ;
fi ← FE(Ii), where Ii ⊂ si ∈ vj ;
ai ← Flatten(fi) ;
hi ← LSTM(ai) ;
% Sequential-Weighting Module (SWM):
Rj ← Flatten(Hj) ;
Lj ← Rj ◦W ;
Zj ← 3DGAP (Fj);
Oj ← Concatenate(Lj , Zj) ;
% Top model:
pj ←MLP (Oj) ;
4.1. Experiments for the slide-level feature extractor
4.1.1. Data partitioning
To provide robust and reliable results about the feature extractor, we performed a
patient-level data partitioning of the circ-DB-1 database. In particular, 52 circum-
papillary images (20 glaucomatous and 32 healthy) were grouped in an independent
set to test the model. With the rest of the data (training set), we performed an inter-
nal 5-fold cross-validation technique to optimise the hyper-parameters of the neural
networks. Specifically, in each iteration, 45 of the training set (58 glaucomatous and 99
healthy eyes) were employed to train a specific model and 15 (15 with glaucoma and
25 normal images) to validate it in order to monitor and prevent overfitting. Once the
five iterations were attained, we used the entire training data set (197 circumpapillary
samples) to train the final model with the architecture and parameters that reported
the best performance during the internal cross-validation (ICV) stage. The final model
was validated with the test set and evaluated with the external circ-DB-2 database,
which is composed of 143 glaucomatous and 193 healthy circumpapillary OCT images.
4.1.2. Validation phase
At this point, it should be remembered that, in our previous work [18], we carried out
a rigorous comparison between different neural networks for glaucoma detection just
from raw circumpapillary OCT images. For this reason, we detail in this section a new
comparison between the VGG family of networks, which reported the best performance
in [18], and the proposed Residual Attention Glaucoma Network (RAGNet).
Ablation experiments. To accomplish the empirical exploration of the optimal
hyper-parameter combination for the feature extractor, we made a sweep of different
values that we went refining during the training phase. In Table 3, we show a summary
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of the main parameters considered for this study, as well as the range of values used
during the exploration. Otherwise, in Table 4, we expose the final hyper-parameters
and components selected to carry out each approach under study. The abbreviations
set out in the Table 3 correspond as follows: SGD - Stochastic Gradient Descent; MSE
- Mean Squared Error; WBCE - Weighted Binary Cross Entropy; MLP - Multi-Layer
Perceptron; GMP - Global Max Pooling; GAP - Global Average Pooling.
Table 3. Summary of the main hyper-parameters and CNN configurations considered dur-
ing the training experiments to build the slide-level discriminator.
Model hyper-parameters Range Top model Range
















Batch size 8, 16, 32, 64 Fine-tuning Range
Number of epochs [50, 500] Unfrozen blocks 1, 2, 3, 4, 5
Table 4. Hyper-parameters and components selected after the empirical exploration carried out during the








Learning rate 0.001 0.001 0.0005 0.0005
Optimizer Adadelta Adadelta SGD SGD
Loss function WBCE WBCE WBCE WBCE
Batch size 16 16 16 16
Number of epochs 125 125 120 120
Top Model
Initial dropout 0.4 0.4 0.4 0.4
Structure GAP GAP GAP GAP
Final activation Softmax Softmax Softmax Softmax
Fine-tuning Unfrozen blocks 3 3 3 3
Based on the experiments attained in [18], we performed a deep fine-tuning strategy
of the VGG16 and VGG19 architectures, since they reported the best results. For both
CNNs, data augmentation techniques [43] were implemented to face the overfitting
problem by increasing the number of images of the database with synthetic samples.
A factor ratio of 0.2 was applied to perform random geometric and dense elastic
transformations from the original images, according to [18]. As observed in Table 4,
we unfroze the two last convolutional blocks of the VGGs to retrain the weights with
the specific information contained in the circumpapillary OCT images. Additionally,
a weighted binary cross-entropy (WBCE) was used as a loss function by employing
an optimal balanced factor α = [1.35, 0.79], following the Equations (2) and (3), to
alleviate the unbalanced problem between glaucoma and healthy classes, respectively
(see Table 4). The models reached the best performance when they were trained during
125 epochs trying to minimise the WBCE loss function, using Adadelta optimiser with
a learning rate of 0.001 and a batch size of 16. It is noticeable that we added an initial
dropout layer with a coefficient of 0.4 before the top model, as exposed in Table 4.
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, with c ∈ [1, 2] (3)
where ŷ and y represent the outputs and the ground truth, respectively. Ns denotes
the total number of samples and Nc = 2 corresponds to the number of classes. Note
that c = 1 and c = 2 are associated with glaucoma and healthy classes, in that order.
Regarding the proposed model (RAGNet), we performed the same deep fine-tuning
strategy as before, i.e. we only retrained the two last blocks of the VGG networks,
according to Table 4. Besides, the same data augmentation processing and weighted
loss function were specified to make an objective comparison. The major innovation
of the proposed method lies in the inclusion of the residual Mres and attention Matt
modules, whose filters and dimensions parameters were exposed in Figure 2. The
combination of the best hyper-parameters was carried out following the same empirical
exploration as before (see Table 3). In this case, we trained the models (using VGG16
and VGG19 architectures as a base model) during 120 epochs, instead of 125 like in
the VGGs case. WBCE (Equation 2) was selected as the loss function to be minimised,
using SGD optimiser with a learning rate of 0.0005 and a batch size of 16 (see Table 4).
As before, we also included a dropout layer of 0.4 to address the classification stage.
Concerning the top model, we made use of the same structure for all approaches,
which is described in Table 4. Particularly, we included a Global Average Pooling
(GAP) layer to obtain a spatial squeeze before the softmax-activated dense layer,
which is composed of two neurons to predict healthy or glaucoma for each sample.
Quantitative results. Different figures of merit, such as sensitivity (SN), speci-
ficity (SP), positive predictive value (PPV), negative predictive value (NPV), F-score
(FS) and area under the ROC curve (AUC) are reported in Table 5 to provide objective
results. Note that AUC metric was calculated by means of a polynomial approximation
using a gradient descent method, according to [44]. As a novelty, we also calculated
quantitative metrics related to the learning curves achieved during the training of
the models (see Table 6). In particular, we consider the validation accuracy (ACC)
and loss (LOSS) values and propose two additional measures to quantify the overfit-
ting (OVFT) and the quality (QLTY) of the validation learning curves. According to
Equation (4), OVFT indicator aims to provide measurable information related to the
generalisation ability of the models, so that the closer OVFT is to 0 the better. OVFT






(V Le − TLe), with OV FT ∈ [−∞,∞] (4)
V Le and TLe correspond to the validation and training loss curves, respectively, at
the epoch e. Additionally, ε denotes the total number of epochs and p represents the
position (epoch) in which the validation loss curve V L reaches the global minimum.
Otherwise, QLTY metric provides information about how stable is the model
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and how much does it learn. Therefore, we measured the stability (STBL) of the
model taking into account the variations between adjacent epochs of the valida-
tion loss curve. Specially, STBL was calculated according to Equation (5), where
D = {d1, d2, ..., de, ..., dε−1} is an array containing the differences between adjacent
epochs, so that de = V Le − V Le+1 denotes the difference between the values of the
validation loss curve achieved for the epochs e and e + 1. The closer STBL is to 0,
the more stable is the validation curve. Regarding the amount learned by the model
(LRNG), it was calculated as the difference between the validation loss values at the
initial and final epochs, according to Equation (6). In this case, negative values cor-
respond to a significant overfitting, whereas higher values denote greater learning.
Finally, QLTY metric was achieved following the Equation (7), where LRNG and
STBL measures were combined to evaluate the quality of the model training. In this
way, lower variations of validation loss between adjacent epochs and higher positive
differences between initial and final epochs would entail a QLTY value closer to 1,





, with STBL ∈ [0,∞] (5)











if STBL = 0
with QLTY ∈ [0, 1] (7)
Table 5. Quantitative results reached from the circ-DB-1 database during the internal cross-validation stage
with a confidence level of 95%. Metrics are reported in terms of average ± standard deviation followed by the
confidence intervals (CIs).
VGG16 VGG19 RAGNet-VGG16 RAGNet-VGG19
SN 0.81±0.11 (0.70-0.91) 0.77±0.17 (0.60-0.93) 0.86±0.11 (0.75-0.97) 0.73±0.12 (0.61-0.84)
SP 0.96±0.03 (0.93-0.99) 0.95±0.03 (0.92-0.98) 0.95±0.04 (0.91-0.99) 0.97±0.02 (0.95-0.98)
PPV 0.92±0.06 (0.87.0.98) 0.90±0.07 (0.84-0.97) 0.92±0.07 (0.86-0.99) 0.93±0.04 (0.89-0.97)
NPV 0.90±0.06 (0.84-0.95) 0.88±0.08 (0.80-0.96) 0.93±0.05 (0.87-0.98) 0.86±0.05 (0.81-0.91)
FS 0.86±0.08 (0.79-0.93) 0.82±0.11 (0.72-0.93) 0.88±0.04 (0.85-0.92) 0.81±0.08 (0.73-0.89)
AUC 0.88±0.05 (0.85-0.91) 0.86±0.08 (0.83-0.88) 0.91±0.04 (0.87-0-94) 0.85±0.06 (0.82-0.88)
4.1.3. Prediction stage
In this section, we expose the results for the prediction of the primary and external
test sets. Specifically, the results achieved when evaluating the primary test set from
the circ-DB-1 database are reported in Table 7). Additionally, the results correspond-
ing to the external validation are exposed in Table 8. The goal of this section is to
demonstrate that the proposed slide-level discriminator could be valid to perform the
feature extraction from the B-scans of the SD-OCT volumes. Therefore, we made use
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Table 6. Performance of the learning curves obtained from the circ-DB-1 database during the internal cross-
validation stage with a confidence level of 95%. Metrics are reported in terms of average ± standard deviation
followed by the confidence intervals.
VGG16 VGG19 RAGNet-VGG16 RAGNet-VGG19
ACC 0.90±0.05 (0.86-0.95) 0.88±0.06 (0.82-0.94) 0.92±0.02 (0.90-0.94) 0.89±0.05 (0.83-0.92)
LOSS 0.27±0.11 (0.16-0.37) 0.34±0.18 (0.17-0.5) 0.25±0.09 (0.16-0.35) 0.38±0.18 (0.2-0.54)
OVFT 0.11±0.10 (0.02-0.20) 0.16±0.14 (0.02-0.29) 0.12±0.08 (0.04-0.20) 0.17±0.10 (0.08-0.26)
STBL 0.01±0.01 (0.01-0.02) 0.02±0.01 (0.02-0.03) 0.07±0.03 (0.05-0.10) 0.08±0.01 (0.07-0.08)
QLTY 1±3e−13 (0.99-1) 0.99±0.01 (0.98-1) 1±2e−3 (0.99-1) 0.89±0.21 (0.69-1)
of the circ-DB-2 database as an external test set to check how did the proposed feature
extractor work with new OCT samples centred on the optic nerve head (ONH).
Table 7. Comparison between different strategies carried out during the pre-
diction of the primary test set from circ-DB-1 database.
VGG16 VGG19 RAGNet-VGG16 RAGNet-VGG19
SN 0.8500 0.8500 0.8500 0.9000
SP 0.8750 0.8438 0.9375 0.8750
PPV 0.8095 0.7727 0.8947 0.8182
NPV 0.9032 0.9000 0.9091 0.9333
FS 0.8293 0.8095 0.8718 0.8571
AUC 0.8625 0.8469 0.8938 0.8875
ACC 0.8654 0.8462 0.9038 0.8846
Table 8. Comparison of the results achieved from the different methods when
testing the external circ-DB-2 database.
VGG16 VGG19 RAGNet-VGG16 RAGNet-VGG19
SN 0.8741 0.8951 0.8951 0.8741
SP 0.8446 0.8238 0.8756 0.8653
PPV 0.8065 0.7901 0.8432 0.8278
NPV 0.9006 0.9138 0.9185 0.9017
FS 0.8389 0.8393 0.8678 0.8503
AUC 0.8593 0.8595 0.8789 0.8697
ACC 0.8571 0.8542 0.8839 0.8690
4.2. Experiments for the volume-based predictive model
4.2.1. Data partitioning
As before, we also carried out a data partitioning stage of the vol-DB-3 database
to guarantee the rigour of the experiments performed with the SD-OCT volumes.
Particularly, 15 of the data (29 glaucomatous and 35 healthy) was used as a test set
to evaluate the proposed model. The rest of the database was used to train the model
through a 5-fold cross-validation technique. In each of the five iterations, 45 of the
training data (92 glaucomatous and 113 healthy eyes) were employed to develop a
specific model, whereas 15 (23 with glaucoma and 28 normal volumes) was used as
a validation set to control overfitting and optimise the hyper-parameters. The final
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model was built via training the best architecture (optimised during the ICV stage)
with the samples from both training and validation sets.
4.2.2. Validation phase
In this section, we detail and compare the structure and the hyper-parameters that
compose the proposed architecture in relation to those of the state of the art. Specif-
ically, we show the differences between the developed method and other basic LSTM
structures to evidence the added value that the proposed sequential-weighting module
(SWM) introduces for glaucoma detection via SD-OCT volumes. Note that RAGNet
architecture (via fine-tuning the VGG16 network) was selected as the base model to
extract the features from which to carry out all the experiments of this section.
Ablation experiments. To perform a comparison as reliable as possible between
different approaches, we established some fixed conditions by means of an initial ran-
dom exploration of several hyper-parameters. Firstly, we fixed the input and output
dimensions, as detailed in Table 9, to elucidate which method extracted the most dis-
criminatory features. Regarding the model hyper-parameters, a nested loop was sweep-
ing different loss functions, gradient-based learning algorithms and sizes of batches to
select those that achieved the best performance. In particular, we found weighted bi-
nary cross-entropy (WBCE) loss function, Adadelta optimiser and batch size of 16
the best hyper-parameter combination to address the next phase. Note that, in this
case, we calculated an optimal weighting factor α = [1.11, 0.91] to balance the glau-
comatous and healthy samples, respectively, during the training of the models (see
Table 9). Otherwise, the number of training epochs and the learning rate were speci-
fied depending on the approach. Concerning the LSTM architecture, we fixed specific
hyper-parameters, such as an input dropout of 0.3 to prevent overfitting, whereas the
number of LSTM units was adapted to each approximation to provide a holistic fea-
ture map of size T = 512 before the classification stage. Also, we specified a constant
top-model structure defined by a multi-layer perceptron (MLP) containing two fully-
connected layers with 256 and 32 neurons, followed each one by a dropout layer with a
coefficient of 0.25. Finally, a softmax layer with two neurons (healthy and glaucoma)
was implemented to achieve the predictions per volume, as collected in Table 9.
Once the aforementioned hyper-parameters were established, we compared several
useful LSTM options such as the shape of the final LSTM outputs or the use of Bidi-
rectional layers, as proposed in [14], where the authors also performed a CNN-LSTM
strategy to identify biomarkers associated with the age-related macular degeneration
(AMD). Regarding the output shape, basic LSTM networks can provide 3D or 2D
arrays depending on whether all LSTM outputs Hj are considered or just the last
one hP , which contains information from all the previous slides. Both approaches are
analysed in this study, under the name of OS3D and OS2D, respectively (see Tables
10, 11). The use of bidirectional layers (Bi) was also contemplated for both previous
approaches to determine the performance of this kind of layers. As evidenced in Tables
10, 11, bidirectional layers provide a slight outperforming, so we carried out another
experiment, with the best-reported conditions, based on stacked LSTM layers in order
to evaluate more complex and deeper architectures. Note that for all the aforemen-
tioned experiments, the models were trained during 60 epochs with a learning rate of
0.01, trying to optimise the compromise between accuracy and overfitting metrics. The
number of LSTM units defined to adapt the size of the feature embedding space to
T = 512 were 8, 512, 4, 256 and 1×(256, 512) for OS3D, OS2D, Bi+OS3D, Bi+OS2D
and stacked Bi+OS2D approaches, respectively. Note that OS3D-based models re-
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Table 9. List of hyper-parameters used to train the
volume-based model for the different approaches. Remem-
ber that Q is the number of volumes with P B-scans that
compose the vol-DB-3 database.
Data shape
Input shape Q× P × 248× 384× 3
Output shape Q× 512 (before the top model)
Model hyper-parameters
Loss function WBCE
Weighting factor α=[1.11, 0.91]
Optimiser Adadelta
Batch size 16
Number of epochs Variable → [50, 500]
Learning rate Variable → [5e−1, 1e−5]
Architecture hyper-parameters
Feature extractor RAGNet (with VGG16)
Input dropout 0.3
LSTM units Variable → 4, 8, 256, 512
Top model
Dense units 1×(256, 32)
Dropout coefficients 2×(0.25)
Final activation Softmax (2 neurons)
quire an extra layer to flattening the features extracted from all slides, unlike the
OS2D-based methods which only output the features that come directly from the last
slide. For this reason, the LSTM units related to OS3D-based models need to be lower
than those associated with OS2D-based approaches. Worth noting that bidirectional
layers are a kind of generative deep learning that allows creating a reversed copy of the
input sequence. Therefore, when bidirectional layers are included, LSTM units must
be halved to keep the output dimensionality.
Regarding the proposed strategy (RAGNet-VGG16 + LSTM + SWM), we kept
most of the hyper-parameters constant, but thanks to the developed sequential-
weighting module (SWM), it was possible to decrease the learning rate to perform
a more stable training during more epochs, without reporting overfitting. Specifically,
we trained the models during 150 epochs with a learning rate of 0.005. Additionally,
since bidirectional layers worked better in the previous approaches, we performed an
additional experiment to check them in combination with the designed SWM-based
model (see Tables 10, 11). Following the same criteria as before, the number of LSTM
units specified for the proposed method with and without bidirectional layers was 4
and 8, respectively.
Additionally, an extra experiment was carried out to compare the performance
for the end prediction when using the proposed RAGNet-VGG16 or the traditional
VGG16 feature extractor. This experiment aims to know how large the gap in the final
performance is between both slide-level discriminators when extracting the features of
the latent space from each slide of the OCT volume. To accomplish this section, we
fixed the same hyper-parameters and network structure as in the proposed method
(RAGNet-VGG16 + SWM). The results reached using the traditional feature extractor
during the cross-validation stage can be observed in Tables 10 and 11, under the name
of VGG16 + SWM.
Quantitative results. In this case, we also show the results provided by the differ-
ent approaches during the ICV stage of the volume-based predictive model. All figures
of merit related to the training of the models are collected in Table 10, whereas the
metrics corresponding to the validation learning curves are exposed in Table 11.
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Table 10. Quantitative results reached from vol-DB-3 database during the ICV of the volume-based predictive model
with a confidence level of 95%. Metrics are reported in terms of average ± standard deviation followed by the CIs.
SN SP PPV NPV FS AUC
OS3D 0.68±0.04 (0.64-0.72) 0.77±0.09 (0.68-0.86) 0.72±0.08 (0.63-0.80) 0.75±0.03 (0.71-0.78) 0.70±0.065 (0.65-0.74) 0.73±0.05 (0.68-0.79)
OS2D 0.73±0.12 (0.60-0.86) 0.79±0.03 (0.77-0.82) 0.74±0.05 (0.69-0.79) 0.79±0.08 (0.71-0.87) 0.73±0.08 (0.64-0.82) 0.76±0.07 (0.70-0.81)
Bi+OS3D 0.72±0.05 (0.67-0.77) 0.75±0.08 (0.68-0.82) 0.71±0.08 (0.63-0.78) 0.77±0.05 (0.72-0.81) 0.71±0.06 (0.66-0.77) 0.74±0.05 (0.68-0.80)
Bi+OS2D 0.66±0.14 (0.51-0.81) 0.85±0.11 (0.74-0.97) 0.82±0.12 (0.69-0.95) 0.76±0.05 (0.71-0.82) 0.71±0.07 (0.63-0.79) 0.76±0.04 (0.72-0.80)
Stacked
Bi+OS2D
0.75±0.13 (0.63-0.86) 0.71±0.20 (0.52-0.90) 0.71±0.11 (0.60-0.81) 0.79±0.06 (0.73-0.85) 0.72±0.06 (0.66-0.77) 0.73±0.06 (0.68-0.76)
Proposed method
(RAGNet + SWM)
0.76±0.11 (0.64-0.87) 0.79±0.08 (0.70-0.87) 0.75±0.06 (0.68-0.82) 0.81±0.07 (0.74-0.88) 0.75±0.05 (0.70-0.80) 0.78±0.04 (0.72-0.82)
Proposed method
(RAGNet + SWM) + Bi
0.75±0.09 (0.66-0.83) 0.77±0.15 (0.63-0.91) 0.75±0.12 (0.64-0.86) 0.76±0.06 (0.74-0.85) 0.74±0.07 (0.68-0.80) 0.76±0.05 (0.71-0.80)
VGG16 + SWM 0.70±0.11 (0.59-0.80) 0.69±0.05 (0.64-0.73) 0.64±0.04 (0.60-0.68) 0.74±0.06 (0.68-0.80) 0.67±0.07 (0.60-0.73) 0.69±0.04 (0.65-0.73)
Table 11. Results corresponding to the learning curves achieved during the validation of the trained models from
vol-DB-3 database with a confidence level of 95%. Metrics are reported in terms of average ± standard deviation
followed by the CIs.
ACC LOSS OVFT STBL QLTY
OS3D 0.71±0.06 (0.65-0.78) 0.57±0.09 (0.48-0.67) 0.28±0.08 (0.19-0.37) 0.04±0.02 (0.02-0.07) 0.82±0.21 (0.61-1)
OS2D 0.75±0.07 (0.68-0.82) 0.54±0.16 (0.38-0.72) 0.27±0.13 (0.14-0.40) 0.12±0.04 (0.08-0.16) 0.70±0.29 (0.42-0.98)
Bi+OS3D 0.74±0.05 (0.68-0.80) 0.53±0.08 (0.45-0.61) 0.21±0.08 (0.13-0.30) 0.05±0.01 (0.04-0.05) 0.91±0.16 (0.75-1)
Bi+OS2D 0.77±0.33 (0.73-0.80) 0.55±0.12 (0.42-0.67) 0.28±0.08 (0.19-0.37) 0.15±0.01 (0.14-0.16) 0.71±0.17 (0.55-0.88)
Stacked
Bi+OS2D
0.73±0.07 (0.66-0.80) 0.59±0.18 (0.40-0.79) 0.20±0.10 (0.10-0.31) 0.10±0.02 (0.09-0.12) 0.66±0.35 (0.33-0.99)
Proposed method
(RAGNet + SWM)
0.77±0.04 (0.73-0.81) 0.49±0.09 (0.39-0.59) 0.13±0.09 (0.04-0.23) 0.02±0.01 (0.01-0.03) 0.99±0.03 (0.96-1)
Proposed method
(RAGNet + SWM) + Bi
0.77±0.07 (0.69-0.84) 0.53±0.15 (0.37-0.69) 0.18±0.11 (0.11-0.26) 0.05±0.01 (0.04-0.07) 0.92±0.13 (0.77-1)
VGG16 + SWM 0.69±0.04 (0.65-0.73) 0.64±0.07 (0.57-0.71) 0.41±0.06 (0.35-0.47) 0.01±0.01 (0.01-0.02) 0.99±0.01 (0.99-1)
4.2.3. Prediction stage
This section consists of two parts. In the first one, we compare the results achieved
on the vol-DB-3 test set from the different approaches (see Table 12) and secondly,
we show the computed Class Activation Maps (CAMs), which highlight the regions of
interest obtained from the SD-OCT volumes. Specifically, CAMs allow identifying the
areas in which the proposed deep-learning model was paying attention for classifying
each OCT volume, as healthy or glaucomatous, during the prediction stage. Since
the proposed SWM-based method outperforms the rest of approaches, we report the
CAMs extracted from the test set making use of the developed volume-based predictive
model (without bidirectional layers). The combination of CAMs and LSTM units
allows detecting the ROIs of each B-scan, as well as the key slides inside the volume to
address the glaucoma diagnosis. In Figure 6, we show several examples of the heat maps
generated by the model from random SD-OCT volumes of the test set. In particular, a
sweep of several heat maps of representative slides Ii corresponding to four randomly
selected volumes from each class vcr, being r ∈ [1, Q] a random integer and c the class,
are exposed to elucidate the discriminating OCT regions depending on the class. It
should be remarked that the hot-coloured areas indicate greater discriminatory power
to detect the class under study.
4.3. Comparison with the state of the art
In this section, we aim to compare the proposed method with those used in other
studies of the state of the art (SotA). It is important to highlight that, to the best of
the authors’ knowledge, there are no public databases of SD-OCT volumes to make
possible a direct comparison. For this reason, in order to accomplish this section, we
have faithfully replicated the experiments carried out in those SD-OCT volume-based
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Figure 6. Heat maps generated by the proposed LSTM network to highlight the most important regions of
each B-scan when classifying specific random volumes as glaucomatous or healthy samples. Four first columns
of volumes vGr1 , ..., v
G
r4
bounded by the red rectangle correspond to glaucomatous eyes, whereas the four last
columns of volumes vHr1 , ..., v
H
r4
marked with the green rectangle correspond to healthy samples.
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Table 12. Comparison of the results achieved during the prediction of the primary test set from vol-DB-3
volume-based database.
SN SP PPV NPV FS AUC ACC
OS3D 0.7586 0.7982 0.7591 0.8000 0.7547 0.7793 0.7813
OS2D 0.6897 0.6857 0.6451 0.7272 0.6667 0.6877 0.6875
Bi+OS3D 0.7586 0.8286 0.7857 0.8056 0.7719 0.7936 0.7969
Bi+OS2D 0.7586 0.7714 0.7333 0.7941 0.7458 0.7650 0.7656
Stacked
Bi+OS2D
0.72414 0.8286 0.7778 0.7838 0.7500 0.7764 0.7813
Proposed method
(RAGNet + SWM)
0.7586 0.8571 0.8148 0.8108 0.7857 0.8079 0.8125
Proposed method
(RAGNet + SWM) + Bi
0.7586 0.7714 0.7333 0.7941 0.7458 0.7650 0.7656
VGG16 + SWM 0.8276 0.6857 0.6857 0.8276 0.7500 0.7567 0.7500
works of the literature intended to glaucoma detection. As we mentioned in Section 1.1,
two recent studies [27,29] could be directly compared with ours since they focused just
on raw SD-OCT volumes to address the glaucoma detection, without including other
variables extracted from the patient, such as visual field (VF), intraocular pressure
(IOP), mean deviation (MD) or fundus images, among others.
Worth noting that the state-of-the-art experiments were replicated making use of the
same deep-learning architecture and maintaining the original hyper-parameters dur-
ing the training of the models (see Table 13). However, some specific conditions were
adapted in each case to make possible the comparison between methods. In particular,
batch size and loss function hyper-parameters were not reported in [27], so we defined
them according to our work, i.e. a batch size of 16 and the weighted binary cross-
entropy (WBCE) as a loss function. Otherwise, since the batch size hyper-parameter
was also not reported in [29], we specified it to 4 in order to face the GPU memory
problems associated with such a deep neural network. Regarding the architectures, we
also conserved the same original structures to provide a comparison as objective as
possible. In Table 14, we expose the test results via comparing the proposed method-
ology with the different state-of-the-art approaches intended to glaucoma detection
just from raw SD-OCT volumes. Note that all the experiments were performed on an
Intel i7 @4.00 GHz of 16 GB of RAM with a Titan V GPU of 12 GB of RAM.
Table 13. Hyper-parameters specified to perform the models’ training from vol-DB-3 database.
Optimiser Learning rate Loss function Batch size Epochs
Maetschke et al. Nadam 0.0001 WBCE 16 100
Ran et al. Adam 0.0001 WBCE 4 40
Proposed
Method
Adadelta 0.005 WBCE 16 150
5. Discussion
5.1. Discussion about the feature extractor
In contrast to the state-of-the-art studies, which performed the glaucoma detection
from SD-OCT volumes through 3D architectures, in this paper, we propose a new
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Table 14. Results reached by the state-of-the-art approaches in comparison with the proposed
method when predicting the test set from vol-DB-3 volume-based database.
SN SP PPV NPV FS AUC ACC
Maetschke et al. 0.6207 0.8000 0.7200 0.7180 0.6667 0.7103 0.7188
Ran et al. 0.6348 0.7286 0.7771 0.7756 0.5858 0.6817 0.6873
Proposed
method
0.7586 0.8571 0.8148 0.8108 0.7857 0.8079 0.8125
way of addressing this task by using the spatial dependencies between 2D images, in-
stead of operating in the three-dimensional space. Thereby, we have developed a new
slide-level discriminator able to extract the features from the slides of the SD-OCT
volumes. At this point, it should be remarked the importance of using pre-trained net-
works when addressing small databases in order to leverage the information acquired
by the weights of the architecture when it was trained on larger databases. The pro-
posed Residual Attention Glaucoma Network (RAGNet) method was compared with
other validated architectures, which reported the best performance in our previous
work [18] for glaucoma detection using circumpapillary OCT samples. In Table 5, dif-
ferent figures of merit extracted from the five cross-validated iterations are exposed
to compare the different approaches. The proposed RAGNet model, characterised by
the combination of residual connections and convolutional attention blocks, reported
a significant outperforming with respect to the rest of networks. Specifically, RAGNet
model (via fine-tuning VGG16 architecture) achieved the best results for the most
of metrics, except for SP and PPV measures, whose highest values were reached by
the RAGNet model (with the fine-tuned VGG19). However, taking into account that
this approach showed a significantly worse performance for the rest of metrics, and
RAGNet model (with VGG16) provided SP and PPV values closely similar to the
best approach, the proposed network could be considered superior. In any case, the
inclusion of the proposed residual and attention modules outperforms the popular
pre-trained architectures of the state of the art.
As a novelty, besides the accuracy and loss values, we also introduced new metrics,
such as OVFT, STBL and QLTY related to the learning of the models, as observed
in Table 6. These additional measures provide information about the generalisation
ability of the models to predict new samples. In this case, RAGNet (with VGG16)
was consolidated as the best network since it reported higher values for accuracy and
loss metrics, besides those aforementioned. Additionally, for OVFT, STBL and QLTY
measures the proposed model achieves closely similar results in relation with those
reached by the best architecture (pre-trained VGG16). The small reported differences
(0.01, 0.06 and 0.002 for OVFT, STBL and QLTY indicators, respectively) are negli-
gible in the model’s performance since all of them represented a stable learning, which
is associated with a reliable predictive system, as can be deduced in Tables 7 and 8.
To verify how the models would work with new OCT samples, we carried out a
prediction stage in which we evaluated the models on a primary test set from the
circ-DB-1 database (see Table 7). In line with the results obtained during the internal
cross-validation stage, RAGNet-based approaches also surpassed the results for all
figures of merit. In particular, RAGNet with VGG16 worked as a more specific model
since it achieved higher values for SP and PPV metrics, whereas RAGNet with VGG19
provided better SN and NPV results. The rest of metrics (FS, AUC and ACC) offer
information about the general behaviour of the model. In this case, RAGNet with
VGG16 stood out for FS and ACC measures, but it reported lower values estimating
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AUC. Nevertheless, both RAGNet-based methods showed excellent performance, with
results around 0.9 for all figures of merit. Also, the results of the experiments make
evident that the proposed RAGNet approach based on residual and skip-connections
improved of the performance of the traditional networks previously validated in [18].
Moreover, in order to check the generalisation ability of the models, we performed
an additional validation from an external database. It should be highlighted that
this part is really important because the final success of the volume-based predictive
model largely depends on the feature extractor performance. For this reason, it is
necessary to validate the proposed slide-level discriminator with independent databases
to ensure that it can predict independent OCT samples centred in the optic nerve head
(ONH). Results corresponding to this stage are exposed in Table 8, where it can be
appreciated that the proposed RAGNet (with fine-tuned VGG16 architecture) clearly
achieved the best performance for all figures of merit. Furthermore, results reported
closely similar values to those reached in the primary test set, which indicates that the
proposed feature extractor is perfectly applicable to other databases. In addition, the
designed slide-level discriminator is robust to the acquisition machine, which can be
deduced from the exposed volume-level results. After this complete validation process,
we found the proposed RAGNet model (with the fine-tuned VGG16) as the best feature
extractor, surpassing the performance reported by the previously trained models in
[18]. For this reason, we made use of the proposed slide-level discriminator to extract
the latent space features from the B-scans of the SD-OCT volumes.
5.2. Discussion about the LSTM-based model
First of all, it is important to mention the data-volume conditioning stage performed
to accomplish the experiments. In line with the state-of-the-art works [27, 28], a pre-
processing stage was necessary to face the GPU memory problems due to a large
amount of data contained in the SD-OCT volumes. However, unlike the aforementioned
studies where each OCT scan of the database was a cube of resolution of 200 ×
200 × 1024, the proposed approach was addressed from volumes of 885 × 512 × 128.
Specifically, [27] and [28] applied a down-sampling step to obtain volumes of dimensions
64×64×128 and 100×100×128 voxels, respectively. Contrary, the method proposed
in this paper allows taking better advantage of the useful information from each slide
by focusing on the retina regions around the ONH, as detailed in Figure 4.
Regarding the predictive model development, to the best of the authors’ knowledge,
we are the first that propose the use of LSTM networks to address the glaucoma de-
tection just from raw SD-OCT volumes. In addition, we introduce some novelties with
respect to the basic LSTM networks. In particular, we propose a sequential-weighting
module (SWM) which allows refining the LSTM outputs to control the overfitting and
improve the learning of the models via skip-connections. SWM block makes possible
that each LSTM output hi directly contributes to the volume classification, but in
a weighted way. To demonstrate the outperforming of the proposed SWM-based ap-
proach, we compared it with other basic LSTM structures, as observed in Table 10.
Since LSTM networks can output 3D or 2D arrays depending on the specified output
shape, we analysed both options (OS3D and OS2D, respectively) and we also included
bidirectional layers (Bi), according to the architecture used in [14]. As appreciated in
Table 10, the use of bidirectional layers surpasses in both cases the results achieved
with the same models without including these layers. For this reason, we based on the
best model from the four previous experiments to build deeper LSTM networks via
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stacking two LSTM memory cells. Finally, the results reached by the proposed meth-
ods with and without bidirectional layers can be appreciated in Table 10. In such table,
we observe that the Bi+OS2D model reports better SP and PPV, but in exchange for
compromising the rest of the metrics. However, the proposed model provides a more
sensible behaviour outperforming the SN, NPV, FS and AUC results and keeping sta-
ble the rest of the metrics. Otherwise, when the traditional VGG16 architecture is
used as a feature extractor, the performance of the model notably decreases for all
figures of merit in contrast to the proposed method.
In Table 11, corresponding to the analysis of training and validation curves, the
superiority of the proposed model is accentuated since it achieves the best results re-
lated to the learning stage for most of the metrics. Note that, in line with the results
reported during the evaluation of the feature extractors, when the traditional VGG16
architecture is used, the stability (STBL) and the quality (QLTY) of the models are
better. However, in this case, the end-to-end system with VGG16 as a feature extractor
reports a lot of overfitting (OVFT), which explains the poor performance of the model
affecting to the rest of figures of merit. Additionally, the proposed method also stands
out for STBL and QLTY metrics, besides the OVFT, being the differences in this
case remarkably enough to affect the future behaviour of the model when predicting
new SD-OCT volumes. Specially, OVFT metric shows a notorious better performance,
which allowed training the model during more epochs with a lower learning rate to
achieve a more robust model. This resulted in a higher quality (QLTY) of the training
model since greater and more stable learning (higher LRNG and lower STBL values)
was accomplished. Moreover, in Table 11, we can also see that the proposed model
reaches the best results for validation accuracy and loss measures. From this rigor-
ous analysis, we considered the proposed method as the best volume-based predictive
model, which is characterised by using the RAGNet-VGG16 model as a feature ex-
tractor and the SWM block to refine the LSTM outputs before the top model.
Finally, we carried out a prediction stage to evaluate the models’ performance mak-
ing use of the test set. Specifically, during the evaluation of the test set, SWM-based
models stand out for all metrics, as expected. The end-to-end system using VGG16
as a feature extractor reports a more sensible behaviour since it outperforms for SN
and NPV metrics, whereas the proposed method (using RAGNet-VGG16 as a feature
extractor) is a more specific model since it highlights for SP and PPV metrics. Also, in
line with the findings obtained during the internal cross-validation stage (Tables 10 and
11), the proposed method reaches the best performance for general metrics such as FS,
AUC and ACC (see Table 12). It is important to note that, although VGG16+SVM
model achieves better SN and NPV values, the rest of metrics are greatly affected,
which does not correspond to a reliable model in order to predict new samples. How-
ever, the proposed method reports more stable values for all figures of merit, being the
SN and NPV differences very small with respect to the VGG16+SWM model (0.0690
and 0.0168, respectively). Therefore, based on the results reported during both train-
ing and testing phases, it leads to thinking that the proposed model arises like the
best system to provide an added value for glaucoma detection, taking into account
that SD-OCT volumes are not being currently traced due to the workload involved.
Nevertheless, it would be necessary to validate the volume-based model on external
databases to verify the robustness of the proposed system.
From the final results reached by the end-to-end system, we can also conclude that
the proposed feature extractor is not camera-specific because, although it was devel-
oped using circumpapillary OCT images, the features of the latent space extracted
from each cross-sectional slide of the volume allow obtaining a high performance after
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including LSTM and SWM architectures. This fact evidences that the proposed fea-
ture extractor, besides to be non-camera specific, is robust against different types of
acquisition cut-offs (circumpapillary or linear) since it founds the relevant information
around the optic nerve head of the retina, independently of the extraction mode.
Additionally, the computed Class Activation Maps (CAMs) extracted from the pro-
posed model could help to determine the relevance of the models since, according to
Figure 6, notorious differences are evident in the classification of healthy and glaucoma
SD-OCT volumes. In this paper, unlike the rest of the state-of-the-art works which
reported CAMs from single slides of each volume, we expose different representative
slides for several random volumes to determine which B-scans become more relevant
for glaucoma diagnosis. In particular, the first slides of the volumes (I1, I2, I3, ...) do not
seem to matter much when predicting the healthy class, in contrast to the glaucoma
label since the heat maps highlight specific areas around the RNFL. Central slides
(..., I21, I22, I23, ...) are more interesting because, in the case of healthy volumes, the
LSTM model pays attention to the left and right bounds of the retina areas, whereas
central regions corresponding to the optic disc cupping seem more discriminative for
the glaucoma class. Additionally, a prominent activation usually appears highlighting
the neuroretinal rims for glaucomatous volumes, especially on the left part. Otherwise,
more advanced central slides, i.e. ..., I41, I42, I43, ..., reports a clear discriminatory abil-
ity to determine the healthy class, but no obvious signs of glaucoma are evidenced by
the proposed model. Concerning the last slides (..., I62, I63 and I64), the heat maps
also manifest differences depending on the class since the proposed model tends to
highlight the external areas of the retina for healthy slides, and the central zones for
glaucomatous samples. In summary, the findings achieved by the CAMs are directly
in line with those reported in the literature [27, 29] since the heat maps focus on the
edges of the retinal layers in the normal volumes, whereas retinal structures such as
RNFL, neuroretinal rims and lamina cribrosa are evident in the glaucomatous cases.
5.3. Discussion about the SotA comparison
As we have previously mentioned, we are the first that propose the use of CNN-LSTM
networks to address the glaucoma detection from SD-OCT volumes. In particular, we
expose in this paper a comparison between our method and other works proposed in
the literature which addressed the problem via 3D deep-learning architectures. Since
no public SD-OCT databases are available, we replicated the experiments performed
by the state-of-the-art studies [27, 29] to objectively contrast the differences reported
in Table 14. Results show a clear outperforming of the proposed method with respect
to the rest of the state-of-the-art models for all figures of merit. In Table 14, we can
observe the superiority of the proposed RAGNet+SWM method for OCT glaucoma
detection, which specially stands out for SN, FS, AUC and ACC metrics, where the
differences between models exceeds more than 10%. At this point, it is important to
highlight that the results achieved by the state-of-the-art networks in this study could
be underperformed since, with the aim of reporting a direct comparison, we trained
their architectures on our database, but they were originally intended to be trained
on larger data sets.
From the state-of-the-art comparison carried out, which is very limited by the ab-
sence of public databases, it can be concluded that the proposed method, based on a
new combination of CNN and LSTM networks, outperforms the glaucoma detection
results achieved from other state-of-the-art studies focused on 3D architectures.
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6. Conclusion
In this paper, we have proposed an artificial-intelligence predictive model based on a
new deep-learning strategy to address the glaucoma detection just from raw SD-OCT
volumes. Specifically, the proposed model consists of a novel combination of CNN
and LSTM networks that allows taking into account spatial dependencies between the
B-scans of the volumes. For the first time, we have combined fine-tuning techniques
with other convolutional blocks in parallel to build a slide-level feature extractor from
circumpapillary OCT samples. In addition, skip-residual connections were included to
improve the discriminator performance through an attention module intended to refine
the features of the latent space. Also, in order to keep the spatial information along
with the three-dimensional data, we have proposed the use of LSTM networks with an
innovative sequential-weighting module (SWM) that allows optimising the LSTM out-
puts to enable a more stable and efficient model learning. From the developed model,
we computed the class activation maps, whose results could suppose a promising tool
for an easier 3D scans analysis by the specialists, who could scroll the heat maps
that highlight the areas of interest to determine the class of each sample. Addition-
ally, the proposed method outperforms the results reported by other state-of-the-art
works, which also focused on the raw SD-OCT volumes to address the glaucoma de-
tection via 3D deep-learning architectures. Based on the obtained results and taking
into account that we did not include visual field, intraocular pressure or other external
tests to develop the predictive models, we can conclude that SD-OCT volumes could
provide great added value for glaucoma diagnosis. Furthermore, artificial intelligence
techniques, such as the proposed in this paper, could help ophthalmologists to face
the workload associated with the analysis of the cross-sectional OCT images.
As future research lines, better results for SD-OCT volumes could be reported by
training a slide-level discriminator focused on the specific knowledge of the SD-OCT
B-scans, instead of the circumpapillary images. Although the proposed method was in-
tended to evidence the possible added value that SD-OCT cubes provide for glaucoma
detection, it could be considered as a good starting point to build a reliable computer-
aided diagnosis system. Additionally, significant improvements could be reached by
increasing the number of samples of the database.
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