Abstract. Membership function based on affinity among samples considers not only the distance between samples and its center, but also the relationship among samples. However it ignores the structural distribution of samples in different classes and the influences of between-class distance on membership. Therefore, this paper proposed an improved membership function, named fuzzy membership function based on structure information of data, which incorporates structural distribution and between-class distance into the calculation of membership. The main idea is to find the optimal hyper-sphere for the positive and negative samples respectively by support vector data description method and give a reduction ratio for samples out of sphere according to the between-class distance. Numerical experiments demonstrate that the proposed membership function is consistent with the practical application, and it can significantly improve the classification performance of fuzzy support vector machine.
Introduction
In order to solve the problem that support vector machine (SVM) is sensitive to noises and outliers, fuzzy support vector machine (FSVM) was proposed by Lin et al. which gives a fuzzy membership to each sample [1] . FSVM describes the importance of samples on the classification with membership and reduces the influence of outliers for classification hyper-plane through reducing the membership of outliers. The choice of membership function often decides the classification performance of FSVM. Thus the calculation of membership is a key step in FSVM. There are some designs of membership function. Lin et al. proposed membership function with distance between the samples and their center which satisfies that the sample closer to the center point, the bigger of the corresponding membership [1, 2] . An et al. constructs membership function by sample density which is defined as the number of surrounding samples [3, 4] . Zhang et al. finds an optimal hyper-sphere which can surround almost all samples through the relationship between sample and other samples, and designs different membership function for samples according to their relative position of hyper-sphere [5, 6] .
However these membership functions ignore the influence of samples' structure distribution characteristics and the between-class distance on membership. Fuzzy membership function based on structural information of data (S-FM) is proposed in this paper to solve this problem. Firstly, we obtain hyper-sphere containing positive and negative samples respectively by support vector data description (SVDD) method [7] according to the structure distribution of samples, and then respectively give a certain proportion to reduce membership of samples which is outside of the hyper-sphere according to between-class distance of two classes. This proposed membership function can make full use of the structure information of the data, distinguish the outliers and support vector, and is more suitable for the FSVM model.
Prior Work

Fuzzy Support Vector Machine
Fuzzy support vector machine finds a classification hyper-plane by minimizing the weight errors of samples and maximizing the classification intervals to classify samples. Concretely, given training set 
Where C is a parameter. FSVM introduces the Lagrange function, and obtains its saddle point by the partial derivation of the variables, so the form of dual problem of FSVM is the follow: 
We can obtain the hyper-plane through solving this quadratic programming problem.
Fuzzy Membership Based on Affinity among Samples
Fuzzy membership based on affinity among samples (A-FM) uses SVDD method to find the smallest volume of hyper-sphere that can surround all samples, and defines the membership function by distance between samples and their center. Its model is [3] :
α , R and α α α α are the radius and center of hyper-sphere respectively. An improved A-FM is given in Literature [8] , named IA-FM, and the model is:
Fuzzy Membership Function Based on Structural Information of Data
Although A-FM takes into account the compact of samples, it still ignores some aspects, as shown in Fig. 1 and Fig. 2 . In Fig. 1 , two red samples '○' and '+' relatively close to the center of optimal hyper-sphere, therefore, their fuzzy membership calculated by A-FM method are larger. However, according to the samples distribution of positive and negative classes, sample '○' and sample '+' lied in the edge of positive and negative classes respectively are maybe outliers, thus their membership should be smaller, which is inconsistent with previous result. In Fig. 2(a) and Fig. 2(b) , samples in two classes have the same within-class position, while the between-class distance is totally different. The membership of samples lied in the edge, just as sample '△ △ △ △' in Fig. 2(a) should larger than that in Fig. 2(b) , because the between-class distance in Fig. 2(a) is larger than that in Fig. 2(b) . But, according to the A-FM method, it has the same membership in Fig. 2(a) and Fig. 2(b) , which contradicts with the real situation. Note: where black hollow circulars '○' stand for positive samples with vertical distribution; black plus signs '+' stand for negative samples with horizontal distribution. Therefore, the structural information of samples, such as structural distribution and between-class distance should be considered in the calculation of fuzzy membership. On the basis of IA-FM method, we calculate the radius of optimal hyper-sphere in accordance with the samples distribution of positive and negative classes respectively, meanwhile, consider the influence of between-class distance on membership and then propose a fuzzy membership function based on structural information of data (S-FM). The calculation formula of S-FM is From formula (5), the sample lied inside the optimal hyper-sphere closer to the center, the bigger of the corresponding fuzzy membership and its minimum value is 0.6; the smaller of between-class distance of the samples lied outside the optimal hyper-sphere, the smaller of the fuzzy membership. Therefore, S-FM not only decreases the membership of outliers but also ensures the fuzzy membership of support vectors is not too small.
Experiments
In order to verify the validation of proposed S-FM method, we respectively conduct experiments on artificial datasets and benchmark datasets in FSVM model to compare with A-FM and IA-FM method. We take five-cross-validation and grid search to find optimal parameter and record testing accuracy. All experiments are carried out in the kernel space with Gauss kernel using FSVM model. The range of Gauss kernel parameter is {2 | 2, 1, ,9,10} Note: where blue '*' stand for positive samples, red '○' stand for negative samples.
The experimental results is shown in Table 1 . From Table1, We can get the follow conclusions. Compared with A-FM and IA-FM, the proposed S-FM is more suitable for FSVM so that it has a higher classification accuracy, especially in Pima-Indian dataset. Because our method comprehensively considers the structual distribution features with the influence of between-class distance on fuzzy membership. It distingishs outliers with normal samples, outliers with support vectors to a large degree and ensures that the membership of the support vector is not too small. Therefore our method of S-FM is in accordance with actual characteristics of data, and more suitable for the FSVM model. 
Conclusion
In this paper, we proposed a fuzzy membership function based on structural information of data. It considers structural distribution of different classes, and calculates membership of positive and negative sample respectively. Meanwhile, it considers the influence degree of between-class distance on the fuzzy membership according to the size of relative distance ratio from samples to the center of two classes. Therefore, it reduces the influence of outliers on the classification result and ensures that the membership of support vector will not be reduced too fast. Thus outliers and normal samples are better to be distinguished. Experiments on artificial and benchmark datasets show that the proposed method is effective, and it can play a better role in the FSVM model. There are many parameters in the model, and the influence of the parameters on the classification results can be further studied.
