map-state duality -inspired by and tailored specifically to the problem at hand. Section III then applies these building blocks and associated tools from tensor network states to the theory of entanglement evolution. We begin by recalling the fundamental definitions and a quick outline of the known theory, we then cast these methods into our framework and pinpoint a wide class of measures which all share the same network topology in the tensor network language. The conclusion presents an overview of potential future directions by listing some open problems and new directions.
II. PENROSE GRAPHICAL NOTATION AND MAP-STATE DUALITY
We begin by showing how quantum states and operators may be represented graphically using the tensor network language. We then proceed to more complex topics, including the state-map duality and its graphical equivalents.
It is typical in quantum physics to fix the computational basis and consider a tensor as an indexed multi-array of numbers. For instance, (a) (b) represent the tensor (a) ψ i and (b) T i jk . The scenario readily extends. Graphically a two party quantum state |ψ would have one wire for each index. We can write |ψ in abstract index notation as ψ ij or in terms of the Dirac notation convention (which we mainly adopt here) as |ψ = ij c ij |i |j . Appropriately joining a flipped (transpose) and conjugated (star or overbar) copy of the quantum state |ψ allows one to represent the density operator ρ = c ij c kl |ij kl| as follows [10] . Here a box with two inputs (i, j) and two outputs (k, l) would be used to represent a general density operator ρ = ρ kl ij |ij kl|, with no known additional structure. Those familiar with quantum circuits will recognize this graphical language as their generalization [13] .
Remark II.1 (Tensor valence) A tensor with n indices up and m down is called a valence-(n, m) tensor and sometimes a valence-k tensor for k = n + m.
Remark II.2 (Diagram convention -top to bottom, or right to left) Open wires pointing towards the top of the page, correspond to upper indices (bras), open wires pointing towards the bottom of a page correspond to lower indices (kets). For ease of presentation, we will often rotate this convention 90 degrees counterclockwise.
We are interested in the following operations: (i) tensor index contraction by connecting legs of different tensors, (ii) raising and lowering indices by bending a leg upwards or downwards, respectively and thus taking the appropriate conjugatetranspose and (iii) a duality between maps, states and linear maps in general, called Penrose wire bending duality. This duality will play a major role in our application of the language to entanglement evolution. The duality is obtained by noticing that states are tensors with all open wires pointing in the same direction. Bending some of the wires in the opposite direction makes various linear maps out of a given state. Given the computational basis, this amounts to turning all kets belonging to one of the Hilbert spaces into bras and vice versa. A bipartite state in the fixed standard basis
for example, is dual to the operator
This result can be shown by considering components of the equation (A ⊗ 1) |Φ + where |Φ + is the Bell state (5). The Choi-Jamio lkowski isomorphism can be cast as a case of Penrose Duality. To do this we must recall Penrose's cups, caps and identity wires. As in [10] , these three tensors are given diagrammatically as
By thinking of these tensors now in terms of components, e.g. δ ij is 1 whenever i = j and 0 otherwise, we note that
where the identity map (a) corresponds to Equation (3), the cup (b) to (4) and the cap (c) to (5) . The relation between these three equations is again given by Penrose's wire bending duality: in a basis, bending a wire corresponds to changing a bra to a ket, and vise versa, allowing one to translate between Equations (3), (4) and (5) 
Result II.3 (Graphical trace -Penrose [10] ) Graphically the trace is performed by appropriately joining wires. The following depiction in Figure 2 (b) is Penrose's representation of a reduced density operator, where the stars on the Ψ's represents complex conjugation.
We have now presented the key tensor network building blocks used in this study. In practice, tensor networks contain an increasing number of tensors, making it difficult to form expressions using (inherently one-dimensional) equations. The two-dimensional diagrammatic depiction of tensor networks can simplify such expressions and often reduce calculations. Here we tailor this graphical tool to depict internal structure and lend insight into presenting a unified theory of entanglement evolution. A key component of this unified view relies on the natural equivalence induced by the so called snake equations, which we will review next. The snake equation [10] amounts to considering the transformation of raising or lowering an index. One can raise an index and then lower this index or vice versa, which amounts essentially to the net effect of doing nothing at all. This is captured diagrammatically by the so called, snake or zig-zag equation, as = together with its vertical reflection across the page. In tensor index notation, it is given by δ ji δ ik = δ k j . As a tool to aid in our analysis of entanglement evolution, we have noticed a succinct form of map state duality that works by considering the natural equivalence found by the snake equations inside an already connected diagram. We expect that this formulation and its interpretation will have applications outside of the area of entanglement evolution. To date, the snake equation has already been used to model quantum teleportation [19, 20] and so the interpretation here is a different one.
Lemma II.4 (Graphical map-state duality) Every bipartite quantum state |ψ is naturally equivalent to a single sided map [ψ] acting on the Bell state |Φ + with graphical depiction as follows.
We will make a few remarks related to Lemma II.4. To prove the result using equations (instead of diagrams which was already done) we proceed as follows. acted on by the identity operation. Application of the snake-equation to one of the outgoing wires allows one to transform this into the equivalent diagram (b). We can think of (b) as a Bell state (left) being acted on by a map found from coefficients of the state |ψ . We have illustrated this map acting on the bell state in (b) by a light dashed line around |ψ . We then rewrite the figure, capturing the duality and arriving at (c). 
III. ENTANGLEMENT EVOLUTION
Remark III.1 (Background reading) For more details on standard results in the area of open systems theory, see for instance [21] . For result results unifying several pictures of open systems evolutions see [17] .
Quantum operations are maps acting on quantum states ρ such that they preserve the positivity and boundedness of the corresponding density operator [21] . Such maps are known as completely positive. They can be used to represent the action of unitary maps or, more generally, decoherence and measurement or combinations thereof. In general a completely positive map $, called a superoperator, may be described in terms of Kraus operators A k ,
The map $ is said to be trace-preserving iff Tr(ρ) = Tr($ρ) for all positive operators ρ and it can be shown that this is true iff k A k A † k = 1. Such maps faithfully preserve the normalization of ρ.
We consider bipartite states ρ ∈ H A ⊗ H B . Since such states may be entangled, one is often particularly concerned with how entanglement evolves or changes under completely positive maps. Thus, given an entanglement measure C and a local completely positive map
we will want to compute C[($ A ⊗ $ B )ρ], for some entanglement measure C. An elementary, but still critically important, example of such maps are one-sided maps of the form $ = $ A ⊗ 1 B .
Entanglement evolution under one-sided maps has been characterised in the literature. In [1] Konrad et al. showed that for pure bipartite qubit states
and so they factored the function C[$, |ψ ] of two variable arguments into a product of functions, one depending only on the starting state and the other only on the completely positive map characterising the one-sided evolution. Thus, calculating the evolution of entanglement for a single initial state, |Φ + , allows us to compute it for all other pure initial states. As will be seen later, this provides an upper bound on the quantity of evolved entanglement for all initial mixed states. Here
is again the typical Bell state and C is the concurrence. For mixed states they found the upper bound to be given by the product [1]
In [2] the analogous result was obtained for higher-dimensional systems, but where C was replaced by the G-concurrence, defined for d-dimensional pure states
A ij |i ⊗ |j (12) with A := [ψ] as
For mixed states the G-concurrence is defined through the convex roof construction [22] 
where the infimum is taken over all convex decompositions of ρ into pure states, i.e., all decompositions of the form
with p i > 0, i p i = 1 and the |ψ i need not be orthogonal. Hence, we note in particular that it is not sufficient to consider only the spectral decomposition.
The results on factorisation of entanglement evolution were further extended to the multipartite case in [4] , where Gour showed that the same factorization result holds for all SL-invariant entanglement measures. These are defined as:
Definition III.2 (SL-invariant measures [4, 22] C) . The groups SL(d k , C) are the special linear groups represented by all d k ×d k matrices with determinant 1. A SL-invariant measure of multipartite entanglement C : B(H) → R + maps the bounded operators on the Hilbert space H (not necessarily normalised density matrices) to non-negative real numbers. C must satisfy the following properties:
1. For every g ∈ G and ρ ∈ B(H) we have that
2. It is homogenous of degree 1,
3. For all valid mixed states it is given in terms of the convex roof construction:
Here the minimum is taken over all convex decompositions of ρ, i.e. all decompositions into ρ = i p i |ψ i ψ i | where ψ i ψ j is not necessarily zero.
Now we will show how the above results, both those for mixed and pure states and generally for qudits, can be described through the use of Penrose graphical calculus and the Choi-Jamio lkowski isomorphism. More precisely, we will show that
The factorised form of the entanglement evolution is desirable as it simplifies and unifies calculations of entanglement once a one-sided map has been applied. To arrive at the factorisation formula we first require one further result. Given an n × n matrix A with det(A) = 0 and an SL-invariant n-dimensional entanglement measure C, we find that
where we have defined A := det(A) 1/n g, with g ∈ SL(n). As will be seen, this calculation (18) will be applied to maps A that arise under wire bending duality from states. Consider
ψ and by Lemma II.4 we establish equality of (a) and (b). Hence, every bipartite quantum state |ψ can be represented as the generalized Bell state |Φ + acted on by a single sided map [ψ] . Let A := [ψ] then the rank of A determines entanglement properties of |ψ . A is full rank iff |ψ is SLOCC equivalent to |Φ + . In fact, A is full rank iff det(A) = 0 or equivalently iff det(A † A) > 0. This will soon become relevant as we will use this duality to view |ψ as a single sided map and rely on the determinant to evaluate the entanglement measure of interest. Now that we have established a factorisation of the above formula (18) we will show that the factor det(A) 2/n is nothing other than
Let us then consider evolution of the bipartite state |ψ under the superoperator $, with a tensor network given as ψ ψ
A A
We then apply Lemma II.4 to both sides and arrive at ψ ψ A A So |ψ becomes a superoperator acting on the density operator
which can be equivalently expressed in Figure 5 (c) where the remaining subfigures (a, b) summarize the duality behind entanglement evolution. Hence, Lemma II.4 allows us to show the equivalence of the states (a) and (c) in Figure 4 and from this it follows that
which is alternatively expressed as (1
Furthermore, notice that any state |ψ may be written using the Schmidt decomposition as |ψ = k √ ω k |kk . Thus, the map $ ψ may be considered simply as an action of a matrix
where the factor of √ n enters because of normalization. Because of the purity of |ψ we arrive at only a single Kraus operator. Thus we find that
Notice, that det(A) 2/n = n n k=1 ω 1/n k . This is exactly the definition of Gconcurrence, reflecting the fact that G-concurrence is the only SL-invariant measure of entanglement for bipartite qudits. The second factor in the above equation (22) is simply equivalent to
where
We can therefore rewrite the equation as
The term C ($ ⊗ 1)|Φ + Φ + | still needs to be evaluated. However, its value tells us how concurrence evolves under $ ⊗ 1 for all pure states. It thus only needs to be computed once. Here the entanglement measure C is now understood to be the G-concurrence. The equation factorises concurrence into a part entirely due to evolution dynamics and a part entirely due to the initial state.
Having established the evolution equation (25), we will now consider an upper bound. Since the measure C is given by a convex roof construction for mixed states, it is a convex measure -i.e.
We can use the convexity of the measure C to find an upper bound on the entanglement evolution for mixed states. This upper bound is given by
IV. CONCLUSION
We have shown how entanglement evolution can be understood and even unified in terms of a tailored variant of the Penrose graphical calculus. We developed a key graphical tool to simplify the derivation of several important recent result in quan- tum information theory -that of entanglement evolution of bipartite quantum states. The result was originally obtained through the Choi-Jamio lkowski isomorphism, which we have shown in the diagrammatic language reduces to bending a contracting wire into a snake. We introduced the necessary tensor networks and showed how the evolution of G-concurrence, the only SL-invariant measure of bipartite entanglement, can be obtained from these network diagrams. We thus developed a tensor network approach that, through the use of Penrose duality, recovers the known theory of entanglement evolution. This goal necessitated the introduction of several new methods which could prove useful in other areas. In particular, we anticipate the existence of other problems that could be simplified through the use of the diagrammatic variant of channel state duality we have developed for our purposes here. This cross pollination could lead to further insights into the strengths and limitations of the approach we have presented here. As for the entanglement evolution itself, it is now fairly well understood for pure initial states and one-sided channels, few results are known for more general maps and for mixed initial states. Progress in this direction through the use of the Choi-Jamio lkowski technique is inhibited by the fact that the dual equivalent of a mixed state is a super-operator rather than a simple matrix. Mathematically, given a mixed state in its spectral decomposition ρ = k p k |ψ k ψ k |, its wire bent dual is the map (see part (a) of figure 5)
where A k is the wire bent dual of the state |ψ k . With pure states we have the fortune that $ ρ reduces to a single matrix and we can thus greatly simplify the calculation. The fact that it is now a genuine super-operator limits the applicability of this approach. One would thus expect that a qualitatively different approach is needed to find a closed form expression for entanglement evolution of mixed states. And in fact, the very existence of such an expression is not guaranteed. However, finding it would immediately also yield a closed form expression for the evolution under maps acting on more than one subsystem $ 1 ⊗ $ 2 . To see this, notice that $ 1 ⊗ $ 2 = ($ 1 ⊗ 1) · (1 ⊗ $ 2 ) thus treating the map as a sequence of two maps acting on only one subsystem. As with the purely algebraic approach, the drawback of the tensor network approach is that it relies on the simplifying properties of bipartite SL-invariant measures of entanglement. The key contribution being a conceptual aid and exposure of the underlying mathematical structure at play. Namely, the property that acting on a single subsystem of a quantum state with a non-singular matrix as (A ⊗ 1) ρ A † ⊗ 1 multiplies an SL-invariant entanglement measure with a function of det(A). Other entanglement measures may not satisfy this property, and indeed the usual concurrence only satisfies it in two dimensions.
