This paper presents MACI, the first bespoke framework for the management, the scalable execution, and the interactive analysis of a large number of network experiments. Driven by the desire to avoid repetitive implementation of just a few scripts for the execution and analysis of experiments, MACI emerged as a generic framework for network experiments that significantly increases efficiency and ensures reproducibility. To this end, MACI incorporates and integrates established simulators and analysis tools to foster rapid but systematic network experiments.
In this paper, we identify three recurring requirements for network experiment studies: i) the specification, management, and documentation of experiments with their dependent and independent control parameters, ii) the scalable experiment execution, i.e., the parallel execution of a large set of experiments, and iii) the interactive analysis of the experiment results based on the previously specified control parameters. We argue that an integrated solution is indispensable to increase the efficiency of network experiments.
In the following, we present MACI, the first bespoke framework for the seamless management, scalable execution, and interactive analysis of a large number of experiments. MACI emerged as the result of our experiences and learned best practices during various research projects and evolved into a smart combination and integration of established tools to foster rigorous evaluations throughout the research process. MACI adopts, for example, the concepts of interactive data analysis from the domains of business intelligence and data science on network experiments. MACI follows the zeitgeist of agile development and continuous integration by removing obstacles to fast iterations which hinder research progress.
We discuss the benefits of MACI based on our experience with three research projects: i) an extensive DASH video streaming study [31] , ii) the development of various Multipath TCP packet schedulers [12, 10] , and iii) the tuning of a distributed topology graph pattern matching protocol [28] .
We publicly release MACI together with tutorials at https://maci-research.net to enable other researchers to increase the efficiency of their work.
Requirement Analysis
To make the case for developing MACI, we start by analyzing recent observations and recurring requirements for conducting network experiments.
Req. 1: Improved Efficiency The driving requirement for an integrated network experiment framework is to improve research efficiency. This allows the researcher to focus on reasoning, questioning and improving the observed behavior.
Observation 1: Increasing Complexity While today's modular, layered communication systems enable optimizations and reduce complexity per layer, research on communication systems has to consider complex cross-layer dependencies. The tuning of transport protocols and congestion controls, for example, has to consider various network environments, application workloads, and configurations of the network stack. Similarly, the performance of DASH video streaming algorithms changes significantly when replacing the underlying TCP congestion control or transport protocol (e.g., replacing TCP with emerging protocols such as MPTCP and QUIC). The systematic analysis of cross-layer dependencies is indispensable even if only a single component should be optimized.
Observation 2: Increasing Innovation Speed We notice an increasing speed of network innovations. The recently proposed QUIC transport protocol [15] , for example, is designed with the explicit goal of enabling frequent iterative improvements [18] . Hence, these iterative improvements have to be repetitively analyzed with respect to their impact on the application performance, e.g., in the previous DASH video streaming example. Recent advances in network programmability, such as congestion control and Multipath TCP scheduler specification languages [4, 12] , will further increase innovation speed. Since these languages enable rapid specifications of novel communication system algorithms, we need support for rapid evaluations with systematic experiments.
Observation 3: Extensive Experiments We note an increasing number of extensive experiment studies in various communication system domains. These extensive studies consist of a large number of individual emulation or simulation experiments. Kakhki et al. [17] identify the need for rapid evaluations of protocols such as QUIC and present a rigorous comparison of QUIC protocol versions. Paasch et al. [22] used an experimental design approach for Multipath TCP to evaluate dependencies of the protocol configuration, the network capacity, and the network delay. In [30, 34] , the authors conducted extensive emulationbased studies of DASH video streaming. We found previously proposed experiment automation frameworks [3, 14, 19, 23, 24] [9] . Network experiment studies should leverage today's available experiment resources and the parallel nature of experiments to increase iteration speed. The framework should reflect changing resource requirements during the research project lifecycle.
Req. 3: Modular Framework
The framework has to be modular to customize and exchange major components. This includes APIs for additional components, e.g., to automatically trigger new evaluations based on previous results. Network experiments require an execution environment such as a simulator, an emulator, a hardware testbed, or a real-world infrastructure. Accordingly, it should be easy to integrate the variety of established execution environments.
Req. 4: Interactive Analysis To foster a systematic analysis of the experiment results, the framework has to manage the collection, aggregation, and analysis of results. Following best practices from the areas of data analytics, business intelligence, and data science, data should be visualized interactively. The researcher should interact with the data to filter and aggregate for configurations and environments and trigger the evaluation of additional configurations.
Req. 5: Reproducibility The conducted scientific experiments must be reproducible. This is particularly important as research prototypes evolve quickly and previous experiments have to be reproducible with their implementations and configurations.
Req. 6: Coordination of Collaboration We notice that coordination of experiments and sharing of results among researchers introduces overhead. Researcher tend to write just a small analysis script, as the development of reusable features is typically out of scope for the current research project. Figure 1 : Overview of the experiment-driven research process enabled by MACI.
Experiment-Driven Research
MACI is designed for experiment-driven research, which relies on recurring evaluations with implementations of systems, protocols, and algorithms. In the following, we present the design of MACI for seamless experiment execution and interactive analysis. MACI supports the entire lifecycle of an iterative research process, including the initial execution and analysis of prototypes with a few varying parameters, the refinement of the underlying algorithms, protocols, and implementations, and the extensive evaluation of matured implementations. Therefore, MACI enables the experiment management, their scalable execution, and the interactive analysis of the experiment results integrated in a seamless fashion, as shown in Fig. 1 .
Manage Experiments MACI structures experiments by decoupling experiment study templates, experiment studies, and experiments to enable efficient management and reusability of experiments (Fig. 2 ). An experiment study template is a reusable template for a certain application domain. The experiment study exposes dependency variables to control configuration and environment conditions. Usually, evaluations compare the application performance in a certain environment depending on its configuration. Accordingly, MACI makes the differentiation between configuration and environment explicit to automatically prepare for meaningful analysis.
An experiment study is a concrete instantiation of a template. The experiment study comprises an executable experiment, which results from the combinations of the specified configurations and environments. The execution of a single experiment results in various measurements, including target metrics and Interactive Data Analysis MACI provides various views to interactively analyze experiment results. These interactive views are seamlessly available based on collected and provided data. In particular, the data model, e.g., the available configuration parameters, is automatically derived from the specified data in the management frontend.
The data analysis process is inspired by established features for the analysis of multidimensional data, i.e., the established OLAP (hyper) cube [6, 13] . The user interface of MACI allows the selection of target metrics, as well as the specification of filters and aggregations based on configuration and environment parameters. The result of these operations is represented visually, e.g., as box plots. The interactive analysis and visualization of the data distributions enables researchers to inspect sources of variances by changing filters and aggregations.
MACI provides additional analysis views, e.g., to analyze single experiments (drill down) and balance conflicting target metrics. The automatic generation of Pareto frontiers, for example, enables the researcher to inspect trade-offs for the throughput and latency of congestion controls.
Implementation
In the following, we present the modular implementation of MACI. The contribution of MACI goes beyond these modules, but stems from their seamless integration to foster the experiment-driven research process.
Manage Experiments The web frontend includes an editor and management features for all steps of the experiment lifecycle, i.e., the specification of the experiment and its configuration and environment parameters as well as the monitoring of running experiments. The frontend provides direct feedback, e.g., the total experiment duration, and automates reoccurring manual steps. To integrate and control established network simulators and emulators, MACI relies on Python scripts. The backend is implemented as dotnet core server application, which provides a REST API and a ready to use Java interface.
Scalable Execution Experiment instances are executed in parallel to speed up the evaluation. MACI supports the manual management of worker instances (servers) as well as the integration with manageable infrastructures, i.e., AWS EC2 and Proxmox. The current implementation of MACI follows an Infrastructure as a Service cloud model, as many experiments require own operating system modules (e.g., for transport protocol implementations such as MPTCP) and do not support multiple concurrent experiments per host. For experiments with less infrastructure dependencies, we envision more resource efficient serverless computations, such as AWS Lambda.
Interactive Data Analysis For the data analysis, we rely on the established SciPy [1] data science toolchain of Jupyter, numpy, and pandas. We discarded commercial alternatives in favor of a publicly available framework. MACI provides analysis template scripts which instantly provide interactive analysis features to explore and drill down experiments intuitively. These templates are at the sweet spot of automation and flexibility, as they are easily extendable by researchers with the vast Python software module ecosystem.
Deployment To enable a rapid setup, we provide an optional docker-compose configuration, initiating and connecting all required system components, i.e., the MACI-backend, Jupyter/SciPy and a Mininet worker. Thus, a full MACI system can be deployed with a single command on any major OS.
Experiences and Results
In the following, we discuss our MACI experiences. We greatly benefited from MACI during the development and evaluation in recent research projects on Multipath TCP scheduling [11, 12, 10, 33] , DASH video streaming [31] , topology graph pattern matching algorithms [28] , and the supervision of student theses. We further reproduced the results of a notable Multipath TCP experimental design study [22] . Besides the necessary evaluation setup for the execution of a single experiment instance, we only added six lines of code to benefit from all MACI features, such as the parallel experiment execution and the analysis with plots comparable to the original publication. Learning Curve We provided MACI to students and found that MACI i) increased their speed and systematics by guiding them through the experiment lifecycle and ii) helped us to monitor their progress.
Simulator/Emulator Integration While MACI was developed with the Mininet network emulator in mind, we integrated ns-3 and a custom Java-based simulator with minimal changes.
DASH Video Streaming Analysis
We used MACI for an extensive Dynamic Adaptive Streaming over HTTP (DASH) player and adaptation algorithm comparison. While the results of this comparison are published in [31] , we discuss the contribution of MACI on this publication in the following.
DASH [27] is a main enabler of adaptive video streaming in today's Internet. By adapting the quality and size of the downloaded video segments, DASH copes with the wide range of fluctuating network conditions in today's Internet. Various DASH players and video quality adaptation algorithms were proposed to provide high video playback quality and to avoid video stallings in these heterogeneous environments.
Experiment Setup We used MACI for a comprehensive DASH emulation study. We compared three major DASH player implementations with two playback quality adaptation algorithms and various player configurations, i.e., the video segment length and the target size of the playback buffer, in networks with varying characteristics (Table 1) . For a detailed investigation, we collected various target metrics, including the achieved video quality, the experienced stalling events, and the network utilization.
Iterative Research Process We developed, tested, and improved the DASH specific measurement features iteratively. The interactive analysis of the experiment results enabled us i) to quickly detect errors and inconsistencies in our measurements and implementations and ii) to identify regions of interested and to add additional measurement metrics and configurations to further investigate and question our findings within the process. We profited from MACI for interactive analysis group sessions to discuss and question hypotheses. The simple repetition of experiment stud-ies with improved and extended implementations was crucial for our efficiency.
Scalable Execution As a single execution of all configurations in all environments requires more than 40 hours (120 s video playback per experiment), the parallel experiment execution significantly increased our iteration speed and enabled us to retrieve reliable results with dozens of repetitions.
MPTCP Scheduler Development
We used MACI for the development of five novel Multipath TCP (MPTCP) schedulers. While the MPTCP specific details and evaluations are published in [12, 10] , we discuss the contribution of MACI on the design of one exemplary scheduler in the following.
MPTCP [8] is a recent TCP evolution, which uses multiple subflows to leverage multiple paths and network interfaces for a single connection. The mapping of packets on subflows, the MPTCP scheduling, has a crucial impact on the performance. The design of MPTCP schedulers has to consider complex dependencies between subflow and traffic flow characteristics.
Iterative Research Process Redundant transmission of packets on multiple subflows proactively compensate packet loss and promises to reduce flow completion times. Tuning a redundant scheduler, however, calls for many design decisions, e.g., when to transmit a redundant or a fresh packet. We used MACI for a systematic comparison of these design decisions for various traffic patterns (e.g., flow sizes) in different network environments (e.g., loss rates and capacities). The interactive analysis of MACI with visualizations as shown in Fig. 3 enabled us to identify and overcome weaknesses of scheduler designs.
Discussion
I prefer simulator foo and analysis tool bar. MACI focuses on a seamless experiment execution and evaluation process with established, publicly available components. As there is no optimal tool for all scenarios, the modular architecture of MACI enables the integration of additional components, such as simulators and analysis tools. For example, even though big data analysis frameworks were unrequired for our use cases so far, MACI supports their integration in the seamless research process.
Isn't this just parameter sweeping? MACI differs from parameter tuning and performance analysis frameworks [7] , as it covers the entire research process, including the refinement of the evaluated protocols, algorithms, implementations, and their environments and configurations (Fig. 1) . MACI increases the evaluation efficiency to focus on the analysis of research hypotheses and provide empirical evidence. Isn't this data dredging? The simplicity of conducting additional experiments and interactive analysis might be tempting to uncover statistically significant yet obviously unreasonable relations. We claim, however, that researchers using MACI save time to focus on rigorous analysis and work on better models.
Isn't A/B testing superior? A/B tests [18, 26] are indubitably superior to emulation and simulation studies. However, rigorous and meaningful A/B testing i) is reserved for a few leading companies and largely infeasible in academia and ii) requires systematic initial experiments which benefit from MACI.
Conclusion
In this paper, we presented MACI, a framework for the management, the scalable execution, and the interactive analysis of a large number of network experiments. MACI significantly reduced repetitive tasks and increased the quality of the obtained results in various application scenarios [10, 11, 12, 28, 31, 33] . MACI provided all evaluation process specific functionalities and allowed us to focus on research. This paper provides only an overview of MACI -many additional helpful features can be found in the released version.
MACI is designed and evaluated with a focus on the experiences and requirements of researchers in the communication systems community. We assume that the significance of MACI and the idea of a seamless, integrated research process goes beyond this domain. We released MACI at https://maci-research.net and hope that it is the starting point to i) increase the research efficiency and quality and ii) integrate and establish more sophisticated evaluation methodologies in the communication system research process.
