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Abstract
Let D be an integral domain, S a saturated multiplicative subset of D, and N = {0 = x ∈ D |
xD ∩ sD = xsD for all s ∈ S}. We study Nagata’s theorem for the class group and multiplicative
sets S such that SN is the complement of a prime ideal. As applications, we calculate the class group
of pullback domains and D +XDS [X] domains.
 2003 Elsevier Science (USA). All rights reserved.
Introduction
Let D be an integral domain, S a multiplicative subset of D, and ϕ : Cl(D)→ Cl(DS)
the natural homomorphism of (t-)class groups defined by [I ] → [IS]. It is well known
that if D is a Krull domain, then ϕ is surjective; this is often called Nagata’s theorem for
the class group. There are many kinds of generalizations of this result to other classes of
integral domains, for example, when D is a weakly Krull domain [8, Theorem 4.8], S is a
splitting set [6, Theorem 4.2], t-dim(D) = 1 ([8, Theorem 4.5] and [23, Theorem 1.11]),
D is a PVMD (cf. [10, p. 39]), or D is v-coherent [33, Théorème 1]. For further
generalizations, see [10,21,23].
Let S be a saturated multiplicative subset of an integral domain D. Then N = {0 = x ∈
D | xD ∩ sD = xsD for all s ∈ S} is also a saturated multiplicative subset of D. As in [6],
S is called a splitting set if SN =D − {0}, and N is called the m-complement for S. It is
clear that D−{0} is a splitting set with m-complementU(D), the group of units of D, and
that if S is a splitting set, then N is also a splitting set. Moreover, if S is a splitting set with
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we will call the set N the m-complement for S even when S is not a splitting set.
Let T be an integral domain, M a nonzero maximal ideal of T , k = T/M , k∗ = k−{0},
D a proper subring of k with quotient field k, ϕ :T → k the natural ring epimorphism, and
R = ϕ−1(D) the pullback domain:
R = ϕ−1(D) D
T
ϕ
k = T/M
()
It is known that the map α : Cl(D)→ Cl(R), given by [I ] → [ϕ−1(I)], is well-defined
if and only if ϕ˜ :U(T ) → k∗/U(D), given by u → ϕ(u)U(D), is surjective [18,
Theorem 2.3]. In this case, we have an exact sequence [18, Theorem 2.3(c)]
0 Cl(D)
α Cl(R)
β
Cl(T ).
Let T = k +M and R =D +M be integral domains, where k is a field, M is a nonzero
maximal ideal of T , and D is a proper subring of k with quotient field k. This is one of the
most important pullback domains of type () such that ϕ˜ is surjective [18, Proposition 2.9].
This construction has proved to be very useful for constructing examples (see [14,18,24,
32]).
In Section 1, we study two generalizations of Nagata’s theorem for the class group. Let
S be a multiplicative subset of an integral domain D. (1) Assume that S is generated by
principal primes such that for a prime t-ideal P of D with P ∩ S = ∅, (PDS)t  DS .
Then Cl(D) = Cl(DS), and D is a PVMD (respectively GCD-domain) if and only if
DS is a PVMD (respectively GCD-domain). (2) Assume that for P ∈ t-Max(D), if
P ∩ S = ∅, then (PDS)t DS ; and if P ∩ S = ∅, then htP = 1. Then the homomorphism
ϕ : Cl(D)→ Cl(DS), given by [I ] → [IS], is surjective.
In Section 2, we study saturated multiplicative subsets S of D with m-complement N
such that SN = D − P , where P is a prime ideal of D. We show that Cl(D) = G⊕H ,
where G= {[IS] ∈ Cl(DS) | II−1 ⊆ P } and H = {[IN ] ∈ Cl(DN) | II−1 ⊆ P }; Cl(D) =
Cl(DS)⊕Cl(DN) if PS and PN are t-ideals; and Pic(D)= Pic(DS)⊕Pic(DN) if for each
maximal ideal Q of D, either Q ∩ S = ∅ or Q ∩ N = ∅. As applications of Section 2,
in Section 3 we calculate the class group of pullback domains of type () such that
ϕ˜ :U(T )→ k∗/U(D) is surjective. We show that Cl(R) = Cl(D) ⊕ Im(β) and that if
M is a t-ideal of T , then Cl(R) = Cl(D) ⊕ Cl(T ). In Section 4, we prove that if S is a
splitting set of D with m-complement N , then Cl(D+XDS [X])= Cl(DS[X])⊕Cl(DN)
and Pic(D +XDS [X])= Pic(DS[X])⊕ Pic(DN).
Let D be an integral domain with quotient field K . Recall that for a nonzero fractional
ideal I of D, I−1 = {x ∈ K | xI ⊆ D}, Iv = (I−1)−1, and It =⋃{(a1, . . . , an)v | 0 =
(a1, . . . , an) ⊆ I }. A nonzero fractional ideal I is called a divisorial ideal or v-ideal
(respectively t-ideal) if Iv = I (respectively It = I ), and I is said to be a finite type
v-ideal if I = (a1, . . . , an)v for some 0 = (a1, . . . , an)⊆ I . Note that Iv = It if I is finitely
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D is contained in a (necessarily prime) t-ideal maximal among proper integral t-ideals
of D. It is well known that if D is not a field, then the set (denoted by t-Max(D)) of
maximal t-ideals of D is nonempty. A fractional ideal I of D is said to be t-invertible if
(II−1)t =D. If I is t-invertible, then It = (a1, . . . , an)v for some 0 = (a1, . . . , an)⊆ I .
Let T (D) be the group of t-invertible fractional t-ideals of an integral domain D
under the t-multiplication I ∗ J = (IJ )t , and let Prin(D) be its subgroup of principal
fractional ideals. Then Cl(D) = T (D)/Prin(D) is an Abelian group, called the (t-)class
group of D. Let Inv(D) be the group of invertible fractional ideals of D. Then Pic(D) =
Inv(D)/Prin(D), the Picard group or ideal class group of D, is a subgroup of Cl(D).
If D is a Krull domain, then Cl(D) is just the usual divisor class group of D; and if D
is a Prüfer domain or one-dimensional integral domain, then Cl(D) = Pic(D). Let S be
a multiplicative subset of an integral domain D. Then (IDS)t = (ItDS)t for a nonzero
fractional ideal I of D, and (IDS)t = ItDS if I is t-invertible (cf. [34, Lemma 4]).
Thus the mapping T (D)→ T (DS), given by I → IS , is a group homomorphism, and
hence induces a homomorphism Cl(D)→ Cl(DS) defined by [I ] → [IS]. As usual, for
a nonzero fractional ideal I of D, [I ] denotes the class of I in Cl(D) or Pic(D). When
we write Cl(A) = Cl(B) (respectively Pic(A) = Pic(B)), we mean that the natural ring
homomorphism A→ B induces an isomorphism Cl(A)→ Cl(B) (respectively Pic(A)→
Pic(B)). The reader is referred to [10,14–16,18,19] and [24, §45] for the class group. For
any undefined concepts or notation, see [24].
1. Nagata’s theorem for the class group
LetD be a Krull domain and S a multiplicative subset of D. Nagata’s theorem states that
the map Cl(D)→ Cl(DS), given by [I ] → [IS], is surjective. In particular, if S is generated
by principal primes, then Cl(D)= Cl(DS), and hence D is a factorial domain when DS is
factorial. In [23], Gabelli and Roitman generalized Nagata’s theorem for the class group to
other classes of integral domains. That is, they studied when the map ϕ : Cl(D)→ Cl(DS),
given by [I ] → [IS], is surjective. In this section, we give two theorems which generalize
Nagata’s theorem for the class group to other classes of integral domains. Our results
also recover several well-known generalizations of Nagata’s theorem for the class group.
Note that in general, ϕ : Cl(D)→ Cl(DS) need be neither injective nor surjective. In fact,
in [14, Theorem 4.8], it is shown that for any two Abelian groups G and H , there is a
quasilocal integrally closed domain D with divisorial prime ideal P such that Cl(D)=G
and Cl(DP ) = H . If S is generated by principal primes, then ϕ : Cl(D) → Cl(DS) is
always injective [3, Theorem 2.3], but ϕ need not be surjective [23, pp. 40–42]. In the
first theorem, we give a sufficient condition for Cl(D) = Cl(DS) when S is generated by
principal primes.
Theorem 1.1. Let S be a multiplicative subset of an integral domain D generated by
principal primes. Assume that if P is a prime t-ideal of D such that P ∩ S = ∅, then
(PDS)t DS . Then the homomorphism ϕ : Cl(D)→ Cl(DS), given by [I ] → [IS], is an
isomorphism.
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Since every ideal class of Cl(DS) contains an integral ideal, to prove the surjectivity of ϕ,
it suffices to show that given a t-invertible integral t-ideal J of DS , there is a t-invertible
t-ideal I of D such that IDS = J .
Let J be a t-invertible integral t-ideal of DS . Then there is a finitely generated ideal I
of D such that (IDS)t = J . Since J is t-invertible, DS = (JJ−1)t = (IDS(IDS)−1)t =
((IDS)(I
−1DS))t = ((II−1)tDS)t (see [34, Lemma 4] for the third equality). Let P be
a maximal t-ideal of D. If P ∩ S = ∅, then PDS is a maximal t-ideal of DS , and hence
(II−1)tDS ⊆ PDS . Thus II−1 ⊆ P , and hence IDP is invertible; so IDP is principal
[24, Proposition 7.4].
Now assume that P ∩ S = ∅. Then P contains a principal prime p of S, and hence
P = pD [29, Proposition 1.3]. Note that if ⋂n0 pnD = {0}, then
⋂
n0 p
nD is a
prime t-ideal of D [24, Theorem 7.6(a) and Proposition 32.2(b)] and (⋂n0 pnD) ∩ S =
∅; hence II−1 ⊆ ⋂n0 pnD as above. Thus if II−1 ⊆ P , then P is minimal over
II−1, and hence (IDP )(I−1DP ) = (II−1)DP = pnDP for some integer n  1 [9,
Theorem 3] since PDP = pDP is principal. But in this case, IDP is invertible, and so
DP = (IDP )(IDP )−1 = (IDP )(I−1DP )= (II−1)DP ⊆ PDP , a contradiction (see [34,
Lemma 4] for the second equality). Thus II−1 ⊆ P ; hence IDP is invertible, and so IDP
is principal [24, Proposition 7.4]. Thus I , and hence It , is t-invertible since I is finitely
generated [30, Corollary 2.7]. ✷
Let D be an integral domain. Recall that D is a Mori domain if it satisfies the ascending
chain condition on integral divisorial ideals, equivalently, every integral t-ideal of D is
a finite type v-ideal. In particular, a Noetherian domain or a Krull domain is a Mori
domain. Also, recall that D is an H -domain if for each nonzero fractional ideal I of
D with I−1 = D, I−1 = (a1, . . . , an)−1 for some 0 = (a1, . . . , an) ⊆ I [26]. It is well
known that D is an H -domain if and only if every maximal t-ideal of D is divisorial [28,
Proposition 2.4]; hence a Mori domain is an H -domain. We say that D has t-dimension
one (t-dim(D) = 1) if each prime t-ideal of D has height-one (recall that a height-one
prime ideal is necessarily a t-ideal) and that D is v-coherent if, for each pair of finitely
generated nonzero ideals I and J of D, Iv ∩Jv is v-finite (equivalently, I−1 is a finite type
v-ideal for each nonzero finitely generated fractional ideal I of D [18, Proposition 3.6]).
Let K be the quotient field of D and X an indeterminate over D. Then for f ∈ K[X],
the content Af of f denotes the fractional ideal of D generated by the coefficients
of f .
Corollary 1.2. Let S be a multiplicative subset of an integral domain D generated by
principal primes. Then the homomorphism ϕ : Cl(D)→ Cl(DS), given by [I ] → [IS], is
an isomorphism under each of the following conditions:
(1) ([6, Theorem 4.2]) S is a splitting set.
(2) ([23, Theorem 1.11]) D is a Mori domain.
(3) ([23, Theorem 1.11])D is an H-domain and⋂n0 pnD = {0} for all principal primes
p ∈ S.
(4) ([23, Theorem 1.11]) t-dim(D)= 1.
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(6) R is an integral domain, D = R[X], and S ⊆Nv = {f ∈R[X] | (Af )v =R}.
Proof. By Theorem 1.1, we need only show that if P is a prime t-ideal of D such that
P ∩ S = ∅, then (PDS)t DS .
(1) follows from [6, Corollary 3.5]. If D is a Mori domain, then D is an H-domain and⋂
n0 a
nD = {0} for all nonunits a ∈D. Thus (3) implies (2). For (3), let P be a prime
t-ideal of D such that P ∩ S = ∅. Then P is contained in a maximal t-ideal of D which is
disjoint from S since⋂n0 pnD = {0} for all principal primes p ∈ S. Thus we may assume
that P is a maximal t-ideal of D, and hence P = Pv [28, Proposition 2.4]. Let 0 = a, b ∈D
such that b
a
∈ P−1 − D. Then P = Pv ⊆ (1, ba )−1 = D ∩ abD = (aD :bD)  D; so
P = (aD :bD) since (aD :bD) is a t-ideal [24, Example 1, p. 406] and P is a maximal
t-ideal. Thus PDS = (aD :bD)DS = (aDS :bDS) [24, Theorem 4.4(4)], and hence PDS
is a prime t-ideal of DS [24, Example 1, p. 406]. (4) is clear.
(5) Assume that D is v-coherent, and let P be a prime t-ideal of D such that P ∩S = ∅.
Let I be a finitely generated subideal of P . Then (IDS)−1 = I−1DS [34, Lemma 4].
Also, since D is v-coherent, I−1 is a finite type v-ideal, and hence (I−1DS)−1 = IvDS ; so
(IDS)v = IvDS ⊆ PDS . Thus (PDS)t = PDS .
(6) Let Q be a prime t-ideal of R[X] such that Q∩S = ∅. If Q∩R = {0}, then htQ= 1
[24, Corollary 30.4]; so ht(QS) = 1, and hence QS is a t-ideal of R[X]S . Assume that
Q ∩ R = {0}, and let Q′ be a maximal t-ideal of R[X] containing Q. Then Q′ ∩ S = ∅
since Q′ ∩ R is a maximal t-ideal of R and Q′ = (Q′ ∩ R)R[X] [29, Proposition 1.1].
Thus (QS)t ⊆ (Q′S)t = ((Q′ ∩R)R[X]S)t = (Q′ ∩R)tR[X]S = (Q′ ∩R)R[X]S R[X]S
[30, Proposition 2.2]. ✷
Recall that D〈X〉 =D[X]S , where S = {f ∈D[X] | f is monic}. Note that the natural
homomorphism ϕ : Cl(D)→ Cl(D〈X〉) is always injective [4, Theorem 2.2(6)]. We next
show that ϕ is also surjective when D is integrally closed.
Corollary 1.3 (cf. [4, Theorem 5.2(2)] for Krull domains). Let D be an integrally
closed domain, S = {f ∈ D[X] | f is monic}, and D〈X〉 = D[X]S . Then Cl(D) =
Cl(D[X,X−1])= Cl(D〈X〉).
Proof. For f ∈ S, assume that f = gh for monic g,h ∈K[X], where K = qf (D). Since
D is integrally closed, D =Af =Agh = (Agh)v = (AgAh)v [24, Proposition 34.8]. Also,
since g and h are monic, D ⊆ Ag ∩Ah; so D = Ag = Ah. Hence g,h ∈ S, which implies
that S is generated by principal primes since K[X] is a UFD. Thus Cl(D[X])= Cl(D〈X〉)
by Corollary 1.2(6). Also, Cl(D[X]) = Cl(D[X,X−1]) by Corollary 1.2(6) (or [6,
Example 4.5]), and Cl(D) = Cl(D[X]) since D is integrally closed [20, Theorem 3.6].
Thus Cl(D)= Cl(D[X,X−1])= Cl(D〈X〉). ✷
The following example shows that the converse of Theorem 1.1 does not hold.
Example 1.4. Let D be a factorial domain with proper quotient field K , T =K❏X,Y ❑=
K + M , and R = D +M , where M = (X,Y )K❏X,Y ❑. Let S = D − {0}; then S is a
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that RS = T . Recall that T is factorial, and hence Cl(T ) = 0. Thus Cl(D) = Cl(R)
[14, Theorem 3.3], and hence Cl(R) = 0. Thus the map ϕ : Cl(R)→ Cl(RS), given by
[I ] → [IS], is an isomorphism, M is a t-ideal of R, and M =⋂n0 pnR for each principal
prime p ∈ S, but M =MRS is not a t-ideal of RS = T .
The following theorem appears in [13] and is a generalization of [8, Theorem 4.5]; we
recall it for easy reference of the reader.
Theorem 1.5 [13, Theorem 3]. Let S be a multiplicative subset of an integral domain D.
Assume that for P ∈ t-Max(D), if P ∩ S = ∅, then (PDS)t DS ; and if P ∩ S = ∅, then
htP = 1. Then the homomorphism ϕ : Cl(D)→ Cl(DS), given by [I ] → [IS], is surjective.
Corollary 1.6. Let S be a multiplicative subset of an integral domain D. Then the
homomorphism ϕ : Cl(D)→ Cl(DS), given by [I ] → [IS], is surjective under each of the
following conditions:
(1) ([23, Theorem 1.17]) D is a Mori domain such that every maximal t-ideal of D which
intersects S has height-one.
(2) (cf. [23, Proposition 1.12]) D is an H-domain such that every maximal t-ideal of D
which intersects S has height-one.
(3) ([23, Theorem 1.18]) dim(D)= 1.
(4) ([8, Theorem 4.5]) t-dim(D)= 1.
(5) R is an integral domain, D = R[X], and S ⊆Nv = {f ∈R[X] | (Af )v =R}.
Proof. By Theorem 1.5, we need only show that for P ∈ t-Max(D), if P ∩ S = ∅, then
(PDS)t DS ; and if P ∩ S = ∅, then htP = 1.
Clearly (2) implies (1). For (2), let P be a maximal t-ideal of D. Then P = (aD :bD)
for some 0 = a, b ∈ D since P is divisorial (see the proof of Corollary 1.2(3)). Thus
(PDS)t = ((aD :bD)DS)t = (aDS :bDS)t = (aDS :bDS) = PDS  DS if P ∩ S = ∅;
and htP = 1 if P ∩ S = ∅ by the assumption. (3) and (4) are clear.
(5) Let Q be a maximal t-ideal of R[X]. Recall that if Q ∩ R = {0}, then Q ∩ R is a
maximal t-ideal of R and Q= (Q∩R)R[X] [29, Proposition 1.2], and thus if Q∩ S = ∅,
then Q∩R = {0}, and hence htQ= 1. Assume that Q∩ S = ∅. Then Q= (Q ∩R)R[X]
if Q ∩ R = {0}, and htQ = 1 if Q ∩ R = {0}. Thus (QS)t = ((Q ∩ R)R[X]S)t =
(Q ∩ R)tR[X]S = (Q ∩ R)R[X]S = QS [30, Proposition 2.2] when Q ∩ R = {0}, and
(QS)t =QS since ht(QS)= htQ= 1 when Q∩R = {0}. ✷
Recall that D(X)=D[X]S , where S = {f ∈D[X] |Af =D}. By Corollary 1.6(5), the
natural homomorphisms Cl(D[X])→ Cl(D〈X〉) and Cl(D[X])→ Cl(D(X)) are always
surjective. We next relate Cl(D) and Cl(D(X)). For more on the rings D(X) and D〈X〉,
see [4].
Proposition 1.7. Let D be an integral domain, S = {f ∈D[X] | Af =D}, and D(X) =
D[X]S . Then we have an exact sequence 0→ Pic(D)→ Cl(D)→ Cl(D(X)).
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This follows directly from [1, Corollary] which states that for I an ideal of D, ID(X) is
principal if and only if I is finitely generated and locally principal. ✷
Corollary 1.8 (cf. [4, Theorem 5.2(2)] for Krull domains). Let D be an integrally closed
domain, S = {f ∈ D[X] | Af = D}, and D(X) = D[X]S . Then we have a short exact
sequence 0→ Pic(D)→ Cl(D)→ Cl(D(X))→ 0.
Proof. Recall that Cl(D) = Cl(D[X]) if and only if D is integrally closed [20,
Theorem 3.6], and hence the map Cl(D)→ Cl(D(X)) is surjective by Corollary 1.6(5).
Thus the result follows directly from Proposition 1.7. ✷
Let D be a one-dimensional quasilocal domain with maximal ideal P . Then D(X) is
quasilocal with maximal ideal PD(X). Clearly P is a t-ideal of D, and thus PD(X)
is a t-ideal of D(X) [30, Proposition 2.2(3)]. Hence Cl(D) = Pic(D) = Pic(D(X)) =
Cl(D(X)) = 0 [24, Proposition 7.4]. Thus Cl(D) = Cl(D(X)) does not imply that D is
integrally closed.
We end this section with a “Nagata-type” theorem; for other similar results, see [3,6,7,
10] and Theorem 2.8. Recall that an integral domain D is a Prüfer v-multiplication domain
(PVMD) if every finite type v-ideal of D is t-invertible, equivalently, DP is a valuation
domain for every maximal t-ideal P of D [27, Theorem 5].
Theorem 1.9. Let S be a multiplicative subset of an integral domain D generated by
principal primes. Assume that if P is a prime t-ideal of D such that P ∩ S = ∅, then
(PDS)t DS . Then
(1) D is a PVMD if and only if DS is a PVMD.
(2) D is a GCD-domain if and only if DS is a GCD-domain.
Proof. (1) It is well known that if D is a PVMD, then DS is also a PVMD for any
multiplicative subset S of D. Conversely, suppose that DS is a PVMD. Let P be a maximal
t-ideal of D.
Case 1. P ∩ S = ∅. Then PDS is a maximal t-ideal of DS , and hence (DS)PDS =DP
is a valuation domain [27, Theorem 5].
Case 2. P ∩ S = ∅. Then P = pD for some principal prime p ∈ S since a t-invertible
prime t-ideal is a maximal t-ideal [29, Proposition 1.3]. Let P0 =⋂n0 pnD. If P0 = {0},
then DP is a local PID. If P0 = {0}, then P0 is a prime t-ideal of D [24, Theorem 7.6(a)
and Proposition 32.2(b)], P0 ∩ S = ∅, and there are no prime ideals properly between P
and P0. Also, since (P0DS)t DS and P0DS is a prime ideal of DS , (DS)P0DS =DP0 is
a valuation domain [27, Theorem 5].
Let 0 = a, b ∈ D. If either a /∈ P0 or b /∈ P0, then either ab ∈ DP or ba ∈ DP since
PDP is principal; hence we may assume that a, b ∈ P0. Since DP0 is a valuation domain,
aDP0 ⊆ bDP0 or bDP0 ⊆ aDP0 . Without loss of generality, we may assume that aDP0 ⊆
bDP0 ; so a = b d for some 0 = d ∈D and s ∈D − P0. Since s /∈ P0, by the above case,s
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∈DP or sd ∈DP , and hence a ∈ bDP or b ∈ aDP , which shows that DP is a valuation
domain. Thus D is a PVMD [27, Theorem 5].
(2) Assume that D is a GCD-domain. Note that D is a GCD-domain if and only if D
is a PVMD and Cl(D)= 0 [16, Corollary 1.5], and that Cl(D)= Cl(DS) by Theorem 1.1.
Thus D is a GCD-domain if and only if DS is a GCD-domain by part (1) above. ✷
As in [2], an integral domain D is called a generalized GCD domain (G-GCD domain)
if the intersection of any two nonzero principal ideals of D is invertible; in particular,
a G-GCD domain is a PVMD (cf. [2, Theorem 1]). It is well known that if D is a PVMD,
then D is a G-GCD domain if and only if Cl(D) = Pic(D) [15, Proposition 2]. We next
give an example showing that Theorem 1.9 need not hold for G-GCD domains.
Example 1.10. Let D be a non-factorial two-dimensional quasilocal Krull domain with
quotient field K , X an indeterminate over D, V =K❏X❑ =K +M the power series ring
overK , andR =D+M , whereM =XK❏X❑. Assume thatD contains a nonzero principal
prime, and let S be the saturated multiplicative subset of D generated by the nonzero
principal primes of D. Then RS is a Prüfer domain (and hence a G-GCD domain), PRS is
a t-ideal of R for each prime t-ideal of R with P ∩ S = ∅, but R is not a G-GCD domain.
Proof. First note that each principal prime of D is prime in R [24, Example 12, p. 202],
RS = DS +M [24, Example 13(1), p. 203], and DS is a one-dimensional Krull domain
(and hence a Dedekind domain). Since K is the quotient field of DS and V is a valuation
domain, RS is a Prüfer domain [24, Example 13(2), p. 286], and hence PRS is a prime
t-ideal of RS for all prime t-ideals P of R with P ∩ S = ∅.
Assume that R is a G-GCD domain. Then D is a G-GCD domain [2, Theorem 4], and
hence Cl(D) = Pic(D) [15, Proposition 2]. Since D is quasilocal, Pic(D) = 0 (cf. [24,
Proposition 7.4]). Thus D is a Krull domain with Cl(D) = 0, and hence D is a factorial
domain [19, Proposition 6.1], a contradiction. Thus R is not a G-GCD domain. ✷
2. A generalization of splitting sets
Let D be an integral domain, U(D) the group of units of D, and S a saturated
multiplicative subset of D. Then the set N = {0 = x ∈D | xD∩ sD = xsD for all s ∈ S} is
a saturated multiplicative subset of D, called the m-complement for S, and S∩N =U(D).
If SN = D − {0}, then S is called a splitting set, and in this case, N is also a splitting
set with m-complement S. The reader is referred to [6,7] for some very nice properties
of splitting sets; in particular, Cl(D) = Cl(DS) ⊕ Cl(DN) when S is a splitting set with
m-complement N [6, Corollary 3.8]. The purpose of this section is to study a saturated
multiplicative subset S with m-complementN such that SN is the complement of a prime
ideal P . Such a saturated multiplicative subset will give a very useful method for studying
the ideal structure of pullback domains, in particular, of D+M and D+XDS [X] domains
(see Sections 3 and 4). The case where P = {0} recovers results from [6].
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integral ideal of D such that I ⊆ P , then I is generated by a ( finite) set of elements of
I − P .
Proof. Let a ∈ I − P . Then for any x ∈ I ∩ P , a + x ∈ I − P , and hence I is generated
by elements of I −P . In particular, if I is finitely generated, then I is generated by a finite
set of elements of I − P . ✷
Theorem 2.2 (cf. [6, Section 3]). Let P be a prime ideal of an integral domain D, S a
saturated multiplicative subset of D, and N = {0 = x ∈D | xD∩ sD = xsD for all s ∈ S}.
Assume that SN =D− P , and let I be an integral ideal of D such that I ⊆ P . Then
(1) ((s1, . . . , sn)(t1, . . . , tn))v = (s1t1, . . . , sntn)v for si ∈ S and ti ∈N .
(2) It = ((S1)(N1))t for some ∅ = S1 ⊆ S and ∅ =N1 ⊆N .
(3) (IDS)t ∩D = (N1)t for N1 as in (2).
(4) ((S1)(N1))t = (S1)t ∩ (N1)t for S1 and N1 as in (2).
(5) ItDS = (IDS)t .
(6) If IDS is t-invertible, then (IDS)t ∩D is also t-invertible.
Proof. Let I be an integral ideal of D not in P . Then I = ({aα}) for some aα ∈ I − P
by Lemma 2.1. In particular, if I is finitely generated, then I = (a1, . . . , an) for some
ai ∈ I − P . Then the arguments given in the proof of [6, Lemma 3.1] (respectively
[6, Theorems 3.2 and 3.3, Corollaries 3.4 and 3.5, and Theorem 3.7]) also prove (1)
(respectively (2), (3), (4), (5), and (6)). ✷
In the next two results, we determine Cl(D) in terms of Cl(DS) and Cl(DN).
Theorem 2.3 (cf. [6, Corollary 3.8]). Let D be an integral domain, P a prime t-ideal of D,
S a saturated multiplicative subset of D, N the m-complement for S, G= {[IS] ∈ Cl(DS) |
II−1 ⊆ P }, andH = {[IN ] ∈ Cl(DN) | II−1 ⊆ P }. If SN =D−P , then Cl(D)=G⊕H .
Proof. Let ϕ : Cl(D) → Cl(DS) ⊕ Cl(DN) be the natural homomorphism defined by
[I ] → ([IS], [IN ]).
We first show that ϕ is injective. Let I be a t-invertible integral t-ideal of D such that
both IS and IN are principal. Since I is t-invertible and P is a t-ideal of D, we may assume
that I ⊆ P(II−1 ⊆ P , so replace I by uI for suitable u ∈ I−1). Thus I = ((S1)(N1))t
for some ∅ = S1 ⊆ S and ∅ = N1 ⊆ N by Theorem 2.2(2); so IS = (N1)tDS = tDS and
IN = (S1)tDN = sDN for some s ∈ S and t ∈N by Theorem 2.2(5). Hence I = IS ∩ IN =
tDS ∩ sDN = (tDS ∩D) ∩ (sDN ∩D) = tD ∩ sD = stD by Theorem 2.2(3). Thus ϕ is
injective.
Next we prove that Im(ϕ) = G ⊕ H . It is clear that Im(ϕ) ⊆ G ⊕ H since P is a t-
ideal of D. Let [IDS] ∈G and [JDN ] ∈H , where I and J are integral ideals of D. Then
we may assume that I = (N1)t and J = (S1)t for some ∅ = S1 ⊆ S and ∅ = N1 ⊆ N
by (2) and (5) of Theorem 2.2. Also, since IDS and JDN are t-invertible, (S1)t and
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t-invertible, AS = (N1)tDS = IDS , and AN = (S1)tDN = JDN . Thus G⊕H ⊆ Im(ϕ),
which completes the proof. ✷
Corollary 2.4. Let D be an integral domain, P a prime t-ideal of D, S a saturated multi-
plicative subset of D, and N the m-complement for S. If SN = D − P , then Cl(D) =
Cl(DS)⊕ Cl(DN) if and only if II−1 ⊆ PS and JJ−1 ⊆ PN for all t-invertible ideals I
and J of DS and DN , respectively.
Proof. This is an immediate consequence of Theorem 2.3. ✷
Corollary 2.5. Let D be an integral domain, P a prime t-ideal of D, S a saturated multi-
plicative subset of D, and N the m-complement for S. Suppose that SN =D − P . Then
Cl(D)= Cl(DS)⊕Cl(DN) under each of the following conditions:
(1) D is v-coherent.
(2) htP = 1.
(3) P = (aD :bD) for some 0 = a, b ∈D.
(4) D is a PVMD.
Proof. By Corollary 2.4, it suffices to show that PS and PN are each t-ideals of DS and
DN , respectively, under each of (1)–(4). For (1), see the proof of Corollary 1.2(5), (2) is
clear, and (3) follows from the facts that (aD :bD)DS = (aDS :bDS) and (aD :bD)DN =
(aDN :bDN).
(4) Since P is a t-ideal of D, DP is a valuation domain, and hence PDP is a t-
ideal of DP . Thus PS = PDP ∩DS and PN = PDP ∩DN are t-ideals of DS and DN ,
respectively [30, Lemma 3.17]. ✷
We next give the Picard group analogs of the preceding results.
Theorem 2.6. Let D be an integral domain, P a prime ideal of D, S a saturated multi-
plicative subset of D, and N the m-complement for S such that SN = D − P . Assume
that for each maximal ideal Q of D, either Q ∩ S = ∅ or Q ∩ N = ∅. Then Pic(D) =
Pic(DS)⊕ Pic(DN).
Proof. Let ϕ : Pic(D)→ Pic(DS) ⊕ Pic(DN) be the natural homomorphism defined by
[I ] → ([IS], [IN ]). Let I be an invertible integral ideal of D such that IS and IN are both
principal. Since I is invertible, II−1 ⊆ P , and hence uI ⊆ P for some u ∈ I−1. Replacing
I with uI , we may assume that I ⊆ P . Thus the same argument as given in the proof of
Theorem 2.3 shows that I is also principal, which implies that ϕ is injective.
Let IDS and JDN be invertible ideals of DS and DN , respectively, where I
and J are finitely generated integral ideals of D. Note that DS = (IDS)(IDS)−1 =
(IDS)(I
−1DS) = (II−1)DS , and hence II−1 ⊆ P since PDS  DS ; so we may
assume that I ⊆ P (replace I by uI for suitable u ∈ I−1). Thus It = ((S1)(N1))t for
some ∅ = S1 ⊆ S and ∅ = N1 ⊆ N by Theorem 2.2(2); so IDS = (IDS)t = ItDS =
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is t-invertible by Theorem 2.2, (3) and (6). Let Q be a maximal ideal of D. If Q∩ S = ∅,
then (N1)t (N1)−1 ⊆ Q since DS = (IDS)(IDS)−1 = ((N1)tDS)((N1)tDS)−1. Assume
that Q ∩ S = ∅. Then Q ∩ N = ∅ by assumption, and hence (N1)t (N1)−1 ⊆ Q since
(N1)t ⊆Q. Thus (N1)t (N1)−1 =D; hence (N1)t is invertible. Similarly, JDN = (S2)tDN
for some ∅ = S2 ⊆ S and (S2)t is invertible. Let A = (S2)t (N1)t . Then A is invertible,
and ADS = (N1)tDS = IDS and ADN = (S2)tDN = JDN . Thus the map ϕ : Pic(D)→
Pic(DS)⊕ Pic(DN) is surjective; hence Pic(D)= Pic(DS)⊕ Pic(DN). ✷
Remark 2.7. Let S be a splitting set of an integral domain D and N the m-complement
for S. It is well known that if Q is a prime t-ideal of D, then either Q ∩ S = ∅ or
Q ∩ N = ∅ because (s, t)v = D for all s ∈ S and t ∈ N . This need not be valid for a
maximal ideal of D, and hence Pic(D)= Pic(DS)⊕ Pic(DN) need not hold (see [6, p. 29
or Example 4.5]).
We end this section with another “Nagata-type” theorem (cf. Theorem 1.9).
Theorem 2.8. Let D be an integral domain, P a prime t-ideal of D, S a saturated
multiplicative subset of D, and N the m-complement for S. Assume that SN = D − P .
Then D is a PVMD (respectively GCD-domain) if and only if DS is a PVMD (respectively
GCD-domain), DP is a valuation domain, and every finite type v-ideal of D generated by
elements in S is t-invertible (respectively principal ).
Proof. Assume that DS is a PVMD, DP is a valuation domain, and every finite type v-
ideal of D generated by elements in S is t-invertible. Let I be a finite type v-ideal of
D. Then II−1 ⊆ P since DP = (IDP )(IDP )−1 = (IDP )(I−1DP ) = (II−1)DP (note
that DP is a valuation domain). Let u ∈ I−1 such that uI ⊆ P . Replacing I with uI ,
we may assume that I ⊆ P ; so I = (s1t1, . . . , sntn)v = ((s1, . . . , sn)(t1, . . . , tn))v for
some si ∈ S and ti ∈ N by Theorem 2.2(1). Note that (s1, . . . , sn)v is t-invertible by
assumption. Also, note that (t1, . . . , tn)vDS is t-invertible since DS is a PVMD, and
hence (t1, . . . , tn)vDS ∩D = (t1, . . . , tn)v is t-invertible by Theorem 2.2, (3) and (6). Thus
I = ((s1, . . . , sn)(t1, . . . , tn))v is t-invertible; hence D is a PVMD. The converse is well
known.
Recall that an integral domain D is a GCD-domain if and only if D is a PVMD and
Cl(D)= 0 [15, Proposition 2]. Thus to prove the GCD-domain case, it suffices to replace
“t-invertible” with “principal” in the above paragraph. ✷
3. The class group of a pullback domain
Let T be an integral domain, M a nonzero maximal ideal of T , k = T/M , k∗ = k−{0},
D a proper subring of k with quotient field k,ϕ :T → k the natural epimorphism, and
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M = (R :T ) is a divisorial ideal of R.
R = ϕ−1(D) D
T
ϕ
k = T/M
()
One of the most important examples of pullback domains arises when T = k +M , and
thus R = D + M . D.F. Anderson and A. Ryckaert studied the class group of D + M
domains [14], and M. Fontana and S. Gabelli studied the ideal structure of pullback
domains and generalized Anderson’s and Ryckaert’s results to pullback domains [18] (also
see [22,31]).
Let ϕ˜ :U(T )→ k∗/U(D) be the map defined by u → ϕ(u)U(D). It is known that
the map α : Cl(D)→ Cl(R), given by [I ] → [ϕ−1(I)], is well-defined if and only if ϕ˜ is
surjective [18, Theorem 2.3]. In this case, we have an exact sequence [18, Theorem 2.5(c)]
0 Cl(D)
α Cl(R)
β
Cl(T ).
In general, β is not surjective (see [14, Example 3.4]), but there are many cases in which
β is surjective (see [14,18]). In particular, if β is surjective, then Cl(R)= Cl(D)⊕ Cl(T )
[18, Corollary 2.4]. In this section, we show that Cl(R)= Cl(D)⊕ Im(β), and that if M is
a t-ideal of T , then Cl(R)= Cl(D)⊕Cl(T ). We first need several lemmas.
Lemma 3.1. The following statements are equivalent for a pullback of type ():
(1) The map ϕ˜ :U(T )→ k∗/U(D), given by u → ϕ(u)U(D), is surjective.
(2) The map α : Cl(D)→ Cl(R), given by [I ] → [ϕ−1(I)], is well-defined.
(3) Let S =U(T ) ∩R. Then N = {x ∈ R | ϕ(x) ∈ U(D)} is the m-complement for S and
SN = R−M . In this case, T =RS .
Proof. (1) ⇔ (2) is in [18, Theorem 2.3].
(1) ⇒ (3).
Claim 1. SN =R−M .
Proof. (⊆) Let a ∈ S and b ∈ N . Then a, b /∈M since a ∈ U(T ) and ϕ(b) ∈ U(D); so
ab /∈M . Thus SN ⊆R −M .
(⊇) Let x ∈ R −M . If ϕ(x) ∈ U(D), then x ∈ N ⊆ SN . Assume that ϕ(x) /∈ U(D).
Then ϕ(x)U(D)= ϕ(d)U(D) for some d ∈ U(T ) since ϕ˜ is surjective. Since U(D)⊆D
and ϕ(x) ∈D, ϕ(d) ∈D, and hence d ∈ U(T ) ∩ R = S. Also, ϕ(x)= ϕ(d)ϕ(b)= ϕ(db)
for some b ∈ N ; so x = db + m = d(b + m
d
) for some m ∈ M . Since d ∈ U(T ),
m
d
∈M ⊆R, and hence b+ m
d
∈N ; so x = d(b+ m
d
) ∈ SN . Thus R −M ⊆ SN . ✷
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Proof. Let x ∈ R such that xR ∩ sR = xsR for all s ∈ S. We first note that S = U(R)
since D is not a field and SN = R − M by Claim 1. If x ∈ M , then x
s
∈ M for all
s ∈ S; so xR ⊆ sR, and hence xR = xR ∩ sR = xsR; hence R = sR, which is contrary
to the fact that S = U(R). Thus x /∈ M; so x = s′t for some s′ ∈ S and t ∈ N by
Claim 1. Similarly, we can show that s′ ∈ U(R), and hence x ∈ N ; so N contains the
m-complement for S. Hence to prove that N is the m-complement for S, it suffices
to show that for a ∈ S and b ∈ N , aR ∩ bR = abR. Let ax = by ∈ aR ∩ bR. Then
ϕ(a)ϕ(x)= ϕ(ax)= ϕ(by)= ϕ(b)ϕ(y). Since a ∈ U(T ), ϕ(x)= ϕ(b)ϕ(y
a
). Also, since
b ∈N , there is a b′ ∈ R such that ϕ(b)ϕ(b′)= 1 in D; so ϕ(xb′)= ϕ(y
a
). Hence y
a
∈R; so
x = b y
a
∈ bR. Thus aR ∩ bR ⊆ abR, and hence aR ∩ bR = abR.
Clearly RS ⊆ T . Let t ∈ T . Then ϕ(dt) ∈D for some d ∈ R −M . Write d = sn with
s ∈ S and n ∈N . Then also ϕ(st) ∈D, so st ∈ R, and hence t ∈ RS . Thus T =RS . ✷
(3) ⇒ (1). Let x ∈ T −M . Then ϕ(x) ∈ k∗. Since k = qf (D), there are a, b ∈ R −M
such that ϕ(x)ϕ(a)= ϕ(b). Let a = a1b1 and b = a2b2, where ai ∈ S and bi ∈ N . Then
ϕ(x)ϕ(a1b1) = ϕ(a2b2) ⇒ ϕ(x)ϕ(a1)ϕ(b1) = ϕ(a2)ϕ(b2) ⇒ ϕ(x)ϕ(b1) = ϕ(a2a1 )ϕ(b2)
since a1 ∈ U(T ). Thus ϕ(x)U(D) = ϕ(a2a1 )U(D) with
a2
a1
∈ U(T ), and hence the map
ϕ˜ :U(T )→ k∗/U(D) is surjective. ✷
Lemma 3.2. Consider a pullback of type () and assume that the map ϕ˜ :U(T ) →
k∗/U(D) is surjective. Let N = {x ∈ R | ϕ(x) ∈ U(D)} and H = {[IRN ] ∈ Cl(RN) | I is
an ideal of R such that II−1 ⊆M}. Then Cl(D)=H .
Proof. Let S = U(T ) ∩ R, and let φ : Cl(R)→ Cl(RN) be the natural homomorphism
defined by [I ] → [IRN ]. Then the composition map φ ◦ α : Cl(D) → Cl(RN), given
by [I ] → [ϕ−1(I)RN ], is a well-defined homomorphism by Lemma 3.1. Let I be a
t-invertible integral t-ideal of D such that ϕ−1(I)RN is principal. Note that ϕ−1(I) ⊆M
is a t-ideal of R [18, Corollary 1.9], and hence ϕ−1(I)= ((S1)(N1))t for some ∅ = S1 ⊆ S
and ∅ =N1 ⊆N by Theorem 2.2(2) and Lemma 3.1. Thus ϕ−1(I)RN = (S1)tRN = aRN
for some a ∈ S; so (S1)t = aR by Theorem 2.2(3). Also, note that I = ϕ(ϕ−1(I)) =
ϕ(((S1)(N1))t )= ϕ((S1)t )= ϕ(aR)= ϕ(a)D. Hence the map φ ◦ α is injective.
Next we show that Im(φ ◦α)=H . It is clear that Im(φ ◦α)⊆H since ϕ−1(I) ⊆M for
all integral t-ideals I of D. Let JRN be a t-invertible t-ideal of RN such that JJ−1 ⊆M .
Without loss of generality (replace J by uJ for suitable u ∈ J−1), we may assume that
J ⊆M; so J = ((S1)(N1))t for some ∅ = S1 ⊆ S and ∅ = N1 ⊆ N by Theorem 2.2(2).
Since JRN is t-invertible, JRN ∩ R = (S1)t is t-invertible by Theorem 2.2, (3) and (6),
and hence I = ϕ((S1)t ) is a t-invertible t-ideal of D (cf. [18, Proposition 1.8(b3)])
since M  (S1)t  R (note that S = U(T ) ∩ R). Moreover, M  (S1)t implies that
ϕ−1(I)= (S1)t . Thus H ⊆ Im(φ ◦ α). ✷
Corollary 3.3. Consider a pullback of type () and assume that the map ϕ˜ :U(T )→
k∗/U(D) is surjective. Let N = {x ∈ R | ϕ(x) ∈ U(D)}. Then Cl(D) = Cl(RN) if and
only if II−1 ⊆M for all t-invertible t-ideals IRN of RN , where I is an ideal of R.
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Cl(RN) if and only if Cl(RN) = {[IRN ] ∈ Cl(RN) | II−1 ⊆ M}, which completes the
proof. ✷
Lemma 3.4. Consider a pullback of type () and assume that the map ϕ˜ :U(T ) →
k∗/U(D) is surjective. If I is an integral t-ideal of R such that I ⊆M , then IT is a t-ideal
of T . In particular, if I = IT ∩R, then I is t-invertible if and only if IT is t-invertible.
Proof. Let I be an integral t-ideal of R with I ⊆ M . By Lemma 3.1, T = RS , where
S = U(T ) ∩ R. Thus (IT )t = (IRS)t = ItRS = IRS = IT by Theorem 2.2(5), and
hence IT is a t-ideal of T . The “in particular” statement is an immediate consequence
of Theorem 2.2(6) and the fact that T =RS . ✷
We next present the main result of this section and determine conditions to have
Cl(R)= Cl(D)⊕Cl(T ).
Theorem 3.5. Consider a pullback of type () and assume that the map ϕ˜ :U(T )→
k∗/U(D) is surjective. Let G= {[IRS] ∈ Cl(T ) | II−1 ⊆M}. ThenG= Im(β), and hence
Cl(R)= Cl(D)⊕G= Cl(D)⊕ Im(β).
Proof. Let S = U(T ) ∩ R, N = {x ∈ R | ϕ(x) ∈ U(D)}, and H = {[JRN ] ∈ Cl(RN) |
JJ−1 ⊆M}. Then Cl(R)=G⊕H by Theorem 2.3 and Lemma 3.1, and hence Cl(R)=
Cl(D)⊕G by Lemma 3.2. Also, it follows from Lemma 3.4 that G⊆ Im(β) since M is a
prime t-ideal of R; hence G= Im(β). ✷
Corollary 3.6. Consider a pullback of type () and assume that the map ϕ˜ :U(T )→
k∗/U(D) is surjective. Then Cl(R) = Cl(D) ⊕ Cl(T ) if and only if II−1 ⊆ M for all
t-invertible t-ideals I of T .
Proof. Assume that Cl(R) = Cl(D) ⊕ Cl(T ). Then Im(β) = Cl(T ), and hence Cl(T ) =
{[I ] ∈ Cl(T ) | II−1 ⊆ M}. Thus II−1 ⊆ M for all t-invertible t-ideals I of T . The
converse is an immediate consequence of Theorem 3.5. ✷
Corollary 3.7. Consider a pullback of type () and assume that the map ϕ˜ :U(T )→
k∗/U(D) is surjective. If either Cl(T ) = Pic(T ) or M is a t-ideal of T , then Cl(R) =
Cl(D)⊕Cl(T ).
Proof. Assume that either Cl(T )= Pic(T ) or M is a t-ideal of T . Then II−1 ⊆M for all
t-invertible t-ideals I of T . Thus Cl(R)= Cl(D)⊕Cl(T ) by Corollary 3.6. ✷
We next give the Picard group analogs of Lemma 3.2 and Theorem 3.5.
Lemma 3.8. Consider a pullback of type () and assume that the map ϕ˜ :U(T ) →
k∗/U(D) is surjective. Let N = {x ∈ R | ϕ(x) ∈ U(D)}. Then Pic(D)= Pic(RN).
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the composition map ψ : Pic(D)→ Pic(RN), given by [I ] → [ϕ−1(I)N ], is well-defined
by Lemma 3.1, and ψ is the restriction of φ ◦ α to Pic(D). Thus ψ = (φ ◦ α)|Pic(D) is
injective by Lemma 3.2.
Let JRN be an invertible integral ideal RN . Then JJ−1 ⊆ M since MN  RN ; so
[JN ] ∈ Im(φ ◦α) (see the proof of Lemma 3.2); hence ϕ−1(I)N = JN for some t-invertible
integral t-ideal of D. We need only show that I is invertible. Let S = U(T ) ∩ R. Then
ϕ−1(I)= (S1)t for some ∅ = S1 ⊆ S (see the proof of Lemma 3.2). Let Q be a maximal
ideal of R. If (S1) ⊆ Q, then Q ∩ N = ∅ since M  (S1)t (note that S ⊆ U(T )) and
D = R/M; hence (S1)(S1)−1 ⊆ Q because ((S1)t )N is invertible. If (S1)t ⊆ Q, then
(S1)t (S1)−1 ⊆ Q. Thus (S1)t is invertible, and hence I = ϕ−1((S1)t ) is invertible [18,
Corollary 1.9]. ✷
Theorem 3.9 [18, Theorem 2.5(c)]. Consider a pullback of type () and assume that the
map ϕ˜ :U(T )→ k∗/U(D) is surjective. Then Pic(R)= Pic(D)⊕ Pic(T ).
Proof. Let Q be a maximal ideal of R such that Q ∩ S = ∅. Then M  Q by [18,
Lemma 0.1] and the fact that T =RS (Lemma 3.1); hence Q∩N = ∅ because D =R/M
and Q/M is a proper ideal of D. Thus the result follows from Theorem 2.6 and
Lemma 3.8. ✷
4. The class group of D(S)
Let D be an integral domain, S a saturated multiplicative subset of D, X an
indeterminate over D, D(S) = D + XDS [X], T the m-complement for S in D(S), and
N = T ∩ D. The D(S) construction has also proved to be very useful for constructing
examples (see [5,17,35]). In this section, we show that S = U(D) is a splitting set in D if
and only if ST =D(S)−XDS [X], and in this case, Cl(D(S))= Cl(DS[X])⊕Cl(DN) and
Pic(D(S))= Pic(DS[X])⊕Pic(DN). (Note that S is also saturated in D(S) and XDS [X] is
a height-one prime ideal of D(S), and hence a t-ideal of D(S).) If S =U(D) (=U(D(S))),
then D(S) = D[X] = DS[X], ST = T = D[X] − {0}, N = D − {0}, and Cl(DN) =
Pic(DN) = {0}. So in this case, we trivially have Cl(D(S)) = Cl(DS[X]) ⊕ Cl(DN) and
Pic(D(S))= Pic(DS[X])⊕ Pic(DN).
Lemma 4.1. Let S =U(D) be a saturated multiplicative subset of an integral domainD, X
an indeterminate over D, D(S) =D +XDS [X], and T the m-complement for S in D(S).
Then S is a splitting set of D if and only if ST = D(S) − XDS [X]. Moreover, if S is a
splitting set of D, then T ∩D is the m-complement of S in D.
Proof. (⇒) Assume that S = U(D) is a splitting set with m-complement N , and let
T ′ = {t +Xb | t ∈N and b ∈DS[X]}.
Claim 1. ST ′ =D(S) −XDS[X].
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hence a = st for some s ∈ S and t ∈ N ; so a + Xb = st + Xb = s(t + Xb
s
) ∈ ST ′. The
reverse containment is clear, and hence Claim 1 is proved. ✷
Claim 2. T ′ is the m-complement for S in D(S).
Proof. Let s ∈ S and t +Xb ∈ T ′, where t ∈N and b ∈DS[X]. Let (c+Xd)(t +Xb) ∈
sD(S). Then tc ∈ sD ∩ tD = stD; so c = sc1 for some c1 ∈ D. Thus c + Xd = s(c1 +
Xd
s
) ∈ sD(S), which shows that sD(S) ∩ (t +Xb)D(S) = s(t +Xb)D(S). Moreover, since
XDS [X] sD(S) for all s ∈ S andU(D) S, T ′ is the m-complement for S. Thus T ′ = T ,
and hence ST =D(S) −XDS [X]. ✷
(⇐) Assume that ST = D(S) − XDS [X]. Let N = T ∩ D and let 0 = a ∈ D. Then
a = s(t + Xb) for some s ∈ S and t + Xb ∈ T , where t ∈ D and b ∈ DS[X]; so a = st
and b = 0. Thus t ∈ T ∩D = N ; and hence D − {0} = SN . Let s ∈ S and t ∈ N . Then
sD ∩ tD ⊆ sD(S) ∩ tD(S) ∩ D ⊆ stD(S) ∩ D = stD; so sD ∩ tD = stD. Thus S is a
splitting set with m-complement N .
The “moreover” statement follows from the proof of (⇒) above. ✷
Lemma 4.2. Let S be a splitting subset of an integral domain D, X an indeterminate
over D, D(S) =D +XDS [X], T the m-complement for S in D(S), and N = T ∩D. Then
Cl(D(S)T )= Cl(DN) and Pic(D(S)T )= Pic(DN).
Proof. Let K be the quotient field of D. If S = U(D), then DN =K and D(S)T =K(X);
so the lemma is trivially true. Thus we may assume that S = U(D). Hence ST =
D(S) − XDS [X] and N is the m-complement for S in D by Lemma 4.1. Let R = D(S)N ;
then R =DN +XK[X] since SN =D − {0} and RT =D(S)T . It is clear that XK[X] is a
t-ideal of K[X]; hence Cl(R)= Cl(DN)⊕Cl(K[X])= Cl(DN) by Corollary 3.7 (or [14,
Theorem 3.12]). Also, note that the saturation S′ of S in DN is DN −{0}, that the saturation
T ′ of T in R is {a +Xb ∈ R | a ∈ U(DN) and b ∈K[X]}, and that S′T ′ = R −XK[X].
Thus Cl(R) = Cl(RS ′) ⊕ Cl(RT ′) = Cl(K[X]) ⊕ Cl(RT ) = Cl(D(S)T ) by Corollary 2.5.
Hence Cl(D(S)T )= Cl(DN).
For the Picard group case, recall that Pic(R) = Pic(DN) ⊕ Pic(K[X]) = Pic(DN)
by Theorem 3.9 (or [14, Theorem 3.12]) and that Pic(R) = Pic(RS ′) ⊕ Pic(RT ′) =
Pic(K[X])⊕ Pic(RT ) = Pic(D(S)T ) by Theorem 2.6 and the proof of Theorem 3.9. Thus
Pic(D(S)T )= Pic(DN). ✷
In the next theorem, we compute Cl(D(S)) and Pic(D(S)).
Theorem 4.3. Let S be a splitting subset of an integral domain D, X an indeterminate
over D, D(S) = D + XDS [X], and N the m-complement for S in D. Then Cl(D(S)) =
Cl(DS [X])⊕Cl(DN) and Pic(D(S))= Pic(DS [X])⊕ Pic(DN).
D.F. Anderson, G.W. Chang / Journal of Algebra 264 (2003) 535–552 551Proof. The theorem clearly holds if S = U(D); so we may assume that S = U(D). Let
T be the m-complement for S in D(S). Then N = T ∩ D and ST = D(S) − XDS [X]
by Lemma 4.1. Thus Cl(D(S)) = Cl(D(S)S ) ⊕ Cl(D(S)T ) = Cl(DS[X]) ⊕ Cl(DN) by
Corollary 2.5 (since ht(XDS[X]) = 1) and Lemma 4.2, and Pic(D(S)) = Pic(D(S)S ) ⊕
Pic(D(S)T ) = Pic(DS[X]) ⊕ Pic(DN) by Theorem 2.6, the proof of Theorem 3.9, and
Lemma 4.2. ✷
Corollary 4.4. Let S be a splitting subset of an integral domain D, X an indeterminate
over D, D(S) = D + XDS [X], and N the m-complement for S in D. Then Cl(D(S)) =
Cl(D) if and only if DS is integrally closed.
Proof. By Theorem 4.3, Cl(D(S)) = Cl(DS[X]) ⊕ Cl(DN). Since Cl(D) = Cl(DS) ⊕
Cl(DN) [6, Corollary 3.8], we have Cl(D(S))= Cl(D) if and only if Cl(DS[X])= Cl(DS),
if and only if DS is integrally closed [20, Theorem 3.6]. ✷
Let A be a subdomain of an integral domain B and R = A + XB[X]. Then the
Mayer–Vietoris exact sequence for (U,Pic) yields that Pic(R) = Pic(A) ⊕ N Pic(B),
where N Pic(B) = ker(Pic(B[X]) → Pic(B)) (cf. [5, p. 112]). In particular, for any
multiplicative subset S of an integral domain D, Pic(D(S)) = Pic(D) ⊕ N Pic(DS), and
thus Pic(D(S)) = Pic(D) if and only if DS is seminormal (recall that an integral domain
D with quotient field K is seminormal if whenever x2, x3 ∈ D for x ∈ K , then x ∈ D,
and that Pic(D) = Pic(D[X]) if and only if D is seminormal [25, Theorem 1.6]). Also,
Cl(R) = Cl(A) if B is an integrally closed flat overring of A [11, Theorem 4.4], and
if Cl(R) = Cl(A), then B is necessarily integrally closed [12, Corollary 1.3]. Thus
Cl(D(S)) = Cl(D) for any multiplicative subset S of D if and only if DS is integrally
closed.
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