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ABSTRACT OF DISSERTATION 
 
 
 
 
THE EFFECT OF DELAY AND SEQUENCE ON BLASTING FRAGMENTATION 
RESULTS 
 
Blasters use the delay between charges and the firing sequence of the explosive 
charges to help reduce vibrations and achieve the desired fragmentation. Although delay 
and sequence are recognized as very important for vibrations and fragmentation, only 
vibration models consider timing as a variable in the prediction tool, without any known 
model for fragmentation prediction based on the delay sequence. Of the few fragmentation 
models available, very few take delay into account and do not give guidance on row delay 
and/or sequence selections. With the invention of electronic detonators in 1984, there are 
new avenues to explore with sequence and timing. Currently, blasters shoot using a trial 
and error approach when deciding on what timing to use to optimize fragmentation to the 
operations’ needs. Experience and trial and error are usually the deciding factors on what 
delay is selected to get certain fragmentation.  
 
Delay sequence and its influences on fragmentation is the focus of this dissertation.  
Current fragmentation models look at what is the delay timing between holes. Rarely do 
they look at the delay timing of the whole shot. Current models also look at a general 
fragmentation for the shot based on some design parameters. With timing, it is important 
to look at fragmentation on a hole-by-hole basis. Dynamic confinement (a concept 
developed in this research) changes drastically with timing. Dynamic confinement is the 
level of void space in front of a hole that changes with time due to explosives energy and 
gravity. Changes in dynamic confinement produce important changes in the final 
fragmentation of the shot. Given the relation between dynamic confinement and timing, it 
is suggested that the fragmentation be looked on charge by charge and not just design or 
average for one hole, in contrast to current fragmentation models. 
 
In this research, a conceptual model was created using the proposed dynamic 
confinement theory to include row timing into fragmentation models. The dissertation 
looks at previous fragmentation models, the theory behind dynamic confinement, the 
Worsey-Silva model, and some full-scale testing for validation. 
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CHAPTER 1. INTRODUCTION 
Chapter 1 provides background information about the fragmentation process and 
why the sequence of the detonation of charges is important.  The different fragmentation 
models currently available and the variables included in those methodologies will be 
discussed in this chapter. 
1.1 Objectives 
The objectives of the dissertation were to explore the influences of regular rhythmic 
timing on fragmentation, develop a methodology for determining fragmentation from 
changing the sequences of regular rhythmic timing, and explore whether or not the timing 
with the lowest vibrations is also the timing with the smallest fragmentation.  To achieve 
the objectives of the dissertation an extensive literature review was conducted on 
fragmentation models, full scale field tests were conducted to determine the change in 
fragmentation and vibrations, and equations were derived to alter fragmentation from 
changing sequence when using regular rhythmic timing. 
1.2 Background 
The background section will cover the literature review about the different 
methodologies for prediction of fragmentation. 
Fragmentation is the goal when it comes to rock blasting. Drilling and blasting are 
done so that rock can be mechanically moved and processed.  The quest for optimum 
fragmentation plagues every drill and blast engineer out there.  The 18th Edition of ISEE 
Blasters Handbook outlines some basic blasting objectives shown in Table 1.2.1 (ISEE, 
2011). 
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Table 1.2.1 Basic blasting objectives (ISEE 2011) 
Basic Blasting Objectives 
Objective Operation 
Specific fragmentation size distribution Mining and quarrying 
Future handling ease • Stripping 
• Excavations where the broken 
rock is not the final product 
• Breaking oversize material 
Stable final wall of surface Final boundary walls or surfaces 
 
Specific fragmentation size distribution, future handling ease, and stable final wall 
of surface all to some degree have something to do with the fracturing and fragmentation 
process.  Since fragmentation is at the core of basic blasting objectives, it has been a topic 
of interest to researchers for quite some time.   
Although fragmentation has been the goal all along, it was not until recently that 
researchers started to predict it based on blast design parameters.  Ouchterlony et al. stated, 
“Blast fragmentation and fragmentation modeling are relatively young disciplines that are 
sparingly reported in blasting textbooks, e.g. (Langefors & Kihlstrom, 1963), (Olofsson, 
1988), (Persson & Holmberg, 1994), (Hustrulid, 1999) and even the recent one by (Zhang, 
2016)” (Ouchterlony & Sanchidrian, 2019). 
Early fragmentation work included doing screening to separate different rock sizes 
from a representative rock sample and then taking a couple of the different percent passing 
sizes to predict a fragmentation curve. Percent passing is the percentage of material that 
passes through a screen of that size.  If a bucket of rock was dumped into a screen that had 
an opening of 4 in. by 4 in. and only 80 percent of the material size passed through, then 
the 80 percent passing size would be 4 inches.  Percent passing size can be expressed by 
mass or by volume. One of the first and simplest methods to come up with a fragmentation 
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curve is shown in equation 1.2.1 (Gates, 1915), (Gaudin, 1926), (Schuhmann, 1940), 
(Ouchterlony & Sanchidrian, 2019).  Each author built on previous equations to the next, 
and the last author changed the equations to match the terms of typically used 
fragmentation models today. 
𝑃𝑃𝐺𝐺𝐺𝐺𝐺𝐺(𝑥𝑥) = 𝑎𝑎𝑥𝑥𝑛𝑛 = �𝑥𝑥 𝑥𝑥100� �
𝑛𝑛
= 0.5�𝑥𝑥 𝑥𝑥50� �
𝑛𝑛
 
Equation 1.2.1 
 
Where: 
𝑃𝑃𝐺𝐺𝐺𝐺𝐺𝐺(𝑥𝑥) is a power function that is typically referred to as GGS 
𝑥𝑥 is the screen size 
𝑥𝑥100 is the largest fragment size 
𝑥𝑥50 is the median fragmentation size 
𝑛𝑛 is a uniformity index 
𝑎𝑎 is a constant to help fit the data 
 
Equation 1.2.1 determines what percent mass is left between the two screen sizes.  
Using data from a screening analysis, it is possible to use this equation to plot a 
fragmentation curve.  The created curve from equation 1.2.1 is plotting the mass percent 
of material caught in each screen and not the percentage that is passing through the screen.  
An example fragmentation curve that would be associated with equation 1.2.1 is shown in 
Figure 1.2.1 below (Gaudin, 1926).  The percent of a given material sample passing 
through the screen is typically how fragmentation is displayed today and is often referred 
to as a cumulative distribution function. 
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Figure 1.2.1 Example fragmentation curve for equation 1.1.1 (Gaudin, 1926) 
 
The uniformity index in Equation 1.2.1 is determined by determining the line’s 
slope connecting points B and C in Figure 1.2.2 from the screening data set (Gaudin, 1926).  
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Figure 1.2.2 Size-Curve of Roll Products (Gaudin, 1926) 
 
The primary purpose of an equation to estimate the fragmentation curve was to 
reduce the number of required measurements in the screening data. Screening data requires 
manual labor, and the data collected is used to optimize crushing and grinding equipment.  
To save time and money, fewer screens were used, and the B to C fragmentation curve was 
estimated with Equation 1.2.1. 
Research then began investigating ways to estimate the full fragmentation curve to 
lessen the manual labor from the screening process and estimate data outside their 
screening equipment capacity.  Multiple fragmentation distribution curve equations have 
been developed and are listed below with references. 
• Rosin-Rammler /Rosin-Rammler-Sperling-Bennett - (Rosin & Rammler E, 1933), 
(Rosin & Rammler, 1933), (Bennett, 1936) 
• Weibull - (Weibull, 1951), (Weibull, 1939) 
• Gilvarry - (Gilvarry, 1961) 
• Gilvarry-Berstrom - (Gilvarry & Bergstrom, 1961) 
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• Gaudin-Meloy - (Gaudin & Meloy, 1962) 
• Grady-Kipp - (Grady & Kipp, 1985), (Grady & Kipp, 1987) 
• Grady - (Grady, 1990) 
• Swebrec Function - (Ouchterlony, 2003), (Ouchterlony, 2005), (Ouchterlony, 
2005), (Ouchterlony F. , Olsson, Nyberg, Andersson, & Gustavsson, 2006) 
 
The two main distribution curves used in rock blasting fragmentation models are 
the Rosin-Rammler-Sperling-Bennett and the Swebrec functions. The Rosin-Rammler-
Sperling-Bennettt function is more known as the Rosin-Rammler function (Ouchterlony & 
Sanchidrian, 2019).  The Rosin-Rammler function does a good job of estimating 
fragmentation between P40 and P90 but does not accurately estimate finer material and 
coarser material.  Most of the research around fragmentation curves up until now has been 
done to correct the curve for fine and coarse material.  The Swebrec function helps correct 
the problems of the Rosin-Rammler function and is widely used today to estimate the 
fragmentation curve based on maximum fragmentation size and 50 percent passing 
fragmentation size. Figure 1.2.3 shows how the Rosin-Rammler and Swebrec functions 
match up to collected fragmentation data (Ouchterlony & Sanchidrian, 2019). 
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Figure 1.2.3 Fragmentation curve showing Rosin-Rammler and Swebrec curves with 
fragmentation data (Ouchterlony & Sanchidrian, 2019) 
 
With easy ways to determine fragmentation curves, researchers now had a way to 
describe a muck pile to determine the downstream benefits.  Some of these benefits include 
lower crushing and grinding costs, higher mill throughput, faster production rates out of 
material handling machines, higher extraction recoveries, lower maintenance costs with 
material handling equipment, and higher availability of material handling equipment.   
Operations that blast would also use this information to select equipment to move 
and process the rock fragments.  Fragmentation studies are starting to become more and 
more popular in the pre-feasibility reports of greenfield mines.  There are now two (2) goals 
for being able to predict fragmentation.  The first goal and what fragmentation models are 
built for is to optimize the current mine’s fragmentation for total mining costs by 
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determining which parameters need to be changed to get the most value.  The second goal 
is to determine the typical fragmentation for a greenfield site using the budgeted drill and 
blast design to select equipment and/or determine recovery.  The second goal is 
problematic since most models need to be calibrated with site blasting to be accurate, but 
it is still a common practice of the industry. 
Gkikizas did a good job of showing past research that linked fragmentation size to 
reduced costs downstream (Gkikizas, 2016). The first item shown in Gkikizas’s theses is 
work done by Eloranta in Table 1.2.2  (Eloranta, 1997). 
Table 1.2.2 Energy consumption by unit operation (Eloranta, 1997) 
 
Table 1.2.2 shows blasting has the highest cost per unit of energy but the lowest 
cost per ton of material.  The cost difference means there is an optimization that needs to 
be done with blasting to reduce crushing and grinding costs.  To determine how the 
fragmentation influences the energy required in the crushing and grinding process Bond’s 
third law of comminution was developed, listed in Eloranta’s and Hustruild’s literature 
(Eloranta, 1997), (Hustrulid, 1999).  Bond’s third law of comminution is listed below. 
(Kanchibotla, Valery, & Morell, 1999) 
𝑊𝑊 = 𝑊𝑊𝑖𝑖(
1
�𝑃𝑃80
−
1
�𝐹𝐹80
) 
Equation 1.2.2 
 
Where: 
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𝑊𝑊 = The energy required in KWh/t 
𝑊𝑊𝑖𝑖 = Work Index, characteristic of the rock in KWh/t 
𝑃𝑃80 = Product diameter (80% passing size) in µm 
𝐹𝐹80 = Feed diameter (80% passing size) in µm 
 
Equation 1.2.2 brings fragmentation from rock blasting into how much energy is 
required for the mill to break the rock into the size for optimum extraction or final product 
size. This concept is known as the drill to mill approach. Equations that take fragmentation 
and show the downstream benefits are not important for fragmentation models themselves, 
but it gives background on why it is an important topic and why certain fragmentation 
values are used over others.  In the example of Equation 1.2.2, the 80 percent passing size 
is of interest.  Equation 1.2.2 explains why so many metal extraction processing facilities 
are interested in the 80 percent passing size and not the 50, 60, and so on. 
Now that we can generate a fragmentation distribution and link the fragmentation 
distribution to downstream benefits, demand has risen for the ability to predict 
fragmentation instead of just measuring fragmentation.  One of the first fragmentation 
models to predict the needed parameters to develop the fragmentation curve was done by 
Koshelev et al. in 1971 (Ouchterlony & Sanchidrian, 2019).  Koshelev et al. equations can 
be seen below (Koshelev, Kuznetsov, Sofronov, & Chernikov, 1971). 
𝑥𝑥𝑐𝑐 ≈ 〈𝑥𝑥〉 ≈ 10𝑄𝑄
1
6� (𝑉𝑉0 𝑄𝑄� )
0.8 
Equation 1.2.3 
 
Where: 
𝑥𝑥𝑐𝑐 = Fragmentation value used in the Rosin-Rammler curve 
〈𝑥𝑥〉 = Average/mean fragmentation value, not 50% passing in m 
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𝑄𝑄 = TNT explosives in the blasthole in kg 
𝑉𝑉0 = Blasted volume of a blasthole in m3 
 
Equation 1.2.3 now lets us change the blast design and see what happens to 
fragmentation curves without doing any testing and collecting fragmentation data.  The 
equation was determined by collecting field data and running a statical analysis to 
determine the line's equation that best fits the data set. The model only has two (2) 
variables, which are weight of explosives and volume of rock blasted.  If you increase the 
weight of the explosives, mean fragmentation size will decrease.  If you increase the 
volume, mean fragmentation size with increase.  Those two concepts are widely accepted 
in the industry, but when it comes to fine-tuning, more variables come to play.  It is required 
to be careful not to confuse the mean fragmentation size as the 50 percent passing size as 
Ouchterlony et al. have found a common mistake in the literature (Ouchterlony & 
Sanchidrian, 2019).  
Equation 1.2.3 may seem simple, but it was the starting block to coming up with 
fragmentation size without blasting.  There are currently several models out there that build 
upon the basic principles of equation 1.1.3.  A comprehensive list of fragmentation models 
through time have been published by Ouchterlony et al. and are listed below with 
references (Ouchterlony & Sanchidrian, 2019). 
• Koshelev - (Koshelev, Kuznetsov, Sofronov, & Chernikov, 1971) 
• Kuznetsov - (Kuznetsov, 1973) 
• Protodyakonov - (Protodyakonov, 1962) 
• SveDeFo - (Lundborg, 1971), (Larsson, 1974), (Holmberg, 1981) 
• Kuz-Ram - (Cunningham, 1983) 
• Lilly - (Lilly, 1986) 
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• Stag - (Stagg, Rholl, Otterness, & Smith, 1990) 
• Otterness - (Otterness, Stagg, Rholl, & Smith, 1991) 
• Chu-Kat - (Chung & Katsabanis, 2000) 
• JKMRC - (Djordjevic, 1999), (Kanchibotla, Valery, & Morell, 1999), 
(Thornton, Kanchibotla, & Esterle, 2001) 
• Esen - (Esen, Onederra, & Bilgin, 2003) 
• Extended Kuz-Ram - (Cunningham, 2005) 
• Ouch-Sanch - (Ouchterlony & Sanchidrian, 2019) 
 
As research advanced, more variables were included in the fragment size prediction 
models, and a way to account for fines caused by borehole crushing was introduced. Some 
of the variables include explosives weight, powder factor, relative weight strength of 
explosives, burden, spacing, hole depth, stemming length, geology, and delay. The most 
common model seen in the literature today is the extended Kuz-Ram model utilizing the 
Swebrec fragmentation curve function.  Fragmentation models will be discussed in more 
detail in Chapter 2. 
1.3 General identification of variables of the problem 
Rock fragmentation has many variables that need to be considered to properly 
model fragmentation.  So many variables need to be accounted for that Dr. Worsey states, 
“One would need a company full of engineers with computers, like Google, to be able to 
accurately model the fragmentation process” (Worsey, 2020).  The 18th Edition of the ISEE 
Blasters’ Handbook breaks up the variables for fragmentation into four (4) different 
categories listed below (ISEE, 2011). 
1. Explosives properties 
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a. Chapman-Jouget (C-J) pressure 
b. Detonation velocity 
c. Density 
2. Intact rock properties 
a. Young’s modulus 
b. Poisson’s ratio 
c. Uniaxial compressive strength 
d. Density 
e. Porosity 
3. Rock fabric 
a. Joint/fracture spacing 
b. Join/fracture orientation 
4. Blast pattern design 
a. Borehole depth 
b. Borehole Diameter 
c. Stemming 
d. Length 
e. Burden 
f. Spacing 
 
ISEE’s list of parameters that influence the blast fragmentation includes 16 
different variables, and this list is not all-inclusive.  Some of the other variables explained 
in the literature include the items below. If both lists are combined and shared it with the 
fragmentation researching community, there would still be variables needed to completely 
model the fragmentation process. 
1. Delay timing 
2. Stress wave velocity 
3. Borehole inclination 
4. Tensile strength 
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5. Dynamic tensile and compressive strength 
6. Fracture toughness 
7. Levels of water saturation 
8. Gas pressure 
9. Rock grain size 
 
To simplify the discussion in this research, the parameters are going to be grouped 
into the following categories: explosives, rock information, blast design geometry, and 
delay timing.  Delay timing and blast design geometry would normally be lumped together 
in a category called blast design, but due to the focus of the dissertation being on delay 
timing, it was separated out. 
Explosives are the reason the fragmentation process begins.  Without explosives, 
there would be no fragmentation.  Most of the fragmentation models explained in 
Ouchterlony et al. utilize the weight of the explosive’ charge and its relative weight strength 
(Ouchterlony & Sanchidrian, 2019).  The early fragmentation models, such as the Kuz-
Ram, were all built on empirical data sets that had a certain explosive that was used in the 
data set.  To account for all the different explosives used in the world, relative weight 
strength was developed.   
Weight strength (WS) is defined as “the energy output (heat of detonation) of an 
explosive material per unit of weight” (ISEE, 2011).  Absolute weight strength (AWS) is 
defined as “the measure of explosives energy per unit weight” (ISEE, 2011).  The 
difference between the two is AWS is theoretical, and WS would be the value if one could 
measure the energy output of a detonation.  Relative Weight Strength (RWS) is defined as 
“the ratio of the absolute weight strength of an explosive to the absolute weight strength of 
ANFO” (ISEE, 2011).  Although ISEE explains RWS as a ratio of an explosives compared 
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to ANFO, it does not have to be just ANFO.  Early research typically did a RWS using 
TNT as the base explosives to relate other explosives to.  RWS typically uses ANFO today 
because of its wide use in the explosives industry. The equation to determine relative 
weight strength can be seen below. 
𝑅𝑅𝑊𝑊𝑅𝑅𝑒𝑒 =
𝐴𝐴𝑊𝑊𝑅𝑅𝑒𝑒
𝐴𝐴𝑊𝑊𝑅𝑅𝑥𝑥
 
Equation 1.3.1 
 
Where: 
𝑅𝑅𝑊𝑊𝑅𝑅𝑒𝑒 = Relative weight strength of an explosives 
𝐴𝐴𝑊𝑊𝑅𝑅𝑒𝑒 = Absolute weight strength of an explosives (cal/g) 
𝐴𝐴𝑊𝑊𝑅𝑅𝑥𝑥 = Absolute weight strength of a reference explosives (cal/g) 
 
Using relative weight strength as a parameter helped researchers use fragmentation 
prediction equations from one data set using a certain explosive and translate it over to an 
operation using a different explosive.  Because different explosives have different 
detonation characteristics, it is not possible to use the explosives’ weight alone when 
comparing the fragmentation of two different explosives.  Utilizing weight and RWS helps 
capture the energy used in the fragmentation process.  Weight and RWS values are also 
easy to obtain, making it practical to use in fragmentation models.  
Explosives weight and relative weight strength do not capture all the explosives’ 
parameters that are important for fragmentation.  Weight and RWS does capture most of 
the fragmentation process from explosives in a simple form, excluding predicting fines.  
Fines predicting models require additional information to determine the amount of 
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fracturing around the borehole.  Explosives parameters needed for fines include blasthole 
pressure, explosives density, and velocity of detonation.   
Rock information is an important part of predicting the fragmentation when 
changing location and geologic formations at the same mine.  Geology is one of the most 
difficult parameters that plagues fragmentation researchers.  Geology influences 
fragmentation the most out of all the parameters and randomly changes throughout the 
world.  Fragmentation models utilize a local geology and/or concrete block data set to 
develop a model, and then the model gets utilized in an area of completely different 
geology.  Different geology will change the fragmentation mechanics. If a model is not 
accounting for geology, it can only be used in the geology that the model was formulated.  
Greenfield sites typically do not have localized blast fragmentation data, so this poses a 
problem with using fragmentation models without considering geology.  Researchers have 
tried to fix this problem with some success.    
The vast differences in geology worldwide are one big reason why computer 
modeling of fragmentation is not utilized by operations today.  There are too many geologic 
cases to build a model that works everywhere it is needed to work.  With greenfield sites, 
general estimation of fragmentation is what is currently possible, so simple fragmentation 
equations are acceptable for this process.  Current fragmentation models that consider 
geology can also be used to get ideas on what to test to increase fragmentation at the mine. 
To explain the influences of geology one must first explain the fracturing process 
in a homogenous material. The fracturing process starts with the pressure exerted onto the 
rock due to the explosive’s detonation.  The shock wave from the explosives travels 
through the rock, causing radial fracturing to grow due to the stress being higher than the 
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rock's dynamic strength. After the shock wave passes, the gas pressure builds up in the 
borehole and extends the cracks formed by the shockwave and applies a stress field.  If 
there is a free face nearby, the fractures extend to the free face, and the rock fragments are 
pushed into motion by the gas pressure.  In the case of a free face and prior to the 
movement, the shock wave reflects at the free face causing tension and spalling on the 
material if the dynamic tensile strength is exceeded. 
Fracture growth is slower than the shock wave's speed and can be estimated to be 
around 1/3rd the speed of the shock wave (Worsey, 2020).  In a homogenous material, 
cracks will grow in the grain boundaries due to stress concentration in the material's 
weakest part.  In homogeneous material, radial fractures will grow the same distance in all 
directions.  Some of the neighboring fractures will have been stunted due to stress fields 
caused by slightly faster-growing cracks expanding.  Figure 1.3.1 shows the cracks 
generated in a polyester resin (homogeneous material) (Worsey, 1981).  The figure shows 
tightly spaced fractures of similar length with a handful of cracks extending outwards.  The 
extended cracks can be explained by the resin not being perfectly homogenous and that the 
fracturing process is somewhat random. 
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Figure 1.3.1 Fracturing around a detonated shot hole in polyester resin (Worsey, 1981) 
 
In homogenous material, the strength properties are fundamental when it comes to 
fracturing.  A typical strength value used in the mining industry is uniaxial compressive 
strength (UCS).  This value is usually needed for processing and geotechnical engineering, 
so it is a value readily available at most mines.  The problem with using this value is that 
it is not the stress conditions of blasting (Scott & Onederra, 2015).   UCS is loading of a 
cylindrical core sample from the top and bottom with all surfaces on the sides being free 
faces.  In blasting, the stress source comes within, and the load rate is dynamic instead of 
quasi-static.  Using the UCS value is a problem when conducting mechanistic models but 
is acceptable for empirical models if it’s just providing a strength index (Scott & Onederra, 
2015).   
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Fleetwood helps explain the relationship of confinement and loading rate by saying 
“Once radial confining pressure is added to a rock specimen, as in triaxial testing 
procedures, the sample strength can increase dramatically. Sample strength also increases 
as the rate at which the load is applied increases.” (Fleetwood, Villaescusa, & Li, 2009).  
Blasting is more confined and a faster loading rate than UCS testing.   The rock cracks in 
tension, so tensile strength would be a better strength value, but it is not readily available 
like UCS, due to tensile strength testing being more expensive.  Dynamic strength testing 
would also be better values, but it also is expensive and not commonly done by rock testing 
facilities.  Therefore, most fragmentation models use UCS as a strength index. The tensile 
strength can be related to UCS as well and is typically 1/10 of the UCS on average. 
Unfortunately for the fragmentation researchers, geology is not homogenous.  Even 
homogenous like rock is not as homogeneous as a polyester resin. As soon as planes of 
weakness enter the equation, the fracturing process is complicated. Shock wave stress will 
overcome a plane of weakness in the rock mass before the rest of the rock, causing the 
cracks to grow in planes of weakness faster than the rest of the rock. The separation of the 
faster-growing crack applies a compressive stress field to neighboring cracks stunting their 
growth. Figure 1.3.2 illustrates how cracks cause compression on the surrounding rock as 
they expand (Perkins & Krech, 1968).  The fractures will close if they do not reach a free 
face and will not be visible due the stress field still acting on the cracks after the blast.  In 
that case, the acoustic sounding of the material can be used to identify the cracks.  In the 
resin case, the material was opaque, and shining a light showed the cracks. 
19 
 
 
Figure 1.3.2 Fracture with damaged region stresses in the plane of the crack (Perkins & 
Krech, 1968) 
 
Since the stress concentrates on the weakest part of the rock mass, any joints or 
plane of weaknesses will fracture, leaving the rest of the rock intact.  If a rock mass has 
heavy jointing, one will find when the rock mass is blasted that all the rock pieces in the 
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muck pile should be of similar size as the joints' spacing.  If the rock mass has widely 
spaced jointing, fractures will appear where the explosive was placed, additional to the 
joints of the rock mass.  If explosives are not placed inside each boulder created by the 
joint sets, then the blasted pile will have large rock pieces similar to the joint spacing.  This 
is because when the stress wave from the explosives reaches a plane of weakness, 
fracturing will occur on the weakness planes faster than the rest of the rock and inhibit new 
cracks from forming.   
Pre-splitting is a common practice in the blasting industry to protect a final rock 
wall from nearby blasting.  The pre-split causes a fracture plane that stops radial fractures 
from nearby blasts and interrupts the transmission of vibrational waves.  Joints act like 
natural pre-splits, therefore stunting the growth of radial fractures from the blasthole.  
Characterizing the rock mass is a very important variable for determining fragmentation 
due to blasting.  Types of discontinuities with a rock mass include faults, joints, bedding 
planes, foliation, and healed fractures (Scott & Onederra, 2015).   Scott explains that 
geotechnical engineers are more concerned with structures that make the rock slope fail or 
the mine drift to fail, so they are not as concerned will all discontinuities in the rock mass 
(Scott & Onederra, 2015).  Mine rock mass data is usually collected for geotechnical 
engineering purposes, and not all structures are included. 
Mine operations commonly record the Rock Quality Designation (RQD), which is 
the core’s length that has cracks spaced 4 inches or longer divided by the total length of 
the core.  This value is useful when determining blast fragmentation of a rock mass, but 
only takes cracks that are spaced 4 inches apart into account.  A piece of core could have 
fractures spaced 5 inches for the whole length of the core and have a RQD value of 100 
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percent, and a solid piece of core with not fractures could have a RQD value of 100 percent.  
Other rock mass characteristics are needed to successfully determine blast fragmentation. 
Measuring the spacing of all discontinuities and directions is the best approach but is very 
time consuming and typically not done. 
Density and porosity are other rock values that are important when it comes to 
blasting.  Scott explains that the density influences the rock's inertia, which will affect how 
the rock will move when explosive force is applied (Scott & Onederra, 2015).  High 
porosity influences the density measurement, so sealed and unsealed core densities are 
needed.  High porosity can cause the rock to respond slowly to explosive gas and have less 
movement (Scott & Onederra, 2015). 
Rock stiffness is another important variable that is typically accounted for by 
calculating the Young’s modulus and Poisson’s ratio.  While conducting UCS testing 
Young’s modulus and Poisson’s ratio can also be determined, making these values 
typically available.  As indicated before, one problem is that Young’s modulus and 
Poisson’s ratio does change with the rate of strain, so dynamic values are best (Scott & 
Onederra, 2015). 
Rock properties are usually included in fragmentation models as factors that take a 
couple of the properties discussed above to influence the final fragmentation. Scott does a 
good job of showing how rock mass factors are used for each fragmentation model shown 
in Figure 1.3.3 and Figure 1.3.4 (Scott & Onederra, 2015).  One thing to note is that the 
empirical models have easy to obtain rock mass information and mechanistic models have 
the true property required that are hard to obtain.  Hard to obtain dynamic rock mass values 
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are typically why computer modeling is less effective.  Also, not much is known about 
dynamic rock mass values during a blast due to rock blasting’s destructive nature. 
 
Figure 1.3.3 Kuz-Ram based empirical models (Scott & Onederra, 2015) 
 
 
Figure 1.3.4 Mechanistic models (Scott & Onederra, 2015) 
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Blast design geometry is another important consideration to rock blasting.  If certain 
blast design geometry conditions are met, then the whole fragmentation process changes.  
Two common blast design geometry conditions referred to in the blasting industry are 
cratering and bench blasting.   
Cratering is placing an explosive charge a certain distance from a free surface to 
get the explosives’ optimal breakage.  The confinement is typically higher, and the charge 
is more like a point charge than a cylinder (ISEE, 2011).  The blast design geometry for 
cratering is completely different than the breaking mechanics of bench blasting.  Figure 
1.3.5 and Figure 1.3.6 show the blast geometry of cratering. Cratering is not the focus of 
this research and will not be discussed in detail.  It is important to note that what breaking 
mechanism used in a blast drastically changes how the parameters influence the 
fragmentation.  All fragmentation models should describe the breaking mechanism the 
model is for. 
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Figure 1.3.5 Cratering blast geometry (ISEE, 2011) 
 
 
Figure 1.3.6 Area of fracturing from cratering (ISEE, 2011) 
 
Bench blasting is the breaking mechanism for the fragmentation model in this 
dissertation and will focus on important blast design geometry parameters.  A list of blast 
geometry design parameters is listed below that were included in various fragmentation 
models (Ouchterlony & Sanchidrian, 2019).  Other variables were included but could be 
derived from just having the information below. 
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• Burden 
• Spacing 
• Hole depth 
• Bench height 
• Stemming length 
• Hole diameter 
• Hole inclination 
 
One of the most comprehensive research done towards determining optimum blast 
geometry in bench blasting was Richard Ash’s work at the Experimental Mine in Rolla, 
MO (Ash, 1968).  Ash’s work found that the above parameters were important for having 
a quality blast.  This included the smallest fragmentation with minimal adverse effects of 
the blasting, such as airblast, ground vibrations, and fly rock.  Some of the optimum 
parameters he found are as follows. 
• Bench height/burden ratio – 4  
• Hole diameter – bench height/(100 to 120) 
• Powder Factor – 1 lb/cyd for quarry blasting 
• Stemming height – 0.7 to 1.2 * burden 
• Spacing – 1.2 to 1.4 * burden 
• Sub-drill – 1/3 * burden 
 
Ash’s optimum parameters were designed so a blaster could go to a new operation 
and design a blast that performed while minimizing any bad side effects such as fly rock, 
airblast, and ground vibrations.  There are likely cases outside of the guidelines that give 
better results, but the results might only be appropriate for mines with no neighbors etc.  
The guidelines were also given as a starting point. Once local site knowledge is gained, 
changing the parameters could potentially give better results due to the change in geologic 
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conditions from site to site.  Ash’s research was only on bench blasting and is a good base 
for ensuring bench blasting is the rock breaking mechanisms. 
Ash’s research shows that each variable in blasting geometry depends on the other, 
so only including one geometry variable alone will not fully capture what will happen with 
the fragmentation.  Ash has explained why the more accurate fragmentation models 
consider all its geometry parameters. 
Zang explains the relationship between break out angle and burden and spacing 
shown in Figure 1.3.7 and Figure 1.3.8 (Zhang, 2016).  If one can measure the breakout 
angle, then the optimum spacing to burden relationship can be obtained by using equation 
1.3.2.  The equation was modified from the equation shown in Zhang’s book (Zhang, 
2016). 
 
Figure 1.3.7 Conditions of p-wave and throw for a large spacing to burden relationship 
(Zhang, 2016) 
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Figure 1.3.8 Conditions of p-wave and throw for a small spacing to burden relationship 
(Zhang, 2016) 
 
𝑅𝑅 =
𝐵𝐵
sin (𝜋𝜋2 − 𝜃𝜃)
 
Equation 1.3.2 
 
Where: 
𝑅𝑅 = Spacing 
𝐵𝐵 = Burden 
𝜃𝜃 = ½ of the measured breakout angle in radians 
 
If equation 1.3.2 is followed, then B and B1 will be equal, and the fracturing process 
will reach the free face at the same time.  In conditions where B does not equal B1, the 
fracturing process will dominate in the smaller variable’s direction.  Zang’s equations helps 
to define what the spacing to burden relationship should be based on site specific measured 
breakout angle. 
28 
 
Timing is another variable that has just scratched the surface of fragmentation 
modeling and is very controversial in the literature. The first timing consideration in 
empirical models was induced in 2005 when Cunningham added a timing function to the 
Kuz-Ram model (Cunningham, 2005).   Timing needed to be separated from blast design 
geometry because it is a variable that does not change the cost of the shot.  Explosives, 
rock properties, and blast design have fragmentation with a single explosives charge.  
Timing influences on fragmentation require multiple charges or multiple holes to have an 
effect. 
Timing has been proven to provide fragmentation differences in full-scale blasting. 
Literature that shows this includes (Hettinger, 2015), (Vanbrabant & Espinosa, 2006), and 
(Chiappetta, 2011).  There has also been an extensive amount of small scale and medium 
scale tests that have proven that delay has an impact on fragmentation.  Some of the small 
scale to medium-scale research that has been done includes (Gkikizas, 2016), (Johansson 
& Ouchterlony, 2013), and (Katsabanis & Omidi, 2015).   All the research shows a change 
between delays, but there are two common concepts regarding timing and fragmentation.  
The first concept is that there is an optimum delay window after the shock wave has passed 
the next hole that gives the best fragmentation.  The second is that there is an optimum 
delay window before the shock wave has passed the second hole.  (Chiappetta, 2011) and 
(Vanbrabant & Espinosa, 2006) research supports optimum timings from the second 
concept.  The rest of the research listed above supports the first concept.   
Radial fracturing is associated with the shock wave as it passes through the rock 
medium.  When two holes detonate, the shock waveform of one hole can interact with the 
second hole.  This theory is commonly called “shock wave collision” or “stress wave 
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interaction”.  Zang describes the equations to determine optimal delay and when shock 
wave collision happens (Zhang, 2016).  The basic equation below is typically how 
researchers report the optimal delay from the data (Zhang, 2016). 
𝑇𝑇𝑑𝑑 = 𝑘𝑘𝐵𝐵 
Equation 1.3.3 
 
Where: 
𝑇𝑇𝑑𝑑 = Delay timing down the row in milliseconds 
𝑘𝑘 = Constant that is typically expressed in ms/m and in the range of 3-5 ms/m 
𝐵𝐵 = Burden in meters 
 
Typical ranges for 𝑘𝑘 are described as 3 to 5 ms/m according to Zang and 4 to 13.3 
ms/m, according to Katsabanis et al. (Zhang, 2016), (Katsabanis & Omidi, 2015).  Large 
scale testing was done in Georgia and found a delay of 4.8 ms/m was optimal (Hettinger, 
2015).  Other testing done by Stagg et al. found the optimum delay between the range of 
3.3 to 26 ms/m (Stagg & Nutting, 1987).  One can conclude from previous research that 
equation 1.2.3 has varying k factors for different conditions. 
In order to have interacting stress waves from neighboring holes, the delay has to 
be less than equation 1.3.4  (Zhang, 2016).  Figure 1.3.9 shows the parameters of equation 
1.3.4 as they are happening in time.  Zhang’s equation below has variables that are difficult 
to measure.  The P-wave velocity and length in the blast often require sacrificial sensors, 
and wires connected to the sensors are typically broken before the whole wave data is 
collected.  The fragmentation radius of one hole is often difficult to determine since gas 
pressure after the shock wave has passed will extend the fractures.   Johansson et al. 
determined that to have tensile wave interaction, a delay of 0.37 ms/m of burden is needed, 
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which is not found as an ideal delay from a fragmentation perspective in the majority of 
the literature (Johansson & Ouchterlony, 2013). 
𝑇𝑇𝑑𝑑 < 2𝑇𝑇𝑝𝑝 +
2𝑅𝑅 − 𝑅𝑅𝑓𝑓𝑓𝑓
𝑐𝑐𝑝𝑝
 
Equation 1.3.4 
 
Where: 
𝑇𝑇𝑑𝑑 = Delay time between holes 
𝑇𝑇𝑝𝑝 = Length of stress wave caused by hole 1 
𝑅𝑅 = Spacing  
𝑅𝑅𝑓𝑓𝑓𝑓 = Fragmentation radius of one hole 
𝑐𝑐𝑝𝑝 = Velocity of the P-wave 
 
 
Figure 1.3.9 Example of stress wave travel when 𝑡𝑡 = 2𝑇𝑇𝑝𝑝 +
𝐺𝐺
𝑐𝑐𝑝𝑝
 (Zhang, 2016) 
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According to the above literature, stress wave interaction due to the shock wave is 
not ideal for fragmentation. However, some cases have been documented where timing 
with stress wave interaction helped to get the desired fragmentation (Chiappetta, 2011) and 
(Vanbrabant & Espinosa, 2006).  Those cases were in large metal mines with blast 
geometry that is not ideal for bench blasting.  The drastic change in geometry is likely 
changing the fragmentation mechanics allowing for different delay timing being 
successful. 
During the literature review for this research, no studies were found that showed 
the effect of row delay on fragmentation.  The extended Kuz-Ram and the Ouch-Sanch 
models are the only two known fragmentation models that use delays that are based on 
empirical data.  These models only look at delay down the row of a blast.  There currently 
is not any known research that gives a fragmentation model that incorporates row delay. 
1.4 Origin of the research and its significance 
The origin of the research came from the advancement in detonators.  The invention 
of accurate delay detonators did not come until 1984 when Tyler and Worsey filed the very 
first electronic detonator patent (United States of America Patent No. 4674047, 1984).   
Although electronics were invented in 1984, they were not widely used in the industry until 
the 2000s (Worsey, 2020).  Worsey explained that the patent got in the way of commercial 
explosives manufactures developing their own electronic detonator until Tyler and Worsey 
allowed the patent to elapse in the early 1990s to advance the industry. 
When electronic detonators first hit the market, they were very expensive and did 
not get major use until 2000 to 2010.  Until electronic detonators became widely available, 
mines were using detonators with pyrotechnic delay elements. Pyrotechnic delay elements 
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had a wide range of detonator scatter.  So much scatter that a 9 ms pyrotechnic delay cap 
could fire anywhere between 1.53 ms and 26.14 ms (Lusk, Hoffman, Mulligan, & Worsey, 
2013).  A blast with 3 meters of burden using 9 ms pyrotechnic delays on detonating cord 
as the hole initiator would fire anywhere from 0.51 ms/m of burden to 8.7 ms/m of burden.   
Without accuracy and precision of the delay, only large timing changes could be 
done to influence the shot.  Delaying shots to have stress overlap was not possible, and due 
to the scatter, the timing was usually picked to ensure holes fired in order.  Utilizing delay 
in models would not have been helpful until 2000 to 2010 when electronic detonators were 
now starting to be widely used at mines. A 10 ms delay programmed into an electronic 
detonator could fire anytime between 9.816 ms and 10.201 ms (Lusk, Hoffman, & 
Wedding, 2011). A blast with 3 meters of burden using 10 ms electronic delay would fire 
anywhere from 3.272 ms/m to 3.4 ms/m.  Electronics detonator accuracy and precision 
have now made it possible to start exploring influences due to delays that were not possible 
in the past. 
Cunningham came up with the first model to incorporate delay in 2005, right when 
the electronic detonator started to become widely used.  Since then, researchers have been 
exploring a wide range of delays and their influence on fragmentation.   Although the 
timing is widely accepted to influence fragmentation, researchers have only been exploring 
delay down a row of holes typically referred to as “hole to hole” delay.  Row delay has yet 
to be explored as a possible influencer in fragmentation.    
Now that detonator accuracy and precision are to the nearest millisecond, signature 
hole waveform analysis became possible for controlling the level of blasting vibrations 
arriving at a nearby structure.  Researchers began exploring how timing influenced wave 
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superposition and began finding optimal timing of the whole shot to minimize the 
vibrations’ amplitude leaving the blast.  This introduced the question: “Is the timing that is 
best for blasting vibration best for blasting fragmentation?”.  This question is currently not 
answered and was the reason for exploring the dissertation topic. 
An approach that Dr. Silva uses to control blast vibrations is called “regular 
rhythmic timing (RRT)” (Silva-Castro, Lusk, Lee, & Jenks, 2016).  Regular rhythmic 
timing standardizes the delay between successive charges.  The difference between 
traditional timing and regular rhythmic timing can be seen in Figure 1.4.1 and Figure 1.4.2.  
Regular rhythmic timing has a pathway for the charges that match the charge sequence. 
Traditional timing has a different timing pathway than the charge sequence leading to 
variable delays between charges. 
 
Figure 1.4.1 Traditional down the row and between row timing 
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Figure 1.4.2 Regular rhythmic timing 
 
Silva-Castro et al. developed regular rhythmic timing to eliminate the crowding 
caused by traditional down the row timing and timing between rows.  Figure 1.4.3 shows 
the crowding effect of traditional timing when expanding the shot size (Silva-Castro, Lusk, 
Lee, & Jenks, 2016). Notice that as the detonators fire they get closer and closer together 
on the time scale on the right of the figure.  The detonator firing timings also get closer 
together; the bigger the shot you have.  Regular rhythmic timing gets rid of the above two 
problems and standardizes the timing between charges. 
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Figure 1.4.3 Sequence and firing time as a function of the number of charges (Silva-
Castro, Lusk, Lee, & Jenks, 2016) 
 
Regular rhythmic timing was able to reduce vibrations by roughly 6 percent just by 
eliminating the crowding (Silva-Castro, Lusk, Lee, & Jenks, 2016).  The introduction of 
regular rhythmic timing to the vibration reduction world opened questions in the 
fragmentation world.   Regular rhythmic timing adds delay timing to the whole shot.  If 
you look at traditional timing versus regular rhythmic timing, it is not uncommon for the 
length of the shot to be 500 ms more for a regular rhythmic timing shot versus a traditional 
timing shot.  The extended shot time of RRT had more time between neighboring holes 
than traditional timing. 
The charge sequence becomes a more important factor because the timing path 
matches the charge sequence.  In regular rhythmic timing you have a charge delay and a 
36 
 
charge sequence instead of a delay between rows and a delay between holes down a row.  
Signature hole analysis would determine the optimum delay between charges, but it did 
not give any guidance on the effect of the sequence on blast results such as fragmentation.  
To have industry acceptance of regular rhythmic timing, the impacts of charge sequence 
on blasting results needed to be explored.   
Another important question identified during the literature review was that 
fragmentation models did not account for row delay.  The timing between rows is typically 
longer than timing between holes down a row.  The influence of long row delay is a 
question that is like the question of the influences of charge sequence when using regular 
rhythmic timing on blasting results. 
1.5 Why the dissertation topic 
Fragmentation and fracturing are two different terms when it comes to rock 
blasting.  When measuring rock size after a blast, the measurement targets the 
fragmentation, but not the fracturing.  Fracturing in blasting is the process in which 
explosive shock causes cracks in a rock mass.  Fragmentation is the rock’s size once it has 
reached its final state after the blasting process is finished. 
When talking about the fracturing process, shock applied to the rock is important 
for determining how the cracks are initially formed.  Once the crack has formed due to 
shock, the fracturing process ends, and the fragmentation process begins.  Gas pressure 
created from the detonation of the explosives causes cracks to extend, disconnect, and 
move.  Because there is a movement component in fragmentation, available space at the 
time of detonation becomes an important variable in the fragmentation process. 
37 
 
After the blasting process is complete, the final size of the rock is a combination of 
rock breakage due to explosives shock, gas pressure, and the ability to move.  Adding 
timing to the equation will influence the ability to move drastically and should be 
considered when determining fragmentation size.   
Due to the high velocities of explosives shock waves, fast timings are required to 
have shock interaction between explosive charges.  Fragmentation models that use 
explosives shock and fracturing principles lead to faster timing to improve fragmentation.  
Fast timing does not give time for rock material to move.  Therefore, fast timings are good 
for the fracturing process but not for the fragmentation process.  There needs to be a 
variable to account for time in the fragmentation process, and delay sequence is one way 
to do it.  
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CHAPTER 2. FRAGMENTATION MODELS 
This chapter describes all the literature available regarding the current 
fragmentation models.  The most used fragmentation model today is the Kuz-Ram model 
with either the Rosin-Rammler model or the Swebrec fragmentation curves. Chapter two 
will go over the most relevant fragmentation models today and which model will be 
selected to use in the Wor-Sil modified fragmentation model. 
2.1 Rosin-Rammler fragmentation curve 
The Rosin-Rammler-Sperling-Bennett cumulative distribution function was 
developed in the 1930s from a combination of literature (Rosin & Rammler E, 1933), 
(Rosin & Rammler, 1933), (Bennett, 1936).  The Rosin-Rammler-Sperling-Bennett curve 
is known as the Rosin-Rammler or RR distribution (Ouchterlony & Sanchidrian, 2019).  
The RR distribution was initially developed for coal processing but was adopted by the 
blasting industry since early blasting fragmentation models only predicted mean or 50 
percent passing fragmentation size.  Ouchterlony et al. show the RR distribution with terms 
that are common to today’s fragmentation distribution functions in equation 2.1.1 below. 
 
𝑃𝑃𝑅𝑅𝑅𝑅(𝑥𝑥) = 1 − 𝑒𝑒−(𝑥𝑥 𝑥𝑥𝑐𝑐)⁄
𝑛𝑛
= 1 − 𝑒𝑒−𝑙𝑙𝑛𝑛2(𝑥𝑥 𝑥𝑥50)⁄
𝑛𝑛
= 1 − 2−(𝑥𝑥 𝑥𝑥50)⁄
𝑛𝑛
= 1 − 5−(𝑥𝑥/𝑥𝑥80)𝑛𝑛 
Equation 2.1.1 
 
Where: 
𝑃𝑃𝑅𝑅𝑅𝑅(𝑥𝑥) = to the percent passing of material size x 
𝑥𝑥 = Material size in question 
𝑥𝑥𝑐𝑐 = Characteristic size 
𝑥𝑥50 = 50% passing material size 
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𝑥𝑥80 = 80% passing material size 
𝑛𝑛 = Uniformity index from equation 1.1.1 
 
An interesting note that Ouchterlony et al. point out about the RR function is that 
when the material size in question is less than the 50% passing size, the equation in a log-
log graph is a straight line with the slope of 𝑛𝑛 at the 63.2% passing size (Ouchterlony & 
Sanchidrian, 2019).  This points to the RR function not appropriately estimating passing 
sizes below 50%.  This fault is apparent in the literature when actual fragmentation curves 
are compared to estimated fragmentation curves, such as Figure 1.1.3 in Chapter 1.1.  
Ouchterlony et al. also point out that the RR function does not have a maximum size limit 
in the function, which is not the case with blasted material. 
The RR function requires two (2) variables to estimate the cumulative 
fragmentation curve.  The characteristic size, typically 50% passing size, and the 
uniformity index.  Using this function will drastically reduce the amount of screening work 
done to determine a fragmentation distribution.  It also allows for a prediction equation that 
solves only two(2) variables to come up with the total muck pile size distribution.   
2.2 Julius Kruttschnitt Mineral Research Centre (JKMRC) fragmentation curve 
The Julius Kruttschnitt Mineral Research Centre identified a need to change the RR 
function below a certain percent passing size and utilized equations to account for the fines 
from blasting (Djordjevic, 1999), (Kanchibotla, Valery, & Morell, 1999), (Thornton, 
Kanchibotla, & Esterle, 2001). Thornton et al. stated “it became apparent that the sieved 
run-of-mine (ROM) coal was much finer than that predicted from any incarnation of the 
Kuz-Ram model and an additional breakage step was required to account for the significant 
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breakage that undoubtedly occurs during handling” (Thornton, Kanchibotla, & Esterle, 
2001). JKMRC called the change to the RR function the two-component model.    
JKMRC determined that the splicing point of the RR function should be different 
between hard and soft (Australian coal and iron ore) rock.  The hard rock’s chosen splicing 
point was the 50% passing size, and soft rock was the 90% passing size.  The splicing 
points are in question, and the selection of 50% passing and 90% passing is not discussed 
in the literature (Ouchterlony & Sanchidrian, 2019).  It appears the splicing point of 90% 
likely comes from the problem with coal fines being generated in the material handling 
process as well as the blasted fines, while the splicing point of 50% comes from just the 
fines generated from blasting. The coal industry funded JKMRC research, so a large focus 
of the research is for blasting coal. 
To estimate fines from blasting, the JKMRC team utilized equations from Jaeger et 
al. for estimating stress caused by gas pressure (Jaeger & Cook, 1979), (Thornton, 
Kanchibotla, & Esterle, 2001).   Equation 2.2.1 is for quasi-static loading conditions, and 
it is assumed by Thornton et al. that this is the cause for the pressure caused by explosion 
gases. Thornton et al. then utilize equation 2.2.2 to determine the borehole pressure. 
𝜎𝜎𝑥𝑥 = 𝑃𝑃𝑏𝑏 �
𝑟𝑟
𝑥𝑥
�
2
 
Equation 2.2.1 
 
Where: 
𝜎𝜎𝑥𝑥 = Radial stress at a distance x (m) from the center of the blasthole (Pa) 
𝑟𝑟 = Blasthole radius (m) 
𝑃𝑃𝑏𝑏 = Borehole Pressure (Pa) 
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𝑃𝑃𝑏𝑏 =
𝜌𝜌𝑒𝑒𝐶𝐶𝑑𝑑2
4  
Equation 2.2.2 
 
Where: 
𝑃𝑃𝑏𝑏 = Borehole Pressure (Pa) 
𝐶𝐶𝑑𝑑 = Explosive velocity of detonation (m/s) 
𝜌𝜌𝑒𝑒 = Explosive density (kg/m3) 
 
Equation 2.2.1 and Equation 2.2.2 are used to calculate the distance at which stress 
is equal to the material’s compressive strength.  Thornton et al. assume that material in this 
region will have a top size of 1 mm from excessive stress (Thornton, Kanchibotla, & 
Esterle, 2001).  One millimeter particle size was chosen based on the run of mine size 
distribution data that Thorton et al. did not cite.  The crushed zone volume is calculated by 
using the radius of the crushed zone and the volume of a cylinder.  The volume blasted by 
the borehole is calculated by burden times spacing times height.  The percent of 1 mm 
material from explosive gas pressure is estimated by dividing the volume of the 1 mm 
material by the blasthole volume. 
Ouchterlony et al. have derived the final equations needed to calculate the 
distribution curve and are included below (Ouchterlony & Sanchidrian, 2019). 
𝑟𝑟𝑐𝑐 =
∅ℎ
2
�𝑃𝑃ℎ 𝜎𝜎𝑐𝑐⁄  
Equation 2.2.3 
 
Where: 
𝑟𝑟𝑐𝑐 = crushed zone radius when stress is equal to uniaxial compressive strength (m) 
∅ℎ = Hole diameter (m) 
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𝑃𝑃ℎ = Bore hole pressure (Pa) 
𝜎𝜎𝑐𝑐 = Uniaxial compressive strength (m) 
 
 𝑉𝑉𝑐𝑐 = 𝜋𝜋 (∅𝑐𝑐2 − ∅ℎ2) 4⁄  
Equation 2.2.4 
 
Where: 
𝑉𝑉𝑐𝑐 = Volume of crushed rock per meter (m3/m) 
∅𝑐𝑐 = Diameter of crushed rock 
∅ℎ = Hole diameter 
The fraction of “Fines” produced by one borehole is given by: 
𝐹𝐹𝑐𝑐 = 𝑉𝑉𝑐𝑐 (𝐵𝐵𝑅𝑅)⁄  
Equation 2.2.5 
 
Where: 
𝐹𝐹𝑐𝑐 = fraction of 1 mm or less material of a blasted hole 
𝐵𝐵 = Burden (m) 
𝑅𝑅 = Spacing (m) 
𝑉𝑉𝑐𝑐 = Volume of crushed rock per meter (m3/m) 
The uniformity index for the particle size fine fraction is given by: 
𝑛𝑛𝑓𝑓𝑖𝑖𝑛𝑛𝑒𝑒𝑓𝑓 = ln �−
ln (1−𝐹𝐹𝑐𝑐)
ln2
� ln ( 1
𝑥𝑥50
� ) 
Equation 2.2.6 
 
Where: 
𝑛𝑛𝑓𝑓𝑖𝑖𝑛𝑛𝑒𝑒𝑓𝑓 = uniformity index for fines between 1 mm passing and 50% passing 
𝐹𝐹𝑐𝑐 = fraction of 1 mm or less material of a blasted hole 
𝑥𝑥50 = 50% passing size (mm) 
𝑓𝑓𝑓𝑓𝑟𝑟 1
𝑥𝑥50
, 1 = assumed 1 mm top size of the crushed zone. 
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𝑓𝑓𝑓𝑓𝑟𝑟 1
𝑥𝑥90
 replace ln2 with ln10 
𝑃𝑃(𝑥𝑥) = � 1 − 𝑒𝑒
−ln2(𝑥𝑥 𝑥𝑥50)⁄
𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑒𝑒𝑓𝑓  𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑥𝑥 ≤ 𝑥𝑥50
1 − 𝑒𝑒−ln2(𝑥𝑥 𝑥𝑥50)⁄
𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑓𝑓𝑒𝑒  𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑥𝑥 ≥ 𝑥𝑥50
 
Equation 2.2.7 
 
Where: 
𝑃𝑃(𝑥𝑥) = Percent passing of size x 
𝑥𝑥 = Material size of interest (mm) 
𝑥𝑥50 = 50% passing size (mm) 
𝑛𝑛𝑓𝑓𝑖𝑖𝑛𝑛𝑒𝑒𝑓𝑓 = Uniform index calculated by equation 2.2.6 
𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑓𝑓𝑒𝑒 = Uniform index calculated screen data or calculated from the Kuz-Ram 
 
𝑃𝑃(𝑥𝑥) = � 1 − 𝑒𝑒
−ln10(𝑥𝑥 𝑥𝑥90)⁄
𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑒𝑒𝑓𝑓  𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑥𝑥 ≤ 𝑥𝑥90
1 − 𝑒𝑒−ln10(𝑥𝑥 𝑥𝑥90)⁄
𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑓𝑓𝑒𝑒  𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑥𝑥 ≥ 𝑥𝑥90
 
Equation 2.2.8 
 
Where: 
𝑃𝑃(𝑥𝑥) = Percent passing of size x 
𝑥𝑥 = Material size of interest (mm) 
𝑥𝑥90 = 90% passing size (mm) 
𝑛𝑛𝑓𝑓𝑖𝑖𝑛𝑛𝑒𝑒𝑓𝑓 = Uniform index calculated by equation 2.2.6 using ln10 and x90 
𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑓𝑓𝑒𝑒 = Uniform index calculated screen data or calculated from the Kuz-Ram 
 
𝑓𝑓𝑓𝑓𝑟𝑟 𝑠𝑠𝑓𝑓𝑓𝑓𝑡𝑡 𝑟𝑟𝑓𝑓𝑐𝑐𝑘𝑘, 𝑥𝑥50 = 𝑥𝑥90 (ln10/ln2)1 𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑒𝑒𝑓𝑓⁄⁄  
Equation 2.2.9 
 
Where: 
𝑥𝑥50 = 50% passing size (mm) 
𝑥𝑥90 = 90% passing size (mm) 
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𝑛𝑛𝑓𝑓𝑖𝑖𝑛𝑛𝑒𝑒𝑓𝑓 = Uniform index calculated by equation 2.2.6 using ln10 and x90 
 
Figures 2.2.1 and Figure 2.2.2 illustrates a drawing showing all the terms and how 
the curve is spliced (Ouchterlony & Sanchidrian, 2019). The two-component model is used 
to help estimate fines from blasted material where the RR function fell short.   
 
 
Figure 2.2.1 Variables of the crushed zone concept (Ouchterlony & Sanchidrian, 2019) 
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Figure 2.2.2 Two-component model splicing for soft rock (Ouchterlony & Sanchidrian, 
2019) 
2.3 Swebrec fragmentation curve 
The European Union funded a project called “Less Fines” that shot a large number 
of rock and concrete samples and large scale blasts and manual screened all the data 
(Moser, 2005). Swedish Rock Engineering Research (SveBeFo) was involved in the “Less 
Fines” project and also did additional work with Montanuniversitaet Leoben (Ouchterlony 
& Sanchidrian, 2019).  Analyzing the data from all the above projects gave birth to the 
Swebrec function (Ouchterlony F. , 2003), (Ouchterlony F. , 2005), (Ouchterlony & Moser, 
2006). 
The Swebrec function is a new distribution curve that now includes a maximum 
fragmentation size and a curve folding parameter that can be related to the uniformity index 
of the Kuz-Ram model (Ouchterlony F. , Olsson, Nyberg, Andersson, & Gustavsson, 
2006).  This function completely replaces the RR function to solve the fines and top size 
problems with one (1) equation.  The Swebrec function is listed below (Ouchterlony F. , 
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Olsson, Nyberg, Andersson, & Gustavsson, 2006).  Since the curve folding parameter (b) 
can be related to the uniformity index (n) then the Kum-Ram model can still be used to 
calculate 50 percent passing size.  The method does not have an equation for predicting 
maximum material size, but the curve can be estimated using partial screen data or 
photofragmentation analysis (Ouchterlony F. , Olsson, Nyberg, Andersson, & Gustavsson, 
2006).  If two different percent passing sizes are obtained, the maximum material size can 
be estimated.  How the Swebrec curve fits in with full scale bench blasting data can be seen 
in Figure 2.3.1 below. 
 
𝑃𝑃(𝑋𝑋) =  1
�1+�
ln (𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥𝑥𝑥 )
ln (𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥𝑥𝑥50
)
�
𝑏𝑏
�
 
Equation 2.3.1 
 
Where: 
𝑃𝑃(𝑋𝑋) = Percent passing size of x 
𝑥𝑥 = material size in question (mm) 
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 = Maximum material size (mm) 
𝑥𝑥50 = 50% passing size (mm) 
𝑏𝑏 = Curve folding parameter 
 
𝑏𝑏 ≈ 0.5 ∗ 𝑥𝑥500.25 ∗ ln (
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥
𝑥𝑥50
) 
Equation 2.3.2 
 
Where: 
𝑏𝑏 = Curve folding parameter 
𝑥𝑥50 = 50% passing size (mm) (important size parameters are in millimeters) 
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𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 = Maximum material size (mm) 
 
 
Figure 2.3.1 Screen and photofragmentation Swebrec curves compared to actual screen 
data curves (Ouchterlony F. , Olsson, Nyberg, Andersson, & Gustavsson, 2006) 
 
Ouchterlony et al. list all the Swebrec equations, including the extended swebrec 
equation (Ouchterlony & Sanchidrian, 2019).  The extended Swebrec equation was 
developed to capture percent passing sizes below 0.5 mm.  Fine material at mines are 
typically not defined as the material below 0.5 mm, so this curve is only needed in special 
cases. 
𝑥𝑥𝑝𝑝
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥� = (
𝑥𝑥50 𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥� )
(1 𝑃𝑃⁄ −1)−1 𝑏𝑏⁄  
Equation 2.3.3 
 
Where: 
𝑥𝑥𝑝𝑝 = size of desired passing size (mm) 
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 = maximum material size (mm) 
𝑥𝑥50 = 50% passing size (mm) 
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𝑃𝑃 = percent passing size in fractional form 
𝑏𝑏 = Curve folding parameter 
 
𝑖𝑖𝑓𝑓 𝑃𝑃1 + 𝑃𝑃2 = 1,𝑃𝑃2 < 0.5 𝑡𝑡ℎ𝑒𝑒𝑛𝑛 𝑏𝑏 =
ln(1 𝑃𝑃2 − 1⁄ )
ln[ln(𝑥𝑥50 𝑥𝑥𝑃𝑃2⁄ ) ln(𝑥𝑥𝑃𝑃1 𝑥𝑥50⁄ )⁄ ]
,  
1
ln (𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 𝑥𝑥50⁄ )
=
1
ln (𝑥𝑥50 𝑥𝑥𝑃𝑃2⁄ )
−
1
ln (𝑥𝑥𝑃𝑃1 𝑥𝑥50⁄ )
 
Equation 2.3.4 
 
Where: 
𝑃𝑃1 = Known percent passing 
𝑃𝑃2 = Second known percent passing less than 0.50 
𝑏𝑏 = Curve folding parameter 
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 = maximum material size (mm) 
𝑥𝑥50 = 50% passing size (mm) 
𝑥𝑥𝑃𝑃1 = Known material size (mm) corresponding with 𝑃𝑃1 
𝑥𝑥𝑃𝑃2 = Known material size (mm) corresponding with 𝑃𝑃2 
 
𝑠𝑠50 = 𝑃𝑃′(𝑥𝑥50) =
𝑏𝑏
4 ∗ 𝑥𝑥50 ∗ ln (𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 𝑥𝑥50⁄ )
 
Equation 2.3.5 
 
Where: 
𝑠𝑠50 = slope of shape parameter 50% passing (mm-1) 
𝑃𝑃′(𝑥𝑥50) = slope of 50% passing size (mm-1) 
𝑏𝑏 = Curve folding parameter 
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 = maximum material size (mm) 
𝑥𝑥50 = 50% passing size (mm) 
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𝑃𝑃𝐸𝐸𝐸𝐸𝐺𝐺𝐸𝐸𝑒𝑒 =
1
1 + 𝑎𝑎[ ln (𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 𝑥𝑥⁄ )ln (𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 𝑥𝑥50⁄ )
]𝑏𝑏 + (1 − 𝑎𝑎)( 𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 𝑥𝑥⁄ − 1𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 𝑥𝑥50⁄ − 1
)𝑐𝑐
 
Equation 2.3.6 
 
Where: 
𝑃𝑃𝐸𝐸𝐸𝐸𝐺𝐺𝐸𝐸𝑒𝑒 = Percent pass on material size x 
𝑥𝑥 = Material size of desired percent passing (mm) 
𝑏𝑏 = Curve folding parameter 
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 = maximum material size (mm) 
𝑥𝑥50 = 50% passing size (mm) 
𝑎𝑎 = adjusting factor 
𝑐𝑐 = adjusting factor 
 
Sanchidrian did a good job of taking a large amount of data from multiple sources 
and running an error comparison of many different fragmentation curves (Sanchidrian, 
2015).  Figure 2.3.2 shows all the data sets used in the Sanchidrian’s analysis.  Sanchidrian 
found that the extended Swebrec function performed the best.   Most of the errors found in 
the research were at the coarse end (passing % > 80) and at the fine end (passing % < 20).  
Sanchidrian states, “Reasonable ranges of use for the Swebrec and the size-scaled Rosin-
Rammler are thus 100>p>5 percent, or 80>p>2 percent” (Sanchidrian, 2015).  Errors 
within these ranges can be expected to be around 15 percent.  For the regular Rosin-
Rammler function, Sanchidrian only advises using the function to estimate the range of 
95>p>20 or 90>p>10 percent.  Figure 2.3.3 and Figure 2.3.4 show how well each 
fragmentation function worked on the data set used in Sanchidrian et al. (Sanchidrian, 
Ouchterlony, Segarra, & moser, 2014). 
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Figure 2.3.2 Data set used to test fragmentation curve accuracy (Sanchidrian, 2015) 
 
 
Figure 2.3.3 Fragmentation size distribution models and their acronyms (Ouchterlony & 
Sanchidrian, 2019) 
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Figure 2.3.4  Fragmentation size distribution model error by percent passing zone 
(Ouchterlony & Sanchidrian, 2019) 
2.4 Kuz-Ram fragmentation prediction models 
The Kuz-Ram was developed in the early 1980s by Claude Cunningham 
(Cunningham, 1983) and is the most used fragmentation model in the blasting industry. 
Cunningham later updated the Kuz-Ram model in 2005 (Cunningham, 2005). Cunningham 
adapted the early models from (Koshelev, Kuznetsov, Sofronov, & Chernikov, 1971) and 
(Kuznetsov, 1973) to predict the 50% passing material size.  Cunningham utilized the 
Rosin-Rammler size distribution function to determine the rest of the distribution and 
determined an equation to determine the uniformity index.  The Kuz-Ram was one of the 
first models not to require any previous fragmentation data to determine a full 
fragmentation distribution curve from blasting.  The 1983 Kuz-Ram model equations are 
listed below. 
𝑥𝑥𝑐𝑐𝑎𝑎𝑓𝑓 = 𝐴𝐴𝑄𝑄
1
6(
115
𝐸𝐸
)19/30 𝑞𝑞0.8�  
Equation 2.4.1 
 
Where: 
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𝑥𝑥𝑐𝑐𝑎𝑎𝑓𝑓 = Average fragmentation size (cm) (Likely an error in the literature and was really 
supposed to be 50% passing size) (Ouchterlony & Sanchidrian, 2019) 
𝐴𝐴 = Rock hardness factor that is 7 for medium-hard, 10 hard, highly fissured, and 13 
very hard, weakly fissured (Protodyakonov, 1962) 
𝑄𝑄 = Weight of explosives in the borehole (kg) 
𝐸𝐸 = Relative weight strength to ANFO 
𝑞𝑞 = Powder factor (kg of explosives/m3 of rock) 
 
𝑛𝑛 = �2.2 −
14𝐵𝐵
𝑑𝑑
� �1 −
𝑊𝑊
𝐵𝐵
� [1 + (
𝑅𝑅
𝐵𝐵
− 1) 2� ]
𝐿𝐿
𝐻𝐻
 
Equation 2.4.2 
 
Where: 
𝑛𝑛 = Uniformity index to be used in the RR fragmentation curve model 
𝐵𝐵 = Burden (m) 
𝑑𝑑 = Drill hole diameter (mm) 
𝑊𝑊 = Standard drilling deviation (m) 
𝐿𝐿 = Charge length above grade (m) 
𝑅𝑅 = Spacing (m) 
𝐻𝐻= Bench height (m) 
 
Most of the variables in the Kuz-Ram model are straight forward besides 𝑊𝑊 and 𝐴𝐴 
in equations 2.4.1 and 2.4.2.  Standard drilling deviation (𝑊𝑊) is the standard deviation of 
where the drill hole bottom ends up versus the planned location.  Rock hardness factor (𝐴𝐴) 
is to help alter results due to different geology (Protodyakonov, 1962).  Rock hardness 
factor is usually changed to make the data fit once the Kuz-Ram model is being used on an 
active blasting site.  The recommended factors are to be used if no previous blast 
fragmentation data is known about the site in question. 
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Cunningham’s Kuz-Ram model literature talks about the results of the equation 
2.4.1 being the mean fragmentation.  Spathis brings up the fact that mean is the average, 
not the 50% passing value, and one adjustment needs to be made to the equation (Spathis, 
2004).  Cunningham publishes an update to the Kuz-Ram model in 2005, utilizing the same 
equation with the notation of 50% passing instead of the mean (Cunningham, 2005).  
Equation 2.4.1, being 50% passing instead of the mean, is generally accepted as what 
Cunningham meant, but Ouchterlony et al. listed the following equation to fix the problem 
(Ouchterlony & Sanchidrian, 2019). 
 
𝑥𝑥50
𝑥𝑥
= 𝑔𝑔(𝑛𝑛) =
(ln2)1 𝑛𝑛⁄
Γ(1 + 1𝑛𝑛)
< 1 
Equation 2.4.3 
 
Where: 
𝑥𝑥50 = 50% massing size (mm) 
𝑥𝑥 = Average fragmentation size (mm) 
𝑛𝑛 = Uniformity index 
Γ() = The mathematical gamma function 
 
Cunningham updated his model in 1987 and improved upon the uniformity index, 
and replaced the rock hardness factor with Lilly’s blastability index (Cunningham, 1987).  
Cunningham added bottom and column charge to the uniformity index equation to consider 
using two different types of explosives in one blasthole.  Lilly came up with 5 different 
variables to determine the blastability index that includes rock mass description, joint plane 
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spacing, joint plane orientation, specific gravity influence, and hardness (Lilly, 1986). 
Adding Lilly’s blastability index allowed engineers to take rock mass data collected by the 
mine and use it to predict fragmentation. The 1987 Kuz-Ram equation updates are below. 
𝑛𝑛 = (2.2 −
14𝐵𝐵
𝑑𝑑
)(1−
𝑊𝑊
𝐵𝐵
)(�
1 + 𝑅𝑅𝐵𝐵
2
)�
|𝐿𝐿𝑏𝑏 − 𝐿𝐿𝑐𝑐|
𝐿𝐿𝑡𝑡𝑐𝑐𝑡𝑡
+ 0.1�
0.1
(
𝐿𝐿𝑡𝑡𝑐𝑐𝑡𝑡
𝐻𝐻
) 
Equation 2.4.4 
 
Where: 
𝑛𝑛 = Uniformity index to be used in the RR fragmentation curve model 
𝐵𝐵 = Burden (m) 
𝑑𝑑 = Drill hole diameter (mm) 
𝑊𝑊 = Standard drilling deviation (m) 
𝐿𝐿𝑡𝑡𝑐𝑐𝑡𝑡 = Total charge length (m) 
𝐿𝐿𝑏𝑏 = Length of bottom explosives (m) 
𝐿𝐿𝑐𝑐 = Length of top explosives (m) 
𝑅𝑅 = Spacing (m) 
𝐻𝐻= Bench height (m) 
 
𝐴𝐴 = 0.06 ∗ (𝑅𝑅𝑅𝑅𝑅𝑅 + 𝐽𝐽𝐹𝐹 + 𝑅𝑅𝑅𝑅𝑅𝑅 + 𝐻𝐻𝐹𝐹) 
Equation 2.4.5 
 
Where: 
𝑅𝑅𝑅𝑅𝑅𝑅 = Rock Mass Description – powdery/friable use 10, vertically jointed use JF, 
massive use 50 
𝐽𝐽𝐹𝐹 = Joint frequency = JPS+JPA 
𝐽𝐽𝑃𝑃𝑅𝑅 = Vertical Joint Spacing – if spacing is 0.1 m use 10, 0.1 m to oversize use 20, and 
oversize to drilling pattern size use 50 
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𝐽𝐽𝑃𝑃A = Joint Plain Angle – if angle is dip out of face use 20, strike perpendicular to face 
use 30, and dip into face use 40 
𝑅𝑅𝑅𝑅𝑅𝑅 = Density Influence = 25 ∗ 𝑅𝑅𝑅𝑅 − 50, 𝑅𝑅𝑅𝑅 == density (tonnes/m3) 
𝐻𝐻𝐹𝐹 = Hardness Factor – if Young’s modulus is less than 50GPa then use Y/3 and more 
than 50 GPa use UCS/5 (UCS in MPa) 
 
Cunningham found that utilizing the 1987 Kuz-Ram over the 1983 Kuz-Ram fit the 
field data better.  Figure 2.4.1  below shows collected fragmentation data versus the 1987 
and 1983 Kuz-Ram predictions (Cunningham, 1987). 
 
 
Figure 2.4.1 Photofragmentation results compared to the 1983 and 1987 Kuz-Ram 
predictions (Cunningham, 1987) 
 
In 2005 Cunningham released the final version of the Kuz-Ram model that most 
blasting engineers use today (Cunningham, 2005).  The Kuz-Ram model makes some 
updates to Lilly’s blastability index, adds hole delay to the model, adds delay scatter to the 
model, effect of rock strength on uniformity, and helps explain some of the ratios' limits 
used.  Ouchterlony et al. point out that Cunningham’s 2005 literature has mistakes with the 
listed equations and leaves out terms that he talks about in the text, such as the rock factor 
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in the uniformity index equation (Ouchterlony & Sanchidrian, A Review of Development 
of Better Prediction Equations for Blast Fragmentation, 2019). In Cunningham’s 2005 text, 
section 4.4 outlines adding rock factor to the uniformity index but does not include it in the 
final uniformity index equation (Cunningham, 2005). The equation below is the 2005 Kuz-
Ram fragmentation model. 
 
𝑥𝑥50 = 𝐴𝐴𝑡𝑡𝐴𝐴[𝑄𝑄
1
6 �
115
𝐸𝐸
�
19
30
𝑞𝑞0.8]� 𝐶𝐶(𝐴𝐴) 
Equation 2.4.6 
 
Where: 
𝑥𝑥50 = 50% passing material size (cm) 
𝐴𝐴 = An alteration of Lilly’s original blastability index shown in Equation 2.4.10 
𝑄𝑄 = Weight of explosives in the bore hole (kg) 
𝐸𝐸 = Relative weight strength to ANFO 
𝑞𝑞 = Powder factor (kg of explosives/m3 of rock) 
𝐴𝐴𝑡𝑡 = Delay Factor shown in equation 2.4.8 
𝐶𝐶(𝐴𝐴) = Site specific adjustment factor to fit the equation to collected fragmentation 
data – typically between 0.5 and 2 
 
𝑛𝑛 = 𝑛𝑛𝑓𝑓 ∗ ��2 −
30𝐵𝐵
𝑑𝑑
� ∗ �1 −
𝑊𝑊
𝐵𝐵
� ∗ ��
1 + 𝑅𝑅𝐵𝐵
2
� ∗ �
𝐿𝐿
𝐻𝐻
�
0.3
∗ �
𝐴𝐴
6
�
0.3
∗ 𝐶𝐶(𝑛𝑛) 
Equation 2.4.7 
 
Where: 
𝑛𝑛 = Uniformity index to be used in the RR fragmentation curve model 
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𝐵𝐵 = Burden (m) 
𝑑𝑑 = Drill hole diameter (mm) 
𝑊𝑊 = Standard drilling deviation (m) 
𝐿𝐿 = Charge length (m) 
𝑅𝑅 = Spacing (m) 
𝐻𝐻= Bench height (m) 
𝑛𝑛𝑓𝑓 = Delay scatter factor shown in equation 2.4.9 
𝐴𝐴 = Rock factor calculated in equation 2.4.10 
𝐶𝐶(𝑛𝑛) = Site calibration to make equation 2.4.7 equal the uniformity index of collected 
fragmentation data 
 
Cunningham introduced the influence of delay between holes in a row by assuming 
the original Kuz-Ram equation has the optimal fragmentation from delay and adjusts the 
50% passing size higher if the delay increases on either side of the optimal delay 
(Cunningham, 2005).  The use of the work done by Bergmann et al. was used to determine 
the optimal delay in terms of ms/m (Bergmann, Wu, & Edl, 1974).  Bergmann et al. found 
the optimal delay between holes in a row to be 3 ms/m.  The results of Bergmann et al. can 
be seen in Figure 2.4.2.  The trend line in Figure 2.4.2 is the backbone of equation 2.4.8 
that influences fragmentation based on the timing between holes down the row in the Kuz-
Ram model.  The trend line is built using spacing to burden ratios of 1 to 2 and likely is not 
valid for blast design geometry outside what was used in the experiment.   
Bergmann et al. also collected p-wave velocity, and Cunningham used the optimal 
delay of 3 ms/m multiplied by the p wave velocity of 5.2 m/ms to come up with 15.6.  𝑇𝑇𝑚𝑚𝑐𝑐𝑥𝑥 
in Equation 2.4.8 below uses 15.6 to relate burden and site-specific p wave velocity to 
determine the optimal delay between holes in a row (Cunningham, 2005).  The number 
58 
 
15.6 in 𝑇𝑇𝑚𝑚𝑐𝑐𝑥𝑥 could be replaced with other data sets that measure optimal delay and p wave 
velocity. 
 
𝐴𝐴𝑡𝑡 = �
0.66𝑡𝑡3 − 0.13𝑡𝑡2 − 1.58𝑡𝑡 + 2.1,𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑡𝑡 ≤ 1
0.9 + 0.1(𝑡𝑡 − 1),𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑡𝑡 > 1  
Equation 2.4.8 
 
Where: 
𝑡𝑡 = ∆𝑇𝑇 𝑇𝑇𝑚𝑚𝑐𝑐𝑥𝑥⁄  
∆𝑇𝑇 = Delay between holes in a row (ms) 
𝑇𝑇𝑚𝑚𝑐𝑐𝑥𝑥= Optimum benefit from delay between holes in a row = 15.6𝐵𝐵 𝑐𝑐𝑝𝑝⁄  
𝐵𝐵 = Burden (m) 
𝑐𝑐𝑝𝑝 = Compressional stress wave velocity (m/ms) 
 
 
Figure 2.4.2 The influences of hole delay on fragmentation in granite (Cunningham, 
2005) 
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The below equation is how Cunningham determined how cap scatter influences the 
uniformity index in equation 2.4.7 (Cunningham, 2005).   The higher the detonator scatter, 
the less uniform the fragmentation distribution curve will be.  The number 6 used to 
determine delay scatter ratio 𝑅𝑅𝐺𝐺 is converting from a ratio between delay range and delay 
to delay standard deviation and delay (Cunningham, 2005). 
 
𝑛𝑛𝑓𝑓 = 0.206 + �1 −
𝑅𝑅𝐺𝐺
4
�
0.8
 
Equation 2.4.9 
 
Where: 
𝑛𝑛𝑓𝑓 = Delay scatter factor 
𝑅𝑅𝐺𝐺 = Delay scatter ratio = 6
𝐺𝐺𝑡𝑡
∆𝑇𝑇
 
𝑅𝑅𝑡𝑡 = Standard deviation of delay scatter (ms) 
∆𝑇𝑇 = Delay between holes in a row (ms) 
 
Cunningham changed the rock factor equation to the below equation (Cunningham, 
2005). The joint frequency 𝐽𝐽𝐹𝐹 was dropped from the overall equation and only used in the 
𝑅𝑅𝑅𝑅𝑅𝑅 term. A new term called joint condition factor was added, and 𝐽𝐽𝑃𝑃𝑅𝑅 and 𝐽𝐽𝑃𝑃A were 
altered.  𝐽𝐽𝑃𝑃𝑅𝑅 was changed by including a burden and spacing relationship and getting rid 
of the oversize term.  𝐽𝐽𝑃𝑃A was changed by flipping the values for the orientation.  
Cunningham stated, “Dip here means a steep dip, > 30°. Out of face means that the 
extension of the join plane from the vertical face will be upwards. This is a change from 
the 1987 paper and is supported by Singh & Sastry (1987)” (Cunningham, 2005).  
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Cunningham failed to include the Singh & Sastry (1987) reference in the references 
section. 
 
𝐴𝐴 = 0.06(𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑅𝑅𝑅𝑅𝑅𝑅 + 𝐻𝐻𝐹𝐹) 
Equation 2.4.10 
 
Where: 
𝑅𝑅𝑅𝑅𝑅𝑅 = Rock Mass Description – powdery/friable use 10, vertically jointed use JF, 
massive use 50 
𝐽𝐽𝐹𝐹 = Joint frequency = (JCF)(JPS)+JPA 
𝐽𝐽𝐶𝐶𝐹𝐹 = Joint condition factor = tight joints use 1, relaxed joints use 1.5, and gouge-filled 
or open joints use 2 
𝐽𝐽𝑃𝑃𝑅𝑅 = Vertical joint plane spacing factor – if spacing is less than 0.1 m use 10, 0.1 m 
to 0.3 m use 20, 0.3 m to 0.95√𝐵𝐵𝑅𝑅 m use 80, and greater than size √𝐵𝐵𝑅𝑅 use 50 
𝐽𝐽𝑃𝑃A = Joint Plain Angle – if angle is dip out of face use 40, strike perpendicular to face 
use 30, and dip into face use 20 – Dip is a steep dip greater than 30 degrees 
𝑅𝑅𝑅𝑅𝑅𝑅 = Density Influence = 25 ∗ 𝑅𝑅𝑅𝑅 − 50, 𝑅𝑅𝑅𝑅 == density (tonnes/m3) 
𝐻𝐻𝐹𝐹 = Hardness Factor – if Young’s modulus is less than 50GPa then use Y/3 and more 
than 50 GPa use UCS/5 (UCS in MPa) 
 
Cunningham’s 2005 Kuz-Ram equation brought on the influence of delay and cap 
scatter to fragmentation modeling.  The equation’s existing parameters were refined, and 
limitations to the parameters were given.  Cunningham never intended for the Kuz-Ram 
model to accurately predict fragmentation but more so to help understand what changing 
certain parameters to the blast would do to the blast’s fragmentation.  Cunningham stated, 
“It is a vehicle for exploring the expected behavior in terms of relative changes to 
fragmentation, and is, therefore, a useful way of refining understanding.” (Cunningham, 
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2005).  The 2005 Kuz-Ram equations are currently the main fragmentation prediction tool 
of the blasting industry.   
 
2.5 Kuznetsov-Cunningham-Ouchterlony (KCO) fragmentation model 
Ouchterlony modified Cunningham’s Kuz-Ram model to fit the Swebrec 
fragmentation curve function in 2005 (Ouchterlony F. , 2005).  The Swebrec function 
required 3 different variables and the Kuz-Ram only solved 50% passing fragmentation 
size.  The other two variables included maximum fragmentation size and the shape 
parameter 𝑏𝑏.  Ouchterlony determined a value for b by using the Kuz-Ram to find the 
uniformity index and 50% passing and determining the Rosin-Rommler slope at the 50% 
passing size, which was assumed to equal the slope of the Swebrec curve at the 50% 
passing size.  The maximum fragmentation size was assumed to be in situ block size or 
burden or spacing.  The equations are the same as the ones explained in the Swebrec and 
Kuz-Ram sections with the assumption that the slope of the Swebrec 50% passing point is 
equal to the slope of the RR function 50% passing point. 
Ouchterlony refined his approach and later published final equations in 2015 
(Ouchterlony F. , 2015)  The KCO fragmentation model equations can be seen below.  
Equation 2.5.1 is a modified Kuz-Ram with an added 10 to make the units into mm instead 
of cm, and a powder factor exponent of 0.84 instead of 0.8.  Quchterlony also adjusted the 
rock factor to be multiplied by 0.46 instead of 0.06.  These changes were made to get the 
Kuz-Ram to fit Ouchterlony’s data set.   Equation 2.5.2 solves the problem of determining 
the maximum material size to utilize the Swebrec equation for fragmentation modeling and 
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not just on collected fragmentation data on-site.  Figure 2.5.1 shows how the KCO fits with 
screened fragmentation data collected at Langasen (Ouchterlony & Sanchidrian, 2019). 
 
𝑥𝑥50 =
10𝐴𝐴𝑄𝑄1 6⁄ �115𝐸𝐸 �
19 30⁄
𝑞𝑞∝
 
Equation 2.5.1 
 
Where: 
𝑥𝑥50 = 50% passing material size (mm) 
𝐴𝐴 = Rock Factor in equation 2.4.10 but using 0.046 instead of 0.06 
𝑄𝑄 = Weight of explosives in the bore hole (kg) 
𝐸𝐸 = Relative weight strength to ANFO 
𝑞𝑞 = Powder factor (kg of explosives/m3 of rock) 
∝ = Exponent that changes the relationship of powder factor to fragmentation size – 
KCO uses 0.84 instead of the 0.8 from the Kuz-Ram 
 
𝑠𝑠50 =
𝑏𝑏
4𝑥𝑥50ln (𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 𝑥𝑥50⁄ )
 ↔  𝑠𝑠50𝑥𝑥500.75 = 0.2 �
0.0415
𝐵𝐵
�
0.25
 
Equation 2.5.2 
 
Where: 
𝑠𝑠50 = slope of shape parameter 50% passing (mm-1) 
𝑏𝑏 = Curve folding parameter, use 4.17 
𝑥𝑥𝑚𝑚𝑐𝑐𝑥𝑥 = maximum material size (mm) 
𝑥𝑥50 = 50% passing size (mm) 
𝐵𝐵 = Burden (m) 
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Figure 2.5.1 KCO fragmentation modeling versus screened data at Langasen 
(Ouchterlony & Sanchidrian, 2019) 
 
The KCO model now makes it possible to utilize the Swebrec curve without the 
Rosin-Rammler curve but generalizes the folding parameter 𝑏𝑏 for all blasts and does not 
include timing.  Generalizing the folding parameter is likely not the case when the blast 
design geometry differs from Ouchterlony’s data set.  The KCO model also allows one to 
determine the maximum material size just by calculating the 50% passing size and knowing 
the Burden. 
2.6 Fragmentation energy fan 
The energy fan concept is currently being heavily discussed in recent fragmentation 
literature.  The origin of the energy fans is unclear, but the concept is dated back to work 
done by the US Bureau of Mines in the 1990s. An energy fan is the log-log linear 
relationship between a certain percent passing material size and powder factor.  
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Researchers found that every passing percent material size regression fit all had a common 
focal point that leads to being able to extrapolate other percent passing values based on 
powder factor alone.  Energy fans showed a clear trend that percent passing material size 
changed differently than other percent passing material sizes with powder factor 
(Ouchterlony, Sachidrian, & Moser, 2017). 
Otterness et al. appear to be one of the first to publish data showing the energy fan, 
although they did not recognize the concept of an energy fan (Otterness, Stagg, Rholl, & 
Smith, 1991).  Figure 2.6.1 is showing the Otterness et al. data set that leads to the concept 
of the energy fan.  Figure 2.6.1 shows that there is a different relationship with the percent 
passing size with powder factor challenging the notion of utilizing distribution curves 
based on calculating the 50% passing size (Ouchterlony, Sachidrian, & Moser, 2017).  
Ouchterlony et al. seem to neglect the fact that the uniformity equation from the Kuz-Ram 
utilizes charge length, bench height, burden, and spacing to calculate the uniformity.  Since 
powder factor is explosives over blast geometry, utilizing values from either explosives or 
geometry will help account for a powder factor change. Geometry is determined by bench 
height, burden, and spacing, and the length of charge is needed to determine the amount of 
explosives is in the hole. Since the uniformity equation of the Kuz-Ram utilizes explosives 
length and geometry, the model would be taking the energy fan concept into effect.  The 
two areas the Kuz-ram model might not utilize the energy fan concept is when one changes 
hole diameter or explosives type/density. 
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Figure 2.6.1 Percent passing fragmentation size versus powder factor from data from 
(Otterness, Stagg, Rholl, & Smith, 1991) (Ouchterlony, Sachidrian, & Moser, 2017) 
 
Since the energy fan concept is extrapolating data between already collected 
fragmentation data, it is not an equation that will be used for the Wor-Sil equation.  The 
concept is valid because it shows a method to take large data sets and test a variable such 
as timing to see if timing influences certain percent passing sizes differently.  Figure 2.6.2 
and equation 2.6.1 below show the energy fan concept (Ouchterlony, Sachidrian, & Moser, 
2017). 
 
66 
 
 
Figure 2.6.2 Fragmentation energy fan relating percent pass material size and powder 
factor (Ouchterlony, Sachidrian, & Moser, 2017) 
 
𝑥𝑥𝑝𝑝
𝑥𝑥0
= �
𝑞𝑞0
𝑞𝑞
�
𝛼𝛼(𝑃𝑃)
𝑓𝑓𝑟𝑟 𝛼𝛼(𝑝𝑝) =
ln (𝑥𝑥𝑝𝑝 𝑥𝑥0⁄ )
ln (𝑞𝑞0 𝑞𝑞⁄ )
=
ln (𝑥𝑥0 𝑥𝑥𝑝𝑝⁄ )
ln (𝑞𝑞/𝑞𝑞0)
 
Equation 2.6.1 
Where: 
𝑥𝑥𝑝𝑝 = Percent passing size at powder factor 𝑞𝑞 (mm) 
𝑞𝑞 = Powder factor associated with 𝑥𝑥𝑝𝑝 (kg/m3) 
𝑥𝑥0= Percent passing size at the focal point of all the regression lines from the collected 
data (mm) 
𝑞𝑞0 = Powder factor associated with 𝑥𝑥0 (kg/m3) 
𝛼𝛼(𝑃𝑃) = monotonically decreasing function of the precent passing 
 
2.7 Dimensionless fragmentation model (Ouch-Sanch) 
The dimensionless fragmentation model (Ouch-Sanch) was developed to come up 
with a distribution-free fragmentation model that can predict any percent passing size since 
the energy fan showed that a change in powder factor changed the distribution 
(Ouchterlony, Sachidrian, & Moser, 2017).  Ouchterlony et al. utilized the Kuz-Ram 50% 
passing size prediction concept and made a dimensionless equation instead of an empirical 
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equation.  Sanchidrian et al. later expanded on the dimensionless fragmentation model to 
add timing and rock factors to develop the models’ current form (Sanchidrian & 
Ouchterlony, 2017).  The Ouch-Sanch model equations can be seen below. 
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𝑓𝑓𝑡𝑡(Π𝑡𝑡) 
Equation 2.7.1 
 
Where: 
𝑥𝑥𝑝𝑝 = Material size of desired percent passing value 
𝐿𝐿𝑐𝑐 = Characteristic size = √𝐻𝐻𝑅𝑅 
𝑘𝑘2= Bench shape factor = 𝐵𝐵√𝐻𝐻𝑅𝑅 cos 𝜃𝜃𝑖𝑖 
𝐻𝐻 = Bench Height 
𝑅𝑅 = Spacing 
𝐵𝐵 = Burden 
𝜃𝜃𝑖𝑖= Drill hole angle to vertical 
𝜎𝜎� = Stored elastic energy at compressive failure = 𝜎𝜎𝑐𝑐2 (2𝐸𝐸)⁄  
𝜎𝜎𝑐𝑐 = Compressive strength 
𝐸𝐸 = Young’s modulus 
𝑞𝑞 = Powder factor (kg/m3) 
𝑒𝑒 = Energy of explosives (Joule/kg) or (m2/s2) 
𝑘𝑘 = Fitting parameter for fragment shape 
𝐾𝐾 = Exponent fitting parameter for fragment shape 
ℎ = Additional exponent fitting parameter 
𝜆𝜆= Additional exponent fitting parameter  
min �𝑓𝑓𝑗𝑗
𝐿𝐿𝑗𝑗
,𝑎𝑎𝑓𝑓� + 𝑎𝑎0𝑗𝑗0 = Joint correction factor (𝐽𝐽𝐹𝐹) = 𝐽𝐽𝑓𝑓 + 𝐽𝐽𝑐𝑐  
𝐽𝐽𝑓𝑓 = Joint spacing term = min �
𝑓𝑓𝑗𝑗
𝐿𝐿𝑗𝑗
,𝑎𝑎𝑓𝑓� 
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𝐽𝐽𝑐𝑐 = Joint orientation term = 𝑎𝑎0𝑗𝑗0 
𝑠𝑠𝑗𝑗 = Mean discontinuity spacing 
𝐿𝐿𝑗𝑗 = Characteristic length 
𝑎𝑎𝑓𝑓 = Limiting fitting parameter for 
𝑓𝑓𝑗𝑗
𝐿𝐿𝑗𝑗
 for large joint spacings 
𝑗𝑗0 = Lilly’s blastability index normalized from 100 to 1 = 0.25 for horizontal, 0.5 for 
dipping out of the face, 0.75 for sub-vertical striking normal to the face, and 1 for 
dipping into the face or no visible jointing 
𝑎𝑎0  = Fitting parameter for joint orientation 
𝑓𝑓𝑡𝑡(Π𝑡𝑡) = Delay correction factor = 𝛿𝛿1 + (1 − 𝛿𝛿1 − 𝛿𝛿2Π𝑡𝑡)𝑒𝑒−𝛿𝛿3Π𝑡𝑡 
Π𝑡𝑡 = 2005 Kuz-Ram delay factor = 𝑐𝑐𝑝𝑝Δ𝑡𝑡/𝐿𝐿𝑡𝑡 
𝑐𝑐𝑝𝑝 = p wave speed 
Δ𝑡𝑡 = Delay between holes in a row 
𝐿𝐿𝑡𝑡 = Spacing, the 2005 Kuz-Ram delay factor used burden instead of spacing 
 
  Unfortunately, when a dimensionless equation is made from an empirical 
relationship, the terms in the equation loss their correlation to real data.   For example, the 
relative weight strength of explosives is not what breaks the rock but correlates relative 
weight strength to fragmentation from an empirical data set. Correlating allows relative 
weight strength to capture what the explosives is doing to break the rock.  Since there has 
not been any breakthroughs with collecting data during the fracturing process to fully 
explain what properties are fracturing and fragmenting the rock, explosives, and rock 
properties in relation to fragmentation are only theoretical.   
The Ouch-Sanch model utilizes energy per unit mass instead of the relative weight 
strength ratio.  A typical unit of energy per unit mass is calories per gram.  Now the 
influencing factor on fragmentation is how many calories are in a gram of explosive, which 
does not correlate to fragmentation performance when comparing different materials.  For 
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example, ANFO has an energy per unit mass of 880 cal/g, and smokeless gun powder has 
an energy per unit mass of 1235 cal/g (Hunsaker, 2019).  A relationship between cal/g on 
fragmentation would mean that smokeless gun powder would have better fragmentation 
results for the same weight than ANFO would.  Smokeless gun powder is currently only 
being used to break the rock in areas that explosives cannot be permitted for use and has 
poor fragmentation results compared to ANFO.   
The Ouch-Sanch model relates the term by using 9 different fitting parameters to 
determine accurate fragmentation (Sanchidrian & Ouchterlony, 2017).   The fitting 
parameters are to help determine what the fragmentation relationship is for each term on a 
large fragmentation data set.  Each fitting term also has some relationship to the order in 
which the terms were fit (Sanchidrian & Ouchterlony, 2017).  The fitting parameters are 
what determine what the fragmentation size will be for a given percent passing size.  
Sanchidrian et al. determined statistical fit curves for every fitting parameter utilizing the 
Less Fines and other project data, and the results can be shown in Figure 2.7.1 (Sanchidrian 
& Ouchterlony, 2017).  The Ouch-Sanch model is excellent for predicting fragmentation 
at mines with a large fragmentation data set with rock mass data that covers a wide range 
of parameters.  The model has not been widely tested and likely would not perform well at 
prediction fragmentation at sites that have blast design and rock conditions outside the 
bounds of the Less Fines project. 
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Figure 2.7.1 Relationship of Ouch-Sanch fitting parameters to percent passing size 
(Sanchidrian & Ouchterlony, 2017) 
 
The Ouch-Sanch fragmentation model is a big step forward in the fragmentation 
modeling community, but it is also a very new concept.  Ouchterlony et al. published the 
model's error using the Less Fines data set in 2019 comparing the Ouch-Sanch, Kuz-Ram, 
and the crushed zone/two-component model.  The results can be seen in Figure 2.7.2 
(Ouchterlony & Sanchidrian, 2019).  Ouchterlony et al. state, “The average median 
expected error of the percentile size prediction for xp-frag is about 20%, whereas the 
corresponding number for the Kuz-Ram model and the CZM is about 60%” (Ouchterlony 
& Sanchidrian, 2019).  Ouchterlony et al.’s statement mean that the Ouch-Sanch 
fragmentation model can be fit into a large fragmentation data set better than the Kuz-Ram 
and crushed zone/two-component model.  The error is also looking at the full range of % 
passing size and not the proven acceptable range of the Kuz-Ram model (Sanchidrian, 
2015).  The 9 different fitting variables make the Ouch-Sanch a complex model to try and 
use on greenfield sites without using the factors from the Less Fines data set. 
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Figure 2.7.2  Boxplot of fragmentation model median total error for all percent passing 
sizes on the Less Fines data set (Ouchterlony & Sanchidrian, 2019) 
 
The literature review had no indication that row delay or sequence was being 
considered when predicting fragmentation.  Row delay is needed to be included in 
fragmentation modeling because row day is a big influencer on the confinement conditions 
of the blasthole when the blasthole fires in multiple row shots.  Current methods for 
determining row delay are based on experience and there currently is not any methods to 
help guide blasters in selecting a row timing that will give the desired fragmentation 
outcomes.   
2.8 Selected base fragmentation model for the Worsey-Silva model 
The Worsey-Silva (Wor-Sil) model utilizes Silva’s methodology for regular 
rhythmic timing and Worsey’s methodology on utilizing dynamic confinement to adjust 
fragmentation.  Chapter 4 explains the Wor-Sil model in more detail.  The Wor-Sil model 
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is independent of any current fragmentation model.  The model can be used in conjunction 
with any of the previous models. 
A base fragmentation model is needed for the proof of concept.  The decision has 
been made to utilize the 2005 Kuz-Ram fragmentation model with the Rosin-Rammler 
fragmentation curve as the base to the Wor-Sil model.  The Ouch-Sanch fragmentation 
model could also be used, but the data set to validate the model does not have the required 
depth of information to define quality fitting parameters.  The Kuz-Ram model is also 
currently the industry standard and providing a workflow for those models will help the 
Wor-Sil model gain industry acceptance. 
The research data set utilized photofragmentation analysis to determine the 
fragmentation of the muck pile.  Ouchterlony et al. showed that determining the 
fragmentation percent passing values between 20 and 80 percent with photofragmentation 
was acceptable (Ouchterlony & Sanchidrian, 2019).  The Wor-Sil model will be used to 
estimate the fragmentation values between 20 and 80 percent passing. 
Sanchidrian conducted a model error study on the Rosin-Rammler and the Swebrec 
distribution and found that the distributions are valid within a range of 5 to 100 and 2 to 80 
percent passing size, respectively (Sanchidrian, 2015).  The RR and Swebrec accuracy 
ranges fit well in the percent passing range that the photofragmentation data set is accurate 
for.  Since the Kuz-Ram model utilizes the RR distribution, it is valid to use the Kuz-Ram 
model to predict the fragmentation between 20 and 80 percent passing sizes. 
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CHAPTER 3. STOCHASTIC APPROACH TO THE FRAGMENTATION PROBLEM 
A stochastic approach to the fragmentation problem is needed due to all the 
randomness that happens in the process.  The interaction of explosives with rock is a very 
random phenomenon mainly because not much is known about the detonation process and 
the non-homogeneous nature of the rocks. Variability is also present from operations 
executing the drilling and blasting plan.  An operation with quality control will still have 
variances from the design that would influence the fragmentation.  Chapter 3 introduces 
the principles of the Stochastic approach to the fragmentation problem.  
3.1 Stochastic schemes 
The Merriam-Webster dictionary defines stochastics as “involving a random 
variable” and “involving chance or probability” (Merriam-Webster. (n.d.), 2020).  If the 
event being modeled has some sort of randomization and a probability of varying variables, 
using a stochastic approach will determine the most probable value and give confidence 
intervals for what the value will be.   
Bench blasting has variables that change from hole to hole in the blast.  Some of 
the variables that can change are the burden, spacing, charge weight, explosives density, 
hole depth, stemming heights, geology, primer placement, water, etc. Each change will 
influence the fragmentation of that hole.   During the testing, many of these variables were 
measured to ensure consistency.   
One example of how random a variable can be in a blast can be seen by looking at 
each hole's charge weights for test 1.  The bulk truck’s scale had not been calibrated in 
some time, but it shows how variable the charge weight can be during the explosives 
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loading process. The average weight of explosives in the 69 holes was 415.8 lbs.  The 
standard deviation of the weight was 18.5 lbs with minimum and maximum values of 330.7 
and 451.9 lbs respectively. A 95 percent confidence interval would range from 411 to 420 
lbs in a hole.  The predicted 50 percent passing sizes, just considering the explosives weight 
variations, would change from 9.9 inches to 9.7 inches.  A difference of 0.2 inches might 
not seem like much, but when you add all the variables that change in the shot, the average 
50% passing size could vary by a couple of inches. 
The most used probabilistic approach in the mining industry is the Monte Carlo 
simulation.  The Monte Carlo simulation runs the simulation with randomly selected 
variables and conducts a prediction.   The simulation is conducted as many times as needed 
to determine an average value.  The more simulations used, the better the predicted average 
value becomes.   The more simulations used also increases the amount of computing time 
needed to determine the average.  The Monte Carlo simulation allows equations with 
random values to be solved in a defined time window (Silva-Castro, 2012). 
The random variables can be determined by using discrete random variables.  This 
method selects variables at random within a probabilistic range of values (Silva-Castro, 
2012). Random variables will be weighed, so they are selected within a specific range of 
probability.  If quality control measuring is being conducted on-site, average values and 
standard deviations can be obtained to influence the random variable generator. 
In summary, the discrete random variables method is used to obtain a random value 
within a probabilistic range, and the Monte Carlo method is used to run the equation with 
the random values multiple times to determine a statistical average.  The Monte Carlo 
simulation must be run enough times that the average value converges on an acceptable 
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amount of error.  When using the Monte Carlo simulation on blast vibrations, the typical 
number of runs needed to have an acceptable error was 150 times (Silva-Castro, 2012). 
3.2 Implementation of the stochastic approach to the fragmentation prediction 
To implement the stochastic approach to the fragmentation prediction problem, the 
variables that need to be randomized need to be selected.  Since the most used 
fragmentation model today is the Kuz-Ram model, the approach will utilize the variables 
from the Kuz-Ram model.  The method can be used with any fragmentation prediction 
method by selecting the variables that vary in the field, randomize the variables, and 
conduct enough predictions to minimize error.  Variables in the Kuz-Ram model include 
the following. 
𝑥𝑥50 = 50% passing material size (cm) 
𝐴𝐴 = An alteration of Lilly’s original blastability index shown in Equation 2.4.10 
𝑄𝑄 = Weight of explosives in the bore hole (kg) 
𝐸𝐸 = Relative weight strength to ANFO 
𝑞𝑞 = Powder factor (kg of explosives/m3 of rock) 
𝐴𝐴𝑡𝑡 = Delay Factor shown in equation 2.4.8 
𝐶𝐶(𝐴𝐴) = Site-specific adjustment factor to fit the equation to collected fragmentation 
data – typically between 0.5 and 2 
𝑛𝑛 = Uniformity index to be used in the RR fragmentation curve model 
𝐵𝐵 = Burden (m) 
𝑑𝑑 = Drill hole diameter (mm) 
𝑊𝑊 = Standard drilling deviation (m) 
𝐿𝐿 = Charge length (m) 
𝑅𝑅 = Spacing (m) 
𝐻𝐻= Bench height (m) 
𝑛𝑛𝑓𝑓 = Delay scatter factor shown in equation 2.4.9 
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𝐴𝐴 = Rock factor calculated in equation 2.4.10 
𝐶𝐶(𝑛𝑛) = Site calibration to make equation 2.4.7 equal the uniformity index of collected 
fragmentation data 
 
Each one of the above variables could be randomized to determine the average 
fragmentation.  𝑥𝑥50 to 𝐶𝐶(𝐴𝐴) would be variables for predicting the 50 percent passing size 
and 𝑛𝑛 to 𝐶𝐶(𝑛𝑛) would be the variables for predicting the uniformity index.   
The first step to the process would be to determine what variables to randomize.   
Determining which variables will change requires quality control data collection to 
determine the variability of the shot's above parameters.  Quality control data collection 
would require measuring every variable for each hole and determining the average and the 
standard deviation. If the standard deviation is more than 5 percent of the average, use it 
in the discrete random variable process. 
The next step is to run the prediction multiple times and compute the average and 
the standard deviation of all the runs for the 50 percent passing size and the uniformity 
index.  The average predicted 50 percent passing size, and the average uniformity index 
will be what is used to determine the average cumulative distribution curve. 
A confidence interval will be conducted on the 50% passing size and the uniformity 
index to determine an upper and lower bound fragmentation curve.  The lower values for 
the confidence interval selected will be used to compute the low-value fragmentation 
curve, and the higher values for the confidence interval selected will be used to compute 
the high-value fragmentation curve.  An example of what the result of a stochastic 
approach would look like can be seen below in Figure 3.2.1.   Test 2 is fragmentation 
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results from the Ogden Point testing, and the average, lower 95%, and the upper 95% are 
using the 2005 Kuz-Ram fragmentation model with test 2’s input parameters. 
 
 
 
Figure 3.2.1 Stochastic fragmentation curves 
 
Utilizing random variables and the Monte Carlo simulation will produce a range 
of fragmentation values within the confidence interval selected and an average percent 
passing size.   Conducting the stochastic approach helps capture variability in the field to 
have accurate fragmentation predictions.  The stochastic approach also opens the door to 
fragmentation improvements when implementing a quality control program on the drilling 
and blasting.  One would be able to determine how tight control is needed with each 
parameter to have an acceptable variation in fragmentation. 
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CHAPTER 4. DYNAMIC CONFINEMENT APPROACH TO THE FRAGMENTATION PROBLEM 
Confinement has been proven to be a very important factor when it comes to 
fragmentation from blasting.  A blast will typically be designed to have as many free faces 
as possible.  When looking at a blast with multiple rows, the shot's timing will influence 
how much confinement the inner rows will have.  The following chapter explains dynamic 
confinement, a concept developed in this research, and how it can be used to optimize 
fragmentation. 
4.1 Dynamic confinement 
Dynamic confinement is considered the level of confinement a blasthole has when 
the hole is detonated.  The confinement is dynamic because the confinement is only open 
during a time window, and it will close if the hole is not shot within that particular time 
window.  
The initial free faces of the shot before detonation is the static confinement 
conditions of the shot.  In surface blasting, there are typically five (5) static confinement 
conditions.  Before the shot starts, the static confinement (in the horizontal plane) is only 
available to the holes next to the free face.  Static confinement does not close with time.  
The benefits of static confinement for fragmentation are absolute. Absolute confinement 
means the space is available no matter when a charge is fired and is enough to not inhibit 
any of the movement from the blast. Figure 4.1.1 shows the five (5) typical static 
confinement conditions in surface bench blasting.  Confinement scenarios 1 to 3 are the 
most common static confinement conditions in surface bench blasting. 
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Figure 4.1.1 Side and a plane view of the five typical static confinement scenarios for 
surface bench blasting 
 
Figure 4.1.2 is a multi-row shot with the static confinement scenario two (2) from 
Figure 4.1.1.  As seen in this figure, the only two free faces available are the bench's surface 
and the free face in front of the first row (row 1).  If the pattern in Figure 4.1.2 was fired, 
so all holes detonated at once, then the holes in row 1 would all have a two (2) free face 
confinement scenario, and the holes in row 2 and row 3 would have just one free face 
confinement scenario (the bench’s surface).  Johansson et al. found that decreasing 
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confinement creates a decrease in fragmentation size. Also, it showed the importance of a 
free face parallel to the drill holes (Johansson & Ouchterlony, 2013).  Johansson’s 
discovery is common knowledge in the blasting industry, but it proves the concept of less 
confinement decreases fragmentation size in a laboratory setting with tight control on the 
variables. 
 
 
Figure 4.1.2 Plane view of a surface bench blast with only 2 degrees of freedom 
 
Now look at the same example above and fire all holes in row 1 simultaneously, 
then shoot all holes in row 2 at some time after row 1 has detonated.  The new scenario at 
the time of detonation of row 2 can be seen in Figure 4.1.3.  A new free face has formed 
due to allowing time for row 1 to move out of the way of the face of row 2.   Row 2 now 
has the same confinement conditions as row 1 had before the shot and gains fragmentation 
benefits of the additional free face. If row 3 was fired at the same time as row 2, then row 
3 confinement condition would be only 1 free face instead of 2. The fragmentation from 
row 1 and 2 would be better than row 3.  However, if row 3 was also delayed to fire 
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sometime after row 2, then row 3 would gain the fragmentation benefit of the extra free 
face. 
 
 
Figure 4.1.3 Plane view of a bench blast after row 1 has detonated, and at the time row 2 
detonates with a time delay after row 1 
 
The above figures illustrate how the confinement of a shot changes with the 
detonation time.  The next question is, “how much space is needed for a free face to be 
effective?”. Collecting the face velocity of the material after detonation would help to 
determine at what time a certain amount of space is created, but it does not determine how 
much space is needed for a free face to be beneficial. If the rock came out in one big 
“chunk” like Figure 4.1.3 and the second row has the same face velocity as the first, only 
a small amount of separation would be required to have the benefits of a free face. 
However, the blasted rock from row 1 will not come out in one big “chunk”.  Row 
1 material will be fractured and fragmented into smaller pieces and will start to move and 
82 
 
rotate.  As the material moves and rotates, it creates void space in the moving rock mass, 
causing the volume to increase. 
Having material swell is not a problem for row 1 because it has a static confinement 
condition with a free face that can accommodate the material's swelling.  On the other hand, 
row 2’s void space available for swelling is dependent on how much void space is created 
by the time between firing row 1 and row 2. This made the confinement conditions 
dynamic. The ISEE Blasters’ Handbook defines swells, “a measure of the bulk volume 
increase of a blasted rock mass to its original in situ volume” (ISEE, 2011).  The handbook 
also gives 30 percent as a typical value for material swell due to blasting.  Now there is 
guidance on how to determine how much void space is needed to have a sufficient free 
face.  This guidance is given by the minimum amount of time needed between rows for the 
row in front to be able to move out of the way for the next row.  The time provides the 
extra space needed to accommodate the swelling of the next row. 
Now that row delay time is needed to have an adequate dynamic free face (enough 
space) is known, the question of “why not just use an extreme amount of time to ensure 
there is enough space?” needs to be answered.  The answer to that question is related to the 
fact that the void space created due to timing will eventually close because the material in 
the stemming zone will fall into the space due to gravity.  Figure 4.1.4 shows the closing 
void space's concept due to gravity acting on the material in the stemming zone.  At T1 the 
material starts to move away from the explosives charge in the directions of the free faces.  
At T2 the material in the stemming zone starts to fall due to gravity and the material in 
front of the explosives continues to move outward.  T3 shows the void space is shrinking, 
and gases start to escape.  T4 shows that there is still forward movement has the stemming 
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zone comes to rest.  T5 is the final resting point of the muck pile.  This behavior was 
recorded in the field tests developed for this research by observing the broken material of 
the stemming zone in the blastholes' location after the blast. Figure 4.1.5 shows this 
condition for one of the tests.  The static confinement condition in Figure 4.1.5 is not as 
bad as fully confined, but there is a point in time during the dynamic confinement condition 
that would have a full free face as seen in Figure 4.1.4 for time  T1 and T2.  This point 
would be when the velocity of vertical upward movement of the stemming zone is zero.  
Gravity will then cause the stemming zone to fall back down closing the void space.  
Through testing at the Haile Gold Mine, it was determined that the time it took to reach 
zero upward velocity was 1000 ms and was drastically longer than it took to make the 
required void space due to face velocity.  This is why this concept will not be utilized in 
the Wor-Sil methodology, but is something to keep in mind if using row delays longer than 
the maximum row delay calculated using the Wor-Sil methodology.   
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Figure 4.1.4 Side view of changing void space due to time after detonation 
 
 
Figure 4.1.5 View of blast after all material movement has finished 
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The determination has been made that there is a certain time during the shot 
detonation process that produces the optimal amount of space available for the next row to 
shoot in.  Why not just determine the time at which the stemming zone would start to close 
the dynamic void space?  From conducting face velocity testing at the Haile Gold Mine, 
the time in which optimal void space was created was between 500 to 1000 ms using high-
speed video to determine the apex of material’s upward movement (Worsey T. , 2019).  
Suppose one determines the velocity of the upward movement of the stemming zone, and 
uses physics of a projectile. In that case, you can determine when the material in the 
stemming starts to close the void space.  The blasting industry currently has issues with 
delay times longer than 120 ms due to the fear of rock shifting and separating undetonated 
explosives columns. The test at the Haile Gold Mine determined that 500 ms would be a 
reasonable time delay to separate production shots from trim shots when shooting the two 
shots together.  However, the blaster on site refused to use 500 ms between shots and would 
only allow up to 120 ms.   
Another question to solve is “if there is a time delay after the first hole in the first 
row fires that would cause adverse effects on the second row?”.  What about the shock 
wave?  Johansson et al. determined the shock wave velocity in concrete to be around 10,000 
ft/s (Johansson & Ouchterlony, 2013).  With a burden of 16 ft, one would have to fire the 
2nd-row 1.6 ms after the first row to not to have shock interaction from the first row with 
the explosives of the second row. Row delays of 1.6 ms for typical surface blasting is not 
used.   The justification above tells us why the industry is not concerned about the shock 
wave interfering with the second row's explosives. 
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What about the rock movement?  Gkikizas found that material starts to detach and 
move at around 2.4 ms/ft of burden (Gkikizas, 2016).  For the case of 16 ft of burden, the 
second row would need to be fired before 38.4 ms had passed.  A row timing of 38.4 ms 
or less is not a common row timing used in bench blasting, but it can be found in large 
surface metal operations. The researcher worked at a previous operation, which used 17 or 
25 ms between holes and 33 ms between rows.  One big reason for doing this was 
minimizing cutoffs when utilizing a detonating cord as the initiation system, but another 
was because of the fear of the column shift.  Since there is the possibility of burden 
detachment at 38.4 ms, this is a valid concern.   Since there are at least two main different 
breaking mechanisms in blasting, one must investigate the blast geometry parameters to 
determine which breaking mechanism is being utilized.  Below are the geometry 
parameters from the mine that used 33ms between rows. 
• Burden – 16 ft 
• Spacing – 18 ft 
• Hole depth – 23 ft 
• Stemming length – 16 ft 
• Hole diameter – 7.875 in. 
• Bench height – 20 ft 
• PF – 0.5 lb/cyd 
 
To be classified as a bench blast, Ash’s thumb rules for geometry need to be 
satisfied. The terms below show what parameters would be needed to have bench blasting 
as the breaking mechanism.  The blasting geometry did not meet the characteristics of 
bench blasting. 
• Bench height/burden ratio – 4 > 20 ft/16 ft = 1.25 
87 
 
• Hole diameter – bench height/100-120 - 20/100*12 = 2.4 in. < 7.875 in. 
• Powder Factor – 1 lb/cyd for quarry blasting > 0.5 lb/cyd 
• Stemming height – 0.7 to 1.2 * burden – good range 
• Spacing – 1.2 to 1.4 * burden – 16*1.2 = 19 ft > 18 ft 
 
Since the blast geometry did not meet the requirements to have bench blasting as 
the rock's breaking mechanism, let us look at the cratering mechanism. ISEE defines 
cratering as “the fragmentation process of a single buried charge” (ISEE, 2011).  Cratering 
only has one free face.  ISEE also defines a cylindrical charge as a spherical charge when 
its charge length to hole diameter ratio is equal to or less than 8. The case above has a ratio 
of 10.6 and would only need 1.75 ft fewer explosives in the hole to satisfy the spherical 
charge requirements. The operation did not free face the shots, so the blast geometry 
represents a cratering fragmentation mechanism more than a bench blasting fragmentation 
mechanism.   
Typical results from a crater shot can be seen in Figure 4.1.6 (ISEE, 2011). This 
mechanism matches the results of the blast geometry described above. The actual shot can 
be seen in Figure 4.1.7. One essential item to note during the cratering fragmentation 
mechanism is that fracturing and movement happen in all directions, and material shifting 
could be a problem with neighboring holes. If cratering is the method of fragmenting the 
rock, then any delay larger than 2.4 ms/ft risks having a column shift.  Column shift would 
separate the explosives column, and when the neighboring hole fires, only a portion of the 
intended explosives would detonate. Less explosives firing would mean less fragmentation, 
but these cases also pose a safety risk of explosives left in the muck pile. Cratering 
fragmentation mechanism would be a case when the concept of dynamic confinement 
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should not be used and shows the importance of defining blast geometry for fragmentation 
models. 
 
 
Figure 4.1.6 Cratering fragmentation mechanism (ISEE, 2011) 
 
89 
 
 
Figure 4.1.7 Example of cratering fragmentation mechanism 
 
The cratering fragmentation mechanism needed to be explained because 
fragmentation models do not recognize different fragmentation mechanisms.  It is possible 
that no one in the explosives industry recognizes that there are different fragmentation 
mechanisms because it was not discussed in the literature. Now let us look at the geometry 
of a blast that utilizes the bench blasting fragmentation mechanism.  Figures 4.1.4 and 4.1.5 
show blasting conditions that satisfy bench blasting fragmentation mechanism geometry.  
Notice how the material movement is in the direction of the free face, and material 
movement is not in the direction that would disturb a second row.  The shock wave's initial 
fracturing process will travel in all directions, but the cracks growing in the direction 
without a free face will not separate. The reason is that the gas pressure will separate the 
fractures in the material that can move.  Cracks that reach a free face will be able to move 
freely, and the gas will travel through the crack to reach equilibrium. During the process 
of gas escaping, the rock fractures will be thrown and rotated, adding to the fragmentation 
process. This concept is proven by the research done by Johansson et al. (Johansson & 
Ouchterlony, 2013).   Johansson et al. were exploring the influences of fast timing on 
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fragmentation and not the bench blasting fragmentation process. However, their results 
prove the point of only getting facture separation in the free face's direction. 
Johansson et al. set up an experiment in concrete blocks that had two (2) rows of 
five (5) holes (Johansson & Ouchterlony, 2013).  The setup of the experiment can be seen 
in Figure 4.1.8.  They shot experiments with a free face but shot the rows as separate 
experiments.  They found that fragmentation was better for row 2 than it was for row 1.  
Fragmentation results of row 1 versus row 2 can be seen in Figure 4.1.9.  The results prove 
that having pre-conditioned rock (pre fractured) from blasting yields better fragmentation.  
No column shift or separated cracks were observed during the experiment in the direction 
of the second row, and the free faces created by row 1 were relatively straight, and can be 
seen in Figure 4.1.9. Cracks not separating in directions without free faces are also 
confirmed with results from the Ogden Point testing seen in Figure 4.1.5 above.   
 
91 
 
 
Figure 4.1.8 Johansson et al. experiment setup (Johansson & Ouchterlony, 2013) 
 
 
Figure 4.1.9 Johansson et al. fragmentation results (Johansson & Ouchterlony, 2013) 
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Figure 4.1.10 3D image of row 2’s free face after shooting row 1 (Johansson & 
Ouchterlony, 2013) 
 
Fractures will not be separated in directions without free faces when using bench 
blasting fragmentation mechanism geometry.  Row delay slower than 2.4 ms/ft is an 
acceptable practice in conditions that utilize bench blasting fragmentation mechanism 
geometry and is required to have enough void space to allow uninhibited movement in the 
direction of the free face.  The concept of dynamic confinement is possible when using the 
bench blasting fragmentation mechanism. 
One area that does need to be explored is the elastic rebound of the rock mass.  This 
could potentially be an issue when using long row timing in rock instead of concrete.  
Almost all rock masses have joints that have the potential to separate due to elastic 
rebound.  This issue was not observed in the full-scale testing but is a reason only to utilize 
a row timing that is just enough to obtain the required dynamic confinement condition for 
optimal fragmentation.    
4.2 Implementation of dynamic confinement to the fragmentation prediction 
Section 4.2 explains the dynamic confinement approach to the fragmentation model 
and will be called the Worsey-Silva (Wor-Sil) model to follow the trend of fragmentation 
and vibration models. 
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The first step of the approach is to ensure the fragmentation mechanism is bench 
blasting.  The Wor-Sil model adopts Ash’s rules for quality blasting as the defining 
variables to have the bench blasting fragmentation mechanisms.  Ash’s rules are displayed 
below (Ash, 1968). 
• Bench height/burden ratio – 4 or greater 
• Hole diameter – bench height/100-120 
• Powder factor – 1 lb/cyd to 2 lb/cyd 
• Stemming height – 0.7 to 1.2 * burden 
• Sub-drill – 1/3 * burden 
 
Instead of using ash’s rule for spacing to burden ratio, the Wor-Sil model will utilize 
Zhang’s equation for determining optimum spacing to burden ratio with a field test to 
determine break out angle. Zhang’s equation for determining optimal spacing to burden 
ratio is below (Zhang, 2016). 
 
𝑅𝑅 =
𝐵𝐵
sin (𝜋𝜋2 − 𝜃𝜃)
 
Equation 4.2.1 
 
Where: 
𝑅𝑅 = Spacing 
𝐵𝐵 = Burden 
𝜃𝜃 = ½ of the measured breakout angle in radians 
 
A field test will be required to determine the breakout angle. The test involves 
shooting single holes to determine the breakout angle to calculate the spacing ratio using 
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the desired burden.  3D point cloud measurements will be taken to be able to estimate the 
breakout angle. Four angle tests are recommended in each formation blasting is being 
conducted in. If field tests are not possible, utilizing a breakout angle of 135 degrees is an 
acceptable average for bench blasting (ISEE, 2011).  The workflow for the angle 
calibration is as follows, and an illustration can be seen in Figure 4.2.1. 
1. Collect 3D point cloud data of pre-blast face and floor 
2. Shoot 4 single holes in different places in the formation with the desired burden 
3. Collect 3D point cloud data of blasted muck pile 
4. Muck out fragmented material 
5. Collect 3D point cloud data of the face and floor 
6. Measure the angle between the newly generated rock surfaces for all 4 tests 
7. Average the angle of all for tests 
8. Use equation 4.2.1 to calculate spacing 
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Figure 4.2.1 Break out angle calibration test 
 
Another measurement that can be taken during the breakout angle calibration is 
face velocity.  Utilizing a camera with 1000 frames per second or more will be needed for 
face velocity measurement.  A reference grid will be needed in the frame to determine the 
distance in the video. A video camera with a fixed focal length can be used if the pixel 
length is determined at the distance of face movement. A time zero indicator will be needed 
to determine when the hole fires and can be an electronic detonator timed at the same time 
as the hole on the surface. Time zero to the first movement will be the rock response time, 
and the time between the start of the rock moving and the time the object is gone will be 
the time used to determine velocity called time velocity (s). Velocity will be the width of 
the scale object in feet divided by the time velocity in seconds to get face velocity in feet 
per second.  Figure 4.2.2 shows the face velocity calibration set up. If measuring face 
velocity is not an option, estimating face velocity with equation 4.2.2 will suffice 
(DynoNobel, 1999). 
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𝐹𝐹𝑉𝑉 =  
75
√𝑃𝑃𝐹𝐹
 
Equation 4.2.2 
 
Where: 
𝐹𝐹𝑉𝑉 = Face velocity (ft/s) 
𝑃𝑃𝐹𝐹 = Powder factor (tons/lb) 
 
 
Figure 4.2.2 Face velocity calibration setup 
 
A swell calibration will also be done on the single-hole tests.  Utilizing the before 
and after blast geometry and after muck scans of the single hole tests will give in situ 
volume and blasted volume.  The difference between blasted volume and in situ volume 
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divided by in situ volume will give the percent swell.  If swell information cannot be 
determined, then use ISEE’s average blasted swell value of 30 percent (ISEE, 2011). 
After the single hole calibration is done, the next step will be to determine the 
optimum timing between rows.  The optimum timing between rows will be when the 
material in front of the row has moved far enough to make the volume equal to the swell 
volume from one blasthole. The equation to determine optimum row delay is shown below.  
The below equation assumes that the area created by the face height and the spacing moves 
uniformly and is the reason that Zhang’s spacing equation is needed.  If the spacing to 
burden relationship is too large, then a crater is blown out of the face, and equation 4.2.3 
is not accurate. 
 
𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 =
𝐵𝐵 ∗𝑅𝑅𝑠𝑠
𝑉𝑉𝐹𝐹
∗ 1000 
Equation 4.2.3 
 
Where: 
𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥  = Optimum row delay (ms) 
𝐵𝐵 = Burden (ft) 
𝑅𝑅𝑓𝑓 = Material swell in fractional percent 
𝑉𝑉𝐹𝐹 = Face velocity (ft/s) 
1000 = Conversion from seconds to milliseconds 
 
Deriving equation 4.2.3 can be seen below. 
Step 1 – calculate the volume of one hole 
𝑉𝑉𝑓𝑓𝑉𝑉𝑉𝑉𝑚𝑚𝑒𝑒 = 𝐵𝐵 ∗ 𝑅𝑅 ∗ 𝐻𝐻 = 𝐵𝐵 ∗
B
sin �90 − 𝐴𝐴2�
∗ 𝐻𝐻 
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Step 2 – determine the swell volume 
𝑅𝑅𝑤𝑤𝑒𝑒𝑉𝑉𝑉𝑉 𝑉𝑉𝑓𝑓𝑉𝑉𝑉𝑉𝑚𝑚𝑒𝑒 = 𝐻𝐻𝑓𝑓𝑉𝑉𝑒𝑒 𝑉𝑉𝑓𝑓𝑉𝑉𝑉𝑉𝑚𝑚𝑒𝑒 ∗ 𝑅𝑅𝑤𝑤𝑒𝑒𝑉𝑉𝑉𝑉 =  𝐵𝐵 ∗
B
sin �90 − 𝐴𝐴2�
∗ 𝐻𝐻 ∗ 𝑅𝑅𝑓𝑓 
Step 3 – determine linear distance material must move to provide void space 
𝑅𝑅𝑖𝑖𝑠𝑠𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑒𝑒 =
𝑅𝑅𝑤𝑤𝑒𝑒𝑉𝑉𝑉𝑉 𝑉𝑉𝑓𝑓𝑉𝑉𝑉𝑉𝑚𝑚𝑒𝑒
𝑅𝑅𝑝𝑝𝑎𝑎𝑐𝑐𝑖𝑖𝑛𝑛𝑔𝑔 ∗ 𝐵𝐵𝑒𝑒𝑛𝑛𝑐𝑐ℎ 𝐻𝐻𝑒𝑒𝑖𝑖𝑔𝑔ℎ𝑡𝑡
= 𝐵𝐵 ∗
B
sin �90 − 𝐴𝐴2�
∗ 𝐻𝐻 ∗ 𝑅𝑅𝑓𝑓 ∗
1
𝐻𝐻
∗
sin �90 − 𝐴𝐴2�
𝐵𝐵
= 𝐵𝐵 ∗ 𝑅𝑅𝑓𝑓 
Step 4 – determine how long it takes for the muck to travel the linear distance 
𝑅𝑅𝑓𝑓𝑤𝑤 𝑅𝑅𝑒𝑒𝑉𝑉𝑎𝑎𝐷𝐷 = 𝐿𝐿𝑖𝑖𝑛𝑛𝑒𝑒𝑎𝑎𝑟𝑟 𝑅𝑅𝑖𝑖𝑠𝑠𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑒𝑒/𝐹𝐹𝑎𝑎𝑐𝑐𝑒𝑒 𝑉𝑉𝑒𝑒𝑉𝑉𝑓𝑓𝑐𝑐𝑖𝑖𝑡𝑡𝐷𝐷 =  𝐵𝐵 ∗ 𝑅𝑅𝑓𝑓/𝑉𝑉𝐹𝐹 = ∆𝑟𝑟 
 
A minimum row delay needs to be determined for the model’s calibration.  This 
will likely be the minimum row delay the blaster in charge feels comfortable with.  If the 
site is not at risk of fly rock with nearby neighbors, personnel, or equipment, then two (2) 
times the optimal hole delay down the row can be used as the minimum row delay. 
A final calibration will be conducted utilizing two rows of 5 holes. A total of 6 shots 
will be conducted using the final calibration.  For the first 3 shots, utilize the optimal delay 
between holes in a row that has already been determined. If hole delay has not been 
optimized, use the optimal delay ratio of 3 ms/m of the burden from Cunningham’s 
literature  (Cunningham, 2005). Also, for the first 3 shots, use the optimal row delay 
calculated from equation 4.2.3.  Collect fragmentation data on all 3 shots and average the 
results.  Repeat this process for the next 3 calibration shots but use the minimum row delay 
instead.  The workflow of the calibration can be seen below and is illustrated in Figure 
4.2.3. 
1. Set up 6 shots with 2 rows of 5 holes with the standard blast design used on site 
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2. Shoot 3 shots with optimum row timing 
3. Collect fragmentation data of each shot and average the data 
4. Shoot 3 shots with minimum row timing 
5. Collect fragmentation data of each shot and average the data 
6. Make sure to record 20, 50, and 80 percent passing at a minimum 
 
 
Figure 4.2.3 Wor-Sil row fragmentation methodology 
 
The influence of delay has been discovered to affect the larger percent passing sizes, such 
as the 80% passing size more than the smaller percent passing sizes.  Gkikizas proves this 
concept by looking at the influences of delay on different percent passing sizes (Gkikizas, 
2016). Delay influences the large fragments instead of the smaller fragments because the 
large fragments come from the middle of the spacing, and small fragments come from the 
area closest to the borehole.  Neighboring radial fracturing would only influence the area 
farthest away from the blasthole that was not previously fragmented, causing the next 
hole’s top size to be smaller. The concept assumes the blastholes are spaced far enough 
away that the “borehole crushing diameter” is not equal to the spacing of the holes Figure. 
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4.2.4 shows Gikizas work that proves that delay influence decreases with smaller percent 
passing sizes (Gkikizas, 2016).   Gikikizas work means that a fragmentation model looking 
at row delay should minimize the influence on the lower passing sizes.   
 
 
Figure 4.2.4 Percent passing size compared to delay between holes in a row (Gkikizas, 
2016) 
 
Utilizing the fragmentation data from the site calibration, a row delay equation 
based on an equation of a line between two points will be used to alter the 80 percent 
passing size and the 50 percent passing size.   The proposed row delay equation is below. 
 
𝑥𝑥𝑟𝑟𝑥𝑥 =
(𝑥𝑥𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 − 𝑥𝑥𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥)
(𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 − 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥)
∗ 𝑟𝑟𝑥𝑥 + (𝑥𝑥𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 −
(𝑥𝑥𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 − 𝑥𝑥𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥)
(𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 − 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥)
∗ 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 ) 
Equation 4.2.4 
 
Where: 
𝑥𝑥𝑟𝑟𝑥𝑥  = Fragmentation size for a desired percent passing size due to row delay (in) 
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𝑥𝑥𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 = Fragmentation size of the desired percent passing size using minimum row delay (in) 
𝑥𝑥𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 = Fragmentation size of the desired percent passing size using maximum row delay (in) 
𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 = Minimum row delay (ms) 
𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 = Maximum row delay (ms) 
𝑟𝑟𝑥𝑥 = Row delay being used (ms) where 𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 < 𝑟𝑟𝑥𝑥 < 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 
 
Using the newly adjusted 50 and 80 percent passing sizes and using the average 20 
percent passing size of the site data, run the Swebrec function or the Rosin-Rammler to 
complete the fragmentation curve.  This step is not necessary if all the desired percent 
passing sizes were collected to determine the onsite fragmentation data.  In the case that 
percent passing data was collected on all desired passing sizes, equation 4.2.4 can be run 
on all the collected passing sizes 50 percent and above. 
If no site calibration is done, the following equation can be used to determine the 
influence of row delay on fragmentation.  The equation is determining a row adjustment 
factor based on the equation of a line between the results of minimum row timing and 
maximum row timing.  Equation 4.2.5 assumes the following: maximum row timing gives 
smaller fragmentation than the minimum row timing, the change in fragmentation due to 
row timing is a linear relationship, two times the hole delay is the minimum row delay to 
have a clear definition between the hole and the row timing, the optimal hole timing is used 
between holes down a row or sequence, and bench blasting geometry is used for the shot. 
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𝑅𝑅𝑥𝑥 =
�𝑅𝑅𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛/𝑥𝑥𝑚𝑚𝑎𝑎𝑥𝑥 − 1�
𝐵𝐵 ∗ (2 ∗ 𝑅𝑅ℎ𝑡𝑡𝑐𝑐𝑝𝑝 −
𝑅𝑅𝑠𝑠
𝑉𝑉𝐹𝐹
)
∗ 𝑟𝑟𝑥𝑥 + �1−
�𝑅𝑅𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛/𝑥𝑥𝑚𝑚𝑎𝑎𝑥𝑥 − 1�
�2 ∗ 𝑅𝑅ℎ𝑡𝑡𝑐𝑐𝑝𝑝 −
𝑅𝑅𝑠𝑠
𝑉𝑉𝐹𝐹
�
∗
𝑅𝑅𝑠𝑠
𝑉𝑉𝐹𝐹
� =
=
�𝑥𝑥𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛𝑥𝑥𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 − 1�
(𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 − 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥)
∗ 𝑟𝑟𝑥𝑥 + �1−
�𝑥𝑥𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛𝑥𝑥𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 − 1�
(𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 − 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥)
∗ 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥� 
Equation 4.2.5 
 
Where:  
𝑅𝑅𝑥𝑥 = Row timing adjustment factor for selected row timing 
𝑟𝑟𝑥𝑥 = Selected row timing (ms) where 𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 < 𝑟𝑟𝑥𝑥 < 𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 
𝑅𝑅𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛/𝑥𝑥𝑚𝑚𝑎𝑎𝑥𝑥 = Material size ratio of minimum row delay and maximum row delay use 1.25 
from Ogden Point research if not known 
𝐵𝐵 = Burden (ft) 
2 = Multiplication factor of optimum hole delay to find minimum row delay 
𝑅𝑅ℎ𝑡𝑡 = Optimum hole timing ratio =  𝑐𝑐𝑝𝑝 ∗ 𝑡𝑡𝑚𝑚𝑓𝑓 𝑓𝑓𝑡𝑡⁄ , if not known use 15.6 from the 2005 Kuz-
Ram 
𝑡𝑡𝑚𝑚𝑓𝑓 𝑓𝑓𝑡𝑡⁄  = optimal hole timing ratio determined from research expressed as ms/ft 
𝑐𝑐𝑝𝑝 = P wave velocity (ft/ms) 
𝑅𝑅𝑓𝑓 = Material swell in fractional percent 
𝑉𝑉𝐹𝐹 = Face velocity (ft/ms) 
𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 = 
2∗𝑅𝑅ℎ𝑡𝑡∗𝐵𝐵
𝑐𝑐𝑝𝑝
 = Minimum row delay or minimum allowed delay (ms) 
𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 = 
𝐵𝐵∗𝑀𝑀𝑓𝑓
𝑉𝑉𝐹𝐹
 = Maximum row delay (ms) 
𝑥𝑥𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛 = Fragmentation size of x passing size when using minimum row timing (in) 
𝑥𝑥𝑟𝑟𝑚𝑚𝑎𝑎𝑥𝑥 = Fragmentation size of x passing size when using maximum row timing (in) 
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Once the row adjustment factor is determined, run the 2005 Kuz-Ram model to 
determine the 50 percent passing size and uniformity index.  Adjust the 50 percent passing 
size using the row adjustment factor.  Then run the Rosin-Rammler function to determine 
the rest of the fragmentation curve. 
Another method that could be used involves the Swebrec function, but some errors 
were found in the literature, so it was not used in chapter 6. The Kuz-ram model can be run 
to determine first the 50 percent passing size, then the 20 and 80 percent passing size.  The 
row adjustment factor will be used to adjust the size of the 50 and 80 percent passing size.  
Then the Swebrec function will be run on the adjusted 50 and 80 percent passing sizes and 
the 20 percent passing size.  The work follow is below. 
1. Determine row adjustment factor due to selected row timing 
2. Use the 2005 Kuz-Ram model to determine the 50 percent passing size and 
uniformity index 
3. Calculate the 20 and 80 percent passing sizes using the Rosin-Rammler Function. 
4. Adjust the 50 and 80 percent passing sizes by multiplying by the row adjustment 
factor 
5. Run the Swebrec function using the adjusted 50 and 80 percent passing sizes and 
the 20 percent passing size to determine final fragmentation curve due to row timing. 
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CHAPTER 5. FIELD TESTS 
Chapter 5 explains the experiment setup and results.  Large scale testing was 
conducted at the Ogden Point Quarry in Colborne, Ontario, Canada.  Six full-scale tests 
were shot utilizing two different explosives contractors to explore the influences of charge 
sequence and timing on fragmentation. 
5.1 Field test location 
The field tests were located at the Ogden Point Quarry in Colborne, Ontario, 
Canada.  The mine had three (3) production benches called level 1, level 2, and level 3.  
All tests were conducted on the level 3 bench.  One face was selected to do all the testing 
to minimize geology influences on the tests.  The mine plan had the quarry working in the 
north direction so the face on the north mining area was selected for all the tests.  An 
overview of the testing area can be seen in Figure 5.1.1. 
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Figure 5.1.1 Level 3 field testing area 
 
The mine in Canada was not an ideal location for the testing because the mine was 
a 12-hour drive from Lexington, KY and required moving large amounts of equipment over 
the border.  The testing location was selected by finding the first location that would allow 
timing changes outside the operation’s current blast timing, and the Ogden Point Quarry 
management was the first and only mine to agree.  It is the perception in the blasting 
industry that blast vibrations, fly rock, and air blast are some of the risks associated with 
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changing the timing and are reasons why a quarry operation would not want to explore 
timing changes.   
5.2 Field test setup 
The field test utilized the current blast design of the operation.  The design of the 
first test was to be used for all the tests.  Unfortunately, mid-way through the testing, the 
blasting contractor lost the contract, and a new contractor finished the last three (3) tests.  
The change in contractor caused the testing plan to change to conducting the same three 
(3) tests with each contractor.  The blast design for the field tests is shown in Table 5.2.1.  
The second contractor was instructed to use the design in table 5.2.1 as much as possible.  
The actual blast design for each contractor can be seen in Table 5.2.2.  Contractor 1 
completed tests 1 through 3, and Contractor 2 completed tests 4 through 6. 
Table 5.2.1 Test design 
Burden 13.5 ft 
Spacing 15.7 ft 
Stemming 7 ft 
Stem Size 0.75 in 
Hole 
Diameter 4 in 
Explosives 
Gassed 
Emulsion   
Rows 3   
Holes 69   
Explo 
Density 1.15 g/cc 
Rock Density 2.65 g/cc 
Bench 
Height 60 ft 
Hole Depth 60 ft 
Charge 
Weight 332 lbs/hole 
Powder 
Factor 0.7 lbs/cyd 
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Table 5.2.2 Test design by contractor 
  Contractor 1 Contractor 2   
Burden 13.5 13 ft 
Spacing 15.7 15.5 ft 
Stemming 7 7 ft 
Stem Size 0.75 0.75 in 
Hole 
Diameter 4 4 in 
Explosives 
Gassed 
Emulsion 
Titan XL 1000 
G   
Rows 3 3   
Holes 69 69   
Explo 
Density 1.15 1.15 g/cc 
RWS 108 72  
Rock Density 2.65 2.65 g/cc 
Bench 
Height 60 60 ft 
Hole Depth 60 60 ft 
Charge 
Weight 332 332 lbs/hole 
Powder 
Factor 0.7 0.74 lbs/cyd 
 
A signature hole analysis was conducted on level 3 and determined that the 
blastholes needed 15ms between delays to have the lowest vibrations, so 15 ms delay 
between holes was used for every test.  The only variable that was to be changed in the 
tests was how the holes fired.  The original testing matrix had several delay sequences, but 
due to the unexcepted contractor change, only three were tested by each contractor.  The 
tested delay sequences can be seen in figure 5.2.1.  Sequence A, D, and C were the order 
in which the delay sequences were tested.  Sequence B was scrapped from the research 
once the contractor changed.  Sequence A was selected to see the influences of extreme 
delay between rows. Sequence A was named “down the row” because the sequence path 
followed the rows.  Sequence C was selected to see the influences of the short delay 
between rows.  Sequence C was named “zigzag” because of the shape the sequence path 
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makes.  Sequence D was selected to mimic a typical charge sequence used currently in the 
industry.  Sequence D was named “traditional” because it represents the sequence currently 
being used. 
 
 
Figure 5.2.1 Types of delay sequences tested 
 
The sequences in figure 5.2.1 were tested to determine if the sequence and row 
timing had any influence on fragmentation while keeping delay between charges constant.  
The delay between holes down a row is down the path of the sequence, and row delay is 
the time between the repeating sequences.  There is a “run-up” and “run-down” period 
when the sequence is not uniform when utilizing regular rhythmic timing.  The variable 
delay during the run-up and run-down are ignored for row delay calculation.  Figure 5.2.2 
shows the runup, uniform sequences, row delay, and the run down. 
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Figure 5.2.2 Regular rhythmic run-up and run-down 
 
The data collected for each shot included fragmentation data, pictures, videos, and 
vibration data.  Quality checks were also made to ensure each test represented the test 
design as much as possible.  This involved being on the bench measuring drill holes, 
checking burden and spacings, measuring stemming heights, and being present for the 
loading of every hole.   The order of the test can be seen below. 
• Test 1 – Contractor 1 – sequence A – down the row 
• Test 2 – Contractor 1 – sequence D – traditional 
• Test 3 – Contractor 1 – sequence C – zigzag 
• Test 4 – Contractor 2 – sequence A – down the row 
• Test 5 – Contractor 2 – sequence D – traditional 
• Test 6 – Contractor 2 – sequence C – zigzag 
 
Being present for more than one week at the testing site was not possible, so the 
collection of fragmentation during the material excavation process was not considered. The 
fragmentation pictures were taken on the muck pile's surface.  Collecting surface muck pile 
110 
 
pictures for fragmentation analysis is not the best practice, but unfortunately, there was no 
other choice. 
Wipfrag was utilized to process the photofragmentation data.  Photofragmentation 
software is typically not accurate at drawing boundaries around rock circles, so all 
boundaries were drawn by hand to increase the accuracy of the data.  Figure 5.2.3 shows 
an example photo with boundaries drawn on the rocks.  To determine the size of the rocks 
in the image, two-scale objects of approximately 8.2 inches in diameter were used.  The 
use of two-scale objects was needed to determine the change in size due to varying rock 
pieces' varying distances to the camera.  Four photos were randomly taken in separate 
locations in the muck pile.  Photos were taken as far as safety would allow into the muck 
pile.  The results of all four photos where combined by WipFrag to determine an average 
fragmentation distribution for the pile. 
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Figure 5.2.3 Hand drawn boundaries on fragmentation photo 
 
A seismograph was set up 100 ft behind the initiating hole of tests 1, 2, and 3 to 
determine vibration data that can be compared between tests.  The seismograph was moved 
to 328 ft behind the initiating hole for tests 4, 5, and 6 due to the decoupling of the 
seismograph at 100 ft.  The distance was perpendicular to the free face.  The seismograph 
model used was a NOMIS Mini Supergraph II.  A standard triaxial geophone and 
microphone were used at 16,384 samples/second.  New equipment was acquired during 
tests 4, 5, and 6, and accelerometers were also used.  Shottrack Vib25 and Vib200 
accelerometers were used with a sampling rate of 32,000 samples/second. Figure 5.2.4 
shows the setup of the seismograph and accelerometers during test 4.  The geophone of the 
Nomis seismograph was mounted onto a steel plate via the ground spike threads on the 
bottom of the sensor.  The plate was mounted into the ground by using sleeve anchor bolts.  
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The Shottrack Vib units were not bolted into the ground; however, they were heavily 
sandbagged to control the decoupling of the sensors.  The Shottrack information did not 
prove useful for the research so the data was not included. 
 
 
Figure 5.2.4 Seismograph set up for test 4 
 
A Phantom 4 pro drone and 2 action video cameras where used to shoot multiple 
angles of each test shot.  The drone was positioned in front of the free face above the shot.  
The first camera was placed behind the shot on top of the bench, and the second camera 
was placed in front of the shot on the bench floor.  Pictures were also taken throughout the 
whole process. 
For test 5 only, swell data was collected using pre-blast and post-blast 
photogrammetry models.  Strayos software was used to determine the volume of the in-
situ rock, and the blasted rock by calculating the volume between the model's surface and 
the floor elevation. 
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A typical set up for the test blasts can be seen in Figure 5.2.5 below.  The plan view 
shows the placement of the seismograph, burden, spacing, hole diameter, and the first hole 
to detonate.  The side view shows the length of the stemming and explosives column. 
 
 
Figure 5.2.5 Plan and side view of the test plan design 
 
5.3 Test data results 
Chapter 5.3 shows the data collected from each test.  The appendix has all the blast 
reports for each test. 
5.3.1 Test 1 
Test blast one was using contractor 1 and testing sequence A “down the row”.  Blast 
reports from all tests can be seen in the appendix. Test blast one was shot on September 
12, 2017. Test one utilized 15 ms down the sequence and 300 ms between repeating 
sequences. Before shot and after shot results can be seen in Figure 5.3.1.  No bad effects 
of the sequence were realized post-blast and after digging the shot rock. Bad effects of the 
blast would include misfired explosives, drastic increase in vibrations at neighbor’s houses, 
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drastic increase in airblast at neighbor’s house, not reaching grade, and/or poor production 
performance. 
 
 
Figure 5.3.1 Test 1 before and after blast results 
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The Fragmentation results can be seen in Figure 5.3.2.  Four fragmentation photos 
were taken in random places on the muck pile.  Figure 5.3.2 shows the fragmentation for 
each photo and the cumulative fragmentation of all 4 photos.  
 
 
Figure 5.3.2 Fragmentation results of test 1 – sequence A – “down the row.” 
 
Vibration results can be seen in Figure 5.3.3. Vibration results on the transverse 
channel in Figure 5.3.3 appear to be oscillating around a moving axis.  This is evidence 
that something affected the sensor.  Some possible issues could be decoupling, interference 
due to the mounting plate, and the sensor is out of range of vibrations influencing the 
sensor.  The peak particle velocity was 5.11 in/s, with a frequency of 41.3 Hz on the vertical 
channel. 
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Figure 5.3.3 Test 1 vibration waveform 
 
5.3.2 Test 2  
Test blast 2 was using contractor 1 and testing sequence D “traditional”.  Blast 
report for test 2 can be seen in the appendix. Test blast 2 was shot on September 13, 2017. 
Test 2 utilized 15 ms down the sequence and 45 ms between repeating sequences. Before 
shot and after shot, results can be seen in Figure 5.3.4.  No bad effects of the sequence were 
realized post-blast and after digging the shot rock. 
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Figure 5.3.4 Test 2 before and after blast results 
 
The Fragmentation results can be seen in Figure 5.3.5.  Four fragmentation photos 
were taken in random places on the muck pile.  Figure 5.3.5 shows the fragmentation for 
each photo and the cumulative fragmentation of all 4 photos.  
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Figure 5.3.5 Fragmentation results of test 2 – sequence D – “traditional” 
 
Vibration results can be seen in Figure 5.3.6. Vibration results in Figure 5.3.6 
appear to be oscillating around the zero axes.  This is evidence that the vibration data is 
good.  The peak particle velocity was 5.11 in/s, with a frequency of 73.8 Hz on the vertical 
channel. 
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Figure 5.3.6 Test 2 vibration waveform 
 
5.3.3 Test 3 
Test blast 3 was using contractor 1 and tested sequence C “zigzag”.  The blast report 
for test 3 can be seen in the appendix. Test blast 3 was shot on November 27, 2017. Test 3 
utilized 15 ms down the sequence and 45 ms between repeating sequences. The zigzag 
sequence is the same delay between repeating sequences as traditional with a sharper 
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initiation angle. Before shot and after shot, results can be seen in Figure 5.3.7.  No bad 
effects of the sequence were realized post-blast and after digging the shot rock. 
 
 
Figure 5.3.7 Test 3 before and after blast results 
 
The Fragmentation results can be seen in Figure 5.3.8.  Four fragmentation photos 
were taken in random places on the muck pile.  Figure 5.3.8 shows the fragmentation for 
each photo and the cumulative fragmentation of all 4 photos.  
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Figure 5.3.8 Fragmentation results of test 3 – sequence C – “zigzag” 
 
Vibration results can be seen in Figure 5.3.9.  The peak particle velocity was 7.18 
in/s, with a frequency of 73.1 Hz on the vertical channel. 
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Figure 5.3.9 Test 3 vibration waveform 
 
Test shot 1 and 2 had an extraneous sound to the blast when they were shot, so an 
air blast monitor was installed for test 3, 4, 5, and 6.  Figure 5.3.10 shows the air 
overpressure in millibars. 
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Figure 5.3.10 Test 3 air over pressure waveform 
 
5.3.4 Test 4 
Test blast 4 was using contractor 2 and testing sequence A “down the row”.  Blast 
report for test 4 can be seen in the appendix. Test blast 4 was shot on April 29, 2018. Test 
4 utilized 15 ms down the sequence and 315 ms between repeating sequences. Before shot 
and after shot, results can be seen in Figure 4.3.11.  No bad effects of the sequence were 
realized post-blast and after digging the shot rock. 
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Figure 5.3.11 Test 4 before and after blast results 
 
The Fragmentation results can be seen in Figure 5.3.12.  Four fragmentation photos 
were taken in random places on the muck pile.  Figure 5.3.12 shows the fragmentation for 
each photo and the cumulative fragmentation of all 4 photos.  
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Figure 5.3.12 Fragmentation results of test 4 – sequence A – “down the row” 
 
Vibration results can be seen in Figure 5.3.13. The monitoring location for test 4 
was moved 328 ft behind the initiating hole to help eliminate decoupling of the geophone.  
The peak particle velocity was 2.54 in/s, with a frequency of 86.2 Hz on the vertical 
channel. 
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Figure 5.3.13 Test 4 vibration waveform 
 
Figure 5.3.14 shows the air over pressure in millibars. 
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Figure 5.3.14 Test 4 air over pressure waveform 
 
5.3.5 Test 5 
Test blast 5 was done using contractor 2 and testing sequence D “traditional”.  Blast 
report for test 5 can be seen in the appendix. Test blast 5 was shot on May 23, 2018. Test 
5 utilized 15 ms down the sequence and 45 ms between repeating sequences. Before shot 
and after shot, results can be seen in Figure 4.3.15.  No bad effects of the sequence were 
realized post-blast and after digging the shot rock. 
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Figure 5.3.15 Test 5 before and after blast results 
 
The fragmentation results can be seen in Figure 5.3.16.  Four fragmentation photos 
were taken in random places on the muck pile.  Figure 5.3.16 shows the fragmentation for 
each photo and the cumulative fragmentation of all 4 photos.  
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Figure 5.3.16 Fragmentation results of test 5 – sequence D – “traditional” 
 
Vibration results can be seen in Figure 5.3.17. The monitoring location for test 5 
was moved to 328 ft behind the initiating hole to help eliminate bad vibration data.  The 
peak particle velocity was 4.66 in/s, with a frequency of 66 Hz on the vertical channel. 
 
130 
 
 
Figure 5.3.17 Test 5 vibration waveform 
 
Figure 5.3.18 shows the air overpressure in millibars. 
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Figure 5.3.18 Test 5 air over pressure waveform 
 
Test 5 had pre-blast and post-blast drone photogrammetry flights done to determine 
material swell.  Strayos photogrammetry software was used to get the volume data.  The 
bench floor elevation and the surface were used to determine volume. Table 5.3.1 shows 
the swell data. 
Table 5.3.1 Test 5 swell data 
In-Situ Volume 39379.32 cyd 
Blasted Volume 59384.3 cyd 
Added Volume 20004.98 cyd 
% Swell 50.8 % 
 
 
5.3.6 Test 6 
Test blast 6 was done using contractor 2 and testing sequence C “zigzag”.  Blast 
report for test 6 can be seen in the appendix. Test blast 6 was shot on May 24, 2018. Test 
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6 utilized 15 ms down the sequence and 45 ms between repeating sequences. Before shot 
and after shot results can be seen in Figure 4.3.19.  No bad effects of the sequence were 
realized post blast and after digging the shot rock. 
 
 
Figure 5.3.19 Test 6 before and after blast results 
 
The fragmentation results can be seen in Figure 5.3.20.  Four fragmentation photos 
were taken in random places on the muck pile.  Figure 5.3.20 shows the fragmentation for 
each photo and the cumulative fragmentation of all 4 photos.  
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Figure 5.3.20 Fragmentation results of test 6 – sequence C – “zigzag” 
 
Vibration results can be seen in Figure 5.3.21. The monitoring location for test 6 
was moved to 328 ft behind the initiating hole to help eliminate bad vibration data.  The 
peak particle velocity was 2.05 in/s with a frequency of 59.3 Hz on the radial channel. 
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Figure 5.3.21 Test 6 vibration waveform 
 
Figure 5.3.22 shows the air over pressure in millibars. 
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Figure 5.3.22 Test 6 air over pressure waveform 
 
5.4 Field test results 
Fragmentation was affected by row timing proved by the field tests done at Ogden 
Point.  The type of explosives also affected how much of an influence row timing was.  
Figure 5.4.1 shows the fragmentation results side by side.  Contractor 1 had the smallest 
fragmentation size for all three tests except for the lower sizes on test D.   Sequence A 
“down the row” had the best fragmentation for contractor 1 and had the best fragmentation 
for the percent passing sizes greater than 50 percent for contactor 2.   Test 4 sequence A 
had an outlier data point in the fragmentation that explains why the fragmentation 
differences between sequences for contractor 2 are tighter than expected.  Figure 5.4.2 
shows that outlier for test 4. 
 
136 
 
 
Figure 5.4.1 Ogden Point testing fragmentation results 
 
 
Figure 5.4.2 Test 4 fragmentation 
 
It was observed also that fragmentation was not influenced by row delay in the 
lower percent passing, which is supported by the literature.  Figure 5.4.3 shows the changes 
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in percent passing due to row delay. Only percent passing sizes between 20 and 80 percent 
were shown in the figure since that range is the limit of photofragmentation. The main 
reasoning for less influence in the small percent passing sizes is because the smaller pieces 
are heavily dependent on the intense fracturing that happens close to the borehole.  
Fragmentation influences from delay are in the boundary zones of the radial fracturing, 
where the rock pieces will be the largest.  If the burden and spacing are small enough that 
the intense fracturing zone touches the neighboring hole's intense fracturing zone, the delay 
would likely not have any influence on fragmentation. 
 
Figure 5.4.3 Fragmentation results from each passing size 
 
The smallest fragmentation size was generated from sequence A which supports 
the Wor-Sil equation methodology.  Allowing the material to be able to freely move allows 
for fractures to be extended farther and increase fragmentation from kinetic energy.  
Sources of fragmentation from kinetic energy include the collision of fragments in flight 
and collision with the bench floor.  Material allowed to freely move in front of the hole 
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also minimizes the separating of fractures going back to the next row, allowing for radial 
fractures of the new row to propagate the furthest.  A large row delay is needed to allow 
free movement.  Figure 5.4.4 shows the fragmentation results due to row delay for 
contractor 1. Test 1 utilized a row timing of 300 ms, and test 2 and 3 utilized a row timing 
of 45 ms but using different sequences.  Test 1 has smaller fragmentation and has an 
increased uniformity index.  Figure 5.4.4 supports the need for long row timing.  Test 2 
and 3 utilize the same row timing but have different sequences.  The change in 
fragmentation between test 2 and test 3 can be explained by variation in 
photofragmentation, geology or could be due to the spacing between the charges.  Since 
there is no screen data to check the accuracy of the photofragmentation it is hard to say 
which one of the cases influenced the fragmentation difference between tests 2 and 3.  An 
average ratio between the fragmentation of max and minimum row delay ended up being 
1.25. 
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Figure 5.4.4 Contractor 1 fragmentation curves 
 
Contractor 1 had better fragmentation than contractor 2 because contactor 1 used a 
gassed emulsion with higher relative weight strength (RWS) and mixed the emulsion with 
30% AN prill.    Contractor 1’s RWS was 108 percent, and contractor 2’s RWS was 72 
percent.  This explains why contractor 1 had better fragmentation than contractor 2.  Figure 
5.4.5 shows the fragmentation curves of test 1 and test 4.  Although it is still unclear what 
property of explosives causes radial fracturing to increase, in general, higher RWS can be 
associated with increased radial fracturing.  The higher RWS could have meant that radial 
fracturing interacted more between rows causing the fragmentation to be smaller.   
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Figure 5.4.5 Fragmentation curves from sequence A “down the row” 
 
Using a different explosive also changed the influence of delay timing.  Contractor 
1’s explosive resulted in an average standard deviation of 2.2 for percent passing 
fragmentation sizes 20 to 80 percent due to row delay.   Contactor 1’s average standard 
deviation of the 80 percent passing fragmentation size was 3.0.   Contractor 2’s explosives 
resulted in an average standard deviation of 1.1 for the percent passing sizes 20 to 80 
percent due to row delay.   Contractor 2’s average standard deviation of the 80 percent 
passing fragmentation size was 1.4.   The trend is evidence that different types of explosives 
influence the effect of row delay.  The difference is likely due to varying maximum fracture 
extents from different explosives and needs to be explored.  The fragmentation data in test 
4 was influenced by an outlier photo that could potentially miss lead the influences of row 
delay with different explosives. If photo 1 is taken out of the fragmentation analysis for 
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test 4 then the fragmentation sizes are decreased by roughly 2.2 inches in the 75 and 80 
percent passing, the 50 percent passing size is the smallest out of all tests, and the 20 
percent passing size is almost the same as test 5.  Exploring the influence of explosives on 
fragmentation was out of the scope of the research.  Figure 5.4.6 shows the fragmentation 
curves for each test for contractor 2. 
 
 
Figure 5.4.6 Fragmentation curves for contractor 2 testing 
 
The vibration results that can be seen in chapter 5.3 and Table 5.4.1 were very 
interesting.  Although the delay between charges was constant, the magnitude and shape 
of the waveform changed.   Test 1 through 3 should be analyzed carefully because the data 
has some evidence of decoupling, or a malfunction of the sensor.  Test 4 through 6 had the 
sensor 328 ft away instead of 100 ft and had quality data.  The zigzag sequence, C, had the 
lowest vibrations for the vertical channel, and down the row sequence, A, had the lowest 
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vibrations for the radial and transverse channels.   The zigzag sequence C had the lowest 
PPV. The lowest PPV did not yield the best fragmentation.  An interesting note is that test 
4 and 5 have very similar amplitudes in velocity in the radial and transverse channels but 
not the vertical channel. 
 
Table 5.4.1 Vibration results from field tests 
Test R (in/s) R (Hz) T (in/s) T(Hz) 
V 
(in/s) V (Hz) 
Air 
(dBL) 
Distance 
(ft) 
T1 C1 
A 3.484 13.0 2.076 61.5 5.113 41.3 N/A 100 
T2 C1 
D 2.138 35.1 2.339 35.1 5.113 73.8 N/A 100 
T3 C1 
C 2.800 22.3 2.875 6.7 7.181 73.1 139 100 
T4 C2 
A 1.662 41.3 1.252 78.0 2.537 86.2 132 328 
T5 C2 
D 1.921 55.3 1.551 55.7 4.656 66.6 119 328 
T6 C2 
C 2.049 59.3 1.611 78 1.301 73.1 119 328 
 
Vibration results were collected to determine whether or not the timing that yielded 
the best fragmentation had the lowest vibrations.  Since tests 4 and 5 had better 
fragmentation than test 6, the lowest vibrations test did not have the smallest fragmentation.  
The reason why signature hole analysis is not tied with fragmentation is that the vibration 
is optimized at a location outside of the blast.  Vibration at one location over another has 
different timing to optimize the peak particle velocity.   Practices that reduce the energy of 
the blast from leaving the breakage zone are what increase fragmentation and decrease 
vibrations.   This concept needs to be explored more.  Utilizing an array of seismographs 
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around the shot and varying distances is needed to analyze further and was out of the scope 
of this research. 
Test 2 will be used to compare the model to the field tests because the 
photofragmentation data did not have any outliers and the row delay of 45 ms was short 
enough to show how fragmentation is influenced by row delay below the maximum 
calculated row delay. 
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CHAPTER 6. MODEL VS. FIELD TESTS 
Chapter 6 will go over how well the Silva-Worsey row delay fragmentation 
methodology using a stochastic approach predicts the fragmentation curve of the collected 
fragmentation data.  The stochastic approach will look at changing each variable in the 
Wor-Sil methodology to see what variables are important to randomize. 
6.1 Field test compared to Wor-Sil calibration methodology 
The field testing shown in chapter 5 did not follow the Wor-Sil calibration 
methodology because the field-testing led to the calibration methodology's determination.  
The field tests were set up to determine how the row delay and sequences affect 
fragmentation while keeping a single delay constant. Keeping a single delay between 
charges constant was to determine if the sequence with the best fragmentation also had the 
lowest vibrations. Analyzing the field tests' fragmentation data led to the concept of the 
void space created between the repeating sequences' delay.  The delay between repeating 
sequences was created by which sequence was selected.  Determining this void space was 
then correlated to the changes in fragmentation.  The field tests also did not match Ash’s 
bench blasting rules perfectly, but the geometry was closer to bench blasting than the 
geometry was to cratering. 
6.2 Predicting test 2 with the Wor-Sil methodology 
Cunningham’s 2005 Kuz-Ram model was used to predict the blast's fragmentation 
without considering row delay.  The Wor-Sil methodology is used to adjust the 
fragmentation due to row delay.  The input variables for the Kuz-Ram model for the Ogden 
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Point Quarry test blast 2 can be seen in figure 6.2.1.  The 2005 Kuz-Ram model utilizes 
hole timing but it does not utilize row timing. 
 
 
Figure 6.2.1 Kuz-Ram model input variables 
 
The input variables used for the Wor-Sil model can be seen in figure 6.2.2.  The 
variables will later be randomized to see the influence on the fragmentation prediction.  
The row delay of 45 ms was used since test 2 had 45 ms between repeating sequences.  The 
size ratio of 1.25 was used because it was the average size ratio from the testing data.  The 
swell factor was calculated based on before and after blast topo flights of test 5.  The face 
velocity was calculated using the powder factor of test 2 and equation 4.2.2.  
 
Figure 6.2.2 Wor-Sil model input variables 
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The results of making the row delay adjustment to the Kuz-Ram equation can be 
seen in Figure 6.2.3.   The Kuz-Ram model predicted smaller fragmentation than the data, 
and the Wor-Sil model predicted slightly larger fragmentation in the percent passing sizes 
greater than 35 percent.   Table 6.2.1 shows the error of each model for the 50, 70, and 80 
percent passing sizes.  Utilizing the Wor-Sil model better describes the fragmentation of 
test 2 than the Kuz-Ram model only.  The larger sizes' error is cut in half and shows that 
incorporating row delay in fragmentation models is essential. 
 
 
Figure 6.2.3 Fragmentation curves for Kuz-Ram, Wor-Sil, and Test 2 
 
Table 6.2.1 Fragmentation model error 
Percent Passing 50% 70% 80% 
2005 Kuz-Ram 
Prediction (in) 11.5 15.5 18.3 
Wor-Sil Prediction (in) 14.1 19.1 22.3 
Test 2 (in) 13.7 18.0 21.2 
    
2005 Kuz-Ram - Test 2 
(in) -2.2 -2.5 -2.9 
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Wor-Sill - Test 2 (in) 0.4 1.1 1.1 
    
2005 Kuz-Ram Error 16.1% 13.9% 13.7% 
Wor-Sil Error 2.9% 6.1% 5.2% 
 
6.3 Influences of variable swell on Wor-Sil model 
Swell was changed from 20 to 80 percent to determine the influence of swell on the 
Wor-Sil model. Figure 6.3.1 shows the influence of swell on the fragmentation curve.  As 
swell gets bigger, the fragmentation size will increase for a constant row delay due to no 
longer having enough void space for the blasted material to swell into.  This is because the 
swell determines what the maximum delay is needed to obtain maximum fragmentation. 
As swell is increased, so is the maximum delay, which increases the fragmentation factor 
for a constant row delay.  A larger fragmentation factor will increase fragmentation size.    
A smaller percent swell has a bigger impact on the fragmentation in 45 ms because 
small swells need less time between rows to obtain optimal fragmentation. As a row delay 
gets closer to the maximum delay, the fragmentation factor turns to 1 giving better 
fragmentation. A 20 percent swell has an optimal row delay of 64 ms, and an 80 percent 
swell has an optimal row delay of 257 ms.  This shows that collecting swell information is 
very important for the model, and the standard deviation of swell can be used to obtain an 
average fragmentation curve for predictions. 
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Figure 6.3.1 Influence of swell on the Wor-Sil model 
6.4 Influences of variable face velocity on Wor-Sil model 
The face velocity was adjusted from 20 to 120 ft/s to determine the influence of 
face velocity on the Wor-Sil model. As face velocity increases, the required time to develop 
adequate void space to blast into is also reduced.  For a constant row delay, increasing face 
velocity will decrease the fragmentation size. Face velocity will vary in the field with 
varying burden, geology, and hole loading.  These variables have some degree of 
scattering, so utilizing a stochastic approach would be beneficial for determining an 
average fragmentation curve.   
The degree of scatter would depend on how good the quality control of the blast 
was. Velocity scatter would be 15 ft/s for powder factors varying from 1.5 to 2.5 tons of 
rock/lb of explosives.   Conducting multiple face velocity tests on site will help determine 
adequate scatter for face velocities.  When face velocities are fast, fast row times are 
appropriate, and when face velocities are slow, slow row times need to be utilized.   The 
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current practice is to base row timing recommendations on ms/ft of burden, but determining 
the face velocity is a critical parameter to know whether a row delay is appropriate or not. 
 
 
Figure 6.4.1 Influence of face velocity on the Wor-Sil model 
6.5 Influence of burden on Wor-Sil model 
To determine the influences of burden on the Wor-Sil model, the burden was 
adjusted from 10.5 to 16.5 ft.  Figure 6.5.1 shows the influences of changing the burden 
with other variables constant.  Burden did not significantly influence the fragmentation 
curve because it only slightly changes the maximum row delay needed for optimal 
fragmentation. A 14.5 ft burden has a maximum row delay of 173 ms, and a 16.5 ft burden 
has a maximum row delay of 197 ms.  If the row delay used was closer to the maximum 
row delay instead of the minimum row delay, the influence of burden would be more 
important.  A quarry with good quality control can typically have a burden tolerance of 
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plus or minus 1 ft.  Surveying drill hole locations would help with determining a burden 
deviation. 
The varying burden would be accounted for by varying face velocity to some 
extent.  Although the change is small, the varying burden does add to the change in 
fragmentation.  Using burden would help in a stochastic model to determine an average 
fragmentation curve. 
 
Figure 6.5.1 Influence of burden on the Wor-Sil model 
 
6.6 Influence of size ratio on Wor-Sil model 
To determine the influences of material size ratio on the Wor-Sil model, the ratio 
was adjusted from 1.1 to 1. 4. Figure 6.6.1 shows the influences of size ratio when keeping 
all the other parameters constant.  The material size ratio appears to have the biggest 
influence on the fragmentation curves out of all the parameters.  This is the case because 
the material size ratio is how the Wor-Sil model relates swell, face velocity, burden, and 
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row timing to fragmentation.  The range of material size ratios from the Ogden Point 
fragmentation was 1.1 to 1.4, with the average being 1.25. 
Using the material size ratio as the only random variable when using a stochastic 
approach to modeling fragmentation will be more influential than a burden, swell, and face 
velocity when using the Wor-Sil model.  The other variables can be used but will not have 
as big of an effect on typical variations seen in the field. 
 
 
Figure 6.6.1 Influence of material size ratio on the Wor-Sil model 
 
6.7 Influence of row time on Wor-Sil model 
Row timing is the variable being changed to get the desired fragmentation results.  
Since electronic detonators have high precision and accuracy, there is no need to randomize 
the row timing.  To show the influences of row timing on fragmentation for the current 
model, row times were varied from 45 to 165 ms while keeping all other parameters 
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constant.  Figure 6.7.1 shows the results of varying row timing. If a longer row delay is 
used, fragmentation increases. 
 
 
Figure 6.7.1 Influence of row timing on the Wor-Sil model 
 
6.8 Calibrating Wor-Sil model 
To calibrate the Wor-Sil model utilizing the 2005 Kuz-Ram model as the base 
model for predicting fragmentation, the Kuz-Ram model fragmentation curve must match 
the fragmentation data from the test with the maximum row timing. In the Ogden Point 
example, the Kuz-Ram model prediction would be calibrated to match the fragmentation 
of test 1.  Test 1 had the most row timing and produced the smallest fragmentation. 
The Kuz-Ram model has calibration factors built into the 50 percent passing 
equation and the uniformity index equation to help fit the model to the data while keeping 
the relationship of certain parameters in the model.  An example of calibrating the model 
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can be seen in Figure 6.8.1.  Conducting the calibration on the base model will end up 
calibrating the Wor-Sil model since using the optimal row delay will result in no change in 
fragmentation.  The Wor-Sil model assumes that the base fragmentation size is the best 
possible fragmentation case and adjusts fragmentation for row timings that does not have 
ideal void space.  
 
 
Figure 6.8.1 Calibrating 2005 Kuz-Ram with test 1 
 
Once the 2005 Kuz-Ram has been adjusted, the Wor-Sil model can be used on the 
50 percent passing size from the adjusted Kuz-Ram to determine the 50 percent passing 
size for the desired row timing.  The Rosin-Rammler function is then used to determine the 
final Wor-Sil fragmentation curve.  Figure 6.8.2 shows how the Wor-Sil model with a 45 
ms row delay fits with test 2 and 3 after being calibrated.  Using the calibration increases 
the accuracy of the prediction when predicting both tests 2 and 3.  Test 2 and 3 both had a 
row delay of 45 ms.  The calibrated model has an error of 7 and 6 percent for predicting 
test 2 and 3’s 50 percent passing size, respectively.  
154 
 
 
 
Figure 6.8.2 Calibrated Wor-Sil Model for tests 1, 2, and 3 
 
6.9 Reason for row adjustment on fragmentation. 
Current fragmentation models only take hole delay into account for determining 
fragmentation curves.  The research from Ogden Point proves that the row delay influences 
fragmentation.  With the Wor-Sil model, it is possible to select a row timing to generate a 
particle size distribution, according to the mine requirements. 
The Ogden Point Quarry had a problem with the material breaking down into fines 
clogging up the material handling system causing the reduction of stockpile inventory due 
to funneling of draw points when wet.  This led the quarry to optimize the fragmentation 
from the blast to reduce the fines downstream. The coarser the muck pile the Less Fines 
that were generated during the transportation process. 
155 
 
Utilizing the proposed methodology can help mines select row timing that gives 
them the outcomes they need to save money downstream.  Some of the known reasons for 
needing a certain fragmentation include; a key material size being sold, ore recovery, 
material handling, reduction of operating costs, and etc. 
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CHAPTER 7. DISCUSSION, CONCLUSIONS AND FUTURE WORK RECOMMENDATIONS 
Chapter 7 goes over the discussion of fragmentation models, conclusions, novel 
contributions, and future work of the research.  Several conclusions can be made from the 
research.  
7.1 Discussion 
Fragmentation models are used to understand what changing parameters of the blast 
does on fragmentation to optimize operational cost and maximize product.   Every 
operation has its own optimized fragmentation for costs and product.  A site’s optimized 
fragmentation changes with time as costs and key products change.  Some operations need 
large fragments, small fragments, or fragment sizes somewhere in between.  A gold 
operation doing a run of mine leach process to recovery gold needs smaller fragments to 
get the surface area on the rock surface to allow the chemicals to leach the gold out of the 
rock.  A rock quarry with a market for riprap that is 3 feet in diameter for $47/ton or ¾” 
clean rock for $20/ton needs larger fragments to optimize profits. 
Another reason fragmentation models are used are to predict the fragmentation of 
an operation that hasn’t started mining yet.  Knowing the typical fragmentation before 
operating helps that operation select equipment or determine the amount of recovery of the 
salable products.  Prefeasibility studies for metal operations conduct fragmentation studies 
frequently.  Being able to accurately predict fragmentation of a green field site allows that 
operation to not go over budget when the operation goes into production and selects the 
appropriate equipment for the fragmentation size.  A gold mine using run of mine material 
in a heap leaching process, needs to know what the budgeted blasting costs will yield in 
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recovery.   If fragmentation is wrong, then the operation could be over budget due to having 
to increase blasting cost or it could suffer in recovery.  Both cases could lead the mine to 
be unprofitable. 
Current fragmentation models are in some form all based on the Kuz-Ram model.  
The crushed zone model utilizes the Kuz-Ram model but fixes the smaller percent passing 
size due to intense fracturing close to the borehole.  The KCO model utilizes the Kuz-ram 
model to predict the 50% passing size but uses the Swebrec fragmentation curve to define 
the fragmentation distribution.  The Ouch-Sanch model utilizes the Kuz-ram model for 
relationships of blast parameters to fragmentation and then makes the Kuz-Ram equation 
dimensionless.  Fragmentation modeling is a long history that has been seeking to solve 
the next variable in the fragmentation equation.  Fragmentation modeling of blasting first 
started in the 1960s and is still a big topic today. 
Models to date consider explosives, blast design geometry, geology, and hole 
timing.  The fragmentation modeling process is very complicated.  Not knowing what 
happens when fractures form when explosives detonates is a reason fragmentation 
modeling is complicated.  Another reason that fragmentation modeling is complicated is 
because of changing geology.  Geology and fracturing due to explosives detonating go 
hand in hand because fragmentation models need to incorporate rock and explosives 
properties that define the conditions during the fragmentation process.  Take dynamic 
strength testing using a Split-Hopkinson bar for example.  The dynamic strength is 
determined by wedging a small piece of core between two rods.  Stress is applied by 
launching a rod into the rod in front of the core which then transmits the stress into the 
sample.  With blasting, the sample is large and has a different confinement and loading 
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scenario than the Split-Hopkinson bar.  Bench blasting has the stress come from within the 
rock and the source of the stress is in contact with the rock sample.  Because the scenarios 
are very different you can only correlate Split-Hopkinson bar dynamic strength data to 
fragmentation with empirical data.  This goes for all explosives and geologic properties 
that are used in fragmentation models.  Mechanistic models will struggle to become useful 
until researchers are able to witness in real time how fractures form due to explosives in 
changing geology.  Until then empirical models will be the most useful. 
The above research identifies two main parameters that are currently lacking in 
empirical fragmentation modeling.  Dynamic confinement and fragmentation mechanics 
are those two missing parameters.  Free faces have been proven to provide better 
fragmentation than when not used.  Hole timing is too quick to provide new free faces.  The 
longer row timing parameter in the shot is where new free faces for shots with multiple 
rows are created.  When blasted rock is fragmented it moves.  Where the rock pieces are 
during time depend on the confinement conditions, gravity, and material velocity.  When 
multiple row blasting is conducted this opens a new confinement condition called 
“dynamic confinement”.  Dynamic confinement is the amount of void space available at 
the time of detonation.  Row timing is how dynamic confinement is changed during a shot.  
Since no current model utilizes row timing, there is no way to determine optimal row timing 
besides trial and error.  The Worsey-Silva model determines the fragmentation changes 
due to dynamic confinement and can be used with any fragmentation model.  The Wor-Sil 
model can be calibrated to be used on any site.  Material swells when the rock is blasted 
and is the reason free faces are so important.  Material needs to be able to move when 
explosive stress is applied to help in the fragmentation process and having void space for 
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the material swell allows for the rock to move.  Utilizing burden, swell, and face velocity 
one can determine what row timing is required to obtain the necessary void space to have 
the smallest fragmentation or select the row timing that gets the desired fragmentation.  
When utilizing the Worsey-Silva model, fragmentation modeling was able to be improved 
by 6% over the 2005 Kuz-Ram model. 
Fragmentation mechanism is currently not defined in the fragmentation modeling 
world.  Fragmentation mechanisms change how fractures propagate and separate. Changes 
in confinement conditions and loading conditions changes the way fractures, caused from 
the explosive shock, extend and separate when the rock starts to move.  The research 
introduces cratering and bench blasting as two common fragmentation mechanisms that 
should be considered differently when making fragmentation models.  The Worsey-Silva 
model was developed for the bench blasting fragmentation mechanism and gives the 
geometry needed to have the right mechanism.  More research needs to be done to 
incorporate row timing with the cratering fragmentation mechanism.  Other fragmentation 
mechanisms need to be identified and models development for them.  Areas that could 
possibly have different fragmentation mechanisms include construction and underground 
blasting. 
The industry currently lacks large scale tests with varying row delays.  There was 
no other literature looking at this on a full scale or as the main topic of research.  Because 
of this no data sets were found that utilized the same set up between tests that varied row 
timing only.  The research conducted above is a big contribution to the fragmentation 
community because it is one of a kind.  It took a whole year to get 6 full tests completed 
so increasing this data set will be a lengthy process. It also seems that the current industry 
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is still researching hole delay and has yet to switch over to looking a row delay.  The Wor-
Sil model lacks a large data set to help define swell, face velocity, fragmentation ratio for 
varying sites.  Future testing will be done conducting the calibration methodology 
developed in this research to determine equations to predict swell, face velocity, and 
fragmentation ratios for green field sites. 
7.2 Conclusions 
The following are conclusions of the research, current fragmentation models, and 
previous literature. 
• Current fragmentation prediction models do not incorporate row delay when 
determining fragmentation curves. 
• Row Delay is an important variable when determining fragmentation from bench 
blasting which is supported by the Ogden Point research which showed approximately 
a 6-inch difference in the 80 percent passing due to changing row delay. 
• The Worsey-Silva methodology for predicting fragmentation, including row delay, 
improves the available fragmentation models that only include hole-delay. However, 
the limit of the proposed methodology is when utilizing a different fragmentation 
mechanism from bench blasting. In that case, the fragmentation due to row delay is 
unknown. 
• Defining fragmentation mechanisms are important for fragmentation prediction 
models. Current fragmentation models do not include a fragmentation mechanism that 
the model is for. In this research, the influence of the row delay was included on bench 
blasting fragmentation mechanism models. 
• Bench blasting and cratering are two common fragmentation mechanics in surface 
mining that need to be analyzed differently when modeling fragmentation. 
• Using a stochastic approach to fragmentation modeling can help to include the 
variability of the field when conducting fragmentation predictions. 
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• The 2005 Kuz-Ram model is the most used fragmentation prediction model in the 
industry and is the base of other models available today. 
• Photofragmentation methods for collecting fragmentation data are accurate for the 
percent passing size ranges of 20 to 80 percent. In the case of values outside the range 
using material screening is necessary to get accurate data. 
• Cumulative distribution curves, such as the Rosin-Rammler and the Swebrec, are 
accurate for the percent passing size ranges of 5 to 80 percent. 
• The timing used that is best for ground vibrations does not match the timing that is 
best for fragmentation. The principal reason is because vibration optimization uses 
timing to cancel vibration waves that have already left the blast at a certain point outside 
the fragmentation zone. 
• Regular rhythmic timing (RRT) can be used without adverse effects on bench 
blasting.  Adverse effects include undetonated explosives, extreme vibration, extreme 
air blast, not reaching floor grade, and changes in operation productivity. 
• In a RRT scenario, the sequence determines the row delay of the shot. 
• When using regular rhythmic timing, different sequences produce different 
vibrations and different fragmentation. 
• The Silva-Worsey methodology can be used when using traditional and regular 
rhythmic timing. 
7.3 Novel contributions 
The following are novel contributions made from the conducted research and ideas 
formed from previous literature. 
• Determining row delay is an important factor when predicting fragmentation. 
• This research presents a methodology and equations to improve current 
fragmentation model to include row delay. 
• Identifying that there are multiple fragmentation mechanics that determine what the 
fragmentation is from a blast. 
• Recognizing that fragmentation models must define the fragmentation mechanics 
and the parameters to achieve the same mechanic for the model as the blast in question.  
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• Defining parameters to have the bench blasting fragmentation mechanism 
• Regular rhythmic timing can be used in a bench blasting setting without any adverse 
effects of the blast, such as undetonated explosives, excessive airblast, excessive 
vibrations, toe, etc. 
• Selecting a timing sequence is important when considering blast vibrations and 
fragmentation. 
• Introduces stochastic approaches to the mining industry for fragmentation 
modeling. 
• Illustrating and defining dynamic confinement. 
7.4 Recommendations for future work 
The following are recommendations for future work that were discovered during 
the literature review and research. 
• Conducting more research on bench blasts to strengthen the relationship of row 
timing on fragmentation. 
o Compile a decade’s worth of data investigating row delay and fragmentation 
that currently does not exist. 
o Determining a fitting relationship to the data set. 
o Collect fragmentation data using screening methods as well as 
photofragmentation methods. 
• Investigate the relationship of blast design to swell to come up with a prediction 
equation for swell. 
• Investigate the relationship of blast design to face velocity to come up with a 
prediction equation for velocity that utilizes more design parameters than powder 
factor. 
• Determine fragmentation models for cratering and other fragmentation 
mechanisms. 
• Identifying all the fragmentation mechanisms in the blasting industry for surface 
and underground. 
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• Investigate the influences of distances between charges on fragmentation when 
utilizing regular rhythmic timing. 
• Fragmentation models currently use burden to determine how timing influences 
fragmentation. Investigating how the geometry of burden and spacing influence how 
timing influence fragmentation is needed. 
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APPENDIX 
BLAST REPORTS 
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