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Nous nous inte´ressons aux processus locaux de formation des groupes de partage d’information dans les
re´seaux sociaux. Le re´seau est mode´lise´ par un graphe areˆte-value´ ou` le poids (positif ou ne´gatif) d’une areˆte
repre´sente l’utilite´ que les deux sommets ont s’ils se trouvent dans un meˆme groupe. Nous supposons que
les groupes de partage forment une partition des sommets. Le processus local de formation des groupes est
base´ sur l’optimisation de l’utilite´ individuelle de chaque sommet. Soit k la taille maximale d’une coalition.
Un sous-ensemble d’au plus k personnes peut rejoindre un groupe existant ou cre´er un nouveau groupe si,
et seulement si, leurs utilite´s respectives augmentent strictement. Ce changement est appele´ une k-de´viation.
Une partition est k-stable si, et seulement si, il n’y a pas de k-de´viation possible.
Kleinberg et Ligett ont montre´ que si les poids sont −∞ et 1 (ennemis et amis), alors il existe toujours une
partition k-stable pour tout k ≥ 1. Ils ont e´galement montre´ que pour k ∈ {1,2,3}, le nombre maximum de
de´viations avant d’atteindre une partition k-stable est polynomial. La polynomialite´ du temps de conver-
gence dans le cas le pire pour k = 4 a e´te´ laisse´e comme proble`me ouvert. Nous montrons que ce dernier
peut eˆtre Ω(nclog(n)) avec c une constante et n le nombre de sommets. De plus, nous prouvons une formule
close pour k ∈ {1,2}, une meilleure borne infe´rieure pour k = 3 et des re´sultats d’existence et de complexite´
pour des poids ge´ne´raux.
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1 Introduction.
Contexte et motivation. “Qui rec¸oit de moi une ide´e augmente son instruction sans diminuer la
mienne.” De cet ide´al e´nonce´ par Thomas Jefferson on peut retenir que partager de l’information
produit parfois un be´ne´fice mutuel. L’importance d’eˆtre bien informe´ motive une palette d’acti-
vite´ sociale (groupes, communaute´s, re´seautage), re´cemment transforme´s par des outils en lignes,
avec un net risque de surexposition. Facebook, Twitter, Weibo simplifient le partage et suppriment
les frontie`res ge´ographiques ou de classes. Mais ils transforment aussi le contexte de cette infor-
mation, traditionnellement controˆle´e par la diffusion entre cercles et groupes sociaux qui tiennent
a` l’e´cart ceux que l’on ne veut pas tenir informe´s de tout, voire du tout.
Comment se constituent – ou pourrait mieux se constituer – des groupes de partage d’informa-
tion dans un graphe ou` les areˆtes repre´sentent soit un be´ne´fice mutuel, soit une incompatibilite´ ?
E´viter les paires incompatibles en formant des partitions ou` l’information se propage peut sem-
bler efficace. Assigner ces groupes par un algorithme de coloration de graphe, par contre, semble
simpliste et peut se re´ve´ler instable car les noeuds, suivant leurs inte´reˆts, peuvent de´vier vers une
configuration qui les favorisent. Nous e´tudions la dynamique, encore inconnue, de ce jeu distribue´.
Mode´lisation du re´seau social et des groupes. Le re´seau est mode´lise´ par un graphe areˆte-
value´ G = (V, E,w) avec V repre´sentant l’ensemble des utilisateurs. Le poids wu,v (positif ou
ne´gatif) entre deux sommets u et v repre´sente l’utilite´ engendre´e pour u et v si ces deux derniers
partagent de l’information. Nous supposons que le graphe est complet en ajoutant des areˆtes
de poids 0 si ne´cessaire. Nous notonsW l’ensemble des poids pris par les areˆtes. La Figure 1(a)




























(a) L’instance de gauche repre´sente un graphe areˆte-value´
avec W = {−∞,2,3,4}. La partition de´crite a` droite est 1-
stable mais il n’existe pas de partition 2-stable pour cette ins-
tance.
4-déviation
Utilité globale = 24 (optimal)
Stable pour k=1,2,3
Utilité globale = 20



















(b) Exemple de 4-de´viation avecW = {−∞,1}. La par-
tition de gauche est 3-stable mais pas 4-stable, et l’utilite´
globale est maximale. La partition de droite est 4-stable
mais l’utilite´ globale a diminue´.
FIGURE 1: Deux instances du proble`me de partage d’information dans les re´seaux sociaux.
(gauche) repre´sente un exemple de graphe value´ avecW = {−∞,2,3,4}. Un poids−∞ entre deux
sommets repre´sente le cas ou` les deux utilisateurs sont ennemis et ne veulent en aucun cas parta-
ger de l’information. Nous supposons enfin que les groupes de partage forment une partition des
sommets. Autrement dit, un sommet appartient a` un unique groupe. E´tant donne´e une partition C,
l’utilite´ fu(C) d’un sommet u est la somme des poids des areˆtes adjacentes a` u dans son groupe.
Formellement fu(C) = ∑v∈C(u) wu,v ou` C(u) repre´sente l’ensemble des sommets dans le meˆme
groupe que u. L’utilite´ du sommet v3 pour la partition de´crite dans la Figure 1(a) (droite) est 6.
Notons que deux sommets ennemis (poids −∞) ne sont jamais dans le meˆme groupe mais que
deux sommets lie´s par un poids ne´gatif (autre que −∞) peuvent eˆtre dans un meˆme groupe en
raison de compensations.
Processus local et optimisation individuelle. La dynamique du syste`me est la suivante. Ini-
tialement, chaque utilisateur forme un groupe seul. Soit k ≥ 1 la taille maximale constante d’une
coalition. E´tant donne´s des groupes de partage, un sous-ensemble d’au plus k utilisateurs peut
rejoindre un groupe existant ou cre´er un nouveau groupe si, et seulement si, leurs utilite´s respec-
tives augmentent strictement. Ce changement est appele´ une k-de´viation. La partition est k-stable
si, et seulement si, il n’y a pas de k-de´viation possible.
La partition de´crite dans la Figure 1(a) (droite) est 1-stable. En effet, aucun sommet ne peut
cre´er un nouveau groupe seul et augmenter strictement son utilite´. De plus, aucun sommet ne
peut rejoindre (seul) un groupe existant car soit un ennemi y est pre´sent soit il aurait une utilite´
strictement positive mais infe´rieure a` son utilite´ courante. En revanche, cette partition n’est pas
2-stable car les deux sommets v1 et v2 peuvent former une coalition et rejoindre le groupe forme´
par u3. L’utilite´ de v1 passe de 4 a` 5 et l’utilite´ de v2 passe de 5 a` 6. Apre`s une telle 2-de´viation,
la partition obtenue est isomorphe a` la pre´ce´dente. Donc cette partition n’est pas 2-stable et, plus
ge´ne´ralement, il est possible d’observer que cette instance n’admet pas de partition 2-stable.
Stabilite´ et temps de convergence. Un proble`me important est de caracte´riser les classes d’ins-
tances admettant une partition k-stable. Pour ces instances, il est alors inte´ressant de de´terminer
si une partition k-stable est atteignable par le processus dynamique ope´rant dans le syste`me. Pour
ces instances, nous nous sommes inte´resse´s au temps de convergence du processus dynamique
(nombre de k-de´viations avant d’obtenir la k-stabilite´) dans le pire des cas notamment.
Travaux existants. Kleinberg et Ligett ont montre´ dans [KL10] que si W = {−∞,1}, alors il
existe toujours une partition k-stable pour tout k ≥ 1. Cette classe d’instances peut correspondre
au cas ou` il n’y a que des amis et des ennemis, et ou`, pour des raisons de vie prive´e, un individu ne
veut surtout pas partager d’information avec un ennemi. Pour ces instances particulie`res, ils ont
montre´ que le temps de convergence est polynomial pour k ∈ {1,2,3}. Ils ont en revanche laisse´
ouvert le proble`me de la polynomialite´ du temps de convergence pour k = 4.
Contributions. Nous avons montre´ que, pour k = 4 etW = {−∞,1}, le temps de convergence
pouvait eˆtre Ω(nc log(n)) avec c une constante et n le nombre d’utilisateurs. Pour k ∈ {1,2}, nous
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avons prouve´ une formule close pour le nombre exact de k-de´viations dans le pire des cas (Ta-
bleau 1). De plus, nous avons montre´ que pour W = {−∞,0,1}, il existe pour tout re´seau, une
partition 1 et 2-stable (avec des temps de convergence polynomiaux) mais que certains re´seaux
n’admettent pas de partition 3-stable. Cette classe d’instances mode´lise le cas ou` les utilisateurs
peuvent avoir des relations neutres. Plus ge´ne´ralement, nous montrons des re´sultats d’existence
pour des poids ge´ne´raux (Tableau 2) et nous prouvons que le proble`me de de´cider s’il existe une
partition k-stable est NP-complet en ge´ne´ral. L’inte´gralite´ de nos re´sultats et de nos preuves se
trouve dans [DMC12].
2 Temps de convergence pour l’ensemble de poidsW = {−∞,1}.
Pour l’ensemble de poidsW = {−∞,1}, nous repre´sentons toute partition C par un vecteur de
partition Λ = (λn, . . . ,λ1) de taille n ou` λi repre´sente le nombre de groupes de taille exactement i
pour tout 1 ≤ i ≤ n. Nous avons montre´ que, pour tout k ≥ 1 et pour toute partition, n’importe
quelle k-de´viation augmente le vecteur de partition selon l’ordre lexicographique. Donc le pro-
cessus local converge toujours vers une partition k-stable. Autrement dit, il n’y a pas de cycle de
k-de´viations pouvant empeˆcher le processus d’atteindre une partition k-stable.
Un parame`tre important est alors le nombre maximal de k-de´viations avant d’atteindre la k-
stabilite´. E´tant donne´s k ≥ 1 et n ≥ 1, nous notons L(k,n) ce temps de convergence, dans le pire
des cas, pour un graphe avec au plus n sommets. Notons que L(k′,n)≥ L(k,n) pour tout k′ ≥ k≥ 1
et pour tout n ≥ 1.
Kleinberg et Ligett ont montre´ dans [KL10] que L(1,n) = O(n2), L(2,n) = O(n2) et L(3,n) =
O(n3). Pour k ∈ {1,2}, leur preuve s’appuie sur le fait que la somme des utilite´s augmente stric-
tement apre`s n’importe quelle k-de´viation. Le re´sultat s’obtient ensuite en remarquant que cette
somme est borne´e supe´rieurement par O(n2) car l’utilite´ individuelle est borne´e supe´rieurement
par n − 1. Pour k = 3, ils ont montre´ que la somme des carre´s des utilite´s augmente toujours
strictement apre`s n’importe quelle k-de´viation (l’utilite´ globale peut ne pas augmenter) et donc
que L(3,n) = O(n3). Ils ont en revanche laisse´ ouvert le proble`me de la polynomialite´ pour k = 4.
Dans ce cas, toute fonction (additive) potentielle borne´e par un polynoˆme peut de´croıˆtre stricte-
ment pour certaines 4-de´viations. Nous avons re´solu le proble`me ouvert de [KL10] en montrant
que L(k,n) n’est pas polynomial pour tout k ≥ 4.
The´ore`me 1 L(4,n) =Ω(nc log(n)) avec c une constante.
En utilisant les techniques de´veloppe´es dans la preuve du The´ore`me 1, nous avons e´galement
prouve´ une borne infe´rieure pour k = 3 : L(3,n) = Ω(n2). Nous avons e´galement prouve´ que
L(k,n) = O(e
√
n) ame´liorant la meilleure borne supe´rieure exponentielle connue. La preuve s’ap-
puie sur le fait que le nombre de vecteurs de partitions diffe´rents est O(e
√
n). Rappelons qu’un
vecteur de partition augmente strictement selon l’ordre lexicographique apre`s n’importe quelle
k-de´viation.
Pour ame´liorer les bornes supe´rieures, nous avons montre´ que nous pouvons nous ramener
au casW = {1}. Autrement dit, pour tout k ≥ 1 et pour tout n ≥ 1, L(k,n) est atteint pourW =
{1}. Nous avons alors prouve´ que L(1,n) = L(2,n) en montrant que cette valeur e´tait e´gale a` la
longueur de la plus longue chaine dans le treillis des partitions. Utilisant les re´sultats de [GK86,
GK93], nous de´duisons la formule close :
The´ore`me 2 L(1,n) = L(2,n) = 2(m+13 ) + mr, ou` r et m sont les uniques solutions de n =
m(m+1)
2 + r,
0≤ r ≤ m. Cela implique que L(1,n) = L(2,n) ∼ 23 n
√
n quand n est grand.
Le Tableau 1 re´sume les re´sultats des travaux existants et nos contributions.
3 Existence de partition k-stable pour des poids ge´ne´raux.
E´tant donne´ un ensemble de poids W , k(W) est de´fini de la manie`re suivante : pour tout
k ≤ k(W), il existe une partition k-stable pour tout graphe et il existe un graphe qui n’est pas
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k Litte´rature Nos re´sultats
1 O(n2) ∼ 23 n3/2
2 O(n2) ∼ 23 n3/2
3 O(n3) Ω(n2)
≥ 4 O(2n) Ω(nc log(n)), O(e
√
n)
TABLE 1: Temps de convergence maximal L(k,n)
pourW = {−∞,1}.
W k(W)
{−∞, a,b}, 0< a < b 1
{−∞,−N,0,1} 2
{−∞,b}, b > 0 ∞
W ⊆N ;W ⊆−N ∞
−N∪ {N} † ∞
TABLE 2: Existence de partition k-stable
repre´sente´ par k(W).
(k(W) + 1)-stable. S’il existe une partition k-stable pour tout k ≥ 1, nous de´finissons k(W) = ∞
(e.g. k({−∞,1}) =∞).
Nous avons prouve´ que k(W)≥ 1 pour toutW , c’est-a`-dire qu’il existe toujours une partition 1-
stable. Nous avons ensuite caracte´rise´ les ensemblesW tels que k(W) =∞. Pre´cise´ment k(W) =
∞ ⇔ W = {−∞,b} avec b > 0, W ⊆ N ou W ⊆ −N ∪ {N} †. Nous avons e´galement montre´
que si nous ajoutons des relations neutres entre individus a` la classe d’instances ennemis et amis,
alors la 3-stabilite´ n’est plus garantie. Autrement dit, pour W = {−∞,0,1}, il existe un graphe
G qui n’admet pas de partition 3-stable et il existe toujours une partition 2-stable (avec temps
de convergence polynomial). De plus, nous avons prouve´ que k({−∞,0,1}) = k({−∞,−N,0,1}).
Enfin pourW = {−∞, a,b}, 0< a< b, nous avons montre´ que k(W) = 1. Le Tableau 2 re´sume nos
re´sultats.
Pour conclure, nous avons de´montre´ que le proble`me de de´cider s’il existe une partition k-
stable est NP-complet. Nous avons utilise´ le proble`me de l’ensemble inde´pendant de cardinalite´
maximale dans notre re´duction.
The´ore`me 3 Pour toutW contenant−∞ et pour tout k> k(W), e´tant donne´ un graphe G avec les poids
W , le proble`me de de´cider s’il existe une partition k-stable pour G est NP-complet.
4 Extensions et travaux futurs.
En plus de poursuivre notre e´tude pour des poids ge´ne´raux, nous proposons d’e´tudier la for-
mation des groupes de partage dans les re´seaux sociaux lorsque les sommets peuvent appartenir
a` plusieurs groupes diffe´rents. Certains re´seaux n’admettant pas de configuration k-stable dans
le cas de la partition, peuvent maintenant avoir une configuration k-stable. Mais nos premiers
re´sultats montrent e´galement que cela peut rendre le re´seau instable. En effet, la 3-stabilite´ n’est
plus garantie pour l’ensemble de poidsW = {−M,1} lorsque les sommets appartiennent a` deux
groupes. Une autre extension inte´ressante est de prendre en compte des utilite´s transitives. Un uti-
lisateur peut ne pas vouloir eˆtre dans un groupe comprenant simultane´ment une personne de son
cercle amical et une personne de son cercle professionnel (alors que les utilite´s respectives sont
intrinse`quement positives). Nous envisageons une mode´lisation a` base d’hypergraphes.
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†. Le poids N > 0 est plus grand que n fois la valeur absolue du poids ne´gatif le plus petit (diffe´rent de −∞). Nous
pouvons conside´rer qu’il vaut +∞ quand on le compare aux autres poids (de valeur finie).
