While considering nonlinear coherent states with anti-holomorphic coefficientsz n / √ x n !, we identify as first-associated Meixner-Pollaczek polynomials the orthogonal polynomials arising from shift operators which are defined by the sequence x n = (n + 1) 2 . We give a formula defining these polynomials by writing down their generating function. This also leads to construct a Bargmann-type integral transform whose kernel is given in terms of a 1 Humbert's confluent hypergeometric function.
Introduction
Coherent states (CS) were first discovered by Schrödinger [1] as wavepackets having dynamics similar to that of a classical particle submitted to a quadratic potential. They have arised from the study of the quantum harmonic oscillator to become very useful in different areas of physics. CS are also present in the investigation of news non-classical states of light and their properties. In a such studies, generalizations of the notion of CS plays a central role where new concepts such as interferences in phase space and nonlinear coherent states (NLCS) have emerged [2] . Furthermore, NLCS which can be classified as an algebraic generalization of the canonical CS of the harmonic oscillator have become an important tool in quantum optics.
In this paper, we replace the factorial n! in the canonical CS by a generalized factorial x n ! = x 1 · · · x n with x 0 = 0 and x n = (n + 1) 2 , n = 1, 2, . . . and we discuss the corresponding resolution of the identity. We proceed by a general method [3] to attach to these NLCS a set of orthogonal polynomials arising from the shift operators which are defined via the sequence x n . We identify these polynomials as the first-associated Meixner-Pollaczek polynomials which were introduced in 1950 by Pollaczek [4] via a three-terms recurrence relation. A part from this relation no other property seems to be known in the literature. Thus, we establish a formula for their generating function and we derive their expressions in terms of both Gauss hypergeometric functions and classical Meixner-Pollaczek polynomials. Finally, we exploit the obtained results to construct a new Bargmann-type integral transform whose kernel is given in terms of a 1 Humbert's confluent hypergeometric function.
The paper is organized as follows. In Section 2, we summarize the construction of NLCS as well as a procedure to associate to them a set of orthogonal polynomials. In Section 3, we particularize the formalism of NLCS for the sequence (n + 1) 2 and we discuss the corresponding resolution of the identity as well as the attached orthogonal polynomials arising from shift operators. For these polynomials a generating function is obtained in Section 4. Section 5 is devoted to define a new Bargmann-type transform.
NLCS and polynomials attached to shift operators
This section is devoted to a quick review of the construction of NLCS as well as an associated class of orthogonal polynomials. Details and proofs of statements may be found in [5, p.146-151] . Let {x n } ∞ n=0 , x 0 = 0, be an infinite sequence of positive real numbers. Let lim n→+∞ x n = R 2 , where R > 0 could be finite or infinite, but not zero. We shall use the notation x n ! = x 1 x 2 · · · x n and x 0 ! = 1. For each z ∈ D := {z ∈ C; |z| < R}, a generalized version of canonical CS can be defined as
where the kets |φ n , n = 0, 1, 2, . . ., are an orthonormal basis in an arbitrary (complex, separable, infinite dimensional) Hilbert space H and
is a normalization factor chosen so that the vectors |z are normalized to one. These vectors |z are well defined for all z ∈ D for which the sum (2.2) converges. We assume that there exists a measure dν on D ensuring the resolution of the identity
, it is easily seen that in order for (2.3) to be satisfied, the measure dη should be of the form dη(z,z) = (1/2π) dθ dλ(ρ), z = ρ e iθ . The measure dλ solves the moment problem
In most of practical situations, the support of the measure dη is the whole domain D, that is, dλ is supported on the entire interval [0, R). Following [3] , to the above family of CS (2.1) is naturally associated a set of polynomials p n (x), orthogonal with respect to some measure on the real line. Moreover, these polynomials may then be used to replace the kets |φ n in (2.1). To see this, define the generalized annihilation operator A by its action 'à la Glauber' on the vector |z as A|z = z|z and its adjoint A * . Their actions on the basis vectors |φ n , n = 0, 1, 2, . . . , are easily seen to be
Note that x n are the eigenvalues of the self-adjoint operator H := A * A, with eigenvectors |φ n .
Remark 2.1:
If the sequence x n is defined by a recursion relation of type x n+1 = f (x n ) then the function f will encode a generalized Heisenberg algebra whose generators A and A * satisfy the commutation relation [A,
We now define the operators 8) which are analogues of standard position and momentum operators with i = √ −1. The operator Q acts on |φ n as
If now the sum
diverges, the operator Q is essentially self-adjoint and hence admits a unique self-adjoint extension, which we again denote by Q. Let E x , x ∈ R, be the spectral family of Q, so that,
Thus there is a measure dω(x) = d φ 0 |E x φ 0 on R such that the vectors |φ n can be realized as elements
. Furthermore, on this Hilbert space, Q is just the operator of multiplication by x and consequently, the relation (2.9) takes the form
This is a recurrence relation saying that p n (x) are polynomials satisfying
3. NLCS associated with the sequence x n = (n + 1) 2 According to (2.1) we associate to the sequence of positive numbers x 0 = 0 and x n = (n + 1) 2 , n = 1, 2, . . . a set of NLCS by the following superposition
of the orthonormal basis vectors |φ n in a certain Hilbert space H. From the condition
we see that the normalization factor is given by
I 0 being the modified Bessel function of the first kind [7, p.77] . The measure with respect to which these NLCS ensure the resolution of the identity of the Hilbert space H as
has the form [8, p.4] :
in terms of the MacDonald function K 0 [7, p.78 ] and the Lebesgue measure dμ on C.
Remark 3.1:
Note that in view of (2.5) the ket |φ n can be written as |φ n = (A * ) n |φ 0 , so that the NLCS (3.1) may also be obtained by displacing the state |φ 0 as
where
Here, the sequence x n = (n + 1) 2 satisfies x n+1 = (1 + √ x n ) 2 so that in view of remark 2.1 the commutator of A and A * obeys [A,
Now, we proceed to attach to the sequence x n = (n + 1) 2 a set of orthogonal polynomials via the three-terms recurrence relation
Proposition 3.1: The polynomials satisfying (3.7) are the first-associated Meixner-Pollaczek polynomials denoted as
and obey the orthonormality relations
where the weight function
is given in terms of the Gauss hypergeometric sum 2 F 1 .
This can be proved by comparing (3.7) with the recurrence relation given in the paper of Pollaczek [4, p.2256] where one can see that polynomials P
belong to a larger class of orthogonal polynomials, denoted P n (y; φ) are the Meixner-Pollaczek polynomials whose known properties have been discussed for example by Erdélyi et al. [9] , Chihara [10] , Askey and Wilson [11] and Kanas and Tatarczak [12] . Detailed analyses with applications of these polynomials are also made by several authors. Among others, the works of Rahman [13] , Atakishiyev and Suslov [14] , Bender et al. [15] , Koornwinder [16] and the extensive work of Li and Wong [17] .
Here, we first note that the polynomial P (1/2) n (x/ √ 2, π/2, 1) also admits a representation in terms of the operator Q as follows. From (2.9), the operator Q can be represented in the |φ n basis as the infinite tridiagonal matrix
Let Q n be the truncated matrix consisting of the first n rows and columns of Q. Then it follows that the first-associated Meixner-Pollaczek polynomial is just the characteristic polynomial (up to a scale factor) of Q n . That is, 12) where I n is the n × n identity matrix. Explicitly,
The first polynomials of this family are given by
A generating function
In this section, we establish a formula for the generating function for the first-associated Meixner-Pollaczek polynomials, from which we derive an expression of these polynomials in terms of both Meixner-Pollaczek polynomials and Gauss hypergeometric series 2 F 1 .
Theorem 4.1: A generating function for the first-associated Meixner-Pollaczek polynomials is given by
for |t| < 1 and x ∈ R. 1) and denote by G x (t) the generating function G x (t) := n≥0 p n (x)t n . Then, one can check that the function t → G x (t) satisfies the first-order differential equation
with the initial condition G x (0) = 1. Note that polynomials p n are not monic. However, the renormalized polynomials q n (x) := c n !p n (x) satisfy the recurrence relation q n+1 (x) = xq n (x) − c 2 n q n−1 (x) from which it is clear that polynomials q n are indeed monic, c n being the coefficients in (2.11). We first write down the generating function of exponential typẽ G x (t) := n≥0 q n (x)t n /n!, for polynomials q n satisfying the recurrence relation
By multiplying both sides of Equation (4.2) by t n /n! and summing over n, we find that the function t →G x (t) has to solve the second-order differential equation
We introduce the change of variables t = i √ 2(1 − 2ξ) and functions ϕ(ξ ) :=G(x, i √ 2 (1 − 2ξ)). Then, Equation (4.3) reduces to the hypergeomertic differential equation
whose solution is of the form [18, p.256] :
where α, β are parameters depending on x and 2 F 1 denotes the Gauss hypergeometric function. In terms of the function t →G x (t), Equation (4.5) transforms tõ
To determine α(x) and β(x), we first make use of the Euler transformation [19, p.431 
, together with the identity
for z = √ 2x. This gives
Next, the conditionsG x (0) = 1 andG x (0) = x lead to the following system of equations
(4.8)
The solutions of (4.8) are then obtained as
, and
To simplify the above expressions, we use the identity [20, p.388] :
Summarizing the above calculations, we obtain that
for every x ∈ R. Using (4.11) and the relation
connecting the two generating functions, we get
Finally, we arrive at expression (4.1) by using the following equality
which can be derived from (4.9) by an appropriate choice of parameters.
Theorem 4.2:
The first-associated Meixner-Pollaczek polynomials can be written as 
and denoting
the (n + 1) derivative of the function t −→ tG x (t) reads
By another hand, one has 
Next, by evaluating the last equation at t = 0 and using the fact that 18) we arrive at
Finally, changing x by √ 2x completes the proof. 
A Bargmann-type integral transform

