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To understand how transcription factors function, it is essential to determine the range of genes that they
each bind and regulate in vivo. Here I review evidence that most animal transcription factors each bind to
a majority of genes over a quantitative series of DNA occupancy levels. These continua span functional,
quasifunctional, and nonfunctional DNA binding events. Factor regulatory specificities are distinguished
by quantitative differences in DNA occupancy patterns. I contrast these results with models for transcription
networks that define discrete sets of direct target and nontarget genes and consequently do not fully capture
the complexity observed in vivo.Introduction
Sequence-specific transcription factors direct complex changes
in cell behavior and morphology in animals (Davidson, 2006;
Mann et al., 2009; Young, 2011). To understand in molecular
terms how they do this, it is essential to determine which genes
they each bind and directly regulate in vivo, the range of
additional genes whose expression is indirectly regulated, and
how these transcription networks change during development.
Obtaining such a detailed understanding is challenging for
several reasons.
First, animal transcription factors recognize short and/or
highly degenerate DNA sequences such that consensus se-
quences for each factor are extremely common, occurring
frequently in and aroundmost genes (Bryne et al., 2008;Wunder-
lich and Mirny, 2009). Only a subset of the occurrences of these
DNA recognition sites are highly occupied in vivo in a given
cellular or developmental context, and the level of occupancy
at each occurrence correlates only poorly with a given factor’s
intrinsic DNA recognition properties (e.g., Carr and Biggin,
1999; Yang et al., 2006). In addition, members of an animal tran-
scription factor family often show the same or overlapping DNA
recognition properties in vitro, even while having distinct biolog-
ical functions (e.g., the HOX factors, Mann et al., 2009). The infor-
mation provided by in vitro studies that use purified protein and
naked DNA is, therefore, insufficient to determine transcription
factor DNA occupancy patterns in vivo.
Second, the majority of cells in an animal are ‘‘nonequivalent’’
to each other due to their differences in positional value (Lewis
and Wolpert, 1976; Wolpert, 1996). As a result, the mRNA
expression patterns of most genes are highly intricate and
unique, with levels changing even between adjacent cells of
the same cell type (e.g., Fowlkes et al., 2008; Liang and Biggin,
1998; Tomancak et al., 2007). Transcription factor activity, there-
fore, probably changes between virtually every cell of the
organism. This complexity cannot be captured in tissue culture
cells, and thus networks must be studied in intact embryos
and tissues. While it is possible to detect and accurately quantify
changes in protein and mRNA concentrations on a cell-by-cell
basis in embryonic and adult tissue (Khairy and Keller, 2011;
Megason and Fraser, 2007), the throughput of these assays ismuch lower than that for microarray analyses of genome-wide
mRNA expression in cultured cells. This, then, limits our ability
to assess the full impact that a transcription factor has on gene
expression in an animal.
Third, cross-regulation between transcription factors (David-
son, 2010; Young, 2011) and redundant regulation (Laney and
Biggin, 1996; Thomas, 1993) are prevalent in animal regulatory
networks. This makes it difficult to unambiguously distinguish
genes that are directly regulated by a transcription factor from
those that are either indirectly regulated or not regulated by
monitoring putative target gene transcription after perturbation
of the expression of the transcription factor. Since such molec-
ular genetic experiments are, of necessity, one of our principal
means for determining regulatory interactions, this presents
a serious challenge.
In part because of the difficulties in studying these systems,
fundamentally different architectures for animal transcription
networks have been proposed. Some models imply that only
handfuls of genes are directly regulated by each transcription
factor; others imply that many thousands of genes are. Most
models to date have described ‘‘Discrete Networks,’’ in which
lists of direct targets are provided for each transcription factor,
all other genes being assumed not to be direct targets. There
is an increasing recognition in the field, however, that such
Discrete Network models are difficult to reconcile with several
lines of evidence. This evidence suggests that animal transcrip-
tion networks are best described as ‘‘Continuous Networks,’’ in
which each factor binds to essentially all genes in vivo over
a quantitative continuum of occupancy levels. The hundreds of
genes most highly occupied by a transcription factor are
frequently its biologically significant targets. The thousands of
genes occupied by a factor at ten- to a hundred-fold lower levels
are generally not regulated to a biologically significant extent.
Between these two extremes, there are many genes that are
moderately bound and whose transcription is weakly regulated,
the biological significance of which remains unclear. Thus, there
is no compelling way to cleanly divide genes into one group of
target genes and a second group of nontarget genes. In addition,
the data indicate that there is a large overlap in the genomic
regions bound by functionally and biochemically unrelatedDevelopmental Cell 21, October 18, 2011 ª2011 Elsevier Inc. 611
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factor being distinguished, at least in part, by quantitative differ-
ences in relative levels of occupancy on commonly bound
regions rather than yes/no distinctions in which genes each
factor binds.
This article also reviews work frommany groups that suggests
how these widespread, overlapping DNA binding patterns arise.
Animal transcription factors are each typically expressed at tens
of thousands of molecules per cell. These concentrations are
sufficient to thermodynamically drive transcription factors to
occupy their recognition sites in accessible chromatin without
the aid of direct cooperative interactions with other proteins.
As a consequence, active cis-control regions (CCRs) are
occupied at high levels by transcription factors exerting a biolog-
ically significant function and also at lower levels by other tran-
scription factors interacting with fortuitously occurring cognate
recognition sites that do not significantly control nearby genes.
Nucleosomes and other chromatin proteins greatly reduce
access to much of the rest of the genome. Additional low-occu-
pancy DNA binding, however, occurs at some genomic regions
not involved in the cis-control of transcription because these
sequences are, for unknown reasons, weakly accessible.
This article mostly reviews the data and theoretical concepts
that support Continuous Network models. The well-character-
ized Drosophila blastoderm network is used to provide illustra-
tive examples (Nu¨sslein-Volhard and Wieschaus, 1980; Rivera-
Pomar and Ja¨ckle, 1996; Stathopoulos and Levine, 2005), but
data and ideas from many other systems are also described.
Discrete Network models are discussed toward the end, along
with reasons why quite different perspectives on network
structure may have arisen. The article concludes by reviewing
evidence that protein kinases and other regulatory molecules
also appear to be organized into Continuous Networks. Because
of the lack of a standard nomenclature in the field, a glossary of
key terms is provided (Box 1).
Widespread, Overlapping DNA Binding In vivo
Important evidence for Continuous Networks comes from
studies that used an in vivo crosslinking assay (Gilmour and
Lis, 1985). A range of controls establish that this method can
provide a quantitative estimate of the relative levels at which
an endogenous transcription factor occupies various genomic
regions within cells (e.g., Cao et al., 2010; Carr and Biggin,
1999; MacArthur et al., 2009; Zinzen et al., 2009). For example,
in vitro controls show that relative levels of crosslinking and tran-
scription factor DNA occupancy correlate well (Carr and Biggin,
1999; Toth and Biggin, 2000); and in vivo UV-crosslinking, which
induces little or no protein/protein crosslinking, gives quantita-
tively similar results to in vivo formaldehyde crosslinking, sug-
gesting that the interactions detected by both methods largely
involve protein molecules that directly contact DNA, as opposed
to molecules indirectly crosslinked to DNA via protein/protein
bridges (MacArthur et al., 2009).
Initial experiments using UV light and Southern blots establish
that four homeodomain proteins each bind to an exceptionally
wide array of genomic regions in and aroundmost genes in intact
Drosophila blastoderm embryos (Carr and Biggin, 1999; Walter
et al., 1994). More recently, formaldehyde crosslinking-based
ChIP-chip and ChIP-seq assays (Iyer et al., 2001; Johnson612 Developmental Cell 21, October 18, 2011 ª2011 Elsevier Inc.et al., 2007; Ren et al., 2000; Wei et al., 2006) show that many
other different classes of transcription factor in Drosophila,
C. elegans, mouse, and humans also display similarly wide-
spread DNA binding within cells. Most of the endogenous tran-
scription factors analyzed are detected bound to at least several
thousand genomic regions within the euchromatic portion of the
genome (e.g., Myers et al., 2011; Gerstein et al., 2010; Johnson
et al., 2007; Ne`gre et al., 2011; Rey et al., 2011), and some
factors are detected bound to 10,000–60,000 euchromatic
regions, including mammalian E2f1 (Bieda et al., 2006), Esrrb
(Chen et al., 2008), FOXA2 (Hoffman et al., 2010), Klf4 (Chen
et al., 2008), myc (Bieda et al., 2006), MyoD (Cao et al., 2010),
SP1 (Cawley et al., 2004), and STAT1 (Robertson et al., 2007),
as well as Drosophila Dorsal and Twist (MacArthur et al., 2009)
(Figure 1).
The number of bound regions identified confidently in these
ChIP-chip and ChIP-seq experiments is probably a conservative
estimate. Each of 21 transcription factors examined are found at
exponentially increasing numbers of genomic regions in the
Drosophila blastoderm as the levels of DNA occupancy consid-
ered are lowered (Figure 2) (MacArthur et al., 2009). This distribu-
tion is observed for sets of genomic regions found at a 1% false
discovery rate (FDR). The increased numbers of genomic regions
identified at reduced occupancies, therefore, cannot be attrib-
uted to experimental noise (i.e., cannot be attributed to an exper-
imental signal not associated with DNA binding). If less stringent
FDRs are used to threshold the data, the number of genomic
regions identified continues to increase exponentially, though
these now include somemisidentified regions that are not bound
but that are present due to small stochastic fluctuations in the
amplification of genomic DNA. I suggest that if this experimental
noise could be removed from the assay, the number of genomic
regions would still be found to increase exponentially at lower
occupancy levels, at least to the point where the majority of
factors is each detected binding to tens of thousands of regions
that include sequences close to most genes. Indeed, the
numbers of genomic regions detected at high confidence in
ChIP-chip and ChIP-seq assays have generally increased over
time as more optimized versions of these protocols have been
applied to the same protein (e.g., compare Cao et al., 2006
and Cao et al., 2010). Also, the number of DNA recognition site
variants for a factor increases exponentially as the affinity of
the site variants reduces (Wunderlich and Mirny, 2009; Zhao
et al., 2009). Thus, an exponential distribution is expected
thermodynamically.
Another surprising discovery from in vivo DNA binding studies
is that there is a high overlap in genomic regions that are bound
by biochemically and functionally unrelated transcription factors.
This is seen in systems as diverse asDrosophila (Carr and Biggin,
1999; MacArthur et al., 2009; Moorman et al., 2006; Roy et al.,
2010), C. elegans (Gerstein et al., 2010), and mouse (Chen
et al., 2008; Jenner et al., 2009). For example, averaged over
21 Drosophila transcriptional regulators in blastoderm embryos,
88% of the 300 most highly bound regions are occupied at a 1%
FDR by eight or more factors, 44% are occupied by 15 or more
factors, and an even more extensive overlap is observed if lower
levels of occupancy are taken into account (MacArthur et al.,
2009) (Figure 1). This high overlap in genomic regions bound is
observed even between factors that have radically different
Box 1. Glossary
DNA recognition site: One of the set of short (6–10 base pair) degenerate DNA sequences recognized and bound by a transcription factor.
Genomic region bound: A100–1,000 base pair genomic region containing multiple transcription factor DNA recognition sites of various affinities.
cis-control region (CCR): A 100–1,000 base-pair genomic region that controls transcription of a nearby gene. CCRs are broadly defined to
include enhancers, silencers, proximal promoters, insulators, and any other genomic region involved in cis control.
Level of occupancy/binding: The mean occupancy of a factor on a DNA recognition site averaged over several minutes. At any one instant a site
can either be bound or not bound. Graded quantitative differences in occupancy between sites are manifest over a time scale of minutes due to
differences in the off rates at different affinity sites and the rapid turnover of DNA binding in vivo (Bosisio et al., 2006; Elf et al., 2007; Karpova
et al., 2008; Klokk et al., 2007; Phair et al., 2004; Yao et al., 2006).
Biologically significant: An event that has been selected for by natural selection and is, thus, a purposeful feature of the organism’s physiology. All
events that are nonadaptive, including those constrained by genetic drift, are not defined as biologically significant for the purposes of this article,
while recognizing that these events are of great interest and play an important role in evolution (Lynch, 2007).
Functional DNA binding: Binding of a transcription factor to DNA that leads to a biologically significant change in the rate of transcription of a gene
neighboring the binding event.
Nonfunctional DNA binding: Binding of a transcription factor to DNA that does not cause, by a cis-effect, a biologically significant change in tran-
scription of any gene neighboring the binding event. Some nonfunctional DNA binding does cause weak alterations in transcription of nearby genes
by a cis-effect, but these small changes are not biologically significant. Nonfunctional DNA binding to thousands of sites reduces the concentration
of unbound molecules of the transcription factor within nuclei and thus does indirectly affect transcription of many genes throughout the genome to
a biologically significant extent by a trans-effect.
Experimental noise: Any signal in a genome wide in vivo crosslinking assay that is not attributable to an actual DNA binding event. Much exper-
imental noise results from small stochastic variations between replica experiments in the degree to which each genomic region is amplified. Repro-
ducible signals that are larger than these events and that are validated by additional controls that rule out antibody cross-reactivity or systematic
assay bias are considered to reflect actual DNA binding events in vivo.
Biological noise: The stochastic variation in a biological phenomena, such as the concentration or the activity of a protein, between the cells within
an otherwise similar population of cells (Bala´zsi et al., 2011; Tyagi, 2010). Note that nonfunctional DNA binding and weak transcriptional regulatory
events whose biological significance is unknown—but which are reproducible between individuals—should not be termed biological noise as these
are quite separate phenomena.
Direct target: A gene that is bound by a transcription factor in vivo and whose transcription is regulated to a biologically significant extent as
a consequence of that binding.
Indirect target: A gene whose expression is regulated to a biologically significant extent by a transcription factor via its direct control of another
factor that itself directly controls the gene’s transcription. Most transcription factors probably bind at low, nonfunctional levels to their indirect target
genes. Many genes will be both direct and indirect targets.
Redundant regulation: Control of some aspect of the regulation of one or more direct target genes that is shared by two or more transcription
factors such that elimination of the expression of one of the factors has no easily measurable effect on the transcription of the target gene(s)
(Thomas, 1993). It is assumed that within the wild-type organism all transcription factors that participate in a redundant regulatory interaction
are actively regulating transcription in competition with each other (Laney and Biggin, 1996) and that these events are under natural selection.
Thus redundant regulatory events are considered biologically significant.
Discrete Network: A network in which each transcription factor is connected to a subset of genes, usually a very limited subset of genes. The
connections are not weighted and are only used to indicate which genes are direct targets. It is understood that changes in transcription factor
concentrations between cells and over time will quantitatively modify the degree to which connected genes are regulated, but broader quantitative
effects on nonconnected genes are not considered.
Continuous Network: A network in which each transcription factor is connected to all genes and the degree to which the transcription factor
directly regulates each gene is shown by a weight on the connection. Weak transcriptional regulatory interactions whose biological significance
is unknown are included as are interactions that lead to no measureable effect on transcription.
Direct cooperativity: The binding of two sequence-specific transcription factors to DNA where the occupancy of one or both proteins is increased
due to a specific protein/protein interaction between the two proteins. The strength of cooperativity is influenced by the relative spacing of the DNA
recognition sites. Direct cooperativity can be observed in the absence of a nucleosome.
Indirect cooperativity: The binding of two or more sequence-specific transcription factors to nucleosomal DNAwhere the occupancy of each tran-
scription factor is increased by the other proteins0 partial displacement of the nucleosome from the DNA (Polach and Widom, 1996; Taylor et al.,
1991). No direct protein/protein interaction occurs between the transcription factors. Indirect cooperativity can only be observed in the presence
of a nucleosome.
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Figure 1. Widespread, Overlapping DNA Binding In Vivo
The levels of DNA occupancy for 21 sequence-specific transcription factors and two general factors to a 500 kilobase pair genomic region in Drosophila
blastoderm embryos are illustrated (MacArthur et al., 2009). Only ChIP-chip scores above the 1% FDR threshold are shown. The transcription factors are each
expressed in different subsets of the cells within the blastoderm. The high overlap in genomic regions bound by these transcription factors results, in part,
because the chromatin structure in these early, undifferentiated embryos is relatively similar within each cell.
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acterized as acting via distinct sets of target CCRs, and specify
developmental fates as different as mesoderm or head struc-
tures. Interestingly, transcription factors that are expressed in
different parts of the blastoderm embryo overlap in their DNA
binding just as extensively as factors that are largely expressed
in the same cells (MacArthur et al., 2009). This observation, at first
sight counterintuitive, is almost certainly explained by the fact
that the undifferentiated cells present in blastoderm embryos
all have similar chromatin accessibility patterns (Arnosti et al.,
1996; Clyde et al., 2003; Fujioka et al., 1999; Li et al., 2011), which
removes a key complicating variable endemic to most other
model animal systems.WhenDNAbinding is compared between
transcription factors that are expressed in different histological
cell types or at different stages of development, the overlap in
binding observed is reduced somewhat (e.g., Gerstein et al.,
2010; Lupien et al., 2008; Roy et al., 2010), but it is still significant
and tends to be greatest near ubiquitously expressed genes,
presumably because these genes are highly accessible within
chromatin in all cell types (Gerstein et al., 2010; Roy et al., 2010).
DNA Binding versus Biological Function
One of the greatest challenges presented by these patterns of
DNAbinding is to relate them to biological function.What percent
of the DNA binding is biologically significant in directing the tran-614 Developmental Cell 21, October 18, 2011 ª2011 Elsevier Inc.scription of genes nearby? How can proteins that bind to highly
overlapping sets of genomic regions control distinct biological
processes?What is the full range of direct and indirect regulatory
interactions within networks by which transcription factors ulti-
mately impact cell behavior? As a field, we are far from having
completeanswers to these importantquestions.Below,however,
I suggest that some key principles have been established.
The Lowest DNA Occupancy Events Are Usually
Nonfunctional
Several studies imply that many regions at which DNA binding is
detected by in vivo crosslinking are not involved in the transcrip-
tional control of their neighboring genes (e.g., Boj et al., 2009;
Cao et al., 2010; Birney et al., 2007; Hoffman et al., 2010; John
et al., 2011). Other studies have gone further and established
that those genomic regions detectably bound by only a few tran-
scription factors at low occupancy are much less likely to be
involved in controlling transcription than genomic regions where
many transcription factors bind at high occupancy (Carr and
Biggin, 1999; Fullwood et al., 2009; MacArthur et al., 2009; Rey
et al., 2011; Yu et al., 2011).
For example, the few hundred genomic regions bound at
high levels of occupancy by the 21 Drosophila blastoderm regu-
lators shown in Figure 1 possess several traits associated with
function: they include all the known direct target CCRs of these
proteins, they tend to be evolutionarily well conserved intergenic
Figure 2. A Continuum of DNA Binding and Function
Among the set of genomic regions found at a 1% FDR for each of 21 tran-
scription factors, exponentially more regions are identified at lower ChIP-chip
scores (left) than at higher ChIP-chip scores (right) (MacArthur et al., 2009). The
example shown in the bar graph is for the transcription factor KR. Only one
genomic region shows a relative occupancy of 16 as measured by the ChIP-
chip signal, whereas 2,214 show a relative occupancy of 2. For each of the 21
transcription factors, the characteristics of genomic regions occupied at
higher levels suggest that these regions are direct functional targets (blue
wedge), whereas the characteristics of genomic regions occupied at low levels
suggest that they mediate either weak or no regulation (green wedge).
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with developmental control genes and genes whose expression
is strongly patterned within the blastoderm (MacArthur et al.,
2009) (Figure 2). In contrast, the thousands of regions bound at
lower levels are quite different in character: they are preferen-
tially associated with genes not transcribed in blastoderm
embryos and/or ubiquitously expressed housekeeping genes,
and they are frequently present in less well-conserved noncod-
ing DNA or in protein coding sequences (Figure 2). Further, direct
testing of bound regions’ cis-regulatory potential using trans-
genic assays shows that regions bound at high levels are almost
invariably active CCRs when reintroduced into the embryo
in heterologous promoter constructs, whereas regions only
occupied at low levels do not drive transcriptional patterning
(B. Fisher, A. Hammonds, X. Li, M.D.B., M.B. Eisen, and SE.
Celniker, unpublished data). A minority of genomic regions
bound at low levels at the blastoderm stage do become more
highly occupied by the same transcription factor in later develop-
ment, and thus this later DNA binding could be functional
(Li et al., 2011; Sandmann et al., 2007). Also, it cannot be ruled
out that transcription factors have some novel nontranscriptional
function that they exert via poorly bound regions (MacQuarrie
et al., 2011). The bulk of these weak interactions, however, are
probably the result of the binding of proteins to fortuitous occur-
rences of their recognition sites that are present in genomic
regions weakly accessible for reasons other than the need to
create a CCR. The evidence suggests that most of the lowest-
occupancy interactions, such as those within the protein coding
regions of nontranscribed genes, are unlikely to play a biologi-
cally significant role in regulating transcription in cis.
Quantitative Differences in DNA Occupancy at CCRs
Determine Functional Specificities
A number of experiments indicate that quantitative differences in
DNA occupancy enable each transcription factor to play a dis-
tinct biological role in the animal while these proteins collectivelybind to highly overlapping sets of CCRs. For example, differ-
ences between the relative DNA occupancy levels of multiple
transcription factors on the same set of CCRs have been shown
to correlate with the distinct spatial and temporal expression
patterns driven by each CCRwithinDrosophila embryos (MacAr-
thur et al., 2009; Zinzen et al., 2009). In some cases, variations in
DNA occupancy enable transcription factors to regulate the
expression of the same target genes differently by, for instance,
activating or repressing them to different degrees (Biggin and
McGinnis, 1997; Jenner et al., 2009; Liang and Biggin, 1998).
In other cases, some of theweaker interactions that transcription
factors make with CCRs do not lead to biologically significant
changes in transcription, and thus differences in occupancy
can enable the factors to each significantly regulate a unique
subset of genes from a commonly bound pool (MacArthur
et al., 2009). Of course, many transcription factors likely use
a mixture of both strategies to distinguish their functions while
they bind a set of common CCRs.
Weak Regulatory Events Are Prevalent
It is not possible to identify a cutoff in the continuum of DNA
binding that can separate functional from nonfunctional DNA
binding events. In between the clearly functional and clearly
nonfunctional DNA binding, there are many cases where
moderate levels of DNA occupancy appear to result in weak
changes in transcription of around 10% to 2-fold, often for genes
that were not initially expected to be targets of the transcription
factors under study.
For example, in Drosophila blastoderm embryos the EVE
factor UV crosslinks to the hsp70 chaperonin gene at levels
only 4-fold below that at a known target CCR and regulates
hsp70 mRNA expression by 2-fold (Liang and Biggin, 1998;
Walter et al., 1994). Also, multiple dorsal-ventral transcription
factors bind at moderate levels to CCRs in anterior-posterior
regulatory genes and modulate these genes’ expression by
10%–50% (Kera¨nen et al., 2006; MacArthur et al., 2009). More
generally, surveys of the spatial and temporal mRNA expression
patterns of large numbers of genes in late stage Drosophila
embryos indicate that such weak regulatory events are prevalent
(Liang and Biggin, 1998; Tomancak et al., 2007). At this stage of
development, only an estimated 10% of genes are uniformly
expressed in most cells; 30% of genes show between 1.2-
and 2-fold changes in expression between cells; 30% show
between 2- and 5-fold changes; and 30% show greater than
5-fold changes (Liang and Biggin, 1998). These changes in tran-
script patterns are highly complex and unique for most genes
and generally include the modulation of expression within fields
of cells of the same histological cell type. We cannot infer from
these data which transcription factors are directly responsible
for regulating each change in transcription. The results do
show, though, that transcriptional regulation occurs over a quan-
titative continuum, where only a minority of genes is not subject
to spatial patterning.
There is no reason to assume that all of these weak changes in
transcription are biologically significant. Many of the smallest
changes may result from inadvertent regulatory events that
the organism tolerates. If this is true, these events would be
distinct from what is commonly referred to as ‘‘biological noise,’’
the stochastic variation in transcription between cells and over
time, which can play a biologically significant role in controlDevelopmental Cell 21, October 18, 2011 ª2011 Elsevier Inc. 615
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Figure 3. Two Targeting Models
Gene C is occupied by nucleosomes that prevent binding by transcription
factors, whereas genes A and B are accessible. In the Coselective DNA
Binding model, transcription factors are assumed to be expressed at such low
concentrations within cells that they can only occupy recognition sites at
functionally significant levels via direct cooperative DNA binding. As a result,
the two transcription factors occupy gene A at functionally significant levels,
which has appropriately spaced recognition sites, but not gene B, which does
not. In the Widespread DNA Binding model, transcription factors are ex-
pressed at high enough concentrations within cells that they can strongly
occupy any recognition sites in highly accessible chromatin without the need
for direct cooperative interactions.
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tent regulatory events associated with moderate levels of tran-
scription factor DNA binding occur reproducibly between indi-
viduals, in contrast to stochastic biological noise (Kera¨nen
et al., 2006; Liang and Biggin, 1998).
There are, however, good reasons to believe that weak
changes in transcription of approximately 2-fold can be biologi-
cally significant, especially when they occur at multiple genes
that actwithin thesameprocess. It is evenpossible that extremely
large numbers of such weak regulatory events are important, as
the following suggests. While it is true that a heterozygotic null
mutation in any single gene rarely leads to a visible phenotype
(Ashburner, 1989), when such mutations are combined with
a hypomorphic mutation in a second gene in the same pathway
a strong phenotypic change is often observed (Simon et al.,
1991), and—more dramatically—heterozygous deficiencies for
any 3% portion of the genome are almost always lethal, presum-
ably as a result of the simultaneous reduction of the activities of
100–400 genes by 2-fold (Lindsley et al., 1972). Metabolic
control analysis shows that metabolic flux is not controlled at
a single rate-limiting step, as early theories assumed. Instead,
the control of flux generally requires the simultaneous regulation
of the activities of many of the enzymes in a pathway, often to
a moderate degree (Fell, 1997; Kacser and Burns, 1995). For
instance, the activities of eight glycolytic and lipogenic enzymes
are modulated 1.5- to 3-fold in mice carrying the obese allele,
leading to significantmorphological change (Bulfield, 1972). Like-
wise, developmental control factors, such as the HOX proteins,
regulate cell size, shape, affinity, differentiation, and movement
as well as the numbers and orientations of cell divisions (Gar-
cı´a-Bellido, 1975; Hart and Bienz, 1996; Lewis and Wolpert,
1976; Postlethwait, 1978). By analogy with flux control, it is plau-
sible that the regulation of these complex processes requires the
coordinated control of thousands of genes, often to a moderate
degree. For instance, increasing cell volume by 50%may require
a proportionate increase in the amounts of most cytosolic
enzymes to maintain their concentrations, whereas the numbers
of nuclear proteins needed would not change as these are deter-
mined largely by DNA content. Also, changing the shapes of cells
may require subtle alterations in the ratios of most cytoskeletal
proteins. Directly or indirectly the HOX factors each ultimately
regulate the expression of 90% of genes that are expressed in
late stage, differentiating Drosophila embryos (Liang and Biggin,
1998), so these ideasarenot that far fetched.As longagoas1934,
ThomasH.Morganspeculated that ‘‘eachcharacter of theadult is
the product of many genes, or it may even be said of all the genes
if the whole history of the affected organ is retraced to the egg’’
(Morgan, 1934). It is sobering that we still do not have a sufficient
understanding to judge the accuracy of this speculation. We do
not know the fraction of genes whose expression must be regu-
lated to produce each morphological change.
Biochemical Mechanisms Driving DNA Binding in Cells
Experiments and ideas from a wide array of researchers suggest
a relatively simple thermodynamic model that can explain how
the widespread, overlapping patterns of animal transcription
factor-DNA binding arise. As noted earlier, recognition sites for
most factors occur frequently in and around the majority of
genes (Wunderlich and Mirny, 2009). In addition, the levels of616 Developmental Cell 21, October 18, 2011 ª2011 Elsevier Inc.factor occupancy on these sites in vivo do not correlate well
with the affinities that the purified proteins have for them in naked
DNA in in vitro binding assays (Carr and Biggin, 1999; Yang et al.,
2006). Two different models have been proposed to account for
the differences between a transcription factor’s DNA binding
pattern in vitro and in vivo.
The first model assumes that transcription factors are ex-
pressed at such low levels within cells that they can significantly
occupy CCRs only with the aid of direct heteromeric cooperative
DNA binding with other transcription factors bound to adjacent
recognition sites (Bolouri and Davidson, 2003; Johnson, 1995;
Mann et al., 2009; Thanos and Maniatis, 1995) (Figure 3). The
rare co-occurrence of appropriately spaced recognition sites
in the genome would then allow highly selective binding of
transcription factors in vivo, with each factor binding and regu-
lating relatively few genes. Even transcription factors with similar
intrinsic DNA recognition properties could, in principle, be
targeted to bind to different genes from each other via their
different interactions with cooperativity partners (Johnson,
1995; Mann et al., 2009). However, multiple lines of evidence
described in the following four subsections indicate that this
‘‘Coselective DNA Binding’’ model does not explain the majority
of transcription factor interactions with DNA.
The evidence described below, instead, suggests that
a second, ‘‘Widespread DNA Binding’’ model is a closer approx-
imation to the truth. This model proposes that transcription
factors are expressed at much higher concentrations within cells
than assumed in the Coselective DNA Binding model and that
these higher concentrations cause factors to occupy their DNA
recognition sites in accessible chromatin at significant levels
without the aid of direct heteromeric cooperative interactions
with other transcription factors (Biggin andMcGinnis, 1997) (Fig-
ure 3). As extensively shown, nucleosomes and other proteins
Table 1. The Number of Molecules of Endogenous Transcription Factors per Cell/Nucleus
Transcription
Factor
DNA Binding Domain
Family
Number Molecules
per Cell/Nucleus Cell Type References
Drosophila
Bcd Homeodomain 20,000 anterior blastoderm nuclei Little et al., 2011
Eve Homeodomain 50,000 Eve expressing blastoderm nuclei Walter et al., 1994
Ftz Homeodomain 50,000 Ftz expressing blastoderm nuclei Krause et al., 1988
GAGA C2H2 zinc finger 1,000,000 Schneider cell line 2 Wilkins and Lis, 1998
Grainyhead LSF/GRH 150,000 all blastoderm nuclei Harrison et al., 2010
HSTF Heat shock factor 32,000 Schneider cell line 2 Fritsch and Wu, 1999
Zelda C2H2 zinc finger 250,000 all blastoderm nuclei Harrison et al., 2010
Mouse/Rat
AHR bHLH-PAS 12,000;
320,000
murine NIH 3T3 fibroblast cell line;
murine Hepa-1 hepatoma cell line
Holmes and Pollenz, 1997
AR Receptor zinc finger 23,000 rat prostrate tissue Bruchovsky and Craven, 1975
ARNT bHLH-PAS 26,000;
33,000
murine NIH 3T3 fibroblast cell line;
murine Hepa-1 hepatoma cell line
Holmes and Pollenz, 1997
C/EBPb bZIP 250,000;
2,500,0000
murine macrophage;
LPS stimulated macrophage
Bradley et al., 2003
CREB bZIP 40,000 rat PC12 pheochromocytoma cell line Conkright et al., 2003
E2A bHLH 30,000 murine primary pro B cells Zhuang et al., 2004
GR Receptor zinc finger 13,000 murine primary macrophage Salkowski and Vogel, 1992
Ikaros C2H2 zinc finger 250,000 murine thymocytes Bradley et al., 2003
NF-kB p65 Rel 250,000 murine macrophage Bradley et al., 2003
TR Receptor zinc finger 4,000 rat liver tissue Oppenheimer et al., 1974
Human
AP-2a AP-2 200,000 HepG2 hepatocarcinoma cell line Egener et al., 2005
ER Receptor zinc finger 11,000;
260,000
ZR-75-1 breast cancer cell line;
MCF-7 breast carcinoma cell line
Reese and Katzenellenbogen, 1992
fos bZIP 4,000 NA De Togni et al., 1988
GR Receptor zinc finger 100,000 HeLa carcinoma cell line van Steensel et al., 1995
myc bHLH-ZIP 60,000;
140,000
MCF-7 breast carcinoma cell line;
HCT-116 colon carcinoma cell line
Nieddu et al., 2005
MyoD bHLH 50,000 RD rhabdomyosarcoma cell line S. Tapscott, personal communication
NF-kB p65 Rel 120,000 TNFa stimulated T-leukemia cell line Hottiger et al., 1998
p53 p53 21,000;
160,000
LB19 B-lymphoblastoid cell line;
MCF-7 breast carcinoma cell line
Ma et al., 2005
PR Receptor zinc finger 200,000 T4D7 breast carcinoma cell line Nordeen et al., 1989
P-Smad2 SMAD 20,000 TGF-b stimulated keratinocyte cell line Zi et al., 2011
STAT2 STAT 150,000 INFa stimulated T-leukemia cell line Hottiger et al., 1998
STAT6 STAT 10,000;
200,000
CD19+ primary B cells;
B cell lymphoma cell line
Raia et al., 2011
Tcf-1 HMG 3,900,000 Jurkat T-leukemia cell line Van de Wetering et al., 1996
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Perspectivesignificantly reduce access to much of the genome (e.g., Cairns,
2009; Felsenfeld, 1996; Makeev et al., 2003; Morse, 2007;
Stanojevic et al., 1991; Wu, 1984). Consequently, under the
assumptions of the Widespread DNA Binding model multiple
transcription factors should be bound at each remaining acces-
sible region—some at high, functional levels of occupancy,
others at lower, nonfunctional levels.
Transcription Factors Mostly Reside on DNA In Vivo
A survey of all credible published estimates that I could find for
four well studied species suggests thatmost animal transcriptionfactors are expressed at 10,000–300,000 molecules per nucleus
(Table 1). These estimates are further supported by my own
experience and that of many other biochemists who have puri-
fied additional endogenous transcription factors with similar
yields to the proteins in Table 1. It has long been recognized
that such high cellular concentrations are sufficient to thermody-
namically drive each transcription factor molecule to reside on
DNA most of the time (Lin and Riggs, 1975; von Hippel et al.,
1974; Yamamoto and Alberts, 1976). At any instant, some
molecules of each factor in vivo should be bound to anyDevelopmental Cell 21, October 18, 2011 ª2011 Elsevier Inc. 617
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Perspectiveaccessible DNA by electrostatic, sequence-independent inter-
actions (KD 106 M) (Lin and Riggs, 1975; von Hippel, 2004;
von Hippel et al., 1974) and other molecules by sequence-
specific interactions with many of tens of thousands of moderate
and high-affinity recognition sites (KD < 10
8 M) (e.g., Li et al.,
2011).
Methods such as FRAP, in vivo single-molecule analysis, and
in vivo footprinting have been used to establish that indeed at
least 90% of the molecules of each sequence specific DNA
binding protein examined are bound to DNA in cells at any
instant (Elf et al., 2007; Kao-Huang et al., 1977; Phair et al.,
2004; Yang and Nash, 1995). The proteins exchange rapidly
between the DNA bound and unbound state, with residence
times on functional recognition sites within CCRs often being
only a few or tens of seconds (Bosisio et al., 2006; Karpova
et al., 2008; Klokk et al., 2007; Phair et al., 2004; Yao et al.,
2006). When not bound to DNA, transcription factor molecules
diffuse quickly within the nucleus, traversing one micron in less
than a second (Elf et al., 2007; Phair et al., 2004). In addition,
when binding of a transcription factor is selectively prevented
at thousands of recognition sites in the heterochromatic portion
of the genome, the occupancy of the factor increases at gene
loci in the euchromatic part of the genome, indicating that all
accessible sites are in competition with each other (Janssen
et al., 2000; Liu et al., 2007).
Accessibility IsMore Important ThanDirect Heteromeric
Cooperativity
The above evidence establishes that transcription factor mole-
cules mostly reside on DNA within a rapidly exchanging system
but is not sufficient to distinguish between the Coselective and
the Widespread DNA Binding models. This is because the ratio
between the number of molecules of a transcription factor in
nuclei and the number of its accessible recognition sites is also
critical. If accessible recognition sites were sufficiently in excess
of factor molecules, then a factor could not occupy any of its
recognition sites in vivo at a high enough level to significantly
affect transcription, absent direct heteromeric cooperativity. In
this case, biologically significant control of transcription via
CCRs could only occur if direct heteromeric cooperative DNA
binding were employed to overcome the trans-effect of these
thousands of competing, nonfunctional DNA interactions.
Several recent reports, however, suggest that direct hetero-
meric cooperativity is not required to obtain functional levels of
DNA binding at most CCRs, at least for the factors analyzed
(Kaplan et al., 2011; Li et al., 2011; Pique-Regi et al., 2011; see
below). These experiments take advantage of the fact that
DNaseI digestion of chromatin in isolated nuclei provides an
independent measure of the relative accessibility of different
DNA regions genome-wide (Gross and Garrard, 1988; Hessel-
berth et al., 2009; Wu, 1980). Because the mass and dimensions
of DNaseI and a transcription factor molecule are similar, both
proteins will be similarly influenced by steric hindrance by nucle-
osomes. Because the DNaseI used is not endogenous to the
systems studied, it is unlikely to engage in heteromeric cooper-
ative DNA binding with endogenous transcription factors. The
level of access that a transcription factormolecule has to a region
of DNA must proportionally affect its degree of occupancy on
that DNA, according to simple biophysical principles. Thus, the
correlation between the levels of DNaseI accessibility and the618 Developmental Cell 21, October 18, 2011 ª2011 Elsevier Inc.levels of factor DNA occupancy in vivo at different regions of
the genome measures the contribution made by nucleosomal
steric hindrance to directing the pattern of in vivo DNA binding.
At the same time, the degree to which the levels of DNaseI
accessibility and in vivo occupancy do not correlate at a given
site sets an upper limit on the contribution that direct heteromeric
cooperativity and other mechanisms can make to modifying
in vivo DNA binding levels at that locus: a perfect correlation
between the degree of DNaseI accessibility and the levels of
in vivo DNA occupancy would imply that other mechanisms
such as heteromeric cooperativity do not significantly affect
transcription factor occupancy levels.
Importantly, the occupancy levels of many different classes of
transcription factor at various genomic regions in vivo were all
found to closely parallel the degree of accessibility of those
regions (Figure 4A), whereas the intrinsic affinity predicted for
the purified transcription factors to these regions in naked DNA
in vitro does not (Figure 4B) (Li et al., 2011). It is highly improbable
that Coselective DNA Binding would lead to such a close rela-
tionship between genome wide levels of DNA occupancy and
DNaseI accessibility for such a wide range of transcription
factors. A separate analysis showed that there is also a high
quantitative correlation between temporal changes in levels of
DNaseI accessibility and DNA occupancy in vivo for several
sequence specific factors (r = 0.5–0.8 (Li et al., 2011) (Figure 5).
To find Coselective DNA Binding, one would need to look for
examples in which the presence of one transcription factor
represents a better predictor (than DNA accessibility) of DNA
binding by a partner transcription factor. However, this was not
evident in Li et al. (2011), and indeed, computational models
have shown that relative levels of in vivo DNA binding in
Drosophila and human cells can be quite accurately predicted
using only in vitro DNA binding and DNaseI accessibility data
as input (Kaplan et al., 2011; Pique-Regi et al., 2011). In the
case examined, no potential heteromeric interactions could be
found in the model that would improve the prediction of DNA
binding by a set of five proteins known to function via a common
set of CCRs (Kaplan et al., 2011).
Who Regulates Whom? Transcription Factors
or Chromatin?
It could be objected that a high correlation between transcription
factor DNA occupancy in vivo and DNA accessibility does not
establish a causal relationship. I suggest, however, that the
causal relationships are clear. When considering a single tran-
scription factor alone, the evidence in the above paragraph indi-
cates that the factor’s DNA binding in vivo must be dominantly
influenced by the pattern of chromatin accessibility. When
considering how the dynamic patterns of chromatin accessibility
arise, these must be controlled by the net action of all of the
hundreds of sequence-specific transcription factors expressed
within a cell because only spatially and temporally regulated
sequence specific DNA binding proteins can provide novel infor-
mation to trigger changes in chromatin architecture at specific
locations.
It probably requires the concerted action of multiple transcrip-
tion factors to displace each nucleosome. Each highly acces-
sible genomic region is bound by tens of transcription factors
in any given cell (Figures 1 and 4). It is logically impossible for
all of these factors to each single-handedly determine the
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Figure 4. DNaseI Accessibility Correlates with In Vivo DNA Occupancy
DNA regions of 150 bp were identified that are centered on each local peak of DNaseI accessibility within the genome of Drosophila blastoderm embryos. These
genomic regions were then placed into cohorts of 200 based on the level of in vivo DNase I accessibility, and the cohorts were ranked, with the most accessible
cohort to the left of each panel. The bottom row of each panel indicates the median accessibility of each cohort in vivo. In panel A, the top 16 rows show the
median ChIP-chip scores for 16 transcription factors for each accessibility cohort. In panel B, the top 16 rows show the sum of recognition site occurrences for
each transcription factor in each accessibility cohort, providing an approximate measure of affinity the purified transcription factors would have for each cohort if
examined as naked DNA in vitro (Li et al., 2011).
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Perspectivepattern of chromatin accessibility at each region it binds. In addi-
tion, the affinity of a nucleosome for DNA is considerably in
excess of that of a single sequence-specific DNA binding
protein (Felsenfeld, 1996; Polach and Widom, 1996). Most likely
each transcription factor contributes partially to a competitive
displacement of specific nucleosomes by indirect cooperativity
(Miller and Widom, 2003; Polach and Widom, 1996; Taylor
et al., 1991), a mechanism that does not involve direct physical
contacts between transcription factors and thus cannot lead to
the Coselective DNA Binding often assumed for direct coopera-Stage 5
Stage 9
chr2L 20755000 20760000 20765000 207700
cad
      HB 
ChIP-chip
DNase-seq
DNase-seq
      HB 
ChIP-chip
Figure 5. Temporal Changes in DNA Binding and Accessibility Correla
The levels of in vivo DNA occupancy of the HB factor to two genes are indicated
genes is shown in red. Data are shown for cellular blastoderm embryos (stage
identified above a 1% FDR threshold (for ChIP-chip data) or a 5% FDR threshold
chromatin accessibility and in vivo DNA occupancy change most dramatically artivity. The recruitment of nucleosome remodeling and modifying
enzymes bymany transcription factors has been shown to assist
in this displacement process (Berger, 2007; Cairns, 2009; Floer
et al., 2010; Li et al., 2007).
Further evidence that chromatin structure is a major determi-
nant of transcription factor DNA binding comes from studies
of chromatin structure before and shortly after induction of
DNA binding of a sequence-specific transcription factor: the
Drosophila heat shock transcription factor (HSTF) and the
mammalian pioneer factor glucocorticoid receptor (GR) largelychr3R 4515000 4520000 4525000 4530000
hb CG8112
-
00
te
in blue. The relative levels of accessibility to DNase I digestion across the two
5) and for embryos approximately one hour older (stage 9). Genomic regions
(for DNase-seq data) are shown by black lines. Three genomic regions where
e highlighted.
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Perspectivebind to genomic regions that were accessible prior to induction
(Guertin and Lis, 2010; John et al., 2011).
Proteins Can Cooperate by Post-DNA Binding
Mechanisms
Genetically identified cofactor proteins have been discovered
that are essential for the action of some regulatory transcription
factors in vivo and that bind DNA cooperatively with the regula-
tors in model in vitro binding assays. For example, EVE, FTZ, and
the HOX factors all recognize with similar specificity the same set
of short degenerate DNA sequences in vitro (NNATTA). The
cofactors FTZ-F1 and EXD bind DNA cooperatively with some
but not all these regulatory transcription factors in vitro and
have been proposed to act by coselectively targeting the regula-
tors to bind and control different target genes from each other in
the embryo (Mann et al., 2009; Yu et al., 1997). However, EVE
and FTZ show nearly indistinguishable DNA occupancy patterns
in blastoderm embryos and the HOX factors each directly or indi-
rectly regulate a largely common set of target genes in late-stage
embryos (Liang and Biggin, 1998; Walter et al., 1994). Thus, in
most cells, these transcription factors may be expressed at
sufficiently high concentrations that direct interactions with their
cofactors can only increase their already high DNA occupancy
levels to a small, though potentially biologically significant,
degree. Only in those cells where transcription factors are ex-
pressed at lower levels would cofactors be expected to play
a large role in modulating DNA occupancy levels.
If FTZ-F1, EXD, and other cofactors do not play a dominant
role in targeting their partner transcription factors to DNA in
most situations, how might they act? There is long-standing
evidence that pairs of sequence-specific transcription factors
can cooperate by post-DNA-binding mechanisms in which the
pair of factors each interact with another protein or protein
complex to, for example, recruit the general transcriptional
machinery to DNA (Boyd et al., 1998; Laney and Biggin, 1997;
Ptashne and Gann, 1997; Wagner, 1997). The Widespread
DNA Binding Model implies that such modes of synergy may
be a common mechanism by which cofactors differentially
modify the activities of their partner transcription factors.
Continuous Transcription Networks
The various strands of data and ideas presented above suggest
that animal transcription networks are best described as Contin-
uous Networks. These networks are defined as having the
following properties.
First, each sequence-specific transcription factor binds to
exponentially more genomic regions at lower occupancy levels
than it binds at higher levels. This continuum of binding extends
such that each transcription factor occupies regions close to
most genes at levels that vary over only several tens of fold, for
some factors, to several hundreds of fold for others.
Second, many of the genome regions only occupied at low
levels are not CCRs and play no biologically significant role in
controlling transcription of nearby genes, e.g., the remarkably
high number of poorly bound and weakly accessible regions
found in protein coding regions (MacArthur et al., 2009; Thomas
et al., 2011). This low-occupancy binding results, instead,
because the presence of tens of thousands of molecules of
each transcription factor per cell drives these proteins to interact
with fortuitously occurring recognition sites in genomic regions620 Developmental Cell 21, October 18, 2011 ª2011 Elsevier Inc.that are weakly accessible for reasons other than the need to
create a CCR.
Third, CCRs are bound by many transcription factors, which
direct a continuum of transcriptional responses. CCRs are highly
accessible within chromatin in the cells in which they are active.
In those cells, CCRs are bound at high levels by transcription
factors that exert a strong, biologically significant control of
target gene transcription. They are also bound, however, by
many tens of other transcription factors at lower levels, and
this binding has either no measurable effect on transcription or
weak (<2 fold) effects. Quantitative differences in the occupan-
cies of transcription factors bound to highly overlapping sets of
CCRs are important in distinguishing the functional specificities
of transcriptional regulators. Functional specificities are further
distinguished by synergistic post-DNA-binding activities of the
transcription factors present on CCRs. Weak, inadvertent regu-
latory events may be tolerated by the animal, and thus absolute
precision as to which genes are controlled by each transcription
factor may not be necessary. Other weak regulatory events,
however, may play a biologically significant role in the quantita-
tive control of complex biological processes.
Fourth, Continuous Networks are extraordinarily large and
highly connected. Many animal transcription factors, certainly
those that coordinate morphogenesis, directly or indirectly regu-
late the expression of most genes within only a few hours of first
being expressed.
While these ideas provide a reasonable explanation for the
current data, major unanswered questions remain.
We cannot be certain what fraction of the DNA binding events
within CCRs lead to measurable changes in transcription of
nearby genes. The most rigorous way to assess this is to make
careful point mutations in the recognition sites for each tran-
scription factor separately and then to test the effect of these
mutations in transgenic transcription assays within the animal.
Because of the laborious nature of this work, however, no suffi-
ciently large-scale study has been performed. Instead, current
estimates are based on less certain criteria, such as gene
expression analysis and evolutionary conservation of DNA
recognition sites.
We also do not knowwhat fraction of the changes in gene tran-
scription are biologically significant, especially the numerous
small ones. This is an exceptionally challenging question. To
answer it, we would need to be able to quantitatively modify—
in the same subset of cells within each animal—the expression
of tens or even hundreds of genes that participate in linked path-
ways and then quantify the effects of these changes on features
such as cell size, cell shape, and cell movement within intact
animals and, ultimately, on organismal fitness at the population
level. Methods tomake such complex and precisemanipulations
of gene expression are not yet available.
For the immediate future, there are additional aspects of the
Widespread DNA Binding model to test. For example, it will be
important to have systematic surveys of the typical concentra-
tions of animal transcription factors in cells. The data in Table 1
may be biased toward easily studied proteins, so the identifica-
tion of transcription factors expressed at lower levels may iden-
tify better candidates for Coselective DNA Binding-based regu-
lation.With such candidates in hand, it would then be informative
to test more extensively whether mutations in one member of
Figure 6. A Discrete Network in Sea Urchin
The interactions among transcription factors and other developmental control
genes in the skeletogenic micromere lineage of sea urchin embryos prior to
differentiation are illustrated (Oliveri et al., 2008). Each regulator is named.
Vertical lines that terminate within the upstream region of a gene indicate
a biologically significant regulatory event. The time course of events is shown
by the vertical progression down the figure.
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occupancy of the other factor at a nearby site, without measur-
ably altering chromatin accessibility.
There is, thus, much work to do to assess the ideas presented
here.
Discrete Transcription Networks
Most studies of animal transcription networks have adopted
discrete descriptions of network interactions, in contrast to the
ideas presented above. Discrete Networks list sets of direct
target genes for each transcription factor, with all other genes
being excluded (reviewed by Blais and Dynlacht, 2005; Busser
et al., 2008; Davidson, 2010; Stathopoulos and Levine, 2005;
Walhout, 2011). Two strategies have been used most com-
monly to define such networks. One uses a molecular genetic
approach in which potential direct target genes are identified
by perturbing the expression of a transcription factor; the target
genes are identified based on whether they show changed
expression, generally within a finite time after the perturbation
(e.g., Biemar et al., 2005; Estrada et al., 2006; Georgescu
et al., 2008; Oliveri et al., 2008; Pavlopoulos and Akam, 2011;
Ririe et al., 2008). The second uses in vivo crosslinking to identify
putative target genes (e.g., Blais et al., 2005; Chen et al., 2008;
Gerstein et al., 2010; Ne`gre et al., 2011; Sandmann et al., 2007).
In both cases, additional data classes or analyses are often used
to refine initial lists and better identify bona fide direct targets.
Some of the proposed networks are quite sparsely connected
(e.g., Georgescu et al., 2008; Oliveri et al., 2008; Ririe et al., 2008;
Stathopoulos and Levine, 2005). For example, in the sea urchin
the complete set of interactions between more than 280 tran-
scription factors and other developmental control proteins has
been examined using a molecular genetic strategy (Howard-
Ashby et al., 2006; Oliveri et al., 2008). Within a given cell type,
each transcription factor is proposed to directly regulate typically
only one to five of the other regulators, with little commonality in
the genes controlled by different transcription factors, even
when the proteins are coexpressed (Figure 6).
Other proposed networks are far more highly connected,
especially those based on in vivo crosslinking data (e.g., Chen
et al., 2008; Gerstein et al., 2010; Ne`gre et al., 2011; Sandmann
et al., 2007). For example, in Drosophila mesodermal cells the
targets of four mesodermal specification transcription factors
have been determined by a combination of in vivo crosslinking
and molecular genetic approaches (Sandmann et al., 2007).
These four proteins show a high overlap in their presumed direct
targets, many of which encode transcription factors or other
classes of developmental regulator. The TWI factor alone is
proposed to directly regulate 115 out of the 454 genes encoding
transcription factors that were tested, as well as many members
of other classes of regulatory protein (Sandmann et al., 2007).
For each Discrete Network that has been proposed, a series of
choices has had to be made about which genes to include and
which to exclude. Technical limitations in the particular strate-
gies chosen combined with the complexity of networks and
our inability to determine which transcriptional responses are
biologically significant, in my view, confound attempts to make
such choices accurately.
In the case of the most sparsely connected Discrete
Networks, I suspect that transcription factors directly regulateconsiderably more of the genes tested than are shown in the
proposed networks. For instance, in the case of the sea urchin
network, the effect of reducing transcription factor expression
on the transcription of other genes was determined by QPCR
analysis of each gene’s mean mRNA expression within whole
embryos (Howard-Ashby et al., 2006; Oliveri et al., 2008). Since
a large percent of known developmental regulatory interactions
involve the control of a target gene’s expression in only a sub-
set of cells (e.g., Arnosti et al., 1996; Stanojevic et al., 1991),
the averaging of mRNA expression levels for a whole embryo
probably has led to many genuine regulatory events being
missed.Developmental Cell 21, October 18, 2011 ª2011 Elsevier Inc. 621
Continuous Network Discrete Network 
Figure 7. Representing Continuous versus Discrete Networks
The diagrams show presumed regulatory interactions (straight lines) in an
idealized organism that contains two transcription factors (blue and yellow
dots) and 38 other genes (black dots). In the Continuous Network, the degree
to which the transcription factors regulate each gene is indicated by the
opacity of the lines. Low-occupancy, nonfunctional interactions are shown by
the faintest lines. In the Discrete Network, the interactions shown in the
Continuous Network have been thresholded. All interactions above the
threshold are shown at 100% opacity; all those below are not shown.
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sandsof targets are assumed, the concern is that toomanygenes
have often been listed as direct targets. For example, analyses of
in vivocrosslinkingdata have—after first analyzing thedataquan-
titatively to remove weak peaks that represent experimental
noise—generally treated equally all of the remaining genomic
regions confidently detected as bound, without taking quantita-
tive difference in transcription factor occupancy into account
(e.g., Cawley et al., 2004; Birney et al., 2007; Gerstein et al.,
2010; Johnson et al., 2007; Ne`gre et al., 2011; Sandmann et al.,
2007; Yang et al., 2006). Where the assays have been sufficiently
sensitive, it seem likely that many low-level, nonfunctional inter-
actions have been captured within the group of bound genomic
regions, in addition to many bona fide functional targets.
Advantages andDisadvantages of Continuous Networks
There are two main advantages to considering transcription
networks as continua of interactions. First, Continuous Networks
more accurately reflect the in vivo DNA binding data and the
cellular resolution gene expression data from embryo and animal
tissues as well as the thermodynamic expectation of how mole-
cules behave. Second, by recognizing that there are large
numbers of weaker regulatory interactions whose biological
significance is unknown, Continuous Networks challenge us to
address the difficult questions that remain.
There are disadvantages to thinking in terms of Continuous
Networks, though. They are more challenging to represent
than Discrete Networks. Figure 7 illustrates this by comparing
a Continuous and a Discrete Network for an idealized organism
than contains only two transcription factors, 38 other genes, and
one cell. Clearly, it would be difficult to represent a Continuous
Network that included tens of transcription factors and thou-
sands of genes within one cell type at one time point, and harder
still to diagram the network for a complete animal over time.
Another disadvantage is that it may be impractical to include
large numbers of weaker regulatory events within predictive
computational algorithms. Thus, it may be necessary to use
some principled approach to set interactions below a defined
threshold to zero in these cases.622 Developmental Cell 21, October 18, 2011 ª2011 Elsevier Inc.Continuous Networks in Nontranscriptional Systems?
With few exceptions, for a protein to function it must bind to
another protein or to a nucleic acid, lipid, metabolite, or other
small molecule. This foundational principle in biochemistry is
best summarized by the immunologist Paul Erlich’s dictum
from the early 20th century: ‘‘Corpora non agunt nisi ligata’’ .
‘‘A substance is not effective unless it is linked to another’’ (Klotz,
1997). All biomolecular interactions involve some degree of
specificity: the preferential affinity for some types of molecules
versus others. Highly specific discrimination between direct
targets and nontargets is quite possible between proteins, e.g.,
antibody/antigen interactions (Ito et al., 1993); between a protein
and various DNA sequences, e.g., the binding of restriction
enzymes or prokaryotic transcription factors to long, nondegen-
erate DNA sequence motifs (Lesser et al., 1990; Wunderlich and
Mirny, 2009); or between a protein and many types of small
molecules, e.g., streptavidin and its interaction with biotin
(Weber et al., 1989). However, just as animal transcription
networks appear to function using regulatory proteins that
have only moderate specificity for their target ligands, recent
evidence suggests that around 50% of detectable phosphoryla-
tions by protein kinases are not under selective pressure and are
probably not biologically functional (Landry et al., 2009; Lien-
hard, 2008). In addition, in some cases at least, there appears
to be an excess of substrates for phosphorylation that titrate
down a specific protein kinase activity within the cell (Kim
et al., 2010), in the same way that widespread DNA binding by
transcription factors reduces the free concentration of unbound
factors. The structure of protein kinase and phosphatase inter-
action networks are—also like transcription networks—highly
connected, with kinases most frequently targeting other kinases
(Breitkreutz et al., 2010). If the nonfunctional kinase interactions
are found to be of lower affinity than functional interactions and
to be part of a continuum of interactions, then protein kinase
and protein phosphatase networks may also best be described
as Continuous Networks.
More generally, it has been shown that nonfunctional protein/
protein interactions arise commonly due to nonadaptive muta-
tions (Levy et al., 2009). In addition, RNAi screens have identified
large numbers of genes involved in signal transduction path-
ways, many of which have only weak quantitative effects on
signaling (Friedman and Perrimon, 2007). Population genetic
theory suggests that because of their smaller effective popula-
tion sizes animals are likely to experience many more non-
functional or weakly deleterious physiological events than
prokaryotes (Lynch, 2007). While some classes of regulatory
proteins may use highly selective interactions to create Discrete
Networks composed of largely functional molecular interactions,
many classes of regulator may use moderately discriminating
interactions to form Continuous Networks that include many
nonfunctional and quasifunctional interactions. We may be
only beginning to understand the structures of molecular interac-
tion networks and how regulatory proteins produce complex
biological change within cells.ACKNOWLEDGMENTS
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