In this paper, the problem of calculating covariances and correlations between time series which are observed irregularly and at dierent points in time, is treated. The problem of dependence between the time stamp process and the return process is especially highlighted and the solution to this problem for a special case is given. Furthermore, estimators based on dierent interpolation methods are investigated. The covariances are in turn used to estimate a simple regression on such data. In particular, the dierence of rst order integrated processes, I(1) processes, are considered. These methods are relevant for stock returns and consequently of importance in e.g. portfolio optimization.
Introduction
In many application of time series analysis, the problem of irregularly spaced observations has to be dealt with. A presently very interesting example is the increased use of intraday data from nancial markets (e.g. Dacorogna et al., 2001; Campbell et al., 1997) . Financial assets are certainly not traded at any predened time points and neither are dierent assets traded at the same time points. A typical illustration of such a problem is given in Figure 1 .
If we would like to calculate the correlation between two return series during, say, one day, we have to make sure that we have time series where the observations can be considered to origin from the same points in time. Take for example stock A and stock B and consider every second of the trading day. If these two stocks are not traded very frequently, we will not have any observations which origin from exactly the same time. Does it still make sense to calculate a correlation between the returns of them? Of course it does! It is just that we have to assume a relationship between dierent points in time in order to have quantities which we consider realistic to assume coming from the same points in time. An eloquent way of dealing with the situation with independence between the processes governing the observations and the time stamps is presented in De Jong and Nijman (1997) . An important issue that will be emphasized in the present paper, is the possibility that the processes governing the observations and the time stamps are dependent. An example of this is when one consider a stock price. Imagining an underlying price, only observed occasionally. A possible reason for dependency is that an observation is more likely to occur if this underlying price make a large movement than if it makes a small one. This would imply that the duration between two trades would, on average, be smaller if the underlying price make large movements than if it makes small ones. This, in turn, implies a dependency between the two processes. In the next section, assumptions on the data generating process are stated. In Section 3 the problem studied in the paper is formulated. Section 4 reviews three dierent ways of doing this from a rather heuristic point of view by means of three interpolation methods. In Section 5 the consequences for the estimates of covariances and correlations when the interpolation methods in Section 4 are used, are studied. A method to calculate correlations directly, using the assumption that the returns are martingale dierences and allowing for a dependency between the processes governing the observations and time stamps, is presented in Section 6. It is furthermore compared with a previous method (De Jong and Nijman, 1997 ) that does not allow for the possibility of such a dependency. In Section 8, the properties of the estimators are studied for cases where it is not possible to calculate them analytically. The conclusions are summarized in Section 9.
2 Assumption on the data generating process (DGP)
The application mainly thought of in this paper is the relationship between two nancial asset prices and therefore, the type of processes that I will consider are of the type
where the error term processes{δ t } and {ε t } is a simultaneously covariance stationary process with covariance function
possibly with conditional heteroskedasticity. {δ t } can always be written
where
and {a t } in turn can be written
and {η t } is a sequence of independent identically distributed stochastic variables. The statements about {δ t } above is also true for {ε t }. In this setting, a natural example of x and y is that they represent the logs of two asset prices.
Finally, assume that irregularly spaced observations on two such time series which are correlated x s1 , x s2 , ..., x s Tx and y t1 , y t1 , ..., y t Ty are available and let T = max(T x , T y )
Description of the problem
In order to give a sense of the problem at hand we consider the rst dierences of the observed data
where ∆x i = x si − x si−1 and ∆y i = y tj − y tj−1 . We also dene the durations between observations d x i = s i − s i−1 and d y j = t j − t j−1 . The reasons for this notation is that we want to study the quantity that later will be used to estimate the covariances and correlations, namely Cov(∆x i , ∆y j ). Furthermore, the rst dierences of the data will be referred to as returns using nance terminology.
The covariance can now be written as
Here we can see that this quantity is determined by three sources, the covariance between the durations of the two series, the covariance between the returns of the two series and by the covariance between the duration of one series and the return of the other.
Furthermore, if we look at the expression of the variance of a return, V ar(∆x i ), we see that also this is aected by the duration.
V ar(∆x
The eect on estimation of the last term of this expression will be studied later in this paper.
Interpolation methods
The obvious quick-x for irregularly spaced data is to interpolate between observations of the two series in order to obtain data which, seemingly, origin from the same points in time. This seems like a natural thing to do. Most nancial asset prices, after all, behave in a rather smooth manner so given reasonably frequent observations, an interpolation appear harmless. In the following, three dierent interpolation methods will be investigated in terms of how they aect estimation of covariances and correlations.
Step function
Since a process of the type described above is a martingale process, i.e. it has the property
where F t = {x 0 , x 1 , ..., x t }, the guess of the type the process does not change between observations seems sensible. From a forecasting point of view, this is 
Linear interpolation
If we are not interested in forecasting, we could use values located after the point in time we want to interpolate a value for as well as values before. A common approach here is to interpolate linearly in time. Say that we have a gap in our time series between the times t and t + m. A linear interpolation is performed so that the value x t+k , where k < m is estimated by
A graph of two interpolated series is plotted in Figure 3 . The same data as in Figure 2 is used.
Spline interpolation
The third interpolation method that will be considered is the interpolating cubic spline. This method produces more variation between the observations than the 
Consequences under dierent interpolation methods
It is obvious, just by considering gures 2, 3 and 4, that a calculation of variance of or covariance between the rst dierences of two series generated by a process within the class (1)-(5), will depend on how the interpolation is made. In this section, I will consider these dierences. The process under study are denoted 
where the covariance and correlation between the white noise processes δ t and ε t are γ and ρ, respectively. The variances of δ t and ε t are σ 2 δ and σ 2 ε . The problem is thus to estimate ρ. Assume, for simplicity, that the number of time points are the same for the two variables. Some stylized examples of irregularly spaced observations will be studied by imposing one missing value. For this, we have observations say x 1 , ..., x k−1 , N A, x k+1 , ..., x T , where N A stands for missing value and y 1 , ..., y k−1 , y k , y k+1 , ..., y T . The task is now to estimate ρ by
where some values of ∆x are substituted by interpolated values. Correlations between two observations at the exact same time point, is ρ and causes no particular problems. Therefore, correlation between an observed value of one variable and an interpolated value of the other will be considered. Since we are considering the returns and thereby the rst dierences of {x t } and {y t } there will for the missing value x k be two missing values in {∆x t }, ∆x k and ∆x k+1 .
Step function interpolation
Since x k is missing, the rst dierences that have to be replaced are ∆x k = 0 and ∆x k+1 = x k+1 − x k . These can, for the step function interpolation, be written ∆x k = 0 and ∆x k+1 = δ k + δ k+1 , respectively. Considering crossproducts of these observations with the ones in the y-series rst we observe that Cov(∆x k , ∆y k ) = Cov(∆x k , ∆y k+1 ) = 0 and Cov(∆x k+1 , ∆y k ) = Cov(∆x k+1 , ∆y k+1 ) = γ. Additionally, the variances of these observations are zero and 2σ 2 δ , respectively. Thus, the expected value of the estimator
Linear interpolation
According to the linear interpolation scheme we estimate x k bŷ
and, according to the same argument
Consequently, the expectation of the estimator
and the expectation of the variance estimator
Discussion on interpolation methods
In Section 8 the interpolation methods will be investigated in more general situations by means of a Monte Carlo study. Nevertheless, a brief discussion will here be made about the consequences of interpolation on covariance and correlation estimates. As formulas and show, the eect of a limited number of missing values will cause the estimates to be biased downwards. In addition, this will be more so for the step interpolation than for the linear interpolation.
If there were m missing values instead of just and those were located with at least two observations between each one, the formulas corresponding to (12) and (13) would be 
Cov(∆x
where the zero occur when the intervals are not overlapping.
An unbiased method for K = 0
From (14), an unbiased estimator of γ can be derived regardless of dependence between the processes governing the observations and the time stamps or not.
just ignoring the terms where χ ij (0) = 0 . M is the number of overlapping intervals. The variances for {x t } and for {y t } are estimated bŷ
Finally, the estimator of ρ is given bŷ ρ =γ σ xσy
Above, it was assumed that there are no correlation between δ s and ε t for s = t.
6.2 A method accounting for K = 0 (De Jong and Nijman, 1997; De Jong et al., 1998) presented an eloquent method which more directly uses equation (14) and thereby accounting for the possibility
By creating z ij = ∆x i ∆y j , the regression
where E(ξ ij ) = 0 can be used to estimate the γ k 's. The problem that occur here is that it implicitly assumes no dependence between the price and time stamp processes, manifested in no correlation between the χ(k)'s and ξ ij .
7 Estimating a simple regression with irregularly spaced data
An application of the analysis above could be to estimate a simple regression model for data observed irregularly and with dierent points in time for the xand y-variables. This could e.g. be wished in order to obtain the β-value of a stock. In this case ∆y t would be the log-return of an individual stock and ∆y t the log-return of a market index. The model is
where{u t } is white noise. The parameter of interest is
and is estimated by plugging in the estimators of the nominator and denominator, but we could also estimate the intercept by using sample versions of the moments involved in α = E(∆y t ) − βE(∆x t ).
Simulation study
The simulation study performed in this section was made in order to understand a few things that would have been dicult, if not impossible, to investigate by analytic methods. Those are, how the estimators are aected by a dependence between the processes governing the observations and the time stamps, by a very large fraction of missing values realistic for an asset price if time is measured in seconds (this would be a very complicated combinatorial problem indeed) and by small samples. For illustrative purposes, the presentation here here refers to a stock market.
Regularly spaced data (intrinsic prices) from two random walks with dierent correlations between the error terms (ρ = ±0.2, ±0.5, ±0.8) was rst generated.
In order to create irregularly spaced series, two methods were exploited:
1. 20% of observations are kept (dened as trades) on the basis of two independent random drawings. This implies independence between the process driving returns and the process driving time of trade.
A change in the underlying, partly unobservable, process (intrinsic price)
outside the quartile range has probability 0.6 of resulting in observation (trade). Otherwise, this probability is 0.2. This imposes a dependency between the two processes.
The number of replicates was 1000 and the number of observations of the underlying, partly unobserved, process studied were 100 and 1000, respectively, implying the actual number of observations are approximately 20 and 200, respectively. The simulation study was performed using the R-language (R Development Core Team, 2005) . Both the interpolation methods and the exact methods were studied. Table 1 show the Monte Carlo means for the case with independence. The columns show, from left to right, the number of observations of the underlying process, the true value of ρ and the Monte Carlo means of the ve estimators.
Estimation of the correlation coecient
As can be seen, the results for the step function (no change) and linear interpolations methods are disastrous. Even for the sample size 1000, the estimators are severely biased towards zero. The results for the spline interpolation are, however, more promising. Some simulations with sample size 10000 indicated that the estimator might be consistent but this have to be studied more by analytical tools. Compared with the exact methods, however, this estimator comes out unfavourably. Concerning the two exact methods, there is no obvious systematic dierence. The estimator 16 is by construction approximately unbiased so this should not be an issue. The results also indicate that also the OLS-based estimator is unbiased. The Monte Carlo standard deviations of the two exact estimators are similar, as can be seen in Table 2 . The most interesting observation in this table is that the spline estimator have the smallest Monte Carlo standard deviations. This is dicult to explain and must be studied further. interpolation gave catastrophic results while a cubic spline worked better in the Monte Carlo study performed. The hypothesis of this author is that the reason is the inability of interpolation methods to capture the true variation of the underlying martingale process. In this respect, the cubic spline does the best job of the investigated methods. Performing much better, while more computationally expensive, are the two methods based directly on the martingale assumption.
This might not be a surprise since they explicitly exploit the underlying DGP.
The main contribution of the paper is the method which is unbiased even when there is a dependency between the processes governing the observations and the time stamps, a situation relevant for applications to nancial markets.
