A framework for understanding impulsively photoinduced vibrational coherent motion on the ground electronic surface is presented. In particular strong resonant excitation to a directly dissociative electronic surface is considered. Three distinct approaches are employed. A two surface Fourier wavepacket method explicitly including the field explores this process in isolated molecules. A coordinate dependent two-level system is employed to develop a novel analytical approximation to the photoinduced quantum dynamics. The negligible computational requirements make it a powerful interactive tool for reconstructing the impUlsive photoexcitation stage. Its analytical nature provides closed form expressions for the photoinduced changes in the material. Finally the full simulation of the process including the solvent effects is carried out by a numerical propagation of the density operator. In all three techniques the excitation field is treated to all orders, allowing an analysis of current experiments using strong fields, resulting in substantial photoconversion. The emerging picture is that the impulsive excitation carves a coherent dynamical "hole" out of the ground surface density. A rigorous definition of the dynamical "hole" is constructed and used to define a measure of its coherence. In particular all photoinduced time dependence in the system can be directly related to the dynamical "hole." All three techniques are used to simulate the pump probe experiment on the symmetric stretch mode of 1 3 , including electronic and vibrational dephasing.
I. INTRODUCTION
Impulsive photoexcitation has distinguished itself as a unique tool for unraveling intramolecular dynamics in real time. Through this method, using ultrafast pulses, transient molecular ensembles which are localized in phase space are generated. Such states of matter are constructed by the interference of material waves within the energy bandwidth of the excitation pulse. 1 ,2 When performed on resonance with a transition to an electronically excited state, impulsive excitation builds up an evolving wavepacket on the excited surface. This comprises the closest experimental realization of a "classical trajectory" on a molecular potential. The method is in principle an unconventional way of conducting photochemistry, and has been used to "time resolve" the course of photochemical rearrangement, otherwise induced by continuous irradiation. This capacity has been exploited both in the gas phase 1 ,3-5 and in condensed phases. 4 -13 Numerous studies have pointed out that along with coherence generated in the excited state, resonant impulsive excitation will also instill coherence amongst ground state vibronic levels, through the resonant impulsive stimulated Raman scattering process (RISRS). The ensuing vibrational motions have been detected in various schemes as periodical modulations in transient scattering or transmission of ultrafast delayed probe pulses. 8 -l0 ,14 In the present study, and also in previous ones,15-19 attention has been focused specifically on the coherent evolution in the ground electronic state following impulsive photoexcitation. This paper presents a comprehensive description of this aspect of impulsive excitation, including the effects of changing pulse power, duration and frequency.
It also considers the interactions with a solvent. The motivation for continuation of this effort stems from a number of considerations. To begin with, a quantitative understanding of all aspects of impulsive light matter interaction are considered essential if femtosecond spectroscopic experiments are to be analyzed and translated into a model for the underlying molecular and chemical dynamics. Another consideration is the aspiration of gaining control over intramolecular vibrational dynamics.z°- 24 Before a desired coherent molecular ensemble can be molded on the ground potential surface, a detailed appreciation of the mechanisms active in impulsive photoexcitation is necessary.
Another specific motivation for the present study should also be mentioned. The theoretical framework developed here was inspired by the liquid phase experimental work on the photodissociation of 13 -to 1 2 -+ 1. 8 In this experiment the first pump pulse excites 1 3 -to a dissociative electronic surface. Anti-phased modulations in the transient transmission of the nascent I; were interpreted to indicate that the diiodide fragments are formed in a partially coherently vibrating state, with considerable excess vibrational energy.
When the probe wavelength is tuned into the 13 absorption band, modulation related to coherent motion along the triiodide symmetric stretch are detected, and associated with the RISRS process. 8 In recent impulsive pump probe experiments on relaxing nascent diiodide ions in solution, spectral oscillations mirroring the ground state phase coherent nuclear motions have been used as a novel transient vibrational spectroscopy. In essence, a RISRS pulse sequence of pump (or push) and probe is introduced at various delay times following the initiation of impulsive photodissociation at time zero. The modulations in the transient transmission induced by the push interaction mirror the initial incoherent distribution at the push instant. This spectroscopy has been coined transient RISRS or the TRISRS method. 17.1& As the population vibrationally relaxes, the average frequency and dephasing times of the induced coherence can be retrieved through the resulting spectral modulations. Through a comprehensive theoretical modeling of the results using the tools described here, a detailed picture of vibrational phase and population relaxation of the diatomic ions will be obtained, including interactions of the transition dipole with the solvent surroundings.
An appropriate theory of impulsive photoexcitation, envisions the dynamics of the molecule taking place on a set of potential energy surfaces. Transitions between these surfaces are induced by the radiation through electronic transition dipole matrix elements. A simplifying assumption is to use a semiclassical description of the radiation field which is justified for the strong radiation fields considered here. Under this assumption, the dynamics of the system can be treated by using a time dependent Hamiltonian. For isolated gas phase molecules, a theoretical framework requires the knowledge of the ground and at least one excited potential energy surface. In order to model the photoexcitation, the transition dipole function must also be known. The task of simulating the photoexcited dynamics involves solution of the time dependent Schrodinger equation, including the radiative coupling using a time dependent In the most general case, as in the 13" photodissociation experiment, the absorbing chromophore is immersed in a multi-mode solvent. A complete analysis of molecules in a condensed phase environment requires a full description of the combined system with all the molecular and solvent degrees of freedom. Since this task is extremely difficult, the dynamical theory is based on a reduction scheme in which the molecular degrees of freedom are treated explicitly and the bath is considered implicitly through a finite set of parameters.2 9 -31 Reduction schemes based on the weak coupling limit 32 -36 and on the singular bath Iimit 30 have been developed. These reduction schemes lead to a Markovian description of the molecular dynamics, in the form of optical Bloch equations which represent the material system in the form of a density matrix.
Descriptions of impulsive pump-probe spectroscopy of molecular systems, using density matrix formalism is not new, as demonstrated in the works of Mukame1, 12, [37] [38] [39] [40] 6 Chesnoi and Mokhtary, 9 Fain, 41 Domcke, 42 and others. 43 These treatments describe the change in the density matrix as a perturbation series in powers of the field, and are based on frequency domain formulations of the nonlinear optical susceptibility introduced by Bloembergen and co-workers. 44 When the emphasis is on the accurate description of significant changes taking place in the material system upon resonant optical excitation, a different approach has to be employed for describing the molecular system beyond the limits of the perturbative regime.
The study presented here, involves exact methods of solution which directly simulate the interaction between the matter and the optical fields to all orders, and represent the material system either as a wave function or a density in coordinate space. The model simulations focuses on ground state coherent evolution. The ambiguities introduced by simultaneous prolonged evolution in both the ground and excited surfaces are intentionally circumvented by simulating a two surface model, where direct dissociation rapidly eliminates the excited population, and the transition dipole.
Three tiers of simulation techniques are employed in this study, increasing in their level of complexity and requirements of CPU time. The first approach, coined the coordinate dependent two-level approximation, introduced here, essentially resolves the problem of wavefunction simulation upon both optically coupled surfaces, into an ordered set of locally independent two level systems in coordinate space. In this approach the excitation is assumed to be nearly impulsive, i.e., the light pulse is much shorter than the vibrational period. This allows to obtain a complete analytical description of the photoinduced dynamics, for arbitrary field intensities and potential topologies. This scheme is introduced here in order to derive analytical expressions for the changes which take place in energy, norm, momentum, etc., upon impulsive optical excitation, as a function of various experimental parameters such as pulse intensity, duration and frequency. It provides a powerful and interactive tool for appreciating impulsive photoinduced quantum evolution.
The Fourier propagation technique, previously used to simulate impulsive photoexcitation and generation of vibrational coherence in CsI,15 is used here in order to explore the range of pulse durations over which the coordinate dependent two-level approximation is valid, and to extend wavefunction simulations outside this range. These calculations, allow exact simulation for a broad range of excitation parameters.
Finally, a recently introduced method for direct integration of the Liouville van Neumann equation will be used to simulate the optical excitation of the model system under the influence of solvent interactions. 46 -48 As in the previous cases no recourse is made to perturbation approx,imations, and interactions with the field are included to aU levels. This technique is however taxing in CPU capabilities.
Using all three methods, a unified picture emerges for the evolution of the material system under the inl1uence of an intense resonant and ultrashort laser pulse. The effect is to generate a dynamical "hole" in the phase space distribution of the molecules on the ground electronic surface. A rigorous definition of this coherent "hole," and a measure of its coherence are described. Following the pump pulse, the "hole" interrogates the ground surface, and after a preset time delay is detected by the probe pulse. The full pump and probe sequence will be simulated using all three techniques. Major emphasis will be put on simulating excitation processes that extend beyond the regime effectively covered using perturbation techniques.
The study begins from a wavefunction time dependent formulation of the impulsive radiation matter interaction. The coordinate dependent two level approximation for the excitation process is developed, and compared to a numerical solution for a wavefunction formulation in Sec. II, and for a density formulation in Sec. III B. The interaction with the solvent is discussed in Sec. III, where the Liouville space
Schematic representation of the RISRS process. The pump pulse creates a nonstationary state on the ground potential energy surface; the dynamics of which is studied by a delayed probe pulse.
formulation describing the matter-radiation interaction is summarized. A rigorous definition of the dynamical "hole" and a measure of coherence is described in Sec. IV. A simulation of the pump probe experiment in Liouville space is described in Sec. V. Finally, a discussion and summary are presented in Sec. VI.
II. AN ILLUSTRATIVE WAVEFUNCTION MODEL
A conceptual representation of the experiment is depicted in Fig. 1 and consists of dynamical evolution on a ground and excited potential energy surfaces coupled by radiation. To facilitate the understanding of the system, complications due to solvent dynamics are postponed to Sec. III. This simplification allows the use of a wavepacket framework. The molecule is excited by a pulse described by a time dependent semiclassical electromagnetic field. The wavefunction of the system is described by a vector designated by the surface index {g, e}: To simplify the presentation and to save computation time, it is convenient to use the rotating wave approximation (RWA) where E becomes: (2.6) E(t) is a slowly changing envelope function and Wo is the central carrier frequency. The validity of the RWA approximation was checked numerically for parameters resembling the experimental conditions. The accuracy of the RWA was found to be excellent. Under the given conditions the power is linearly proportional to the change in population:
24 ,46
As stated above, the experimental observable is the integrated power per pulse which is the total energy absorbed from the pulse. This quantity can be related to the change in population:
To demonstrate these concepts, a series of numerical simulations was carried out. Triiodide is a collinear molecule and the electronic transition leading to the photodissociation is strongly coupled to the symmetric stretch mode as observed in the resonance Raman spectra. 49 Since the study focuses on the ground state dynamics a one dimensional model including two electronic :surfaces was used. The excited surface potential was designed to fit the high energy band of the thermal absorption spectrum of r; in solution. 50 The dipole moment was estimated from the experimental oscillator strength.
Effective numerical methods to solve the time dependent Schrodinger equation have been developed. 25 -27 ,45 The Fourier method with a polynomial approximation for the evolution operator is used in this study.z5 Table I summarizes the potential and propagation parameters for the calculation designed to simulate the I; RISRS experiment.
5.2
Banin et at.: Dynamics induced by intense short pulses Figure 2 shows successive snapshots of the wavefunction within the time duration of the pump pulse which illustrate the creation of a dynamical "hq~f!" in the ground surface wavefunction of I;. This dynamic:ll "hole" will be the focus of this study. A rigorous definition of the "hole" involves a density operator theory which is presented in Sees. III and IV. In Fig. 3 , the wavepacket dynamics after the pulse is displayed, clearly showing the coherent motion of the wavepacket. The simulated experimental signal which is the transient absorption of a probe pulse is'shown in Fig. 4 . The oscillations in the power absorbed by the probe pulse reflect the ground surface dynamics as can also be seen in Before these questions are addressed, it is appropriate to develop a unifying language which describes the state of the molecule after the excitation pulse. The language is based on the two-level coordinate dependent approximation developed in the next subsection.
A. The two level coordinate dependent approximation
The two level system coupled by radiation is one of the comer stones of light-matter fonnalism. 51 Approximating the molecular radiation interaction within the two level formalism enables the analysis of a very complicated molecular encounter in terms of a well understood model. This recasting is possible by identifying a smallness parameter which can be used for a perturbation expansion. For a short enough pulse the nuclear motion is frozen. This fact points to the choice of the inverse mass 1/ M as a perturbation parameter meaning that during the pulse the kinetic energy operator can be considered as a perturbation. The details of the approximation are laid out in the following subsections.
Approximating the propagator for an excitation pulse
The perturbation analysis is based on approximating the evolution operator which propagates the wavefunction from t = 0 to a time t f after the pulse is turned off. The first step is to rewrite the Hamiltonian of Eq. (2.3): H=(Hg ? )+(Ve-Vg -€ [J,) o Hg -€* [J, H1=Hg®1, H2=A(r)®I and The original Hamiltonian has been partitioned into a direct product of spatially dependent operators and spin operators. The partitioning of the Hamiltonian is the basis for approximating the evolution operator which propagates the wavefunction for a pulse duration tf' as a product of terms:
(2.13)
The approximation is based on the Trotter formula. 53 Its use is well known in the split operator propagation method for the time dependent Schrodinger equation introduced by Fiet and Fleck. 54 The error in the propagator is proportional to:
Error ex P' [Hg,a] tf= [p , a]2Mn2 (2.14)
or Error = ( lin 2) [Hg , H 3] t}, which is of the same order as Eq. (2.14). The error term is proportional to the mass factor 11M and the squared duration of the pulse t / . Analysis of the error shows that for short enough pulses or for heavy masses the approximation becomes exact. A second order approximation also can be constructed: 15) where the error terms are of the order:
Error Since the use of the split operator approximation is for interpretation, the first order formula Eq. (2.13) will be the basis of the analysis. Its validity will be checked with respect to converged numerical results.
Propagation of the wavefunction during the pulse
The approximate evolution operator (2.13) is used to propagate an initial wavefunction which is exclusively on the ground surface, for a pulse duration t f:
A simple ca~e is of an initially stationary wavefunction at t=O, i.e., Hg'{lgCr,O) = Ego/g(r,O) . The operation of the propagator e-iHlt on '1'(0) will lead to a global phase shift:
(2.18) The next step is to propagate with e-(UiilH2tf:
The operator e-(ilkl ~r)tJ causes a momentum change in The diagonalization matrix.es can be described as a rotation matrix for each position r: 52
where tanO(r) = I (V\lLi . With this form the propagator for each spatial point r becomes:
(2.22)
For convenience the spatial dependent Rabi frequency is defined:
and also the angles
Combining the successive contributions of the propagator (2.13) onto the initial wavefunction leads to the wavefunction at t= tf after the pulse. On the ground surface it becomes:
and on the excited surface:
where 1>= (liw+ Eg)I/+ '11'/2. Equation (2.25) is used as the main interpretive tool of the RISRS pump probe experiment. Analysis of the expression, shows that it consists of a coordinate dependent term mUltiplying the original ground surface wavefunction. The part in the curly brackets resembles the two level Rabi solution but f) and f! are coordinate dependent. The new wavefunction is created only in the regions in coordinate space where o/g(r,O) had amplitude to begin with.
The multiplying factor of the initial wavefunction in Eq. (2.25) has both amplitude and phase in coordinate space:
O). The amplitude part becomes:
( 2.27) and is always smaller than one. This leads to the interpretation that. the pulse carves out of the original ground surface wavefunction a piece which is eliminated via the excited surface. The missing piece on the ground surface is the dynamical "hole." For short pulses and f!t< '11' the maximum effect is obtained at the point of resonance rh where A(r)=O. The position of this point can be controlled by tuning the carrier frequency of the pulse Wo. This parameter enters Eq. (2.25) through A and n. Figure 5 shows the coordinate dependent detuning A as a function of internuclear distance r. A change in Wo causes a vertical shift in A determining the position rh where A(rh)=O. Since this point is the center of the dynamical "hole," Wo becomes a very useful control parameter. Figure 6 shows the ground surface wavefunctions after excitation with pulses of different durations for u = 2 as the initial state. The carving of the "hole" from the initial wavefunction is clearly demonstrated. The resonance position is chosen in Fig. 6 such that only the lobe of extended nuclear distance is effected. The maximum effect is obtained for '11' pulse conditions; ~ Wt j = '11'. For 2'11' conditions the "hole" is refilled. In the rest of the paper the term N 7f will refer to the amount of cycling at the point of resonance.
On the excited surface, the amplitude of the multiplying factor B2(r) = sin 2 e sin2atf is simply the complement of the one on the ground surt'ace: A 2 (r) + B 2 (r) =: 1. This leads to the picture that after the pulse, the original amplitude is shared by the ground and excited surface. This conclusion has been also obtained by Suominen et al. 28 which used the Rosen Zener curve crossing result 55 to obtain explicit expressions for a Gaussian initial state and a sech pulse shape. The expressions obtained share the norm conserving property obtained by the classical Frank approximation derived for weak fields by Smith, Ungar, and Cina.
,57
The validity of the approximate wavefunction, Eq. (2.27), is demonstrated in Fig. 6 for different pulse durations and shapes, and in Fig. 7 for different intensities, by comparing it to a converged numerical calculation. As expected, for short pulses of 10 fs the approximation is very good. It deteriorates for longer pulses since the impulsive approximation no longer holds. For 60 fs pulses the shape of the dynamical "hole" has only qualitative resemblance to the impulsive approximation. Nevertheless, the total power absorption by the system is within a few percent of the twolevel impulsive approximation. The effect of a non square pulse has been checked numerically by comparing the results of Eq. (2.27) to a Gaussian shaped pulse. For short pulses, the "hole" created by the Gaussian pulse is more localized representing the smaller spread in frequencies. This effect is reduced when the pulse becomes longer (cf. Fig 6) .
The momentum shift induced by the pulse, is caused by a coordinate dependent change in phase of the wavefunction (2.25):
( 2.28) and (2.29)
On the excited surface, the wave function gains momentum linearly in time due to the coordinate dependent phase If> ~(r). Since for most photodissociation situations afj./ ar is negative (cf. Fig. 5 ), the momentum kick bP is positive. Therefore, using the semiclassical approximation, {JP=n (alf>lar), the gain in momentum is positive and leads to bond extension. The momentum change is a pure quantum interference effect which is created by the phase modulation of the coordinate dependent detuning d(r). Attempts to interpret this effect by using semiclassical arguments based on applying forces on the molecule, are bound to faiL A more involved situation exists on the ground surface. For short times the change in momentum is zero since the positive momentum change of the term linear in d in Eq. (2.28) is exactly compensated by the next term. This is in accordance with the Frank Condon picture that the momentum of the ground surface is not affected by transfer of population to the excited surface. The asymptotic short time term becomes: IimHolf>g(r)=W2t3d(r)/3fi3, which causes a negative momentum change. This change is due to interference between the ground surface wavefunction and the amplitude which cycles back from the excited surface.
Far from resonance, the coordinate dependent Rabi frequency !2 becomes very large leading to rapid cycling. This rapidly changes the direction of the momentum· shift from negative to positive leading to the average asymptotic momentum shift of ' . On resonance, the cycling is slower and can lead first to a significant negative momentum shift. A semiclassical estimation of the momentum kick becomes:
which maximizes just short of a 7T pulse, where it changes sign. This momentum kick causes the "hole" to move in the positive direction of bond extension. 'TT, the momentum change becomes positive. An interesting effect is obtained for a 2'TT pulse, where the "hole" in coordinate space fills up (cf. Fig. 7) , and a significant positive momentum change is acquired by the ground surface wavefunction. This effect has also been described by Cina et a1. 56 , 57 Figure 8 shows the momentum distributio~ of the wavefunction before and after the pulse. For pulses that are less than 'TT condition, the negative momentum change is obtained by reducing the positive lobe of the momentum distribution. This effect is more than compensated for, with stronger pulses where a growth of amplitude at high momentum values is apparent. For 2'TT conditions the momentum distribution is altered considerably with a significant shift to the positive values. Examining the breakdown of the impulsive approximation, it is obvious that the reason is motion during the pulse. For long pulse duration it can be seen in Fig. 6 that the "hole" propagates by the acquired momentum during the pulse. Equation (2.31) can be used to estimate the error in the propagation [cf. Eq. (2.14)].
B. The creation of the "hole"
The perturbation due to the pulse, changes what was initially a stationary wavefunction into a nonstationary one. First, this happens because a non uniform part was "eaten away" from the wavefunction and second, because a nonzero momentum shift was added to the wavefunction. To assess these effects, a phase space picture has to be adopted. The precise definition of the "hole" is postponed to Sec. IV, where a quantitative measure of the amount of "coherence" induced by the pulse is defined. Using the tools of Sec. IV it can be concluded that for weak pulses defined by a fraction of a 7T pulse at resonance, the main contribution to the hole is in position space. For a stronger pulse, above the 7T pulse conditions, the main contribution to the "hole" becomes momentum. For the 27T pulse, the momentum contribution is almost exclusive. As shown in subsection II A 2, the created "hole" is sensitive to the carrier frequency Wo which determines the resonance point. The shape and momentum kick of the hole depend on the gradient of the detuning Ll, i.e., aLllar. As demonstrated in Fig. 5 , the gradient increases when the internuclear distance is compressed. This means that when tuning to the same vibrational energy band, a more concentrated "hole" is obtained by tuning the pulse to the blue of the peak of the absorption band. The other two control parameters are the field amplitude E, and the pulse duration t f. The main effect of the amplitude on the "hole," is by a combination of these control parameter which determine the amount of Rabi cycling fl(r)tf127T. Since fl increases with Ll, the amount of Rabi cycling increases as the distance from resonance Ir-r,,1 grows. As Ir-r"l-+oo, the asymptotic amplitude becomes A 2(r) = 1 -(W 2 1 Ll 2 )sin 2 (flt) which means that the influence of the pulse diminishes asymptotically as 11 Ll
•
It is illuminating to decompose the wavefunction into its projections on the ground surface. Figure 9 shows such a distribution for the symmetric stretch of 13 with v = 0 and v = 4 as the initial states. This distribution demonstrates the multilevel nature of the process. It should be noticed that for weak excitations the largest projection is on the initial eigenfunction. The width of the distribution increases with the pulse intensity.
C. The probe pulse
After the excitation process is completed, the ground surface wavefunction evolves under the influence of the time independent Hamiltonian Hg for a period tpro and is probed by a second pulse with duration Tpr. The amount of power that is absorbed by the probe pulse can be calculated by the change of norm on the ground surface [cf. Eq. (2.7)] which is equal to the accumulated norm on the excited surface. Within the framework of the coordinate dependent two level model, this change is approximated in a similar way to Eq. (2.25) leading to is defined. o/g(r,t pr ) is the ground surface wavefunction at the peak of the probing pulse t=tpr-Tpr is the width of the probing pulse. The window function 9'f/" determines the regions of coordinate sensitivity of the probe pulse. By tuning the probe frequency wpro the dynamical "hole" can be monitored during its full vibrational cycle. This effect has been used experimentally for the I; system where the two extreme phases of the vibrational motion were probed. 8 For most cases a weak probe pulse is used, for which W < < Ll leading to an asymptotic expansion of W:
In this region the power absorption is linear in intensity. The window function W can be identified as a transition probability function "wrapped" onto the coordinate space. The sensitivity of the probe to the position of the transient wavefunction is determined by the width of the window function (2.34):
Two conflicting effects influence the resolution by which the density can be determined by the probe interaction. Lengthening the duration of the probe pulse will reduce its spectral width allowing a more precise determination of the resonance position. Hqwever it will also allow a more substantial evolution during the pulse effectively reducing the resolution. The main forces responsible for filling up the "hole" are dispersion forces originating from the uncertainty principle. This dispersion is proportional to the momentum width LlP=hI8 W/ and will cause spreading of the "hole" by the amount: 8rdis""'LlPTprIM=(aLllar) ~/M. The result is a competition between the creation of a narrow "hole" where its width decreases with time, and dispersion forces which tend to fill it up as time progresses. Thus, there is an optimum pulse duration defined by: 36) which defines the optimum resolution as:
For the symmetric stretch mode of 13 the optimal probe pulse is calculated to be ~~t=1O fs leading to a resolution in position of W/ opt =O.1 A. Figure 10 shows the window function for a 15 fs pulse and compares Eq. (2.34) to a numerical simulation. Due to motion during the pulse, for longer pulses the coordinate dependent window function has only qualitative significance.
In summary, the probe pulse is sensitive to the wavefunction amplitude in a region centered at resonance position r" with a width 8W/.
III. THE INTERACTION WITH THE SOLVENT: A DENSITY OPERATOR FORMULATION
A detailed understanding of condensed phase RISRS experiments is possible only in a density operator formulation since relaxation effects are an essential part of the dynamics. Tn this system the solvent induced relaxation is on the same time-scale as the internal molecular dynamics. A quantum Liouville picture was previously used in the perturbative description of the pump probe experimentsy,7.9-12 The following section supplies a brief summary of the main concepts used to analyze the dynamics which are applicable in the non perturbative limit.
For the molecule embedded in a solvent, the state is defined by the matrix density operator:
The molecules either reside on the ground electronic surface or on the excited electronic surface. A projection operator Pg and its inverse Qe=i-Pg so that Pg+Qe=i define this quantity. Using a two level system algebra, the density operator describing the state of the combined ensemble can also be written as:
where the tensor pro~uct of the internal space and the surface designation is used. PI are projection operators on the surface I, and S± are the raising and lowering operators from one ~urface }o the other. The algebraic relations of the operators PI and S± can be calculated from the equivalent relations of the 2X2 Pauli matrixes.
The evolution is described by the Liouville von Neumann equation:
where the first term represents the dynamics generated by the Hamiltonian, and the second term represents the dynamics generated by the dissipation. This equation is valid for the dynamics of an open quantum mechanical system under the restriction of a dynamical semi-group evolution. 29 -32 Alternatively to Eq. (3.3), the Heisenberg equations of motion can be used to calculate the change in time of an explicitly time dependent operator:
where the first term represents the explicit time dependence of the operator, the second term the Hamiltonian evolution, and the third term the dissipation which is the Heisenberg version of the dissipative super-operator in Eq. (3.3) . By re- ( aH) (~ae) :7>= at = -2 Real (,u® S+)· at ' (3.6) which is the time derivative of the work. The power can be compared to the change in population:
(3.7)
If dissipative non-radiative couplings between the ground and excited surfaces are not important, Le., ~(Pg) = 0, then the ground surface population change for the model of Sec.
n becomes: This term is responsible for equilibrating the energy.
A. The diSSipative evolution
The most general description of the dynamics of a molecule embedded in its solvent is by the combined Hamiltonian dynamics:
where Hs is the molecular Hamiltonian, Hb the solvent or bath Hamiltonian, and VSb is the interaction. Since the combined dynamics is overwhelmingly complicated, many attempts have been made to reduce it to the dynamics of the system alone. For certain models, in particular under the weak coupling limit, explicit reduction schemes have been obtained. 31 -33 ,35 However, for the purpose of analyzing an experiment with a realistic solvent, the restrictions imposed by such a derivation are too severe to be useful. An alternative approach would be to solve for the dynamics of the solvent by classical mechanics MD techniques;59 The molecule could still be treated quantum mechanically which would lead to a mixed quantum classical calculation. 60 • 61 Formally, such an approach belongs to the family of time dependent mean field approximation (TDSCF) which is based on writing the combined density operator as a product:
Psb= Pb® Ps· Due to the complications induced by motion on more than one potential energy surface, one product term would not be enough and a multi-configuration approach would have to be adopted. 62 The consequences would be that more than one MD bath would have to be propagated simultaneously with the quantum dynamics. This route has not been tried yet and is not used in this work. Since there is no satisfactory quantum reduction scheme for realistic solvents, a pragmatic approach is adopted in this paper in which a set of axioms is imposed on the dynamics. Within this scheme, the solvent induced dynamics are included phenomenologically by a number of dissipative mechanisms. This approach is used as a basis for classifying the relaxation mechanism since the influence of each term can be analyzed separately. The semi-group schoot2 9 -31 provides the basis for a generalized approach towards the description of non-Hamiltonian dynamics. The semi-group condition, i.e., that the evolution will keep the density matrix completely positive and that the evolution will be Markovian is then axiomatically imposed. It has been shown that there is a universal form of the generator for all the possible dynamical semi_groups.29-31 Thus, the semi-group approach provides the most general form of the quantum master equation which is given by
,P+LDP, Within the universal form of the evolution operator Eqs. (3.11) and (3.12), explicit mechanisms for dissipation can be classified. Each choice of dissipative mechanism is uniquely defined by the choice of operators V" in Eq. (3.12). For the molecule in the solvent the following dissipative mechanism are considered.
(l) A solvated molecule will obviously relax to thermal equilibrium. On the ground surface, the vibrational dissipation leading to thennal eqUilibrium can be described by (3.13) where Pij=! <Pi)< <Pj! and <Pk are the vibrational eigenfunction. r is the relaxation matrix which obeys detailed balance: r ij lI'ji= exp ( -j3(E;-E) . Explicit expressions for the coefficients in the relaxation matrix can be obtained in the limit of weak coupling.31.33.36 Such a reduction scheme relates the rate coefficients to the Fourier Laplace transforms of autocorrelation functions of the bath variables coupled to the system. 34 An extension of this approach is to obtain the autocorrelation functions from an MD simulation of the solvent motion. 63 For the solvent studied here, the r matrix will be determined phenomenologically by comparing it to the experiment. This approach can be used to shed light on the specific bath dynamics.
(2) Another obvious relaxation mechanism describes the finite lifetime of the molecules on the excited electronic surface as mostly due to radiationless transitions and spontaneous emission. The dissipative terms can be described bv Eq.
(3.13) with Pjj=S+ and Pjj=S_. .
(3) One of the characteristics of a heavy molecule in a much lighter solvent, is that the heavy molecule is subject during its dynamics to many uncorrelated collisions from the lighter solvent molecules. This scenario can be described by a Gaussian random process. These mechanisms are characterized by the operator Va being Hermitian. (4) The same type of Gaussian random process can lead to electronic dephasing with the dissipative operator:
This operator represents decay of the correlation between the two electronic surfaces without any population transfer Zo;(P g ) =0. These terms can be interpreted as generated by solvent induced fluctuations in the transition frequency. This is the most simple Markovian assumption. The total physical construction of a direct product between a nuclear vibrational mode and the electronic surfaces resembles the Brownian oscillator model ll ,65 with the difference that the upper surface is dissociative and the semiclassical approximation is not used.
(5) A Gaussian random process can also describe phase fluctuation in the excitation light. If phase fluctuations are the dominant source of noise in the field it has been shown by Agarwal 66 that such a dissipative process can be described as an additional contribution to the rate coefficient Y z in Eq. The influence of the lield fluctuations on the process for short pulses is an import,mt one, and the brief discussion here does not address the problem of "colored" noise which has an influence on the outcome of the experiment.
Within the impulsive excitation limit, during the pulse only the electronic dephasing terms are important. After the pulse is over, the other dissipation terms contribute to the dynamics.
B. The two level approximation within the density operator picture
The impulsive approximation can be cast into the Liouville-von Neumann formulation of density operators. The approximation is based on the product of the Liouville propagator in analogy to Eq. (2.13): The propagator (3.18) is applied to a thermal initial state: Po = P g® e -f3H,. Then for the first of the product terms one obtains: (3.22) This result is obtained because the equilibrium state is stationary under the propagation of $1 . The operation generated by $2 becomes: Finally, combining all the products of the propagator, the density operator after the pulse becomes:
(cos 2 flt+cos 2 0 sin 2 flt)p2 (3.25) The ground surface density can be obtained by multiplying Eq. (3.25) by the projection operator P g . This leads to results similar to Eq. (2.25). The general solution including dissipation can still be obtained in closed form but is very complicated. 36 , 5l Equation (3.25) is too involved to be used directly as an interpretive tool. Instead, a numerical diagonalization procedure for the operation of $3 including the dephasing terms is used which allows to obtain semi-analytic results.
Several general trends concerning the influence of dissipation can be drawn on the creation of the "hole." Figure 11 shows this effect for a 7T pulse. 1\vo mechanisms are considered: electronic dephasing and amplitude fluctuations in the field. Because of separation of timescales, vibrational dephasing has only a minor effect during the pulse. As could be expected, the dissipative terms fill up the "hole" and decrease the localization of the "hole" in phase space. A quantitative measure of this decrease in coherence will be given in Sec. IV.
IV. THE DYNAMICAL "HOLE"
Understanding the full versatility of the pump-probe experiment, is assisted by characterizing the coherence created on the ground surface. This characterization can be accomplished by an orthogonal decomposition of the ground surface density p (t f) into a static part and into a dynamical part: (4.1) where ps=e-{3H g is the equilibrium stationary density operator, and the scalar product between operators is defined: (.A.B) =tr{AtB}. This definition casts the full dynamics of the density operator including the dissipative relaxation leading to full thermal equilibrium. For the RISRS experiment this is usually the initial density operator Po. The decomposition can be done by requiring that the dynamical part Pd is orthogonal to the stationary density Ps. This leads to the overlap functional: It is important to prove that the dynamical "hole" is not a pure state even when wavefunction dynamics apply, i.e., for an initially pure state Po=/t/tg(O»(t/tg(O)j, and for a non-dissipative evolution. In this particular case, the overlap function becomes: c= (o/g(tj)lo/g(O) . Then the dynamical "hole" becomes:
which is not a pure state since it is not a projection:
This then shows that the concepts of an "anti-wavepacket" or "pure-hole" created on the ground surface by the impulsive excitation are misleading.
When a vibrational period is a small fraction of Tl a more illuminating decomposition of the density operator than Eq. (4.1) is appropriate. This amounts to eliminating all the invariants of the Hamiltonian from Pt:
where Pn= 10/,,>< 0/,,1 and 0/" are the energy eigenfunction.
For this decomposition, p~ has no diagonal elements in the energy representation, and is therefore traceless. In the calculations on 13' it was found that practically, the differences between the two definitions of the dynamical "hole" are not large. TI1e implication of this is that the observable changes in the transient absorption are due mainly to the 1ight induced coherence, and not to redistribution of populations between vibrational levels. It should be emphasized that this scenario need not apply for a cold or narrow initial vibrational distribution. In such a case substantial differences between the two definitions Pd and p~ will exist. In particular Pd represents all differential transition changes which arise from dissipation to the asymptotic thermal ensemble.
A quantitative measure of the created coherence is an impoltant tool in the analysis. The integrated square density of the dynamical "hole" creates a natural definition of this measure:
The Joss of coherence can be compared to the spreading of the amplitude in phase space due to dephasing, by observing the autocorrelation function:
For an harmonic system without dissipation, the autocorrelation function will reconstruct every period. For anharmonic systems, the cycle of revival can go through many vibrational periods. The orthogonal decomposition defining the dynamical "hole" Pd creates a different operator than that obtained from the perturbation expansion op.57 As a simple example examining Eq. (2.25) one observes that o/g(tf) is not orthogonal to o/g(O) even for weak fields. The dynamisal "hole" Pd is also different from the doorway operator D g defined by Van and Mukamel. ll , 12 This state is derived through a second order perturbation expansion in the field, and is not orthogonal to p(O).
v. FULL SIMULATION OF A PUMP-PROBE EXPERIMENT
The combination of a general theory which i.dentifies the generators of the dynamics, of interpretive tools, and of the ability to numericaIly solve the Liouville von Neumann equation, makes it possible to simulate the pump-probe experiment. The use of the numerical scheme allows a complete simulation of the pump~probe experiment given the potentials, the pulse shape, and the relaxation scheme. One can then compare the integrated power absorption by the system to the experimental signal.
A numerical scheme has been developed for solving the time dependent Liouville equation fo~ a time dependent Hamiltonian with dissipative temls. 4 6,41 In this study, the same method is used with the modification of the rotating wave approximation. This modification allows an increase in the time step without loss of accuracy. The propagation in time employed a polynomial expansion of the superevolution equation. A different expansion was used when the interaction with the radiation was turned on. The expansion was cast as a Newton interpolation polynomial. The sampling points when the tleld was on were based on a uniform approximation in the complex eigenvalue space. 48 For the dark propagation, the sampling points were calculated by finding the eigenvalues of a truncated Krylov space of order 10. The results of both methods converged to an accuracy of 10-6 • In the calculation, both electronic Eq. (3.16) and vibrational dissipation Eq. (3.14) are operative. The time scale for the electronic relaxation parameter was chosen as 5 1' 8 and for the vibrational dissipative dephasing 930 fs. The choice of relaxation parameter is too short as compared to the limitations imposed by the absorption linewidth. 60 f8 Gaussian pump and probe pulses were used. 'DJC initial density wa<; a mLxed state describing a thermal ensemble of molecules at 300 K. The parameters of the calculation are summarized in Table 1 the coherence measure defined in the previous section will be demonstrated in the simulation.
A. The pump pulse
The formation of the "hole" during the pump pulse is shown for example in Fig. 2 . The creation of ground surface vibrational coherence induced by the pump pulse is accompanied by a buildup of the coherence measure as demonstrated by the initial rise of W in Fig 12. The pump field amplitude used in the simulation corresponds to 1.1 l' pulse conditions on resonance for the 60 fs pulse. The total depletion of the ground surface population in these conditions is 8%.
Electronic dissipating terms effect the creation of the dynamical "hole" Pd' This effect can only be calculated by solving for the density operator. The filling of the "hole" leads to a more diffuse distribution in phase space (cf. Fig.  11 ). The coherence measure quantifies this effect. Figure 13 shows the dependence of the W on the inverse rate of 'electronic dephasing l/'Y~. A monotonic increase to the dissipationless asymptotic value is observed.
The influence of the pulse energy on the induced coherence has been studied. In the impulsive limit, the effect of the pulse energy on the coherence measure starting from v = 2 is shown in Fig. 14 . The coherence measure increases monotonically up to values of integrated phase of 21'. A study of intensity effects on the RlSRS process for short pulses has been published elsewhere.
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B. Dissipative dynamics
The dynamics of the "hole" Pd can be studied directly. Figure 15 shows phase space snapshots of the dynamical "hole" at different time delays after the pump pulse. Note that the phase space distribution consists of balanced positive and negative parts since the integrated phase space volume of the "hole" is zero [Eq. (4.4) P~ is traceless]. The dynamics are influenced by the ground surface Hamiltonian and the vibrational dissipation. The ground surface Hamiltonian rotates the distribution in phase space, a full cycle corresponds to one vibrational period (frames b-f of Fig. 15 ). The dissipative terms eliminate the "hole" by smoothing it out. In the present case, having induced the dynamical "hole" in a thermal stationary state, the major effect of dissipation is vibrational dephasing which manifests itself in ablatering the lobe and anti-lobe of the dynamical "hole" while they undergo circular motion in phase space. Had the dynamical "hole" been induced in a highly vibrationally excited and nonequilibrium state, as in the TRISRS experiment I7 • 18 the lobes would spiral towards the origin due to efficient energy dissipation to the solvent. For the parameters chosen to simulate the symmetric stretch of 13', due to vibrational dissipation the hole is eliminated almost completely after a few vibrational periods.
In Fig. 12 the decrease in the coherence measure during this period is apparent. The decay of ~5tr{p~} is then fit to a single exponential with a time constant 1'g=930 fs. This is the time constant of vibrational dephasing used in the simulation cf. Eq. (3.14). The coherence measure is directly a functional of the dynamical hole and is able to capture the essence of the relaxation phenomena filtering out the vibrational modulation. This demonstrates the quantitative relevance of the coherence measure to the actual dynamics.
C. The probe pulse
The experimental observable for the probe pulse is the total amount of power absorbed. This observable can be related to a window function in a similar fashion to Eq. (2.33):
(5.1) Since Eq. (5.1) is linear, the experimental observable which is the transient absorption can be calculated directly from the "hole" density Pd' In the impulsive limit without dissipation, this becomes Eq. (2.34). For weak probe pulses the window function 9T can be related to the window operator of Yan and Mukamel. Il.I2 Figure 10 compares the window function with electronic dissipation to the one without dissipation using impulsive conditions. The figure clearly shows that the dissipation reduces the sensitivity of the experiment by decreasing the resolution in coordinate space.
A full simulation of the probe signal in a pump-probe absorption experiment is shown in Fig. 12 . The modulations are fit to an exponentially decaying sin function. The decay time, 960 fs, agrees with the decay time of the coherence measure. This again demonstrates the utility of this quantity. It is important to stress that the ability to directly measure the rate of vibrational dephasing from the decay of oscillations in optical density is not at all trivial.
The development of numerical tools to fully simulate the pump probe experiment can be utilized to study specific effects. Figure 16(b) demonstrates the effect of vibrational dephasing on the probe signal creating a decay. The electronic dephasing, Fig. 16(a) , in contrary to the vibrational dephasing, is effective only when the pulse is on since only then the two surfaces are coupled. Thus there is a combined effect from the influence on both the pump and probe processes. The result is that the amplitude of the probe signal modulations is quenched relative to the signal bleach [cf. Fig. 16(a) ]. Large electronic dephasing results in a smaller amplitUde to bleach ratio in good correlation with the decrease in the coherence measure g:2 (cf. Fig. 13) .
A different type of probe is obtained, if after the pulse propagates through the medium it is dispersed and its spectrum is compared to the spectrum of a reference pulse. 6 ,7 In general this problem is quite difficult since it requires the solution of both Maxwell's and Schrodinger's equations simultaneously. The difficulty is lessened if the absorption process takes place in a thin sample and the pulse is only slightly depleted. Also in accordance with the rest of this work, it is assumed that the dipole created by the pump pulse has decayed by the time the probe pulse has arrived. In order to relate the observation to a molecular property, the absorbed power represented by Eq. (3.6) is integrated. The total amount of energy absorbed from the field becomes: and using the Fourier transform of the field €( w), the energy absorption can be written as
This suggests the decomposition of energy to frequency components:
Normalizing each frequency component to the energy density of the pulse leads to the expression:
c. delay between the 60 fs pump and a 6 fs probe pulse. The calculation includes electronic and vibrational dephasing mechanisms with the parameters used to simulate the experiment (Table I ). The modulation of the signal with the vibrational frequency is evident as well as the decay of the signal due to vibrational dephasing. Another option for probing the transient motion is to collect the dispersed emission after the probe has propagated through the medium. The emission is a consequence of the induced dipole or polarization created by the probe pulse which continues to radiate even after the pulse is over. The emission is proportional to the acceleration of the dipole observable ()2(fi®S.,,)fBt2.68 This leads to the expression for the dispersed emission: Pulse duration 60 fs. The propagation parameters are given in Table 1 .
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Since interest is in the transient features, the static dispersed emission is subtracted from the transient one. Figure 18 shows Ll<T.,(w) as a function of the time delay between the pump and probe pulses with the parameters used to simulate the experiment (Table I ). The same molecular quantity, the instantaneous dipole which governs all light matter interactions appears again in Eq. (5.6). Since this quantity is modulated by the dynamics of the "hole," all spectroscopic probes will show similar behavior.69
D. Comparison with the experimental results
Pump probe experiments on I; in various polar solvents were carried out using 308 nm pulses. A detailed description of the experimental setup and the photodissociation dynamics has appeared elsewhere. s Probing at 308 nm is predominately sensitive to the ground surface dynamics of I; . Figure   19 shows the transient transmission signal for 308 nm pump and probe in water and Ethanol solution. Initial optical densities of the solutions used for these experiments was approximately 0.7 for water and 0.4 for ethanol at the pump frequency. In both solvents, a bleach at time zero is followed by decaying modulations with the symmetric stretch frequency of I;. The zero of time in these scans was determined as the center of the rise of the signal. The average change in the ground surface population induced by the pump is estimated from the absolute change in optical density to be 10%. Convoluted fits generated by a nonlinear least squares method are depicted along with the data. The experimental points were fit to the functional form: where both pump and probe pulses are squared hyperbolic secant functions, with 65 fs FWHM. The fitting function is given by
The parameters of the decaying sine function are shown in Fig. 19 . The decay time of the modulations is solvent dependent, reflecting different vibrational dissipation times. The influence of the pump pulse power on the signal was studied experimentally. At low excitation fluencies, the signal was found to depend linearly on this parameter. Typical peak power was 2X 1010 W/cm 2 which is much below the dielectric breakdown. At high excitation fluencies, the signal deviates from linearity due to saturation effects. The power in these cases is above 7r pulse conditions. This is accompanied by a quenching of the amplitude to bleach ratio. The results presented in Fig. 19 are on the verge of the linear regime of the signal. Figure 20 compares the results of the full simulation of the pump-probe experiment (Fig. 12) with the experimental results in ethanol. The exponentially decaying sine function affords a good fit to both the measured and calculated signals, allowing the extraction of various molecular and solvent dependent parameters. The frequency of the experimental and simulated spectral modulation matches the ground state symmetric stretch frequency. The absolute phase of the spectral modulations reflects the position in phase space of the coherent "hole" and is identical within experimental error to the simulations. Finally the decay rate of the spectral modulation allows the extraction of a dephasing constant assumed in the simulation to be due to purely vibrational dephasing. Identifying the decay rate with changes of the co!J.erence measure in the molecular system has been verified ini Fig. 12. Figure 19 shows that the vibrational dissipative dephasing rate of water is faster than for ethanol by almost a factor of two.
The ratio of the modulation amplitude to the bleach, is an additional potentially informative experimental observable. i\S seen in Fig. 20 , the calculated result deviates from the experimental one. In the experiments, this ratio is on the order of 0.25. In the calculations, an effort was made to check the effect of various parameters on this ratio. The value obtained without dissipation is on the order of 2. Electronic dephasing quenches this ratio as demonstrated in Fig.  16 . A rapid electronic dephasing time of 3 f8 gives rise to a ratio of 0.4. This is still larger than the experimental result. Therefore additional mechanisms that will effect this ratio have to be considered. Vibrational dephasing also contributes, for 'Yz of 5 fs the ratio is 0.77, adding 'YgUJ~ of 960 fs the ratio changes to 0.5. The non-ideality of the laser pulse used in the experiment was also considered as the source of this discrepancy. The first obvious parameter that effects the coherence, is the pulse length. At two different limits the coherence is expected to be totally quenched. A weak delta function pulse will remove popUlation from all ground state configurations homogeneously and will not create a dynamic "hole." On the other hand, excitation with a pulse which is on the order of the vibrational period leads to substantial ground state vibrational motion during the excitation, resulting in loss of the vibrational coherence. A calculation with 90 fs pump and probe pulses, and ' Yo of 5 1'8, gives an amplitude to bleach ratio of 0.53, still substantially larger then the experimental result.
As mentioned in Sec. III A (5), phase fluctuations in the field also quench the coherence. Theoretically this phenomena can be treated in the same manner as electronic dephasing. Amplitude fluctuations in the field were simulated according to Eq. (3.17). The result was over quenching of the coherence which gave an amplitude to bleach ratio of 0.02. This small value was a result of the fact that amplitude fluctuations adti<; white noise to the pulse spectrum. The measured pulse spectrum shows only a 30% increase in comparison to the transform limited pulse spectrum. This means that the noise in the light is not the reason for the discrepancy of the amplitude to bleach ratio.
Finally three possible reasons for this discrepancy have still to be considered: (1) pulse propagation through the medium. The dispersive character of the medium and the large optical density of the sample make this a possible reason. (2) The contribution of additional degrees of freedom. A prelimi- The power effect on the amplitude to bleach ratio was also studied in the calculations. Without dissipation, no effect was observed. Inclusion of electronic dephasing, has only a minor effect on the order of 10%, on the amplitude to bleach ratio. Again, additional electronic transitions are known to contribute to this effect. The calculations show that observation of more pronounced intensity effects require shorter pulses than the 65 fs pulses used in the experiments.
VI. DISCUSSION
The purpose of this paper has been to create a consistent framework in which ultrafast pump-probe experiments can be analyzed. The emphasis has been on coherent motion on the ground surface, induced by a strong impulsive pulse, where the concept of the dynamical "hole" unifies the picture. The insight in this field, aimed at unraveling the experimental opportunities in ultrafast spectroscopy has been based on a cumulative effort of many researchers.
Previous analysis of these phenomena have depended heavily on perturbative approaches to the light matter interaction. 6 ,7,9-12,41.42 These approaches are adequate when the changes induced in the material are small. For short and intense pulses it becomes advantageous to describe material evolution using a method that naturally spans the gap from weak fields to strong photochemical conversion, considering all levels of light interaction on equal footing. Such an approach has been ap~ied here based on energy and population balance equations. ,46 This is a first principle theory in the time domain, and provides a workable tool describing the light matter dynamics at all levels of irradiation.
This potential has been demonstrated in the past by a numerical simulation of the ground surface coherent motion in the CsI system. IS The phenomena has also been observed experimentally and simulated for the Naz system. 16 A similar approach was used to simulate pump-probe experiments on the I z system. 19 In the present study a comprehensive treatment of the experimentally controllable parameters has been explored including solvent effects. The idea of an impulsive excitation which is short on the time-scale of nuclear motion has been central to the thinking of almost all researchers in the field. 1 ,2 The use of this idea to derive a theoretical framework has been presented by Cina et at. 66 , S7 and exploited in useful interpretive tools concerning momentum change in single and a pulse pair experiment.
Qualitative understanding of the mechanisms that govern impulsive excitation is gained by the construction of the coordinate dependent two level approximation. At the expense of imposing the impulsive limit, this approach allows one to vividly visualize the photoinduced evolution of the complex system, on the basis of an analytical solvable elementary model. Furthermore the analytical nature of its description has enabled the derivation of useful formulas pertaining to the multi-level problem under study.
An important consequence of the model is the prediction of intensity dependent Rabi cycling in molecules. The 'IT pulse condition creates a dynamical hole in coordinate space while the 2'IT pulse cycles the amplitude back to the ground surface and creates the hole in momentum space. This phenomena is dependent on the impulsive nature of the pulse. From calculations on the Ii system for 60 fs pulses the cycling effects become important only beyond 3'IT conditions. This is because of substantial nuclear dynamics during the pulse. For shorter pulses of less than 20 fs the impulsive limit is reached and the cycling becomes important for smaller intensity ~ 1r pulse conditions. The 60-70 fs pulses, used in the experiments on 13 presented here cannot be treated quantitatively with the assumption of the impulsive limit. This means that a full numerical simulation including dissipative terms have to be conducted, and used to fully analyze the underlying dynamics. As dis- 
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3-10 ps Reorientation TR 10-100 ps cussed above, the cycling effects are not significant in these conditions, although ~ 10% -15% of the population is typically excited. While the simulation is consistent with the experiment, its main purpose is to provide deeper insight into the fine details of the induced dynamics and timescales of the system. (See Table II for a summary of the multitude of time-scales involved in the 13 dynamics.) This insight can then be used as a guide for future experiments employing shorter pulses on this system.
The detailed insight into the creation of the dynamical "hole," its motion on the ground electronic surface, and its detection by the probe pulse, can be utilized to understand and control the evolving chemical system in solution. To be more explicit, consider a study of a thermal ensemble of 13 in solution with the purpose of inferring the interactions of the ion with its solvent. The experimental study can be carried out by first tuning the frequency of the pump pulse to the red or to the blue of the absorption band. In such a fashion, a specific energy band of the thennal ensemble can be set in motion. This will also effect the phase of the coherent motion. Weak excitation pulses are only able to excite within the energy band of the original ensemble. A possible experiment is to create the "hole" beyond the original energy band. This can be done by using strong impulsive pulses with integrated phase above 21T. Such an experiment will probe the relaxation of the coherent mole{;ular vibration as a function of its excitation energy. Calculations with 15 fs pump pulses show that both the phase and frequency components of the signal change with intensity.6? There is experimental evidence from the similar I; system that the rate of relaxation is strongly dependent on the vibrational energy content of the ion. More energetic molecules!? relax faster. A simulation of the TRISRS experiment for the I; system studying the evolution of a nascent photochemical distribution has been presented separately.IS Considering the experimental handles on the probe pulse, tuning the frequency is equivalent to a finite resolution position measurement. The resolution is determined by the duration of the pulse, the potential difference a, and relaxation parameters-primarily the electronic dephasing time. These factors are quantified in the impulsive limit through the window function. In particular, the choice of the probing position close to classical turning points can allow probing of a particular energy band. Tuning the probe frequency through the absorption band will emphasize different harmonics of the fundamental frequency. Positioning the window function between the turning points ensures detection of the dynamical hole twice at every period inducing a contribution of the second hannonic to the modulation. 4 • 5
? Detecting this phenomena depends on the width of the window function.
If extremely strong fields are employed, the theoretical framework used here is not appropriate. The reason is that the field couples the system to the ionization continuum so that the base of the theory, the Born Oppenheimer approximation, breaks down. This also leads to the failure of the dipole approximation for the coupling between the field and the molecule. The study of extremely strong field etlects has not been considered in this work.7o This study also ignores the existence of other excited electronic surfaces. These surfaces can create additional "holes" which will interfere with the ground surface dynamics described above. Another limitation of this study is that it assumes thin samples and therefore neglects changes in the field due to propagation of the pulse in the sample.
It is appropriate to consider the strategy chosen for including the solvent effects on the dynamics. It is the viewpoint of the authors that a full quantum description is essential. In particular such a description for impulsive excitation is crucial for describing interference effects which occur even for massive molecules such as iodine. For example interterence is the source of the momentum shift. Interference effects have been observed experimentally on 12 in the phase-locked pump probe experiments of Scherer et a1. 22 This gives further motivation for using a full quantum description difficult as it may be, as a basis for understanding.
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A great improvement in the present study could be achieved if more degrees of freedom such as the asymmetric stretch and bending modes of I3 and also cage modes could be considered explicitly. If the sole source of electronic dephasing is from nuclear dynamics the system studied here would resemble a single mode Brownian oscillator model. ll ,65 But since the system under study consists of an ion with long range interactions excluding direct electronic dephasing seem unreasonable.
VII. CONCLUSIONS
(a) The impulsive coordinate dependent two level model, creates a language by which dynamics on the ground electronic surface investigated by ultrafast pump-probe experiments can be analyzed and interpreted in a wide range of pulse intensities.
(b) The influence of almost all molecular and solvent parameters have been put into a context which enables the designing of experiments aimed at particular experimental goals.
(c) The dynamical "hole" induced by the pump pulse has been quantified. The term "anti-wavepacket" should be excluded since the "hole" cannot be described as a pure state.
(d) A measure of coherence based on the square norm of the dynamical "hole" has been found to correspond well with the decay of the observed probe signal.
