We present a detailed quantum-statistical analysis of superresolution for optical systems with circular symmetry based on our previous paper ͓Opt. Commun. 264, 9 ͑2006͔͒.We consider as example an imaging system with two Fourier lenses; however, our approach can be easily generalized for more complex paraxial systems with circular symmetry. We present an original and very effective algorithm for numerical evaluation of the circular prolate spheroidal functions, which are the eigenmodes of our system. We investigate in detail the two-dimensional reconstruction point-spread function and provide examples of superresolution for rotationally symmetric and angularly dependent objects. Finally, we investigate the role of the local quantum fluctuations in the superresolution process and evaluate the local noise figure for the reconstruction process.
I. INTRODUCTION
Nowadays, rapid technological development of digital imaging techniques has steered a revival of interest for resolution enhancement in imaging systems. The word "superresolution" is widely used in different contexts and often has different meaning. Unfortunately, this abuse of terminology has created a confusion over the concept of superresolution.
The original idea of superresolution appeared in the 1960s ͓1-7͔ as an attempt to overcome the classical Rayleigh limit of resolution, imposed by diffraction in an optical system. Superresolution is achieved when the spatial Fourier spectrum of the image can be extrapolated outside the transmission band of the imaging system. This out-of-band extrapolation can be performed when one has some prior information about the object-for example, that the object is of a finite spatial extent. Indeed in such a case the spatial Fourier spectrum of the object is an entire analytical function and, therefore, it is completely determined by its part transmitted through the system. The out-of-band extrapolation of the spatial Fourier spectrum is the equivalent of resolution beyond the Rayleigh limit. Let us mention that, in spite of a long history, the concept of superresolution has remained somewhat controversial until now. We refer the interested reader to the recent publication ͓8͔ and the references therein for further details.
In the 1980s, following the rapid development of digital imaging techniques, a new concept of resolution enhancement in digital imaging emerged and was also called "superresolution." However, it is very different from the original idea of superresolution described in the previous paragraph. This method allows one to obtain a high-resolution digital image from several low-resolution digital images using a specific signal-processing technique. The term "digital" reflects the fundamental difference between the two methods.
In modern electronic imaging applications an image is detected by a charge-coupled device ͑CCD͒ or a complementary metal-oxide-semiconductor ͑CMOS͒ sensor constituted by pixels of finite size. The resolution in a detected digital image is determined not only by diffraction in the imaging system, but also by the size of a pixel in the detecting electronic device. Decreasing the size of an individual pixel one increases resolution in the digital image. However, even with infinitely small pixels one can never improve the resolution beyond the Rayleigh limit. It is, therefore, more appropriate to call the second method of resolution enhancement "digital deconvolution" instead of superresolution.
Digital deconvolution techniques use multiple lowresolution digital images of the same object, shifted with respect to each other by a subpixel distance. If the lowresolution images are shifted by integer number of pixels, then each individual image contains the same information about the object and resolution enhancement is impossible. In the case of subpixel shifts the information contained in the individual images is different, and it can be exploited to obtain a high resolution. Recently, such a resolution enhancement approach has been one of the most active research areas in optical imaging ͓9,10͔.
We have made this historical remark in order to underline that we will be concerned with the quantum theory of superresolution in the sense of resolution beyond the Rayleigh limit and not in the sense of "digital deconvolution."
The quantum theory of superresolution was formulated recently in a series of papers ͓11-14͔. This theory establishes the quantum limit of superresolution as the ultimate limit imposed by the quantum nature of light. The quantum theory of superresolution is a natural part of quantum imaging, a new branch of quantum optics that investigates the ultimate performance limits of classical imaging, imposed by the quantum theory ͓15͔.
Initially the quantum theory of superresolution ͓12-14͔ was formulated for a one-dimensional case. It is based on special functions, the so-called prolate spheroidal wave functions, which are the eigenmodes of the imaging system. Later on this theory was generalized for two-dimensional systems with circular symmetry ͓11͔. The practical interest of such a generalization is obvious since most of optical systems possess rotational symmetry with respect to the optical axis of the system and have circular pupils. The generalized twodimensional quantum theory of superresolution is based on circular prolate spheroidal functions introduced independently by Slepian ͓16͔ and Heurtley ͓17͔. These functions are the eigenmodes of the two-dimensional imaging system under study and allow for straightforward generalization of the one-dimensional theory.
In this paper we present a detailed quantum-statistical analysis of the quantum limits of superresolution in twodimensional systems with circular symmetry, obtained by computational reconstruction of objects from diffractionlimited images. In Sec. II we give a brief resume of the quantum theory of superresolution developed in Ref. ͓11͔ . In Sec. III we present an original algorithm for numerical evaluation of the circular prolate spheroidal functions, based on decomposition over the Zernike polynomials. In Sec. IV we introduce the reconstruction point-spread function which characterizes superresolution obtained in the reconstructed object. We evaluate numerically this function for a given signal-to-noise ratio in the detected image. We also illustrate the potential of our superresolution method with two generic objects, one with rotational symmetry and another containing the third angular harmonic. In Sec. V we introduce the local characteristics such as local signal-to-noise ratios in the original and the reconstructed objects, and the local noise figure, in order to illustrate the role of the spatial quantum fluctuation in superresolution. We summarize our results and give an outlook for the future in Sec. VI.
II. QUANTUM THEORY OF OPTICAL SYSTEMS WITH CIRCULAR SYMMETRY
In this section we shall give a brief resume of the twodimensional quantum theory of superresolution developed in Ref.
͓11͔.
The scheme of two-dimensional coherent optical imaging is shown in Fig. 1 . We assume that an object is located in the object plane with transverse coordinates x 1 , x 2 , within a circle of the radius R 0 . This a priori information about localization of the object is necessary for application of the superresolution theory. The first lens L 1 performs the spatial Fourier transform and creates the spatial Fourier spectrum of the object in the pupil plane with coordinates y 1 , y 2 . A circular pupil of the radius R is placed in the pupil plane. The second lens L 2 creates a diffraction-limited image in the image plane ͑x 1 , x 2 ͒. Because of the circular symmetry of the system, it is appropriate to use the polar coordinates. Let us introduce the polar coordinates r , in the object and image planes and the polar coordinates , in the pupil plane, as follows:
In what follows we shall use the dimensionless coordinates s = r / R 0 in the object and image plane and = / R in the pupil plane ͑see Fig. 1͒ . The dimensionless photon annihilation operators in the object, pupil, and image planes are denoted, respectively, as â ͑s , ͒, f͑ , ͒, and ê͑s , ͒. These operators obey the commutation relations ͓â ͑s,͒,â † ͑sЈ,Ј͔͒ = 1 s
͑2.2͒
and similarly for ê͑s , ͒. They are normalized so that ͗â † ͑s , ͒â͑s , ͒͘, for example, gives the mean photon number per unit dimensionless area in the object plane. Similar normalization holds for the pupil and image planes. In terms of dimensionless variables s and the Fourier transform performed by the lens L 1 reads as
where c = 2 f RR 0 is the space-bandwidth product of the imaging system.
In the quantum theory of the imaging system from Fig. 1 we have to find a unitary transformation of the electromagnetic field operators from the object plane into the pupil plane. This unitary transformation will naturally take into account the vacuum field component outside the support area of the object. Once obtained for the first Fourier lens L 1 , this transformation can be used for the second Fourier lens L 2 . Moreover, having a quantum transformation for a single Fourier lens, our theory can be easily generalized for more complicated optical systems containing more than two Fourier lenses.
We shall expand the photon annihilation operators into Fourier series with respect to the angular variables as
͑2.4͒
and similarly for f͑ , ͒. The expansion operator-valued coefficients â m ͑s͒ are obtained as
Substituting Eq. ͑2.4͒ into Eq. ͑2.3͒ we obtain the following relation between the Fourier coefficients f m ͑s͒ and â m ͑s͒:
where J m ͑x͒ is the mth-order Bessel function of the first kind. The one-dimensional quantum theory of superresolution was formulated in terms of prolate spheroidal wave functions ͓12,13͔. In the two-dimensional case for optical systems with circular pupils the appropriate basis is given by the circular prolate spheroidal functions m,k ͓16,18͔. They are defined as the eigenfunctions of the finite Hankel transform: 
͑2.9͒
To obtain the canonical transformation of the photon annihilation and creation operators from the object into the pupil plane in Fig. 1 we shall use the same technique as in the one-dimensional case. Precisely, we shall split the radial coordinates s and into two regions, the "core," s ഛ 1 and ഛ 1, corresponding to the support area of the object and the transmission area of the pupil, and the "wings," s Ͼ 1 and Ͼ 1, outside these areas. The orthonormal sets in these regions of the object plane are given by
The orthonormal set ͕ m,k ͑s͖͒ is complete on the interval 0 ഛ s ഛ 1 in the Hilbert space of the square-integrable functions:
͑2.11͒
for 0 ഛ s , sЈ ഛ 1 and arbitrary m. This allows us to write the coefficients â m ͑s͒ of the annihilation operators in the object plane as
͑2.12͒
In this expression as well as in the next expression below the last terms are added in order to satisfy the commutation relations ͑2.2͒. However, these terms are orthogonal to the expansion over the circular prolate spheroidal functions and will not appear further in the theory. A similar expression can be written for the Fourier coefficients f m ͑͒ in the pupil plane:
͑2.13͒
Here â 
and similarly for b m,k , f m,k , and ĝ m,k .
Using the property of the circular prolate spheroidal functions ͓18͔,
we arrive at the following relations between the photon annihilation operators of the prolate modes in the object and pupil planes,
These relations describe the unitary transformation of the photon annihilation operators in the core and winds areas of the object plane into the equivalent areas in the pupil plane. It is easy to check that this transformation preserves the commutation relation of the annihilation and creation operators. Let as evaluate the operator-valued coefficients â m,k ͑r͒ in the reconstructed object â ͑r͒ ͑s , ͒, the superscript ͑r͒ indicating "reconstructed." For this we shall assume that we can measure the photon annihilation operators f͑ , ͒ in the pupil plane within the transmission area of the pupil. This kind of measurement can be performed using a homodyne detection technique and an sensitive CCD camera with properly chosen size of pixels. Using Eqs. ͑2.13͒, ͑2.14͒, and ͑2.17͒ we obtain the operator-valued coefficients â m,k ͑r͒ of the reconstructed object as
In the following we shall consider Eq. ͑2.19͒ as a definition of the reconstructed object coefficients â m,k ͑r͒ . As seen from Eq. ͑2.19͒, the reconstruction of the input object is not exact because of the second term in Eq. ͑2.19͒ with annihilation operators b m,k responsible for the vacuum fluctuations of the electromagnetic field in the area outside the object. The role of these vacuum fluctuations becomes more and more important as one attempts to reconstruct ever higher coefficients â m,k due to the factor ͱ ͑1− m,k ͒ / m,k . This factor becomes rapidly excessively large for each value of the angular index m, after the index k has attained some critical value, leading to rapid "amplification" of the vacuum fluctuations in the reconstructed object. Using Eq. ͑2.19͒ we can write a field operator â ͑r͒ ͑s , ͒ of the reconstructed object as follows:
The numbers M and L of terms in the sums depend on the signal-to-noise ratio in the scheme as will be explained in Sec. IV.
III. EVALUATION OF THE CIRCULAR PROLATE SPHEROIDAL FUNCTIONS
The circular prolate spheroidal functions m,n ͑s͒ are closely related to the "generalized prolate spheroidal functions" N,n ͑x͒ investigated by Slepian ͓16͔. The latter were defined as the eigenfunctions of the integral equation
͑3.1͒
with the eigenvalues ␥ N,n . Both Eq. ͑3.1͒ and the integral equation ͑2.7͒ for the circular prolate spheroidal functions are difficult to solve numerically, because they are typical examples of the so-called "ill-posed problems." Slepian has shown that N,n ͑x͒ are the eigenfunctions of the generalized spheroidal differential equation and has provided an algorithm for their numerical calculations in terms of the Gaussian hypergeometric function. Below we shall follow the same strategy in order to calculate numerically two sets of functions, m,n ͑s͒, orthonormal on the interval 0 ഛ s ഛ 1, and m,n ͑s͒, orthonormal on 0 ഛ s Ͻϱ. However, instead of using the Gaussian hypergeometric function we shall expand the circular prolate function in series of the radial Zernike polynonials.
Following Slepian, it can be easily demonstrated that the functions m,n ͑s͒ are the eigenfunctions of the differential equation
͑3.2͒
with the eigenvalues m,n ͑c͒. For c = 0, Eq. ͑3.2͒ is the differential equation for the radial Zernike polynomials ͓19͔ R m+2n m ͑s͒ with the eigenvalues m,n ͑0͒ = ͑m +2n͒͑m +2n +2͒. The circle Zernike polynomials are a set of orthogonal polynomials that arise in the expansion of the optical wave front in imaging systems with circular pupils. These polynomials were first introduced by Zernike ͓20͔ and since then have been extensively discussed in the literature ͑see, for example, Ref. ͓21͔͒. The circle polynomials of Zernike are polynomials V n m ͑x , y͒ in two real variables x , y expressed in the polar coordinates x = s cos , y = s sin in the form
with integer values m and n such that n ജ 0, ͉m͉ ഛ n, and n − ͉m͉ is even. Here the radial functions R n m ͑s͒ are known as the radial Zernike polynomials. They are defined as ͓21͔
for m ജ 0. Those with m Ͻ 0 are obtained as R n −m ͑s͒ = R n m ͑s͒. The radial Zernike polynomials have the symmetry property R n m ͑−s͒ = ͑−1͒ m R n m ͑s͒. The radial polynomial R n m ͑s͒ is of degree n with the lowest power equal to ͉m͉, and is an even or odd polynomial according to as ͉m͉ is even or odd. These polynomials satisfy the orthogonality relation
For general c we expand the circular prolate spheroidal functions m,n ͑s͒ in a series of the radial Zernike polynomials R n m ͑s͒ as
Substituting this expansion into Eq. ͑3.2͒ and using the following property of the radial Zernike polynomials ͓22͔, we obtain the three-term recurrence relation for the expansion coefficients ␣ k ͑m,n͒ :
where
We have used the software Mathematica ͓23͔ to solve the truncated set of equations ͑3.8͒. The first 3 ϫ 6 circular prolate spheroidal functions m,n ͑s͒ with 0 ഛ m ഛ 2 and 0 ഛ n ഛ 5 for c = 1 are shown in Fig. 2 . The second set of the circular prolate spheroidal functions m,n ͑s͒, orthonormal on the interval 0 ഛ s ഛϱ, is evaluated by using Eq. ͑2.7͒, which can be rewritten as
The integral is easily calculated using the expansion ͑3.6͒ and the following property of the radial Zernike polynomials ͓22͔:
To evaluate the eigenvalues we use the property m,n ͑s͒ = ͱ m,n m,n ͑s͒. We find the eigenvalues m,n as m,n = ͓ m,n ͑1͒ / m,n ͑1͔͒ 2 . The method gives very good agreement with the results in Ref. ͓16͔. Let us note that our method of calculation of the circular prolate spheroidal functions is close to that described in Ref. ͓24͔ . However, we find that the radial Zernike polynomials are more natural expansion basis than that of the Gaussian hypergeometric functions used in ͓24͔. Indeed, for c = 1, as mentioned above, Eq. ͑3.2͒ for the circular prolate spheroidal functions becomes just the equation for the radial Zernike polynomials.
IV. IMAGING AND RECONSTRUCTION POINT-SPREAD FUNCTIONS
Similarly to the one-dimensional case considered in Ref. ͓13͔, we shall characterize the performance of superresolution in the two-dimensional case in terms of the imaging and the reconstruction point-spread functions ͑PSFs͒. These functions were defined in Ref. ͓11͔ for the scheme shown in Fig. 1 . In this section we shall briefly recall these definitions and investigate in detail the properties of these functions. In particular, we shall study the question of the superresolution factor for higher angular harmonics in the input object.
The imaging point-spread function appears as the impulse function in the integral equation relating the classical complex amplitude a͑s , ͒ of the field in the object plane with the complex amplitude e͑s , ͒ of the image plane:
In this equation we have used the fact that the classical input object is located within the unit disk ͉sЈ͉ ഛ 1 in the object plane. The imaging PSF h͑s , sЈ , − Ј͒ represents the image at the point s ជ = ͑s , ͒ in the image plane from a pointlike source at the point s ជ Ј= ͑sЈ , Ј͒ in the object plane. For translationally invariant or isoplanatic systems the impulse response depends on the difference s ជ − s ជ Ј. Moreover, because of the circular symmetry of the optical system, the imaging PSF in our scheme depends only on the modulus ͉s ជ − s ជ Ј͉ = ͱ s 2 + sЈ 2 −2ssЈ cos͑ − Ј͒. It can be easily evaluated as
͑4.2͒
We shall expand the imaging PSF h͑s , sЈ , − Ј͒ into the Fourier series with respect to the angular variable − Ј as
͑4.3͒
The angular coefficients h m ͑s , sЈ͒ in this expansion have the symmetry properties h −m ͑s , sЈ͒ = h m ͑s , sЈ͒ and h m ͑s , sЈ͒ = h m ͑sЈ , s͒. They can be explicitly evaluated as 
͑4.4͒
Substituting the Fourier expansion of the classical amplitudes a͑s , ͒ and e͑s , ͒ from Eq. ͑2.4͒ into Eq. ͑4.1͒ we obtain the following relation between the expansion coefficients a m ͑s͒ and e m ͑s͒:
We shall consider this relation between the angular Fourier components of the object and the image fields as onedimensional imaging equations with angular imaging PSF functions h m ͑s , sЈ͒. Let us note that the latter are not translationally invariant contrary to the case studied in Ref. ͓13͔ . This approach will allow us to introduce below the superresolution factors for individual angular components of the object field and to obtain more detailed characteristics of superresolution for the systems with circular symmetry. For the reconstruction process we can write a relation, similar to Eq. ͑4.1͒, between the reconstructed field operator â ͑r͒ ͑s , ͒ and the object field operator â ͑s , ͒. Using Eqs. ͑2.20͒ and ͑2.19͒ we arrive at the result
͑4.6͒
Here the reconstruction PSF h ͑r͒ ͑s , sЈ , − Ј͒ is given by
͑4.7͒
with the following angular decomposition coefficients h m ͑r͒ ͑s , sЈ͒:
͑4.8͒
It appears natural to characterize the superresolution of individual angular components of the object field by comparing the behavior of the angular decomposition coefficients h m ͑s , sЈ͒ of the diffraction-limited PSF with the corresponding coefficients h m ͑r͒ ͑s , sЈ͒ of the reconstruction PSF. In Ref. ͓11͔ we have compared the zero-order coefficients h 0 ͑s , sЈ͒ and h 0 ͑r͒ ͑s , sЈ͒, which characterize superresolution of rotationally symmetric objects, and have introduced the corresponding superresolution factor S 0 . This factor was defined as a ratio of the widths between h 0 ͑0,s͒ and h 0 ͑r͒ ͑0,s͒ at their half-maxima. Here we shall follow the same approach for introducing the superresolution factor S m for the mth angular component. In Fig. 3 we show the second angular coefficients h 2 ͑ 1 2 , s͒ and h 2 ͑r͒ ͑ 1 2 , s͒, the latter one calculated with L = 3 in Eq. ͑4.8͒. Let us notice that, contrary to the angular coefficients with m = 0, all angular coefficients with m Ͼ 0 are identically zero for s =0 or sЈ = 0. Therefore, we have decided to fix one of the arguments at the half distance between the origin and the radius of the object support region-i.e., at s = 1 2 . This corresponds physically to choosing the input object with only one nonzero angular coefficient a 2 ͑s͒ in Eq. ͑4.5͒
as a narrow ␦-like annulus with radius s = 1 2 . The superresolution factor S 2 , defined as the ratio of the widths between these two functions at their half-maxima, is equal to S 2 =8.
As follows from Eqs. ͑4.7͒ and ͑4.8͒, the shape of the reconstruction PSF h ͑r͒ ͑s , sЈ , − Ј͒, which determines, in particular, the radial and the angular superresolution, depends on the number M and L of terms included in the sums ͑4.7͒ and ͑4.8͒. As these numbers grow infinitely, M, L → ϱ, the reconstruction PSF tends to the two-dimensional ␦ function,
͑4.9͒
and we have unlimited superresolution. However, this ideal situation is never realized practically due to the second term in Eq. ͑4.6͒. Indeed, when M, L → ϱ, this term grows infinitely and the signal-to-noise ratio in the reconstructed object tends to zero. Therefore, in practical situation one has to choose a compromise between the degree of superresolution in the reconstructed object and degradation of the signal-tonoise ratio. This compromise will determine the number of angular and radial terms M and L in Eqs. ͑4.7͒ and ͑4.8͒. In order to estimate these numbers we shall compare the signalto-noise ratios in the input and the reconstructed objects. Let us define the integral signal-to-noise ratio in the input object as
is the total mean number of photons in the input object and ͗͑⌬N ͒ 2 ͘ its variance. We define similarly the integral signalto-noise ratio R ͑r͒ in the reconstructed object. The deterioration of the signal-to-noise ratio in the reconstructed object in comparison to that in the input object is described by the integral noise figure F,   FIG. 3 
which is commonly used in the literature. Because the signal-to-noise ratio R ͑r͒ in the reconstructed object is always smaller than that in the input object, the noise figure is always larger than unity. We shall use the usual assumption that the minimum value of R min ͑r͒ that allows for reconstruction of the object is unity. This condition gives us the maximum noise figure F max = R corresponding to the maximum superresolution.
Let us consider an input object in a coherent state. In this case ͗â ͑s , ͒͘ = a͑s , ͒, ͗â † ͑s , ͒â͑s , ͒͘ = ͉a͑s , ͉͒ 2 , and ͗â † ͑s , ͒â † ͑sЈ , Ј͒â͑sЈ, Ј͒â͑s , ͒͘ = ͉a͑s , ͉͒ 2 ͉a͑sЈ , Ј͉͒ 2 , where a͑s , ͒ is the classical complex amplitude. The signalto-noise ratio R is equal to the mean total photon number in the input object:
͑4.13͒
For the signal-to-noise ratio R ͑r͒ in the reconstructed object we obtain the result
͑4.14͒
where a m,k are the expansion coefficients of the classical angular amplitudes a m ͑s͒ over the circular prolate spheroidal functions m,k ͑s͒. In order to estimate the number of terms M and L in Eq. ͑4.14͒ for a given total mean number of photons ͗N ͘, we shall approximate the numerator of Eq. ͑4.14͒ by ͗N ͘ 2 and the denominator by ͗N ͘ / M−1,L−1 . Here we use the
This approximation is justified by the fact that the high-order eigenvalues m,k decrease extremely rapidly with k and m and, therefore, the main contribution into the sum in denominator comes from the last term with m,k = M−1,L−1 . Setting R ͑r͒ = 1 gives us the esti-
͑4.15͒
This estimate means that to evaluate the reconstructed object as a decomposition over the angular harmonics exp͑im͒ and the circular prolate spheroidal functions m,k ͑s͒, we have to keep in the sum over m and k only terms with m,k
As an illustration, we shall consider an example with ͗N ͘ =10 16 . This corresponds, for example, to an imaging experiment with a laser beam at = 1064 nm, an optical power of 1 W, and an observation time of 0.3 ms. In Table I we have given the first eigenvalues m,k for the case of the space-bandwidth product c = 1. One can see from this table that the value M is different for different radial indices k-i.e., M = M͑k͒. For higher angular indices m the eigenvalues m,k decrease more rapidly and one has to keep less radial terms for a given signal-to-noise ratio. Physically this means that radial superresolution of higher-order angular harmonics is more difficult to achieve than for the lowerorder harmonics. In Fig. 4 we show a contour plot of the reconstruction PSF h ͑r͒ ͑s , sЈ , − Ј͒ obtained from Eq. ͑4.7͒, keeping in the sums over m and k only the terms from Table  I, . In order to illustrate the offaxial behavior of h ͑r͒ ͑s , sЈ , − Ј͒ we have chosen three different positions of the input pointlike object at Ј= 0 and sЈ = 0 , 0.5 and 0.75. One can observe that when the input pointlike object approaches the boundary of the support disk, ͉sЈ ͉ = 1, the angular distribution of the reconstruction PSF broadens, while the radial distribution becomes somewhat more narrow.
We shall close this section with graphical illustrations of superresolution in reconstruction of two generic objects, one with rotational symmetry and another containing some angular field components.
As a first example of a rotationally symmetric object, we have chosen a narrow Gaussian annulus with radius s =1/ 2:
with = 10. The normalization constant A 0 is chosen so as to satisfy Eq. ͑4.13͒. The corresponding contour plot of the field distribution in the object plane in given in Fig. 5͑a͒ . We indicate in this figure a dark circle of the unit radius corre- sponding to the object support area. In Fig. 5͑b͒ we show the contour plot of the field distribution in the image plane ͑see Fig. 1͒ for the case of the space-bandwidth product equal to c = 7. A larger value of the space-bandwidth product c =7 compared to the case c = 1 allows us to diminish the diffraction spread of the image for better visualization of the results. One can see that the diffraction-limited image is almost uniform within the support area ͉s͉ ഛ 1 and the annulus has completely disappeared. Figure 5͑c͒ shows the reconstructed object with eight circular prolate spheroidal functions 0,k ͑s͒, corresponding to L = 8. Obviously in this case we have M = 1 because of the rotational symmetry. This situation corresponds to the signal-to-noise ratio equal to ͗N ͘ =10 16 . One can see from Fig. 5͑c͒ that in the reconstructed object we have recovered the annulus with the correct radius s =1/ 2 and the width slightly larger than in the original object.
For the second example of an object containing angular components we have taken the same Gaussian annulus modulated with the third angular Fourier component:
with the same = 10. The normalization constant A 3 is calculated similarly to A 0 in Eq. ͑4.16͒. The corresponding contour plot in the object plane in given in Fig. 6͑a͒ . Figure 6͑b͒ gives the contour plot of in the image plane for the same space-bandwidth product c = 7. In this case also the diffraction-limited image is almost uniform within the support area ͉s͉ ഛ 1. Figure 6͑c͒ shows the reconstructed object for the signal-to-noise ratio equal to ͗N ͘ =10 23 . In the reconstructed object we have recovered the annulus with the correct radius s =1/ 2 and the three angular components at the price of a much higher signal-to-noise ratio.
V. LOCAL QUANTUM FLUCTUATIONS IN THE RECONSTRUCTED OBJECT
In the previous section we introduced the integral characteristics such as the signal-to-noise ratio and the noise figure related to the reconstruction process as a whole. They have allowed us to estimate the number of basis functions to be kept in the decomposition of the reconstructed electromagnetic field. However, for the imaging applications it is more natural to deal with the local, spatially dependent quantities, instead of the integral ones. Therefore, in this section we shall introduce the local signal-to-noise ratio in the input and the reconstructed objects as well as the local noise figure. Similar quantities have been recently used in the literature for a description of quantum fluctuations in the noiseless amplification of optical images such as, for example, in Ref.
͓15͔, Chap. 7, and we refer the reader to this reference for more details.
In order to introduce the local mean number of photons and its variance, we shall assume that the input and reconstructed objects are detected by an efficient CCD camera with discrete pixels of size S d . Assuming for simplicity that the quantum efficiency of such a camera is equal to unity, the mean number of detected photoelectrons is equal to that of photons. We shall consider the mean number of photons, collected from a pixel with the area S d located at the point s ជ = ͑s , ͒ in the object plane, as the signal
and its variance ͗͑⌬N ͑s ជ͒͒ 2 ͘ as the noise, with the local signal-to-noise ratio R͑s ជ͒ in the input object defined as
͑5.2͒
The equivalent local signal-to-noise ratio in the reconstructed object will be denoted as R ͑r͒ ͑s ជ͒, and the local noise figure F͑s ជ͒ is given by
In order to characterize the role of local quantum fluctuations on the reconstruction process we shall evaluate the local noise figure and illustrate it numerically for some particular example.
To simplify the formulas we shall use a usual assumption that the quantum fluctuations in both the input and reconstructed objects are relatively small compared with the mean field. This will allow us to linearize the field operator â ͑s ជ͒ into the sum of a classical part a͑s ជ͒, corresponding to the mean field, and a small quantum fluctuation ⌬â ͑s ជ͒: â ͑s ជ͒ = a͑s ជ͒ + ⌬â ͑s ជ͒.
͑5.4͒
Below we shall assume that a͑s ជ͒ is real. Moreover, we shall assume that the size of the pixel S d is small with respect to a typical spatial feature in the input object. This assumption will allow us to replace the integration over the pixel area S d FIG. 5 . Contour plot of the original object from Eq. ͑4.16͒ ͑a͒, its diffraction-limited image ͑b͒, and the reconstructed object ͑c͒ in the dimensionless polar coordinates s , . The space-bandwidth product is c = 7 and ͗N ͘ =10
16
. The dark circle of the unit radius gives the object support area.
FIG. 6. Contour plot of the original object from Eq. ͑4.17͒ ͑a͒, its diffraction-limited image ͑b͒, and the reconstructed object ͑c͒ in the dimensionless polar coordinates s , . The space-bandwidth product is c = 7 and ͗N ͘ =10
23
by multiplication in the integrals involving the object field as the integrand. Using these approximations we easily obtain the local signal-to-noise ratio R͑s ជ͒ for the input object in a coherent state as This result together with Eq. ͑5.5͒ gives us the local noise figure F͑s ជ͒ as follows:
Using Eq. ͑4.6͒ for â ͑r͒ ͑s ជ͒ we finally arrive at the following result for the local noise figure:
Note that the local noise figure is independent of due to the rotational invariance. Similarly to the integral noise figure, considered in the previous section, the local noise figure F͑s ជ͒ is always larger than unity. We shall assume that the minimum value of the local signal-to-noise ratio in the reconstructed object R min ͑r͒ ͑s ជ͒, which allows for reconstruction of the object, is unity. This condition gives us the maximum value of the local noise figure F max ͑s ជ͒ = R͑s ជ͒, which corresponds to the maximum superresolution.
In Fig. 7͑a͒ we show the normalized curve R͑s͒ of the local signal-to-noise ratio in the input object for the case of an object with rotational symmetry from Fig. 5 . The curve R͑s͒ is normalized to its maximum value at s =1/ 2, equal to S d A 0 2 -i.e., R 1 ͑s͒ = R͑s͒ / ͑S d A 0 2 ͒. In the same figure we present the normalized local noise figure F 1 ͑s͒ = F͑s͒ / ͑S d A 0 2 ͒. In Fig.  7͑b͒ we give the ratio F 1 ͑s͒ / R 1 ͑s͒ in order to determine the region on the radial axis where one obtains the maximum local superresolution corresponding to the minimum of this ratio. As follows from Fig. 7͑b͒ , this region is localized around the maximum of the intensity of the input objecti.e., around the point s =1/ 2. When one departs from this point, the superresolution factor deteriorates.
VI. CONCLUSIONS AND OUTLOOK
We have presented a detailed quantum-statistical analysis of superresolution for a two-dimensional coherent optical system with a circular diaphragm in the Fourier plane. The diaphragm acts as a spatial filter absorbing high-spatialfrequency Fourier components from the input object and is the physical origin of the diffraction-limited resolution in the system. It is nevertheless possible to partially recover the absorbed spatial Fourier components of the object using a priori information about localization of the object within a finite-size area in the form of a disk. We use the circular prolate spheroidal functions as a basis of decomposition for the input object and the spatial Fourier spectrum detected within the transmission area of the diaphragm. The problem of reconstruction of the absorbed spatial Fourier components ͑superresolution͒ belongs to the class of the so-called "illposed problems," and is ultimately limited by the quantum fluctuations in the detected spatial Fourier spectrum. Our analytical estimations and numerical simulations indicate that the quantum limit of superresolution in this kind of systems depends on two parameters: the signal-to-noise ratio and the space-bandwidth product, characterizing the number of degrees of freedom of the input object in terms of the diffraction-limited resolution area. Comparing the present results with our previous results for the one-dimensional case we can expect that in the two-dimensional case reasonable superresolution is achievable for moderate space-bandwidth products between unity and ten for realistic signal-to-noise ratios. FIG. 7 . The normalized local signal-to-noise ratio R 1 ͑s͒, the normalized local noise figure F 1 ͑s͒ ͑a͒ and the ratio F 1 ͑s͒ / R 1 ͑s͒ ͑b͒.
As the outlook for the future, we consider two possible generalizations of our theory. The first one is from a lownumerical-aperture ͑NA͒ case considered in this paper into the high-NA optical systems. This generalization is very important for numerous practical applications in the areas of optical data storage, optical projection lithography, optical microscopy, and many others, using high-NA imaging systems. A recent publication ͓25͔ has shown that the circular prolate spheroidal functions can be used for representations of the point-spread function in the vectorial theory of high-NA systems. We hope that using this basis we should be able to formulate the vectorial quantum theory of superresolution in high-NA coherent optical systems.
The second generalization of the quantum theory of superresolution presented in this paper is from coherent imaging into partially coherent and fully incoherent cases. This problem is very challenging and will be addressed in forthcoming publications.
