Abstract. We introduce a new condition, say the fiber control condition FC, of a 1-Lipschitz map between two metric measure spaces. We prove that if there exists a 1-Lipschitz and measurepreserving map p : X → Y satisfying FC, the curvature-dimension condition of X implies the same condition of Y . Using this new condition, we study the convergence theory for a sequence of metric measure spaces whose dimensions are unbounded.
Introduction
In recent years, the geometry and analysis on metric measure spaces with Ricci curvature bounded from below are actively studied. A notion of Ricci curvature bounded from below, called the curvature-dimension condition CD(K, N), on a metric measure space has been introduced by Lott-Villani [16] and Sturm [19, 20] . The curvature-dimension condition CD(K, N) for K ∈ R and N ∈ [1, ∞] is defined using the optimal transport theory and corresponds to the Ricci curvature bounded from below by K and the dimension bounded from above by N. The class of CD(K, N) includes not only Riemannian geomtries, but also Finsler geometries. In order to isolate Riemannian from Finslerian, AmbrosioGigli-Savaré [4] introduced the Riemannian curvature-dimension condition RCD(K, N) which is stronger than CD(K, N).
The pmG-convergence introduced by Gigli-Mondino-Savaré [10] is one of the convergences of metric measure spaces. Roughly speaking, this convergence is defined as that all metric measure spaces in a given sequence embed to a common metric space isometrically and their embedded measures weakly converges to the (embedded) measure of limit space in the common metric space. Gigli-Mondino-Savaré proved that the pmG-convergence is independent of the choice of embeddings and constructed the distance function metrizing the pmG-convergence on the set of all metric measure spaces. Then they proved many results about the pmG-convergence, for examples, the stability of the curvature-dimension condition, the Mosco convergences of the Cheeger energy functionals and the descending slopes of the relative entropy, the convergence of the heat flows, and the spectral convergence of the Laplacians etc.
The main question of our study is whether we can obtain analogous results for a sequence which does not pmG-converge. It is known that many sequences of metric measure spaces whose dimensions are unbounded do not pmG-converge. For example, the sequence of ndimensional unit spheres {S n (1)} n∈N in R n+1 with the standard Riemannian metric does not pmG-converge. On the other hand, the following phenomenon occurs for sequences of n-dimensional spheres. For n-dimensional spheres S n (r n ) of radii r n > 0, we take an arbitrary point x n ∈ S n (r n ) and define a map p n : S n (r n ) → R by p n (x) := d S n (rn) (x,x n ) − π 2 r n for x ∈ S n (r n ), where d S n (rn) is the Riemannian distance on S n (r n ). We define a metric measure space X n for each n ∈ N by 2 X n := − π 2 r n , π 2 r n , | · |, p n * σ n , where σ n is the normalized Riemannian volume measure on S n (r n ) and p n * σ n is the push-forward measure of σ n by p n . These X n behave the following.
X n does not pmG-convergence otherwise, where * is the one-point metric measure space and γ σ 2 the 1-dimensional centered Gaussian measure on R with variance σ 2 . In the case that r n / √ n → K, the Ricci curvature Ric S n (rn) ≡ (n − 1)/(r 2 n ) of S n (r n ) converges to the weighted Ricci curvature Ric (R,|·|,γ K 2 ) ≡ 1/K 2 of the 1-dimensional Gaussian space (R, | · |, γ K 2) of variance K 2 . Moreover, for k = 0, 1, 2, . . ., the k-th (up to multiplicity) eigenvalue k(k +n−1)/(r 2 n ) of the Laplacian on S n (r n ) converges to the k-th eigenvalues k/(K 2 ) of the weighted Laplacian on (R, | · |, γ K 2 ) (see [17, Section 2] ). Therefore we expect our main question to be able to solve for n-dimensional spheres.
From the observation of n-dimensional spheres, we consider the above question in the general setting. Let {X n } n∈N be a sequence of metric measure spaces satisfying CD(K, ∞) and Y a metric measure space. We assume that there exist metric measure spaces Y n pmG-converging to Y and 1-Lipschitz maps p n : X n → Y n such that p n * m Xn = m Y . In order to relate X n to Y n , the assumptions of 1-Lipschitz continuity and measure-preservability of p n are natural (Gromov [11, Chapter 3 1 2 . 15.] called this relation the domination of Y n by X n ). Under this setting, what is a condition of p n in order that Y satisfies CD(K, ∞) and what is it for the convergence of the Cheeger energy functionals, the descending slopes of the relative entropy, and the heat flows? The pmGconvergent case corresponds p n to be isometric. Our question includes the question between two metric measure spaces, that is, the question which we find a condition of a 1-Lipschitz and measure-preserving map p : X → Y from a metric measure space X satisfying CD(K, ∞) to a metric measure space Y in order that Y satisfies CD(K, ∞).
An answer of a special case for the question between two metric measure spaces has already obtained by Galaz-Galcía, Kell, Mondino, and Sosa [6] . They studied a metric measure space X which a compact Lie group G acts on. They proved that if G acts on X continuously and mm-isomorphically, then the curvature-dimension condition CD(K, ∞) of X implies the same condition of the orbit space X/G. Moreover, they proved the following relation between Cheeger energy functionals on X and X/G under the same assumption. For any L 2 function f on X/G,
where p is the quotient map. Inspired by this result, we obtained an answer of our question. We introduce the following abstract condition of a 1-Lipschitz map. We call this condition the fiber control condition. 
for any two points y, y ′ ∈Ỹ , where {µ y } y∈Y is the disintegration of m X for p and (
Using the fiber control condition, we define a stronger relation between two metric measure spaces than Gromov's domination. We call this the FC-domination. In the framework of Galaz-Galcía, Kell, Mondino, and Sosa, the quotient map p : X → X/G satisfies FC and X FC-dominates X/G. We obtain the following result generalizing the result of Galaz-Galcía, Kell, Mondino, and Sosa.
be two metric measure spaces and p : X → Y a 1-Lipschitz map satisfying FC and p * m X = m Y . Then we have the following (1), (2) , and (3).
(
The idea of proof of Theorem 1.3 (1) is the same as [6, Theorem 3.7] . On the other hand, for the proof of (2), we use a new idea resulting from our new abstract condition. The details of the fiber control condition and Theorem 1.3 are written in the Section 3 in this paper.
We next apply the fiber control condition FC to the convergence theory. By adding the fiber control condition to our setting, we extend the FC-domination to the following asymptotic notion. Note that we need to consider a base pointx n of each metric measure space (X n , d n , m n ) in order to deal with the case of locally finite measures m n . Definition 1.4. Let {(X n , d n , m n ,x n )} n∈N be a sequence of pointed metric measure spaces and (Y, d, m,ȳ) a ponited metric measure space. We say that {X n } n∈N asymptotically FC-dominates Y if there exist a complete separable metric space (Z, d Z ) and maps p n :
The sequence of n-dimensional spheres {S n (r n )} n∈N of radius r n > 0 asymptotically FC-dominates the one-point metric measure space * if r n / √ n → 0 and the 1-dimensional Gaussian space (R, | · |, γ K 2 ) with variance .I]. Note that the pmG limit space of a sequence of metric measure spaces {X n } n∈N is unique if it exists, but {X n } n∈N asymptotically FC-dominates several different spaces in general. For the asymptotic FC-domination, we also obtain the stability of the curvature-dimension condition and the Mosco convergence of the Cheeger energy functionals. Theorem 1.5. Let {(X n , d n , m n ,x n )} n∈N be a sequence of pointed metric measure spaces satisfying CD(K, ∞) for a common number K ∈ R and (Y, d, m,ȳ) a pointed metric measure space. Assume that X n ց Y holds. Then Y satisfies CD(K, ∞) and Ch Xn Mosco converges to Ch Y .
As an application of the Mosco convergence of the Cheeger energy functionals, we obtain the semicontinuity of the spectra of Laplacians on metric measure spaces satisfying RCD(K, ∞). The Laplacian ∆ X on a metric measure space X satisfying RCD(K, ∞) is defined as the selfadjoint linear operator associated with the quadratic form Ch X . We denote by σ(∆ X ) the spectrum of ∆ X . Corollary 1.6. Let {(X n , d n , m n ,x n )} n∈N be a sequence of pointed metric measure spaces satisfying RCD(K, ∞) for a common number K ∈ R and (Y, d, m,ȳ) a pointed metric measure space. Assume that X n ց Y holds. Then we have
that is, for any λ ∈ σ(∆ Y ), there exists a sequence λ n ∈ σ(∆ Xn ) convergent to λ.
The following is the FC-dominant version of Corollary 1.6.
The details of the asymptotic FC-domination and Theorem 1.5 are written in the Section 4 in this paper.
Furthermore, we obtain the Γ-convergence of the descending slopes of the relative entropy. Theorem 1.8. Let {(X n , d n , m n ,x n )} n∈N be a sequence of pointed metric measure spaces satisfying CD(K, ∞) for a common number K ∈ R and (Y, d, m,ȳ) a pointed metric measure space. Assume that
In the pmG-convergent case, Gigli-Mondino-Savaré proved the Mosco convergence of the descending slopes. However, since we do not know a suitable weak convergence of measures in our framework, we do not obtain the Mosco convergence. About the convergence of the heat flows, we obtain a result generalizing the result in the pmG-convergent case. The details about the descending slopes of the relative entropy and the heat flows are written in the last subsection in this paper.
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Preliminaries
In this section, we prepare some basic notions of optimal transport, the Sobolev space, and the curvature-dimension condition on metric measure spaces. We use most of these notions along [10] . As for other details, we refer to [1, 21] for optimal transport, [3, 8] for Sobolev space, and [4, 16, 19] for curvature-dimension condition.
2.1. Metric measure spaces and optimal transport theory. In this paper, (X, d) denotes a complete separable metric space and m a locally finite Borel measure on X with full support, that is, 0 < m(B r (x)) < ∞ for any point x ∈ X and any real number r > 0. Such a triple (X, d, m) is called a metric measure space, or an m.m. space for short. In Section 4, we consider pointed metric measure spaces. We say that a quadruple (X, d, m,x) is a pointed metric measure space, or a p.m.m. space for short, if (X, d, m) is an m.m. space andx ∈ supp m a base point.
We denote by M loc (X) the set of locally finite Borel measures on X and by P(X) the set of Borel probability measures on X. Further we denote by C b (X) the set of bounded continuous functions on X and by C bs (X) the set of all functions of C b (X) with bounded support in X. Then a topology of M loc (X) is defined by the following convergence: a sequence {µ n } ⊂ M loc (X) converges weakly to µ ∈ M loc (X) provided
for any ϕ ∈ C bs (X). In the case where µ n , µ are finite Borel measures (for example, µ n , µ ∈ P(X)), the above condition is equivalent even if we replace C bs (X) with C b (X).
Given two Borel probability measures µ 0 , µ 1 ∈ P(X), we denote by Π(µ 0 , µ 1 ) ⊂ P(X × X) the set of transport plans between them. That means each element π ∈ Π(µ 0 , µ 1 ) satisfies pr i * π = µ i for i = 0, 1, where pr i is the projection to each coordinate and pr i * π is the pushforward of π by pr i .
For two probability measures µ, ν ∈ P(X), the L 2 -Wasserstein distance W 2 between them is defined by
If W 2 (µ, ν) < +∞, then there exists an optimal transport plan attaining the infimum. We denote by P 2 (X) the set of Borel probability measures on X with finite second moment. Then (P 2 (X), W 2 ) is a complete separable metric space and it is called the L 2 -Wasserstein space of X.
2.2.
Sobolev space on metric measure spaces. Let (X, d) be a complete separable metric space and I ⊂ R a non-trivial interval. A curve γ on X defined on I means a continuous map γ : I → X. By C(I; X), we denote the space of curves on X defined on I. We endow this space with the uniform distance and then C(I; X) is a complete separable metric space.
Let p ∈ [1, +∞] be an extended real number. We define a class AC p (I; X) of curves on X in the following. A curve γ ∈ C(I; X) is the element of AC p (I; X) if and only if there exists f ∈ L p (I) satisfying
for any s, t ∈ I with s < t. If p = 1, then γ satisfying (2.1) is called an absolutely continuous curve and we write AC(I; X) as AC 1 (I; X). For each curve γ ∈ AC(I; X), it is well-known that there exists a minimal function, in the a.e. sense, of f satisfying (2.1). This is called the metric derivative of γ and is known to be provided by the following:
+∞ otherwise
for any γ ∈ C(I; X). The map E 2 is lower semicontinuous and then AC 2 (I; X) is a Borel subset of C(I; X). For t ∈ I, a continuous map e t : C(I; X) → X is defined by e t (γ) := γ(t).
We consider a curve µ : I → P 2 (X) on the Wasserstein space (P 2 (X), W 2 ). We often write µ t as µ(t).
Proposition 2.1. Let µ ∈ AC(I; (P 2 (X), W 2 )) and π ∈ P(C(I; X)) satisfy e t * π = µ t for any t ∈ I. Then, it holds that (2.4)
It is shown in [15] that there exists π ∈ P(C(I; X)) satisfying equality of (2.4).
Proposition 2.2 ([15, Theorem 5]). For any µ ∈ AC
2 (I; (P 2 (X), W 2 )), there exists π ∈ P(C(I; X)) such that e t * π = µ t for any t ∈ I, and (2.5)
Let (X, d, m) be an m.m. space.
Definition 2.3 (Test plan)
. We call π ∈ P(C([0, 1]; X)) a test plan provided that there exists a constant C > 0 such that e t * π ≤ Cm for any t ∈ [0, 1], and (2.6) 
for any test plan π ∈ P(C([0, 1]; X)). We denote by S 2 (X, d, m) the space of all Borel measurable functions on X whose weak upper gradients belong to L 2 (X, m).
, it is known that there exists a unique minimal function, in the m-a.e. sense, of weak upper gradients of f . This is called the minimal weak upper gradient of f and is denoted by |Df | w , that is, for any weak upper gradient g, it holds that
for m-a.e. x ∈ X.
is a Banach space, however it is not a Hilbert space in general. Thus there is not always the Dirichlet form on L 2 (X, m) associated with the Sobolev space W 1,2 (X, d, m). Instead of the Dirichlet energy, we consider the following Cheeger energy, which is not neccesarily quadratic. We define the Cheeger energy functional Ch :
The functional Ch is lower semicontinuous and convex.
2.3. Curvature-dimension conditions. Let (X, d, m) be an m.m. space. The relative entropy functional Ent m :
+∞ otherwise for µ ∈ P(X). We denote by D(Ent m ) the set of all µ ∈ P(X) satisfying Ent m (µ) < +∞. The following two properties are most important in this paper among the several basic properties of Ent m .
• Let Y be a complete separable metric space and p : X → Y a Borel measurable map such that p * m ∈ M loc (Y ). Then, for any µ ∈ P(X), it holds that
• The map P(X) × P(X) ∋ (m, µ) → Ent m (µ) is jointly lower semicontinuous with respect to weak convergence in the two variables. We note that this property holds only for m ∈ P(X). The condition of Ricci curvature bounded from below on an m.m. space (X, d, m) is provided the following.
Definition 2.6 (Infinitesimally Hilbertian). An m.m. space (X, d, m) is said to be infinitesimally Hilbertian if the Cheeger energy functional Ch :
holds for any two functions f, g ∈ L 2 (X, m). It follows that X is infinitesimally Hilbertian if and only if the Sobolev space
and is infinitesimally Hilbertian.
3. Fiber control condition
m. spaces and p : X → Y a 1-Lipschitz map between them. In this section, we introduce a new condition to give Y some geometric properties of X via p. We call this condition the fiber control condition. In order to define the fiber control condition, we consider the disintegration of m X obtained by the following disintegration theorem.
Theorem 3.1 (Disintegration theorem). Let X, Y be two complete separable metric spaces and p : X → Y a Borel measurable map. Then, for any Borel measure µ on X satisfying p * µ ∈ M loc (Y ), there exists a family {µ y } y∈Y of probability measures on X such that
Moreover, {µ y } y∈Y is unique in the p * µ-a.e. sense. 
for any two points y, y ′ ∈Ỹ , where {µ y } y∈Y is the disintegration of m X for p.
The condition FC is independent of the choice of versions of the disintegration {µ y } y∈Y . If p satisfies FC, then the mapỸ ∋ y → µ y ∈ P 2 (X) is isometric in the sense of (3.2). Moreover, sinceỸ is dense on supp (p * m X ), this map extends to an isometric map on supp (p * m X ). This implies that there exists a version of the disintegration {µ y } y∈Y ⊂ P 2 (X) of m X such that for any two points y, y ′ ∈ supp (p * m X ),
We say that this version is canonical and often consider the canonical version of the disintegration of m X in the case where p satisfies FC.
The following is a special case of the condition FC. and there exists a Borel subsetỸ ⊂ Y satisfying p * m X (Y \Ỹ ) = 0 such that µ y belongs to P 2 (X) for any y ∈Ỹ and there exists a Borel measurable map ψ yy ′ : p −1 (y) → p −1 (y ′ ) satisfying that for any two points y, y ′ ∈Ỹ ,
where {µ y } y∈Y is the disintegration of m X for p. We need the following lemma for the proof of this proposition.
Lemma 3.6. Let p : X → Y be a 1-Lipschitz map. Then, for any µ 0 , µ 1 ∈ P 2 (X), their push-forwards p * µ 0 , p * µ 1 both belong to P 2 (Y ) and we have
In other words, the map
is a 1-Lipschitz map with respect to W 2 .
Proof. We first prove that p * µ belongs to P 2 (Y ) for any µ ∈ P 2 (X). We take any pointx ∈ X and putȳ := p(x). Since p is 1-Lipschitz,
which implies p * µ ∈ P 2 (Y ). We next prove (3.5). We take any µ 0 , µ 1 ∈ P 2 (X). Let π ∈ P(X × X) be an optimal transport plan for W 2 (µ 0 , µ 1 ). We see that (p × p) * π is a transport plan between p * µ 0 and p * µ 1 . In fact, since
Therefore,
(3.5) is obtained. This completes the proof.
Proof of Proposition 3.5. Let {µ y } y∈Y be the disintegration of m X for p. Suppose that p satisfies SFC. Then we find a Borel subsetỸ ⊂ Y and Borel measurable maps ψ yy ′ :
, and ψ yy ′ satisfies (3.3) and (3.4) for all y, y ′ ∈Ỹ . We take any two points y, y ′ ∈Ỹ and fix them. It suffices to prove (3.2). We set π yy
On the other hand, we may assume that µ y (X \ p −1 (y)) = 0, that is, p * µ y = δ y for all points y ∈Ỹ . Therefore, by Lemma 3.6,
This proves (3.2). The proof is completed. 
that is, for each y ∈ Y , we identify p −1 (y) = {y} × Z with Z and consider C −1 m Z as a measure on p −1 (y). We first prove that µ y belongs to P 2 (Y × lq Z) for any y ∈ Y . We take any point (ȳ,z) ∈ Y × Z and fix it. Then, by the assumption of C −1 m Z ∈ P 2 (Z),
which implies µ y ∈ P 2 (Y × lq Z). We next prove that there exists a Borel measurable map ψ yy ′ : p −1 (y) → p −1 (y ′ ) satisfying (3.3) and (3.4) for any y, y ′ ∈ Y . We take any two points y, y ′ ∈ Y and define ψ yy ′ :
Let us prove (3.3) and (3.4) for this ψ yy ′ . For any Borel subset A ⊂ Z,
which implies (3.3). Moreover, for any (y, z) ∈ p −1 (y) = {y} × Z,
which implies (3.4). This completes the proof.
Warped products in the framework of m.m. spaces are defined and studied by [9, 12] et al. A projection from warped products is an example satisfying FC. We define warped products along [9] . We need to assume that two m.m. spaces defining the warped product of them are intrinsic metric spaces and at least one of them has finite measure.
Let
For any two points x, x ′ ∈ Y ×Z, we denote by Adm(x, x ′ ) the set of all curves γ = (α, β) on Y ×Z joining x and x ′ such that α, β are absolutely continuous curve on Y, Z respectively. We define a pseudo-metric for any y ∈ Y , where q y := q| {y}×Z is the quotient map restricted on {y} × Z and µ 0 is an arbitrary probability measure on Y × w Z. Then, since p * m w (Y \Ỹ ) = 0, we see that {µ y } y∈Y is the disintegration of m w for p. We write ν y as the measure C −1 m Z on {y} × Z. We have µ y = q y * ν y for any y ∈Ỹ . We prove that µ y belongs to P 2 (Y × w Z) for any y ∈Ỹ . In the same way as in the proof of Lemma 3.7, taking into account ν y ∈ P 2 (Z) for any y ∈ Y , we have
for any y ∈Ỹ and any fixed point (ȳ,z) ∈ Y × Z. This means µ y ∈ P 2 (Y × w Z) for any y ∈Ỹ . We next prove (3.2). Given two points y, y ′ ∈Ỹ , we take the Borel measurable map ψ yy ′ : {y} × Z → {y ′ } × Z used in the proof of Lemma 3.7, that is, for (y, z) ∈ {y} × Z,
We set π yy ′ := (q y × (q y ′ • ψ yy ′ )) * ν y and then have π yy ′ ∈ Π(µ y , µ y ′ ). Therefore,
On the other hand, by Lemma 3.6, we have
These imply (3.2). The proof is completed.
The projection from an m.m. space to an orbit space by an action of a compact group is an important example satisfying FC. By the following Lemma 3.10, our study of the condition FC is related to the study of [6] .
Let (X, d, m) be an m.m. space and G a compact (topological) group. Let G × X ∋ (g, x) → gx ∈ X be an isometric action of G on X. Then, the distance function d X/G on the quotient space X/G is defined by space and G a compact group. An action G × X ∋ (g, x) → gx ∈ X is said to be mm-isomorphic if for every g ∈ G, the map X ∋ x → gx ∈ X is an isometry preserving the measure m.
Lemma 3.10. Let (X, d, m) be an m.m. space and G a compact group. Let G × X ∋ (g, x) → gx ∈ X be a continuous and mm-isomorphic action on X. Then, the projection p :
Proof. It follows from the definition of d X/G that p is 1-Lipschitz. Let us prove that p satisfies FC. Let h be the (two-side invariant) Haar probability measure on G. For each x ∈ X, we define a map ϕ x : G → X by ϕ x (g) := gx for g ∈ G and define a measure h x ∈ P(X) by h x := (ϕ x ) * h. Since h is the Haar measure, if p(x) = p(x ′ ), then we have h x = h x ′ . Thus, for any y ∈ X/G, we define a measure h y on P(X) by h y := h x for any point x ∈ p −1 (y). We see that p * h x = δ y for any y ∈ X/G. Moreover, since each orbit is compact by the compactness of G, we see that h y belongs to P 2 (X) for any y ∈ X/G. It is sufficient to prove that for any y, y ′ ∈ X/G,
holds and, for any Borel measurable function f :
holds. (3.14) and (3.15) imply that p satisfies FC with the canonical disintegration {h y } y∈X/G . We first prove (3.14). We take any two points y, y ′ ∈ X/G and fix them. By Lemma 3.6, we have W 2 (h y , h y ′ ) ≥ d X/G (y, y ′ ). We prove the opposite inequality. Since G is compact, there existx ∈ p −1 (y) and
We set π yy ′ := (ϕx × ϕx′) * h, which is a transport plan between h y and h y ′ . Then, since the action of G is isometric,
Thus we have (3.14). We next prove (3.15). We take any Borel measurable function f : X → [−∞, +∞] and fix it. Let {µ y } y∈X/G be the disintegration of m for p. Then, since the action of G preserve the measure m,
which implies (3.15). This completes the proof.
A 1-Lipschitz map p : X → Y satisfying FC induces a nice pullback of a probability measure on Y . From now on, we assume that p : X → Y is a 1-Lipschitz map satisfying FC unless otherwise stated. Definition 3.11 (Pullback of measure). Let ν ∈ P(Y ). The pullback measure p * ν ∈ P(X) of ν by p is defined by
for any Borel subset A ⊂ X.
It follows from the definition of the pullback measure p * ν that for any Borel measurable function f : X → R,
Remark 3.12. For a function f : Y → R, the pullback function p * f : X → R of f by p is defined by p * f := f • p naturally.
Proposition 3.13. Let ν ∈ P(Y ). We have the following (1) -(3).
If ν is absolutely continuous with respect to p * m X , then
Proof. We first prove (1). Given a Borel subset B ⊂ Y , it holds that
This means p * (p * ν) = ν. We next prove (2) and (3). We assume ν = ρ · (p * m X ). For any Borel subset A ⊂ X,
The proof is completed.
Lemma 3.14. Let ν 0 , ν 1 ∈ P 2 (Y ). Then, their pullback measures p * ν 0 , p * ν 1 both belong to P 2 (X) and
holds. In other words, the map
is isometric with respect to W 2 .
Proof. We take any two measures ν 0 , ν 1 ∈ P 2 (Y ) and fix them. Let us first prove that p * ν 0 , p * ν 1 belong to P 2 (X). Since the disintegration {µ y } y∈Y of m X is included in P 2 (X), we have
2 dp
for i = 0, 1 and for any two fixed pointsx ∈ X andȳ ∈ Y . This implies that p * ν 0 , p * ν 1 belong to P 2 (X). Let us next prove (3.18). The inequality
follows from Proposition 3.13 (1) and Lemma 3.6. We prove the opposite inequality. Let π ∈ P(Y ×Y ) be an optimal transport plan for W 2 (ν 0 , ν 1 ). By Aumann's measurable choice theorem (see [5] ), there exists a family {π yy ′ } (y,y ′ )∈Y ×Y of probablity measures on X ×X such that the map Y ×Y ∋ (y, y ′ ) → π yy ′ (A) ∈ [0, 1] is Borel measurable for any Borel subset A ⊂ X × X and π yy ′ is an optimal transport plan for W 2 (µ y , µ y ′ ) for π-a.e. (y, y ′ ) ∈ Y × Y . (In Aumann's theorem, it is easy to check the Borel measurability of
where P(X 2 ) has the weak topology, from (3.2).) We define a measurẽ π ∈ P(X × X) by for any Borel subset A ⊂ X × X. We see thatπ is a transport plan between p * ν 0 and p * ν 1 . In fact, we have
for any Borel subset A ⊂ X, where pr 0 is the projection to the first coordinate. This means pr 0 * π = p * ν 0 and we obtain pr 1 * π = p * ν 1 in the same way. Thusπ is a transport plan between p * ν 0 and p * ν 1 . Then, 20 we have
By this, we obtain (3.18). The proof is completed.
3.2. FC-domination and curvature-dimension condition. In [6] , it proved that if a compact Lie group G acts on an m.m. space X continuously and mm-isomorphically, then the curvature-dimension condition
of X implies the same condition of the orbit space X/G. The purpose of this section is to generalize the results in [6] to our following framework. → gx ∈ X be a continuous and mmisomorphic action on X. Then X FC-dominates X/G.
We are now in a position to prove Theorem 1.3, which is divided into Theorems 3.18, 3.19, 3.20 and Corollary 3.21 below.
Theorem 3.18 is a result for CD(K, ∞) which is not stated in [6] . However the idea of proof is same as [6, Theorem 3.7 ] so that we can prove a result for strong CD ( * ) (K, N). Proof. There is a 1-Lipschitz map p : X → Y satisfying FC and p * m X = m Y . We take any two measures
Let ρ 0 , ρ 1 be the densities of ν 0 , ν 1 with respect to m Y respectively, that is, ν i = ρ i m Y for i = 0, 1. Then, by Lemma 3.14 and Proposition 3.13 (3), p * ν 0 , p * ν 1 both belong to P 2 (X) ∩ D(Ent m X ). Since X satisfies CD(K, ∞), there exists a W 2 -geodsic µ : [0, 1] ∋ t → µ t ∈ P 2 (X) joining p * ν 0 and p * ν 1 such that for any t ∈ [0, 1],
We set ν t := p * µ t ∈ P 2 (Y ) for any t ∈ (0, 1). Let us prove that ν : [0, 1] ∋ t → ν t ∈ P 2 (Y ) is a W 2 -geodsic joining ν 0 and ν 1 satisfying (2.13). By Proposition 3.13 (1), we have
for i = 0, 1. Combining Lemma 3.6, the definition of W 2 -geodesic, and Lemma 3.14 yields that for any s, t ∈ [0, 1],
On the other hand, by the triangle inequality,
which implies that for any s, t ∈ [0, 1], 
which implies that ν satisfies (2.13). Therefore, we see that Y satisfies CD(K, ∞). The proof is completed. 
We prove the following theorem using Theorem 3.19 before we prove Theorem 3.19. Proof. We take any two functions f, g ∈ L 2 (Y, m Y ). Let us prove that
Since their pullback functions p * f, p * g belong to L 2 (X, m X ) and Ch X is a quadratic form, it holds that
Thus, by Theorem 3.19, we have
This completes the proof.
Combining Theorem 3.18, Theorem 3.20 proves the following. We prove Theorem 3.19. We use a new technique to prove this theorem. We writeX,Ỹ as C([0, 1]; X), C([0, 1]; Y ) respectively for simplicity. Moreover, we set a mapp :X →Ỹ byp(ξ) := p • ξ for any curve ξ ∈X. The mapp is 1-Lipschitz with respect to the uniform distance. We first obtain the following proposition.
holds for m X -a.e. x ∈ X. In particular, for any f ∈ L 2 (Y, m Y ), we have
Proof. We take any f ∈ W 1,2 (Y, d Y , m Y ) and fix it. For the proofs of p * f ∈ W 1,2 (X, d X , m X ) and (3.23), it suffices to prove
for any test plan π ∈ P(X) on X. We take any test plan π ∈ P(X) and fix it. Then the measurep * π ∈ P(Ỹ ) is a test plan on Y . In fact, since π is a test plan, there exists a constant C > 0 such that
Moreover, it holds that
which implies thatp * π is a test plan on Y . Thus, by the definition of |Df | w , it holds that
This implies
It is sufficient to show the opposite inequality of (3.24) for the proof of Theorem 3.19. We prepare the following to prove it. From now on, we assume that the assumption of Theorem 3.19 holds ture. Let {µ y } y∈Y be canonical disintegration of m X for p.
We take any curve γ ∈ AC 2 ([0, 1]; Y ) ⊂Ỹ . We consider the curve µ γ : [0, 1] ∋ t → µ γ(t) ∈ P 2 (X). Since we have
for any s, t ∈ [0, 1], the curve µ γ belongs to AC 2 ([0, 1]; (P 2 (X), W 2 )) and |μ γ |(t) = |γ|(t) holds for L 1 -a.e. t ∈ [0, 1]. Thus, by Proposition 2.2, there exists a measure η γ ∈ P(X) such that
Since e t •p = p • e t for each t ∈ [0, 1], we have (e t ) * p * η γ = δ γ(t) for each t ∈ [0, 1]. This impliesp * η γ = δ γ ∈ P(Ỹ ). By Aumann's measurable choice theorem (see [5] ), whenever we take a probability measure π onỸ , there exists a family {η γ } γ∈Ỹ of probability measures onX such that the mapỸ ∋ γ → η γ (A) ∈ [0, 1] is Borel measurable for any Borel subset A ⊂X and, for π-a.e. γ ∈Ỹ , the measure η γ satisfies (3.25) and (3.26) .
From this discussion, we regard the family {η γ } γ∈Ỹ ⊂ P(X) as a "nice" lift of the disintegration {µ y } y∈Y ⊂ P(X) of m X . Using this family {η γ } γ∈Ỹ , we are able to lift all test plans onỸ toX. Proposition 3.23. Let π ∈ P(Ỹ ) be a test plan on Y . We define a measurep * π ∈ P(X) by
for any Borel subset A ⊂X. Thenp * π is a test plan on X and satisfies
Proof. Let π ∈ P(Ỹ ) be a test plan on Y . By the definition of a test plan, there exists a constant C > 0 such that e t * π ≤ Cm Y for any t ∈ [0, 1]. We first prove that
By the definition ofp * π and (3.26), we see that
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We obtain (3.28). We next prove that e t * (p * π) ≤ Cm X for any t ∈ [0, 1]. We take any t ∈ [0, 1]. Then, for any Borel subset A ⊂ X,
which implies e t * (p * π) ≤ Cm X . Thus, we see thatp * π is a test plan on X. Moreover, we see thatp * π satisfiesp * (p * π) = π in the same way as in the proof of Proposition 3.13 (1) . The proof is completed.
, we apply Lemma 3.24 to the function f := p * h. Then g coincides with h and
holds for m Y -a.e. y ∈ Y . For the proof of Theorem 3.19, it suffices to prove (3.31). However, we use the stronger formula (3.30) in the next section.
Proof of Lemma 3.24. We take any
for any test plan π ∈ P(Ỹ ) on Y . We take any test plan π ∈ P(Ỹ ) on Y and fix it. By Proposition 3.23, the measurep * π defined by (3.27) is a test plan on X. By the definition of |Df | w , we have
Moreover, taking e t * η γ = µ γ(t) into account, we have
In order to prove (3.32), it suffices to prove (3.33) , d Yn , m Yn ,ȳ n )} n∈N such that (1) for any n ∈ N, X n FC-dominates Y n with preserving base point, that is, there exists a 1-Lipschitz map p n : X n → Y n with FC such that p n * m n = m Yn and p n (x n ) =ȳ n , (2) Y n pmG-converges to Y .
Proof. We first assume X n ց Y and prove the latter condition. There exist a complete separable metric space (Z, d Z ) and maps p n : X n → Z in Definition 4.1. We define the p.m.m. space Y n by (4.1)
for each n ∈ N. It is easy to see that these Y n satisfy (1) and (2) of the latter condition. We conversely assume the latter condition. There exists a sequence of p.m.m. spaces {(Y n , d Yn , m Yn ,ȳ n )} n∈N satisfying (1) and (2) . Since Y n pmG-converges to Y , there exist a complete separable metric space (Z, d Z ) and maps ι n : Y n → Z, ι : Y → Z such that ι n and ι are isometric embeddings, and ι n * m Yn converges weakly to ι * m, and ι(ȳ n ) converges to ι(ȳ). Since X n FC-dominates Y n with preserving base point, there exists a 1-Lipschitz map q n : X n → Y n satisfying FC, q n * m n = m Yn , and q n (x n ) =ȳ n . We define the map p n : X n → Z by p n := ι n • q n . The map p n is a 1-Lipschitz map satisfying FC, p n * m n = ι n * m Yn , and p n (x n ) = ι(ȳ n ). Thus we have X n ց Y . Proof. Let p n : Y × lq Z n → Y be the natural projection for each n ∈ N. By Lemma 3.7, the map p n is a 1-Lipschitz map satisfying FC. Moreover, we see that p n * (m ⊗ m n ) = (m n (Z n )) m and p n ((ȳ,z n )) =ȳ. These imply Y × lq Z n ց Y . Let S n (r) be the n-dimensional sphere in R n+1 of radius r > 0, d S n (r) the Riemannian distance function on S n (r) and σ n the normalized Riemannian volume measure on S n (r) with respect to the standard Riemannian metric on S n (r). We take any pointx n ∈ S n (r) and fix it. We consider the p.m.m. space (S n (r), d S n (r) , σ n ,x n ). The following is a more specific example of Proposition 4.5. The sequence {Y × lp S n (1)} n∈N does not pmG-converges to Y . The pmG-convergence may be unsuitable for the case that the dimension diverges to infinity. The asymptotic FC-domination includes some sequences of p.m.m. spaces whose dimensions are unbounded like Example 4.6. It is known that such sequences may converge with respect to the concentration topology introduced by Gromov in [11] . The sequence {Y × lp S n (1)} n∈N converges to Y with respect to the concentration topology.
The following example is of another type.
Example 4.7. Let (R, | · |, γ, 0) be the pointed 1-dimensional Gaussian space, that is, (R, | · |) is the 1-dimensional Euclidean space and γ is defined by
|x| 2 dx.
Then we have (S
Proof. In Definition 4.1, we define Z, ι by Z := R, ι := id R respectively and define p n :
We see that p n * σ n converges weakly to γ (see [18, Lemma 3.9] ). We define a p.m.m. space I n by (4.3) We see that S n ( √ n) is isomorphic to I n × w S n−1 ( √ n) as p.m.m. space and p n corresponds to the projection from S n ( √ n) to I n if the fixed
Therefore, by Lemma 3.8, the map p n is 1-Lipschitz and satisfies FC. This completes the proof.
It is known that {S n ( √ n)} n∈N does not converge with respect to either of the pmG-topology and the concentration topology.
4.2.
Stability of the curvature-dimension condition. The following Theorem is the first half of Theorem 1.5. 
Then, Y also satisfies CD(K, ∞) (resp. RCD(K, ∞)).
We need the following theorem obtained in [10] for the proof of Theorem 4.8. Assume that X n pmG-converges to Y and each X n satisfies CD(K, ∞) (resp. RCD(K, ∞)) for a real number K ∈ R. Then, Y also satisfies CD(K, ∞) (resp. RCD(K, ∞)).
Proof of Theorem 4.8. We prove the theorem in the case of CD(K, ∞). By Proposition 4.3, there exists a sequence of p.m.m. spaces {Y n } n∈N such that each X n FC-dominates Y n with preserving base point and Y n pmG-converges to Y . Since X n FC-dominates Y n and by Theorem 3.18, the space Y n satisfies CD(K, ∞). Since Y n pmG-converges to Y and by Theorem 4.9, the space Y also satisfies CD(K, ∞).
We obtain the theorem in the case of RCD(K, ∞) in the same way using Corollary 3.21. 
We say that f n L 2 -weakly converges to f if for any function ϕ ∈ C bs (Z),
holds, and
holds. Moreover, we say that f n L 2 -strongly converges to f if f n L 2 -weakly converges to f and
holds. 
for u ∈ C 0 (Y ), where C 0 (Y ) is the set of all continuous functions on Y with compact support.
Discussing the same way as [10] , [2, Section 5.4], the L 2 -convergence in Definition 4.10 has some basic properties as following.
The following lemma shows that the L 2 -convergence of {f n } is related to the weak convergence of the sequence of measures (p n × f n ) * m n ∈ M loc (Z × R).
Lemma 4.12. Let f n ∈ L 2 (X n , m n ), f ∈ L 2 (Y, m). Then the following (1) and (2) hold.
(1) If (p n × f n ) * m n converges weakly to (ι × f ) * m and {f n } satisfies (4.7), then f n L 2 -weakly converges to f . (2) If f n L 2 -strongly converges to f , then (p n × f n ) * m n converges weakly to (ι × f ) * m. holds.
Proposition 4.14. Let f n ∈ L 2 (X n , m n ), f ∈ L 2 (Y, m) and assume that f n L 2 -weakly converges to f . Then, it holds that holds. Combining (4.12) and (4.13) leads to (4.11). The proof is completed.
As in the usual L 2 -weakly convergent case on a common space, this L 2 -weak convergence has the compactness.
Proposition 4.15. Let f n ∈ L 2 (X n , m n ) and assume that {f n } satisfies (4.7). Then {f n } has a L 2 -weakly converging subsequence.
Proposition 4.16. Let f n , g n ∈ L 2 (X n , m n ), f, g ∈ L 2 (Y, m) and assume that f n L 2 -strongly converges to f and g n L 2 -weakly converges to g. Then it holds that Remark 4.17.
(1) We don't need any continuity of p n for the definition of L 2 -convergence and some properties as above. We only use the Borel measurability of p n . (2) From the above properties, this L 2 -convergence is an asymptotic relation which defined by [14] , so that this is regarded as a natural extension of L 2 -convergence in [10, Definition 6.1].
Under this L 2 -convergence, we obtain the result for the convergence of Cheeger energy functionals. The following theorem is the latter half of Theorem 1.5. We denote by Ch n , Ch the Cheeger energy functionals on X n , Y respectively. Theorem 4.18. Let {(X n , d n , m n ,x n )} n∈N be a sequence of p.m.m. spaces satisfying CD(K, ∞) for a common number K ∈ R and (Y, d, m,ȳ) a p.m.m. space. Assume that X n ց Y holds (so that, by Theorem 4.8, Y also satisfies CD(K, ∞)). Then Ch n Mosco converges to Ch, that is, the following (1) and (2) hold.
(1) For any sequence of functions f n ∈ L 2 (X n , m n ) L 2 -weakly converging to a function f ∈ L 2 (Y, m), we have The following results obtained in [10] means the pmG-convergent case of Theorem 4.18. We need it for the proof of Theorem 4.18. Proof of Theorem 4.18. In this proof, we set Y n := (supp (p n * m n ), d Z , p n * m n , p n (x n )) and regard p n as the map from X n into Y n ⊂ Z. By Theorem 3.18, each Y n satisfies CD(K, ∞). Furthermore Y n pmG-converges to Y .
We first prove (1). We take any functions f n ∈ L 2 (X n , m n ), f ∈ L 2 (Y, m) and assume that f n L 2 -weakly converges to f . For each n, we define a function g n ∈ L 2 (Y n , p n * m n ) by Since f n L 2 -weakly converges to f , the sequence {g n } L 2 -weakly converges to f on Z in the same way as the proof of Proposition 4.14. The 
