Abstract-The problem of extracting one out of a finite number of possible signals of known form given observations in an additive noise model is considered. Two approaches are studied: either the signal with shortest distance to the observed data or the signal having maximal correlation with some transformation of the observed data is chosen. With a weak signal approach, the limiting error probability is a monotone function of the Pitman efficacy and it is the same for both the distance-based and correlation-based detectors. Using the minimax theory of Huber, it is possible to derive robust choices of distancelcorrelation when the limiting error probability is used as performance criterion. This generalizes previous work in the area, from two signals to an arbitrary number of signals. We consider M-type and R-type distances and also one-dimensional as well as two-dimensional signals. Finally, some Monte Carlo simulations are performed to compare the finite sample size error probabilities with the asymptotic error probabilities.
I. INTRODUCTION
ONSIDER the following multiple classification prob-
The observed vector Y , = (Y1,. . . , Y,) is a sum of one of p possible vectors acl,, . . ' , acpn and a noise vector e, = ( e l , . . . , e,). The amplitude factor a and q , = (til,. ' . , ci,) are assumed to be known while e; represents independent identically distributed (i.i.d.) random variables with distribution
F .
Let 4,: R" -+ { 1, . . . , P } be a nonrandomized decision rule with Bore1 measurable decision regions 0,; = qh;'(i).
Assume that the a priori probability of Hi is T; > 0, i = 1, . . . , p , with T ; = 1. It is well known that the optimal Bayes (maximum a posteriori) decision rule minimizing the error probability is given by where f = F' (cf. [18, p. 481 ).
When F is unknown to some degree it is important to find robust decision rules for which Pe(&, F ) is insensitive with respect to variations in F . A minimax solution for Pe(q5,, F ) is obtained in [13] when p = 2 and the distribution of the noise components is allowed to vary independently under both hypotheses. Unfortunately, this approach is difficult to generalize to arbitrary p . Instead, we will consider the asymptotic weak signal approach, where the signal amplitude a decreases with the sample size as a = a, = K / f i , (1.4) given some constant K > 0. For reasonable decision rules, the error probability then converges as n -+ 00 to a nonzero limit. An analysis of the limiting value of the error probability is relatively straightforward, since it is closely related to the Pitman efficacy of the detector test statistic. Therefore, the classical robust minimax approach introduced by Huber [7] may be used to analyze the detector. This connection between the asymptotic error probability and the efficacy has been utilized frequently in the literature when p = 2, using powerlevel type criteria, see for instance [2] , [12] , and [13] or [ l l ] for an overview.
In this paper, we extend the correspondence between the efficacy and asymptotic error probability to p > 2, using P, as performance measure, which is more appropriate in many communication problems. The asymptotic weak signal approach also makes it possible to find approximate expressions for P, (&, F ) when n is fixed. The exact error probabilities are usually hard to calculate when F is not Gaussian.
L log n ,
, G , for each 7). On the other hand, it is interesting with a detector that classifies weak signals, since these are on the border of not being distinguishable, and therefore, the error probabilities are especially important to know in this case. In addition, the weak signal approach is mathematically more tractable than an asymptotic analysis based on large deviation theory. We will consider two kinds of detector structures. 1) Minimum Distance Detectors: Given some distance measure in IR", choose the signal that is closest to the received data. 2) Maximum Correlation Detectors: Choose the signal that has maximal correlation with some transformation of the received data. In Section 11, we define in a general framework distance measures in mTL. In particular, we will consider detectors based on M-distances and R-distances and we investigate the asymptotic properties of the corresponding detector test statistics in Section 111. In Section IV, we show that the asymptotic error probability is essentially described by the Pitman efficacy. This is utilized in Section V in order to find robust detectors. The set-up is generalized in Section VI to two-dimensional signals. In Section VII, we compare the results with Monte Carlo simulations. Finally, some technical results from the asymptotic theory of the test statistics are yncollected in the appendix.
GENERAL DETECTOR STRUCTURES
Let D,,: IR" x IR" + I R be a distance measure between vectors in R". We assume that D,, is translation invariant, i.e., The reason for rewriting the minimum distance decision rule (2.2) into the form (2.4) is that the asymptotic behavior of the random vector T ; is more natural to study we pick (say) the quantity with lowest index for definiteness. The norming constant L is specified from case to case. It is unity for the optimum detector (1.3) and the robust detectors in Sections V-B and VI-C. Note that the term L log 7rz may be dropped when all a priori probabilities are equal, since this defines a family of distances. Note that outliers of magnitude greater than a are weighted down by this distance. Since the Mdistance is generally not scale invariant, we assume that a scale parameter of the error distribution has already been estimated for some training data. The L2-distance corresponds to the case when a = 00 and there is no protection against outliers.
The L1-distance corresponds to the case when a -+ O+. Here, p(x) = 1x1 and there is high protection against outliers.
Example 2) R-Distance: Given z = (21, . . . , xn), let R l be the rank of ( z k l among lzll,. . . , I Z,. The R-distance is defined as n DR,n(z) = xan(R:)lxkl,
where a, (1), . . . , a, (n) are appropriately chosen scores. The derivatives are given by n oh, n ( z ) = c c i k sgn ( z k ) a n ( R t ) ,
which is a correlation between G, and the vector (sgn (xl)an(R:), . . . , sgn (z,)u,(RL)) of signed ranks. The scores a,(.) are generated from a function h: Also note that h = 1 yields (up to scaling) the L1-norm. where I( . (1 is the Euclidean norm in R". However, the computational burden of estimating 6 is often quite large, so we will prefer the other two detector structures.
ASYMPTOTIC PROPERTIES
In this section, we investigate the asymptotic behavior of the statistics T: and T," introduced in (2.3) and (2.6), and start with the following regularity conditions. 2) The signal matrices C, satisfy
A. M-Detectors
Assume that D , = DM,,, (cf. (2.8)), with p absolutely continuous and a derivative $ that is skew symmetric' and (3.4) and
as h, q ---f 0. Conditions (3.2H3.5) are satisfied if $ is discontinuous at most at a finite number of points and absolutely continuous with a bounded derivative $' outside the points of discontinuity. Conditions (3.2H3.3) are the same as those in [l] .
We 
under H,, where the mean vector is given by 
B. R-Detectors
Assume that D , = DR, , (cf. (2.11)), with scores a, (i) generated from a function h according to (2.13) . Also suppose that h is nonnegative, nondecreasing,
1'
where As for M-detectors, we may prove asymptotic normality for the test statistics T i , , and TZ, , , with the subscript R indicating that the distance measure is generated from ranks.
Lemma 2: Suppose that D, is the R-distance defined in (2.1 I) with scores generated according to (2.13). Then, under (F), (C) , and (3.Q-G.10), T:, n A Nh,. K 2 A R ( W ) (3.11) under H,, where the mean vector satisfies
2 ) , (3.12) with 0 , and 0 defined in (C). Furthermore, (3.1lH3.12) hold with T g , in place of Tg, r , .
Proof: See the Appendix. 
the lim sup of the error probabilities, be our performance criterion.
We are interested in decision rules generated from M- 
l ( $ , F ) or B R (~. F ) .
We say that a sequence of decision rules q5 is generated from
so that H , is chosen whenever T I , falls into G,.
In order to facilitate the computation of pe(4, F ) when 4 is generated from { T , } , it is appropriate to transform T , so that the covariance matrix becomes radially symmetric. In particular, this makes it easy to see how P , depends on A and B. According to Lemmas 1-2 we have T , 3 Z , where which is the asymptotic Euclidean distance between a ,~, and ancj, . 2 Consequently, the signals are separated from the detector and noise characteristics ( F and $J or h) in terms of means and covariance matrices of 2, respectively. Since the signal characteristics are fixed, so are all f i i . We will see in Section V that this simplifies the analysis of P,(q5, F ) .
It follows from (4.3H4.4) that P ( Z E M ) = 1 under HI, . . , H p , where
is a q-dimensional hyperplane in Et?. Given a decomposition {G;}:=l of RP, let When p = q we have M = IRp, Gi = A(Gi), and since A is then bijective it follows that q5k1(i) = T , JG;), so that Hi is chosen whenever TngGi and the sets G; correspond with G, defined in (4.11).
Proofi Since Tn 3 2, it follows from (4.12) and the
Since A is surjective and and IRq for decision rules generated from (T,} according to (4.2) . Note that the actual decision is made in IRp, and the transformation A is performed in order to facilitate the computation of asymptotic error probabilities. The decision rules (2.4) (and (2.7)) are generated from {Tn}, with Moreover, (4.12) is valid, so that P, is given by (4.13).
Proof: One may verify directly that A transforms G, n M to the set G, in (4.17) . We prefer to show this indirectly in the following way: Let z be an observation of the random vector 2, whose multivariate normal distribution under H , is given by (4.3). We know that P ( Z E M ) = 1 and that the density of Z under H , is where the last equality follows from (4.18). On the other hand, we may make the decision after observing Z = A(z). Here, z is an observation o f Z , which is distributed according to (4.6) under W,. Let f,(y) denote the corresponding density. In analogy with (4.19), the optimal choices of decision regions when observing Z are Since F, and F, are unique and A,r, the restriction of A to k f , is bijective, it follows that F, = A ( F , ) , 7 shows that G , n = F, and 6, = F, when G, is given by (4.17). Hence, et = A(G, n &I), which proves the first assertion of the proposition.
We observe finally that
P ( Z E~) G , I H , )
because of (4.18) and (4.19). 
and .lr is arbitrary, since in these cases A = B. In fact, the latter two sequences of decision rules are asymptotically optimal given F among all decision rules.
V. ROBUST DETECTORS
We now turn to the problem when F is not known exactly, but rather belongs to some appropriately chosen class F of distributions. Our goal is to find a sequence of decision rules that minimize
We found in Section IV that Fe($, F ) is given by (4.13) and (4.17) when q5 corresponds to a minimum distance/maximum correlation M-or R-detector. A problem is that the regions Gi(x, L ) depend on B in general, which in turn depends on F. An important special case when Gi(x, L ) is independent of F is when x = ( l / p , . . . , l/p), which corresponds to a uniform a priori information.
A. Equal a priori Probabilities
Assume that x = ( l / p , . .. , l/p). Let FO be the nominal distribution, assumed to have a symmetric, strongly unimodal and twice continuously differentiable density fo with finite
Fisher information. We consider the gross-error neighborhood
introduced by Huber in [7] , where 0 < E _< 1 and M is the set of all symmetric probability measures with finite Fisher information. First we show that Fe is equivalent to the efficacy E as performance criterion. 
B. General Case
In this subsection, we impose no restrictions on 
0

VI. TWO-DIMENSIONAL SIGNALS
A. Problem Stutemrrit
Let us generalize our hypothesis testing problem to the case when the observed data are two-dimensional vectors:
H , : Yk = n,,c,k + e k . reduces to (1.1) if we assume that and Fk2 are independent. However, this is only true when the marginal distributions of e are Gaussian. In many radar and communication problems, (6.1) corresponds to detection of bandpass signals in bandpass noise. ' We restrict ourselves to generalize the M-detector from the one-dimensional case. Much of the analysis is analogous, so we will be rather brief. Let g = ( 5 1 . ' . . The maximum correlation detector takes the form where ' The set-up may easily be generalized to observations in any dimension. For notational simplicity, we will continc ourselves to two dimensions. This caw is also most interesting for applications.
are the components of the p-dimensional vector T,"(Y,), . denotes the dot product and w : R2 --f R2 is given by with $ = pl. We may interpret this detector as one that chooses cin in order to maximize the correlation with a transformation of y, -;ancin. The remark following Lemma 1 holds even in two dimensions: If the L2-norms of a n q n , . . . , a,cpn are the same, we may replace w(Y, -;angin) by w(Y,) in (6.6).
B. Asymptotics
As in Section 111, we first consider the asymptotic behavior of the test statistics T," and e. First, we impose a set of regularity conditions: Suppose that the limits exist and put 3 = (eij);, j=l, 6i = ( C i l , . . . , i?ip), and 6 = (611, . . . , ~7~~) .
Assume also that p is absolutely continuous with p1 = $,
= -Ellw(e)l12 = E(wl(e))' < oc, (6.9) (with w = ( w l , wg)), and lim Ellw(e + h) -w(e)l12 = 0. We now proceed and prove asymptotic normality for the test statistics T," and T,". (S4) Here, 2 is given by (7.6) and b1 -,G4 are the same as for (S2). This gives
The results of the Monte Carlo study are shown in Tables  I-VI and Fig. 5 . The simulated error probabilities are given in % with 95% confidence intervals. Table I gives an example that the enhanced performance with robust detectors in impulsive noise is more evident for two-dimensional signals than for one-dimensional signals. Table I1 gives an example of the effect of increasing the number of possible signals p from two to four. For the signal configurations (S1) and (S2), the error probability is almost doubled when the nearest neighbor distance (between different ji,) is the same. Table I11 compares the performance of minimum distance and maximum correlation detectors for various signal configurations. The minimum distance detectors seem to be slightly better. This is clear for MD 1x1 compared to MC sgn, but for the other detector pairs the difference is not so obvious. Table IV and V compare the performance of the detectors in various types of noise. The MD p1.5 detector has the best performance, closely followed by MC $1.5. The Euclidean distance MD x2 has only a little better performance for Gaussian noise but catastrophic characteristics for impulsive noise. The rank-based detectors behave relatively well, especially the Wilcoxon detector, which has better performance than the other rank-based detectors in impulsive noise. The MD 1x1 detector has relatively low error probabilities for impulsive noise and finally MC sgn has relatively bad performance for all noise distributions.
Let us now discuss the agreement between the simulated finite sample error probabilities and the asymptotic error probabilities. About half of the 106 asymptotic error probabilities lie outside the 95% confidence intervals, so there is certainly 
MD ! x !
Positioning of ,!i1;..,fi,, is the same for (SI) and (S3) and also the same for (S2) and (S4). F = CN(0.25.3') and n = 30. 0 follows from e.g., [17 
