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Abstract
Given n-by-n matrices A and E, a characterization of the sensitivity of eigenvalues of A
with respect to the perturbation A+ tE is provided. Distribution of eigenvalues of the family
A+ tE, t ∈ C, in the complex plane is analyzed and, necessary and sufficient conditions are
provided for which A and A+ tE are isospectral for all t ∈ C.
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1. Introduction
Given n-by-n complex matrices A and E, we are interested in analyzing the ef-
fect of the linear perturbations (also known as the homotopic perturbations) A+
tE, t ∈ C, on the spectrum σ(A) of A. The spectral analysis of a holomorphic
family A(t), t ∈ C, of matrices has been studied extensively (see, for example,
[3,4,6,10,11]). It is well known that under holomorphic perturbation a multiple ei-
genvalue λ of A(0) generally splits to form a (0, λ)-group eigenvalues, that is, eigen-
values generated from the splitting of λ as the perturbation is switched on, which,
for sufficiently small |t |, consists of at most m(λ), the algebraic multiplicity of λ,
eigenvalues of A(t). The (0, λ)-group is further divided into one or several cycles
consisting of distinct elements where eigenvalues in each cycle can be developed
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from λ by Laurent–Puiseux series (see, for example, [4,6,10,11]). Since A+ tE, t ∈
C, is a special class of holomorphic perturbation, further refinements of the above
results have been obtained by Moro et al. [14] 2 and Ma and Edelman [13] by ana-
lyzing the influence of the structure of E on the composition of eigenvalues in each
cycle in the (0, λ)-group.
The linear perturbationA+ tE has been studied extensively by Chatelin [7] in the
context of numerical determination of eigenvalues and by Chaitin-Chatelin et al. [8]
in the context of backward error analysis of approximate eigenvalues. Recently Lip-
pert and Edelman [12] analyzed sensitivity of eigenvalues by developing an
appropriate geometric framework. However, their approach is suited to the sensitiv-
ity analysis of eigenvalues under general perturbation (see, for example, [17–19]).
Simoncini [15] proposed a geometric approach to perturbation analysis of eigen-
values of A+ tE, t ∈ C, by analyzing the level sets of the spectral radius function
r(E(A− zI)−1). These level sets are akin to the well known pseudospectra of matri-
ces [16]. However, unlike pseudospectra, these level sets may not enclose all eigen-
values of A [15, Fig. 3.2, p. 358], as we shall see, it may even be empty. This raises
several natural questions: Why are some eigenvalues not enclosed by some/all level
sets of the spectral radius function? How are these eigenvalues characterized? What
is the implication of this phenomenon in the evolution of eigenvalues and spectral
decompositions of A+ tE as t varies in the complex plane? It is not clear how these
issues can be analyzed within the framework of the available tools.
To address these issues, a geometric framework has been developed in [1,5]
by refining the approach proposed by Simoncini [15]. Our approach considers the
level sets of a unique subharmonic extension φ(z) of the spectral radius function
r(E(A− zI)−1). While analyzing the eigenvalues of A+ tE, the effort, so far, has
been focused on the eigenvalues of A which split as the perturbation A+ tE is
switched on—which is no doubt a dominant case. However, the structure of E may
be such that some eigenvalues (including multiplicity) of A may remain unaffected
for some/all t ∈ C. It has been demonstrated in [1] that a detailed analysis of the
evolution of eigenvalues of A under the perturbation A+ tE naturally leads to a
classification of eigenvalues ofAwith respect toE into three distinct groups, namely,
finitely stable, infinitely stable and unstable eigenvalues such that the eigenvalues in
each group evolve in a distinct manner as t varies in C.
The effect of the perturbation A+ tE on finitely and infinitely stable eigenvalues
has been analyzed in [1]. To complete our investigation, in this paper we analyze
the effect of the linear perturbation A+ tE on unstable eigenvalues of A. The main
highlights of the present paper are the following:
• We characterize the sensitivity of eigenvalues of A with respect to A+ tE. We
also show that the evolution of eigenvalues of A+ tE, t ∈ C, is better analyzed
in the geometric framework of the spectral variety V(A,E).
2 We would like to thank both the referees for bringing this paper to our notice.
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• A complex number z may be close to σ(A) and yet may never enter σ(A+ tE)
for all t ∈ C. As a consequence, close eigenvalues of A may not coalesce under
the perturbations A+ tE, t ∈ C. We characterize those complex numbers which
never enter σ(A+ tE) for all t ∈ C, and show that their total number is at most
min(deg(V), n− 1), where deg(V) is the degree of the variety V(A,E).
• Finally, we characterize the E for which A and A+ tE are isospectral (that is,
σ(A) = σ(A+ tE)) for all t ∈ C.
Notation. Let Cn×n denote the set of complex n-by-n matrices. For A ∈ Cn×n, we
denote by σ(A), ρ(A) and r(A) the spectrum, the resolvent set and the spectral
radius of A, respectively. The resolvent operator of A is given by R(A, z) :=
(A− zI)−1, z ∈ ρ(A). Let λ be an eigenvalue of A enclosed by a rectifiable sim-
ple closed curve  ⊂ ρ(A) isolating λ from the rest of σ(A). Then the spectral
projection P associated with A and λ is given by
P := − 1
2π i
∫

R(A, z) dz.
2. Preliminaries
Suppose that z ∈ σ(A+ tE) for some t ∈ C. Then there exists nonzero v ∈ Cn
such that (A+ tE)v = zv. Provided z ∈ ρ(A), one has (A− zI)−1Ev = −t−1v,
and so −t−1 ∈ σ(R(A, z)E) = σ(ER(A, z)). To see how far from σ(A) the eigen-
values of A+ tE may fall, Simoncini [15] considered the set
Sim(A,E) :=
{
z ∈ ρ(A) : r(ER(A, z))  −1},
for analyzing eigenvalues of A+ tE, t ∈ C. However, this set may not enclose all
eigenvalues of A (see [15, Fig. 3.2, p. 358]), in fact, it may even be empty. It is not
clear how to explain these phenomena by sticking to the level sets of r(ER(A, z)).
Chaitin-Chatelin et al. [8] considered the set
(A,E) := Sim(A) ∪ σ(A) = ∪|t |σ (A+ tE),
for backward error analysis of approximate eigenvalues. Evidently, (A,E) may
not always be a level set of r(ER(A, z)). The crux of the matter is that the set
Sim(A,E) may not have enough elements whereas the set (A,E) may have
more elements than necessary for analyzing the evolution of eigenvalues of A+ tE
as t varies in C. The -spectrum σ(A,E) introduced in [1] satisfying
Sim(A,E) ⊂ σ(A,E) ⊂ (A,E)
overcomes this difficulty. The -spectrum σ(A,E) is defined as follows.
Let φ denote the unique subharmonic extension of r(ER(A, z)) and letDφ denote
its domain (for details, see [1]). Then φ(z) is nonconstant on open subsets of Dφ
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unless it is identically equal to zero on C. The -spectrum of A with respect to E,
denoted by σ(A,E), is given by
σ(A,E) :=
{
z ∈ C : φ(z)  −1},
where it is assumed that φ(z) = ∞ for z ∈ C \Dφ. Unlike Sim(A,E), the bound-
ary of σ(A,E) may contain some eigenvalues of A.
As shown in [1], a detailed analysis of the evolution of eigenvalues of A under the
perturbations A+ tE, t ∈ C, leads to a decomposition of σ(A) into three distinct
groups:
σ(A) = σ∞(A,E) ∪ σ f(A,E) ∪ σ u(A,E).
Here σ∞(A,E), σ f(A,E) and σ u(A,E), respectively, denote the set of infinitely
stable, finitely stable and unstable eigenvalues of A with respect to E. An eigenvalue
λ ∈ σ(A) is infinitely stable (in short, ∞-stable) with respect to E if λ ∈ σ(A+ tE)
and the algebraic multiplicity of λ remains constant for all t ∈ C. An eigenvalue
λ ∈ σ(A) is called finitely stable with respect to E if there is λ > 0 such that λ ∈
σ(A+ tE) and the algebraic multiplicity of λ remains constant for all |t | < λ but
the multiplicity increases for some |t | = λ. An eigenvalue λ ∈ σ(A) is said to be
stable with respect to E if it is either finitely stable or ∞-stable. An eigenvalue λ
is called unstable with respect to E if it is not stable with respect to E. As shown
in [1], λ ∈ σ∞(A,E) ⇐⇒ φ(λ) = 0, λ ∈ σ f(A,E) ⇐⇒ 0 < φ(λ) <∞ and
λ ∈ σ u(A,E) ⇐⇒ φ(λ) = ∞. Set σ s(A,E) := σ f(A,E) ∪ σ∞(A,E).
3. Sensitivity analysis of unstable eigenvalues
LetA,E ∈ Cn×n.We characterize the sensitivity of eigenvalues in σ u(A,E)with
respect to A+ tE. Let λ ∈ σ u(A,E). Then the totality of the eigenvalues of A+
tE generated from the splitting of λ, as the perturbation A+ tE is switched on, is
known as the (0, λ)-group [4,10]. Let (t) denote the (0, λ)-group eigenvalues of
A+ tE.
Evidently, certain spectral properties associated with λ evolve continuously as
long as λ does not coalesce with another eigenvalue µ of A as A→ A+ tE. The
dissociation of λ from the rest of σ(A) with respect to E, denoted by dissE(λ), is
the smallest value of |t | for which λ coalesces with an eigenvalue µ ∈ σ(A) \ {λ}
as A→ A+ tE. In other words, dissE(λ) is the smallest value of |t | for which an
eigenvalue from the (0, λ)-group coalesces with an eigenvalue from the (0, µ)-group
as A→ A+ tE. Evidently dissE(λ) characterizes the sensitivity of λ with respect
to the perturbation A+ tE. As is evident, the concept of (0, λ)-group eigenvalues
of A+ tE is unambiguous when |t | < dissE(λ) which becomes far more subtle
when |t | = dissE(λ). It is clear that for |t | < , the total algebraic multiplicity
of (t) is equal to the algebraic multiplicity of λ if and only if   dissE(λ). In
fact, the spectral projection P(t) associated with A+ tE and (t) is analytic (see
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[1]) for |t | <  if and only if   dissE(λ). We remark that an eigenvalue λ ∈ σ u(A,
E) may occur in a dense part of σ(A) and yet we may have dissE(λ) = ∞ for
some E. In such a case, the spectral projection P(t) is an entire function. Thus the
sensitivity of λ ∈ σ(A) with respect to A+ tE is strongly influenced by the structure
of E.
The points of coalescence of eigenvalues of A+ tE are called multiple points
(also known as the exceptional points) [4,10] of the family A+ tE, t ∈ C. If
dissE(λ) <∞, then there is a multiple point t0 of A+ tE such that |t0| = dissE(λ).
The resolution of multiple points and the analysis of the evolution of eigenvalues
of A+ tE, t ∈ C, can efficiently be undertaken in the geometric framework of the
spectral variety associated with A and E.
Let p(t, z) := det(zI − A− tE) be the characteristic polynomial of A+ tE. The
spectral variety of A associated with E is given by V(A,E) := {(t, z) ∈ C2 : p(t,
z) = 0} which is an algebraic curve (see, for example, [2,9]) in C2. More generally,
the set V(f1, . . . , fm) of common zeros of polynomials f1, . . . , fm is called an
affine variety [9]. Factoring p(t, z) into relatively prime factors [2,9] in the polyno-
mial ring C [t, z], we have p(t, z) = p1(t, z)k1p2(t, z)k2 · · ·pr(t, z)kr . The reduced
polynomial [9] of p is given by q(t, z) := p1(t, z)p2(t, z) · · ·pr(t, z). This shows
that V(A,E) = ∪rj=1V(pj ), where each V(pj ) is an irreducible component [9] of
V(A,E). The degree deg(V) of the variety V(A,E) is the degree of the polynomial
q in C[t, z].
A complex number t0 is a multiple point of the perturbation A+ tE if q(t0, z) has
a multiple root [4]. At a multiple point t0 at least two distinct eigenvalues of A+ tE
coalesce. As a result certain spectral properties associated with these eigenvalues
become discontinuous at t0. However, there may be eigenvalues of A+ tE which
evolve analytically in a neighbourhood of t0. To make these issues clear, we define
the notion of multiple points of the variety V(A,E).
Definition 3.1. A point (t0, λ0) ∈ V(A,E) is a multiple point of the variety V(A,E)
if λ0 is a multiple root of q(t0, z). Thus (t0, λ0) ∈ V(A,E) is a simple point of
V(A,E) if it is not a multiple point.
The notion of singular points of algebraic curves is well known (see, for example,
[2,9]). We remark that a multiple point of V(A,E) may not be its singular point.
We denote by M(A,E) the set of multiple points of A+ tE and by V∗(A,E) the
set of multiple points of the variety V(A,E). The set M(A,E) and hence V∗(A,E)
may be empty for some E. In such a case, each eigenvalue of A+ tE evolves ana-
lytically for all t ∈ C and the corresponding spectral projection is an entire function.
Note that a multiple root of p(t, z) need not correspond to a multiple point of
A+ tE. For example, consider
A := diag
(
2, 2,
[
1 1
0 1
])
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andE := diag(1, 1, 1, 1). Then p(t, z) = (2 + t − z)2(1 + t − z)2.Here p1(t, z) :=
2 + t − z, p2(t, z) := 1 + t − z and q(t, z) = p1(t, z)p2(t, z). Thus V(A,E) =
V(p1) ∪ V(p2). Since the lines V(p1) and V(p2) do not intersect in C2, we have
M(A,E) = ∅ and V∗(A,E) = ∅. This shows that a method outlined in [15, p. 354]
may not always compute a multiple point of A+ tE.
We undertake a further resolution of M(A,E) and V∗(A,E) which readily pro-
vides a computational procedure. We denote the resultant [9] of f, g ∈ C [t, z] with
respect to z by Res(f, g, z). Then the discriminant [9] of f with respect to z is given
by disc(f ) := Res(f, f /z, z).
Proposition 3.1
(i) The set V∗(A,E) is an affine variety in C2. In fact, we have
V∗(A,E) = V
(
q,
q
z
)
= V(q) ∩ V
(
q
z
)
.
(ii) Let V∗(pj ) denote the set of multiple points of the simple irreducible component
V(pj ) of V(A,E). Then
V∗(A,E)=
⋃
i /=j
(
V(pi) ∩ V(pj )
)⋃(
V∗(p1) ∪ · · · ∪ V∗(pr)
)
=
⋃
i /=j
V(pi, pj )
⋃(
V∗(p1) ∪ · · · ∪ V∗(pr)
)
.
(iii) The set M(A,E) is an affine variety in C given by M(A,E) = V(disc(q)),
where disc(q) ∈ C[t] is the discriminant of q. Also, we have
M(A,E) =
r⋃
j=1
V
(
disc(pj )
)⋃⋃
i /=j
V
(
Res(pi, pj , z)
) .
Proof
(i) Let (t0, λ0) ∈ V(A,E). Then (t0, λ0) ∈ V∗(A,E) if and only if (q/z)(t0,
λ0) = 0. Hence V∗(A,E) = V(q, q/z).
(ii) The result follows from the fact that, if (t0, λ0) ∈ V(A,E) then λ0 is a multiple
root of q(t0, z) precisely when (a) λ0 is a multiple root of pi(t0, z) for some i,
and/or (b) λ0 is a root of pi(t0, z) and pj (t0, z) for some i /= j .
(iii) Note that disc(q) ∈ C[t]. Since q(t, z) is monic in z, for each fixed t ∈ C, the
polynomial q(t, z) ∈ C[z] has a multiple root if and only if disc(q)(t) = 0.
The second equality follows from the fact that disc(q)(t) = 0 if and only if
disc(pi)(t) = 0 or/and pi(t, z) ∈ C[z] and pj (t, z) ∈ C[z] have a common zero
for i /= j , that is, Res(pi, pj , z)(t) = 0. 
Corollary 3.1. Let d := deg(V). Then #(M(A,E))  deg(disc(q)) and #(V∗(A,
E))  d(d − 1). Also, we have
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#(V∗(A,E))
∑
i /=j
#(V(pi, pj ))+
r∑
j=1
#(V∗(pj )),
#(M(A,E))
r∑
j=1
deg(disc(pj ))+
∑
i /=j
deg(Res(pi, pj , z)).
Proof. Since q and q/z have no nonconstant common factors, by Bezout’s bound
[2], we have #(V∗(A,E))  d(d − 1). 
The Proposition 3.1 outlines a procedure for computing multiple points ofA+ tE
and the variety V(A,E).
Example 3.1. Let
A := diag
([
1 1
0 1
]
, 4
)
and E := diag
([
0 2
1 0
]
,−1
)
.
Then p(t, z) = (z+ t − 4)((z− 1)2 − t (1 + 2t)) = q(t, z). Here p1(t, z) := z+
t − 4 and p2(t, z) := (z− 1)2 − t (1 + 2t) are prime factors of q(t, z). Thus V(A,
E) = V(p1) ∪ V(p2). The quadratic curve V(p2) in C2 has two multiple points and
the line V(p1) in C2 intersects the quadratic V(p2) in two points. Hence #(M(A,
E)) = #(V∗(A,E)) = 4. Now disc(p2)(t) = −4t (1 + 2t) and Res(p1, p2, z)(t) =
9 − 7t − t2. Hence M(A,E) = {0,−0.5, 1.10977,−8.10977}.
Corollary 3.2. We have #(σ (A+ tE)) = deg(V) for t ∈ C \M(A,E) and
#(σ (A+ tE)) < deg(V) for t ∈ M(A,E).
The above results can be summed up by saying that V(A,E) is a deg(V)-sheeted
branched covering of the complex plane C (for a proof, see [5]). Roughly speaking,
this means that V(A,E) consists of deg(V) copies of C, called sheets, which are
specially glued by cutting open these sheets at branch points (see [2]). The evolution
of eigenvalues of the family A+ tE, t ∈ C, is effectively captured by V(A,E).
The branching of eigenvalues at branch points and crossing over of these branches
to different sheets, revealing multivaluedness of eigenvalues in neighbourhoods of
branch points, can be read off from V(A,E). Further, how an eigenvalue λ(t0) of
A+ t0E evolves in a neighbourhood of t0 is completely determined by the nature
of the point (t0, λ(t0)) in V(A,E).
• Thus if 0 ∈ M(A,E) then for each λ ∈ σ(A), (0, λ) is a simple point of V(A,
E). Hence A has d := deg(V) distinct eigenvalues λ1, . . . , λd . For |t | <
min1jd dissE(λj ),A+ tE has d distinct eigenvalues λ1(t), . . . , λd(t) such that
λj (0) = λj . Further, for |t | < , each λj (t) is analytic and its algebraic multiplic-
ity is equal to the algebraic multiplicity of λj if and only if   dissE(λj ).
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• If 0 ∈ M(A,E) then there exists at least one λ ∈ σ u(A,E) such that (0, λ) ∈
V∗(A,E). For |t | < , the total algebraic multiplicity of the (0, λ)-group eigen-
values (t) is equal to the algebraic multiplicity of λ if and only if   dissE(λ).
For 0 < |t | < dissE(λ),(t) may not have a constant number of distinct eigen-
values. However, (t) may have eigenvalues which are analytic at t = 0. By
Proposition 3.1 there are three possibilities: Either (0, λ) is a simple point of at
least two components of V(A,E), or (0, λ) is a multiple point of at least one
component of V(A,E) and a multiple point of another component of V(A,E), or
(0, λ) is a multiple point of at least one component of V(A,E). Whenever (0, λ)
is a simple point of at least one component of V(A,E), by the implicit function
theorem, (t) contains at least one eigenvalue which is analytic at t = 0.
Even though 0 ∈ M(A,E), there may be µ ∈ σ u(A,E) such that (0, µ) is a sim-
ple point of V(A,E). In such a case, for |t | < , there exists µ(t) ∈ σ(A+ tE)
with µ(0) = µ such that µ(t) is analytic and its algebraic multiplicity is equal to
the algebraic multiplicity of µ if and only if   dissE(µ).
The foregoing analysis clearly shows that V(A,E), armed with the implicit func-
tion theorem, provides a powerful framework for analyzing the evolution of eigen-
values of A+ tE, t ∈ C. Although, the results summarized above are well known
(see [4,10]), we have identified the largest open disks in C on which these results
hold while preserving the algebraic multiplicity.
4. Distribution of perturbed spectra
An eigenvalue λ ∈ σ u(A,E) may not be well separated from the rest of σ(A) and
yet we may have dissE(λ) = ∞. This can be explained by the fact that a complex
number z may be close to some eigenvalue of A and yet it may never enter the
spectrum of A+ tE for all t ∈ C. On the other hand, if σ u(A,E) is nonempty then,
except for a few possible exceptions, a complex number z enters σ(A+ tE) for some
t ∈ C [3]. In this section, we completely characterize those complex numbers which
never enter σ(A+ tE) for all t ∈ C, and determine their maximum number.
Let sepE(z,A) be the smallest value of |t | for which z enters σ(A+ tE). Then it
is easy to see that sepE(z,A) = 1/r(ER(A, z)) for z ∈ ρ(A). Thus z never enters
σ(A+ tE) for all t ∈ C if and only if sepE(z,A) = ∞. To give a simpler charac-
terization of this fact, we define the notion of degree of E. Recall that p(t, z) is the
characteristic polynomial of A+ tE and q(t, z) is the reduced polynomial of p(t, z).
Definition 4.1. Let λ ∈ C. The degree of E with respect to λ, denoted by degλ(E),
is the degree of the polynomial q(t, λ) in C[t]. The degree of E, denoted by deg(E),
is the degree of the polynomial q(t, z) in C[z][t], the polynomial ring in t over the
ring C[z].
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Evidently deg(E) = max{degλ(E) : λ ∈ C }  n. Recall that deg(V) is the de-
gree of the spectral variety V(A,E). The following result relates deg(E)with deg(V)
which may be of independent interest.
Proposition 4.1. We have deg(E) = deg(V) if and only if E is nonsingular.
Proof. By using the identityA+ tE − zI = (I + tER(A, z))(A− zI), z ∈ ρ(A),
it is easy to see that the coefficient of tn in p(t, z) is det(E). Hence p(t, z) ∈ C[z][t]
has degree n if and only if det(E) /= 0. Since q(t, z) is the reduced polynomial of
p(t, z), the desired result follows. 
The following result characterizes those complex numbers λ which never enter
the spectrum of A+ tE for all t ∈ C.
Proposition 4.2. Let λ ∈ ρ(A). Then we have
sepE(λ,A) = ∞ ⇐⇒ ER(A, λ) is nilpotent ⇐⇒ degλ(E) = 0.
Hence λ ∈ C \ ∪t∈Cσ(A+ tE) if and only if degλ(E) = 0.
Proof. To prove the result, it is enough to show that ER(A, λ) is nilpotent if and
only if degλ(E) = 0. Note that if ER(A, λ) is nilpotent then evidently degλ(E) = 0.
Conversely, if degλ(E) = 0 then q(t, λ) is independent of t . Since λ ∈ ρ(A) we have
q(t, λ) = q(0, λ) /= 0. Therefore, λ ∈ σ(A+ tE) for all t ∈ C. Hence ER(A, λ) is
nilpotent. 
The next result will be useful later. It shows that if λ ∈ σ(A+ tE), for some t, then
either λ ∈ σ(A+ tE) for all t or λ ∈ σ(A+ tE) for at most degλ(E) number of t.
Proposition 4.3. Let λ ∈ C and Sλ := {t ∈ C : λ ∈ σ(A+ tE) }. Then exactly one
of the following holds.
(a) Sλ = ∅ (b) Sλ = C (c) Sλ /= ∅ and #(Sλ)  degλ(E).
Proof. First suppose that degλ(E) /= 0. Then q(t, λ) is polynomial in C[t] of degree
degλ(E). Hence #(Sλ)  degλ(E).
Next, suppose that degλ(E) = 0. Then q(t, λ) is independent of t . If λ ∈ σ(A)
then q(t, λ) = q(0, λ) = 0 for all t ∈ C and hence Sλ = C. On the other hand, if
λ ∈ ρ(A) then q(t, λ) = q(0, λ) /= 0 for all t ∈ C, therefore, Sλ = ∅. Hence the
proof. 
As a consequence of the above result, it follows that if λ ∈ σ s(A,E) then λ ∈
σ(A+ tE) for all t ∈ C. It should be noted however that the algebraic multiplicity
of λ as an eigenvalue of A+ tE remains constant for |t | <  if and only if  
dissE(λ).
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Finally, we determine the maximum number of complex numbers which may
never enter σ(A+ tE) for all t ∈ C. For a holomorphic family A(t) ∈ Cn×n,
Aupetit [3, Lemma 7.3.4, p. 164] proved that if the map t −→ σ(A(t)) is noncon-
stant then #(C \ ∪t∈Cσ(A(t)))  2n− 1 and there is a holomorphic family A(t) for
which #(C \ ∪t∈Cσ(A(t))) = 2n− 1. For A+ tE we have the following improve-
ment.
Theorem 4.1. We have either #(C \ ∪t∈Cσ(A+ tE))  min{deg(V), n− 1} or
σ(A+ tE) = σ(A) for all t ∈ C.
Proof. Let Z := C \ ∪t∈Cσ(A+ tE) and suppose that #(Z) > deg(V). Then for
each λ ∈ Z, we have degλ(E) = 0 and hence q(t, λ) is independent of t for all t ∈ C.
Therefore, each λ ∈ Z is a root of the coefficients of powers of t which are polyno-
mials of degree at most deg(V). Since #(Z) > deg(V), these coefficients must vanish
identically. Hence q(t, z) is independent of t for all z ∈ C. Therefore σ(A+ tE) =
σ(A) for all t ∈ C.
Next, suppose that #(Z) > n− 1 and deg(V) = n. Then obviously q = p. Writ-
ing p(t, z) in C[t][z] we have
p(t, z) = zn + a1(t)zn−1 + · · · + an−1(t)z+ an(t).
Let z1, z2, . . . , zn be distinct points of Z. Then p(t, zj ) = p(0, zj ) for j = 1,
2, . . . , n. This gives n linear equations in n unknowns a1(t), . . . , an(t). Since the
coefficient matrix of the linear system is invertible, the linear system has a unique
solution. Therefore, a1(t), . . . , an(t) are independent of t for all t ∈ C. Hence the
result follows. 
The following example shows that this result is the best possible.
Example 4.1. Let
A :=

2 1 00 2 1
0 0 2

 and E :=

1 0 00 0 0
1 0 0

 .
Then p(t, z) = (z− 2)3 − t{(z− 2)2 + 1} = q(t, z). We see that degλ(E) = 0 if
λ ∈ {2 + i, 2 − i} ⊂ ρ(A). Therefore {2 + i, 2 − i} ⊂ C \ ∪t∈Cσ(A+ tE). Hence
#(C \ ∪t∈Cσ(A+ tE)) = 2.
5. Characterization of isospectral perturbations
Owing to the special nature of the perturbation A+ tE of A it may happen that
eigenvalues of A and A+ tE are the same for all t ∈ C. Our aim is to describe those
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matrices E for which this happens. Two the matrices A and B are called isospectral
if σ(A) = σ(B). A necessary condition for A and A+ tE to be isospectral for all
t ∈ C is easy to obtain.
Proposition 5.1. If A and A+ tE are isospectral for all t ∈ C then E is nilpotent.
Proof. Since r(A) = r(A+ tE) for t ∈ C, takingµ := 1/t, t /= 0, we have r(µ) :=
r(E + µA) = µ r(A). As r(µ) is subharmonic the desired result follows by taking
µ→ 0. 
Obviously, if E is nilpotent then A and A+ tE need not be isospectral for t ∈ C.
So the question is: Can A and A+ tE have the same eigenvalues for some non-
zero values of t without being isospectral for all t ∈ C? The following result shows
that there may be only a few such t (at most n in all). Set S := {t ∈ C : σ(A) =
σ(A+ tE)}.
Proposition 5.2
(i) IfS /= C and there isλ ∈ σ(A) such that degλ(E) /= 0 then #(S)  min{degλ(E) :
degλ(E) /= 0, λ ∈ σ(A)}.
(ii) If S /= C and degλ(E) = 0 for all λ ∈ σ(A) then #(S)  deg(E).
Proof
(i) Let λ ∈ σ(A) such that degλ(E) /= 0. Then by Proposition 4.3, the set Sλ is finite
and #(Sλ)  degλ(E). Since S ⊂ Sλ for each λ ∈ σ(A), we see that S has at
most min degλ(E) points, where the minimum is taken over all λ ∈ σ(A) such
that degλ(E) /= 0.
(ii) Suppose that #(S) > deg(E). Now, writing q(t, z) as a polynomial in C[z][t],
we have q(t, z) = q(0, z) for each t ∈ S. Since q(t, z) is of degree deg(E) and
#(S) > deg(E), we have q(t, z) = q(0, z) for all t ∈ C. This shows that S = C
which contradicts our assumption. Hence the proof. 
It is easy to see that if σ(A) ⊂ σ(A+ tE) for all t ∈ C, then either S = C or
S ⊂ M(A,E). This immediately proves the following.
Corollary 5.1. If A is a simple matrix or if 0 /∈ M(A,E) then the following are
equivalent.
(a) For all t ∈ C, σ (A) ⊂ σ(A+ tE).
(b) The matrices A and A+ tE are isospectral for all t ∈ C.
(c) For each λ ∈ σ(A), degλ(E) = 0.
The following theorem characterizes the E for which A and A+ tE are isospec-
tral for all t ∈ C.
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Theorem 5.1. Let N := min{deg(V), n− 1}. Then following statements are equiv-
alent.
(a) For all t ∈ C, A and A+ tE are isospectral.
(b) There exist n > N distinct points z1, . . . , zn, in ρ(A) such that ER(A, zi) is
nilpotent.
(c) For all z ∈ ρ(A),ER(A, z) is nilpotent.
(d) There exists  > 0 such that σ(A,E) = ∅.
(e) σ s(A,E) = σ(A).
(f) deg(E) = 0.
Proof. Recall that ER(A, z) is nilpotent if and only if z ∈ C \ ∪t∈Cσ(A+ tE)
Therefore, in view of previous results, the equivalence of (a), (b) and (c) follows.
Note that if σ(A,E) = ∅ for some  > 0 then r(ER(A, z)) < −1 on ρ(A).
Since r(ER(A, z)) is subharmonic on ρ(A), we have r(ER(A, z)) = 0 on ρ(A).
This proves the equivalence of (c) and (d).
It is easy to see that (e) holds if and only if r(ER(A, z)) is bounded on ρ(A),
that is, if and only if r(ER(A, z)) = 0 on ρ(A). This proves the equivalence of (c)
and (e). Finally, deg(E) = 0 if and only if p(t, z) is independent of t . This proves
equivalence of (a) and (f). This completes the proof. 
We remark that the condition σ s(A,E) = σ(A) holds if and only if σ∞(A,E) =
σ(A). Recall that λ ∈ σ∞(A,E) if and only if φ(λ) = 0. This naturally raises a
question about the maximum number of eigenvalues in σ∞(A,E) when A and A+
tE are not isospectral for all t ∈ C.
Example 5.1. Consider the matrices A := diag( 12 , 1, 0) and
E := diag
(
0,
[
1 1
1 1
])
.
Evidently, σ(A) /= σ(A+ tE) for all nonzero t ∈ C. It is easy to see that σ∞(A,
E) = {1/2}. This shows that for simple matrices we may expect that #(σ∞(A,E)) 
n− 2. However, for nonsimple matrices this need not hold, that is, if k is the number
of distinct eigenvalues of A then σ∞(A,E) may have more than k − 2 eigenvalues.
Consider the matrices
A := diag

1 + i, 1 − i,

1 1 00 1 1
0 0 1




and
E := diag

0, 0,

1 0 00 0 0
1 0 0



 .
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Then σ(A) = {1 + i, 1 − i, 1} and for z ∈ ρ(A) we have
det(λI − ER(A, z)) = λ4
(
λ− (1 − z)−3 − (1 − z)−1
)
.
Therefore r(ER(A, z)) = |1 − z|−3|(1 − z)2 + 1|. Evidently, φ(1 + i) =
φ(1 − i) = 0 but φ(1) = ∞. Thus σ∞(A,E) = {1 − i, 1 + i}, σ f(A,E) = ∅ and
σ u(A,E) = {1}. This shows that #(σ∞(A,E)) > 3 − 2 = 1. However, note that
the total algebraic multiplicity of 1 − i and 1 + i is strictly less than the algebraic
multiplicity of 1.
For a subset σ ⊂ σ(A), let m(σ) := rank of the spectral projection associated
with A and σ . Set n0 := #(σ (A)) and n∞ := #(σ∞(A,E)).
Theorem 5.2
(a) If A is simple then either n∞  n− 2 or σ(A) = σ(A+ tE) for all t ∈ C.
(b) For a nonsimple matrix A, if n∞ = n0 − 1 then m(σ u(A,E))  n0.
Proof
(a) Let λ1, . . . , λn be the eigenvalues of A. Suppose that n∞ = n− 1 and σ∞(A,
E) := {λ1, . . . , λn−1}. Then writing p(t, z) as a polynomial in C[t][z] we have
p(t, z) = (z− λ1) · · · (z− λn−1)(z− f (t)) = det(zI − A)z− f (t)
z− λn ,
where f ∈ C[t]. Since A+ tE − zI = (I + tER(A, z))(A− zI) for z ∈ ρ(A),
we have z− f (t) = det(I + tER(A, z))(z− λn). Note that φ(λj ) = 0 for j =
1, 2, . . . , n− 1. Therefore taking limit as z→ λj , we have λj − f (t) = λj − λn
for j = 1, 2, . . . , n− 1. This shows that f (t) = λn and hence σ(A) = σ(A+
tE) for all t ∈ C.
(b) Let λ1, λ2, . . . , λk be the eigenvalues of A and σ∞(A,E) = {λ1, . . . , λk−1},
where k := n0. Then p(t, z) =∏k−1i=1 (z− λi)mi f (t, z), where f (t, z) ∈ C[t, z]
is such that f (0, z) = (z− λk)mk and m1, m2, . . . , mk are, respectively, the al-
gebraic multiplicities of λ1, λ2, . . . , λk . For z ∈ ρ(A), we have det(A+ tE −
zI) = det(I + tER(A, z))det(A− zI) which implies that
f (t, z) = det(I + tER(A, z))(z− λk)mk , z ∈ ρ(A).
Since φ(λi) = 0, taking limit as z→ λi, we have f (t, λi) = (λi − λk)mk , i =
1, 2, . . . , k − 1. Suppose that mk < k. Since the degree of f as a polynomial in
z is mk, f (t, z) is identically equal to (z− λk)mk . Therefore σ(A) = σ(A+ tE)
for all t ∈ C which is a contradiction. This completes the proof. 
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