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Abstract
In this paper, we present a new full-discrete finite element method for the heat equation,
and show the numerical stability of the method by verified computations. Since, in the error
analysis, we use the constructive error estimates proposed ny Nakao et. all in 2013, this work is
considered as an extention of that paper. We emphasize that concerned scheme seems to be a
quite normal Galerkin method and easy to implement for evolutionary equations comparing with
previous one. In the constructive error estimates, we effectively use the numerical computations
with guaranteed accuracy.
1 Introduction
The purpose of this paper is to establish the constructive a priori error estimates for a full-discrete
approximations Qkhu, which is defined in this section, of the solution u to the following linear heat
equation:
∂
∂t
u− ν∆u = f in Ω× J,
u(x, t) = 0 on ∂Ω× J,
u(0) = 0 in Ω.
(1.1)
Here, Ω ⊂ Rd (d ∈ {1, 2, 3}) is a bounded polygonal or polyhedral domain; J := (0, T ) ⊂ R,
(for a fixed T < ∞) is a bounded open interval; the diffusion coefficient ν is a positive constant;
and f ∈ L2
(
J ;L2(Ω)
)
, where, in general for any normed space Y , we define the time-dependent
Lebesgue space L2
(
J ;Y
)
as a space of square integrable Y -valued functions on J . That is,
f ∈ L2
(
J ;Y
)
⇔
∫
J
||f(t)||2Y dt <∞.
In the discussion below, we refer to the a priori estimates as ‘constructive’ if all the constants can
be numerically determined.
1.1 Notations
The notations to the spaces in this paper are very similar to that presented in [5], we include these
here for the sake of convenience.
We denote L2(Ω) and H1(Ω) as the usual Lebesgue and the first order L2-Sobolev spaces on Ω,
respectively, and by 〈u, v〉L2(Ω) :=
∫
Ω u(x)v(x) dx the natural inner product for u, v ∈ L
2(Ω). By
1
considering the boundary and initial conditions, we define the following subspaces of H1(Ω) and
H1(J) as
H10 (Ω) :=
{
u ∈ H1(Ω) ; u = 0 on ∂Ω
}
and V 1(J) :=
{
u ∈ H1(J) ; u(0) = 0
}
,
respectively. These are Hilbert spaces with inner products
〈u, v〉H1
0
(Ω) := 〈∇u,∇v〉L2(Ω)d and 〈u, v〉V 1(J) :=
〈
∂u
∂t
,
∂v
∂t
〉
L2(J)
.
Let X(Ω) be a subspace of L2(Ω) defined by X(Ω) :=
{
u ∈ L2(Ω) ; △u ∈ L2(Ω)
}
. We define
V 1
(
J ;L2(Ω)
)
:=
{
u ∈ L2
(
J ;L2(Ω)
)
;
∂u
∂t
∈ L2
(
J ;L2(Ω)
)
and u(x, 0) = 0 in Ω
}
,
with inner product 〈u, v〉
V 1
(
J ;L2(Ω)
) := 〈∂u
∂t
, ∂v
∂t
〉
L2
(
J ;L2(Ω)
). In the following discussion, abbre-
viations like L2H10 for L
2
(
J ;H10 (Ω)
)
will often be used. We set V (Ω, J) := V 1
(
J ;L2(Ω)
)
∩
L2
(
J ;H10 (Ω)
)
. Moreover, we denote the partial differential operator △t : V (Ω, J)∩L
2
(
J ;X(Ω)
)
→
L2
(
J ;L2(Ω)
)
by △t :=
∂
∂t
− ν△.
Now let Sh(Ω) be a finite-dimensional subspace of H
1
0 (Ω) dependent on the parameter h. For
example, Sh(Ω) is considered to be a finite element space with mesh size h. Let n be the degree
of freedom for Sh(Ω), and let {φi}
n
i=1 ⊂ H
1
0 (Ω) be the basis of Sh(Ω). Similarly, let V
1
k (J) be an
approximation subspace of V 1(J) dependent on the parameter k. Let m be the degree of freedom
for V 1k (J), and let {ψi}
m
i=1 ⊂ V
1
k (J) be the basis of V
1
k (J). Let V
1
(
J ;Sh(Ω)
)
be a subspace of
V (Ω, J) corresponding to the semidiscretized approximation in the spatial direction. We define the
H10 -projection P
1
hu ∈ Sh(Ω) of any element u ∈ H
1
0 (Ω) by the following variational equation:〈
∇(u− P 1hu),∇vh
〉
L2(Ω)d
= 0, ∀vh ∈ Sh(Ω). (1.2)
Similarly, for any element u ∈ V 1(J), the V 1-projection P k1 : V
1(J)→ V 1k (J) is defined by follows:〈
∂
∂t
(u− P k1 u),
∂
∂t
vk
〉
L2(J)
= 0, ∀vk ∈ V
1
k (J).
Now let Πk : V
1(J) → V 1k (J) be an interpolation operator. Namely, if the nodal points of J
are given by 0 = t0 < t1 < · · · < tm = T , then for an arbitrary u ∈ V
1(J), the interpolation Πku is
defined as the function in V 1k (J) satisfying:
u(ti) =
(
Πku
)
(ti), ∀i ∈ {1, . . . ,m}. (1.3)
We know that there exist constants CΩ(h) > 0, CJ(k) > 0 and Cinv(h) > 0 satisfying
∥∥u− P 1hu∥∥H1
0
(Ω)
≤ CΩ(h) ‖△u‖L2(Ω) , ∀u ∈ H
1
0 (Ω) ∩X(Ω),
‖u−Πku‖L2(J) ≤ CJ(k) ‖u‖V 1(J) , ∀u ∈ V
1(J),
‖uh‖H1
0
(Ω) ≤ Cinv(h) ‖uh‖L2(Ω) , ∀uh ∈ Sh(Ω).
Moreover, there exists a Poincare´ constant Cp > 0 satisfying
‖u‖L2(Ω) ≤ Cp ‖u‖H1
0
(Ω) , ∀u ∈ H
1
0 (Ω).
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For example, if Ω is a bounded open rectangular domain in Rd, and Sh(Ω) is the piecewise linear
(P1) finite element space, then they can be taken by CΩ(h) =
h
pi
(see, e.g., [4]) and Cinv(h) =
√
12
hmin
,
where hmin is the minimum mesh size for Ω (see, e.g., [7, Theorem 1.5]). Moreover, if V
1
k (J) is the
P1-finite element space, then it can be taken by CJ(k) =
k
pi
(see, e.g., [7, Theorem 2.4]).
From [1, Lemma 2.2], if V 1k (J) is P1-finite element space (i.e., the basis functions ψi are piece-
wise linear functions), then P k1 coincides with Πk. For any element u ∈ V (Ω, J), we define the
semidiscrete projection Phu ∈ V
1
(
J ;Sh(Ω)
)
by the following weak form:
〈
∂
∂t
(
u(t)− Phu(t)
)
, vh
〉
L2(Ω)
+ ν
〈
∇
(
u(t)− Phu(t)
)
,∇vh
〉
L2(Ω)d
= 0, (1.4)
∀vh ∈ Sh(Ω), a.e. t ∈ J,
where a.e. means an abbreviation for ’almost everywhere’.
Finally, the space Skh(Ω, J) is defined as the tensor product V
1
k (J)⊗Sh(Ω), which corresponds to
a full discretization. Moreover, we define the full-discretization operator P kh : V (Ω, J) → S
k
h(Ω, J)
by P kh := ΠkPh. In addition, we denote the matrix norm induced from the Euclidean 2-norm by
‖ · ‖E and denote the transposed matrix of the matrix X by X
T.
We show known results for the equation (1.1) below.
Theorem 1 (see Theorem 5.5, 5.6, and proof of Theorem 4.6 in [5]) Let u ∈ V (Ω, J)∩L2
(
J ;X(Ω)
)
be a solution of (1.1) for f ∈ L2
(
J ;X(Ω)
)
. Then, we have the following estimations.
∥∥∥u− P khu
∥∥∥
L2
(
J ;H1
0
(Ω)
) ≤ C1(h, k) ‖f‖
L2
(
J ;L2(Ω)
) , (1.5)
∥∥∥u− P khu
∥∥∥
L2
(
J ;L2(Ω)
) ≤ C0(h, k) ‖f‖
L2
(
J ;L2(Ω)
) , (1.6)
‖u(T )− Phu(T )‖L2(Ω) ≤ c0(h) ‖f‖L2
(
J ;L2(Ω)
) , (1.7)
where C1(h, k) :=
2
ν
CΩ(h) + Cinv(h)CJ (k), C0(h, k) =
8
ν
CΩ(h)
2 + CJ(k) and c0(h) =
√
8
ν
CΩ(h).
1.2 The full-discrete finite element method
We define the bi-linear form a0(·, ·) by
a0(φ,ψ) :=
〈
∂
∂t
φ,
∂
∂t
ψ
〉
L2
(
J ;L2(Ω)
) + ν
〈
∇φ,
∂
∂t
∇ψ
〉
L2
(
J ;L2(Ω)
)d ,
for φ,ψ ∈ V (Ω, J). Then, for any element u ∈ V (Ω, J), we define the full-discrete projection
Qkhu ∈ S
k
h(Ω, J) by the following weak form:
a0(u−Q
k
hu, v
k
h) = 0, ∀v
k
h ∈ S
k
h(Ω, J).
First, we define the full-discrete finite element approximation Qkhu ∈ S
k
h(Ω, J) for (1.1) by
a0(Q
k
hu, v
k
h) =
〈
f,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) , ∀vkh ∈ Skh(Ω, J). (1.8)
We now have the following estimation from above definition. Note that the scheme in [5] is based
on the finite element Galerkin method with an interpolation in time that uses the fundamental
3
solution for semidiscretization in space. Since, in the derivation procedure, it uses the fundamental
matrix of solution for ODEs associated with the semidiscrete approximation, it is necessary to
implement the complicated verified computations on matrix functions. But the present scheme by
(1.8) need not any such kind of procedures at all.
Lemma 2 Let u ∈ V (Ω, J) ∩ L2
(
J ;X(Ω)
)
be a solution of (1.1) for f ∈ L2
(
J ;L2(Ω)
)
. Then, the
full-discrete projection Qkhu ∈ S
k
h(Ω, J) satisfies the following V
1-stability:∥∥∥Qkhu
∥∥∥
V 1
(
J ;L2(Ω)
) ≤ ‖f‖
L2
(
J ;L2(Ω)
) .
Proof : From (1.8) and Qkhu(x, 0) = 0 in Ω, if we take v
k
h = Q
k
hu then it follows that∥∥∥Qkhu
∥∥∥2
V 1
(
J ;L2(Ω)
) + ν
2
∥∥∥Qkhu(T )
∥∥∥2
H1
0
(Ω)
= a0(Q
k
hu,Q
k
hu)
=
〈
f,
∂
∂t
Qkhu
〉
L2
(
J ;L2(Ω)
)
≤ ‖f‖
L2
(
J ;L2(Ω)
) ∥∥∥Qkhu
∥∥∥
V 1
(
J ;L2(Ω)
) .
Therefore, the proof is completed.
Next, we consider the estimation
∥∥Qkhu∥∥L2(J ;H1
0
(Ω)
) for u ∈ V (Ω, J) ∩ L2(J ;X(Ω)). We now
define αkh ∈ S
k
h(Ω, J) satisfying
〈
∂
∂t
αkh,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) = 〈f, ∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) for all vkh ∈ Skh(Ω, J).
Note that by taking vkh = α
k
h, it follows that
∥∥αkh∥∥V 1(J ;L2(Ω)) ≤ ‖f‖L2(J ;L2(Ω)), which also implies
the unique existence of αkh. We now define the matrices A and M in R
mn×mn by
Ai,j :=
〈
∂
∂t
ϕj ,
∂
∂t
ϕi
〉
L2
(
J ;L2(Ω)
) , Mi,j := 〈∇ϕj ,∇ϕi〉
L2
(
J ;L2(Ω)
)d , ∀i, j ∈ {1, . . . ,mn},
respectively. Since matrices A and M are symmetric and positive definite, we can denote the
Cholesky decomposition as A = A
1
2A
T
2 and M = M
1
2M
T
2 , respectively. Moreover, we define the
matrix B in Rmn×mn by
Bi,j :=
〈
∇ϕj,
∂
∂t
∇ϕi
〉
L2
(
J ;L2(Ω)
)d , ∀i, j ∈ {1, . . . ,mn}.
From the fact that Qkhu and α
k
h belong to S
k
h(Ω, J), there exist coefficient vectors u := (u1, . . . , umn)
T
and a := (a1, . . . , amn)
T in Rmn such that Qkhu =
∑mn
i=1 uiϕi = ϕ
T
u and αkh =
∑mn
i=1 aiϕi = ϕ
T
a
where ϕ := (ϕ1, . . . , ϕmn)
T. Then, the equation (1.8) is equivalent to the following.
(A+ νB)u = Aa. (1.9)
Thus we have the following result.
Lemma 3 Let u ∈ V (Ω, J) ∩ L2
(
J ;X(Ω)
)
be a solution of (1.1) for f ∈ L2
(
J ;L2(Ω)
)
. Then, the
full-discrete projection Qkhu ∈ S
k
h(Ω, J) is bounded as∥∥∥Qkhu
∥∥∥
L2
(
J ;H1
0
(Ω)
) ≤ η ‖f‖
L2
(
J ;L2(Ω)
) ,
where η := ‖M
T
2 (A+ νB)−1A
1
2 ‖E.
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Proof : From (1.9), we obtain∥∥∥Qkhu
∥∥∥
L2
(
J ;H1
0
(Ω)
) = ‖MT2 u‖E = ‖MT2 (A+ νB)−1Aa‖E
≤ ‖M
T
2 (A+ νB)−1A
1
2 ‖E‖A
T
2 a‖E
= η
∥∥∥αkh
∥∥∥
V 1
(
J ;L2(Ω)
)
≤ η ‖f‖
L2
(
J ;L2(Ω)
) .
Therefore, the proof is completed.
Now, in order to compare our scheme with another one presented in [3], we give some arguments
below. By using Skh(Ω, J), we define the rather simple and natural looking full-discrete finite element
scheme in both directions for the problem (1.1). First, we define the bi-linear form aˆ0(·, ·) by
aˆ0(φ,ψ) :=
〈
∂
∂t
φ, ψ
〉
L2
(
J ;L2(Ω)
) + ν 〈∇φ,∇ψ〉
L2
(
J ;L2(Ω)
)d ,
for φ,ψ ∈ V (Ω, J). Then, for any element u ∈ V (Ω, J), we define the full-discrete projection
Qˆkhu ∈ S
k
h(Ω, J) by the following weak form:
aˆ0(u− Qˆ
k
hu, v
k
h) = 0, ∀v
k
h ∈ S
k
h(Ω, J).
Using above, we define the full-discrete finite element approximation Qˆkhu ∈ S
k
h(Ω, J) for (1.1) by
aˆ0(Qˆ
k
hu, v
k
h) =
〈
f, vkh
〉
L2
(
J ;L2(Ω)
) , ∀vkh ∈ Skh(Ω, J). (1.10)
Let u ∈ V (Ω, J) ∩ L2
(
J ;X(Ω)
)
be a solution of (1.1) for f ∈ L2
(
J ;L2(Ω)
)
Then, by taking
vkh = Qˆ
k
hu, we can obtain
1
2
∥∥∥Qˆkhu(T )
∥∥∥2
L2(Ω)
+ ν
∥∥∥Qˆkhu
∥∥∥2
L2
(
J ;H1
0
(Ω)
) = aˆ0(Qˆkhu, Qˆkhu)
=
〈
f, Qˆkhu
〉
L2
(
J ;L2(Ω)
)
≤ ‖f‖
L2
(
J ;L2(Ω)
) ∥∥∥Qˆkhu
∥∥∥
L2
(
J ;L2(Ω)
)
≤ Cp ‖f‖
L2
(
J ;L2(Ω)
) ∥∥∥Qˆkhu
∥∥∥
L2
(
J ;H1
0
(Ω)
) .
Thus we have the following L2H10 -stability:∥∥∥Qˆkhu
∥∥∥
L2
(
J ;H1
0
(Ω)
) ≤ Cp
ν
‖f‖
L2
(
J ;L2(Ω)
) .
Moreover, we consider the estimation
∥∥∥Qˆkhu
∥∥∥
V 1
(
J ;L2(Ω)
) for u ∈ V (Ω, J) ∩ L2(J ;X(Ω)). Now we
define αˆkh ∈ S
k
h(Ω, J) satisfying
〈
αˆkh, v
k
h
〉
L2
(
J ;L2(Ω)
) = 〈f, vkh〉L2(J ;L2(Ω)) for all vkh ∈ Skh(Ω, J). Note
that by taking vkh = αˆ
k
h, it follows that
∥∥αˆkh∥∥L2(J ;L2(Ω)) ≤ ‖f‖L2(J ;L2(Ω)). Moreover, from (1.10),
we obtain
aˆ0(Qˆ
k
hu, v
k
h) =
〈
αˆkh, v
k
h
〉
L2
(
J ;L2(Ω)
) . (1.11)
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We now define the matrices G and U in Rmn×mn by
Gi,j :=
〈
∂
∂t
ϕj , ϕi
〉
L2
(
J ;L2(Ω)
) , Ui,j := 〈ϕj , ϕi〉
L2
(
J ;L2(Ω)
)d , ∀i, j ∈ {1, . . . ,mn},
respectively. Since the matrix U is symmetric and positive definite, we denote the Cholesky de-
composition as U = U
1
2U
T
2 . From the fact that Qˆkhu and αˆ
k
h in S
k
h(Ω, J), there exist coefficient
vectors uˆ := (uˆ1, . . . , uˆmn)
T and aˆ := (aˆ1, . . . , aˆmn)
T in Rmn such that Qˆkhu =
∑mn
i=1 uˆiϕi = ϕ
T
uˆ
and αˆkh =
∑mn
i=1 aˆiϕi = ϕ
T
aˆ, respectively. Then, the variational equation (1.11) is equivalent to the
following.
(G+ νM)uˆ = Uαˆ.
Letting ηˆ := ‖A
T
2 (G+ νM)−1U
1
2‖E , it follows that∥∥∥Qˆkhu
∥∥∥
V 1
(
J ;L2(Ω)
) = ‖AT2 uˆ‖E = ‖AT2 (G+ νM)−1Uaˆ‖E
≤ ‖A
T
2 (G+ νM)−1U
1
2 ‖E‖U
T
2 aˆ‖E
= ηˆ
∥∥∥αˆkh
∥∥∥
L2
(
J ;L2(Ω)
)
≤ ηˆ ‖f‖
L2
(
J ;L2(Ω)
) ,
which enables us the V 1L2 estimates for the scheme (1.10).
For ν = 1, ν = 0.1 and ν = 0.01 in Ω = (0, 1) and J = (0, 1), Table 1 and 2 show verified results
of η and ηˆ, respectively. By the verified computing results, we can conclude that the projection Qˆkh is
not V 1-stable, and our proposed projection Qkh satisfies V
1-stability as well as it has L2H10 -stability.
Remark 4 All computations in Tables are carried out on the Dell Precision 5820 Intel Xeon
CPU 4.0GHz by using INTLAB, a tool box in MATLAB developed by Rump [6] for self-validating
algorithms. Therefore, all numerical values in these tables are verified data in the sense of strictly
rounding error control. Moreover, we take the basis of finite element subspaces Sh(Ω) and V
1
k (J)
are taken as P1-function with uniform mesh on Ω and J , respectively.
2 Constructive error estimates
In this section, we consider a constructive error estimates of the projection Qkh for the finite element
approximation. For an arbitrary u ∈ V (Ω, J) ∩ L2
(
J ;X(Ω)
)
, we define the projection P¯ khu ∈
Skh(Ω, J) satisfying the following weak form:〈
∂
∂t
P¯ khu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) + ν
〈
∇Phu,
∂
∂t
∇vkh
〉
L2
(
J ;L2(Ω)
)d =
〈
∆tu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) , (2.1)
for all vkh ∈ S
k
h(Ω, J). Note that, for a fixed v
k
h ∈ S
k
h(Ω, J), by taking vh as vh =
∂
∂t
vkh in (1.4), we
have〈
∂
∂t
Phu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) + ν
〈
∇Phu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
)d =
〈
∆tu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) . (2.2)
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Table 1: The numerical results η in Ω = (0, 1), J = (0, 1).
ν = 1 ν = 0.1 ν = 0.01
h h h
k 1/5 1/10 1/20 1/5 1/10 1/20 1/5 1/10 1/20
1/40 0.3014 0.3047 0.3055 1.4026 1.3968 1.3953 4.6191 4.6606 4.6532
1/80 0.3014 0.3046 0.3054 1.4027 1.3968 1.3953 4.6192 4.6607 4.6534
1/120 0.3014 0.3046 0.3054 1.4027 1.3969 1.3954 4.6192 4.6608 4.6535
1/160 0.3014 0.3046 0.3054 1.4027 1.3969 1.3954 4.6192 4.6608 4.6535
1/200 0.3014 0.3046 0.3054 1.4027 1.3969 1.3954 4.6192 4.6608 4.6535
1/240 0.3014 0.3046 0.3054 1.4027 1.3969 1.3954 4.6192 4.6608 4.6535
1/280 0.3014 0.3046 0.3054 1.4027 1.3969 1.3954 4.6192 4.6608 4.6535
1/320 0.3014 0.3046 0.3054 1.4028 1.3969 1.3954 4.6193 4.6608 4.6535
1/360 0.3014 0.3046 0.3054 1.4028 1.3969 1.3954 4.6193 4.6608 4.6535
1/400 0.3014 0.3046 0.3054 1.4028 1.3969 1.3954 4.6193 4.6608 4.6536
Table 2: The numerical results ηˆ in Ω = (0, 1), J = (0, 1).
ν = 1 ν = 0.1 ν = 0.01
h h h
k 1/5 1/10 1/20 1/5 1/10 1/20 1/5 1/10 1/20
1/40 10.92 11.12 11.16 25.75 25.83 25.85 29.01 29.03 29.03
1/80 21.86 22.25 22.34 51.49 51.66 51.69 58.01 58.03 58.04
1/120 32.80 33.37 33.52 77.24 77.48 77.54 87.01 87.04 87.05
1/160 43.74 44.50 44.69 102.98 103.31 103.39 116.01 116.05 116.06
1/200 54.67 55.63 55.87 128.73 129.14 129.23 145.01 145.07 145.08
1/240 65.61 66.75 67.04 154.48 154.96 155.08 174.02 174.08 174.09
1/280 76.55 77.88 78.21 180.22 180.79 180.93 203.02 203.09 203.11
1/320 87.48 89.00 89.39 205.97 206.61 206.77 232.02 232.11 232.12
1/360 98.42 100.13 100.56 231.72 232.44 232.62 261.03 261.12 261.14
1/400 109.35 111.26 111.73 257.46 258.27 258.47 290.03 290.13 290.15
From (2.1) and (2.2), we obtain
〈
∂
∂t
Phu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) =
〈
∂
∂t
P¯ khu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) . (2.3)
Moreover, from the definition of V 1-projection, we have
〈
∂
∂t
Phu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) =
〈
∂
∂t
P k1 Phu,
∂
∂t
vkh
〉
L2
(
J ;L2(Ω)
) . (2.4)
From (2.3) and (2.4), it follows that P¯ kh = P
k
1 Ph because P
k
1 Phu ∈ S
k
h(Ω, J).
Remark 5 [1, Lemma 2.2] If V 1k (J) is the P1-finite element space, then P
k
1 coincides with Πk, it
follows that P¯ kh = P
k
h (= ΠkPh).
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For the projection Qkh, from the triangle inequality, we have∥∥∥u−Qkhu
∥∥∥
L2
(
J ;H1
0
(Ω)
) ≤ ∥∥∥u− P khu
∥∥∥
L2
(
J ;H1
0
(Ω)
) + ∥∥∥P khu−Qkhu
∥∥∥
L2
(
J ;H1
0
(Ω)
) , (2.5)
∥∥∥u−Qkhu
∥∥∥
L2
(
J ;L2(Ω)
) ≤ ∥∥∥u− P khu
∥∥∥
L2
(
J ;L2(Ω)
) + ∥∥∥P khu−Qkhu
∥∥∥
L2
(
J ;L2(Ω)
) , (2.6)
∥∥∥u(T )−Qkhu(T )
∥∥∥
L2(Ω)
≤ ‖u(T )− Phu(T )‖L2(Ω) +
∥∥∥P khu(T )−Qkhu(T )
∥∥∥
L2(Ω)
, (2.7)
where we have used the fact that P khu(T ) = ΠkPhu(T ) = Phu(T ). Thus we now present the
estimation for P khu−Q
k
hu ∈ S
k
h(Ω, J) below.
From (1.8) and (2.1), and letting δkh := P¯
k
hu−Q
k
hu ∈ S
k
h(Ω, J), we can obtain
a0(δ
k
h, v
k
h) = ν
〈
∇ξ,
∂
∂t
∇vkh
〉
L2
(
J ;L2(Ω)
)d (2.8)
where ξ := P¯ khu− Phu ∈ V . Moreover, we define β
k
h ∈ S
k
h(Ω, J) satisfying〈
∂
∂t
∇βkh,
∂
∂t
∇vkh
〉
L2
(
J ;L2(Ω)
)d =
〈
∇ξ,
∂
∂t
∇vkh
〉
L2
(
J ;L2(Ω)
)d , ∀vkh ∈ Skh(Ω, J).
Note that by taking vkh = β
k
h on the above, it follows that
∥∥ ∂
∂t
βkh
∥∥
L2
(
J ;H1
0
(Ω)
) ≤ ‖ξ‖
L2
(
J ;H1
0
(Ω)
).
Then we obtain
a0(δ
k
h, v
k
h) = ν
〈
∂
∂t
∇βkh,
∂
∂t
∇vkh
〉
L2
(
J ;L2(Ω)
)d (2.9)
We now define the matrices W and Y in Rmn×mn by
Wi,j :=
〈
∂
∂t
∇ϕj ,
∂
∂t
∇ϕi
〉
L2
(
J ;L2(Ω)
)d , Yi,j := 〈ϕj(·, T ), ϕi(·, T )〉L2(Ω) , ∀i, j ∈ {1, . . . ,mn},
respectively. Since the matrix W is symmetric and positive definite, we can denote the Cholesky
decomposition as W = W
1
2W
T
2 . Moreover, since the matrix Y is symmetric and positive semi-
definite, we can decompose it as Y = Y
1
2Y
T
2 . From the fact that δkh and β
k
h in S
k
h(Ω, J), there exist
coefficient vectors d := (d1, . . . , dmn)
T and b := (b1, . . . , bmn)
T in Rmn such that δkh =
∑mn
i=1 diϕi =
ϕTd and βkh =
∑mn
i=1 biϕi = ϕ
T
b. Then, the variational equation (2.9) is equivalent to the following.
(A+ νB)d = νWb. (2.10)
Let
γ1 := ν‖M
T
2 (A+ νB)−1W
1
2 ‖E ,
γ0 := ν‖U
T
2 (A+ νB)−1W
1
2 ‖E ,
γT := ν‖Y
T
2 (A+ νB)−1W
1
2‖E .
Then we have the following main result in this paper.
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Theorem 6 Assume that V 1k (J) is the P1 finite element space. Let u ∈ V (Ω, J)∩L
2
(
J ;X(Ω)
)
be
a solution of (1.1) for f ∈ L2
(
J ;L2(Ω)
)
. Then, we have the following estimations.
∥∥∥u−Qkhu
∥∥∥
L2
(
J ;H1
0
(Ω)
) ≤ C˜1(h, k) ‖f‖
L2
(
J ;L2(Ω)
) ,
∥∥∥u−Qkhu
∥∥∥
L2
(
J ;L2(Ω)
) ≤ C˜0(h, k) ‖f‖
L2
(
J ;L2(Ω)
) ,
∥∥∥u(T )−Qkhu(T )
∥∥∥
L2(Ω)
≤ c˜0(h) ‖f‖
L2
(
J ;L2(Ω)
) ,
where
C˜1(h, k) ≡ C1(h, k) + CJ(k)Cinv(h)γ1,
C˜0(h, k) ≡ C0(h, k) + CJ(k)Cinv(h)γ0,
c˜0(h, k) ≡ c0(h) + CJ(k)Cinv(h)γT .
Proof : From (2.10), we can obtain
∥∥∥δkh
∥∥∥
L2
(
J ;H1
0
(Ω)
) = ‖MT2 d‖E = ν‖MT2 (A+ νB)−1Wb‖E ≤ γ1‖WT2 b‖E
∥∥∥δkh
∥∥∥
L2
(
J ;L2(Ω)
) = ‖UT2 d‖E = ν‖UT2 (A+ νB)−1Wb‖E ≤ γ0‖WT2 b‖E,
∥∥∥δkh(T )
∥∥∥
L2(Ω)
= ‖Y
T
2 d‖E = ν‖Y
T
2 (A+ νB)−1Wb‖E ≤ γT ‖W
T
2 b‖E.
Moreover, we have
‖W
T
2 b‖E =
∥∥∥∥ ∂∂tβkh
∥∥∥∥
L2
(
J ;H1
0
(Ω)
) ≤ ‖ξ‖L2(J ;H1
0
(Ω)
) .
Note that P¯ kh = P
k
h (= ΠkPh) from Remark 5. Then it follows that
‖ξ‖
L2
(
J ;H1
0
(Ω)
) = ∥∥∥P¯ khu− Phu
∥∥∥
L2
(
J ;H1
0
(Ω)
) = ‖ΠkPhu− Phu‖
L2
(
J ;H1
0
(Ω)
)
≤ Cinv(h) ‖ΠkPhu− Phu‖
L2
(
J ;L2(Ω)
)
≤ CJ(k)Cinv(h) ‖Phu‖
V 1
(
J ;L2(Ω)
)
≤ CJ(k)Cinv(h) ‖f‖
L2
(
J ;L2(Ω)
) ,
where we have used the fact that ‖Phu‖
V 1
(
J ;L2(Ω)
) ≤ ‖f‖
L2
(
J ;L2(Ω)
) in [3]. Therefore, the proof is
completed from (2.5), (2.6), (2.7), Theorem 1 and the fact δkh = P
k
hu−Q
k
hu.
The same assumptions in Remark 4, Table 3, 4 and 5 show verified results of γ1, γ0 and γT for
ν = 1, ν = 0.1 and ν = 0.01 in Ω = (0, 1) and J = (0, 1). From the verified results in Table 3, 4
and 5, we may conclude that γ0 and γT are dependent on the parameter ν more clearly than γ1,
but asymptotically converge to some fixed constants when h and k tend to zero.
3 Conclusion
We presented a new full-discrete finite element projection Qkh for the heat equation, and derived
the constructive stability by the numerical computations with guaranteed accuracy. Our scheme
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is closely related to that in [5] in the sense that the constructive error estimates is established by
using the results obtained by the same paper. Therefore, it is considered as an another version of
[5], but the present scheme should be more familiar method to researchers working on numerical
analysis. Namely, it is not necessary any complicated manipulation for the verified computation of
matrix function.
Particularly, the estimate
∥∥u(T )−Qkhu(T )∥∥L2(Ω) should be useful to the verified computation
for nonlinear problems by the time-evolutional method (cf.[2]), which will be presented in our
forthcoming paper. Thus, our method will play an important role in the numerical verification
method to find exact solutions for the nonlinear parabolic equations.
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Table 3: The numericai results in Ω = (0, 1), J = (0, 1).
ν = 1 h = 1/5 h = 1/10 h = 1/20
k γ1 γ0 γT γ1 γ0 γT γ1 γ0 γT
1/40 1.6381 0.3014 0.7071 7.2951 0.3047 0.7071 18.2519 0.3055 0.7071
1/80 0.9999 0.3014 0.7071 3.9947 0.3046 0.7071 15.2511 0.3054 0.7071
1/120 0.9999 0.3014 0.7071 2.6805 0.3046 0.7071 11.0305 0.3054 0.7071
1/160 0.9999 0.3014 0.7071 2.0126 0.3046 0.7071 8.4231 0.3054 0.7071
1/200 0.9999 0.3014 0.7071 1.6105 0.3046 0.7071 6.7750 0.3054 0.7071
1/240 0.9999 0.3014 0.7071 1.3422 0.3046 0.7071 5.6573 0.3054 0.7071
1/280 0.9999 0.3014 0.7071 1.1505 0.3046 0.7071 4.8534 0.3054 0.7071
1/320 0.9999 0.3014 0.7071 1.0067 0.3046 0.7071 4.2486 0.3054 0.7071
1/360 0.9999 0.3014 0.7071 1.0000 0.3046 0.7071 3.7775 0.3054 0.7071
1/400 0.9999 0.3014 0.7071 1.0000 0.3046 0.7071 3.4003 0.3054 0.7072
(k, γ1) = (1/500, 2.7210), (k, γ1) = (1/700, 1.9451), (k, γ1) = (1/900, 1.5170) for h = 1/20.
Table 4: The numericai results in Ω = (0, 1), J = (0, 1).
ν = 0.1 h = 1/5 h = 1/10 h = 1/20
k γ1 γ0 γT γ1 γ0 γT γ1 γ0 γT
1/40 0.9915 0.1402 0.2236 0.9998 0.1396 0.2236 3.3302 0.1395 0.2236
1/80 0.9914 0.1402 0.2236 0.9996 0.1396 0.2236 1.6986 0.1395 0.2236
1/120 0.9914 0.1402 0.2236 0.9996 0.1396 0.2236 1.1335 0.1395 0.2236
1/160 0.9914 0.1402 0.2236 0.9996 0.1396 0.2236 0.9999 0.1395 0.2236
1/200 0.9913 0.1402 0.2236 0.9996 0.1396 0.2236 0.9999 0.1395 0.2236
1/240 0.9913 0.1402 0.2236 0.9996 0.1396 0.2236 1.0000 0.1395 0.2236
1/280 0.9913 0.1402 0.2236 0.9996 0.1396 0.2236 1.0000 0.1395 0.2236
1/320 0.9913 0.1402 0.2236 0.9996 0.1396 0.2236 1.0000 0.1395 0.2236
1/360 0.9914 0.1402 0.2236 0.9996 0.1396 0.2236 1.0000 0.1395 0.2236
1/400 0.9914 0.1402 0.2236 0.9996 0.1396 0.2236 1.0001 0.1395 0.2236
Table 5: The numericai results in Ω = (0, 1), J = (0, 1).
ν = 0.01 h = 1/5 h = 1/10 h = 1/20
k γ1 γ0 γT γ1 γ0 γT γ1 γ0 γT
1/40 0.6972 0.0461 0.0697 0.9682 0.0466 0.0707 0.9981 0.0465 0.0707
1/80 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9979 0.0465 0.0707
1/120 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9979 0.0465 0.0707
1/160 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9978 0.0465 0.0707
1/200 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9978 0.0465 0.0707
1/240 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9978 0.0465 0.0707
1/280 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9978 0.0465 0.0707
1/320 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9978 0.0465 0.0707
1/360 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9979 0.0465 0.0707
1/400 0.6972 0.0461 0.0697 0.9681 0.0466 0.0707 0.9979 0.0465 0.0707
11
