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Abstract-An exact method for solving all-integer non-linear programming problems with a separable 
non-decreasing objective function is presented. Dynamic programming methodology is used to search 
candidate hypersurfaces for the optimal feasible integer solution. Computational efficiency is improved by 
eliminating candidate hypersurfaces on which no integer solutions exist and by discarding partial solutions 
which are infeasible at an early stage. 
I. INTRODUCTION 
Let Ip denote the set of non-negative integers and let Rp denote the non-negative real line. We 
also define: 
fr: Ipn - zp j=l,2 n 1.e.. 
hi Ipn-Rp; i=1,2 ,..., m. 
We wish to consider the discrete variable non-linear optimization problem: 
Such that 
h(x) I 0; i=1,2 m ,.**t (2) 
xj E Ip; j=l,2,...,n (3) 
where x = (xi, x2,. . . , x,). The problem (l)-(3) is further restricted as follows: 
(1) The functions fj(.) are assumed to be non-decreasing functions. 
(2) The region defined by (2) and (3) is non-empty, contains at least one lattice point and is 
bounded. 
In[l] an algorithm was developed for solving the problem of (l)-(3) which utilized dynamic 
programming methodology. It should be noted that the straightforward application of dynamic 
programming (assuming that all the hi(q) either were or could be put in separable form) would 
rapidly encounter the “curse of dimensionality” for m > 2 or 3, both in terms of computer 
storage and execution time. The method overcame this difficulty and moreover did not require 
separability of the constraints. Preliminary results were reported for m 15, n 5 10, with very 
low average xecution times (520 set). 
It is the purpose of this paper to present a significant improvement in the algorithm of [I] 
which extends the range of problems izes that can be solved. 
2. GENERAL DEVELOPMENT OF THE ALGORITHM 
The algorithm for solving (l)-(3) is based on using dynamic programming methodology for 
searching a series of hypersurfaces in E” for a point which is feasible, i.e. which satisfies (2) 
and (3). Suppose that the optimal value of the objective function (1) is z*. We suppose further 
that by some means an upper bound = .zo on z* is found, i.e. z* 5 zo, where 
zo = 2 fj(xj?; xi” E z, 
j=I 
(4) 
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The basic notion behind the hypersurface search algorithm is to search the hypersurfaces 
$fj(Xj)=Z&; k=O,l,... 
z. has already been defined. More will be said about the determination of the sequence .i?&, k# 0, 
in Section 3. The search is conducted via dynamic programming, but in such a way that the 
objective function is bounded by a feasible solution and can be terminated with the optimal 
solution as soon as a particular value of ,?& is reached which is strictly less than the greatest 
feasible lower bound yet found. At this point, that bound is the optimal value of the objective 
function, z*, and the corresponding optimal values of xi are also known. This procedure is 
clearly finite (assuming that the sequence z& is generated properly) since it was assumed that the 
region defined by (2) and (3) was bounded and contained at least one lattice point. 
The algorithm which will now be described differs from the one prescribed in[l] in the 
following significant way. In[ 11 z& was defined as zo- k, k = 0, 1, 2, . . . . The net result was to 
search every hyperplane 
In the current algorithm, we search only a subset of these hyperplanes by eliminating in 
advance those that cannot possibly have feasible solutions. We now describe this algorithm. 
Modified h ypersurface search algorithm 
(1) Determine upper bounds Uj for each variable. We then have: 
0 5 Xj I Uj j=l,2,...,n Xj E Ip. 
(2) Compute zo, if one is not known a priori by: 
Zo = $+ fj(4). . 
(3) Find all combinations of X, j = 1,2,. . . , n which satisfy: 
$ fj(Xj) = z& 0 5 Xj s Uj j = I, 2, . . . , n Xj E Ip (6) 
where the sequence of zk are selected as described in the next section. 
(4) When z& is reached such that a particular z& is less than the greatest feasible lower 
bound on z, this bound is the optimal solution. 
Steps (1) and (2) are self-evident. In the next section we deal with steps (3) and (4). It will be 
noted that there is no explicit mention of the original constraints of the problem hi(X) I 0, 
i=l,2,..., m. These are used, as will be seen, only to check feasibility in step (3), i.e. whether 
any candidate solution xk is such that hi(x’) s 0 for all i. This characteristic of the solution 
algorithm of this paper offers an advantage over other methods in which the constraints are 
required to be separable[2-4]. 
In the next section we shall describe how step (3) of the algorithm is carried out and also 
prove that the sequence & can be chosen in advance so as to guarantee that no candidate 
solution is missed in the search. 
3.HYPERSURFACESEARCHBYDYNAMICPROGRAMMING 
In step (3) of the algorithm proposed in the previous section, we have stated that we wish to 
solve the following problem. 
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gfj(Xj)=zk;  E K; OSXjSUj; Xj E Zp; j=I,2,...,n 
where K is as yet unspecified as to its members, but 
computation. An equivalent formulation of (6) is as follows: 
max 2 = 2 fj(Xj) 
j-l 
such that 
$ fj(Xj) 5 20; 0 5 Xj 5 Uj; Xj E Zp; 
there is definite method for its 
j=l,2 ,..., n. (7) 
The problem (7), if it can be solved efficiently, obviously does what (6) asks us to do. The way 
in which we shah solve (7) is to consider (7) as a sequence of problems of the form (7), except 
that the constraint 
will be replaced by 
$ fdxj) = zk (9) 
and we will solve a sequence of problems of the form: 
max Z = $, fj(Xj) 
such that 
gfj(Il)=Zk;  E K; OsXjSuj; xj E Zp; j=l,2,...,n 
for an appropriate sequence zk I zo. The fact that in (IO), we already know the maximum value 
of z, viz. zk in no way makes this a trivial problem, since we must determine whether or not 
there exists a set of feasible integer values Xj satisfying the constraints (2) which give rise to 
this maximal value. 
Since the fj(.) have been assumed to be non-decreasing functions, sufficient conditions for a 
solution of (IO) by dynamic programming are satisfied (see[5]). Applying the principle of 
optimality to (10) the following recursion relations for the optimal return functions gs(.) are 
obtained as follows: 
m I= ya; fd&) = A, A = f,(S), 6, = 0, 1, , . . , UI, 
-co, otherwise. (11) 
where 
6, = min (us, [&I); fs(Ss)=A; [bl= the greatest integer 5 [b]. 
The return functions need be calculated only one time per problem. 
In[!] the set of equations (11) and (12) are used to solve original problem (l)-(3) by 
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checking each value z,, beginning with z. and proceeding through zl, zz, . . . until a first feasible 
integer solution is obtained. This is done by the usual dynamic pro~amming procedure of 
calculating 
g,(A),xf(A) A-0,1,...,& 
fors=1,2,...,n- 1, where x:(A) is the value of xS which produced g,(A) for each value of A. 
Finally, g,(zk) and xz(zJ are calculated assuming a solution exists. Then f,,(x:> is 
subtracted from ,?k and now it is possible to find, corresponding to A = rk -fa(xn*) in the tabulation 
of g,_,(A), the value of x~_&k -f&z:)) which corresponds to &_i(zk - fn(xE)). We now have x~.-:-,. 
This process is continued proceeding backwards until all values of XT are obtained. 
It should be noted, with reference to the complete hypersurface search algorithm, that if at 
any stage of the backward path described in the previous paragraph, no value of x7 is found 
(this corresponds to gj(A)= - 4, the calculation for that value of zk may be terminated and we 
can proceed to the next value of zk. 
The process described above is changed in two significant respects in the algorithms of this 
paper: 
(I) The tables of g,(A) for all s are drastically abbreviated by not listing any entries 
corresponding to g,(A)= - m. 
(2) Only a subset of all possibie integer values zk in the interval [z*, zO] are calculated. 
(3) At each stage of the “backward pass,” a calculation is made of the amount by which the 
constraints (2) are changed by the value x7, If this change causes one or more of the constraints 
to be violated, then this solution will be infeasible from this point on. Therefore this particular 
value is eliminated and an alternative optimum if one exists is chosen for xi. The value of this step 
is illustrated in the example of the following section, in which it is assumed that the cons~aints 
are linear. The same elimination of partial solutions can be achieved for separable constraints 
and some nonseparable constraints. 
The justification for step 2 is given in Proposition 2 which is proven below. In order to prove 
Proposition 2 we shah require Pro~sition 1 which is stated here and has been proven in [ 11. 
Proposition 1. g,(A) = A or g,(A)= -m for ail A and all S. 
Proposition 2. The only finite values of zk that need be considered in the solution of (10) are 
given by: 
i$, = A’“-‘)+ f,,(x,); X,, = ffnr l&-l, . , 
where Acn-') are the finite entries of A in the g,_i(.) function 
terminated whenever a value 
zk = A(“-‘)fJ&) 
. 9 0. 
tabulation. The calculation is 
is reached which is less than the greatest feasible lower bound. At most a search of rr, 
subsequent hyperplanes need be made before termination of calculations. 
Proof. We know that: 
(1) g,(z) = 0ga:8 [f&n) + &-dzk -fmW)l where 5. = min Oh &I). 
(2) g&) = p “or too, by Proposition 1. 
(3) g,_,(.) is defined only for finite values of the argument. 
Let us now consider g,&(& - fn(xn)). This will be finite only if rk - f,(x,) is finite. However, 
by (2), we see that 
Hence we have that: 
Therefore in order to guarantee finite values we need only consider the finite ntries in the 
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tabulation of g,_,(.). The rest of the backward pass is automatically guaranteed since the 
forward tabulation of the g,(.) functions by recursion considered only finite values of g,_,(.). 
The calculation can be terminated when .z& is less than the current greatest feasible lower 
bound, since 
& = A’“_‘)+f,(u,) 
and since successive values of A(“-‘) are decreasing. Hence the first time a zk is reached which 
satisfies the above condition, the current lower bound is the optimal solution. 
4. MODIFIED HYPERSURFACE SEARCH ALGORITHM-A NUMERICAL ,EXAMPLE 
We shall solve the following example, also in[l]. Consider the nonlinear integer program- 
ming problem: 
max I = 6x,’ + 3x2 + 2xz3 + 2x3’ 
such that 
3X,+‘tX~+3X3-~0~0 
2x1+3x2+3X3- 1250 
xl, x2, x3 2 0, integer. 
(13) 
We see that 
fdx,) = 6x1~ 
f2(Xz)=3X2+ 2Xz3 
f3(x3) = 2x32. 
From the constraints of (13) we see that: 
Therefore: 
Olx*~3=u, 
05x212=1(* 
osx313=‘u3. 
A, A = 6S,‘, S, = 0, 1,2,3 
&(A) = 
--oc). otherwise. 
A tabulation of all finite values of g,(h) and x,*(A) is given in Table 1. 
We next compute g2(A) as: 
g2(A) = max 
osx*=+. 
13x2 + 2X: + g,(A - 3x2 - 2x231 
where 
352 + 2223 = A and S2 = min (2, [e2]) 
A tabulation of g*(A) and x?(A) is given in Table 2. 
3 
z. = A3 = X fr(Uj) = 6(3)2 f 3(2) + 2(2Q + 2(3)2 = 94. Note also, by Proposition 2 the first zk = 
j-1 
z. to be tried is: 
which agrees with this calculation. The solution corresponding to z = 94, by a backward pass 
through the tables is xf = 3, x3 = 2, xf = 3, which is found to be infeasible. Using Proposition 2, 
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Table 2. Optimal return 
and policy 
Table I. Optimal return 
and policy 
A &?,(A ) XT(A) 
0 0 0 
6 6 I 
24 24 2 
54 54 3 
0 0 0 
5 5 
6 6 G! 
II II I 
22 22 2 
24 24 0 
28 
29 
4646 2 
54 54 0 
59 59 I 
76 76 2 
the next value of zk to be tried is: 
~r=h’~‘+f~(u~-1)=76+8=84. 
Again we find XT = 3, x5 = 2, xf = 2 is infeasible. Continuing this process we have: 
z,=76+2=78, 
z~=76+0=76, 
z,=59+18=77, 
zs=59+8=67, 
zh=59+2=61, 
z,=59+0=59, 
z,=54+18=72, 
z,=54+8=62, 
z,,,=54+2=56, 
zr1=54+0=54, 
XT = 3, 
XT = 3, 
xt=3, 
xT=3, 
xf = 3, 
xf = 3, 
XT = 3, 
xf = 3, 
XT = 3, 
XT = 3, 
xf = 2, 
x3=2, 
x3= 1, 
x3=1, 
x2= 1, 
xf=l, 
x3=0, 
xf=O, 
x3 = 0, 
xf=O, 
xf= 1 
xf=O 
xf = 3 
xf = 2 
xf= 1 
x?=O 
xf = 3 
x3 = 2 
xf=l 
xf=O 
(infeasible) 
(infeasible) 
(infeasible) 
(infeasible) 
(infeasible) 
(infeasible) 
(infeasible) 
(infeasible) 
(infeasible) 
(feasible). 
At this point we have a first feasible lower bound. We cannot be sure, however, that a larger 
feasible solution does not exist until all subsequent zk < 54. Hence we continue the calculation: 
z,,=46+18=64, xT=2, x3=2, x3=3 (infeasible) 
z,~=46+8=54, xf = 2, x3=2, xf=2 (infeasible) 
z14 = 29 + 18 = 47 < 54. 
Hence we have bonded the solution. The optimal solution is z* = 54, XT = 3, x3 = 0, xf = 0. 
A comparison of the computational method presented here with that of [l] shows that to 
solve this problem required 14 backward passes through the tables as compared with 41 for the 
algorithm given in[l], which is a very great reduction. As problem sizes become larger, this 
difference becomes even more significant in terms of total time required. 
A comparison of this method with those ofr2-41 shows that the method proposed here has 
modest computer storage requirements ( ee [11) whereas imbedded state space approaches have 
heavy storage requirements. 
5. THE COMPUTATIONAL PR&ESS 
For a maximization problem return functions need be computed only for one stage at a time. 
Automatically, the values for zk smaller than z. are known. For minimization, at each stage the 
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tables need to be increased to obtain new values. It is never necessary to save more than one 
table of values for the return function in calculating the functional values for succeeding stages 
since each g,(A) table can be calculated from the previous g,_,(h), which is then discarded. 
The size of each table of the optimal variable values x:(h) is usually much less than 
As = 2 fi(Wj); s=1,2 )..., n-l, (14) 
i-l 
since only existing values are stored. In the sample problem given in the previous section 
A, = f,(3) = 6(3)2 = 54; A2 = A, + 3(2) + 2(2)3 = 76. 
However, only the g, table contains only 4 values of A and the associated return function and 
optimal policy. In the table for state 2, only 12 values of A are stored. So storage requirements 
have been reduced. 
6. COMPUTATIONAL RESULTS 
Results from 51 randomly generated problems are reported. The problems were of the 
following form: 
max r = $, fj(Xj); CUijXjSbi i= 1,2,...,m (1% 
where 
Xj E 1,; fj(Xj) = ajXj + BjXF + YjXF (16) 
and aj, Bj, yj were non-negative integers. Results are given in Table 3. The number of terms in 
the objective function for n = 20 could be as large as 3n =60. In addition, the problems were 
Table 3. 
m=n mXn mXn mXn mxn 
3-P 4x10 4x15 4x20 4X25 4x30 
79-38 0.92 1.35 32.38 16.26 69.86 
101-71 1.16 14.83 45.66 68.61 52.28 
129-37 2.38 13.19 16.45 26.18 63.77 
102-35 2.45 4.84 25.45 94.65 229.74 
75-34 5.28 5.39 47.01 57.32 
35-16 1.30 9.74 21.06 27.35 
51-30 0.49 26.53 77.69 35.65 
95-84 0.58 3.47 18.69 
62-23 1.09 10.20 22.88 
52-28 1.99 3.09 48.19 
58-29 0.38 11.14 68.62 
85-57 0.53 6.82 
59-36 0.49 9.27 
169-94 11.71 4.51 
61-28 0.76 7.92 
80-28 1.00 18.12 
125-34 4.52 7.64 
53-25 0.32 12.55 
77-23 1.16 17.07 
64-30 0.84 23.81 
Total (set) 39.35 211.48 424.08 326.02 415.65 
Avg. (set) ’ 1.97 10.57 38.55 37.26 103.91 
generated so that the upper bounds Uj for each Xj determined from the constraints (15) varied 
among the values 0, 1,2,3 so that a maximum of 4 integer values need be considered for each 
variable. All computations were carried out on a CDC Cyber 70, Model 72, a medium speed 
computer. 
7. SUMMARY AND CONCLUSIONS 
An exact method for solving all-integer non-linear programming problems with a separable 
objective function has been presented. Dynamic programming has been used to search 
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candidate hyperplanes. Further efficiencies have been introduced by eliminating candidate 
hypersurfaces on which no integer solutions exist. In addition, for problems with separable 
constraints, a fathoming criterion is used to eliminate infeasible points during the backward 
pass. 
Further research will be directed toward exploiting the special features of this formulation 
for problems with other nonlinear objective functions, for nonlinear constraints, and for 
nonseparable constraints. 
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