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The well-posedness and stability of the repairable system with N failure modes and one
standby unit were discussed by applying the c0 semigroups theory of function analysis.
Firstly, the integro-differential equations described the system were transformed into some
abstract Cauchy problem of Banach space. Secondly, the system operator generates positive
contractive c0 semigroups T (t) and so the well-posedness of the system was obtained.
Finally, the spectral distribution of the system operator was analyzed. It was proven that
0 is strictly dominant eigenvalue of the system operator and the dynamic solution of the
system converges to the steady-state solution. The steady-state solution was shown to be
the eigenvector of the system operator corresponding to the eigenvalue 0. At the same time
the dynamic solution exponentially converges to the steady-state solution.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The repairable system with N failure modes and one standby unit is one of classical models in reliability. It was ﬁrst
established by M. Yamashiro in [1]. The running processes of the reparable system are described by the following equations
with initial and boundary conditions.
[
d
dt
+ λ
]
p0(t) =
N∑
i=1
∞∫
0
ηi(x)p0,i(x, t)dx (1)
[
d
dt
+ λ
]
p1(t) =
N∑
i=1
∞∫
0
ηi(x)p1,i(x, t)dx+
N∑
i=1
αi
∞∫
0
p0,i(x, t)dx (2)
[
∂
∂t
+ ∂
∂x
+ (ηi(x) + αi)
]
p0,i(x, t) = 0 (3)[
∂
∂t
+ ∂
∂x
+ ηi(x)
]
p1,i(x, t) = 0 (4)
The initial and boundary conditions are as follows
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Fig. 3. The instantaneous availability of the system.
p0,i(0, t) = λi p0(t), p1,i(0, t) = λi p1(t) (5)
p0(0) = 1, p1(0) = p0,i(x,0) = p1,i(x,0) = 0 (6)
The speciﬁc meanings of the notations, such as ηi(x) and λ, etc., and detailed presentation of the repairable system are given
in the next section. According to [2], A(t) = p0(t)+ p1(t) and A = limt→∞ A(t) are called the instantaneous availability and
the steady-state availability of the repairable system respectively. The availability of the system is one of the most important
reliability index and engineers are specially interested in the steady-state availability. But in most cases, it is diﬃcult to
obtain the steady-state availability. Some engineers usually replace the inﬁmum of the instantaneous availability with the
steady-state one. However, the replacement does not hold in general. We will illustrate the statement by our model as an
example.
Let N = 2, λ1 = 0.3, λ2 = 0.2, λ = 0.5, η1(x) = η2(x) = η(x), α1 = α2 = 1. In Fig. 1, η(x) = 2. In Fig. 2, η(x) ={
2, x ∈ [0,0.5]
3, x ∈ (0.5,∞) . In Fig. 3, η(x) =
{
2, x ∈ [0,3]
6, x ∈ (3,∞) .
Obviously, the above replacements are valid in cases (1)–(3). The instantaneous availability A(t) of the system can be
presented in Figs. 1–3 respectively.
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In Fig. 4, η(x) =
{0.8, x ∈ [0,3]
3, x ∈ (3,15]
0.6, x ∈ (15,∞)
. In Fig. 5, η(x) =
{0.8, x ∈ [0,5]
3, x ∈ (5,7)
5, x ∈ [7,∞]
.
Obviously, the above replacements are invalid in cases (4)–(5). The instantaneous availability A(t) of the system can be
presented in Fig. 4 and Fig. 5 respectively.
Another method of obtaining the steady-state availability is to utilize the Laplace transformation on Eqs. (1)–(4) (see [1]).
However, this means it supposed the following two hypotheses hold: (1) the system (1)–(6) has a unique nonnegative time
dependent solution; (2) the solution to the system (1)–(6) is asymptotically stable. Both hypotheses obviously hold if the
repair time follows exponential distribution. Whether they hold or not the repair rate following arbitrary distribution is
still an open question and should be justiﬁed. Moreover, because it is diﬃcult to determine the convergence rate of the
dynamic solution only by asymptotic stability, the study of the exponential stability is in demand, which is a more valuable
property in application. In this paper we are devoted to proving that both hypotheses hold. Following [3], we transform
the underlying problems into the terminology of c0 semigroups. Holding of hypotheses (1)–(2) is equivalent to the well-
posedness and asymptotic stability of some abstract Cauchy problem induced by (1)–(6). Moreover, the exponential stability
of the corresponding abstract Cauchy problem is obtained.
In recent years, there are abundant results on the well-posedness and stability of the various kinds of repairable
systems [3–10] and similar systems, such as queueing systems [11–14], ﬂows of networks [15–19] and so on [20–22].
In 2001, G. Gupur ﬁrst obtained the well-posedness and asymptotic stability of several queueing system in [11,12] by the
c0 semigroups theory. Using G. Gupur’s method, H.B. Xu [4,5], W.W. Hu [6,9], Z.F. Shen [7] and L.N. Guo [8] discussed the
corresponding properties of several repairable systems. In 2007, W.L. Wang [3] and W.W. Hu [9] separately obtained the ex-
ponential stability of series and parallel repairable system by different methods. At the same time, A. Haji [10,14] obtained
the well-posedness and stability of the repairable system with primary and secondary failures and the M/MB/1 queueing
model by the methods of [15–19] which are completely different from those of [4–10]. By the graph 6 in the next section,
the repairable system could be interpreted as ﬂows of networks.
In this paper, we will employ the methods of [3] to obtain main results. There are some obstacles to overcome since our
model is more complicate than that of [3]. We obtain that the unique nonnegative solution to the system (1)–(6) is existed
and therefore prove the rationality of the ﬁrst hypothesis mentioned above. The asymptotic stability of the system (1)–(6)
is further obtained by analyzing the spectrum distribution of the operator given by (1)–(6), which shows the rationality of
the second hypothesis. Thus, we not only provide strict theoretical foundation for reliability study but also make it more
valuable in practice.
The rest of this paper is organized as follows. In Section 2, we introduce some notations and the repairable system of
interest in detail. We then transform the integro-differential equations (1)–(6) into an abstract Cauchy problem on some
suitable Banach space. In Section 3, the existence of a unique nonnegative time-dependent solution to Eqs. (1)–(6) is ob-
tained by using c0 semigroups theory. In the last section, the main results on stability of the repairable system are obtained
by analyzing the spectra distribution of the system operator induced by Eqs. (1)–(6).
2. Description of the system and establishment of abstract Cauchy problem
The possible transitions of the system, along with rates, are shown in Fig. 6.
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The repairable system of interest consists of two identical units. Every unit has N failure modes. In the initial time, two
units are both good and one operates and another in standby position. We use (0, i) and (1, i) to denote that the ﬁrst and
the standby units are in failure mode i respectively. Let λi be failure rate of the failure modes i. λ =∑Ni=1 λi . ηi(x) denotes
repair rate of the failure mode i at repair time x. αi denotes replacement rate of failure mode i. p0(t) is probability that
1st unit is under operational state at time t . p1(t) is probability that standby unit is under operational state at time t .
p0,i(x, t) is probability density that 1st unit is state (0, i) under repair at time t and its elapsed repair time is x. p1,i(x, t) is
probability density that standby unit is state (1, i) under repair at time t and its elapsed repair time is x.
By the supplementary variable method (see [2]), M. Yamashiro obtained the integro-differential equations (1)–(6) in [1].
In order to utilize the theory of c0 semigroups discuss (1)–(6), the state space X is chosen as X = R2 × (L1(R+))2N . For
y = (y0, y1, y2(x), . . . , y2N+1(x))⊥ ∈ X , the norm of y is given by ‖y‖ =∑1i=0 |yi| +∑2N+1i=2 ‖yi(x)‖. Obviously, (X,‖ · ‖) is a
Banach space. The operator A corresponding to Eqs. (1)–(6) is given as below
A
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y0
y1
y2(x)
...
yN+1(x)
yN+2(x)
...
y2N+1(x)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−λy0 +∑Ni=1 ∫∞0 ηi(x)yi+1(x)dx
−λy1 +∑Ni=1 ∫∞0 ηi(x)yN+i+1(x)dx+∑Ni=1 αi ∫∞0 yi+1(x)dx−y′2(x) − (η1(x) + α1)y2(x)
...
−y′N+1(x) − (ηN(x) + αN)yN+1(x)−y′N+2(x) − η1(x)yN+1(x)
...
−y′2N+1(x) − ηN(x)y2N+1(x)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(7)
The domain of the operator A is
D(A) = {p ∈ X ∣∣ p′i(x) ∈ L1(R+), pi(x) are absolutely continuous,
and pi+1(0) = λi p0, pi+N+1(0) = λi p1, for i = 1,2, . . . ,N
}
(8)
By the deﬁnition of the operator A, the system (1)–(6) can be described by the abstract Cauchy problem (see [23,24]) on
Banach space X⎧⎨
⎩
dp(t)
dt
= Ap(t), t  0
p(0) = (1, . . . ,0)T
(9)
Thus, we transform Eqs. (1)–(6) into abstract Cauchy problem (9). The hypotheses (1)–(2) mentioned in Section 1 are equiva-
lent to well-posedness and asymptotic stability of the system (9). To obtain main results of this paper, we need the following
assumptions.
General assumptions.
∫∞
0 ηi(x)dx = ∞ and there exist positive constants Mi and ci such that 0 ηi(x) Mi , 1x
∫ x
0 ηi(ξ)dξ >
ci ∀x ∈ (0,∞) and i = 1, . . . ,N .
Compare to [3–10], the above assumptions are more reasonable.
3. Well-posedness of the system (9)
By Theorem II.6.7 and Deﬁnition II.6.8 of [24], the well-posedness of (9) is equivalent to the fact that the operator A
is the generator of some c0 semigroups T (t). Therefore, the main task of this section is to verify the operator A generates
some c0 semigroups T (t). In fact, the semigroups T (t) generated by the system operator A are even positive and contractive.
Theorem 1. A is densely deﬁned closed linear operator on Banach space X.
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method of [11]. As we will see later, the resolvent set, ρ(A), of the system operator A is nonempty. Therefore, the statement
of Theorem 1 holds. 
Clearly, the dual space of X is X∗ = R2 × (L∞(R+))2N . Let A∗ be the dual operator of A. By the deﬁnition of the dual
operator, it is easy to obtain the dual operator A∗ of A.
Theorem 2. The operator A∗ is deﬁned as
A∗q =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−λq0 +∑Ni=1 λiqi+1(0)
−λq1 +∑Ni=1 λiqN+i+1(0)
(q0 − q2(x))η1(x) + α1(q1 − q2(x)) + q′2(x)
...
(q0 − qN+1(x))ηN (x) + αN(q1 − qN+1(x)) + q′N+1(x)
(q1 − qN+1(x))η1(x) + q′N+1(x)
...
(q1 − q2N+1(x))ηN (x) + q′2N+1(x)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, q ∈ D(A∗)
D
(
A∗
)= {q ∈ X∗ ∣∣ q′i+1(x) ∈ L∞(R+), qi+1(x) are absolutely continuous i = 1, . . . ,2N} (10)
Now we consider the eigenvalues of A∗ with the help of Theorem 2.
Corollary 1. Zero is the eigenvalue of the operator A∗ .
Proof. In fact, if 1(x) is constant 1 function on R+ and Q = (1,1,1(x), . . . ,1(x)) ∈ X∗ , then Q belongs to the domain of
the A∗ and A∗Q = 0. This implies that the statement of Corollary 1 holds. 
Before showing the next theorem, we give a useful lemma.
Lemma 1. Set c = min{ci: i = 1, . . . ,N} and H ={γ ∈ C | Reγ > −c, γ 
= 0}. For γ ∈ H, if ri(γ ) = αi
∫∞
0 e
− ∫ u0 γ+αi+ηi(s)ds du and
si(γ ) =
∫∞
0 ηi(u)e
− ∫ u0 γ+ηi(s)ds du, then |ri(γ )| < 1, si(γ ) 
= 1.
Proof. Obviously, |ri(γ )| < 1 since |ri(γ )| < |αi
∫∞
0 e
−αi u du| = 1 by the deﬁnition of c. Furthermore, |si(γ )| < ∞ by the
general assumptions made in Section 2. If si(γ ) = 1, that is
∫∞
0 ηi(u)e
− ∫ u0 γ+ηi(s)ds du = 1. Thus we obtain that
∞∫
0
ηi(u)e
− ∫ u0 γ+ηi(s)ds du =
∞∫
0
ηi(u)e
− ∫ u0 ηi(s)ds du = 1
This implies that
∫∞
0 ηi(u)e
− ∫ u0 ηi(s)ds(e−γ u − 1)du = 0 and so γ = 0. It contradicts the assumption γ 
= 0. Therefore,
si(γ ) 
= 1. 
Theorem 3. 1 is not the eigenvalue of the operator A∗ .
Proof. If 1 is the eigenvalue of the operator A∗ , then there exists 0 
= q ∈ D(A∗) such that A∗q = q. By (10), A∗q = q is just
the equations of
−λq0 +
N∑
i=1
λiqi+1(0) = q0 (11)
−λq1 +
N∑
i=1
λiqN+i+1(0) = q1 (12)
(
q0 − qi+1(x)
)
ηi(x) + αi
(
q1 − qi+1(x)
)+ q′i+1(x) = qi+1(x) (13)(
q1 − qN+i+1(x)
)
ηi(x) + q′N+i+1(x) = qN+i+1(x) (14)
in which i = 1, . . . ,N . Solving (13) and (14) respectively, we have
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∫ x
0 1+αi+ηi(s)ds
[
qi+1(0) −
x∫
0
(
q0ηi(u) + q1αi
)
e−
∫ u
0 1+αi+ηi(s)ds du
]
(15)
qN+i+1(x) = e
∫ x
0 1+ηi(s)ds
[
qN+i+1(0) − q1
x∫
0
ηi(u)e
− ∫ u0 1+ηi(s)ds du
]
(16)
In order to show that qi+1(x) and qN+i+1(x) belong to L∞(R+), we have
qi+1(0) −
∞∫
0
(
q0ηi(u) + q1αi
)
e−
∫ u
0 1+αi+ηi(s)ds du = 0 (17)
qN+i+1(0) − q1
∞∫
0
ηi(u)e
− ∫ u0 1+ηi(s)ds du = 0 (18)
That is qi+1(0) = q0si(1) + q1ri(1) and qN+i+1(0) = q1si(1). Thus by (11)–(12), we obtained that (1+ λ −∑Ni=1 λi si(1))q0 −∑N
i=1 λiri(1)q1 = 0 and (1+λ−
∑N
i=1 λi si(1))q1 = 0. Noting that λ =
∑N
i=1 λi and si(1) 
= 1 by Lemma 1, we have q1 = 0 and
therefore q0 = 0 since 1 + λ −∑Ni=1 λi si(1) 
= 0. Furthermore, by (15)–(18), we have pi+1(x) = pN+i+1(x) = 0. This implies
that q = 0 and it is contrary to the assumption of q 
= 0. The proof of Theorem 3 is complete. 
Corollary 2. The range of I − A is X, that is R(I − A) = X.
Proof. If R(I − A) 
= X , then by the Hahn–Banach theorem there exists 0 
= q ∈ X∗ such that q |R(I−A)= 0 since R(I − A) is
close subspace of X . This implies ( f ,q) = 0 for each f ∈ R(I − A). Therefore, ((I − A)p,q) = (p, (I − A)∗q) = 0 for every
p ∈ D(A). This means that A∗q = q and 1 is eigenvalue of the operator A∗ since D(A) is dense in X . It is contrary to
Theorem 3 and so R(I − A) is equal to X . 
Now we can present one of the main results of this paper.
Theorem 4. The operator A generates some positive contractive c0 semigroups (T (t))t0 and the abstract Cauchy problem (9) is well
posed.
Proof. By the Philips theorem in [11] and Corollary 2, it is suﬃcient to prove that the operator A is dispersive. To this end,
for each p = (p0, p1, p2(x), . . . , p2N+1(x)) ∈ D(A), let
φ =
( [p0]+
p0
,
[p1]+
p1
,
[p2(x)]+
p2(x)
, . . . ,
[p2N+1(x)]+
p2N+1(x)
)
where, [ f (x)]+ =
{
f (x) if f (x) > 0
0 otherwise
, then φ ∈ L∞(R+).
The boundary conditions on pi(x) in the domain of A imply that
2N+1∑
i=2
[
pi(0)
]+ = N∑
i=1
λi[p0]+ +
N∑
i=1
λi[p1]+ = λ
([p0]+ + [p1]+) (19)
If we set Vi = {x ∈ [0,∞) | pi(x) > 0} and Wi = {x ∈ [0,∞) | pi(x) 0} for 2 i  2N + 1, then by a short argument, from
the absolute continuity of pi(x) and the deﬁnition of [pi(x)]+ it follows that
∞∫
0
[pi(x)]+
pi(x)
d
dx
pi(x)dx =
∫
Vi
[pi(x)]+
pi(x)
d
dx
pi(x)dx =
∞∫
0
d
dx
[
pi(x)
]+
dx = −[pi(0)]+ (20)
For p ∈ D(A), set (Ap, φ) = E . By (19)–(20), we have
E = [p0]
+
p0
(
N∑
i=1
∞∫
0
ηi(x)pi+1(x)dx− λp0
)
+ [p1]
+
p1
(
N∑
i=1
∞∫
0
ηi(x)pN+i+1(x)dx+
N∑
i=1
αi
∞∫
0
pi+1(x)dx− λp1
)
−
N∑
i=1
∞∫ [pi+1(x)]+
pi+1(x)
(
d
dx
+ ηi(x) + αi
)
pi+1(x)dx−
N∑
i=1
∞∫ [pN+i+1(x)]+
pN+i+1(x)
(
d
dx
+ ηi(x)
)
pN+i+1(x)dx0 0
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p0
N∑
i=1
∞∫
0
ηi(x)pi+1(x)dx−
N∑
i=1
αi
∞∫
0
[
pi+1(x)
]+
dx
+ [p1]
+
p1
(
N∑
i=1
∞∫
0
ηi(x)pN+i+1(x)dx+
N∑
i=1
αi
∞∫
0
pi+1(x)dx
)
−
2N∑
i=1
∞∫
0
ηi(x)
[
pi+1(x)
]+
dx−
2N∑
i=1
∞∫
0
[pi+1(x)]+
pi+1(x)
d
dx
pi+1(x)dx

( [p0]+
p0
− 1
) N∑
i=1
∞∫
0
ηi(x)
[
pi+1(x)
]+
dx
+
( [p1]+
p1
− 1
)( N∑
i=1
∞∫
0
ηi(x)
[
pi+N+1(x)
]+
dx+
N∑
i=1
αi
∞∫
0
[
pi+1(x)
]+
dx
)
 0 (21)
Thus the operator A is dispersive by the deﬁnition of dispersive operator and the proof of Theorem 4 is complete. 
With the help of Theorem II.6.7 and Deﬁnition II.6.8 of [24], the abstract Cauchy problem (9) is well posed. This means
the unique solution to Eqs. (1)–(6) exists and it has the expression P (x, t) = T (t)p(0). Furthermore, the solution P (x, t) is
positive since the semigroups T (t) are positive and p(0) > 0 and ‖P (x, t)‖  1 since T (t) are contractive and ‖p(0)‖ = 1.
Thus the ﬁrst hypothesis mentioned in Section 1 holds.
4. Stability of the system
In this section, we will prove the asymptotic and exponential stabilities of the system by analyzing the spectral dis-
tribution of the system operator A. This proves the second hypothesis used in traditional reliability study mentioned in
Section 1.
4.1. Asymptotical stability of the system (9)
Two theorems on spectral distribution are given in this subsection. The ﬁrst theorem shows that zero is algebraically
simple eigenvalue of the system operator A. The second one implies the spectral set, σ(A), is contained in left half-plane
and zero is the unique spectrum of A on imaginary axis. Therefore, asymptotical stability of the system (9) is obtained
by [4,12].
Theorem 5. Zero is algebraically simple eigenvalue of A.
Proof. First for p ∈ D(A), we consider the nonzero solution to the resolvent equation Ap = 0, that is
λp0 =
N∑
i=1
∞∫
0
ηi(x)pi+1(x)dx (22)
λp1 =
N∑
i=1
∞∫
0
ηi(x)pN+i+1(x)dx+
N∑
i=1
αi
∞∫
0
pi+1(x)dx (23)
dpi+1(x)
dx
= −(ηi(x) + αi)pi+1(x) (24)
dpN+i+1(x)
dx
= −ηi(x)pN+i+1(x) (25)
pi+1(0) = λi p0, pN+i+1(0) = λi p1 (26)
Solving (24) and (25) respectively, we have
pi+1(x) = pi+1(0)e−
∫ x
0 αi+ηi(ξ)dξ , pN+i+1(x) = pN+i+1(0)e−
∫ x
0 ηi(ξ)dξ (27)
Substituting pi+1(x) and pN+i+1(x) into (22)–(23) and combining with (26) together we obtain equations on p0 and p1,
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N∑
i=1
λi
( ∞∫
0
ηi(x)e
− ∫ x0 αi+ηi(ξ)dξ dx
)
p0 (28)
λp1 =
(
N∑
i=1
λiαi
∞∫
0
e−
∫ x
0 αi+ηi(ξ)dξ dx
)
p0 +
(
N∑
i=1
λi
∞∫
0
ηi(x)e
− ∫ x0 ηi(ξ)dξ dx
)
p1 (29)
Note that λ =∑Ni=1 λi , ∫∞0 ηi(x)e− ∫ x0 ηi(ξ)dξ dx = 1 and ∫∞0 ηi(x)e− ∫ x0 αi+ηi(ξ)dξ dx < 1. Thus, we obtain that p0 = 0 by (28)
and λp1 = λp1 by (29). In order to show that p is eigenvector of A corresponding to 0, let p1 be arbitrary positive constant
and so the eigenvector corresponding to eigenvalue 0 will be positive. Moreover, from (26)–(27) we can easily see that the
dimension of the eigenvector space corresponding to 0 is one. Therefore the geometric multiplicity of 0 is one.
Next we will prove that the algebraic multiplicity of eigenvalue 0 is also one. That is to say the rank of spectral projection
of the eigenvalue 0 is one. In view of Refs. [25,26], we only need to prove that the algebraic index of 0 in X is one. We
use the reduction to absurdity. Suppose that the algebraic index of 0 is 2 without loss of generality. If p∗ is the positive
eigenvector corresponding to eigenvalue 0 of the system operator A, then there exists u ∈ X such that Au = p∗ . Thus,(
p∗, Q
)= (Au, Q ) = (u, A∗Q )= 0 (30)
in which Q is given in Corollary 1. However, (p∗, Q ) = ‖p∗‖ > 0, this contradicts (29). Therefore, the algebraic multiplicity
of 0 in X is one and the proof of Theorem 5 is complete. 
Theorem 6. If γ ∈ H = {γ ∈ C | Reγ > −c, γ 
= 0}, then γ ∈ ρ(A).
Proof. For each γ ∈ H , consider the equation (γ I − A)p = y, that is
(γ + λ)p0 =
N∑
i=1
∞∫
0
ηi(x)pi+1(x)dx+ y0 (31)
(γ + λ)p1 =
N∑
i=1
∞∫
0
ηi(x)pi+N+1(x)dx+
N∑
i=1
αi
∞∫
0
pi+1(x)dx+ y1 (32)
dpi+1(x)
dx
= −(γ + ηi(x) + αi)pi+1(x) + yi+1(x) (33)
dpN+i+1(x)
dx
= −(γ + ηi(x))pN+i+1(x) + yN+i+1(x) (34)
pi+1(0) = λi p0, pN+i+1(0) = λi p1 (35)
By solving (33) and (34) respectively, we have
pi+1(x) =
(
pi+1(0) +
x∫
0
yi+1(τ )e
∫ τ
0 γ+αi+ηi(ξ)dξ dτ
)
e−
∫ x
0 γ+αi+ηi(ξ)dξ (36)
pN+i+1(x) =
(
pN+i+1(0) +
x∫
0
yN+i+1(τ )e
∫ τ
0 γ+ηi(ξ)dξ dτ
)
e−
∫ x
0 γ+ηi(ξ)dξ (37)
For i = 1, . . . ,N , let
bi+1 =
∞∫
0
ηi(x)
x∫
0
yi+1(τ )e−
∫ x
τ γ+αi+ηi(ξ)dξ dτ dx
ci+1 =
∞∫
0
x∫
0
yi+1(τ )e−
∫ x
τ γ+αi+ηi(ξ)dξ dτ dx
di+1 =
∞∫
ηi(x)
x∫
yN+i+1(τ )e−
∫ x
τ ηi(ξ)dξ dτ dx0 0
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of (36)–(37) with (31)–(32), then we would obtain the equations on p0 and p1 by (35)(
N∑
i=1
λi si(γ ) − γ − λ
)
p0 =
N∑
i=1
bi+1 (38)
N∑
i=1
λiri(γ )p0 +
(
N∑
i=1
λihi(γ ) − γ − λ
)
p1 = −
N∑
i=1
(ci+1 + di+1) (39)
in which hi(γ ) =
∫∞
0 ηi(x)e
− ∫ x0 γ+ηi(ξ)dξ dx and si(γ ) and ri(γ ) are given in Lemma 1. Obviously, ∑Ni=1 λi si(γ ) − γ − λ 
= 0
and
∑N
i=1 λihi(γ ) − γ − λ 
= 0 by Lemma 1 and |hi|  1, which implies that p0, . . . , p2N+1 exist uniquely and so p exists
uniquely in D(A). Thus the operator γ I − A is a bijective mapping.
Because γ I − A is densely deﬁned closed linear operator, we can deduce that its inverse exists and is bounded by
recalling closed graph theorem and inverse operator theorem. Thus we complete the proof of Theorem 6. 
Theorem 5 and Theorem 6 can imply several important results hold. Recalling that the spectral bound s(B) of an opera-
tor B is the quantity sup{Reλ: λ ∈ σ(B)}, Theorem 5 and Theorem 6 ﬁrst imply that the spectral bound s(A) of A is zero.
Next we introduce the deﬁnition of the strictly dominant eigenvalue from [26].
Deﬁnition 1. If σ(B) ∩ {Reλ = s(B)} consists of a single point {ω} which is an eigenvalue of B , ω be called the strictly
dominant eigenvalue of B .
Thus, Theorem 5 and Theorem 6 show that 0 is a strictly dominant eigenvalue of the operator A.
At last, with the help of Theorem 5 and Theorem 6, it can be deduced that the time-dependent solution of the system
strongly converges to its steady-state solution according to Theorem 14 in [11]. That is, the system (9) is asymptotically
stable. This proves the second hypothesis mentioned in the Introduction. Moreover, Theorem 5 and Theorem 6 imply that
the system (9) is linearly stable.
Deﬁnition 2. (See [27].) We say the abstract Cauchy problem (9) is linearly stable, if there is a positive constant c such that
the nonzero spectrum of the operator A satisﬁes
sup
{
Reλ: λ ∈ σ(A), λ 
= 0}−c
and 0 is an algebraically simple eigenvalue of A.
The above asymptotic stability of the system (9) is called asynchronous exponential growth, shortly AEG in [20,21]. The
linear c0-semigroups (T (t))t0 on the Banach space X are said to exhibit an AEG if there exist a real number λ 0 (called
Malthusian parameter) and a rank one projection Π on X such that limt→∞ e−λt T (t)x = Πx for all x ∈ X . The existence of
such a λ is related to the existence of a nonnegative strictly dominant eigenvalue in the spectrum of the generator of the
semigroup. In this paper zero plays the role of Malthusian parameter.
4.2. Exponential stability of the system (9)
Let T (t) be the semigroups generated by the operator A and p(0) be the initial value of (9). The asymptotic stability
shows that (see [3])
T (t)p(0) = (p(0), Q )p˜ + T1(t)p(0) = p˜ + T1(t)p(0), lim
t→∞ T1(t)p(0) = 0
in which p˜ is the eigenfunction of A corresponding to 0 and Q is given in Corollary 1. That is to say the steady-state
solution of (1)–(6) is just the eigenvector of the operator A corresponding to the eigenvalue 0.
In general, the above stability does not imply the exponential stability, that is to say there exist positive ω and M such
that ∥∥T1(t)p(0)∥∥ Me−ωt, t  0
But in some special cases this implication holds. Now we will show the exponential stability of the system (9). First, we
introduce some notations and results which come from Refs. [3] and [16].
Let X be a Banach space and T (t) be c0 semigroups on X and A its generator, for λ ∈ ρ(A), then we have the symbols
ω1(T ) = lim
t→+∞
ln‖T (t)R(λ,A)‖
t
s0(A) = sup
{
ω > s(A): sup
∥∥R(λ,A)∥∥< +∞}
Reλ=ω
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of A. Their relationships is given by the following lemma which comes from [3].
Lemma 2. Let T (t) be a c0 semigroup on Banach space X andA its generator, then ω1(T ) < s0(A).
Theorem 7. The system (9) is exponentially stable.
Proof. Let one rank projection P be the associated spectral projection of the eigenvalue 0 since 0 is an algebraically simple
eigenvalue of A. Thus X has the invariant decomposition
X = X0 + Y , X0 = P X, Y = (I − P )X
in which X0 is the eigenfunction subspace whose dimension is one. Y is also Banach space equipped with the norm of X .
Let T1(t) and A1 be the restrictions of T (t) and A on Y respectively. Obviously, σ(A1) = σ(A) \ {0} holds. Now we will
show that s(A1) 0. However, 0 is a regular point of A1, so it is suﬃcient to show that
sup
γ=ib, |b|>δ>0,b∈R
∥∥R(λ, A1)∥∥< +∞ (40)
In fact, for γ = ib, b ∈ R and each given y ∈ X , by Theorem 6 the resolvent equation (γ I − A)p = y has solution in D(A)
and pi+1(x) and pN+i+1(x) are given by (36)–(37). By (35), we have
|b|
∞∫
0
∣∣pi+1(x)∣∣dx λi
∣∣∣∣∣p0γ
∞∫
0
e−
∫ x
0 γ+αi+ηi(ξ)dξ dx
∣∣∣∣∣+ |b|c
∞∫
0
∣∣yi+1(x)∣∣dx (41)
|b|
∞∫
0
∣∣pN+i+1(x)∣∣dx λi
∣∣∣∣∣p1γ
∞∫
0
e−
∫ x
0 γ+ηi(ξ)dξ dx
∣∣∣∣∣+ |b|c
∞∫
0
∣∣yN+i+1(x)∣∣dx (42)
Substitute (36)–(37) into (31)–(32), we have
(|b| + λ)|p0| |y0| + n∑
i=1
λi
∣∣∣∣∣1− (αi + γ )
∞∫
0
e−
∫ x
0 (γ+αi+ηi(ξ))dξ dx
∣∣∣∣∣|p0| (43)
(|b| + λ)|p1| |y1| + n∑
i=1
λi
∣∣∣∣∣1− γ
∞∫
0
e−
∫ x
0 (γ+ηi(ξ))dξ dx
∣∣∣∣∣|p1| +
n∑
i=1
λiαi
∣∣∣∣∣p0
∞∫
0
e−
∫ x
0 (αi+ηi(ξ))dξ dx
∣∣∣∣∣ (44)
in which we utilize∣∣∣∣∣
∞∫
0
ηi(x)e
− ∫ x0 (γ+αi+ηi(ξ))dξ dx
∣∣∣∣∣=
∣∣∣∣∣−
∞∫
0
e−(γ+αi)x de−
∫ x
0 ηi(s)ds
∣∣∣∣∣=
∣∣∣∣∣1− (γ + αi)
∞∫
0
e−
∫ x
0 (γ+αi+ηi(ξ))dξ dx
∣∣∣∣∣
∣∣∣∣∣
∞∫
0
ηi(x)e
− ∫ x0 (γ+ηi(ξ))dξ dx
∣∣∣∣∣=
∣∣∣∣∣−
∞∫
0
e−γ x de−
∫ x
0 ηi(s)ds
∣∣∣∣∣=
∣∣∣∣∣1− γ
∞∫
0
e−
∫ x
0 (γ+αi+ηi(ξ))dξ dx
∣∣∣∣∣
Adding (41)–(44) together, we would have
|b|
(
1∑
i=0
|pi| +
2N∑
i=1
∞∫
0
∣∣pi+1(x)∣∣dx
)

1∑
i=0
|yi| +
(
1
c
+ |b|
c
) 2N∑
i=1
∞∫
0
∣∣yi+1(x)∣∣dx (45)
By the deﬁnition of the norm on the space X and (45), we obtain that
∥∥R(γ I − A1)∥∥ 1|b|
(
1+ 1
c
+ |b|
c
)
(46)
Therefore, we know that
lim
∥∥R(γ I − A1)∥∥= 1b→+∞ c
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sup
γ=ib, |b|>δ>0,b∈R
∥∥R(γ I − A1)∥∥< +∞
From the deﬁnition of s0(A) and Lemma 2, we obtain that s0(A1)  0 and ω1(T1) < 0 since ω1(T1) < s0(A1). However,
by [26] we know semigroups T (t) are exponentially stable if and only if ω1(T ) < 0. Thus we complete the proof of Theo-
rem 7. 
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