Abstract. We compute the one-level density for the family of cubic Dirichlet L-functions when the support of the Fourier transform of the associated test function is in (−1, 1) . We also establish the Ratios conjecture prediction for the one-level density for this family, and confirm that it agrees with the one-level density we obtain.
Introduction
After the monumental work of Montgomery [27] , number theorists have tried to understand the zeros of automorphic L-functions via random matrix theory. Katz and Sarnak [19] proposed a conjecture, which claims that the distributions of low-lying zeros of the L-functions in a family F is governed by its corresponding symmetry type G(F). We refer to [20] as a kind introduction to the conjecture. For various families, the conjecture has been tested and all the results have supported it. Since it is impossible to give a complete list, we name just a few of them [1, 2, 4, 16, 25, 29, 30] .
Those who are interested in this problem may take a look at the references therein. However, it seems out of reach to prove the conjecture fully. In this sense, it is meaningful to investigate the distributions of low-lying zeros of L-functions in a new family even if the result is limited.
In this work, we study the low-lying zeros of cubic Dirichlet L-functions. Let φ be an even In this work we reserve σ for sup(supp( φ)), and α will denote the sum over α ∈ Z[ω]. k, m, n, ℓ denote natural numbers, and p represents a rational prime. Throughout this paper, we First, we compute the one-level density D * (φ; X) under GRH. Theorem 1.1. Assume GRH. [1] For σ < 1, we have
Now, the one level density can be approximated by a polynomial in 1/L as follows.
[1] We need GRH for the following families of L-functions: ζ(s), real quadratic Dirichlet L-functions, Hecke L-functions over K = Q( √ −3) with cubic characters, and ζK (s). Corollary 1.2. Assume GRH. For σ < 1 and any M ≥ 1, we have
where
Now we can see that the possible symmetry type for the family of cubic Dirichlet L-functions is U .
Conrey, Farmer and Zimbauer [5] developed the Ratios conjecture, which is a powerful recipe that predicts various statistics regarding L-functions. The Ratios conjecture is applied to compute one-level density for many different families of L-functions [7, 9, 13, 26] . The Ratios conjecture reveals lower order terms which the Katz-Sarnak conjecture is silent about. A typical recipe from this perspective leads us to the following prediction, which agrees with the one-level density in Let φ be an even Schwartz function whose Fourier transform is compactly supported. Then, the one-level density for the family of primitive cubic Dirichlet L-functions L(χ, s) is expressed as follows.
is the digamma function.
Fiorilli and Miller [9] considered a family of all Dirichlet L-functions. They found a term which the Ratios conjecture failed to predict when sup(supp( φ)) > 1. It would be interesting if we were able to expand the support and find such a term.
This work is inspired by a recent result of Fiorilli, Parks and Sodergren [8] , which studied one-level density for quadratic Dirichlet L-functions for supp( φ) ⊂ (−2, 2). We tried to obtain one-level density for sup(supp( φ)) > 1 but were not able to do. The family of cubic Dirichlet L-functions differs from that of quadratic Dirichlet L-functions in the following sense:
(1) The characters are parameterized by the elements of Z[ω] which, as a lattice, is of rank 2.
(2) The characters are not self dual.
(3) The phase distribution of the cubic Gauss sums (or the Kummer sums) cannot be given in a simple congruence condition [10] .
Whereas (2), (3) 
which is the source of the error term O(X −1/2+σ/2+ǫ ) in Theorem 1.1, to be inferior to that for quadratic L-functions when the support of φ is expanded.
It also worths mentioning that the cubic Dirichlet characters are given as a restriction of cubic Hecke characters. This affects the strength of the large sieve estimates by Heath-Brown [11] , since the summatory variables we take in the large sieve inequality become even thinner. In many cases, this is another difficulty in making estimates involving cubic Dirichlet characters as sharp as the ones for quadratic characters.
In Appendix, we collect some prerequisites which were useful for this work.
One-level Density
First, we introduce Weil's Explicit Formula which is one of the main tools for one-level density problems.
Lemma 2.1 (Weil's Explicit Formula).
where γ = 0.5772156649 · · · is the Euler-Mascheroni constant.
Proof To compute the one-level density for our family, we need to know the average of the first term and the third term of Lemma 2.1. These parts are carried out in Sec. 2.1 to Sec. 2.2. In Sec.
2.3, we find a different expression for the fourth term and prove Theorem 1.1 and Corollary 1.2.
2.1. The first term in Lemma 2.1:
To estimate the first term in Lemma 2.1 we compute the sum
log N (α), for which we follow the proof of [7, Lemma 2.5 and 2.8]. In this section we prove the following lemma.
Lemma 2.2 (The first term of the explicit formula
We state a proposition before we prove the above lemma.
converges absolutely for Re(s) > 1/4.
is a polynomial such that every term has degree at least 4.
square-free and has no rational prime divisor, and ν(α) = 0 otherwise. Then
Let ξ be the real Dirichlet character modulo 3, given by ξ(n) = 
By Proposition 2.3 we can write (2.2)
where J(s) converges absolutely for Re(s) > 1/4. We thus consider I(s) as the analytic continu-
We want to move the contour of integration in (2.3) to the left. Under GRH, we see that the singularities of I(s) in the region Re(s) > 1/4 are at s = 1 and s = 1/3, which are both simple poles. The derivative ∂ ∂s I(s) then has singularities of order 2 at s = 1 and s = 1/3, and we can use Cauchy's differentiation formula for these points. The residue at s = 1 is
It is easy to see that
We move the contour of integration to (1/4 + ǫ). 
The same argument implies that
Hence we have Lemma 2.2.
2.2.
The third term of Lemma 2.1:
. In this section we prove the following lemma.
Lemma 2.4 (The third term of the explicit formula). Under GRH, for any fixed M ≥ 1,
and for n > 0, ψ n (α) = n α 3 (n = 3 is possible). We start with following estimations.
Lemma 2.5. Under GRH, for n =a cube, n > 0,
Proof. Since n is a cube, for (n, N (α)) = 1, ψ n (α) = n α 3 = 1 and ψ n (α) = 0 otherwise. As before, we write
In case n =a cube, the sum over α in the integral reduces to .2), and we obtain an analogue of Lemma 2.2. In this case, since the integrand does not involve a double pole, there are no derivative terms and hence no log X term appears. The case n = 1 gives W * (X), so the result can be written in terms of W * (X).
Lemma 2.6. Under GRH, for n =a cube, n > 0,
Proof. Assume n = a cube. When p = (α) with a primary α, we also write ψ n (p) for ψ n (α). By the property of the cubic residue symbol, we note that for any p ≡ 1 mod 3 splitting into pp ′ , ψ n (p ′ ) = ψ n (p), and for any p ≡ 2 mod 3, ψ n (p) = 1. Then, generalizing Proposition 2.3 to the Dedekind zeta function of K = Q(ω) and Hecke characters for K, we write
for some E(s) = p≡2 mod 3 1 + (1/2 + ǫ). [2] By Lemma 4.2 and the fast decaying property of w(s), we obtain the lemma.
We now are about to prove the following lemma.
Proof. Note that ψ p 3ℓ = ψ p 3 for any ℓ ≥ 1. The first assertion follows directly from Lemma 2.5.
For m ≡ 0 mod 3, we observe that ψ p m = ψ p or ψ p , both of which have conductor ≍ p 2 . By Lemma 2.6 we have
and hence
We also have
Proof of Lemma 2.4. By Lemma 2.7, it is now easy to see that Lemma 2.4 follows once we
[2] Under GRH, LK (ψn, s) 1/2 has branching points at Re(s) = 1/2.
Put h(n) = a(n)Λ(n) where Λ(n) is the Von Mangoldt function, and let η = 2(M +1) log log X log X . For any fixed M ≥ 1, we have
We thus write
which is (2.6).
The Fourth term of Lemma 2.1:
Lemma 2.8.
Proof. As in the proof of [24, Lemme I.2.1], for a positive real number r,
Putting r = 1/4, a = 1 2L , and using the special value Ψ
But φ(τ ) is an even function, and we can write
and we have Lemma 2.9. Now we can prove Theorem 1.1. We replace the terms in Lemma 2.1 by Lemma 2.4 and Lemma 2.8. We can express the contribution of the third term as
3ℓ log p L τ dτ, in which everything converges absolutely, and we can take the integral out of ℓ p . Corollary 1.2 directly follows from Lemma 2.1, Lemma 2.2, Lemma 2.4, and Lemma 2.9.
The Ratios Conjecture
In this section, following the exposition of Conrey and Snaith [6] , we want to get a precise expectation of D * (φ; X) based on the Ratios conjecture for cubic Dirichlet L-functions.
Let f be an even Schwartz function. Following the convention of [6, Section 3], with 1/2 + 1/ log X < c < 3/4, we let
The integral over (c) is
and assuming GRH, we have L ′ /L ≪ log(N (α)(|s| + 3)) [15, (5.28) ]. Put
When n is a cube, under GRH, by Lemma 2.5 we have * χ w q X χ(n) = a(n)W * (X) + error.
When n is not a cube we assume * χ w q X χ(n) = small. We expect the following conjecture to hold. 
Derivation of Conjecture 3.1. We only consider the main term of the conjecture in this recipe.
For the numerator of R w (ν ′ ; ν), we use the approximate functional equation. For a primitive
where ǫ(χ) is the root number of L(χ, s). For the denominator, as in [6, Section 2.2] we write
Now we put (3.2) and (3.3) into the right hand side of Conjecture 3.1. Summing up the contribution of the first term of (3.2), the only term that survives is
, and for
The term µ(p h ) removes the cases h > 1, and the Euler factor at p in (3.4) becomes
For p ≡ 2 mod 3, this is
Assume Re(2ν ′ +ν) > −1. For p ≡ 1 mod 3, using the expression 1 1−ǫ = 1+ǫ+ǫ 2 +· · · repeatedly, we can write the Euler factor as
Taking the product over all p, we get
In the Ratios Conjecture recipe, the root number ǫ(χ) in the approximate functional equation is replaced by the expected value when averaged over the family. We assume that the average of the root numbers ε(χ) converges to 0 as q χ → ∞, hence the contribution from the dual series is zero and we get Conjecture 3.1. This assumption is not an unlikely claim. Katz [18] showed that the root numbers ε(χ) for all Dirichlet characters are asymptotically equidistributed with respect to Haar measure on the unit circle in the complex plane in the limit as q χ → ∞. Bob [12] obtained a result which is an extension of Katz' one.
3.1. Proof of Theorem 1.4. We prove Theorem 1.4 under Conjecture 3.1. To compute the right hand side of (3.1), we define C 1 (r) as follows:
Note that we can also write
where q is over rational primes, and
From the last expression we can write
, once we have the following propostion, Theorem 1.4 follows. Proposition 3.2. Assume Conjecture 3.1.
Proof. We first note that Cauchy's differentiation formula implies that the error term O(X 1/2+ǫ ) in R w (ν ′ ; ν), after taking the derivative, remains the same [7, Lemma A.6] . Writing S X (f ) = (c) − (1−c) , we shall have
For (1−c) as in [6, (3.8) , (3.9)], we write
Since f is even, we have
As for the first term here, by (3.7) we can push the contour of integration (c) to c = 1/2. The proposition follows immediately.
Appendix
For reader's convenience, we record some known bounds on the value of L-functions and their logarithmic derivatives and properties of cubic residue symbol.
Let L(f, s) be an L-function in accordance with the definition of an L-function in [15] and q(f, s) be its analytic conductor.
Lemma 4.1. For −1/2 ≤ r ≤ 2, r = 1/2, as |t| → ∞ we have, for s = r + it,
Proof. Assume that t is sufficiently large. Then, by [15, (5.28 
where ρ's are non-trivial zeros of L(f, s). Let m(T, f ) be the number of zeros ρ = β + iγ such that |γ − T | ≤ 1. Then, [15, (5.27) ] says that m(T, f ) ≪ log q(f, iT ). Hence, the Lemma follows. (1) For r ≥ 1/2 + ǫ,
where r is the order of the pole at s = 1 and p r (s) = (s − 1) r (s + 1) −r .
(2) For r = 1/4 + δ, 0 ≤ δ < 1/4, q(f ) ≍ q(f ), We say that an element α ∈ Z[ω] is primary if (α, 3) = 1 and α ≡ r mod (1 − ω) 2 for some r ∈ Z. Equivalently, α is primary if α ≡ ±1 mod 3 in Z[ω] [3] . If (α, 3) = 1 then one of α, ωα, 2 · · · where each π i is congruent to 1 modulo 3, and s, k, h, e i ∈ Z ≥0 . Let π ∈ Z[ω] be a prime element coprime to 3. Observe that N (π) ≡ 1 mod 3. We collect well-known properties of the cubic residue symbol as follows. ≡ ω k mod π for a unique k ∈ {0, 1, 2}. [3] There are 9 residue classes modulo 3. 
