When doing systems analysis leading to a database design the results may be summarized by constructing an information model of the business. Reference codes may be assigned to elements in the model in a systematic and natural way. These natural reference codes can then become a special and stable part of the stored data of the data processing system. Processing programs can use them and rely on them; they are also useful in organizing the database dictionary. Since they uniquely identify and classify every stored data value they can generally become a tool for data control. When the business system changes, suitable changes have to be made to the model, and the corresponding changes in reference codes then follow immediately.
Introduction
This paper presents the results of research on errors in Cobol programming [8] . The results of this study have potential usefulness in: (1) diagnosis and correction of errors in compilers, (2) improvement of the teaching of programming languages, (3) changes to the Cobol languages, (4) design of Cobol-like languages.
Need for Research
The need for research in the use of software such as programming languages is demonstrated by the economic importance of software development. Boehm, for instance, estimates that "overall software costs in the U.S. are probably over $10 billion, over 1% of the gross national product" [1, p. 48 ]. Diebold estimates that software costs exceed hardware costs by a factor of two to one [4, p. 16] , and Boehm further estimates that by 1985, for the U.S. Air Force, "the total costs of software will exceed ninety percent of the costs of systems development" [1, p. 49] .
The need for research in Cobol errors is based upon the widespread and intensive use of Cobol in application programming. For example, the Philippakis survey, with 160 computer installations responding, showed that Cobol was the most used language (86 percent used it) and the most intensively used language (70 percent of coding was done in Cobol) [13] . The existence of error inducing features in Cobol has been noted by authorities in the field. For example, Nelson has offered the opinion "... Cobol has significant human engineering problems and that these difficulties appear to be a function of stylistic rather than intrinsic features of the language" [12] .
Previous Research
There are three areas of relevant prior research: human factors, automatic correction of errors, and error-proneness research. DeGreene has reviewed error analysis methodology and also programming language design from the viewpoint of human factors [3] . His review of the state of human factors and programming language design contains a summaryof ad hoc principles that various human factors engineers have applied to programming language, and he notes in his summary of the state of the art that the time is overly ripe for empirical research. Another psychologist, Weinberg, has also been interested in programming language design and offers a tentative set of psychological principles of programming language design [16] , but these principles are not sufficiently defined to be immediately useful in empirical research.
The term "automatic error correction" has come to be associated with student-oriented compilers which attempt to correct errors in syntax. Cornell University has employed such compilers for a number of years and several papers have been published [5, 9, 10] describing the Cornell system and other similar compilers [11 ] , but among these papers there has been little attempt to assess student performance systematically under automatic error correction. Morgan, for example, simply observes that students seem to have made about 1.5 fewer runs [9] .
The dissertation by Youngs, "Error-Proneness of Programming Languages," was an attempt "... to systematically assess quantitative error frequency" [15, p. 7] . However, the research was not successful in its attempt to determine significant error-proneness for any of the high-frequency errors [15, pp. 105-114] . The difficulty with his research was that there were too few subjects and too few programming runs to give meaningful coverage of the relatively sparse occurrence of errors in programming langauges.
Error Analysis Methodology
The approach adopted in this study consisted of establishing an error classification scheme for Cobol by use of a pilot study and then of applying this classification scheme to a second group of programs. The pilot study consisted of collecting approximately 1000 runs derived from 50 students studying Cobol. The error classification scheme was developed by observation and tallying of errors. 132 types of errors were distinguishable. Table I presents the classification scheme. The figures on frequency of errors opposite each error class are from the follow-up study.
The classification scheme is hierarchical with three levels of detail.
1. The highest level consists of 32 major error classes. 2. The subdivision of the major classes, which is numbered A, B, C .... 3. The subdivision of the second level, which is numbered l, 2, 3, . . .. For example, major class 3, "punctuation errors" is subdivided into A, "period missing," and B, "period added." The A and B classes are then subdivided with 14 divisions for A and 7 for B. While most statistics were kept at this third level of detail for data analysis purposes, it was found useful to regroup some of the third levels of error for error densities analysis. This regrouping was on a judgmental basis aimed at consisency and utility of the error frequencies for the grouped classes. Those classes which were regrouped in the analysis are indicated in Table I by brackets. For example, 3A1 through 3A14 are grouped as a single class for "period missing." After grouping, 88 classes remained from the original 132 error classes.
The error classification scheme was used to classify 1,777 errors from 1,400 runs of 73 students in a beginning Cobol course. The data on these errors was
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Error density--analysis of the density of error fre-
quency as a measure of the potential effectiveness of automatic error correction for Cobol.
Error-proneness--adjustment of error frequency data
by estimated language usage and development of probabilistic estimates of error-proneness with implications for programming language design.
Error content--content analysis of specific, high-
frequency errors with implication for teaching, compiler design, and language design.
Error diagnosis--comparison of compiler diagnosis
of error with diagnosis by a human reviewer. This has implications for compiler design.
Major Findings and Implications

Error Frequency Density
The density of the error frequencies was analyzed as a measure of the potential effectiveness of automatic error correction. Table II shows (for the top 18 errors) the ranking of errors and their frequency in the sample. In other words, 20 percent of the error classes (18 of the 88 error classes) contained 80 percent of the total error frequency. This finding is important because it shows the effectiveness of automatic error correction. When automatic error correction is applied to only a small percentage of the errors (at a fraction of the cost of applying automatic correction to all error types) this high density indicates that a large portion of the errors can be corrected. The data indicates that error correction strategies which correct only 18 types of errors can be expected to correct approximately 80 percent of Cobol errors.
Error-Proneness of High-Frequency Errors
The frequency of errors in a set of programs is a function both of coding errors for such language elements and the number of times the language element is used by a programmer in the set of programs. The measure of error-proneness was defined as the error frequency adjusted by the number of opportunities to make the error. In other words, the frequency of errors was divided by the usage of the language element in which the error could occur. This analysis was performed on the ungrouped error classification of 132 types of errors to be consistent with estimation of usage of elementary language elements. The number of usages of each of 30 randomly selected and 14 high-frequency language elements was developed from a random sample of runs. Only high-frequency errors (elementary errors containing at least two percent of error frequency) were used in order to avoid misleading results from lowerror/low-usage items. For the sample data, a mean error rate of 43 errors per 10,000 usages was computed. Assuming a Poisson distribution of error-proneness, four of the errors from Table I were found to have an error-proneness frequency which exceeds 2.5 standard deviations beyond the mean. These were classed as error-prone: 2. The use of commas as word delimiters 3. The period required after "01 recordname" 4. The computational class requirement of 31A3 84.5 arithmetic statements These language elements have both high error frequencies and are also error-prone. Note that these language elements are not vital to the basic structure of Cobol. The implication of this finding is that the language elements associated with these errors should be changed in the Cobol programming language and should be avoided in designing future programming languages.
Analysis of Error Content
The content of specific high-frequency errors was analyzed. A major finding was that consistent with other research in spelling errors [9] , 80 percent of spelling errors in Cobol could be classified into only four error classes:
by existing algorithms for these four error classes. For discussion of these algorithms see Morgan [9] and Gries [6] .
Error Diagnosis Accuracy of the Compiler
The diagnosis of Cobol errors by the compiler used (the Control Data Corporation Cobol compiler for the 6600 [2] ), was compared with the diagnosis of a conversant human judge. The diagnostics in the immediate vicinity of the error were compared with the cause of the error as diagnosed by the human. The procedure ignored diagnoses not in the vicinity of the error. Given the human judgment as accurate, 1 the major finding was that less than one in five errors were accurately diagnosed by the Cobol compiler. Aft accurate diagnosis was considered to be an agreement between the compiler diagnosis of the error and human diagnosis. This implies that over 80 percent of errors were inaccurately diagnosed and that the diagnostic messages were not generally useful in learning the language. This finding is a conservative statement of the inadequacy of diagnostic messages because the cascading sets of irrelevant diagnostics not near the error were ignored.
Implications of the Research
that the Cobol language elements associated with these errors should be changed. These language elements are not vital to the design of the Cobol language and therefore it would seem possible in three of the four cases to implement the changes as a relaxation of punctuation rules. The use of edited numeric data in arithmetic statements could be allowed and compilers written to correct automatically for it in much the same way as the correction for mixed mode in Fortran.
(4) Design of Cobol-like languages. The error frequency and the error-proneness results should be of use to designers of Cobol-like languages. Language elements which have high error rates and are error-prone should not be included in future languages. An interesting result of the analysis is the fact that only a very small number of error types were found to be error-prone. This suggests that the design of Cobol meets human factor considerations with respect to coding errors.
The Cobol language can change in response to user needs and software technology. The mechanism for language change is available in the Codasyl committee. Users should expect more from Cobol compilers in the correctness of error diagnosis and in automatic error correction. This research suggests the value of such improvements.
The implications of the research are related to: (1) Diagnosis and correction of errors in compilers. The error schema and the error frequency profile related to the schema should have important use in the minimization of compilation costs and times associated with error detection, and the production of diagnostic messages. Compiler writers should be able to use the schema and error frequency data to optimize reference to diagnostic routines and diagnostic messages probabilistically. The finding of high density and much error frequency concentrated in a few error types suggests the value of applying well-known error-correction algorithms.
(2) Improvement of the teaching of programming languages. Because the distribution of errors is skewed, 80 percent of errors were contained in 20 percent of the error types (a total of 18 error types out of a classification scheme of 88 types). Instructors of Cobol to students and on-the-job trainees should be able to use the error frequency results to reinforce learning on the high-frequency errors and thus assist the students in making fewer errors of these types and to detect and correct these errors more easily.
(3) Changes in the Cobol language. Four elementary-level errors were found to be error-prone; that is, they had the highest frequency after taking into account the usage of the related Cobol element. This suggests 
