THIS article describes a new technique for compressing linear-prediction (LP) coefficients by reducing both the redundancy of the coefficients of individual frames and the sequential redundancy of the coefficients in time, using interpolation and quantization of pseudo-formant parameters. In sections I and 2 of the article, the analysis procedure and details of the compression technique are described. The rest of the article discusses how the compression technique can be applied separately to the LP parameters in order to maintain high-quality speech while reducing substantially the storage requirements for the LP-analyzed speech. Section 3 describes an acoustically reasonable allocation of importance to the LP parameters, and section 4 describes some listening experiments that were performed to assess the performance results of this allocation.
LP-analyzed sounds is large, about 9,000 bits per second. Any datacompression scheme for this system is constrained to maintain the necessary high speech quality and specific phonetic requirements of the system.
Since the speech system used here is a voice-response system, there are no real-time constraints for the analysis and data compression of the speech into a compact form suitable for storage. However, the decoding and synthesis process must be fairly efficient so that it may be realized in real time in a small processor.
I. THE LP PSEUDO-FORMANT REPRESENTATION
Linear prediction is a well-developed technique for approximating segments of the speech waveform by an all-pole linear model. Atal and Hanauer (1971) , Makhoul (1975) , and Markel and Gray (1976) provide detailed descriptions of the technique. Here we adopt Markel and Gray's notation, which briefly is:
and pseudo-formants are discussed in Lieberman (1972) , McCandless (1974) , and Atal and Shroeder (1974) .
Atal and Hanauer used formant frequencies and bandwidths to encode LP data in their 1971 Joumal of the Acoustical Society of America paper and record. Since then, little attention has been paid to the formant representation, since other representations (e.g., log-area ratios) seemed to work as well for frame-by-frame data compression and do not require the computational expense of polynomial root solving (Makhoul, 1975; Gray & Markel, 1976; Markel & Gray, 1976) . However, when variable frame rate techniques are attempted, using these more· direct representations often leads to slurring and other problems due to the complexity of these coefficient spaces (Viswanathan, Makhoul, & Russell, 1975; Atal, Chang, Mathews, & Tukey, 1977; Tohkura, 1979) .
Outline of the A nalysis Technique
In this section we outline the sequence of steps that speech undergoes in reaching the pseudo-formant representation.
1. The speech is bandhlimited to 5 kHz and'digitally recorded. The relatively large frequency range of 5 kHz is required in order to achieve the quality needed for educational applications. Digital recording avoids the phase distortion introduced by analog tape recordings. 2. Pitch detection is performed to find points of glottal closure. For the particular voices in our recordings, the most reliable cues to points of glottal closure, as discussed by Benbassat (1981) , are the peak energy and the autocorrelation between sequential periods. 3. Voiced frames are chosen pitch-synchronously, two pitch-periods to a frame.
Voiceless frames are chosen asynchronously; 20 milliseconds long. A compromise has been struck in choosing the length of the analysis period. A long analysis period has the advantage that the resulting parameters are stable and reliable, but it also has the disadvantage that resolution of acoustic transitions is reduced. The period length is limited by the rapidity of formant transitions between consonants and vowels, which may be as short as 25 rusec., or three pitch periods for our speaker. 4. Voiced frames are preemphasized; unvoiced frames are not. Since unvoiced frames are not subject to the falling off of energy in the high frequencies that is characteristic of the harmonics of voiced speech, and since the energy of unvoiced sounds is often concentrated in the higher frequencies, preemphasis in the typical unvoiced frame is usually counterproductive. 5. Each frame is windowed with a Hamming window.
6. Twelfth-order linear prediction is performed by the autocorrelation method.
A 12th-order model is chosen because a higher order model seldom models the spectrum significantly better than a 12th-order model. (See sec. 1.2.) 7. Higher order reflection coefficients are discarded in pairs using a spectral flatness measure with a discard threshold that increases when the energy of the frame gets small. This results in an LP polynomial of even order~12. 
OrtUr if the Linear-prediction MotUl
Markel and Gray (1976) provide a spectral flatness measure to quantify the goodness of fit between a signal and an LP approximation of the signal. We have adapted this measure to develop a procedure for determining the optimal order for an LP model of a frame of speech. Starting with an LP polynomial representation of a frame of speech of the maximum degree that we allow, we reduce the degree of the model until further reduction would impair significantly the effectiveness of the model.
We begin with a 12th-order LP polynomial. Higher order polynomials are never considered, because they seldom model the speech spectrum significantly better than a 12th-order polynomial. The spectral flatness is defined (Markel & Gray, 1976, p. 140) as the ratio of the geometric mean of the spectrum to the arithmetic mean of the spectrum. This ratio varies between 0 and 1 and is 1 only for a perfectly flat spectrum. The spectral flatness F of the signal S and the error E are related to the reflection coefficients through equations (1) and (2) below.
(1) (2) Here, M is the order of the polynomial used, and k M is the Mth reflection coefficient (the highest reflection coefficent of an Mth-order model); "M is the total squared error in the LP approximation of order M. The flatness of the signal, F(S), does not depend on M, but the flatness of the error, F(E), depends on the flatness of the LP-coefficient approximation, which depends on the order of the polynomial. From equation (1), above, we have We combine the above with equation (2) to get
Equation (3) relates the flatness in a model of order M to the flatness in a model of order M -1. For this investigation, however, this is not a useful relationship, because we do not use any polynomials of odd order. Since the pseudo-formant frequencies and bandwidths are calculated from cOmplex conjugate pairs of the roots of the LP polynomial, it is desirable to use only polynomials of even order. Using a polynomial of odd order would result in an unpaired real root. Thus, we are interested in relating the flatness in a model of order M to the flatness in a model of order M -2, as shown in equation (4).
(4)
In equation (5), the quantity aM is defined as the fractional difference between the flatness at order M and the flatness at order M -2.
(5)
If aM, the fractional decrease in flatness resulting from decreasing the order of the LP polynomial from M to M -2, is small, we will want to decrease the order of the polynomial; otherwise, we will not. A threshold is defined for aM, such that if OM falls below the threshold, the order of the polynomial will be decreased. This threshold depends on the root mean square (RMS) energy of the signal, increasing when the energy of the signal is small, so that high-order models are not wasted on low-energy signals. Equation (6) shows the criterion used for discarding a pair of reflection coefficients.
8M :s; t a 1-exp(-RMS/tr) There are two free parameters in the above formula: t s and t T _ The threshold for high-energy frames, ta, is chosen to have the value .1, and the value at which the threshold begins to increase for small values of the RMS value, t r , is chosen to be 100.
The order of the LP polynomial is decreased until the difference in spectral flatness between the model at the current M and M -2 becomes significant as measured by the above threshold. After the order of the polynomial is decided on, the total squared error aM must be recalculated with equation (2).
The above procedure usually results in the use of a 10th-or 12th-order model for voiced portions of the speech, while unvoiced portions are typically approximated by a 2nd-or 4th-order model. The average order over all the speech that we have analyzed is 8,5; the average order over voiced frames is 10, and the average order over unvoiced frames is 3.5.
The polynomial of lowest acceptable order is observed in practice to have at most two real roots. This is important for efficient encoding of the parameters, since the real pole pair must be encoded separately from the complex solutions of the polynomial. If there were ever more than one real pole pair, extra space would have to be allocated to it in the encoding scheme.
Transformation to Pseudo-formant Parameters
There are several representations for LP coding of speech that are mathematically equivalent (Sanders & Levine, 1981 , discuss the different representations) but that do not produce identical results when subjected to data compression. The different parameter representations arise from different forms of the LP transfer function, the standard form of which is sho,wn in equation (7). (7) In equation (7), A (z) is the transfer function, G is the amplitude of the original signal, M is order of the polynomial (in our case, 12 or an even number less than 12), the a's are the coefficients of the model, and z is a formal parameter. For the purposes of data compression, we have chosen a pseudo-formant parameter representation, which arises from an equivalent form of the transfer function. Equation (8) shows the transfer function in terms of its complex roots R m , which occur in complex conjugate paIrs.
Each of the R m can be represented, as in equation (9), in polar-coordinate form as a modulus r and an angle <7: (9) The pseudo-formant frequencies F m and bandwidthsB m for each complex conjugate pair are computed as in equations (10) and (11), where the frequency and bandwidth are numerically expressed as fractions of the sampling frequency.
(11)
The transformation from LP reflection coefficients to pseudo-formants is exact and invertible. None of the usual formant:"synthesizer assumptions is made, such as fixed formant bandwidths or fixed frequencies for the higher formants. Pseudo-formants are used here merely as a convenient representation of the LP coefficients, because their low entropy and smooth sequential nature make them highly susceptible to interpolation and quantization.
It is critical to have an accurate and robust polynomial root finder in order to deal with the polynomials that result from the LP model. To get reliable results, we have found it necessary to saturate arithmetic overflow and underflow. It is also critical to shrink the unit circle in the domain of the polynomial to provide a convergent solution for the initial affricate /dj!, as in jack, and for similar sounds. A convergent solution of the polynomial would not otherwise be available.
In any representation, both the quantity G, as in equations (7) and (8) above, and the fundamental frequency of the sound must be represented. The quantity G can be represented in terms of the energy of the signal from the formula m G= PE II (l-k;,) , m=l where PE is the energy of the frame. For preemphasized (voiced) frames, PE refers to the preemphasized signal energy; for unvoiced frames, which are not preemphasized, PE refers to the unmodified signal energy. The fundamental frequency is represented directly as a fraction of the sampling frequency.
Ordering the Pseudo-formants
One reason for doing the conversion to-pseudo-formant frequencies and bandwidths is that they are smooth functions of time and thus good candidates for interpolation. The bandwidths are not as smooth as the frequencies in an objective sense, but the importance to perceived speech quality is less for the bandwidths than for the frequencies, so that both may be interpolated.
The roots of the polynomial are not automatically ordered in any natural way. This means that once the pseudo-formants and bandwidths have been found, they must still be identified consistently so that the sequential smoothness of the parameters is revealed, The problem of ordering the pseudo-formants has discouraged previous researchers from considering formant frequencies and bandwidths as a practical method of encoding the LP model. We have solved this problem by using a system of heuristic constraints, in addition to simple frequency ordering of formants, that order pole pairs so that formants are numbered in an appropriate manner. The heuristic can overrule the simple frequency ordering to preserve the smoothness of the first four and sometimes five pseudoformants. Any broad-band pole pairs are assigned to the highest available pseudo-formants after the real pole pair, if any, is assigned to the sixth pseudo-formant. In principle, there might be more than two real poles, but we have not observed any cases in which more than one pair of poles remained after the model was reduced to discard insignificant parameters (see sec. 1.2).
For each speech sample, the heuristic requires a set of peaks and valleys of voiced amplitude. A point is defined to be a peak if it is the highest amplitude point in the utterance or if it is a local maximum separated from the next peak by a point where the RMS energy is half its local maximum value. Similarly, a valley is a point separated from other valleys by a point where the RMS energy is twice the local minimum value. The pseudoformants at the peaks are ordered by a simple frequency ordering. Then, from each peak, the heuristic works backward and forward, attempting to maintain ordering and frequency ranges for formants while maximizing the smoothness of each formant from one frame to the next. This process continues until a valley of amplitude is reached. When the process has been repeated for all the peaks, all the formants are ordered.
The problem of ordering the pseudo-formants is complicated by the fact that we do not always have exactly six pseudo-formants to be ordered. When a smaller number of poles is used, the extra (zero) poles are assigned in a heuristic manner so that the remaining pseudo-formants are correctly assigned.
One result of our heuristic is that formant 6 concentrates much of the frame-to-frame variability in the LP coefficients, because it does not usually correspond to the sixth formant of speech but is, rather, a hodgepodge of otherwise unassignable values. Formant 6 sometimes contains a sixth formant, sometimes a broad-band pole pair, and sometimes a real pole pair. None of these is classically considered to be perceptually very significant, so it should be possible to represent each in a small number of bits. However, since formant 6 does not represent the same thing from frame to frame, less interpolation is possible for formant 6 than one might hope.
In addition, even when it represents a broad-band pole pair over a period of several frames, formant 6 seems to have a fair amount of perceptual significance. Attempts to discard broad-band pole pairs in our model result in an unnatural warble, due, we expect, to the rapid changes in spectral slope of the synthesized speech during periods when a broad-band pole pair is near the exclusion threshold established for the spectral flatness of the model.
As shown in section 3, all six pseudo-formant frequencies and bandwidths prove smooth enough to be well suited to linear interpolation..
DATA COMPRESSION
The general idea of a data-compression system is to take the sequence of values generated by some source, encode them into a string of characters taken from a small finite alphabet, transmit them over a channel or store them on a suitable medium, and then decode them back into a sequence of values that may be used by a receiver. For reasons of economy, the encoder may be allowed to distort the values from the source, so that the channel data rate is small. In a speech-compression system, the final receiver is the human perception process, so the encoder must be allowed to distort extensively source information that is perceptually unimportant, and it should not be allowed to distort source information that is perceptually significant. See Davidson and Gray (1976) for a collection of papers on data-compression techniques.
An ideal encoder would have a perfect model of the human perception process and thus know what source information to ignore and what to transmit. However, no complete model of the human perception process exists, and the practical models of speech perception are simplified approximations to a complete model. One of these simplified models is an acoustic model that is based on the assumption that speech perception depends primarily on the behavior of the formants of speech over time. Our datacompression scheme is based on the acoustic model, but the pseudoformant parameters are only an approximation to the formants that are the basis for an acoustic model, so the theoretical connection between manipulations of the pseudo-formants and the human perception process is tenuous at best.
We claim only that our model is a tractable approximation to the formant model of perception, with some loose experimental evidence of its relationship to human perception of speech. The two main assumptions of the data-compression model are that the frequency values of highfrequency sounds are less important than those of lowcfrequency sounds and that sounds that are of very low amplitude are less important than medium-and high-amplitude sounds.
Two data-eompression techniques are used here. Linear interpolation is the approximation of a sequence of values by a straight line. Quantization is the approximation of a small range of values by a single letter from the channel alphabet. The source values may be transformed by a possibly nonlinear function before application of these techniques, and the error measure between the source values and the final decoded values may be computed in any reasonable way. It is by means of these transformations and computations that a suitable perceptual model may be implemented.
Both interpolation and quantization are crucially dependent on how the error between the approximation and the data is measured. Current practice is to define the error as a function of the spectral difference between the model and the data. A problem for this measure is that it can easily lead to perceptually inconsistent results. Perceptual distance limens for formant frequency and formant bandwidth correlate poorly with their corresponding spectral differences. While spectral difference has long been used by the engineering community in the design of audio amplifiers, the spectral differences in that domain are on the order of I % or less. Much larger differences are necessary to achieve a low-clata-rate interpolation technique, and at the larger magnitudes the spectral and perceptual differences diverge. Without using a perceptual model, the spectral-difference method cannot take advantage of possibly greater interpolations in certain circumstances without risking an unacceptable number of bad predictions.
Interpolation
Interpolation is a method for reducing the redundancy of information contained in LP-analyzed speech across long sequences of data points. It is thus an approximation to the original LP representation, but one that can preserve the perceptually important features of that representation.
The interpolation functions· in the d.ata-compression scheme are linear. A linear least-squares fit is made to each parameter separately as a function of time, and the slope of the resulting line is transmitted instead of the values of the parameters for each time frame. The decision to interpolate the parameters asynchronously was made on the basis of observation of parameter waveforms, which in general begin and end their straight-line regions in different places. Figure I shows the first five pseudo-formant frequencies of the sentence Grass is green. It is apparent that the periods of approximately linear behavior are not the same for different pseudoformants. We determined from extensive observations that complete asynchronous interpolation of each parameter would result in a lower overall data rate than other synchronous or partially asynchronous techniques.
There is some difference between each actual value and the value determined by the straight-line approximation. To minimize the perceptual error caused by using the approximation, we define an error measure in a perceptually relevant way and then choose a slope that minimizes this error in the mean-square sense.
The error measure we have chosen for this use depends on the fractional error between the data and the approximation line. The choice of the fractional error is based in part on musical considerations: The unit of perceived difference in music, the musical interval, is a fractional difference. In addition, tone studies show that in nonmusical contexts as well as in musical ones, discrimination of frequencies is based on the fractional difference rather than on the absolute difference between frequencies. Equation (12) defines an error measure based on the perceptual model. In this equation, a is defined as the mean squared fractional difference between the real data and the line that starts at time to at position b with slope a.
Here, Sti is a coefficient of the LP representation at time ti_ The initial point b and the coefficients of the frames to be interpolated are fixed. Only the parameters n and a may be varied to minimize the perceptual distance between the straight line and the data. The strategy of interpolation will be to choose an error threshold and find the largest n such that the optimal slope, a, results in an error below that threshold. The value of a for a particular n that results in the minimum a is found by setting the derivative of equation (12) (with respect to a) equal to zero. Equation (13) gives the formula for this optimal value of a.
Although the mean squared fractional error as given in equation (12) is a tractable specification of an interpolation criterion, simple averaging can lead to unacceptable situations. In long sequences of data that are otherwise well approximated by a straight line, a sudden brief change in the signal may make only a small contribution to the mean squared error but, nonetheless, be significant perceptually. Accordingly, equation (14) provides an additional error measure for the interpolation. In this equation, f3 is the maximum (as opposed to the mean for ex) squared fractional difference between the real data and the line that starts at time to at position b with slope a.
If the measures Cl and {3 are well chosen, it should be possible to define decision criteria to determine what errors introduced by a straight-line approximation will be perceptually significant. We define a threshold thr. for a and a threshold thrfi for {3 such that a significant perceptual error results if a is higher than thr. or if {3 is higher than thrfi.
The measures a and b do not completely describe the kinds of perceptually significant errors that can occur. If the real data are well approximated by a straight line for a long period but then diverge sharply from the previous path, the approximation may overshoot the corner by an amount {3, which can cause severe skewing of the contour by the interpolation.
Another error measure is accordingly defined: The quantity y is the fractional error in the endpoint of the straight-line approximation. The corresponding threshold (smaller than thr~) will be called thrY'
The interpolation procedure uses all three of the thresholds to approximate the data. The aim is to find the longest slope (in terms of frames) beginning at the specified starting point that satisfies (15) This is done iteratively, by finding the optimal slope starting with n = 2 and increasing n as long as equation (15) is satisfied. The largest value of n for which equation (15) holds is taken as the longest acceptable slope.
The formant and bandwidth representation of the St, is divided into four disjoint numerical regions, as follows:
1. The region.5 > S > 0 is the region of the formants. Numbers between 0 and .5 represent the frequencies of the formants, or their bandwidths, in tenthousands of cycles per second. These frequencies and bandwidths come directly from the complex solution of the polynomial; they are meaningful in themselves and are interpolated directly.
2. S = 0 is a special point. A zero means that a parameter has no value in a particular frame. This is the case if fewer roots of the polynomial were found than there were spaces provided for them. Since the regions represent different things. and there is no continuity at region boundaries, interpolation across a boundary would be meaningless. Interpolation of formants and bandwidths is therefore restricted to within a region.
In equations (12) through (15), the time base for selecting S" is not specified; it could be either frames or seconds. Since we use pitch-synchronous frames, the frame number is a nonlinear warping of real time by the fundamental frequency. By empirical comparison, we found that taking the frame number as the time base for interpolation resulted in a 4% lower data rate than using real time. We have concluded that this particular warping enhances the smoothness of the data, and we have chosen frames as the time base for interpolation.
The lowest data rate is achieved by means of an encoder that chooses the most economical of three encoding methods for each parameter. The decoder has memory; that is, it remembers the last slope and the last base point it received and also keeps track of time so that it knows where on the straight line the next value will come from. Also, by assuming noiseless (16) communication, the encoder knows the state of the decoder. Thus, the encoder can locally minimize the data rate by choosing which of three alternatives will require the fewest bits without causing perceptually significant errors. The alternatives are to transmit a new value directly, to transmit a new slope, or to continue on with the current slope and base point. The values and slopes must be encoded with the resulting quantization errors. The details of the encoding scheme are described in AppendixA.
Quantization
Quantization affects both the parts of the sound that are not altered by interpolation-the frames that are to be transmitted directly-and the slopes that interpolate the other frames. The method of quantization described here utilizes our perceptual models to make the perceptual errors due to quantization independent of parameter value, both for directly transmitted parameters and for interpolating slopes. The method also utilizes our knowledge of the possible range of values for each parameter, so that encodings are not provided for unused values.
The perceptual model assumes that the perceptually significant error is the fractional error in the signal. If V is a variable denoting a frequency or bandwidth, the perceptual error (sensitivity S) will be the fractional error S = aV/(2V). We want the quantity S to be constant over large and small values ofV. This has the result that the quantization of V will be coarser for large values of V. Given a constant allowed error S, the number of bits required to represent the sound with that error can be determined as follows. The sensitivity S determines directly how many numbers are needed to represent a range between the minimum (Vmin) and maximum (Vmax) values of the variable V, and the number of bits is determined from that number. If the values exactly represented after quantization, which we will call g, are indexed by an integer k, ranging from 0 to kmax, then we can write the relation between the g, and S as in equation (16), or equivalently as in equation (17).
If go = 0 and g, = Vmin, then we have a generating function for g and an expression for gmax, which represents Vmax (equation 18).
We can solve for kmax (equation 19) , and then choose a number m of bits to represent the values g by their index 0 to kmax: m is the smallest integer such that kmax <'; (2 m -I). (19) kmax = log(VmaxIVmin) + 1 log(l + 28)
We can calculate in similar fashion the number of bits required to represent the real roots, which require most sensitivity near IV 1 = 1 (not, as with formants and bandwidths, near IV I = 0). Now we define Vmax = I -t and Vmin = -I + t, and require constant This time, the generating function for g is
We cannot solve directly for kmax from Vmax = gk17U1X in this case, so a table of gmax as a function of kmax is used to find kmax as a function ofVmax, and the number of bits is chosen to be the smallest integer m such that kmax <';
(2 m -1 -I).
Slopes are scaled and quantized directly. Empirical observation over a large body of real-speech data indicates that the minimum overall bit rate is achieved by quantizing the slopes with one additional bit over that used in quantizing the parameter values. This one additional bit provides sign information. Slopes are scaled so that the maximum change in one frame time is limited to an empirically determined value.
The sensitivity used for quantization is the same as the average error allowed in interpolation: An error of magnitude ex is allowed in any frame represented by quantized values, and the error ex is allocated in the same way as for interpolation.
The results of interpolation and quantization on one of the parameters of a segment of speech can be seen in Figure 2 . This figure shows the second formant frequency for the initial 22 frames (332 msec.) of the utterance Grass is green. The solid line shows the values of the parameter in the uncompressed signal, and the dotted line shows the interpolated and quantized values of the same parameter. Interpolating lines are used to approximate the F2values for frames 2 to 3, 5 to 6, 8 to 10, 11 to 17, and 19 to 20 . Note that the initial value of most interpolating lines must be explicity specified. In frame II, however, the following slope continues on from the final value of the previous line. The nonlinear scale on the right-hand side shows the levels that can be represented exactly by quantized F2 values. 
Appropriateness of Interpolation
The practicality of a data-compression scheme using interpolation and quantization of pseudo-formants depends on the fact that pseudoformants exhibit significant redundancy. By observing the waveforms of the individual analyzed parameters. we determined that most of the parameters are suitable for interpolation. However, two parameters require special consideration. the energy level of the LP error and the frame duration.
The LP error is not well behaved for purposes of interpolation (Rabiner, Atal, & Sambur, 1977) . But although there is little smoothness in the error, it can be calculated in the decoder from the pseudo-formant information and the energy level of the preemphasized signal. The preemphasized signal energy is much smoother and is represented as the preemphasized RMS signal level (PRMS).
Errors in duration will result in distortions in all parameters, so it was decided to represent the frame duration exactly. However, the duration is highly correlated to the fundamental frequency, so the exact encoding technique utilizes this correlation by sending only a correction term. This approach may be too conservative, but we felt it was justified as an alternative to dealing with the complicated errors that would be introduced by an inexact representation of the duration.
Relative Importance of Interpolation arul Quantization
Interpolation is potentially effective in reducing bit rate. If parameters that make up the sound are very smooth, one slope can replace a large number of frames and can therefore be represented as precisely as necessary. In practice, however, there is enough variation in the parameters that interpolation is not useful unless the slopes can be represented rather coarsely. Quantization of the slopes is an essential part of interpolation for LP speech. Quantization of the original parameters introduces a distortion in the part of the signal that is not interpolated and makes it comparable in bit rate to the part of the signal that is interpolated.
Quantization could be used without any interpolation at all. To the extent that formants and bandwidths are smooth over time, however, interpolation can produce lower bit rate speech than simple quantization for the same distortion, where distortion is defined by a in section 2.1. For example, we have found that for the allocation of total error described in section 3 and shown in Figure 2 , interpolation can save about 1,000 bits per second over simple quantization. For this allocation, quantization alone requires about 4,200 bits per second, whereas interpolation with quantization requires only 3,200 bits per second.
Computational Expense of Implementing Synthesis
When data-compression techniques are used, the synthesizer implementation must be more complicated than it has to be to synthesize uncompressed speech; it must be able both to decode the compressed data and to synthesize the speech from the LP coefficients. In order to implement synthesis without interpolation, the processing unit must be able to perform fast multiplication. If interpolation is added, generally faster computational speed is needed to implement the additional decoding algorithms; a fast division algorithm is also required. The result of these additional requirements is that roughly twice as much computational power is needed to implement the synthesizer with interpolation than is needed for the synthesizer alone. This computational expense is justified by the much lower data requirements for storing and transmitting the speech.
Calculating the gain from the preemphasized energy level is by far the most expensive additional computation that the technique requires. One has to expand the factored representation back out into the polynomial representation A (z), then convert A(z) to reflection coefficients, and finally calculate the factor aMla, = IT(I -11;,), which relates the energy level to the gain. Since volume is one of the least perceptually important parameters, it may seem inappropriate to "waste" so much time computing it. An alternative is to transmit a highly quantized aMla, factor, say with 3 bits per frame, and avoid these lengthy computations. This alternative adds roughly 195 bits per second to the compressed data rate.
2,6 Comparison to Other Synthesis Systems
Extensive work on a broad front has been done over the last 20 years to find low-data-rate digital speech systems. Flanagan (1972) provides an excellent review of research done prior to 1972, while the collection of articles in &hafer and Markel (1979) , the transactions and conference proceedings of the IEEE International Conference on Acoustics, Speech, and Signal Processing, and the Journal of the Acoustical Society of America describe the wealth of research and development done since' that time. For example, Gray and Markel (1976) , Viswanathan, Makhoul, and Wicke (1978) , and Wiggins (1978) describe LP systems that operate at rates down to 1,400 bits per second, and Allen (1977) and Gagnon (1978) describe phonetic synthesizers with even lower rates. Lowering the sampling rate reduces both the number of coefficients needed and the precision required to represent them; however, all energy above half the sampling frequency is lost. Lowering the frame rate reduces the number of times the coefficients have to be represented as well as making them sequentially smoother; however. rapid acoustic transitions get smeared by long frame-duration~,. Lowering the average order ofA(z) reduces the number of coefficients that must be represented, but a poorer spectral match with the original speech results. Since no direct comparison of our system with lower bit rate systems has been made, the worth of our higher bit rate system is unconfirmed. Not suprisingly, the authors believe that improvements in speech quality are worth the higher bit rate of our system.
ALLOCATION OF ERRORS AMONG THE PARAMETERS
Section 2 described a procedure for data compression in individual LP pseudo-formant parameters. It left open the question of what distortion values a to use for each parameter in the compression of speech. In the application of the compression scheme, however, an allowed distortion must be specified for each parameter. The set of all possible combinations of allowed distortions for the 15 parameters describes a 15-dimensional space that we will call the distortion space.
A point in distortion space can be described by its coordinates, the individual allowed distortions in the parameters, or by its distance and direction from the origin. The distance from the origin is the totiLl allowed distortion, which is an arbitrary constant times the sum of the squares of the individual fractional errors in the parameters. The direction of a point in distortion space is given by the allocation of the total allowed distortion among the parameters. The decision to describe points of distortion space in this way is based on the hypothesis (which is explored in the experiments described in sec. 4) that comparisons along allocations at one value of the total allowed distortion will be valid at all levels of total allowed distortion.
A given value of the total allowed distortion may be allocated to the parameters in any number of ways. An obvious choice of allocation might be to allow an equal amount of the total distortion to each of the parameters. On the other hand, acoustical studies have shown that distortions in some of the formant frequencies of natural speech cause more perceived deterioration in speech quality than distortions in other formants. To the extent that there is a correspondence between the pseudo-formants of LP-analyzed speech and natural formants, we must suppose that the pseudo-formants, which correspond to perceptually more important formants, should be perceptually more important themselves, so that the quality ofthe speech distorted in those parameters would be worse than the quality of speech distorted the same amount in other parameters.
A series of experiments conducted by Flanagan (summarized in Flanagan, 1972) provides some data on the significance of errors in many of the relevant parameters. Some of these data are based on studies of sustained vowels or non-speech-like stimuli; we therefore performed informal listening tests to adjust the allocation and expand it to all the pseudo-formant parameters, so that approximately equal perceptual errors are introduced by the quantization and interpolation of the individual parameters. Table I shows the individual distortion allocations (along with minimum and maximum parameter values) for this allocation, at a value I (arbitrarily defined) of the total distortion. In the table, FO is the fundamental frequency, PRMS is the preemphasized root mean square (RMS) energy, Fi and Bi are the pseudo-formant frequencies and bandwidths, DURN is the duration, and IRP I represents the real pole pair where there is one.
Although the real pole pair cannot coexist with the pseudo-formant represented as F6 and B6, the independence of the two parameters is justified by their different behavior. Each has a degree of continuity where it does exist that allows it to be interpolated, whereas there is no continuity between IRP I and the sixth formant, which disallows interpolation between the two. Furthermore, the level of error that is perceptually significant is different for the formants and for IRP I' so they must be allocated different error thresholds. The column in the table marked allocation percentage shows the proportion of the total error that is allocated to each parameter, and thus the column sums to 100%. The percentage error column shows the resulting amount of distortion that is allowed in encoding that parameter. The bits column shows the number of bits required to encode each parameter with the indicated percentage error throughout the indicated range of values.
Note that in the table the allocation of distortion for pseudo-formants F4 and F5 is not greater than that for F3, in spite of the fact that F4 and F5 are usually considered to be unimportant to speech perception and are therefore often represented in synthesized speech by constant values. Our informal experiments indicated that F4 and F5 are not unimportant: Increasing the allowed error in representing these formants results in reduced speech quality.
The allocation in Table I was used to encode approximately one minute of speech. The resulting average storage rates for the three alternative kinds of transmission are shown in Table 2 . It can be seen in the table that a new FI value was transmitted 18 times a second, a new FI slope was transmitted 11 times a second, and 36 times a second the current values were maintained. This resulted in using some 277 bits per second to encode Fl. The total bit rate for this particular allocation, which we will call the best-guess allocation, was approximately 3,200 bits per second.
LISTENING EXPERIMENTS
The amount of distortion allowed to the parameters determines the amount of data compression performed on the speech data, and levels of allowed distortion are the inputs to the data-compression mechanism. It would therefore be convenient to use distortion as the measure of the success of the data-compression scheme. Unfortunately, distortion is a less meaningful measure of success of the data-compression scheme than are the savings in data rate and the extent to which the perceived naturalness of the sound is maintained.
The allocated distortion for a parameter determines the number of bits per second saved by data compression in that parameter. The number of bits per second saved will vary according to the characteristics of the sound being compressed, but an average can be taken over a large quantity of speech. As distortion is allowed to increase in a given parameter, the savings in bit rate generally increase as well. (A small increase in the allowed error for a parameter may make no difference for a given speech input, if the increase is not enough to change any of the acceptability decisions for the slopes, or may increase the bit rate, if by some accident the increased extent of interpolation in one part of some signal made less interpolation possible later on. In general, the resnlt of increased distortion allowance will be in the direction of reduced bit rate.) It is not true, however, that a single value of total distortion is associated with a single value of bit-rate savings. The bit-rate savings for a sound that is compressed in more than one parameter depend both on the value of the total distortion and on the allocation of the total allowed distortion among the 15 parameters.
Perceived naturalness also depends both on the value of the total distortion and on the allocation of the total distortion among the 15 parameters. Increased distortion in one parameter should result in reduced naturalness. but the dependence of naturalness on allocation of error for a given total error is not obvious.
An ideal data-compression scheme would achieve maximal perceived naturalness with minimal bit rate. Neither perceived naturalness nor bit rate is readily controlled, so neither of these is practical as an independent variable in an experiment exploring implementations of the datacompression scheme. Both are observable quantities that depend entirely on the total allowed distortion and its allocation among the 15 parameters. The allowed distortions in the various parameters, on the-other hand, are the basis for the compression algorithm and, hence, are ideal independent variables. Therefore, in the experiment described below, both bit rate and naturalness are studied as they depend on variations in the 15-dimensional distortion space.
Informal Experiments
The distortion space was still unknown, for the most part, once the best-guess allocation (sec. 3) was settled on. Therefore, further informal listening experiments were carried out to explore the perceived naturalness in distortion space at points other than the best-guess allocation points.
The 15-dimensional distortion space was still too vast to study; even for a single value of the total distortion, it is not possible to study the effects on perceived naturalness of all the possible allocations. Since the attention span of a subject is limited, tests could not exceed about one hour each; therefore, in each of the informal experiments, only a small part of the distortion space could be investigated. We performed a variety of informal experiments, using as subjects staff members from IMSSS, before embarking on a full-scale experiment.
In the earliest experiments, the best-gu~ss allocation at a distortion level of 1.0 was given the status of a central point from wltich other treatments differed by a small amount. The distortions in the parameters were varied one at a time: Each treatment other than the best-guess allocation point differed from that point in the error allocation to a single parameter. In the first of the informal experiments, the points most remote from the best-guess point had an allowed error for one of the parameters of half or twice that of the best-guess point. In the second of the experiments, the most remote points had one-fourth or fouf times the error as that at the bestguess point. These modifications had the effect of changing the total distortion slightly as well as changing the amount of compression to the parameter.
These first two tests failed to disclose any significant variations in perceived naturalness of the resulting synthesized speech, so in later experiments the differences between error allocations were increased. In particular, the uniform allocation was introduced. It proved to be perceptibly different from the best-guess allocation when the total distortion was kept constant at a level of 1.0. In the formal experiment, the uniform allocation became the canonical point of comparison for the best-guess allocation.
The Formal Experiment
The treatments selected for the formal experiment from among the infinity of possible total distortions and possible allocations of distortions were chosen so as to make possible several kinds of comparisons among the perceived naturalness data to be collected. First, it was desirable to be able to make a comparison of perceived naturalness for different allocations at several constant values of the total distortion (constant distortion surfaces in the I5-dimensional distortion space) in order to confirm that the best-guess allocation is the best allocation or to suggest a better one. This comparison requires a well-chosen collection of allocations, as well as several different values for the total distortion. Second, well-chosen treatments should allow comparison of naturalness for different allocations at several constant values of the total bit rate (constant bit rate surfaces). This comparison requires that several values of total distortion be used, because different allocations at the same total distortion result in general in different bit rates. Third, it is desirable to be able to compare the bit rates for different treatments that have the same perceived naturalness (constant naturalness surfaces). This also requires that several values of total distortion be used.
Preparation of samples. The best-guess allocation for the total allowed distortion in a compressed sound was described in section 3. ,. Table 3 lists the other allocations that were used in the experiment.
. When the total allocation is assigned uniformly to all of the 15 parameters, each is allowed 6.7% of the total distortion. This allocation is called VO. Allocations VI through V4 are spaced linearly between VO and the best guess, as shown in Table 3 . These four points lie at equidistant points along the· great circle that connects VO and the best-guess points.
It was hypothesized that the importance of the fundamental frequency FO is such that a distortion as large as that given by the uniform allocation would render speech unnatural at very small total distortions, even if all the other parameters were given a simple uniform allocation. Accordingly, the allocation called VO is made like UO except that the fundamental frequency is given only .04% of the total allowed distortion, as in the best-guess allocation, and the rest of the total allowed distortion is divided evenly among the other parameters. Allocations VI through V4 are spaced linearly between VO and the best guess. The allocation WO is made like UO except that the fundamental frequency and the first three formant frequencies are allowed only the small distortion given them in the best-guess allocation, while the rest of the allowed distortion is divided evenly among the other parameters. This allocation approximates a vocoder that matches three formant frequencies closely and uses constant values for the other parameters. Allocations WI, W2, W3, and W4 are formed analogously to the other intermediate alloca-
tions.
A separate point X2, not very different from the best-guess point and of comparable bit rate, was added to the treatments in order to verify the conclusion reached tentatively in the informal experiments that the bestguess point is not very different in naturalness from its near neighbors.
In the experiment, nine different values of the total allowed distortion were used. The values of the total distortion used and the names arbitrarily assigned to them are shown below. Each value for the total distortion defines a constant distortion surface in the distortion space. The number of treatments that could be studied in one test was restricted, as in the informal experiments, by the amount of time that could be devoted to presentation of the items to a subject. There was a total of 56 treatments. On each of the spheres C, D, and E, 14 treatments were prepared; on each of A and B, three treatments were prepared; and on each of F, G, H, and ], two treatments were prepared. Table 4 gives a schematic listing of the treatments used in the experiment. On the surfaces C, D, and E-that is, for total distortions .3, .67, and I-most of the treatments described above were prepared:
1. UO, U2, U3, and U4. 2. YO, V2, V3, and V4. 3. WO, W2, W3, and W4. 4. The best-guess point Xl.
5. The alternative best-guess point X2.
On surfaces A and B, the surfaces ofleast distortion. only the treatments UO, YO, and WO were tested. These treatments were provided for comparison with the best-guess allocation on surfaces of higher distortion. It was expected that UO, YO, and WO on the surfaces of low distortion would be about as natural as the best-guess treatment for some surfaces of higher distortion.
On the surfaces F, G, H, and], the surfaces of greatest distortion, only the best-guess point XI and the nearby point X2 were tested. It was expected that the perceived naturalness of these treatments would be approximately the same as the naturalness of the uniform distribution for some surface of lower distortion.
Presentation of the samples. Each of the 20 sentences that had been recorded and LP analyzed (listed in Appendix B) was prepared using each of the 56 treatments. To the 1,120 samples that resulted, four copies of each of the untreated, full-information sentences were added as a control, to make a total of 1,200 presentations in the experiment. There were no repetitions, except of the untreated sentences.
The order of presentation of the samples was randomized afresh for each subject. The choice of which treatment to present next to a subject was made at random, with no regard for how recently the same treatment had been presented. Then the choice of a sentence was made, again at random , but with the restriction that a sentence would not be presented twice in a row unless all 19 other sentences had already been presented with that treatment, so that the only sentence remaining was the same as the one just presented. For example, if treatment DO on sphere C, sentence 3, is chosen, and then treatment V2, sphere E, sentence 3, is chosen, that choice will be rejected and another sentence from the sentence numbered 1-2, 4-20 will be chosen, unless sentence 3 is the only one left for treatment V2, sphere E.
The test was divided up into three sessions, each about 50 minutes long. Subjects were asked to come in on three consecutive days for the three sessions.
Each session began with a short description displayed on the terminal, describing briefly what is meant by naturalness for the purposes of the experiment and explaining the scale to be used in judging the sentences. The text presented to the subjects is reproduced in Appendix C. A scale from I to 9, integer values only, was used for the ratings. At the top of the scale (most natural sounding) is 9 and at the bottom (least natural sounding), I.
Ten practice sentences were presented. These were chosen from among the samples that were used for the test. The practice treatments were presented in random order. The sentences used were chosen randomly from the set of 20, with the restriction that no sentence would be presented twice in a row. The treatments used for the practice were 1. Untreated 2. Untreated 3. Sphere C, best guess (Xl) 4. Sphere E, best guess (Xl) 5. Sphere], best guess (Xl) 6. Sphere D, alternative best guess (X2) 7 . Sphere F, alternative best guess (X2) 8. Sphere C, VO 9. Sphere D, WO 10. Sphere E, UO After the practice, another message appeared on the screen. When the subject typed a carriage return, the test began. A sentence was presented and the subject was asked to type his or her rating of the sentence. A digit , .
between 1 and 9 was accepted at any time after the sentence began. There was no pressure to rate the sentence immediately, since the experiment did not continue until the subject had typed his or her rating. After the rating was entered, there was a pause of about three seconds before the next sentence was presented, to allow the noise from typing the number to dissipate and to allow the subject to be ready when the next sentence was presented.
Subjects. Six naive subjects were tested in the formal experiment, four female and two male. None was aware of having any hearing impairment, and none had any history of being exposed to loud noise for long periods of time. They ranged in age from 18 to 45 years, and they had grown up in various parts of the country-two of them in Pennsylvania and one each in Illinois, Massachusetts, New Jersey, and Minnesota. They had all had a college education or were currently in college.
The subjects encountered no particular difficulty in making sense of the notion of naturalness as presented, although there may have been difficulty for some subjects in deciding whether hissing and background noise were to be considered as contributors to unnaturalness. Some subjects also reported hearing differences that they could not distinguish on a onedimensional scale. They were told that naturalness was the criterion on which they were to judge and to handle the problem as they saw fit.
Results
Not all the subjects used the scale in the same way. Some used primarily the top of the range, and others used the bottom. Some of the subjects admitted to not using the whole scale, saying a nine-point scale implied more categories than they could distinguish. But despite the differences in the ways in which the subjects used the scale, and the differences that may be assumed to exist among the naturalness perceptions of different individuals, it was evident that the subjects were responding to differences among treatments in a consistent way.
An analysis of variance was done on all the raw naturalness scores to test the dependence of the scores on the subject, the sentence presented, and the treatment presented. Table 5 shows that 32% of the variance of scores is explained by treatment, while only 16% is explained by subject and 7% by sentence. The scores for each subject were normalized to zero mean and unit standard deviation, by subtracting the subject's mean score and dividing by the standard deviation of the subject's raw scores. The normalized scores for all the subjects were then combined. The normalized, combined mean scores for all the treatments are shown in Table 6 . The treatments are divided up vertically by distortion surface, and across the table for a given surface appear the Vs, the Vs, the Ws, and then Xl and X2. The three numbers given for each treatment are the mean normalized score, the normalized standard deviation, and the mean bit rate for that treatment.
The t tests comparing the scores for various pairs of treatments show that most of the differences in the scores are significant. For example, an uncorrelated t test on the raw scores shows a clear separation (at the .001 level) between the scores for the best-guess allocation at distortion surface E and the uniform (VO) allocation at distortion surface E, but only a weakly significant separation (at the .02 level) between the scores for the best-guess allocation at distortion surface E and the W4 allocation on the same surface.
The decrease in scores as one goes from the best guess toward VO, VO, or WO on a surface of constant distortion is nearly always monotonic. There is also a monotonic decrease as one goes from a Wi treatment to a corresponding Vi to Vi (i = 1,2,3, or4), and a nearly monotonic decrease with increasing total allowed distortion, for fixed allocation. This consistent monotonicity suggests that the results may be significant to a more detailed level than is established by the results of the t tests.
When one compares the results for all allocations on a given constant distortion surface, the best-guess point or its near neighbor X2 always has the highest score. What is more, the score rises sharply between any other treatment and either of those two, especially at the higher distortion levels.
The bit rate for the best guess is also higher than that for the other allocations on the same distortion surface. For a comparison of naturalness scores at constant bit rate. one must look across distortion surfaces at, for example, surface-E, best-guess, and surface-C, uniform. The superiority of the best-guess allocation is hardly less striking in this comparison.
Finally, in this experiment there is no uniform allocation treatment for which the speech quality matches that of the best-guess allocation on surface E, which has a transmission bit rate of 3,200 bits per second. Informal tests have shown that to achieve the same quality with the uniform allocation would require 4,200 bits per second. The results shown here indicate that comparable quality can be achieved with surface A, allocation YO, at 3,900 bits per second.
CONCLUSION
Data compression by interpolation and quantization of pseudo-formant parameters has proved successful. An economical pseudo-formant representation is automatically derived from LP-analyzed speech with the data-compression techniques of linear interpolation and quantization. Optimal compression is sought by allocating the distortions on a perceptual basis. Listening experiments were performed to investigate the perceptual importance of the distortions.
The experiments showed that high speech quality can be achieved at 3,200 bits with the initial best-guess allocation and that higher bit rates are required to achieve the same quality for the other allocations tested. The assumption that pseudo-formants are as important to perceived speech quality as the corresponding formants of natural speech is supported by this result.
It was not demonstrated that the initial best guess is the best possible allocation. Further investigations of the same sort should test allocations by weighting the different pseudo-formant parameters still more unevenly.
The encoding scheme describes the formatting of the data. The first bit of a frame tells whether this is a data frame [1] or a "mark" frame [0] . Mark frames transmit additional information for prosody calculations or some miscellaneous functions. The measure b(i) indicates the average number of bits needed to encode parameter i;see Table 1 
