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Abstract: In [9, Ch. 14] and [10] we consider suitable inverse limits of Grothendieck groups
of categories of modules in characteristics p and zero, obtained from a folded Frobenius P-
category (F ,âut
F
sc ) [10, 2.8], which covers the case of the Frobenius P-categories associated
with blocks; moreover, in [13] we show that a folded Frobenius P-category is actually equivalent
to the choice of a regular central k∗-extension Fˆ
sc
of F
sc
[9, 11.2]. Here, taking advantage of
the existence of a perfect F
sc
-locality P
sc
, recently proved in [3], [5] and [11], we exhibit those
inverse limits as the true Grothendieck groups of the categories of K∗Gˆ- and k∗Gˆ-modules for
a suitable k∗-group Gˆ associated to the k∗-category Pˆ
sc
obtained from P
sc
and Fˆ
sc
.
1. Introduction
1.1. Let p be a prime number and O a complete discrete valuation
ring with a field of quotients K of characteristic zero and a residue field k of
characteristic p ; we assume that k is algebraically closed and that K contains
“enough” roots of unity for the finite family of finite groups we will consider.
Let G be a finite group, b a block of G — namely a primitive idempotent in
the center Z(OG) of the group O-algebra — and (P, e) a maximal Brauer
(b,G)-pair [9, 1.16]; recall that the Frobenius P -category F(b,G) associated
with b is the subcategory of the category of finite groups where the objects
are all the subgroups of P and, for any pair of subgroups Q and R of P , the
morphisms ϕ from R to Q are the group homomorphisms ϕ :R→ Q induced
by the conjugation of some element x ∈ G fulfilling
(R, g) ⊂ (Q, f)x 1.1.1
where (Q, f) and (R, g) are the corresponding Brauer (b,G)-pairs contained
in (P, e) [9, Ch. 3].
1.2. In [9, Ch. 14] we consider a suitable inverse limit of Grothendieck
groups of categories of modules in characteristic p obtained fromF(b,G) , which
according to Alperin’s Conjecture should be isomorphic to the Grothendieck
group of the category of finitely dimensional kGb-modules. In [10] we ge-
neralize this construction in two directions. On the one hand, we also con-
sider a suitable inverse limit of Grothendieck groups of categories of modules
in characteristic zero which again, according to Alperin’s Conjecture, should
be isomorphic to the Grothendieck group of the category of finitely dimen-
sional KGb-modules. On the other hand, with the introduction of the folded
Frobenius P -categories [10, §2], we are able to extend all these constructions
to any folded Frobenius P -category.
21.3. Let us recall our definitions. Denoting by P a finite p-group, by
iGr the category formed by the finite groups and the injective group homo-
morphisms, and by FP the subcategory of iGr where the objects are all the
subgroups of P and the morphisms are the group homomorphisms induced by
the conjugation by elements of P , a Frobenius P -category F is a subcategory
of iGr containing FP where the objects are all the subgroups of P and the
morphisms fulfill the following three conditions [9, 2.8 and Proposition 2.11]
1.3.1 For any subgroup Q of P the inclusion functor (F)Q → (iGr)Q is full.
1.3.2 FP (P ) is a Sylow p-subgroup of F(P ) .
1.3.3 For any subgroup Q of P such that we have ξ
(
CP (Q)
)
= CP
(
ξ(Q)
)
whenever ξ :Q·CP (Q) → P is an F-morphism, any F-morphism ϕ :Q → P
and any subgroup R of NP
(
ϕ(Q)
)
containing ϕ(Q) such that FP (Q) contains
the action of FR
(
ϕ(Q)
)
over Q via ϕ , there is an F-morphism ζ :R → P
fulfilling ζ
(
ϕ(u)
)
= u for any u ∈ Q .
1.4. Moreover, we say that a subgroup Q of P is F-selfcentralizing if we
have
CP
(
ϕ(Q)) ⊂ ϕ(Q) 1.4.1
for any ϕ ∈ F(P,Q) , and we denote by F
sc
the full subcategory of F over
the set of F -selfcentralizing subgroups of P . We call F
sc
-chain any functor
q : ∆n → F
sc
where the n-simplex ∆n is considered as a category with the
morphisms defined by the order [9, A2.2]; we denote by Fct(∆n,F
sc
) this
set of functors and by ch∗(F
sc
) the category where the objects are all the
F
sc
-chains (q,∆n) , where n runs on N , and the morphisms from q : ∆n → F
sc
to another F
sc
-chain r : ∆m → F
sc
are the pairs (ν, δ) formed by an order
preserving map δ : ∆m → ∆n and by a natural isomorphism ν : q ◦ δ ∼= r
[9, A2.8]. Recall that we have a canonical functor
autFsc : ch
∗(F
sc
) −→ Gr 1.4.2
mapping any F
sc
-chain q : ∆n → F
sc
to the group of natural automorphisms
of q [9, Proposition A2.10].
1.5. Recall that a k∗-group Gˆ is a group endowed with an injective group
homomorphism θ : k∗ → Z(Gˆ) [7, §5], that G = Gˆ/θ(k∗) is the k∗-quotient
of Gˆ and that a k∗-group homomorphism is a group homomorphism which
preserves the multiplication by k∗ ; let us denote by k∗-Gr the category
of k∗-groups with finite k∗-quotient. Then, a folded Frobenius P -category
(F , âutFsc ) is a pair formed by a Frobenius P -category F and, by a functor
âutFsc : ch
∗(F
sc
) −→ k∗-Gr 1.5.1
lifting the canonical functor autFsc ; in the case of the Frobenius P -category
F(b,G) above, we already know that the situation provides k
∗-groups Fˆ(b,G)(Q)
3lifting F(b,G)(Q) for any F -selfcentralizing subgroup Q of P [9, 7.4] and in
[9, Theorem 11.32] we prove the existence of a lifting âutFsc
(b,G)
of autFsc
(b,G)
extending them; note that in [9, Theorem 11.32] we may assume that k is
just the closure of the prime subfield. But in [13, Theorem 3.7] we prove that
any folder structure on F comes from an essentially unique regular central
k∗-extension Fˆ
sc
of F
sc
and, from now on, a folder structure on F means
a regular central k∗-extension Fˆ
sc
of F
sc
; if this regular central k∗-extension
comes from a regular central k¯∗-extension where k¯ is the algebraic closure of
the prime subfield then we say that the folder structure is finite.
Lemme 1.6. For any finite folder structure Fˆ
sc
of F
sc
there are a finite
subfield kˆ of k and a regular central kˆ∗-extension
ˆˆ
F
sc
of F
sc
such that the
extension of
ˆˆ
F
sc
from kˆ∗ to k∗ is equivalent to Fˆ
sc
.
Proof: We actually may assume that k is the algebraic closure of the prime
subfield; then, for any F
sc
-morphism ϕ :R→ Q , choose a lifting ϕˆ :R→ Q of
ϕ in Fˆ
sc
(Q,R) ; thus, for any pair of F
sc
-morphisms ϕ :R→ Q and ψ :T → R
we get
ϕˆ ◦ ψˆ = λϕ,ψ·ϕ̂ ◦ ψ 1.6.1
for a suitable finite family {λϕ,ψ}ϕ,ψ of elements of k∗ which are algebraic;
hence, the subfield kˆ of k generated by this family is finite and it is clear that
we can define a regular central kˆ∗-extension
ˆˆF
sc
of F
sc
contained in Fˆ
sc
by
setting
ˆˆF
sc
(Q,R) =
⋃
ϕ∈Fsc(Q,R)
kˆ∗·ϕˆ ⊂ Fˆ
sc
(Q,R) 1.6.2
and that this inclusion induces a bijection
k∗ ×kˆ∗
ˆˆ
F
sc
(Q,R) ∼= Fˆ
sc
(Q,R) 1.6.3.
1.7. Note that a regular central k∗-extension Fˆ
sc
of F
sc
induces a regular
central k∗-extension
ˆ˜
F
sc
of the exterior quotient F˜
sc
of F
sc
— namely of the
quotient of F
sc
by the inner automorphisms of the objects [9, 6.1]; moreover,
assuming that the folder structure Fˆ
sc
is finite, choosing a finite subfield kˆ
of k and a regular central kˆ∗-extension
ˆˆ
F
sc
of F
sc
as above, and denoting by
ˆˆ
F˜
sc
regular kˆ∗-extension of the exterior quotient F˜
sc
, if follows easily from
[13, Proposition 3.5] that the inclusion F˜
sc
P ⊂ F˜
sc
can be lifted to a faithful
functor F˜
sc
P →
ˆˆ
F˜
sc
and then, with the terminology introduced in [12, 2.2],
ˆˆ
F˜
sc
becomes a F˜
sc
P -category and fulfills the finiteness condition in [12, 4.1]; at this
point, it follows from [12, Proposition 4.6] that
ˆˆ
F˜
sc
becomes a multiplicative
F˜
sc
P -category since it inherits from F˜
sc
41.8. On the other hand, in [3], [5] and [11] it has been recently proved
that there exists a unique perfect F
sc
-locality P
sc
[9, 17.4 and 17.13]; more
explicitly, denote by T
sc
P the category where the objects are all the F-self-
centralizing subgroups of P , where the set of morphisms from R to Q is the
P -transporter TP (R,Q) for a pair of F -selfcentralizing subgroups Q and R
of P , and where the composition is induced by the product in P ; then, there
is a unique Abelian extension πsc :P
sc
→ F
sc
of F
sc
endowed with a faithful
functor τ sc : T
sc
P → P
sc
in such a way that the composition πsc◦τ sc : T
sc
P → F
sc
is the canonical functor defined by the conjugation in P , that P
sc
(Q) endowed
with τ scQ :NP (Q) → P
sc
(Q) and πscQ :P
sc
(Q) → F
sc
(Q) is an F-localizer of Q
for any F -selfcentralizing subgroup Q of P fully normalized in F [9, Theo-
rem 18.6], and that Z(R) acts regularly over the fibers of the map
P
sc
(Q,R) −→ F
sc
(Q,R) 1.8.1
induced by πsc [9, 17.7] for any pair of F -selfcentralizing subgroups Q and R
of P .
1.9. Then, the so-called F-localizing functor considered in [10, 3.2.1]
locFsc : ch
∗(F
sc
) −→ L˜oc 1.9.1
is actually just a quotient of the canonical functor
autPsc : ch
∗(P
sc
) −→ Gr 1.9.2
mapping any P
sc
-chain q : ∆n → P
sc
to the group of natural automorphisms
of q [9, Proposition A2.10]; moreover, a regular central k∗-extension Fˆ
sc
of
F
sc
determines via πsc a regular central k∗-extension Pˆ
sc
of P
sc
and, once
again, the faithful functor τ sc : T
sc
P → P
sc
can be lifted to a faithful functor
τˆ sc : T
sc
P → Pˆ
sc
[13, Proposition 3.5]; hence, the corresponding functor
l̂ocFsc : ch
∗(F
sc
) −→ k∗-L˜oc 1.9.3
considered in [10, 3.3.1] is presently just a quotient of the obvious canonical
functor
autPˆsc : ch
∗(Pˆ
sc
) −→ k∗-Gr 1.9.4
mapping any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
to the k∗-group of natural automor-
phisms of qˆ [9, Proposition A2.10], and we simply set autPˆsc (qˆ,∆n) = Pˆ
sc
(qˆ) .
1.10. In this situation, considering the contravariant functors
gK : k
∗-Gr −→ O-mod and gk : k
∗-Gr −→ O-mod 1.10.1
mapping any k∗-group Gˆ with finite k∗-quotient on the extensions to O
GK(Gˆ) = O ⊗Z G
Z
K(Gˆ) and Gk(Gˆ) = O ⊗Z G
Z
k (Gˆ) 1.10.2
5of the respective Grothendieck groups GZK(Gˆ) and G
Z
k (Gˆ) of the categories
of finitely dimensional K∗Gˆ- and k∗Gˆ-modules, and any k∗-group homomor-
phism θˆ : Gˆ→ Gˆ′ on the corresponding restriction maps, with the the nota-
tion in [10, 3.5] it is quite clear that
GK(F , âutFsc ) = lim
←−
(gK ◦ l̂ocFsc ) ∼= lim
←−
(gK ◦ autPˆsc )
Gk(F , âutFsc ) = lim
←−
(gk ◦ l̂ocFsc ) ∼= lim
←−
(gk ◦ autPˆsc )
1.10.3.
Our purpose here is to exhibit these O-modules as the O-extensions of the
very Grothendieck groups of suitable categories; as a matter of fact, we find
a k∗-group Gˆ(Pˆ
sc
) , with finite k∗-quotient, such that
GK(F , âutFsc ) ∼= GK
(
Gˆ(Pˆ
sc
)
)
and Gk(F , âutFsc ) ∼= Gk
(
Gˆ(Pˆ
sc
)
)
1.10.4
in a compatible way with the corresponding decomposition maps [10, 3.5.3].
We borrow our notation from [9] and [10].
Remark 1.11. Denoting by gZ
+
K the contravariant functor mapping any
k∗-group Gˆ with finite k∗-quotient on the positive part GZ
+
K (Gˆ) of the very
Grothendieck group of the category of finitely dimensional K∗Gˆ-modules —
the part formed by the classes of the K∗Gˆ-modules — note that the inverse
limit of the functor gZ
+
K ◦ autPˆsc still makes sense and actually it genera-
tes lim
←−
(gZK ◦ autPˆsc ) . Indeed, denoting by Rqˆ the class in G
Z
+
K
(
Pˆ
sc
(qˆ)
)
of
the regular K∗Pˆ
sc
(qˆ)-module K∗Pˆ
sc
(qˆ) for any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
, and
choosing a multiple m of all the orders |P
sc
(qˆ)| where qˆ runs over the set of
Pˆ
sc
-chains, it is easily checked that the family R =
{ m
|P sc(qˆ)|
·Rqˆ
}
qˆ
belongs
to lim
←−
(gZ
+
K ◦ autPˆsc ) and that, for any element X of lim←−
(gZK ◦ autPˆsc ) , the
sum of X with a suitable multiple of R belongs to lim
←−
(gZ
+
K ◦ autPˆsc ) . The
analogous argument also holds for gZk .
2. Categorization for the characteristic zero case
2.1. Let P be a finite p-group and (F , Fˆ
sc
) a finite folded Frobenius
P -category; denote by P and P
sc
the respective perfect F - and F
sc
-localities
[11, §6 and §7] and by π :P → F and τ : TP → P the structural functors
[9, 17.3]; then, the regular central k∗-extension Fˆ
sc
of F
sc
determines via πsc
a regular central k∗-extension Pˆ
sc
of P
sc
and we set (cf. 1.10.3)
GK(Pˆ
sc
) = lim
←−
(gK ◦ autPˆsc ) 2.1.1;
6that is to say, GK(Pˆ
sc
) is the subset of elements
{X(qˆ,∆n)}(qˆ,∆n) ∈
∏
n∈N
∏
qˆ∈Fct(∆n,Pˆ
sc)
GK
(
Pˆ
sc
(qˆ)
)
2.1.2
such that, for any Pˆ
sc
-morphism (ν, δ) : (qˆ,∆n)→ (ˆr,∆m) , they fulfill
resaut
Pˆ
sc (ν,δ)(X(rˆ,∆m)) = X(qˆ,∆n) 2.1.3;
moreover, we assume that, for any extension K′ of K , the scalar extension
from K to K′ induces an isomorphism between GK
(
Pˆ
sc
(qˆ)
)
and GK′
(
Pˆ
sc
(qˆ)
)
for any n ∈ N and any qˆ ∈ Fct(∆n, Pˆ
sc
) . Our purpose in this section is
both to exhibit GK(Pˆ
sc
) as the extension to O of the very Grothendieck group
of a suitable subcategory of K-mod-valued contravariant k∗-functors over the
category Pˆ
sc
, and to show that this subcategory is equivalent to the category
of K∗Gˆ-modules for a suitable k∗-group Gˆ with finite k∗-quotient.
2.2. First of all, it follows from [10, Corollary 8.4] and from 1.10.3 above
that
rankO
(
GK(Pˆ
sc
)
)
=
∑
(qˆ,∆n)
(−1)n rankO
(
GK
(
Pˆ
sc
(qˆ)
))
2.2.1
where (qˆ,∆n) runs over a set of representatives for the set of isomorphism
classes of ch∗(Pˆ
sc
)-objects such that qˆ(i− 1, i) is not an isomorphism for any
1 ≤ i ≤ n — called regular ch∗(Pˆ
sc
)-objects [9, A5.2]. This formula suggests
to consider the following scalar product in GK(Pˆ
sc
) ; with the notation in 2.1.2
above, if X = {X(qˆ,∆n)}(qˆ,∆n) and X
′ = {X ′(qˆ,∆n)}(qˆ,∆n) are two elements
of GK(Pˆ
sc
) then we define
〈X,X ′〉 =
∑
(qˆ,∆n)
(−1)n 〈X(qˆ,∆n), X
′
(qˆ,∆n)
〉 2.2.2
where (qˆ,∆n) is running over the same set and where, for such a (qˆ,∆n) ,
〈X(qˆ,∆n), X
′
(qˆ,∆n)
〉 denotes the scalar product of X(qˆ,∆n) and X
′
(qˆ,∆n)
in the
Grothendieck group GK
(
Pˆ
sc
(qˆ)
)
. Note that there is a canonical bijection be-
tween a set of representatives for the set of isomorphism classes of regular
ch∗(Pˆ
sc
)-objects and a set of representatives for the set of F -isomorphism
classes of nonempty sets of F -selfcentralizing subgroups of P , totally ordered
by the inclusion.
2.3. Recall that the canonical group homomorphism O∗ → k∗ admits
a unique section k∗ → O∗ ; thus, the category K-mod admits an evident
k∗-action and a contravariant k∗-functor m : Pˆ
sc
→ K-mod is a functor such
that m[λ·xˆ) = λ·m(xˆ) for any Pˆ
sc
-morphism xˆ :R → Q and any λ ∈ k∗ .
7Moreover, it is clear that any contravariant k∗-functor m : Pˆ
sc
→ K-mod de-
termines a new contravariant k∗-functor [9, A3.7.3]
mch = m ◦ vPˆsc : ch
∗(Pˆ
sc
) −→ K-mod 2.3.1
sending any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
to m
(
qˆ(0)
)
and any ch∗(Pˆ
sc
)-morphism
(xˆ, δ) : (ˆr,∆m) −→ (qˆ,∆n) 2.3.2,
where δ : ∆n → ∆m is an order-preserving map and xˆ : rˆ ◦ δ ∼= qˆ a natural
isomorphism, to the K-linear map
m
(
xˆ0 ◦ rˆ(0 • δ(0)
)
: m
(
qˆ(0)
)
−→ m
(
rˆ(0)
)
2.3.3.
2.4. In particular, in the case where n = m and δ is the identity map, we
get a k∗-compatible action over m
(
qˆ(0)
)
of the k∗-group autPˆsc(qˆ) = Pˆ
sc
(qˆ);
that is to say, m
(
qˆ(0)
)
becomes a K∗Pˆ
sc
(qˆ)-module. Similarly, m
(
rˆ(0)
)
be-
comes a K∗Pˆ
sc
(ˆr)-module and, via the k∗-group homomorphism
autPˆsc(xˆ, δ) : Pˆ
sc
(ˆr) −→ Pˆ
sc
(qˆ) 2.4.1,
m
(
qˆ(0)
)
also becomes the K∗Pˆ
sc
(ˆr)-module Resaut
Pˆ
sc(xˆ,δ)
(
m
(
qˆ(0)
))
and then
the K-linear map 2.3.3 is clearly a K∗Pˆ
sc
(ˆr)-module homomorphism
mch(xˆ, δ) : Resaut
Pˆ
sc(xˆ,δ)
(
m
(
qˆ(0)
))
−→ m
(
rˆ(0)
)
2.4.2.
2.5. Similarly, any natural map µ :m → m′ between contravariant k∗-
functors m and m′ from Pˆ
sc
to K-mod determines a new natural map
µch = µ ∗ vPˆsc : m
ch −→ m′ch 2.5.1
sending any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
to the K-linear map
µqˆ(0) : m
(
qˆ(0)
)
−→ m′
(
qˆ(0)
)
2.5.2;
then, it follows from the naturalness of µ that this map is actually a K∗Pˆ
sc
(qˆ)-
module homomorphism. Let us denote byNat(m′,m) the K-module of natural
maps from m to m′ .
2.6. We are interested in the contravariant k∗-functors m : Pˆ
sc
→ K-mod
— called reversible — mapping any Pˆ
sc
-morphism xˆ :R → Q on a K-linear
isomorphism
m(xˆ) : m(Q) ∼= m(R) 2.6.1 ;
in this case, it is quite clear that the contravariant k∗-functor mch also maps
any ch∗(Pˆ
sc
)-morphism on a K-linear isomorphism. Conversely,
2.6.2 A contravariant k∗-functor x : ch∗(Pˆ
sc
) −→ K-mod mapping any
ch∗(Pˆ
sc
)-morphism on a K-linear isomorphism comes from a reversible con-
travariant k∗-functor.
82.7. Indeed, for any F -selfcentralizing subgroup Q of P , considering the
Pˆ
sc
-chain qˆQ : ∆0 → Pˆ
sc
sending 0 to Q , we set m(Q) = x(qˆQ,∆0) ; moreover,
for any Pˆ
sc
-morphism xˆ :R → Q , considering the Pˆ
sc
-chain qˆxˆ : ∆1 → Pˆ
sc
mapping 0 on R , 1 on Q and the ∆1-morphism 0 • 1 on xˆ , we have the
evident ch∗(Pˆ
sc
)-morphisms
(idR, δ
0
1) : (qˆxˆ,∆1) −→ (qˆR,∆0)
(idQ, δ
0
0) : (qˆxˆ,∆1) −→ (qˆQ,∆0)
2.7.1
and we set m(xˆ) = x((idR, δ
0
0))
−1 ◦ x(idQ, δ
0
1) . This correspondence is actually
a k∗-functor since, for another Pˆ
sc
-morphism yˆ :T → R , considering the new
Pˆ
sc
-chain rˆ : ∆2 → Pˆ
sc
sending 0 to T , 1 to R , 2 to Q , 0•1 to yˆ and 1•2 to xˆ ,
and extending the notation above, we get the evident commutative diagram
in the category ch∗(Pˆ
sc
)
qˆT qˆR qˆQ
↑ տր ↑ տր ↑
qˆyˆ qˆxˆ·yˆ qˆxˆ
տ ↑ ր
rˆ
2.7.2
which the functor x sends to a commutative diagram of isomorphisms in
K-mod ; then, it is easily checked that m(xˆ·yˆ) = m(yˆ)◦m(xˆ) and that mch = x .
2.8. If m and m′ are reversible contravariant k∗-functors from the k∗-ca-
tegory Pˆ
sc
to K-mod , a natural map µ :m → m′ is a correspondence sending
any F -selfcentralizing subgroup Q of P to a K-linear map µQ :m(Q)→ m
′(Q)
in such a way that, for any Pˆ
sc
-morphism xˆ :R→ Q , we have the commuta-
tive diagram
m(Q)
m(xˆ)
∼= m(R)
µQ
y y µR
m′(Q)
m′(xˆ)
∼= m′(R)
2.8.1;
equivalently, considering the reversible contravariant functor
m∗ ⊗K m
′ : P
sc
−→ K-mod 2.8.2
mapping Q on HomK
(
m(Q),m′(Q)
)
and xˆ :R→ Q on the K-linear map
HomK
(
m(Q),m′(Q)
)
−→ HomK
(
m(R),m′(R)
)
2.8.3
sending any α ∈ HomK
(
m(Q),m′(Q)
)
to m′(xˆ) ◦ α ◦ m(xˆ)−1 , the commu-
tativity of the diagrams above means that µ belongs to the inverse limit
of m∗ ⊗K m′ ; that is to say, we get
Nat(m′,m) = lim
←−
(m∗ ⊗K m
′) 2.8.4.
92.9. Moreover, let m : Pˆ
sc
→ K-mod be a reversible contravariant k∗-
functor ; with the notation in 2.4 above, homomorphism 2.4.2 becomes an iso-
morphism and therefore the restriction map induced by homomorphism 2.4.1
gK
(
autPˆsc(xˆ, δ)
)
: GK(Pˆ
sc
(qˆ)
)
−→ GK(Pˆ
sc
(ˆr)
)
2.9.1
sends the class Xm(qˆ(0)) in GK(Pˆ
sc
(qˆ)
)
of the K∗Pˆ
sc
(qˆ)-module m
(
qˆ(0)
)
to the
class Xm(rˆ(0)) in GK(Pˆ
sc
(ˆr)
)
of the K∗Pˆ
sc
(ˆr)-module m
(
rˆ(0)
)
. That is to say,
the family {
Xm(qˆ(0))
}
(qˆ,∆n)
∈
∏
n∈N
∏
qˆ∈Fct(∆n,Pˆ
sc)
GK(Pˆ
sc
(qˆ)
)
2.9.2
fulfills condition 2.1.3 and therefore it belongs to GK(Pˆ
sc
) ; let us denote by
Xm this family which, clearly, only depends on the isomorphism class of m .
2.10. Actually, any reversible contravariant k∗-functor m : Pˆ
sc
→ K-mod
is naturally isomorphic to a contravariant k∗-functor n from Pˆ
sc
to K-mod
— called reduced — mapping any F -selfcentralizing subgroup Q of P on the
same finite dimensional K-moduleM and any Pˆ
sc
-morphism τˆQ,R(1) on idM ;
indeed, setting M = m(P ) , we define n sending any F -selfcentralizing sub-
group Q of P to M and any Pˆ
sc
-morphism xˆ :R→ Q to the K-linear map
m
(
τˆP,R(1)
)−1
◦m(xˆ) ◦m
(
τˆP,Q(1)
)
:M ∼= M 2.10.1
which, if R is contained in Q , clearly maps τˆQ,R(1) on idM ; then, we have
the obvious natural isomorphism n ∼= m sending Q to
m
(
τˆP,Q(1)
)
: M ∼= m(Q) 2.10.2.
Moreover, two of such reduced contravariant k∗-functors n and n′ mapping
P on the same K-module M are naturally isomorphic if and only if there is
s ∈ GLK(M) fulfilling n′(xˆ) = n(xˆ)s for any Pˆ
sc
-morphism xˆ :R→ Q .
2.11. Finally, we call K∗Pˆ
sc
-module any reversible contravariant k∗-fun-
ctor m such that, setting M = m(P ) , the k∗-subgroup Gˆ(m) of GLK(M)
generated by m
(
τˆP,R(1)
)−1
◦ m(xˆ) ◦ m
(
τˆP,Q(1)
)
, where xˆ :R → Q runs over
the set of Pˆ
sc
-morphisms, has a finite k∗-quotient G(m) ; it is clear that the
direct sum of K∗Pˆ
sc
-modules is a K∗Pˆ
sc
-module; we denote by K∗Pˆ
sc
-mod
the category formed by the K∗Pˆ
sc
-modules and by the natural maps between
them.
Proposition 2.12. If m : Pˆ
sc
→ K-mod is a K∗Pˆ
sc
-module then any reversible
contravariant k∗-functor n : Pˆ
sc
→ K-mod contained in m is a K∗Pˆ
sc
-module
too and admits a complement in m . In particular, m is isomorphic to a direct
sum of simple K∗Pˆ
sc
-modules.
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Proof: We may assume that m and n are reduced and, setting N = n(P )
and M = m(P ) ⊃ N , it is clear that Gˆ(m) ⊂ GLK(M) stabilizes N and
that its image in GLK(N) contains n(xˆ) where xˆ :R→ Q runs over the set of
Pˆ
sc
-morphisms, so that G(n) is finite too. Moreover, since M is a semisimple
K∗Gˆ(m)-module and N is a K∗Gˆ(m)-submodule, we have M ∼= N ⊕ N
′ for
a suitable K∗Gˆ(m)-submodule N
′ and it is quite clear that N ′ defines a
K∗Pˆ
sc
-submodule of m which is a complement of n .
2.13. Thus, in the category of K∗Pˆ
sc
-modules any object is a direct sum
of simple objects and therefore it makes sense to talk about the Grothendieck
group of this category; we denote by G(K∗Pˆ
sc
-mod) the extension to O of this
Grothendieck group and then it is clear that the correspondence sending any
K∗Pˆ
sc
-module m to Xm (cf. 2.9) induces an O-module homomorphism
catK : G(K∗Pˆ
sc
-mod) −→ GK(Pˆ
sc
) 2.13.1.
Actually, from the following result we will show that this O-module homo-
morphism is injective proving, in particular, that the set of isomorphism
classes of simple K∗Pˆ
sc
-modules is finite.
2.14. In this result we have to deal with n-cohomology groups of the ca-
tegory P
sc
over a (reversible) contravariant functor m :P
sc
→ K-mod ; namely,
for any n ∈ N we set
Cn(P
sc
,m) =
∏
q∈Fct(∆n,P
sc)
m
(
q(0)
)
2.14.1
and consider the usual differential map dn :Cn(P
sc
,m) → Cn+1(P
sc
,m) [9,
A3.11.2]; more generally, we denote by Cn∗ (P
sc
,m) the K-submodule of stable
families, namely the families {mq}q∈Fct(∆n,Psc) such that
(
m(x0)
)
(mq′) = mq
for any natural isomorphism x : q ∼= q′ ; the differential map restricts to a new
differential map dn∗ and we denote by H
n
∗ (P
sc
,m) the corresponding stable
n-cohomology groups [9, A3.18]; similarly, considering the regular ch∗(P
sc
)-
objects in 2.2 above, we denote by Cnr (P
sc
,m) the quotient of Cn∗ (P
sc
,m) by
all the elements vanishing over the regular P
sc
-chains Fctr(∆n,P
sc
) [9, A5.3]
and we get the regular n-cohomology groups Hnr (P
sc
,m) [9, A5.6].
Theorem 2.15. For any KP
sc
-module m and any n ≥ 1 we have
Hn(P
sc
,m) = Hn∗ (P
sc
,m) = Hnr (P
sc
,m) = {0} 2.15.1.
Proof: The equality Hn(P
sc
,m) = Hn∗ (P
sc
,m) follows from [9, Proposi-
tion A4.13] and the equality Hn∗ (Pˆ
sc
,m) = Hnr (Pˆ
sc
,m) follows from [9, Propo-
sition A5.7]. More generally, denoting by I the interior structure of P
sc
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[9, 1.3] mapping any F -selfcentralizing subgroup Q of P on τ sc
Q
(Q) , it still
follows from [9, Proposition A4.13] thatHn(P
sc
,m) coincides with the I-stable
n-cohomology group HnI(P
sc
,m) of P
sc
over m [9, A3.18]; thus, it suffices to
prove that, for any n ≥ 1 , HnI(P
sc
,m) = {0} .
We may assume that m is reduced ; settingM = m(P ) , since the k∗-group
Gˆ(m) ⊂ GLK(M) has a finite k∗-quotient, it stabilizes an O-submodule MO
of M such that M ∼= K ⊗O MO ; then, Gˆ(m) is contained in GLO(MO ) and
it suffices to define mO(xˆ) = m(xˆ) for any Pˆ
sc
-morphism xˆ :R → Q to get
a contravariant functor mO from P
sc
to O-mod such that m ∼= K ⊗O mO ;
hence, it suffices to prove that, for any n ≥ 1 , we have
HnI(P
sc
,mO ) = {0} 2.15.2.
More precisely, setting m¯O = k ⊗O mO and M¯
O
= k ⊗O M
O
, it suffices
to prove that
HnI(P
sc
, m¯O ) = {0} 2.15.3;
indeed, as in 2.14 above, for any n ∈ N we set
Cn(P
sc
,mO) =
∏
q∈Fct(∆n,P
sc)
M
O
2.15.4
and denote by CnI(P
sc
,mO ) the O-submodule of I-stable families; then, if
equality 2.15.3 holds and c0 ∈ CnI(P
sc
,mO ) is an n-cocycle, denoting by ̟ a
generator of J(O) , we already have that
c0 ≡ dn−1(a0) (mod ̟) 2.15.5
for a suitable a0 ∈ C
n−1
I (P
sc
,mO) , so that we have c0 − d
n−1
I (a0) = ̟·c1 for
a unique c1 ∈ CnI(P
sc
,mO) which is again an n-cocycle since M
O
is a free
O-module; thus, for any i ∈ N we inductively can define ci ∈ C
n
I(P
sc
,mO)
and ai ∈ C
n−1
I (P
sc
,mO ) fulfilling
ci ≡ d
n−1
I (ai) (mod ̟) and ci − d
n−1
I (ai) = ̟·ci+1 2.15.6
and then, according to the completeness of O , it is quite clear that
c0 = d
n−1
I
(∑
i∈N
̟i·ai
)
2.15.7.
Now, denoting by h0(m¯O ) :P
sc
→ k-mod the contravariant k∗-subfunctor
of m¯O sending any F -selfcentralizing subgroup Q of P to the fixed points of
Q in m¯O(Q) [9, 14.21], it is quite clear that the inclusion of h0(m¯O ) in m¯O
induces O-module isomorphisms
CnI
(
P
sc
, h0(m¯O )
)
∼= CnI(P
sc
, m¯O ) 2.15.8
for any n ∈ N which are compatible with the differential maps; thus, it suffices
to prove that HnI
(
P
sc
, h0(m¯O )
)
= {0} for any n ≥ 1 .
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Moreover, the I-exterior quotient of P
sc
[9, 1.3] coincides with the ex-
terior quotient F˜
sc
(cf. 1.7) and then the contravariant functor h0(m¯O ) fac-
torizes through the canonical functor P
sc
→ F˜
sc
. On the other hand, as
in 1.7 above, with the terminology introduced in [12, 2.2] P
sc
becomes a
T
sc
P -category and it fulfills the finiteness condition in [12, 4.1]; at this point,
it follows from [12, Proposition 4.6] that P
sc
is a multiplicative T
sc
P -category
since, by [9, Propositions 24.2 and 24.4], P
sc
fulfills both conditions in this
proposition.
That is to say, the additive cover ac(P
sc
) admits direct products [12, 4.2];
in particular, we have a functor
intP : P
sc
−→ ac(P
sc
) 2.15.9
sending any F -selfcentralizing subgroup Q of P to the direct product Q×ˆP
in ac(P
sc
) ; hence, setting iPQ = τ
sc
P,Q
(1) and denoting by IQ the finite set
of pairs (Q′, a′) formed by an F -selfcentralizing subgroup Q′ of P and by
a P
sc
-morphism a′ :Q′ → Q belonging to P
sc
(Q,Q′)iP
Q′
[12, 4.5.1], we may
assume that
Q ×ˆP =
⊕
(Q′,a′)∈IQ
Q′ 2.15.10.
Actually, it follows from [12, 4.10] that we have a functor I :P
sc
→ Set
mapping any F -selfcentralizing subgroup Q of P on the finite set IQ and
any P
sc
-morphism x :R → Q on the map Ix : IR → IQ determined by the
ac(P
sc
)-morphism
x ×ˆ iPP : R ×ˆP −→ Q ×ˆP 2.15.11;
that is to say, any element (R′, b′) in IR determines an element (Q
′, a′) in IQ
in such a way that Q′ contains R′ and that, setting iQ
′
R′ = τ
sc
Q′,R′
(1) , we have
a′ · iQ
′
R′ = x · b
′ 2.15.12.
Now, in order to prove that HnI
(
P
sc
, h0(m¯O)
)
= {0} for any n ≥ 1 ,
we will quote [12, Theorem 3.5]; for this purpose, we need to consider a
homotopic system H — as introduced in [12, 2.6] — associated with T
sc
P ,
with the T
sc
P -category P
sc
and with the subcategory I of P
sc
; our homotopic
system H is the quintuple formed by the interior structure I above, by the
trivial co-interior structure of P
sc
, by the functor I :P
sc
→ Set above, by the
functor [12, 2.5]
w : I ⋊ P
sc
−→ F˜
sc
P ⊂ F˜
sc
2.15.13
mapping any I ⋊ P
sc
-object (Q′, a′, Q) on Q′ and any I ⋊ P
sc
-morphism
(iQ
′
R′ , x) : (R
′, b′, R) −→ (Q′, a′, Q) 2.15.14
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on ι˜Q
′
R′ :R
′ → Q′ , where Q and R are F -selfcentralizing subgroups of P ,
(Q′, a′) and (R′, b′) are respective elements of IQ and IR , and x :R→ Q is a
P
sc
-morphism fulfilling equality 2.15.12 above; finally, denoting by
p˜ : I ⋊ P
sc
−→ F˜
sc
2.15.15
the forgetful functor mapping (Q′, a′, Q) on Q and (iQ
′
R′ , x)) on the image x˜
of x in F˜
sc
(Q,R) , the fifth term in H is the natural map
ω : w −→ p˜ 2.15.16
sending any I ⋊ P
sc
-object (Q′, a′, Q) to the image
a˜′ : Q′ −→ Q
‖ ‖
w(Q′, a′, Q) p˜(Q′, a′, Q)
2.15.17
of a′ in F˜
sc
(Q,Q′) ; the naturalness of ω is then easily checked from equal-
ity 2.15.12.
At this point, following [12, 2.9 and 2.10], from the homotopic system H
and from the contravariant functor h0(m¯O ) , which factorizes through the
canonical functor P
sc
→ F˜
sc
, we get a contravariant functor
H
(
h0(m¯O )
)
: P
sc
−→ k-mod 2.15.18
sending any F -selfcentralizing subgroup Q of P to(
H
(
h0(m¯O )
))
(Q) =
( ∏
(Q′,a′)∈IQ
(M¯
O
)Q
′)Q
2.15.19,
and a natural map
∆H
(
h0(m¯O )
)
: h0(m¯O ) −→ H
(
h0(m¯O )
)
2.15.20
sending any F -selfcentralizing subgroup Q of P to the k-module homomor-
phism
∆H
(
h0(m¯O)
)
Q
: (M¯
O
)Q −→
( ∏
(Q′,a′)∈IˆQ
(M¯
O
)Q
′)Q
2.15.21
mapping any m¯ ∈ (M¯
O
)Q on
∆H
(
h0(m¯O )
)
Q
(m¯) =
∑
(Q′,a′)∈IQ
(
m¯O (a′)
)
(m¯) 2.15.22 .
Then, it follows from [12, Theorem 3.5] that, for our purpose, it suffices
to exhibit a natural section of ∆H
(
h0(m¯O )
)
θ : H
(
h0(m¯O )
)
−→ h0(m¯O ) 2.15.23;
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explicitly, for any F -selfcentralizing subgroup Q of P we will define a section
θQ :
( ∏
(Q′,a′)∈IQ
(M¯
O
)Q
′)Q
−→ (M¯
O
)Q 2.15.24
of ∆H
(
h0(m¯O )
)
Q
. Note that the action of u ∈ Q maps the element
m¯ =
∑
(Q′,a′)∈IQ
m¯(Q′,a′) ∈
∏
(Q′,a′)∈IQ
(M¯
O
)Q
′
2.15.25
on
∑
(Q′,a′)∈IQ
m¯(Q′,τ sc(u)·a′) ; thus, m¯ belongs to
( ∏
(Q′,a′)∈IQ
(M¯
Oˆ
)Q
′)Q
if and
only if we have m¯(Q′,τ sc(u)· ˆˆa′) = m¯(Q′,a′) for any u ∈ Q ; that is to say, m¯(Q′,a′)
only depends on the pair (Q′, a˜′) .
Actually, denoting by I˜Q the set of pairs (Q′, a˜′) when (Q′, a′) runs
over IQ , it follows from [12, Corollary 4.7] that the direct product in ac(P
sc
)
induces a direct product in ac(F˜
sc
) — noted ˆ˜× — and that we may assume
that
Q ˆ˜×P =
⊕
(Q′,a˜′)∈I˜Q
Q′ 2.15.26;
we denote by I˜◦Q the set of pairs (Q
′, a˜′) ∈ I˜Q — called extremal — where a˜′
is an isomorphism and it is easily checked that we have a canonical bijection
I˜◦Q ∼= F˜(P,Q) 2.15.27.
With all this notation, for any element m¯ =
∑
(Q′,a′)∈IQ
m¯(Q′,a′) belonging
to (
H
(
h0(m¯O )
))
(Q) =
( ∏
(Q′,a′)∈IQ
(M¯
O
)Q
′)Q
2.15.28,
we define
θQ(m¯) =
1∣∣F˜ sc(P,Q)∣∣
∑
(Q′,a˜′)∈I˜◦
Q
(
m¯O (a′)
)−1
(m¯(Q′,a′)) 2.15.29
where, for any (Q′, a˜′) ∈ I˜◦Q , a
′ denotes a representative of a˜′ in P
sc
(Q,Q′) ;
this makes sense since it follows from [9, 6.6.4 and Proposition 6.7] and from
condition 1.3.2 above that p does not divide |F˜(P,Q)| and, since the ele-
ment
(
m¯O(a′)
)−1
(m¯(Q′,a′)) belongs to (M¯
O
)Q , it is clear that θQ(m¯) does
not depend on the choice of the representative a′ ; moreover, it follows from
definition 2.15.22 above that θQ is indeed a section of ∆H
(
h0(m¯O )
)
Q
.
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It only remains to prove that the correspondence sending any F -selfcen-
tralizing subgroup Q of P to θQ is natural ; that is to say, for any P
sc
-mor-
phism x :R→ Q we have to prove the commutativity of the following diagram(
H
(
h0(m¯O)
))
(Q)
θQ
−→ m¯O (Q)
(H(h0(m¯O )))(x)
y y m¯O (x)(
H
(
h0(m¯O)
))
(R)
θR−→ m¯O (R)
2.15.30.
Explicitly, it follows from 2.15.11 and 2.15.12 above that the k-module ho-
momorphism(
H
(
h0(m¯O )
))
(x) :
(
H
(
h0(m¯O )
))
(Q) −→
(
H
(
h0(m¯O )
))
(R) 2.15.31
sends the element m¯ =
∑
(Q′,a′)∈IQ
m¯(Q′,a′) above to∑
(R′,b′)∈IR
(
m¯O(iQ
′
R′ )
)
(m¯(Q′,a′)) 2.15.32
where, for any (R′, b′) ∈ IR , (Q′, a′) is the unique element of IQ such that
R′ ⊂ Q′ and a′ · iQ
′
R′ = x · b
′ (cf. 2.15.12); then, θR maps this element on
1
|F˜ sc(P,R)|
∑
(R′,b˜′)∈I˜◦
R
(
m¯O(b′)
)−1((
m¯O(iQ
′
R′ )
)
(m¯(Q′,a′))
)
2.15.33
where, for any (R′, b˜′) ∈ I˜◦R , b
′ denotes a representative of b˜′ in P
sc
(R,R′) .
But, it follows from [12, Lemma 4.4] that the category ac(F˜
sc
) admits
pull-backs and, more precisely, that we have the pull-back
Q
x˜ր տ
R Q ˆ˜×P
տ ր
x˜
ˆ
×˜ iP
P
R ˆ˜×P
2.15.34;
explicitly, for any (Q′, a˜′) ∈ I˜Q , choosing a representative a′ of a˜′ and a set of
representatives W(Q′,a˜′) for the set of double classes ϕx(R)\Q/ϕa′(Q
′) where
ϕx ∈ F(Q,R) and ϕa′ ∈ F(Q,Q′) are the respective images of x and a′ , it
is well-known that we get the pull-back in ac(F˜
sc
)
Q
x˜ր տa˜
′
R Q′
տ ր⊕
w∈W
sc
(Q′,a˜′)
R′w
2.15.35
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where W
sc
(Q′,a˜′) is the subset of w ∈ W(Q′,a˜′) such that the subgroup of Q
′
R′w = ϕ
−1
a′
(
ϕx(R)
w
)
2.15.36
is still F -selfcentralizing; moreover, denote by b′w the element in P
sc
(R,R′w)
fulfilling a′ · iQ
′
R′w
= x · b′w . At this point, in the category ac(F˜
sc
) we get
R ˆ˜×P ∼=
⊕
(Q′,a˜′)∈I˜Q
⊕
w∈W
sc
(Q′,a′)
R′w 2.15.37
and we actually may assume that
I˜R =
⊔
(Q′,a˜′)∈I˜Q
{(R′w, b˜
′
w)}w∈W sc
(Q′,a˜′)
2.15.38.
Consequently, denoting by W ◦(Q′,a˜′) the subset of w ∈ W(Q′,a˜′) such that
R′w is F -isomorphic to R , we clearly haveW
◦
(Q′,a˜′) ⊂W
sc
(Q′,a˜′) and from 2.15.32
and 2.15.33 we get∣∣F˜ sc(P,R)∣∣·(θR ◦ (H(h0(m¯O )))(x))(m¯)
=
∑
(Q′,a˜′)∈I˜Q
∑
w∈W◦
(Q′,a˜′)
(
m¯O (b′w)
−1 ◦ m¯O (iQ
′
R′w
)
)
(m¯(Q′,a′))
2.15.39
where, for any (Q′, a˜′) ∈ I˜Q and any w ∈ W
◦
(Q′,a˜′) , we have a
′ · iQ
′
R′w
= x · b′w ;
in particular, we still have
m¯O(iQ
′
R′w
) ◦ m¯O (a′) = m¯O (b′w) ◦ m¯
O (x) 2.15.40
and therefore the composition
m¯O(b′w)
−1 ◦ m¯O(iQ
′
R′w
) = m¯O(x) ◦ m¯O(a′)−1 2.15.41
does not depend on w ∈ W ◦(Q′,a˜′) .
On the other hand, from definition 2.15.29 we get∣∣F˜ sc(P,Q)∣∣·(m¯O (x) ◦ θQ)(m¯)
=
∑
(Q′,a˜′)∈I˜◦
Q
(
m¯O (x) ◦ m¯O (a′)−1
)
(m¯(Q′,a′)) 2.15.42.
Hence, in order to prove the commutativity of diagram 2.15.30, it suffices
to show that, for any (Q′, a˜′) ∈ I˜Q , either (Q′, a˜′) belongs to I˜◦Q and we
have |W ◦(Q′,a˜′)| = 1 , or otherwise p divides |W
◦
(Q′,a˜′)| ; but, the set W
◦
(Q′,a˜′) is
actually a set of representatives for ϕa′(Q
′)\TQ
(
ϕa′(Q
′), ϕx(R)
)
and if this
quotient is not empty then NQ
(
ϕa′(Q
′)
)
/ϕa′(Q
′) acts freely on it. We are
done.
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Corollary 2.16. For any pair of K∗Pˆ
sc
-modules m and m′ we have
〈Xm, Xm′〉 = dimK
(
Nat(m′,m)
)
2.16.1.
Proof: According to 2.8.4 we have
Nat(m′,m) = lim
←−
(m∗ ⊗K m
′) = H0r (P
sc
,m∗ ⊗K m
′) 2.16.2
and therefore, setting Cn = Cnr (P
sc
,m∗ ⊗K m′) for any n ∈ N (cf. 2.6), it
follows from Theorem 2.15 that we have an infinite exact sequence
0 −→ Nat(m′,m) −→ C0 −→ . . . −→ Cn −→ Cn+1 −→ . . . 2.16.3;
actually, we can identify Cn with the set of elements
(mq)q∈Fctr(∆n,Psc) ∈
∏
q∈Fctr(∆n,P
sc)
(m∗ ⊗K m
′)
(
q(0)
)
2.16.4
such that, for any natural isomorphism x : q ∼= q′ between regular P
sc
-valued
n-chains q and q′ , (m∗⊗Km′)(x0) mapsmq′ onmq ; that is to say, we actually
have
Cnr (P
sc
,m∗ ⊗K m
′) ∼=
∏
q
(m∗ ⊗K m
′)
(
q(0)
)Psc(q)
2.16.5
where q runs over a set of representatives for the set of isomorphism classes
in Fctr(∆n,P
sc
) [9, A5.3].
On the other hand, it is clear that for n big enough there are no regular
P
sc
-valued n-chains and therefore, in the exact sequence above, only finitely
many terms are not zero; thus, we still get
dimK
(
Nat(m′,m)
)
=
∑
(q,∆n)
(−1)n dimK
(
(m∗ ⊗K m
′)
(
q(0)
)Psc(q))
2.16.6
where (q,∆n) runs over a set of representatives for the isomorphism classes
of regular ch∗(P
sc
)-objects (cf. A5.3). Moreover, for any functor qˆ : ∆n → Pˆ
sc
lifting q we have
(m∗ ⊗K m
′)
(
q(0)
)
= HomK
(
m
(
qˆ(0)
)
,m′
(
qˆ(0)
))
2.16.7
and, in particular, we get
(m∗ ⊗K m
′)
(
q(0)
)Psc(q)
= HomK∗Pˆsc(qˆ)
(
m
(
qˆ(0)
)
,m′
(
qˆ(0)
))
2.16.8;
thus, denoting by Xm(qˆ(0)) and Xm′(qˆ(0)) the respective classes of m
(
qˆ(0)
)
and
m′
(
qˆ(0)
)
in GK
(
Pˆ
sc
(qˆ)
)
, we obtain (cf. 2.1 and 2.4)
dimK
(
(m∗ ⊗K m
′)
(
q(0)
)Psc(q))
= 〈Xm(qˆ(0)), Xm′(qˆ(0))〉 2.16.9.
Now, equality 2.16.1 follows from equality 2.16.6.
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Corollary 2.17. The O-module homomorphism
catK : G(K∗Pˆ
sc
-mod) −→ GK(Pˆ
sc
) 2.17.1
is injective. In particular, there are finitely many isomorphism classes of
simple K∗Pˆ
sc
-modules.
Proof: It is clear that if m and m′ are nonisomorphic simple Pˆ
sc
-modules
then we have Nat(m,m′) = {0} ; consequently, if {Xi}i∈I is a finite family in
G(K∗Pˆ
sc
-mod) of classes of simple K∗Pˆ
sc
-modules and for a family {λi}i∈I
in O we have
∑
i∈I λ·catK(Xi) = 0 , it suffices to perform the scalar product
by catK(Xj) to get λj = 0 for any j ∈ I .
2.18. In order to prove that catK :G(K∗Pˆ
sc
-mod) → GK(Pˆ
sc
) is also sur-
jective, following Lemma 1.6 above we consider a suitable finite subfield kˆ
of k and a regular central kˆ∗-extension
ˆˆ
F
sc
of F
sc
such that the extension
of
ˆˆ
F
sc
from kˆ∗ to k∗ is equivalent to Fˆ
sc
; denote by Oˆ the converse image
of kˆ in O and by Kˆ the field of quotients of Oˆ . Then, denoting by
ˆˆ
P
sc
the
converse image of
ˆˆ
F
sc
in Pˆ
sc
, we may choose kˆ big enough to get
GKˆ
( ˆˆ
P
sc
(qˆ)
)
∼= GK
(
Pˆ
sc
(qˆ)
)
2.18.1
for any
ˆˆ
P
sc
- chain qˆ .
2.19. Let ℓ be a prime number not dividing neither |kˆ∗| nor |F(Q)|
for any F -selfcentralizing subgroup Q of P , and denote by Oℓ a complete
discrete valuation ring with a quotient field Kℓ of characteristic zero and a
finite residue field kℓ of characteristic ℓ ; we can choose Oℓ in such a way that
(kℓ)
∗ would contain a (unique) subgroup isomorphic to kˆ∗ ; in particular,
choosing an inclusion kˆ∗ ⊂ (kℓ)∗ , any kˆ∗-group
ˆˆ
G induces a (kℓ)
∗-group
(kℓ)
∗×kˆ∗
ˆˆ
G and, since this correspondence is functorial, from
ˆˆ
P
sc
we actually
get a (kℓ)
∗-category
ˆˆ
P
sc,ℓ
containing
ˆˆ
P
sc
. Moreover, via a suitable field
ˆˆ
K
containing Kˆ and Kℓ , it is clear that choosingOℓ big enough for any
ˆˆ
P
sc
-chain
qˆ : ∆n →
ˆˆP
sc
we can get an O-module isomorphism
GKˆ
( ˆˆ
P
sc
(qˆ)
)
∼= GKℓ
( ˆˆ
P
sc,ℓ
(qˆ
ℓ
)
)
2.19.1
where qˆ
ℓ
is determined by qˆ and by the inclusion
ˆˆ
P
sc
⊂
ˆˆ
P
sc,ℓ
. Finally, ac-
cording to our choice of ℓ , we know that the Brauer decomposition map
determines an O-module isomorphism
GKℓ
( ˆˆ
P
sc,ℓ
(qˆ
ℓ
)
)
∼= Gkℓ
( ˆˆ
P
sc,ℓ
(qˆ
ℓ
)
)
2.19.2
for any
ˆˆP
sc
-chain qˆ : ∆n →
ˆˆP
sc
.
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2.20. Consequently, for any
ˆˆP
sc
-chain qˆ : ∆n →
ˆˆP
sc
, the composition of
all these O-module isomorphisms supplies an O-module isomorphism
GK
(
Pˆ
sc
(qˆ)
)
∼= Gkℓ
( ˆˆ
P
sc,ℓ
(qˆ
ℓ
)
)
2.20.1
and therefore, since all of them are functorial, we get a natural isomorphism
gK ◦ autPˆsc
∼= gkℓ ◦ aut ˆˆPsc,ℓ 2.20.2,
so that we still get an O-module isomorphism
GK(Pˆ
sc
) = lim
←−
(gK ◦ autPˆsc )
∼= lim
←−
(gkℓ ◦ aut ˆˆPsc,ℓ ) = Gkℓ(
ˆˆ
P
sc,ℓ
) 2.20.3.
Moreover note that, as in 1.9 above, the faithful functor τ sc : T
sc
P → P
sc
can
be lifted to a faithful functor ˆˆτ
sc
: T
sc
P →
ˆˆ
P
sc
⊂
ˆˆ
P
sc,ℓ
[13, Proposition 3.5], and
we set iˆQR =
ˆˆτ scQ,R(1) for any pair of F -selfcentralizing subgroups Q and R of
P fulfilling R ⊂ Q ; in particular,
ˆˆ
P
sc
and
ˆˆ
P
sc,ℓ
become divisible F
sc
-localities
and therefore, for another such a pair Q′ and R′ , we have a restriction map
rˆQ
′,Q
R′,R :
ˆˆ
P
sc,ℓ
(Q′, Q)R′,R −→
ˆˆ
P
sc,ℓ
(R′, R) 2.20.4
fulfilling iˆQ
′
R′ · rˆ
Q′,Q
R′,R (xˆ) = xˆ · iˆ
Q
R for any xˆ ∈
ˆˆ
P
sc,ℓ
(Q′, Q) sending R to R′ .
2.21. At this point, let us call reduced (kℓ)∗
ˆˆ
P
sc,ℓ
-module any contra-
variant (kℓ)
∗-functor mℓ :
ˆˆ
P
sc,ℓ
→ kℓ-modmapping any F -selfcentralizing sub-
group Q of P on the same finite dimensional kℓ-module Mℓ and, for any
F -selfcentralizing subgroup R of Q , the
ˆˆ
P
sc,ℓ
-morphism iˆQR on idMℓ ; this is
coherent with our terminology above since the group GLkℓ(Mℓ) and therefore
the (kℓ)
∗-subgroup Gˆ(mℓ) of GLkℓ(Mℓ) generated by mℓ(xˆ) , where xˆ :R→ Q
runs over the set of
ˆˆ
P
sc,ℓ
-morphisms, are finite.
Theorem 2.22. With the notation above, let {Xqˆ}qˆ where qˆ runs over the
set of
ˆˆ
P
sc,ℓ
-chains be a family which belongs to Gkℓ(
ˆˆ
P
sc,ℓ
) and fulfills that,
for such a qˆ , Xqˆ is the class of a (kℓ)∗
ˆˆP
sc,ℓ
-module Mqˆ . Then, there exists
a reduced (kℓ)∗
ˆˆ
P
sc,ℓ
-module mℓ :
ˆˆ
P
sc,ℓ
→ kℓ-mod such that Xqˆ is the class of
mℓ
(
qˆ(0)
)
in Gkℓ
( ˆˆPsc,ℓ(qˆ)) for any ˆˆP sc,ℓ-chain qˆ .
Proof: Let X be a nonempty set of F -selfcentralizing subgroups of P which
contains any subgroup of P admitting an F -morphism from some subgroup
in X , and respectively denote by T
X
P , F
X
, P
X
and
ˆˆ
P
X,ℓ
the full subcategories
of T
sc
P , F
sc
, P
sc
and
ˆˆ
P
sc,ℓ
over X as the set of objects; arguing by induction
on |X| , we prove that there is a reduced (kℓ)∗
ˆˆ
P
X,ℓ
-module mXℓ :
ˆˆ
P
X,ℓ
→ kℓ-mod
such that Xqˆ is the class of mℓ
(
qˆ(0)
)
in Gkℓ
( ˆˆPX,ℓ(qˆ)) for any ˆˆPX,ℓ-chain qˆ .
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If X = {P} then ˆˆP
X,ℓ
has just one object P ; in this situation, still
denoting by P the
ˆˆ
P
sc,ℓ
-chain mapping 0 on P , MP is a (kℓ)∗
ˆˆ
P
X,ℓ
(P )-module
and the structural (kℓ)
∗-group homomorphism
ˆˆ
P
X,ℓ
(P )→ GLkℓ(MP ) induces
the reduced (kℓ)∗
ˆˆ
P
X,ℓ
-module mXℓ :
ˆˆ
P
X,ℓ
→ kℓ-mod .
Otherwise, choose a minimal element U in X fully normalized in F and
set
Y = X− {θ(U) | θ ∈ F(P,U)} 2.22.1;
thus, it follows from our induction hypothesis that there exists a reduced
(kℓ)∗
ˆˆ
P
Y,ℓ
-module mYℓ :
ˆˆ
P
Y,ℓ
→ kℓ-mod such that Xqˆ is the class of mℓ
(
qˆ(0)
)
in
Gkℓ
( ˆˆ
P
Y,ℓ
(qˆ)
)
for any
ˆˆ
P
Y,ℓ
- chain qˆ ; let us set M = mYℓ (P ) .
If NF(U) = F [9, Proposition 2.16], we also have NP(U) = P [9, 17.5]
and then
ˆˆ
P
X,ℓ
actually coincides with the category T
X
ˆˆ
PX,ℓ(U)
where X is the
set of objects and where, for a pair of subgroups Q and R in X , the (kℓ)
∗-set
of morphisms from R to Q is the
ˆˆ
P
X,ℓ
-transporter
T
X
ˆˆ
PX,ℓ(U)
(Q,R) = {xˆ ∈
ˆˆ
P
X,ℓ
(U) | xˆ· ˆˆτ scU (R)·xˆ
−1 ⊂ ˆˆτ scU (Q)} 2.22.2.
Indeed, since NP(U) = P , any
ˆˆ
P
X,ℓ
-morphism xˆ :R → Q comes from a
ˆˆ
P
X,ℓ
-morphism xˆU from R·U to Q·U stabilizing U and fulfilling (cf. 2.20)
xˆU · iˆR·UR = iˆ
Q·U
Q · xˆ 2.22.3;
moreover, since iˆR·UR is an epimorphism, this equality determines xˆ
U and the
element t
X
U (xˆ) of
ˆˆ
P
X,ℓ
(U) induced by xˆU clearly belongs to T
X
ˆˆ
PX,ℓ (U)
(Q,R) ;
thus, this correspondence defines a functor
t
X
U :
ˆˆ
P
X,ℓ
−→ T
X
ˆˆ
PX,ℓ (U)
2.22.4
compatible with the structural functors to
ˆˆ
F
X,ℓ
, and then it is easily checked
that this functor is an equivalence of categories.
Now, still denoting by U the
ˆˆ
P
X,ℓ
-chain mapping 0 on U and considering
the (kℓ)∗
ˆˆ
P
X,ℓ
(U)-moduleMU above and the structural (kℓ)
∗-group homomor-
phism
ρˆU :
ˆˆ
P
X,ℓ
(U) −→ GLkℓ(MU ) 2.22.5,
it suffices to set mXℓ (Q) = MU = m
X
ℓ (R) and m
X
ℓ (xˆ) = ρˆU
(
t
X
U (xˆ)
)
, for any
xˆ ∈
ˆˆ
P
X,ℓ
(Q,R) , to get a reduced (kℓ)∗
ˆˆ
P
X,ℓ
-module
mXℓ :
ˆˆ
P
X,ℓ
−→ kℓ-mod 2.22.6;
we claim that it fulfills the announced condition.
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Indeed, any
ˆˆP
X,ℓ
-chain qˆ : ∆n →
ˆˆP
X,ℓ
can be extended to a
ˆˆP
X,ℓ
-chain
qˆU : ∆n+1 →
ˆˆ
P
X,ℓ
sending n + 1 to qˆ(n)·U and n • n+1 to iˆ
qˆ(n)·U
qˆ(n) , and we
have an obvious ch∗(
ˆˆ
P
X,ℓ
)-morphism
(idqˆ, δ
n
n+1) : (qˆ
U ,∆n+1) −→ (qˆ,∆n) 2.22.7;
similarly, the
ˆˆ
P
X,ℓ
-chain U can be extended to a
ˆˆ
P
X,ℓ
-chain U qˆ(n) : ∆1 →
ˆˆ
P
X,ℓ
and we have obvious ch∗(
ˆˆ
P
X,ℓ
)-morphisms
(qˆU ,∆n+1) −→ (qˆ(n)·U,∆0)←− (U
qˆ(n),∆1) −→ (U,∆0) 2.22.8;
consequently, since we have
t
X
U
( ˆˆ
P
X,ℓ
(qˆ)
)
= t
X
U
( ˆˆ
P
X,ℓ
(qˆU )
)
⊂ t
X
U
( ˆˆ
P
X,ℓ
(qˆ(n)·U)
)
= t
X
U
( ˆˆ
P
X,ℓ
(U qˆ(n))
)
2.22.9
and the family {Xqˆ}qˆ belongs to Gkℓ(
ˆˆ
P
X,ℓ
) , it follows from our choice of ℓ
that we still have the (kℓ)∗
ˆˆP
X,ℓ
(qˆ)-module isomorphisms (cf. 2.4.2)
Mqˆ ∼= MqˆU ∼= Res ˆˆPX,ℓ(qˆ)(Mqˆ(n)·U )
∼= Res ˆˆ
PX,ℓ(qˆ)
(MU qˆ(n))
∼= Res ˆˆ
PX,ℓ(qˆ)
(MU ) = mXℓ
(
qˆ(0)
) 2.22.10.
Actually, any reduced (kℓ)∗
ˆˆ
P
X,ℓ
-module nXℓ :
ˆˆ
P
X,ℓ
→ kℓ-mod fulfilling
this condition determines a (kℓ)∗
ˆˆ
P
X,ℓ
(U)-module structure on nXℓ (U) which,
according to our choice of ℓ , is isomorphic to MU ; then, identifying to
each other the (kℓ)∗
ˆˆ
P
X,ℓ
(U)-modules nXℓ (U) and MU , it is easily checked
from 2.22.4 above that we have the equality nXℓ = m
X
ℓ .
From now on, we assume that NF (U) 6= F ; then, arguing by induction
on the size of F , we may assume that there exists a unique isomorphism
class of reduced (kℓ)∗N ˆˆPX,ℓ(U)-modules m
X
U,ℓ :N ˆˆPX,ℓ(U) → kℓ-mod fulfill-
ing the announced condition; moreover, N ˆˆ
PY,ℓ
(U) is a N
FY
(U)-sublocality
of
ˆˆ
P
Y,ℓ
and the restrictions to N ˆˆ
PY,ℓ
(U) of mXU,ℓ and of m
Y
ℓ define two re-
duced (kℓ)∗N ˆˆ
PY,ℓ
(U)-modules, both fulfilling the announced condition; con-
sequently, we may assume that mXU,ℓ
(
NP (U)
)
= M and then, up to a con-
jugation by a suitable element of GLkℓ(M) , that m
X
U,ℓ(yˆ) = m
Y(yˆ) for any
N ˆˆ
PY,ℓ
(U)-morphism yˆ :R→ Q .
For any V ∈ X−Y fully normalized in F , by [9, Corollary 2.13] there is a
ˆˆ
P
Y,ℓ
-isomorphism yˆ :NP (U)→ NP (V ) fulfilling ϕyˆ(U) = V , where ϕyˆ is the
image of yˆ in F
(
NP (V ), NP (U)
)
; then, we get a reduced (kℓ)∗N ˆˆ
PX,ℓ
(V )-mo-
dule mXV,ℓ :N ˆˆPX,ℓ(V )→ kℓ-mod sending any N ˆˆPX,ℓ(V )-morphism xˆ :R→ Q to
mYℓ (yˆ)
−1 ◦mXU,ℓ
(
rˆ
NP (V ),NP (U)
Q,ϕ−1
yˆ
(Q)
(yˆ)−1·xˆ·rˆ
NP (V ),NP (U)
R,ϕ−1
yˆ
(R)
(yˆ)
)
◦mYℓ (yˆ) 2.22.11
22
and it is clear that mXV,ℓ still fulfills the announced condition; moreover, it
does not depend on our choice of yˆ since, for another choice yˆ′ = yˆ·sˆ , the
element sˆ belongs to
ˆˆ
P
X,ℓ(
NP (U)
)
U
and therefore we have mXU,ℓ(sˆ) = m
Y
ℓ (sˆ) ;
similarly, it is easily checked that, for any N ˆˆ
PY,ℓ
(V )-morphism xˆ :R → Q ,
we have mXV,ℓ(xˆ) = m
Y
ℓ (xˆ) .
At this point, for any V, V ′ ∈ X − Y fully normalized in F , setting
N = NP (V ) and N
′ = NP (V
′) , it follows from [9, condition 2.8.2] that
any
ˆˆ
P
X,ℓ
-morphism xˆ :V → V ′ factorizes as xˆ = rˆN
′,N
V ′,V (yˆ)·sˆ for suitable yˆ in
ˆˆ
P
X,ℓ
(N ′, N)V ′,V and sˆ in
ˆˆ
P
X,ℓ
(V ) ; then, in GLkℓ(M) we define
mXℓ (xˆ) = m
X
V,ℓ(sˆ) ◦m
Y
ℓ (yˆ) 2.22.12;
this definition does not depend on our choice since for such another decom-
position xˆ = rˆN
′,N
V ′,V (ˆ¯y)·ˆ¯s , we get ˆ¯y = yˆ·tˆ and ˆ¯s = rˆ
N
V (tˆ)
−1·sˆ for a suitable tˆ
in
ˆˆP
X,ℓ
(N)V , so that we have
mXV,ℓ(ˆ¯s) ◦m
Y
ℓ (ˆ¯y) = m
X
V,ℓ(sˆ) ◦m
X
V,ℓ(tˆ)
−1 ◦mXℓ (tˆ) ◦m
Y
ℓ (yˆ)
= mXV,ℓ(sˆ) ◦m
Y
ℓ (yˆ)
2.22.13.
In particular, for any yˆ ∈
ˆˆ
P
Y,ℓ
(N ′, N)V ′,V we have
mXℓ
(
rˆN
′,N
V ′,V (yˆ)
)
= mYℓ (yˆ) 2.22.14.
More generally, ifQ andQ′ are a pair of subgroups of P respectively contained
in N and N ′ , and strictly containing V and V ′ , for any xˆ ∈
ˆˆ
P
Y,ℓ
(Q′, Q)V ′,V
we claim that
mXℓ
(
rˆQ
′,Q
V ′,V (xˆ)
)
= mYℓ (xˆ) 2.22.15;
indeed, it follows from [9, condition 2.8.2] that rˆQ
′,Q
V ′,V (xˆ) = rˆ
N ′,N
V ′,V (yˆ)·zˆ for
suitable elements yˆ ∈
ˆˆ
P
Y,ℓ
(N ′, N)V ′,V and zˆ ∈
ˆˆ
P
Y,ℓ
(V ) ; consequently, setting
Q′′ = ϕyˆ−1(Q
′) ⊂ N , we get
zˆ = rˆQ
′′,Q
V,V
(
rˆN,N
′
Q′′,Q′(yˆ
−1)·xˆ
)
2.22.16
and therefore, setting sˆ = rˆN,N
′
Q′′,Q′(yˆ
−1)·xˆ which belongs to
ˆˆ
P
Y,ℓ
(Q′′, Q)V,V ,
we still get xˆ = rˆN
′,N
Q′,Q′′(yˆ)·sˆ ; hence, we obtain
rˆQ
′,Q
V ′,V (xˆ) = rˆ
N ′,N
V ′,V (yˆ)·rˆ
Q′′,Q
V,V (sˆ) and m
Y
ℓ (xˆ) = m
Y
ℓ (sˆ) ◦m
Y
ℓ (yˆ) 2.22.17
and, since rˆQ
′′,Q
V,V (sˆ) belongs to
ˆˆ
P
X,ℓ
(V ) and mXV,ℓ is a reduced N ˆˆPX,ℓ
(V )-mo-
dule, we finally have (cf. 2.22.12)
mXℓ
(
rˆQ
′,Q
V ′,V (xˆ)
)
= mXV,ℓ
(
rˆQ
′′,Q
V,V (sˆ)
)
◦mYℓ (yˆ) = m
X
V,ℓ(sˆ) ◦m
Y
ℓ (yˆ)
= mYℓ (sˆ) ◦m
Y
ℓ (yˆ) = m
Y
ℓ (xˆ)
2.22.18.
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For another V ′′ ∈ X−Y fully normalized in F , setting N ′′ = NP (V ′′)
and considering a
ˆˆ
P
X,ℓ
-morphism xˆ′ :V ′ → V ′′ , we claim that
mXℓ (xˆ
′·xˆ) = mXℓ (xˆ) ◦m
X
ℓ (xˆ
′) 2.22.19;
indeed, assuming that
xˆ = rˆN
′,N
V ′,V (yˆ)·sˆ and xˆ
′ = rˆN
′′,N ′
V ′′,V ′ (yˆ
′)·sˆ′ 2.22.20
for suitable yˆ ∈
ˆˆ
P
Y,ℓ
(N ′, N)V ′,V , yˆ
′ ∈
ˆˆ
P
Y,ℓ
(N ′′, N ′)V ′′,V ′ , sˆ ∈
ˆˆ
P
X,ℓ
(V ) and
sˆ′ ∈
ˆˆ
P
X,ℓ
(V ′) , we get
mXℓ (xˆ) ◦m
X
ℓ (xˆ
′) = mXV,ℓ(sˆ) ◦m
Y
ℓ (yˆ) ◦m
X
V ′,ℓ(sˆ
′) ◦mYℓ (yˆ
′)
= mXV,ℓ(sˆ) ◦
(
mYℓ (yˆ) ◦m
X
V ′,ℓ(sˆ
′) ◦mYℓ (yˆ)
−1
)
◦mYℓ (yˆ
′·yˆ)
xˆ′·xˆ = rˆN
′′,N ′
V ′′,V ′ (yˆ
′)·sˆ′·rˆN
′,N
V ′,V (yˆ)·sˆ
= rˆN
′′,N
V ′′,V (yˆ
′·yˆ)·
(
rˆN
′,N
V ′,V (yˆ)
−1·sˆ′·rˆN
′,N
V ′,V (yˆ)
)
·sˆ
2.22.21.
Moreover, it is clear that yˆ′·yˆ belongs to
ˆˆ
P
Y,ℓ
(N ′′, N)V ′′,V and it follows
easily from the very definition of mXV ′,ℓ in 2.22.11 above that the element
sˆ′′ = rˆN
′,N
V ′,V (yˆ)
−1·sˆ′·rˆN
′,N
V ′,V (yˆ) in
ˆˆP
X,ℓ
(V ) fulfills
mXV,ℓ(sˆ
′′) = mYℓ (yˆ) ◦m
X
V ′,ℓ(sˆ
′) ◦mYℓ (yˆ)
−1 2.22.22;
consequently, from 2.22.21 we obtain
mXℓ (xˆ) ◦m
X
ℓ (xˆ
′) = mXV,ℓ(sˆ) ◦m
X
V,ℓ(sˆ
′′) ◦mYℓ (yˆ
′·yˆ)
= mXV,ℓ(sˆ
′′·sˆ) ◦mYℓ (yˆ
′·yˆ) = mXℓ (xˆ
′·xˆ)
2.22.23,
which proves our claim.
We are ready to consider any pair of subgroups V and V ′ in X − Y .
We clearly have N = NP (V ) 6= V and it follows from [9, Proposition 2.7]
that there is an F -morphism ν :N → P such that ν(V ) is fully normalized
in F ; moreover, we choose nˆ ∈
ˆˆ
P
Y,ℓ(
ν(N), N
)
lifting the F -isomorphism ν∗
determined by ν . That is to say, we may assume that
2.22.24 There is a pair (N, nˆ) formed by a subgroup N of P which strictly
contains and normalizes V , and by an element nˆ in
ˆˆ
P
Y,ℓ(
ν(N), N
)
lifting ν∗
for a F-morphism ν :N → P such that ν(V ) is fully normalized in F .
We denote by N(V ) the set of such pairs and often we write nˆ instead of
(N, nˆ) , setting nˆN = ϕnˆ(N) and
nˆV = ϕnˆ(V ) . Then, for any
ˆˆ
P
X,ℓ
-morphism
xˆ :V → V ′ , we consider pairs (N, nˆ) in N(V ) and (N ′, nˆ′) in N(V ′) and,
since nˆV and nˆ
′
V ′ are both fully normalized in F , we can define
mXℓ (xˆ) = m
Y
ℓ (nˆ) ◦m
X
ℓ
(
rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)·xˆ·rˆ
nˆN,N
nˆV,V
(nˆ)−1
)
◦mYℓ (nˆ
′−1) 2.22.25.
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This definition is independent of our choices; indeed, for another pair
(N¯ , ˆ¯n) in N(V ) , setting N¯ = 〈N, N¯〉 and considering a new F -morphism
ψ : N¯ → P such that ψ(V ) is fully normalized in F , we can obtain a third
pair (N¯ , mˆ) in N(V ) ; then, rˆ
mˆN¯,N¯
mˆN,N
(mˆ)·nˆ−1 and rˆ
mˆN¯,N¯
mˆN¯,N¯
(mˆ)·ˆ¯n
−1
respectively
belong to
ˆˆ
P
Y,ℓ
(mˆN, nˆN) and to
ˆˆ
P
Y,ℓ
(mˆN¯ , ˆ¯nN¯
)
; in particular, since nˆV , ˆ¯nV
and mˆV are fully normalized in F , we get
mYℓ (mˆ) = m
Y
ℓ
(
(rˆ
mˆN¯,N¯
mˆN,N
(mˆ)·nˆ−1)·nˆ
)
= mYℓ (nˆ) ◦m
Y
ℓ (rˆ
mˆN¯,N¯
mˆN,N
(mˆ)·nˆ−1)
= mYℓ (nˆ) ◦m
X
ℓ
(
rˆ
mˆN¯,N¯
mˆV,V
(mˆ)·rˆ
nˆN,N
nˆV,V
(nˆ−1)
) 2.22.26
and, mutatis mutandis , we still get
mYℓ (mˆ) = m
Y
ℓ (ˆ¯n) ◦m
X
ℓ
(
rˆ
mN¯,N¯
mV,V (mˆ)·rˆ
ˆ¯nN¯,N¯
ˆ¯nV,V
(ˆ¯n
−1
)
)
2.22.27.
Consequently, we obtain
mXℓ (xˆ) = m
Y
ℓ (ˆ¯n) ◦m
X
ℓ
(
rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)·xˆ·rˆ
ˆ¯nN¯,N¯
ˆ¯nV,V
(ˆ¯n
−1
)
)
◦mYℓ (nˆ
′−1) 2.22.28.
Symmetrically, we can replace (N¯ ′, nˆ′) for another pair (N¯ ′, ˆ¯n
′
) in N(V ′) .
Moreover, equality 2.22.15 still holds with this general definition; indeed,
for any pair of subgroups Q and Q′ of P respectively normalizing and strictly
containing V and V ′ , we claim that
mXℓ
(
rˆQ
′,Q
V ′,V (xˆ)
)
= mYℓ (xˆ) 2.22.29;
indeed, it is clear that we have pairs (Q, nˆ) in N(V ) and (Q′, nˆ′) in N(V ′) ,
and by the very definition 2.22.25 and by equality 2.22.15 we have
mXℓ
(
rˆQ
′,Q
V ′,V (xˆ)
)
= mYℓ (nˆ) ◦m
X
ℓ
(
rˆ
nˆ′Q′,Q′
nˆ′V ′,V ′
(nˆ′)·rˆQ
′,Q
V ′,V (xˆ)·rˆ
nˆQ,Q
nˆV,V
(nˆ−1)
)
◦mYℓ (nˆ
′−1)
= mYℓ (nˆ) ◦m
X
ℓ
(
rˆ
nˆ′Q′,nˆQ
nˆ′V ′,nˆV
(nˆ′·xˆ·nˆ−1)
)
◦mYℓ (nˆ
′−1)
= mYℓ (nˆ) ◦m
Y
ℓ (nˆ
′·xˆ·nˆ−1) ◦mYℓ (nˆ
′−1) = mYℓ (xˆ)
2.22.30.
Once again, for another V ′′ ∈ X − Y , setting N ′′ = NP (V
′′) and con-
sidering a
ˆˆP
X,ℓ
-morphism xˆ′ :V ′ → V ′′ , we claim that
mXℓ (xˆ
′·xˆ) = mXℓ (xˆ) ◦m
X
ℓ (xˆ
′) 2.22.31;
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indeed, considering a pair (N ′′, nˆ′′) in N(V ′′) and setting xˆ′′ = xˆ′·xˆ , from
the very definition 2.22.25 we get
mXℓ (xˆ) = m
Y
ℓ (nˆ) ◦m
X
ℓ
(
rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)·xˆ·rˆ
nˆN,N
nˆV,V
(nˆ−1)
)
◦mYℓ (nˆ
′−1)
mXℓ (xˆ
′) = mYℓ (nˆ
′) ◦mXℓ
(
rˆ
nˆ′′N ′′,N ′′
nˆ′′V ′′,V ′′
(nˆ′′)·xˆ′·rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′−1)
)
◦mYℓ (nˆ
′′−1)
mXℓ (xˆ
′′) = mYℓ (nˆ) ◦m
X
ℓ
(
rˆ
nˆ′′N ′′,N ′′
nˆ′′V ′′,V ′′
(nˆ′′)·xˆ′′·rˆ
nˆN,N
nˆV,V
(nˆ−1)
)
◦mYℓ (nˆ
′′−1)
2.22.32
and it follows from equality 2.22.19 that the composition of the first and the
second equalities above coincides with the third one.
At this point, we are able to complete the definition of the reduced
(kℓ)∗
ˆˆ
P
X,ℓ
-module mXℓ :
ˆˆ
P
X,ℓ
→ kℓ-mod fulfilling the announced condition. For
any
ˆˆ
P
X,ℓ
-morphism xˆ :R → Q either R belongs to Y and we simply set
mXℓ (xˆ) = m
Y
ℓ (xˆ) , or R belongs to X − Y and, denoting by R∗ the image
of R in Q and by xˆ∗ :R ∼= R∗ the
ˆˆ
P
X,ℓ
-isomorphism determined by xˆ , we
set mXℓ (xˆ) = m
X
ℓ (xˆ∗) (cf. 2.22.25); note that if Q contains R then we have
mXℓ
(ˆ
iQR
)
= idM .Moreover, we claim that for another
ˆˆ
P
X,ℓ
-morphism yˆ :T → R
we have
mXℓ (xˆ·yˆ) = m
X
ℓ (yˆ) ◦m
X
ℓ (xˆ) 2.22.33;
indeed, if T belongs to Y then we just have
mXℓ (xˆ·yˆ) = m
Y
ℓ (xˆ·yˆ) = m
Y
ℓ (yˆ) ◦m
Y
ℓ (xˆ) = m
X
ℓ (yˆ) ◦m
X
ℓ (xˆ) 2.22.34;
If R belongs to X −Y then yˆ is a
ˆˆ
P
X,ℓ
-isomorphism and, with the notation
above, we have T∗ = R∗ and (xˆ·yˆ)∗ = xˆ∗· yˆ ; in this case, from equality 2.22.19
we get
mXℓ (xˆ·yˆ) = m
X
ℓ
(
(xˆ·yˆ)∗
)
= mXℓ (xˆ∗· yˆ) = m
X
ℓ (yˆ) ◦m
X
ℓ (xˆ∗)
= mXℓ (yˆ) ◦m
X
ℓ (xˆ)
2.22.35.
Finally, assume that T ∈ X−Y and R ∈ Y , denote by T∗ and T∗∗ ⊂ R∗
the respective images of T in R and Q , and by xˆ∗∗ :T∗ → T∗∗ the
ˆˆ
P
X,ℓ
-iso-
morphism fulfilling
xˆ∗ · iˆ
R
T∗
= iˆR∗T∗∗ · xˆ∗∗ 2.22.36;
then, setting R¯ = NR(T∗) and R¯∗ = NR∗(T∗∗) , it follows from 2.23.16 and
2.22.31 that we have
mXℓ (xˆ·yˆ) = m
X
ℓ (xˆ∗∗ · yˆ∗) = m
X
ℓ (yˆ∗) ◦m
X
ℓ (xˆ∗∗)
= mXℓ (yˆ) ◦m
X
ℓ
(
rˆR¯∗,R¯T∗∗,T∗
(
rˆQ,R
R¯∗,R¯
(xˆ)
))
= mXℓ (yˆ) ◦m
Y
ℓ
(
rˆQ,R
R¯∗,R¯
(xˆ)
)
= mXℓ (yˆ) ◦m
Y
ℓ (xˆ)
2.22.37.
It is not difficult to check that the functor mXℓ :
ˆˆ
P
X,ℓ
→ kℓ-mod is a reduced
(kℓ)∗
ˆˆP
X,ℓ
-module which fulfills the announced condition. We are done.
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Corollary 2.23. The homomorphism catK :G(K∗Pˆ
sc
-mod) → GK(Pˆ
sc
) is
bijective.
Proof: According to Corollary 2.17, it suffices to prove the surjectivity.
Let {Xqˆ}qˆ where qˆ runs over the set of Pˆ
sc
-chains be a family belonging
to GK(Pˆ
sc
) ; according to Remark 1.11, we actually may assume that Xqˆ is
the class of a K∗Pˆ
sc
(qˆ)-module Mqˆ for any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
and then,
since the isomorphisms 2.18.1, 2.19.1 and 2.19.2 all preserve the classes of
modules, it follows from isomorphism 2.20.3 that {Xqˆ}qˆ determines a family
{X
qˆ
ℓ}
qˆ
ℓ in Gkℓ
( ˆˆ
P
sc,ℓ
) where qˆ
ℓ
runs over the set of
ˆˆ
P
sc,ℓ
-chains and, for
such a qˆ
ℓ
, X
qˆ
ℓ is the class of a (kℓ)∗
ˆˆ
P
sc,ℓ
(qˆ)-module M
qˆ
ℓ . Consequently, it
follows from Theorem 2.22 above that there exists a reduced (kℓ)∗
ˆˆP
sc,ℓ
-module
mℓ :
ˆˆP
sc,ℓ
→ kℓ-mod such that Xqˆℓ is the class of mℓ
(
qˆ
ℓ
(0)
)
in Gkℓ
( ˆˆPsc,ℓ(qˆℓ))
for any
ˆˆ
P
sc,ℓ
-chain qˆ
ℓ
.
In particular, setting Mℓ = mℓ(P ) and denoting by Gˆ(mℓ) the (kℓ)
∗-sub-
group of the finite group GLkℓ(Mℓ) generated by mℓ(xˆ) where xˆ :R→ Q runs
over the set of
ˆˆ
P
sc,ℓ
-morphisms, Mℓ becomes a (kℓ)∗Gˆ(mℓ)-module, determin-
ing an element Xℓ in Gkℓ
(
Gˆ(mℓ)
)
; since the Brauer decomposition map
GKℓ
(
Gˆ(mℓ)
)
−→ Gkℓ
(
Gˆ(mℓ)
)
2.23.1
is surjective, Xℓ can be lifted to some element Xˆℓ ∈ GKℓ
(
Gˆ(mℓ)
)
which is then
the difference of the classes of suitable (Kℓ)∗Gˆ(mℓ)-modules Mˆ ′ℓ and Mˆ
′′
ℓ .
But, since we have an obvious (kℓ)
∗-functor from the (kℓ)
∗-category
ˆˆ
P
sc,ℓ
to the (kℓ)
∗-category with a unique object ∅ and (kℓ)∗-group of automor-
phisms Gˆ(mℓ) , Mˆ
′
ℓ and Mˆ
′′
ℓ determine respective reduced (Kℓ)∗
ˆˆ
P
sc,ℓ
-modules
mˆ′ℓ :
ˆˆ
P
sc,ℓ
→ Kℓ-mod and mˆ
′′
ℓ :
ˆˆ
P
sc,ℓ
→ Kℓ-mod ; then, since
ˆˆ
P
sc
⊂
ˆˆ
P
sc,ℓ
and
Kℓ ⊂
ˆˆ
K (cf. 2.19), mˆ′ℓ and mˆ
′′
ℓ determine respective reduced
ˆˆ
K∗
ˆˆ
P
sc
-modules
ˆˆm
′
:
ˆˆ
P
sc
→
ˆˆ
K-mod and ˆˆm
′′
:
ˆˆ
P
sc
→
ˆˆ
K-mod ; finally, since we actually may as-
sume that
ˆˆ
K contains K and that K is big enough, ˆˆm
′
and ˆˆm
′′
come from
respective reduced K∗Pˆ
sc
-modules m′ : Pˆ
sc
→ K-mod and m′′ : Pˆ
sc
→ K-mod ,
and it is easily checked that the diference between their images in GK(Pˆ
sc
)
coincides with the starting family {Xqˆ}qˆ .
Corollary 2.24. There exists a K∗Pˆ
sc
-module m : Pˆ
sc
→ K-mod such that,
for any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
, the class of m
(
qˆ(0)
)
in GK
(
Pˆ
sc
(qˆ)
)
is a
multiple of the regular K∗Pˆ
sc
(qˆ)-module. In particular, the k∗-functor from
Pˆ
sc
to the k∗-category over one object with automorphism k∗-group Gˆ(m) is
faithful.
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Proof: From Remark 1.11 we already know that, denoting by Rqˆ the class
in Gkℓ
( ˆˆP sc,ℓ(qˆ)) of the regular (kℓ)∗ ˆˆP sc,ℓ(qˆ)-module (kℓ)∗ ˆˆP sc,ℓ(qˆ) , and choos-
ing a multiple m of all the orders |P
sc
(qˆ)| where qˆ runs over the set of
ˆˆ
P
sc,ℓ
-chains, it is easily checked that the family R =
{ m
|P sc(qˆ)|
·Rqˆ
}
qˆ
be-
longs to Gkℓ(
ˆˆ
P
sc,ℓ
) ; hence, it follows from Theorem 2.22 that there exists
a reduced (kℓ)∗
ˆˆ
P
sc,ℓ
-module nℓ :
ˆˆ
P
sc,ℓ
→ kℓ-mod such that
m
|P sc(qˆ)|
·Rqˆ is the
class of nℓ
(
qˆ(0)
)
in Gkℓ
( ˆˆ
P
sc,ℓ
(qˆ)
)
for any
ˆˆ
P
sc,ℓ
- chain qˆ .
As above, setting Nℓ = nℓ(P ) and denoting by Gˆ(nℓ) the (kℓ)
∗-subgroup
of the finite group GLkℓ(Nℓ) generated by nℓ(xˆ) where xˆ :R → Q runs over
the set of
ˆˆ
P
sc,ℓ
-morphisms, Nℓ becomes a (kℓ)∗Gˆ(nℓ)-module determining an
element in Gkℓ
(
Gˆ(nℓ)
)
; then, we know that a multiple of this element comes,
via the Brauer decomposition map, from a true (Kℓ)∗Gˆ(nℓ)-module and, via
a field Kˆ containing Kℓ and K , it comes from a K∗Gˆ(nℓ)-module M ; finally,
the reduced K∗Pˆ
sc
-module m : Pˆ
sc
→ K-mod determined by M fulfills the
announced condition.
2.25. Let sPˆsc : Pˆ
sc
→ K-mod be the direct sum of a set of reduced
representatives for the set of isomorphism classes of simple K∗Pˆ
sc
-modules
and denote by Gˆ(Pˆ
sc
) the k∗-subgroup of GLK
(
sPˆsc (P )
)
generated by sPˆsc (xˆ)
where xˆ :R→ Q runs over the set of Pˆ
sc
-morphisms and by fPˆsc the functor
determined by sPˆsc from Pˆ
sc
to the k∗-category over one object with the
automorphism k∗-group Gˆ(Pˆ
sc
) , which is faithful by Corollary 2.24 above.
Corollary 2.26. With the notation above, the functor fPˆsc induces an equiva-
lence of categories from K∗Gˆ(Pˆ
sc
)-mod to K∗Pˆ
sc
-mod . Moreover, the regular
representation of Gˆ(Pˆ
sc
) induces a K∗Pˆ
sc
-module rPˆsc : Pˆ
sc
→ K-mod such
that, for any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
, the class of rPˆsc
(
qˆ(0)
)
in GK
(
Pˆ
sc
(qˆ)
)
is a multiple of the regular K∗Pˆ
sc
(qˆ)-module.
Proof: It is clear that, for any simple K∗Pˆ
sc
-module s : Pˆ
sc
→ K-mod , the
k∗-group Gˆ(Pˆ
sc
) acts on s(P ) and then s(P ) becomes a simple K∗Gˆ(Pˆ
sc
)-
module; more generally, the restriction from Gˆ(Pˆ
sc
) to Pˆ
sc
via fPˆsc clearly
determines a functor from K∗Gˆ(Pˆ
sc
)-mod to K∗Pˆ
sc
-mod which induces a bi-
jection between the sets of isomorphism classes of simple K∗Gˆ(Pˆ
sc
)- and
K∗Pˆ
sc
-modules; since both categories are semisimple, this functor is an equiv-
alence of categories. Moreover, since the functor fPˆsc is faithful , for any
Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
the k∗-group Pˆ
sc
(qˆ) is k∗-isomorphic to a k∗-subgroup
of Gˆ(Pˆ
sc
) .
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3. Categorization for the characteristic p case
3.1. With the notation in 2.1 above, this time we set (cf. 1.10.3)
Gk(Pˆ
sc
) = lim
←−
(gk ◦ autPˆsc ) 3.1.1;
that is to say, Gk(Pˆ
sc
) is the subset of elements
{Z(qˆ,∆n)}(qˆ,∆n) ∈
∏
n∈N
∏
qˆ∈Fct(∆n,Pˆ
sc)
Gk
(
Pˆ
sc
(qˆ)
)
3.1.2
such that, for any Pˆ
sc
-morphism (ν, δ) : (qˆ,∆n)→ (ˆr,∆m) , they fulfill
resaut
Pˆ
sc (ν,δ)(Z(rˆ,∆m)) = Z(qˆ,∆n) 3.1.3.
Our purpose in this section is to show that Gk(Pˆ
sc
) is the extension to O
of the very Grothendieck group of the category of k∗Gˆ(Pˆ
sc
)-modules for the
k∗-group Gˆ(Pˆ
sc
) introduced in 2.25 above.
3.2. As in 2.3 above, we call contravariant k∗-functor m : Pˆ
sc
→ k-mod
any functor such that m[λ·xˆ) = λ·m(xˆ) for any Pˆ
sc
-morphism xˆ :R → Q
and any λ ∈ k∗ ; once again, any contravariant k∗-functor m : Pˆ
sc
→ k-mod
determines a new contravariant k∗-functor [9, A3.7.3]
mch = m ◦ vPˆsc : ch
∗(Pˆ
sc
) −→ k-mod 3.2.1
sending any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
to m
(
qˆ(0)
)
and any ch∗(Pˆ
sc
)-morphism
(xˆ, δ) : (ˆr,∆m) −→ (qˆ,∆n) 3.2.2,
where δ : ∆n → ∆m is an order-preserving map and xˆ : rˆ ◦ δ ∼= qˆ a natural
isomorphism, to the k-linear map
m
(
xˆ0 ◦ rˆ(0 • δ(0)
)
: m
(
qˆ(0)
)
−→ m
(
rˆ(0)
)
3.2.3.
3.3. As in 2.4 above, in the case where n = m and δ is the identity
map, we get a k∗-compatible action of the k∗-group autPˆsc(qˆ) = Pˆ
sc
(qˆ) over
m
(
qˆ(0)
)
, so that m
(
qˆ(0)
)
becomes a k∗Pˆ
sc
(qˆ)-module; similarly, m
(
rˆ(0)
)
be-
comes a k∗Pˆ
sc
(ˆr)-module and, via the k∗-group homomorphism autPˆsc(xˆ, δ) ,
m
(
qˆ(0)
)
also becomes the k∗Pˆ
sc
(ˆr)-module Resaut
Pˆ
sc(xˆ,δ)
(
m
(
qˆ(0)
))
; then the
k-linear map 3.2.3 is clearly a k∗Pˆ
sc
(ˆr)-module homomorphism
mch(xˆ, δ) : Resaut
Pˆ
sc(xˆ,δ)
(
m
(
qˆ(0)
))
−→ m
(
rˆ(0)
)
3.3.1.
Similarly, any natural map µ :m→ m′ between contravariant k∗- functors m
and m′ from Pˆ
sc
to k-mod determines a new natural map
µch = µ ∗ vPˆsc : m
ch −→ m′ch 3.3.2
sending any Pˆ
sc
-chain qˆ : ∆n → Pˆ
sc
to the k-linear map µqˆ(0) and it follows
from the naturalness of µ that this map is actually a k∗Pˆ
sc
(qˆ)-module homo-
morphism.
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3.4. Once again, we are interested in the contravariant k∗-functors
m : Pˆ
sc
→ k-mod— called reversible —mapping any Pˆ
sc
-morphism xˆ :R→ Q
on a k-linear isomorphism m(xˆ) :m(Q) ∼= m(R) ; in this case, it is quite clear
that the contravariant k∗-functor mch also maps any ch∗(Pˆ
sc
)-morphism on
a k-linear isomorphism and, as in 2.6.2 above, the converse is also true.
Moreover, if m : Pˆ
sc
→ k-mod is a reversible contravariant k∗- functor , homo-
morphism 3.3.1 becomes an isomorphism and therefore the restriction map
gk
(
autPˆsc(xˆ, δ)
)
: Gk(Pˆ
sc
(qˆ)
)
−→ Gk(Pˆ
sc
(ˆr)
)
3.4.1
sends the class Zm(qˆ(0)) in Gk(Pˆ
sc
(qˆ)
)
of the k∗Pˆ
sc
(qˆ)-module m
(
qˆ(0)
)
to the
class Zm(rˆ(0)) in Gk(Pˆ
sc
(ˆr)
)
of the k∗Pˆ
sc
(ˆr)-module m
(
rˆ(0)
)
. That is to say,
the family {
Zm(qˆ(0))
}
(qˆ,∆n)
∈
∏
n∈N
∏
qˆ∈Fct(∆n,Pˆ
sc)
Gk(Pˆ
sc
(qˆ)
)
3.4.2
fulfills condition 3.1.3 and therefore it belongs to Gk(Pˆ
sc
) ; let us denote by
Zm this family which, clearly, only depends on the isomorphism class of m .
3.5. This time we call k∗Pˆ
sc
-module m : Pˆ
sc
→ k-mod just any contra-
variant functor obtained by restriction from a k∗Gˆ(Pˆ
sc
)-module via the func-
tor fPˆsc introduced in 2.15; thus, denoting by k∗Pˆ
sc
-mod the category formed
by these k∗Pˆ
sc
-modules and by the natural maps between them, we clearly
get a faithful functor
k∗Gˆ(Pˆ
sc
)-mod −→ k∗Pˆ
sc
-mod 3.5.1 ;
moreover, it is easily checked that any natural map µ :m → m′ between
k∗Pˆ
sc
-modules m and m′ induces a k∗Gˆ(Pˆ
sc
)-morphism µP :m(P )→ m′(P ) ;
consequently, the functor above is actually an equivalence of categories. Thus,
denoting by G(k∗Pˆ
sc
-mod) the extension to O of the Grothendieck group
of k∗Pˆ
sc
-mod , the equivalence 3.5.1 induces an O-module isomorphism
G(k∗Pˆ
sc
-mod) ∼= Gk
(
Gˆ(Pˆ
sc
)
)
3.5.2.
3.6. Moreover, as above the correspondence sending any k∗Pˆ
sc
-module
m to Zm induces an O-module homomorphism
catk : G(k∗Pˆ
sc
-mod) −→ Gk(Pˆ
sc
) 3.6.1
and it is quite clear that suitable Brauer decomposition maps [10, 3.4.2] yield
the following commutative diagram (cf. Corollary 2.23)
GK
(
Gˆ(Pˆ
sc
)
)
∼= G(K∗Pˆ
sc
-mod)
catK∼= GK(Pˆ
sc
)
δ
Gˆ(Pˆ
sc
)
y y δ
Pˆ
sc
Gk
(
Gˆ(Pˆ
sc
)
)
∼= G(k∗Pˆ
sc
-mod)
catk−→ Gk(Pˆ
sc
)
3.6.2 .
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But we already know that, for any finite group H , the Brauer decomposition
map δH :GK(H) → Gk(H) is surjective and even admits a natural section
— namely, extending any Brauer character ϕ of H to the central function
over H mapping y ∈ H on ϕ(yp′) ; moreover, it is easy to check that all this
still holds for k∗-groups. Consequently, the vertical homomorphisms in the
diagram above admit sections and, in particular, they are surjective.
3.7. More generally, for any finite groupH and any p-element v inH , as-
suming that K is big enough for H we have the Brauer general decomposition
map
δvH : GK(H) −→ Gk
(
CH(v)
)
3.7.1
which, following [2, Appendice], can be defined as the composition
δvH = δCH(v) ◦ ω
v
CH(v)
◦ ResHCH(v) 3.7.2
where we consider the v-twist
ωvCH(v) : GK
(
CH(v)
)
−→ GK
(
CH(v)
)
3.7.3
determined by the v-translation map induced by the multiplication by v in
the O-valued functions Fct
(
CH(v),O
)
[10, 9.2]; then, recall that we have [2,
Appendice]
K⊗O GK(H) ∼=
∏
v
K ⊗O Gk
(
CH(v)
)
3.7.4
where v runs over a set of representatives for the set of conjugacy classes of
p-elements in H .
3.8. In order to get a similar result for a k∗-group Hˆ with finite k∗-quo-
tient H , we have to replace p-element by local element ; we say that a
p-element v of Hˆ is local if either v = 1 or the relative trace map
tr
〈v〉
〈vp〉 : (k∗Hˆ)
〈vp〉 −→ (k∗Hˆ)
〈v〉 3.8.1
is not surjective. Then, from the standard results on k∗-groups [7, Proposi-
tion 5.15], it is easily checked from isomorphism 3.7.4 that
K⊗O GK(Hˆ) ∼=
∏
v
K ⊗O Gk
(
CHˆ(v)
)
3.8.2
where v runs over a set of representatives for the set of conjugacy classes of
local elements in Hˆ .
3.9. The point is that in [10, Theorem 9.3] we prove an analogous re-
sult for GK(Pˆ
sc
) ; explicitly, choose a set of representatives U ⊂ P for the
set of F -isomorphism classes of the elements of P in such a way that, for
any u ∈ P , the subgroup 〈u〉 is fully centralized in F [9, Proposition 2.7].
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For any u ∈ U , we have the Frobenius CP (u)-category CF (u) [9, Proposi-
tion 2.16] and, since a CF (u)-selfcentralizing subgroup of CP (u) contains u ,
so that it is also an F -selfcentralizing subgroup of P , we write CFsc (u) in-
stead of CF (u)
sc
. Then, with obvious notation, it is easily checked that CP (u)
and CPsc (u) are the respective perfect CF (u)- and CFsc (u)-localities , and we
clearly have the finite folded Frobenius CP (u)-category
(
CF (u), CFˆsc (u)
)
;
thus, as in 2.1 above, via the structural functor CP(u) → CF (u) we get a
regular central k∗-extension CPˆsc (u) of CPsc (u) and, in [10, 9.2.5], we have
defined a general decomposition map
δu
Pˆsc
: GK(Pˆ
sc
) −→ Gk
(
CPˆsc (u)
)
3.9.1;
finally, in [10, Theorem 9.3] we state that the set of these general decomposi-
tion maps when u runs over U determines a K-module isomorphism
K ⊗O GK(Pˆ
sc
) ∼=
∏
u∈U
K ⊗O Gk
(
CPˆsc (u)
)
3.9.2.
Theorem 3.10. With the notation above, any local element v of Gˆ(Pˆ
sc
) has
a Gˆ(Pˆ
sc
)-conjugate in the image of P and the restriction induces a K-module
isomorphism
K⊗O Gk
(
CGˆ(Pˆsc )(v)
)
∼=
∏
u∈Uv
K ⊗O Gk
(
CPˆsc (u)
)
3.10.1
where Uv denotes the set of u ∈ U such that the image is Gˆ(Pˆ
sc
)-conjugate
to v .
Proof: With notation in 1.9 and 2.25, for any u ∈ U let us denote by u∗
the p-element fPˆsc
(
τˆP (u)
)
in Gˆ(Pˆ
sc
) ; it is quite clear that the k∗-functor
fPˆsc : Pˆ
sc
→ Gˆ(Pˆ
sc
) still induces a k∗-functor from CPˆsc (u) to CGˆ(Pˆsc )(u
∗) ;
then, by restriction, we get O-module homomorphisms
Fu : GK
(
CGˆ(Pˆsc)(u
∗)
)
−→ G
(
K∗CPˆsc (u)-mod
)
fu : Gk
(
CGˆ(Pˆsc)(u
∗)
)
−→ G
(
k∗CPˆsc (u)-mod
) 3.10.2.
At this point, we claim that the following diagram is commutative
GK
(
Gˆ(Pˆ
sc
)
)
∼= G(K∗Pˆ
sc
-mod) ∼= GK(Pˆ
sc
)
δu
∗
Gˆ(Pˆ
sc
)
y y δu∗
Pˆ
sc
Gk
(
CGˆ(Pˆsc)(u
∗)
) fu−→ G(k∗CPˆsc (u)-mod) catuk−→ Gk(CPˆsc (u))
3.10.3,
the isomorphisms in the top line coming from Corollaries 2.23 and 2.26. First
of all, since CPˆsc (u) is a k
∗-subcategory of Pˆ
sc
, it is quite clear that the
restriction determines the following commutative diagram
GK
(
Gˆ(Pˆ
sc
)
)
∼= G(K∗Pˆ
sc
-mod)y y
GK
(
CGˆ(Pˆsc)(u
∗)
)
∼= G(K∗CPˆsc (u)-mod)
3.10.4.
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Moreover, it follows from [10, 4.6] that we also have restriction maps
GK(Pˆ
sc
) −→ GK
(
CPˆsc (u)
)
and Gk(Pˆ
sc
) −→ Gk
(
CPˆsc (u)
)
3.10.5;
then, from the definition of the left-hand restriction, it is not difficult to check
that we also get a commutative diagram
G(K∗Pˆ
sc
-mod)
catK∼= GK(Pˆ
sc
)y y
G
(
K∗CPˆsc (u)-mod
) catuK∼= GK(CPˆsc (u))
3.10.6;
hence, we finally get the commutative diagram
GK
(
Gˆ(Pˆ
sc
)
)
∼= G(K∗Pˆ
sc
-mod)
catK∼= GK(Pˆ
sc
)y ResGˆ(Pˆsc )
C
Gˆ(Pˆ
sc
)
(u∗)
y y
GK
(
CGˆ(Pˆsc )(u
∗)
) Fu−→ G(K∗CPˆsc (u)-mod) cat
u
K∼= GK
(
CPˆsc (u)
) 3.10.7.
On the other hand, as in 3.6 above, it follows from the definition of the
Brauer decomposition map in [10, 3.4.2] that we have the following commu-
tative diagram
GK
(
CGˆ(Pˆsc )(u
∗)
) Fu−→ G(K∗CPˆsc (u)-mod) cat
u
K∼= GK
(
CPˆsc (u)
)
y δC
Gˆ(Pˆ
sc
)
(u∗) δC
Pˆ
sc (u)
y
Gk
(
CGˆ(Pˆsc )(u
∗)
) fu
−→ G
(
k∗CPˆsc (u)-mod
) catu
K−→ Gk
(
CPˆsc (u)
) 3.10.8.
But, the vertical left-hand arrow in diagram 3.10.3 is the composition on
the right- and on the left-hand of ωu
∗
C
Gˆ(Pˆ
sc
)
(u∗) with the left-hand arrows of
diagrams 3.10.7 and 3.10.8 (cf. 3.7.2); analogously, the vertical right-hand
arrow in diagram 3.10.3 is the composition on the right- and on the left-hand
of the following O-module automorphism defined in [10, 9.2.4]
ΩuC
Pˆ
sc (u) : GK
(
CPˆsc (u)
)
∼= GK
(
CPˆsc (u)
)
3.10.9
with the right-hand arrows of diagrams 3.10.7 and 3.10.8.
Consequently, in order to show the commutativity of diagram 3.10.3 it
remains to prove the commutativity of the following diagram
GK
(
CGˆ(Pˆsc)(u
∗)
) Fu−→ G(K∗CPˆsc (u)-mod) cat
u
K∼= GK
(
CPˆsc (u)
)
y ωu∗
C
Gˆ(Pˆ
sc
)
(u∗) Ω
u
C
Pˆ
sc (u)
y
GK
(
CGˆ(Pˆsc)(u
∗)
) Fu−→ G(K∗CPˆsc (u)-mod) cat
u
K∼= GK
(
CPˆsc (u)
) 3.10.10;
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for this purpose, recall that GK
(
CPˆsc (u)
)
is the inverse limit of the family{
GK
((
CPˆsc (u)
)
(qˆ)
)}
qˆ
and then that the O-module automorphism ΩuC
Pˆ
sc (u)
is the inverse limit of the family of O-module automorphisms
ωu(C
Pˆ
sc (u))(qˆ) : GK
((
CPˆsc (u)
)
(qˆ)
)
∼= GK
((
CPˆsc (u)
)
(qˆ)
)
3.10.11
where qˆ : ∆n → CPˆsc (u) runs over all the CPˆsc (u)-chains (cf. 2.1); that is to
say, this family defines a natural automorphism [10, 9.2.3]
ωuC
Pˆ
sc (u) : gK ◦ autCPˆsc (u)
∼= gK ◦ autC
Pˆ
sc (u) 3.10.12
and we set [10, 9.2.4]
ΩuC
Pˆ
sc (u) = lim←−
(ωuC
Pˆ
sc (u)) 3.10.13.
But, for any CPˆsc (u)-chain qˆ : ∆n → CPˆsc (u) we have the structural
O-module homomorphism
ℓuqˆ : GK
(
CPˆsc (u)
)
−→ GK
((
CPˆsc (u)
)
(qˆ)
)
3.10.14
and, moreover, the k∗-functor from CPˆsc (u) to CGˆ(Pˆsc )(u
∗) induced by fPˆsc
still induces a k∗-group homomorphism
θuqˆ :
(
CPˆsc (u)
)
(qˆ) −→ CGˆ(Pˆsc)(u
∗) 3.10.15;
then, it is easily checked that we have the following commutative diagram
GK
(
CGˆ(Pˆsc)(u
∗)
) Fu−→ G(K∗CPˆsc (u)-mod) cat
u
K∼= GK
(
CPˆsc (u)
)
Resθu
qˆ
ց ւ
ℓu
qˆ
GK
((
CPˆsc (u)
)
(qˆ)
) 3.10.16.
Finally, the commutativity of diagram 3.10.10 follows from definition 3.10.13
and the obvious commutativity of the following diagram
GK
(
CGˆ(Pˆsc )(u
∗)
) Resθu
qˆ
−→ GK
((
CPˆsc (u)
)
(qˆ)
)
ωu
∗
C
Gˆ(Pˆ
sc
)
(u∗)
y y ωu(C
Pˆ
sc (u))(qˆ)
GK
(
CGˆ(Pˆsc )(u
∗)
) Resθu
qˆ
−→ GK
((
CPˆsc (u)
)
(qˆ)
) 3.10.17.
Now, the commutativity of diagram 3.10.3 for any u ∈ U determines the
following commutative diagram (cf. 3.9.2)
K ⊗O GK
(
Gˆ(Pˆ
sc
)
)
∼= K ⊗O GK(Pˆ
sc
)y ≀‖∏
u∈U
K ⊗O Gk
(
CGˆ(Pˆsc )(u
∗)
)
−→
∏
u∈U
K ⊗O Gk
(
CPˆsc (u)
) 3.10.18
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which forces the vertical left-hand arrow to be injective and the bottom ar-
row to be surjective; then, according to isomorphism 3.8.2, the injectivity of
the vertical left-hand arrow implies that the set {u∗}u∈U contains a repre-
sentative for any conjugacy class of local elements of Gˆ(Pˆ
sc
) ; moreover, the
surjectivity of the bottom arrow implies that the restriction to the image
of the vertical left-hand arrow is an isomorphism and then the announced
isomorphism 3.10.1 follows easily.
Corollary 3.11.The O-module homomorphism catk:G(k∗Pˆ
sc
-mod)→ Gk(Pˆ
sc
)
is bijective.
Proof: Since the the vertical homomorphisms in diagram 3.6.2 above are
surjective, this homomorphism is surjective. Moreover, it follows from iso-
morphism 3.10.1 for v = 1 that we have the K-module isomorphism
K⊗O Gk
(
Gˆ(Pˆ
sc
)
)
∼= K ⊗O Gk(Pˆ
sc
) 3.11.1
and therefore, according to the O-module isomorphism 3.5.2, catk is also
injective.
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