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ON AKKT OPTIMALITY CONDITIONS FOR CONE-CONSTRAINED
VECTOR OPTIMIZATION PROBLEMS
NGUYEN VAN TUYEN, YI-BIN XIAO, AND TA QUANG SON∗
Abstract. In this paper, we introduce a kind of approximate Karush–Kuhn–Tucker con-
dition (AKKT) for a smooth cone-constrained vector optimization problem. We show that,
without any constraint qualification, the AKKT condition is a necessary for a local weak
efficient solution of the considered problem. For convex problems, we prove that the AKKT
condition is a necessary and sufficient optimality condition for a global weak efficient so-
lution. We also introduce some strict constraint qualifications associated with the AKKT
condition.
1. Introduction
In this paper, we are concerned with the following cone-constrained vector optimization
problem:
MinRm
+
{
f(x) : x ∈ Rn, g(x) ∈ −Θ
}
, (CCVP)
where f is a mapping from Rn to Rm, g is a mapping from Rn to a Banach space Y , and
Θ ⊂ Y is a closed convex cone. When m = 1, then (CCVP) is called a cone-constrained
optimization problem. Since Θ is in an arbitrary Banach space Y , the problems of the form
(CCVP) contain a wide class of problems in mathematical programming such as semi-infinite
optimization problems, semidefinite optimization problems, second-order cone programs, and
so on.
It is well known that Karush–Kuhn–Tucker (KKT) optimality conditions play an impor-
tant role in both the theory and practice of constrained optimization and are very relative
to the class of important problems in mechanics and engineering, i.e., variational inequality
problems, see, e.g., [19,24,27,31,39,40,42]. In order to obtain optimality conditions of KKT-
type, constraint qualifications are indispensable; see, e.g., [3,8,21,37,41]. A constraint qual-
ification (CQ) of (CCVP) is a condition that ensures that every optimal solution of (CCVP)
satisfies the KKT condition. In other words, usual necessary optimality conditions are of the
form KKT or not-CQ. In the case of without CQ, sequential optimality conditions (or approx-
imate KKT optimality conditions) are considered. Recently, sequential optimality conditions
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have been recognized to be useful in designing algorithms for finding approximate optimal so-
lutions of nonlinear programming problems; see, e.g., [1,2,4–6,9,14,16,17,20,22,23,29,30,32].
For convex cone-constrained optimization problems, there have been some papers in the
literature dealing with sequential optimality conditions; see, e.g., [7, 11, 12, 18, 25, 26, 28].
However, to the best of our knowledge, there has been only one work [35] concerning sequen-
tial optimality conditions for nonconvex cone-constrained optimization problems. Based on
advanced constructions and techniques of variational analysis and generalized differentia-
tion, Mordukhovich et al. [35] derived new necessary optimality conditions in fuzzy form
for nonsmooth and nonconvex cone-constrained optimization problems. As a consequence of
these fuzzy optimality conditions, the authors obtained optimality conditions of approximate
KKT-type without any constraint qualifications.
In this paper, motivated and inspired by the work of Mordukhovich et al. [35], we in-
troduce an approximate KKT condition for cone-constrained vector optimization (CCVP).
We show that the approximate KKT condition is a necessary one for local weak efficient
solutions. Under convexity assumptions, we prove that this condition is also a sufficient
optimality condition. We also introduce some strict constraint qualifications under which
the approximate KKT condition implies the KKT condition.
The paper is organized as follows. In Section 2, we recall some basic definitions and
preliminaries from variational analysis and generalized differentiation. Section 3 is devoted
to presenting the main results.
2. Preliminaries
We use the following notation and terminology. Fix n ∈ N := {1, 2, . . .}. The space Rn is
equipped with the usual scalar product and Euclidean norm.
For a Banach space X , the bracket 〈· , ·〉 stands for the canonical pairing between space X
and its dual X∗. The weak∗ convergence in X∗ is denoted by
w∗
−→. The topological closure,
the topological interior and the conic hull of a subset Ω of X are denoted, respectively, by
cl Ω, int Ω and coneΩ. The closed ball with center x and radius δ is denoted by B(x, δ).
Here, we recall the notions of the normal cones to nonempty sets and the subdifferential
of real-valued functions used in this paper. The reader is referred to [33,34] for more details.
Definition 2.1 (see [33]). Let Ω ⊂ Rn and x¯ ∈ cl Ω. The set
N(x¯; Ω) := {z∗ ∈ Rn : ∃xk
Ω
−→ x¯, z∗k → z
∗, z∗k ∈ N̂(x
k; Ω), ∀k ∈ N},
is called the Mordukhovich/limiting normal cone of Ω at x¯, where
N̂(x; Ω) :=
{
z∗ ∈ Rn : lim sup
u
Ω
→x
〈z∗, u− x〉
‖ u− x ‖
≤ 0
}
is the set of regular/Fre´chet normals of Ω at x and u
Ω
−→ x means that u→ x and u ∈ Ω.
Definition 2.2 (see [33]). Consider a function ϕ : Rn → R and a point x¯ ∈ Rn. The
Mordukhovich/limiting subdifferential of ϕ at x¯ is defined by
∂ϕ(x¯) := {x∗ ∈ Rn : (x∗,−1) ∈ N((x¯, ϕ(x¯)); epiϕ)},
where epiϕ is the epigraph of ϕ and is given by
epiϕ := {(x, α) ∈ Rn × R : ϕ(x) ≤ α}.
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The following lemma will be used in the next section.
Lemma 2.3 (see [33, Theorem 3.46]). Let ϕ1, . . . , ϕm : R
n → R be continuously differentiable
functions and x¯ ∈ Rn. For each x ∈ Rn, put
ϕ(x) := max
1≤i≤m
ϕi(x).
Then, we have
∂ϕ(x¯) ⊂
∑
i∈I(x¯)
αi∇ϕi(x¯) : αi ≥ 0 and
∑
i∈I(x¯)
αi = 1
 ,
where I(x¯) := {i ∈ {1, . . . , m} : ϕi(x¯) = ϕ(x¯)}.
3. Main results
Hereafter we assume that f : Rn → Rm and g : Rn → Y are continuously Fre´chet differ-
entiable on Rn. The derivatives of f and g at x ∈ Rn are denoted by ∇f(x) and ∇g(x),
respectively. The adjoint operator of ∇g(x) is denoted by ∇g(x)∗. The polar cone of Θ is
denoted by
Θ+ := {µ ∈ Y
∗ : 〈µ, θ〉 ≥ 0, ∀θ ∈ Θ}.
Clearly, Θ+ is a weak
∗ closed subset of Y ∗. For convenience, let F denote the feasible set of
(CCVP), i.e.,
F := {x ∈ Rn : g(x) ∈ −Θ}.
A point x¯ ∈ F is called a local weak efficient solution of (CCVP) if and only if there exists
a neighborhood U of x¯ such that there is no x ∈ U ∩ F satisfying
fi(x) < fi(x¯), ∀i = 1, . . . , m.
If U = Rn, then we say that x¯ is a (global) weak efficient solution of (CCVP).
Definition 3.1. We say that x¯ ∈ F satisfies the KKT condition if and only if there exists
a multiplier (λ, µ) ∈ Rm+ ×Θ+ such that
(i)
∑m
i=1 λi = 1,
(ii) ∇g(x¯)∗µ+
∑m
i=1 λi∇fi(x¯) = 0,
(iii) 〈µ, g(x¯)〉 = 0.
We now introduce the concept of approximate Karush–Kuhn–Tucker condition for (CCVP)
inspired by the work of Mordukhovich et al. [35].
Definition 3.2. We say that x¯ ∈ F satisfies the approximate Karush–Kuhn–Tucker condi-
tion (AKKT) if and only if there exist a vector λ ∈ Rm+ with
∑m
i=1 λi = 1 and sequences
{xk} ⊂ Rn and {µk} ⊂ Θ+ such that
(A0) xk → x¯,
(A1) ∇g(xk)∗µk +
∑m
i=1 λi∇fi(x¯)→ 0,
(A2) 〈µk, g(xk)〉 → 0.
A sequence {xk} satisfying the above definition will be called an AKKT sequence. We
note here that the sequence of points {xk} is not required to be feasible.
The following result shows that the AKKT condition is necessary for a feasible point to
be a local weak efficient solution of (CCVP) without any constraint qualification.
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Theorem 3.3. If x¯ is a local weak efficient solution of (CCVP), then x¯ satisfies the AKKT
condition.
Proof. By assumption, there exists δ > 0 such that, for all x ∈ F ∩ B(x¯, δ), there exists
i ∈ {1, . . . , m} satisfying fi(x) ≥ fi(x¯). This implies that
ψ(x) := max{fi(x)− fi(x¯) : i = 1, . . . , m} ≥ 0, ∀x ∈ F ∩ B(x¯, δ).
Consequently, x¯ is a local minimum of the function ψ on F . Clearly, ψ is Lipschitz continuous
around x¯. Hence, by [35, Corollary 5.1], there exist a subgradient x∗ ∈ ∂ψ(x¯) and sequences
{xk} ⊂ Rn and {µk} ⊂ Θ+ such that
xk → x¯,∇g(xk)∗µk + x∗ → 0, and 〈µk, g(xk)〉 → 0 as k →∞.
By Lemma 2.3, we have
∂ψ(x¯) ⊂
{
m∑
i=1
λi∇fi(x¯) : λi ≥ 0 and
m∑
i=1
λi = 1
}
.
Hence there exists λ ∈ Rm+ with
∑m
i=1 λi = 1 such that
x∗ =
m∑
i=1
λi∇fi(x¯),
as required. 
In the following example, we consider a local weak efficient solution that does not satisfy
the KKT condition. Let us then construct an AKKT sequence guaranteed to exist by
Theorem 3.3.
Example 3.4. Consider the following problem:
min f(x) := (f1(x), f2(x))
s.t. x ∈ F := {x ∈ R2 : g(x) ∈ −Θ},
where Θ := R3+ and
f1(x1, x2) := −3x1 − 2x2 + 3, f2(x1, x2) := −x1 − 3x2 + 1,
g(x1, x2) := (g1(x1, x2), g2(x1, x2), g3(x1, x2)),
g1(x1, x2) := −x1, g2(x1, x2) := −x2, g3(x1, x2) := (x1 − 1)
3 + x2.
Let x¯ = (1, 0). It is easy to check that x¯ is a weak efficient solution, Θ+ = Θ and
∇f1(x¯) = (−3,−2),∇f2(x¯) = (−1,−3),
∇g1(x¯) = (−1, 0),∇g2(x¯) = (0,−1),∇g3(x¯) = (0, 1).
Since 
λ1∇f1(x¯) + λ2∇f2(x¯) + µ2∇g2(x¯) + µ3∇g3(x¯) = 0
µ1g1(x¯) + µ2g2(x¯) + µ3g3(x¯) = 0
λ1, λ2, µ2, µ3 ≥ 0
⇔

λ1 = λ2 = 0
µ1 = 0, µ2 = µ3
µ2, µ3 ≥ 0,
it follows that there is no multiplier (λ, µ) ∈ R2+ × Θ+ satisfying conditions (i)–(iii) of
Definition 3.1. This means that the KKT condition does not hold at x¯.
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We now check that the AKKT condition holds at x¯. Let λ = (1
2
, 1
2
). We claim that there
exist sequences {xk} ⊂ R2 and {µk} ⊂ R3+ satisfying conditions (A0)–(A2) with respect to
λ. Indeed, let xk = (1+ 1
k
, 0) and µk1 = 0 for all k ∈ N. Then condition (A0) is satisfied and
conditions (A1) and (A2) are equivalent to{
µk2(0,−1) + µ
k
3
(
3
k2
, 1
)
+
(
−2,−5
2
)
→ (0, 0),
1
k3
µk3 → 0,
(3.1)
as k → ∞. Thus, by letting µk2 =
2k2
3
− 5
2
and µk3 =
2k2
3
for all k ≥ 2, we can check
that condition (3.1) holds. This means that sequences {xk} and {µk} satisfy conditions
(A0)–(A2), as required.
The next result shows that, for convex problems of the form (CCVP), the AKKT condition
is not only a necessary optimality condition but also a sufficient one. Recall that problem
(CCVP) is called convex if and only if the functions fi, i = 1, . . . , m, are convex and the
mapping g is Θ-convex, i.e.,
g(tx+ (1− t)y)− tg(x)− (1− t)g(y) ∈ −Θ,
for all x, y ∈ Rn and t ∈ [0, 1].
Theorem 3.5. Assume that problem (CCVP) is convex and x¯ ∈ F . Then, x¯ is a weak
efficient solution of (CCVP) if and only if x¯ satisfies the AKKT condition.
Proof. Thanks to Theorem 3.3, we only need to prove the “if” part. Arguing by contradiction,
assume that x¯ satisfies the AKKT condition but x¯ is not a weak efficient solution of (CCVP).
Hence there exists xˆ ∈ F such that
fi(xˆ) < fi(x¯), ∀i = 1, . . . , m. (3.2)
By the AKKT condition, there exist λ ∈ Rm+ with
∑m
i=1 λi = 1, {x
k} ⊂ Rn and {µk} ⊂ Θ+
satisfying conditions (A0)–(A2). Since fi, i = 1, . . . , m, are convex functions, we have
fi(xˆ) ≥ fi(x¯) + 〈∇f(x¯), xˆ− x¯〉. (3.3)
By the Θ-convexity of g, it is easily seen that 〈µk, g(·)〉 is a convex function. Hence
〈µk, g(xˆ)〉 ≥ 〈µk, g(xk)〉+ 〈∇g(xk)∗µk, xˆ− xk〉, ∀k ∈ N. (3.4)
Multiplying (3.3) by λi and adding up then gives, from (3.4) and the facts that xˆ ∈ F and
µk ∈ Θ+, that
m∑
i=1
λifi(xˆ) ≥
m∑
i=1
λifi(xˆ) + 〈µ
k, g(xˆ)〉
≥
m∑
i=1
λi(fi(x¯) + 〈∇f(x¯), xˆ− x¯〉) + 〈µ
k, g(xk)〉+ 〈∇g(xk)∗µk, xˆ− xk〉
=
m∑
i=1
λifi(x¯) + σk (3.5)
for all k ∈ N, where
σk := 〈µ
k, g(xk)〉+
m∑
i=1
λi〈∇f(x¯), xˆ− x¯〉+ 〈∇g(x
k)∗µk, xˆ− xk〉.
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We claim that σk → 0 as k tends to infinity. Indeed, for each k ∈ N, we have
σk = 〈µ
k, g(xk)〉+
〈
∇g(xk)∗µk +
m∑
i=1
λi∇fi(x¯), xˆ− x¯
〉
− 〈∇g(xk)∗µk, xk − x¯〉.
By conditions (A1) and (A2), the two first terms of σk converge to 0 as k →∞. Moreover,
from condition (A1) it follows that the sequence {∇g(xk)∗µk} is bounded. This and condition
(A0) imply that the last term of σk also tends to 0. Hence σk → 0 as k tends to infinity, as
required.
Now, taking k →∞ in (3.5) yields
m∑
i=1
λifi(xˆ) ≥
m∑
i=1
λifi(x¯). (3.6)
From
∑m
i=1 λi = 1 and (3.2) it follows that
m∑
i=1
λifi(xˆ) <
m∑
i=1
λifi(x¯),
contrary to (3.6). The proof is complete. 
We now introduce some strict constraint qualifications of (CCVP). Recall that a property
P is called a strict constraint qualification (SCQ) of (CCVP) if and only if the implication
AKKT+ P ⇒ KKT (3.7)
is true; see [9, Definition 3.3]. SCQs are important because they are sufficient conditions to
guarantee that limits of AKKT sequences are KKT points. Furthermore, since every local
weak efficient solution satisfies the AKKT condition, the property (3.7) shows that every
SCQ is also a constraint qualification of (CCVP).
The first SCQ of (CCVP) is as follows.
Definition 3.6. We say that x¯ ∈ F satisfies the bounded approximate Karush–Kuhn–Tucker
condition (BAKKT) if and only if there exist a vector λ ∈ Rm+ with
∑m
i=1 λi = 1 and sequences
{xk} ⊂ Rn and {µk} ⊂ Θ+ such that conditions (A0)–(A2) hold and the sequence {µ
k} is
bounded.
Theorem 3.7. If x¯ ∈ F satisfies the BAKKT condition, then so does the KKT condition.
(That is, the BAKKT condition is an SCQ.)
Proof. By assumption, there exist λ ∈ Rm+ with
∑m
i=1 λi = 1, {x
k} ⊂ Rn and {µk} ⊂ Θ+
such that xk → x¯ and
∇g(xk)∗µk +
m∑
i=1
λi∇fi(x¯)→ 0, (3.8)
〈µk, g(xk)〉 → 0, (3.9)
and the sequence {µk} is bounded. Thanks to [13, Theorem 3.16], without loss of generality,
we may assume that µk
w∗
−→ µ as k →∞. Since Θ+ is weak
∗ closed, one has µ ∈ Θ+. Taking
the limit in (3.8) and (3.9) as k →∞, we obtain
∇g(x¯)∗µ+
m∑
i=1
λi∇fi(x¯) = 0 and 〈µ, g(x¯)〉 = 0.
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This means that x¯ satisfies the KKT condition. The proof is complete. 
We next show that if the cone Θ is dually compact, then the Robinson constraint qualifi-
cation is a sufficient condition for the BAKKT condition.
Definition 3.8 (see [38]). We say that x¯ ∈ F satisfies the Robinson constraint qualification
(RCQ) if and only if
0 ∈ int [g(x¯) +∇g(x¯)(Rn) + Θ] .
Remark 3.9. Thanks to [10, Proposition 2.95], the RCQ is equivalent to the following
condition
∇g(x¯)(Rn) + cone (Θ + g(x¯)) = Y. (3.10)
Moreover, if Θ has a nonempty interior, then by [10, Lemma 2.99] the RCQ is equivalent to
the Mangasarian–Fromovitz constraint qualification:
∃d ∈ Rn : g(x¯) +∇g(x¯)d ∈ −int Θ.
Definition 3.10 (see [36, Definition 3.1]). We say that a closed convex cone Θ ⊂ Y is dually
compact if and only if there exists a compact subset K of Y such that
Θ+ ⊂ W(K),
where
W(K) := {y∗ ∈ Y ∗ : ‖y∗‖ ≤ sup{〈y∗, y〉 : y ∈ K}} .
The following remark summarizes some important facts of the dually compactness. For
more information, the readers are referred to [15, 36] and the references therein.
Remark 3.11. (i) The cone Θ is dually compact if and only if there exists a finite subset
P := {y1, y2, . . . , yp} ⊂ Y such that
Θ+ ⊂ {y
∗ ∈ Y ∗ : ‖y∗‖ ≤ max{〈y∗, yi〉 : yi ∈ P}} .
(ii) The cone Θ is dually compact if and only if Θ+ is weak
∗ locally compact.
(iii) If dim Y < ∞ or intΘ 6= ∅, then Θ is dually compact. The converse does not hold in
general. For example, the cone
Θ :=
{
(0, θ1, θ2, . . .) ∈ l2 :
∞∑
k=2
θ2k ≤ +∞
}
has an empty interior, but it is dually compact.
(iv) If Θ is dually compact, then
µk
w∗
−→ 0⇔ µk → 0 for any (generalized) sequence {µk} ⊂ Θ+.
Theorem 3.12. Assume that Θ is dually compact. Let x¯ ∈ F be such that the AKKT
condition and the RCQ are satisfied. Then the BKKT condition holds and so does the KKT
condition.
Proof. Since x¯ satisfies the AKKT condition, there exist λ ∈ Rm+ with
∑m
i=1 λi = 1, {x
k} ⊂
R
n and {µk} ⊂ Θ+ such that x
k → x¯ and
∇g(xk)∗µk +
m∑
i=1
λi∇fi(x¯)→ 0, (3.11)
〈µk, g(xk)〉 → 0. (3.12)
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We claim that the sequence {µk} is bounded. Indeed, if otherwise, then we may assume
without loss of generality that ‖µk‖ → ∞ as k → ∞. For each k ∈ N, put µ˜k := µ
k
‖µk‖
.
Then, ‖µ˜k‖ = 1 for all k ∈ N. Selecting a subsequence if necessary we may assume that {µ˜k}
converges weakly∗ to some µ˜ ∈ Θ+. By the dually compactness, we see that µ˜ is not null.
Indeed, if otherwise, then µk → 0 in norm due to Remark 3.11(iv) and this is not possible
since ‖µk‖ = 1 for all k ∈ N. From (3.11) and (3.12), we have
∇g(x¯)∗µ˜ = lim
k→∞
[
∇g(xk)∗µ˜k +
1
‖µk‖
m∑
i=1
λi∇fi(x¯)
]
= 0,
〈µ˜, g(x¯)〉 = lim
k→∞
〈µ˜k, g(xk)〉 = 0.
Therefore
〈µ˜,∇g(x¯)d+ t(θ + g(x¯))〉 = 〈∇g(x¯)∗µ˜, d〉+ t〈µ˜, g(x¯)〉+ t〈µ˜, θ〉
= t〈µ˜, θ〉 ≥ 0,
for all d ∈ Rn, θ ∈ Θ and t ≥ 0. This means that
〈µ˜,∇g(x¯)d+ v〉 ≥ 0, ∀d ∈ Rn, v ∈ cone (Θ + g(x¯)).
Thanks to (3.10), we obtain
〈µ˜, y〉 ≥ 0, ∀y ∈ Y.
This implies that µ˜ = 0, a contradiction. Hence the sequence {µk} is bounded. The poof is
complete. 
The following example shows that the BAKKT condition does not imply the RCQ condi-
tion.
Example 3.13. Consider the following problem:
min f(x)
s.t. x ∈ F := {x ∈ R2 : g(x) ∈ −Θ},
where Θ = R3+ and
f(x) = x1, g(x) = (g1(x), g2(x), g3(x)), g1(x) = −x1, g2(x) = −x2, g3(x) = x2,
for all x = (x1, x2) ∈ R
2. Then we have that the feasible set is F = R+ × {0} and x¯ = (0, 0)
is a minimum point of f on F . Since
∇f(x¯) = (1, 0),∇g1(x¯) = (−1, 0),∇g2(x¯) = (0,−1),∇g3(x¯) = (0, 1),
it is easy to check that x¯ satisfies the KKT (BAKKT) but not the RCQ condition.
We are now introducing the weakest SCQ associated with the AKKT condition called the
AKKT-regularity. Let K(·, ·) : Rn × R+ ⇒ R
n be a set-valued mapping defined by
K(x, r) :=
{
∇g(x)∗µ : µ ∈ Θ+, |〈µ, g(x)〉| ≤ r
}
, ∀x ∈ Rn, r ∈ R+.
The set K(x, r) is as a perturbation of K(x¯, 0) around a given point (x¯, 0). This set is always
nonempty and convex. Moreover, we have K(x, αr) = αK(x, r) for all α > 0.
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Definition 3.14. We say that the AKKT-regularity holds at x¯ ∈ F if and only if the
set-valued mapping K(·, ·) is outer semicontinuous at (x¯, 0), that is,
Lim sup
(x,r)→(x¯,0)
K(x, r) ⊂ K(x¯, 0), (3.13)
where
Lim sup
(x,r)→(x¯,0)
K(x, r) := {w¯ : ∃ (xk, rk, w
k)→ (x¯, 0, w¯) with wk ∈ K(xk, rk), ∀k ∈ N}.
The following theorem shows that the AKKT-regularity is the weakest SCQ.
Theorem 3.15. A feasible point x¯ is the AKKT-regularity if and only if for every continu-
ously differentiable objective function f in (CCVP) such that the AKKT condition holds at
x¯, we have that the KKT condition also holds at x¯.
Proof. (⇒) : Assume that the AKKT-regularity holds at x¯ ∈ F and f is an arbitrary
continuously differentiable objective function such that the AKKT holds at x¯. Then, there
exist λ ∈ Rm+ with
∑m
i=1 λi = 1, {x
k} ⊂ Rn and {µk} ⊂ Θ+ such that x
k → x¯ and
∇g(xk)∗µk → −
m∑
i=1
λi∇fi(x¯), (3.14)
〈µk, g(xk)〉 → 0. (3.15)
For each k ∈ N, put rk := |〈µ
k, g(xk)〉| and wk := ∇g(xk)∗µk. Then, we have wk ∈ K(xk, rk)
for all k ∈ N. From (3.14), (3.15) and the AKKT-regularity it follows that
−
m∑
i=1
λi∇fi(x¯) ∈ K(x¯, 0).
Hence x¯ satisfies the KKT condition.
(⇐) : Let x¯ ∈ F . Assume that for any continuously differentiable objective function f in
(CCVP) such that if the AKKT condition holds at x¯, then the KKT condition also holds at
this point. We claim that x¯ satisfies the AKKT-regularity, i.e., the inclusion (3.13) holds.
Indeed, let w¯ be an arbitrary element in the left-hand side of (3.13). Then, there exists a
sequence {(xk, rk, w
k)} converging to (x¯, 0, w¯) such that wk ∈ K(xk, rk) for all k ∈ N. Hence,
for each k ∈ N, there exists µk ∈ Θ+ such that
wk = ∇g(xk)∗µk and |〈µk, g(xk)〉| ≤ rk.
Let f be the linear function defined by f(x) = −〈w¯, x〉 for all x ∈ Rn. Since wk → w¯ and
∇f(x¯) = −w¯, one has
∇g(xk)∗µk +∇f(x¯)→ 0.
Moreover, since rk → 0, we have 〈µ
k, g(xk)〉 → 0. By assumption, the KKT condition holds
at x¯, i.e., there exists µ ∈ Θ+ such that
∇g(x¯)∗µ+∇f(x¯) = 0 and 〈µ, g(x)〉 = 0.
Hence
w¯ = −∇f(x¯) ∈ K(x¯, 0),
as required. 
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We finish this section by presenting an example to show that although the AKKT-
regularity is the weakest constraint qualification associated with the AKKT condition, this
condition alone does not imply the RCQ one.
Example 3.16. Let the feasible set F of (CCVP) be defined by
F := {x ∈ R2 : g(x) ∈ −Θ},
where
g(x) = (g1(x), g2(x)), g1(x) = x1, g2(x) = x
2
1, ∀x = (x1, x2) ∈ R
2,
and Θ = {0} × R+. Clearly, x¯ = (0, 0) ∈ F . By direct calculations, we get
∇g1(x) = (1, 0),∇g2(x) = (2x1, 0), ∀x = (x1, x2) ∈ R
2, (3.16)
and Θ+ = R× R+. Hence
g(x¯) +∇g(x¯)(Rn) + Θ = R× R+.
This implies that (0, 0) is not an interior point of g(x¯) +∇g(x¯)(Rn) +Θ, i.e., the RCQ does
not hold at x¯.
Now let us prove that the AKKT-regularity holds at x¯. Since (3.16), we have
K(x, r) = {(µ1 + 2x1µ2, 0) : µ1 ∈ R, µ2 ∈ R+, |µ1x1 + µ2x
3
1| ≤ r}, ∀x ∈ R
2, r ∈ R+,
K(x¯, 0) = {(µ1, 0) : µ1 ∈ R} = R× {0}.
Clearly, K(x, r) ⊂ K(x¯, 0) for all x ∈ R2 and r ∈ R+. Thus the AKKT-regularity holds at
x¯.
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