Abstract: Robotic fish are ideal for surveying fish resources and performing underwater structural inspections. If a robot is sufficiently fishlike in appearance and does not use a screw propeller, real fish will not be easily surprised by it. However, it is comparatively difficult for such a robot to determine its own position in water. Radio signals, such as those used by GPS, cannot be easily received. Moreover, sound ranging is impractical because of the presence of rocks and waterweed in places where fish spend a lot of time. For practical applications such as photographing fish, a robotic fish needs to follow the target fish without losing awareness of its own position, in order to be able to swim autonomously. We have developed a robotic fish named FOCUS (FPGA Offline Control Underwater Searcher) which is equipped with two CMOS cameras and a field-programmable gate array (FPGA) circuit board for data processing. The forward-facing camera is used to track red objects, since this is the color of the fish of interest. In addition, using visual information obtained with the bottom-facing camera, the robot can estimate its present position. This is achieved by performing real-time digital image correlation using the FPGA. However, until now, the position estimation accuracy has been poor due to the influence of yaw and roll. In the present study, the position estimation method has been greatly improved by taking into account the yaw and roll values measured using gyro sensors.
Introduction
The influence of global warming and acid rain is gradually changing the water quality in rivers and lakes. One method of checking water quality is by determining the amount of dissolved oxygen. Another approach is to investigate the number of creatures living in the water, and the species that are present. Creatures that can only thrive in good-quality water will not be found when the water quality is bad. Therefore, the water quality can be evaluated by classifying the species of living creatures such as fish.
Rather than have researchers enter the water to survey fish species, one interesting approach is to use a robotic fish that is capable of photographing real fish. Such a robot should be as small as possible in order to avoid frightening the target fish. It must also be able to swim autonomously and to track and photograph the target fish for the required period of time. After this, it can be retrieved and its data transferred to a computer. To achieve this level of autonomy, the robot must be constantly aware of its own position.
A number of underwater robots such as robotic fish have already been developed [1] [2] [3] [4] [5] [6] , including by our group [7] [8] [9] . In an event held in the Suma Aqualife Park in Japan, it was found that aquarium fish were not frightened by robotic fish when they were placed in the same water tank [10] . Another advantage of robotic fish is that they can swim even in constricted areas where conventional underwater robots used for oceanographic surveys cannot enter [11] [12] [13] [14] [15] [16] . In addition, since their propulsion system is a fin just like in real fish, it does not become entangled in waterweed. However, the performance of a fin is still inferior to that of a screw propeller, and we are currently investigating ways of improving this. We are also comparing the propulsion mechanisms of real fish and robotic fish [17] [18] [19] [20] [21] .
As stated earlier, the goal is to develop a robotic fish that is capable of identifying and photographing real fish. There are several methods by which such identification could be performed, such as using color information, shape information, and motion information. Of these, by far the simplest method is to identify fish based on their color, and this is the approach that we have been pursuing [22] . As we plan to evaluate the effectiveness of this method in the near future by tracking young carp, whose bodies are red, the present study focuses on identifying red objects.
The robotic fish used in this study is referred to as FOCUS (FPGA Offline Control Underwater Searcher), and is equipped with two small CMOS cameras and a field-programmable gate array (FPGA). It can track a red target autonomously using a forward-facing camera. A second CMOS camera points downwards and is used by FOCUS to identify its own position. Position estimation can be difficult underwater because radio signals such as those used by GPS cannot be easily received. Moreover, sound ranging is impractical because of the presence of rocks and waterweed in places where fish spend a lot of time, and the difficulty of accurately positioning sound sources. For these reasons, we have taken the approach of position estimation using visual images of the floor at the bottom of the water [23, 24] . This is achieved using digital image correlation (DIC), which has proved useful in a variety of fields [25, 26] . If the water is clear and shallow, this method is considered to be potentially simpler and more effective than approaches such as sound localization and particle filters [27] [28] [29] . In the present study, in order to improve the accuracy of position estimation using DIC, the effects of yaw and roll are taken into account using data from gyro sensors installed in the robotic fish.
Robotic Fish FOCUS

Structure of FOCUS
There has been a great deal of research on the propulsion method used by underwater creatures such as fish, which involves their caudal (tail) fin [30] [31] [32] [33] . Fish generate a reverse Karman vortex street which allows them to swim fast and efficiently, and they move their entire body flexibly. Based on results previously obtained using test models, we believe that the flexibility of the caudal fin is an important factor for improving the propulsive performance of robotic fish. For this reason, FOCUS is equipped with a caudal fin made of a flexible material. Figure 1 shows a photograph of FOCUS, and a schematic of its internal structure is shown in Figure 2 . The robot has both forward-and downward-facing CMOS cameras. A 3D gyroscope with two bi-axial gyro sensors is installed to measure the pitch, roll and yaw motions of the robot. Image processing and motion control are carried out using an FPGA board containing a Spartan-6 XC6SLX9 (Xilinx Inc., San Jose, CA, USA). The outer shell is constructed from acrylic parts. The caudal fin is connected to the main body by a single joint, in which a magnetic actuator is installed, as illustrated in Figure 3 . The coil in the actuator has 2000 turns of polyurethane wire with a diameter of 0.12 mm, and has a resistance of 175 Ω. A spherical neodymium magnet is installed inside the coil, and when a current passes through the coil, the tail fin attached to the magnet is driven by an electromagnetic force. A lithium polymer battery (3.7 V, 1,000 mAh) is used as the electric power source. Power is supplied to the magnetic actuator for the fin drive through an H-bridge circuit containing a power MOSFET (SP8M4). The servomotor (Tahmazo TS-1002) in the depth control system is driven by the electric power from the same battery, and receives commands from the FPGA board. Figure 4 shows a schematic diagram of the depth control system. When the weight is moved forward, the robot sinks, and when it is moved backwards, the robot rises. 
The magnetic actuator is controlled by signals from the FPGA. By outputting an alternating positive and negative voltage, the attached fin can be made to swing from side to side. The pulse-width-modulation duty ratio set by the VHDL program in the FPGA determines whether the robot swims straight ahead or turns right or left.
Target Tracking Method
The forward-facing camera on the head of the robot for target tracking has a resolution of 128 pixel × 96 pixel (Sub-QCIF), and the image data in RGB565 format are sent to the FPGA memory at 30 frames per second. The robotic fish can autonomously determine the correct traveling direction to track a red target based on the visual information obtained from the camera. It attempts to bring the center of the red area into the center of its own field of view, as shown in Figure 5 . The procedure is as follows. For an image containing a red target, a summation (ΣX) is made of the X coordinates of pixels identified as red, for all pixels from the upper left to the lower right in Figure 5 . The centroid X g in the X direction for the red region is then determined by dividing ΣX by the total number of red pixels N. If X g is larger than 80 pixels, the robot turns right, and if it is smaller than 48 pixels, it turns left. Otherwise, it swims straight. A similar analysis is carried out in the Y direction to determine whether the robot should rise, sink or swim level.
The ability of FOCUS to track a red target was experimentally investigated. The results are shown in Figure 6 , and it was confirmed that tracking could be carried out successfully. The average swimming velocity of the robotic fish was 123 mm/s, which was obtained by measurements of 50 times target tracking swim experiment. The angular velocity of the robotic fish is 0.52 rad/s. When the target movement exceeds the kinematic performance of the robot, it becomes impossible to track the target. 
Position Estimation
To evaluate the position estimation capability of FOCUS, a launcher containing the robot was placed in a tank with a length of 900 mm, a width of 450 mm, and height of 450 mm, which contained tap water, as illustrated in Figure 7a . The robotic fish swam horizontally without a target, at a distance of 100 mm from the bottom of the tank, which was lined with eight A4 size photographs of small pebbles in a river. The composite image is shown in Figure 7b ; its dimensions were 796 mm × 576 mm. The accuracy of the position estimation technique was evaluated using a motion capture camera mounted above the water tank, which acquires 8-bit RGB images. Figure 8 shows a flow chart of the motion capture process. Its purpose was to track the center position of the red robotic fish. The color of each pixel was evaluated, and if R > 10, R > 8G, and R > 8B then the pixel was judged to be red. Since the camera acquired images at 30 frames per second, the location of the robot could be determined at intervals of approximately 33.3 ms.
The method used by the robotic fish to estimate its position is as follows. The downward-facing camera captures images of the pebble pattern at a resolution of 64 pixel × 64 pixel. For the first image, the 32 pixel × 32 pixel central region is extracted and stored in the FPGA memory. After about 33 ms, a second 64 pixel × 64 pixel image is captured and stored in the FPGA. This 64 pixel × 64 pixel image can be thought of as containing a total of 1,089 (33 × 33) unique sub-images with dimensions of 32 pixel × 32 pixel, one of which correlates most closely with the first 32 pixel × 32 pixel image. Identifying this sub-image yields the distance (∆X, ∆Y) that the robotic fish swam during the 33-ms interval. To evaluate the correlation between images, the residual sum of squares was used:
where R fg is the correlation value, f is the luminance at pixel (X i , Y j ) in the first 32 pixel × 32 pixel image, g is the luminance at pixel (X i , Y j ) in the candidate region in the second image, and N is the number of pixels (32) in the X and Y directions. Figure 9 shows the flow chart to get the distance of ∆X, ∆Y. As the robotic fish swims, it is subject to yaw and roll motions. This can bring about a situation in which the most highly correlated region of the second image is far from the image center, or in extreme cases, is not contained within the 64 pixel × 64 pixel image at all. This can lead to a large increase in the number of correlation calculations that must be performed. This is particularly true for roll motion. However, increasing the number of candidate images considered is difficult due to the limited memory and number of multipliers in the FPGA. Therefore, to compensate for the effects of yaw and roll, the X and Y coordinates in the second image were transformed using the yaw and roll angles θ yaw and θ roll , respectively, obtained by integrating the angular velocities measured by the gyro sensors. We used LPR503AL and LPY503AL as gyro sensors. The moving average method was used to remove the sensor's drift. Figure 10 shows the method used for yaw compensation, and Figure 11 shows the case for both yaw and roll compensation. Although the yaw and roll angle calculations can be performed in the FPGA, and the position can be estimated, the robot cannot output the full set of results, including the raw DIC results, those following yaw compensation, and those following yaw and roll compensation. Since all of this information is needed in order to evaluate the relative effectiveness of the different position estimation methods, the robot outputs the X, Y, θ yaw and θ roll values to a notebook computer, which can also perform the position estimations. Thus, all of the data required to evaluate the effectiveness of the different methods can be obtained in a single swimming experiment. Figure 12 shows the results of the accuracy evaluation experiment. In the absence of a tracking target, the robot tends to drift left or right due a slight imbalance in the horizontal forces produced by the magnetic actuator. In this experiment, it exhibited a small deviation to the left. The red curve represents the actual trajectory captured by the motion capture camera. The black curve indicates the trajectory determined using DIC only, and it is seen to deviate from the actual position. In contrast, the trajectory estimated using yaw and roll compensation (blue curve) is close to the true trajectory. In the next experiment, the robotic fish was guided in a rightward arc using a red target object as shown in Figure 13a . The experimental results are shown in Figure 13b . Again, the blue trajectory obtained using yaw and roll compensation is closest to the actual trajectory shown in red. It should be noted that yaw compensation could also be performed by using a DIC method that takes image rotation into account. However, the results of several experiments indicated that the method based on gyro sensor measurements was superior.
For a robotic fish to be used under real environmental conditions, it is necessary to consider the effects of flowing water, particularly in rivers. To simulate these kinds of conditions, a screw propeller was placed in the water tank to produce a flow across the trajectory of the robot, as shown in Figure 14a . The robotic fish was again guided towards the opposite wall using a red target. When the robot enters this cross flow, it is knocked off balance because the hydraulic force acts on a point some distance from its center of gravity. However, as seen in Figure 14b , the trajectory obtained using yaw and roll compensation is quite close to the true trajectory. There are a lot of factors for the position errors; such as DIC, drift of gyro sensor, pitch motion and man-made errors. It is extremely important to reduce the error from the large error factor. Therefore, the magnitude relation among the errors should be clarified.
Conclusions
A small robotic fish (FOCUS) equipped with two CMOS cameras and an FPGA was fabricated in order to test its ability to swim autonomously in clear shallow water. The forward-facing camera was used to track and follow target objects. The downward-facing camera was used by the robot to estimate its position based on a DIC technique, and gyro sensors were installed to provide yaw and roll information. It was found that using DIC alone, with no consideration for image rotation due to yaw, the robot could not estimate its position accurately. However, the accuracy was greatly improved when both the yaw and roll values obtained by the gyro sensors were taken into account. Good experimental results were obtained for free swimming, guided swimming, and swimming through a cross flow.
The experiments in this study were performed at a constant distance from the bottom of the water tank. In future work, the effectiveness of the position estimation method will be evaluated in situations where the robotic fish is changing its vertical position.
