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Hydrogen is seen by many to be the solution to our current energy, environmental, 
and security woes. However, a successful transition from an oil-based economy to a 
hydrogen-based economy would only be possible with sustainable and viable 
hydrogen production technologies. In this thesis, the development of nanocatalysts for 
hydrogen production via the catalytic partial oxidation (CPO) of methane (potential 
short term technology) and the steam reforming (SR) of ethanol (potential long term 
technology) will be described.   
In the first part, a series of Ni(x)Co(y) (where x, y are the respective metal 
loadings of 0, 1, 2 or 3 wt.%; x + y = 3) salt-derived catalysts, supported on 
CaAl2O4/Al2O3, were prepared either by the conventional incipient wetness 
impregnation method or by an ultrasound assisted method. These catalysts were tested 
for activity for the CPO of methane to hydrogen/syngas. Results show that Ni(2)Co(1) 
has the highest activity and selectivity among all the catalysts tested, even better than 
that of Ni(3), which is a current catalyst of choice. In addition, Ni(2)Co(1) is also 
shown to be relatively resistant to coking. This finding would be helpful in future 
designs of highly active and coke-resistant catalysts for hydrogen production from 
CPO of methane. 
In the second part, three different organometallic cluster-derived Ru and Ru-Pt 
catalysts, supported on γ-Al2O3, were prepared. Their catalytic performances for the 
SR of ethanol were evaluated, and were compared with those of their conventional 
salt-derived counterparts. The cluster-derived catalysts were found to be vastly 
superior to the conventional counterparts in both catalytic activity and selectivity to 
hydrogen, outperforming even a Co/ZnO catalyst which was reported to be one of the 
 v
best catalysts for this reaction. Although all three cluster-derived catalysts exhibit 
similar activity and selectivity, it appears that the presence of Pt might help to reduce 
the rate of coking. Our results would be useful in designing highly efficient ethanol 
SR catalysts, especially for low-temperature applications such as on-board hydrogen 
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CHAPTER 1: INTRODUCTION 
 
1.1. Towards a hydrogen-based economy 
1.1.1. Background 
Petroleum, by far our main source of energy over the past century, will inevitably 
run out. It is not a question of if, but rather a question of when. Petroleum reserves 
estimates often vary, for various reasons; these might be due to the inherent 
uncertainty of statistical estimates, to differences in definitions, data collection and 
evaluation methods, and sometimes, even due to political considerations.1,2 Perhaps 
worryingly, some studies have predicted that we are approaching, if not already past, 
the peak petroleum production.2-5  
Of course, energy saving strategies and technologies can be introduced to 
conserve the world’s petroleum reserves. The petroleum that we would exhaust in 
about two centuries was formed over hundreds of millions of years. Indeed, as the 
famous Russian chemist Dmitry Mendeleev had remarked in the 1880s about the 
burning of this precious resource, “One can heat by burning banknotes too.”6 More 
should thus be done to conserve this precious resource. For example, it is estimated 
that only about less than 1% of fuel energy is used to actually move the driver of a 
passenger car.7 Considerable fuel economy can be achieved by simply constructing 
lighter vehicles, by running engines at their most efficient speeds, or by introducing 
automatic fuel cut off when the engine is idle.8 Another way to conserve petroleum is 
by blending it with renewable fuels like ethanol, a practice that has been introduced in 
countries such as Brazil, Canada, China, Thailand and the United States.8,9  
While energy conservation measures are necessary, they would merely buy us 
some time before the world’s petroleum supply runs dry. Alternatives would still have 
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to be sought. Besides, petroleum and other fossil fuels are notorious pollutants, 
combusting to release large amounts of pollutants such as nitrogen oxides, ozone, soot, 
carbon monoxide and carbon dioxide. These pollutants either contribute to global 
warming or result in the formation of photochemical smog and acid rains. Studies 
have suggested that if today’s surface traffic fleet were all converted to hydrogen fuel-
cell powered vehicles or hybrid vehicles, significant improvements in air quality and 
climate, along with lowering of health costs, can be expected.10,11 Increasingly, 
governments are facing pressure to cut down on the emission of environmental 
pollutants and to switch to environmentally-friendlier power sources. 
Finally, there are national security concerns that governments have about an over-
reliance on petroleum. Conflicts in the Middle East (such as Iraq’s invasion of Iran in 
1980, and more recently, the Gulf Wars in 1990 and 2003) have resulted in wildly 
fluctuating oil prices, affecting economies around the world.8,12,13 As the situation in 
this oil-rich region gets increasingly unstable, governments are now more aware of 
the fact that they could potentially be held ransom by a handful of oil-producing 
countries. In addition, petroleum facilities are obvious targets for terrorists, raising 
further security concerns. Attacks, even at a small-scale, on any of the world’s key oil 
terminals, refineries, pipelines, ports, or shipping lanes could be potentially 
devastating and economically crippling.8        
With the above factors taken together, there is an evident need to shift away from 
a petroleum-based economy. Various avenues, including alternative fuels as well as 





1.1.2. Hydrogen as a fuel – Advantages and problems to implementation 
Over time, as we move from coal to oil to natural gas, the atomic hydrogen:carbon 
ratio increases from ≤1 to ~2 to 4. This trend of de-carbonization and hydrogenation 
naturally points to hydrogen as the next fuel in line.14 While many people would 
probably not think of hydrogen as a fuel, it has actually been in use for a long time. 
As early as in the 19th century, “coal gas”, which is actually a mixture containing 
about 50% H2, was widely used for lighting.15 
Today, it is still only for space programmes that hydrogen is really used as a fuel. 
This reluctance to accept hydrogen as a fuel might be due to a belief that hydrogen is 
too dangerous, a “myth” probably fanned by the infamous explosion of the airship 
Hindenburg. While hydrogen was indeed used to keep the Hindenburg buoyant, 
studies by retired NASA scientist Addison Bain and his ex-colleagues have suggested 
that it was actually the extreme flammability of the envelope fabric which led to the 
disaster.12,16,17 In fact, hydrogen is actually believed to be as safe, if not safer, than 
any of the fuels commonly used today.12,17 With its very low density (~ 14.4 times 
less dense than air) and its relatively high diffusivity (~ 4 times more diffusive than 
natural gas, ~ 12 times more diffusive than gasoline vapor), any leaking hydrogen is 
rapidly dispersed from its source.  
The clean burning of hydrogen is one of the main reasons behind its attractiveness 
as a fuel. Hydrogen combusts cleanly, giving water as the sole product (Eq. 1.1). 
Pollutants such as carbon monoxide, carbon dioxide and soot are all not released. 
Hydrogen is thus a very attractive fuel from an environmental standpoint. 
H2 + ½O2 → H2O  (1.1)    
In addition, the use of hydrogen would also avoid many of the problems 
associated with accidental release of fossil fuels. For example, when the Exxon Valdez 
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ran aground in 1989, approximately 11,000,000 gallons of oil were spilled, causing 
great environmental damage.18 On the other hand, if a liquid hydrogen spill was to 
occur, the hydrogen would just evaporate and be dispersed almost immediately. 
Another advantage is that hydrogen can used to power fuel cells. The fuel cell’s 
efficiency is not limited by the Carnot cycle, unlike conventional heat engines.19, 20 As 
such, the efficiency of a hydrogen fuel cell vehicle can be more than 50% greater than 
a gasoline-powered internal combustion engine vehicle.12    
Of course, for any substance to be used as a fuel, its energy content must be 
sufficiently high. Hydrogen, in fact, contains more chemical energy per unit mass 
than any other known substance, about three to five times more than fossil fuels like 
natural gas or petroleum.12 However, due to its very low density, hydrogen’s 
volumetric energy is rather low. For example, the energy content of hydrogen at 
10,000 psi is about 4.4 MJ/L, in comparison with an energy content of 36.1 MJ/L for 
gasoline.19 To encourage wide-spread use of hydrogen vehicles, the U.S. Department 
of Energy has projected that energy density targets of 9.72 MJ/L and 10.8 MJ/kg for 
hydrogen storage systems must be met by 2015. 
 Even if these targets are met, any successful transition into the hydrogen 
economy would not be possible without a reliable and economically viable method of 
large-scale hydrogen production. This is because hydrogen is not found in its pure 
form on Earth, and would have to be extracted from various hydrogen-containing 
compounds. The development of nanostructured catalysts for hydrogen production 





1.2. Hydrogen production 
Although hydrogen is the most abundant element in the universe, it is Earth’s 
ninth most abundant element, and is found only combined with oxygen, carbon and 
other elements. As mentioned in the previous section, hydrogen must first be 
extracted from these hydrogen-containing compounds, which of course, requires 
energy from some primary energy source. The energy used for this extraction is stored 
in hydrogen as chemical energy, and it is in this manner that hydrogen acts as a 
secondary energy carrier.  
Hydrogen can be produced by several methods, including the electrolysis or 
photolysis of water, and the thermochemical reforming of hydrocarbons.  
 
1.2.1. Hydrogen production by the electrochemical splitting of water 
It has long been known that electricity can be used to split water, producing 
hydrogen and oxygen. An electrolyzer is a simple device, consisting of two half-cells 
that are separated by a gas-impermeable electrolyte membrane.19 In the anode half 
cell, water is oxidized to oxygen and protons, and it is on the cathode side where 
reduction of protons to hydrogen occurs. 
In fact, the British scientist Sir William Grove had demonstrated as early as in 
1839, the electrolysis of water, and later in the same year, the recombination of 
hydrogen and oxygen to produce electricity.21,22 Today, electrolysis is used to produce 
a small percentage of hydrogen, especially where high hydrogen purity is 
required.12,15  
A great advantage of this technique lies in the fact that renewable sources of 
energy can be used to generate electricity for water splitting. For example, we do not 
need to rely on thermal energy from the combustion of fossil fuels; instead, wind 
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energy, wave energy, or nuclear energy can be used. (Solar energy can also be used, 
but this will be discussed within the context of the next sub-section.) Electrolysis is, 
however, an energy-intensive method and would be very costly if used to produce 
hydrogen on large-scale.19 Nonetheless, since electrolyzers are relatively easy to scale 
down, electrolysis would be probably one of the more promising methods for use at 
hydrogen fueling stations to meet the fuelling needs at the initial stages of a hydrogen 
fuel cell vehicle market.12  
 
1.2.2. “Solar-powered” hydrogen production 
The Sun provides 178,000 TW/year of renewable energy (current global energy 
consumption is just ~13 TW/year), making it ideal for powering large-scale clean fuel 
productions.23  
In photobiological systems, photosynthetic microbes are used to harness solar 
energy to produce hydrogen from water or other substrates.12 For example, 
anoxygenic photosynthetic hydrogen production can be carried out using purple 
nonsulfur24 (PNS) or green sulfur25 (GS) bacteria. In the absence of oxygen, these 
microbes lack the oxidizing potential to produce hydrogen from water, but are still 
able to extract protons and electrons from other substrates such as carbohydrates and 
organic acids.23 This method may thus be adaptable to the production of hydrogen 
from carbohydrate-rich wastewater, as suggested by several studies.26 Alternatively, 
oxygenic photosynthesis can also be carried out using cyanobacteria27 or certain green 
algae28 to produce hydrogen from water, by harnessing solar energy. This method has 
an advantage over the anoxygenic process in its higher photosynthetic efficiency.23 
The low light to hydrogen efficiencies (~1-2 %) that is currently achieved with 
photobiological systems is perhaps still prohibitive for widespread commercialization 
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of this technology. Studies to improve hydrogen production efficiencies are underway, 
with notable success achieved using molecular genetics.23 Also, photobiological 
systems have poor scalability. The “self-shading effect” of a large volume of culture 
would seriously limit the intensity and distribution of light received by the microbes.29 
Large-scale production of hydrogen might thus prove difficult. The anoxygenic 
photosynthetic method faces an additional problem of being oxygen-sensitive. For 
example, in the presence of oxygen, hydrogen production activity of the 
R. sphaeroides (a PNS bacteria) stops.29 
Hydrogen can also be produced by photoelectrochemical systems, in which solar 
energy is used to split water by means of certain semiconducting materials or 
devices.15,20 While conventional semiconductors like Si and GaAs can be used, metal 
oxide semiconductors are today’s most promising materials for the fabrication of 
photoelectrodes.30 Again, the current efficiency of the system is still rather low; the 
best reported efficiency for stable solar-driven hydrogen production using metal oxide 
photoelectrodes being about 2 %.30 While it should be mentioned that current multi-
band gap semiconductor-electrolyte systems have achieved much higher efficiencies 
(Licht et al.31 reported an 18 % efficiency with an AlGaAs/Si RuO2/Pt system), it is 
clear that more research has to be done in order to increase solar absorbance, as well 
as to improve the stability of the photoelectrodes to corrosion.  
 
1.2.3. Thermochemical production of hydrogen 
Today, hydrogen is produced principally through the steam reforming of natural 
gas.32 Steam reforming, together with other thermochemical reforming technologies, 
form a main class of hydrogen production method. This is also the class of methods 
that will make up the subject of this thesis, and hence, a more in depth discussion will 
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be given in the subsequent chapters. Briefly, the aim in thermochemical methods is to 
oxidize the carbon of the hydrocarbon feedstock to form carbon monoxide or carbon 
dioxide, thereby releasing hydrogen in the process. This is typically achieved by 
passing the hydrocarbons over a catalyst at elevated temperatures, in the presence of 
some oxidants. Oxygen, steam or carbon dioxide may be used, either singly or in 
combination. In general, these methods produce hydrogen together with a mixture of 
other gases, including steam, carbon dioxide, carbon monoxide and various 



















1.3. Preparation of supported catalyst: An overview 
The development of heterogeneous catalysts is of great industrial importance. This 
is because a heterogeneous catalytic phase can be easily separated from the products, 
and thus, such a system is particularly well-suited for use in continuous reactors. It is 
well-established that the activity of a heterogeneous catalyst is size-dependent. For a 
fixed mass of catalyst, the smaller the individual particles, the greater the total surface 
area – hence number of active sites – exposed to the substrate and thus, higher the 
activity. In fact, for metallic catalysts with diameters of 1-1.5 nm, essentially all the 
atoms can be considered as being exposed to the reactants.33 Unfortunately, such 
small metallic particles are often susceptible to sintering, which leads to rapid 
denaturing of the catalyst and a lost in catalytic activity after just a few cycles.  
The common strategy adopted in most heterogeneous systems, in a bid to prevent 
the coalescence of particles, is to use supported catalysts. By anchoring the small 
metallic nanoparticles to supports, one hopes that sintering can be prevented, or in the 
very least, hindered to a significant extent. Supports that are commonly used include 
inorganic oxides (e.g. alumina34 and silica35), inorganic-organic hybrid materials,36 
carbon nanotubes,37 polymers38 etc.  
As mentioned in the preceding section, we will only be concerned with the 
development of catalysts for thermochemical methods of hydrogen production. One 
aspect of this thesis will be to look at the production of hydrogen using two different 
thermochemical methods, more specifically, the methane partial oxidation and the 
ethanol steam reforming reactions. The other aspect will be to examine the effects that 
different preparation methods have on the performance of supported thermochemical 
reforming catalysts. Three catalyst preparation methods are described briefly below. 
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1.3.1. Incipient wetness impregnation method 
The incipient wetness impregnation method is the most straightforward amongst 
the three methods described here. Basically, an aqueous salt solution of the desired 
supported metal is first prepared. This solution is impregnated into the pores of the 
support material, forming a thick paste. This paste is dried, and then calcined in a 
furnace to give supported metallic or metallic oxide particles.39  
If two or more metallic components are desired, an aqueous solution containing 
salts of the respective metals can be used. Alternatively, the impregnation of one 
component can be first performed, followed by that of the second. In some instances, 
the order of impregnation of the two bimetallic components was reported to have an 
effect on the catalyst’s performance.40 In this thesis, we have used exclusively the 
former method when preparing bimetallic impregnation catalysts.     
The simplicity of the incipient wetness impregnation method leads to its 
widespread use in catalytic studies. Unfortunately, this preparation method does not 
offer us good control of the supported nanoparticles that are formed, which might 
result in a poor size distribution. In the case of bimetallic catalysts, control over the 
nanoparticles’ composition is even poorer. As the surface-ion interactions are likely to 
differ for different metals, the individual nanoparticles thus formed are often not of 
the same bimetallic ratio as that of the prepared solution. In other words, instead of 
obtaining supported nanoparticles that are all of the same stoichiometry, a statistical 
distribution of bimetallic compositions often results. This leads to difficulties in 
developments of bimetallic catalysts, especially for structure- and stoichiometry-




1.3.2. Ultrasound-assisted methods 
In recent years, there has been increasing use of ultrasound-assisted methods to 
synthesize nanocatalysts. The ability of ultrasound to enhance or alter certain 
chemical reactions has been attributed to imploding bubbles, a phenomenon known as 
cavitation.41,42 Cavitational bubbles can be formed whenever the pressure within a 
liquid falls sufficiently lower than its vapor pressure, which might occur, for example, 
during boiling, laser heating, or ultrasound irradiation. Though the growth and 
dynamics of cavitational bubbles are relatively well-understood, the actual 
mechanisms for the enhancement of sonochemical reactions are still the subject of 
debates. The currently more accepted “hot-spot” theory holds that the implosion of a 
cavitational bubble leads to adiabatic heating of its contents, concentrating enormous 
amounts of energy within a very small volume. Both theoretical calculations and 
experimental determinations of the actual temperatures and conditions of a collapsed 
bubble have proved difficult. It has, however, been estimated that in homogeneous 
liquids, the collapse of bubbles in a multi-bubble cavitation field produces hot spots 
with effective temperatures of ~5000 K and pressures of ~1000 atmospheres.42-44 
At these extreme conditions, it is possible for the ligands of organometallic 
compounds within a cavitating bubble to be sonochemically stripped, yielding 
metallic particles.45,46 If these same compounds are sonicated in the presence of 
polymeric stabilizers (eg. Polyvinylpyrrolidone (PVP)) or inorganic supports 
(eg. silica or alumina), it is possible to trap the metal clusters before they agglomerate. 
In this way, nanocatalysts can be easily synthesized. For example, a nanostructured 
Fe-SiO2 supported catalyst was prepared in this manner by Suslick et al.46 The 
catalyst was tested for catalytic activity in the Fischer-Tropsch synthesis reaction, and 
it was found that the sonochemically prepared was an order of magnitude more active 
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than a comparable supported iron catalyst prepared using the conventional incipient 
wetness method (see Fig. 1.1). 
 
 
Fig. 1.1. Catalytic activities for Fischer-Tropsch synthesis of sonochemically and 
conventionally prepared supported iron catalysts as a function of temperature. 
(Reprinted from reference 46, copyright 1995, with permission from Elsevier.) 
Gedanken and co-workers have also reported the preparation of a TiO2 supported 
Ru catalyst by ultrasound-assisted polyol reduction of RuCl3 ethylene glycol 
solutions.47 The catalyst was evaluated for the partial oxidation of methane to 
synthesis gas. Again, the sonochemically prepared catalyst was found to be more 
active and selective than the conventional impregnation catalyst.    
In addition, the use of ultrasound has been also shown to be effective at improving 
the rates of impregnation of reagents onto the support, and is also helpful in the 
activation/regeneration of catalysts by modification of surface morphology.48  
 
1.3.3. Organometallic cluster-derived method 
The third catalyst preparation method that we will adopt is one which has been 
actively developed by Johnson, Thomas and co-workers over the past few years.33,49,50 
Instead of inorganic salts, they have used organometallic clusters as catalyst 
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precursors. Metal clusters can be simplistically viewed as metallic cores wrapped 
within ligand layers. The number of metal atoms making up these cores can vary from 
being just a few, to several dozen. While the definition may vary, in this thesis, a 
cluster compound is defined as being a discrete unit with at least three metal atoms, 
and in which metal-metal bonds are present.51 
In a typical preparation, organometallic clusters of the desired metallic 
component(s) were first loaded on the support material by making a slurry of the two 
components in a two-solvent system (eg. diethyl ether/dichloromethane, or 
diethyl ether/ethanol). Following removal of the solvents, the clusters were activated 
by gentle heating (ca. 200oC) under vacuum. This gentle thermolysis in vacuo serves 
to remove the ligand shell, leaving behind the naked metallic core as supported 
nanoparticles (see Fig. 1.2).   
 
Fig. 1.2. (a) Migration of metal clusters into pores of the support. (b) Anchoring of 
clusters onto the walls. (c) Removal of ligands by thermolysis in vacuo, yielding 
denuded metal nanocatalysts. 
 
Though more tedious than the other methods, this preparation method has a great 
advantage in the control of the size and bimetallic compositions that it offers. During 
the removal of the ligands, the existing metal-metal bonds would be expected to help 
in maintaining the integrity of the metallic cluster core. If so, this would mean that the 
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bulk of the yielded nanoparticles would retain the original bimetallic composition of 
the cluster precursor. Indeed, the integrity of the original cluster cores had been 
observed for several different cluster-derived bimetallic nanoparticles.49 In addition, 
the relatively low decarbonylation temperature used also ensured that sintering was 






















1.4. Overview of the project 
For all its promise, any successful transition into a “hydrogen economy” would 
only be possible with the development of reliable and cost-effective methods of 
producing hydrogen. In this thesis, we are going to study two particular 
thermochemical methods of hydrogen production.     
In chapter 2, we shall look at the partial oxidation of methane over nickel/cobalt 
mono- and bimetallic catalysts. This reaction was chosen as it is a potential short-term 
hydrogen production method. In view of the many reports on the catalytic 
enhancements of sonochemically prepared catalysts, we have also prepared several 
catalysts using ultrasound-assisted methods for testing. Comparisons of these 
sonochemically-prepared catalysts will be made with catalysts prepared using the 
incipient wetness method.      
Finally, in chapter 3, our work on the development of ethanol steam reforming 
catalysts, a potentially viable long-term hydrogen production method, will be 
discussed. For this series of studies, we have used mono- and bimetallic 
ruthenium/platinum systems. In particular, the performance of cluster-derived 
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CHAPTER 2: HYDROGEN PRODUCTION VIA THE CATALYTIC 
PARTIAL OXIDATION OF METHANE 
 
2.1. Catalytic partial oxidation of methane: A viable short- to medium-term 
hydrogen production technology 
Currently, the main industrial method of hydrogen production is through the steam 
reforming of natural gas.1 Requiring just minor improvements to existing technology, 
the reforming of hydrocarbons is naturally the most obvious and promising short- to 
medium-term method for large-scale commercial hydrogen production. 
In general, hydrocarbon reforming methods yield a mixture of hydrogen, carbon 
monoxide, carbon dioxide and water. The hydrogen produced can then either be 
separated, or used together with carbon monoxide as synthesis gas for the upstream 
production of chemicals and fuels. Analyses have shown that thermal efficiencies of 
reforming processes decrease with decreasing H/C ratios.2,3 It would therefore be 
more advantageous to reform methane rather than other larger hydrocarbons. Methane 
is the principal component of natural gas, which is a relatively abundant natural 
resource. In fact, natural gas is forecasted to outlast petroleum by a significant period 
of about 60 years.1 Methane could thus serve as a valuable feedstock for the 
production of hydrogen and other fine chemicals till a more sustainable long-term 
solution is found. 
Methane reforming can be achieved through one (or a combination) of three 
principal processes, namely, steam reforming (Eq.2.1), carbon dioxide (or dry) 
reforming (Eq.2.2), and partial oxidation (Eq.2.3).  
CH4 + H2O U CO + 3H2 (∆H 0298  = +206 kJ/mol)   (2.1)    
CH4 + CO2 U 2CO + 2H2 (∆H  = +247 kJ/mol)   (2.2)    0298
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CH4 + ½O2 U CO + 2H2  (∆H  = -35 kJ/mol)   (2.3)    0298
Of the three processes, steam reforming has, thus far, been the most widely 
applied commercially.1 The endothermic nature of the methane steam reforming 
reaction, however, makes the process energy intensive. This not only leads to elevated 
costs, but also contributes to environmental pollution. The required thermal energy is 
often provided by panels heated directly by flames, within which oxygen and nitrogen 
react, leading to the formation of considerable amounts of harmful NOx.4 Like steam 
reforming, carbon dioxide reforming is also highly endothermic and would be 
expected to pose similar problems. On the other hand, the methane partial oxidation 
reaction is slightly exothermic, and has thus captured much attention. In comparison 
to the other two methods, the catalytic partial oxidation method is estimated to offer 
costs reductions of up to 30%.5 In addition, little NOx is formed with this method 
since no burners are used. 
 
Scheme 2.1. Proposed reaction pathway of the partial oxidation of methane. 
 
The partial oxidation method, though attractive from energy and environmental 
standpoints, has its inherent problems. For most catalysts, at a mechanistic level, the 
partial oxidation of methane is proposed to proceed as a two-step reaction.1,4 As 
represented in Scheme 2.1, the first step involves the total combustion of some 
methane by oxygen to give carbon dioxide and water. This is followed by carbon 
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dioxide and steam reforming of the unreacted methane to obtain synthesis gas. The 
above reactions are also accompanied by the water gas shift reaction (Eq. 2.4) which 
affects the final composition of the product gases. 
CO + H2O U CO2 + H2  (∆H  = -41 kJ/mol)   (2.4)    0298
The total combustion of methane is a highly exothermic process (∆H  = -803 
kJ/mol), while the subsequent reforming reactions are endothermic. This often leads 
to temperature gradients and the formation of “hot spots” near the front of the catalyst 
bed. The large amount of heat concentrated at these “hot spots” might be sufficient to 
melt the supported metal particles, separating them from the support; this 
consequently leads to catalyst deactivation.1 It has also been suggested that at high 
temperatures, the interaction of the metal and support might lead to the formation of 
spinel species like NiAl2O4 and CoAl2O4, which are irreducible and thus inactive.6,7 
This problem of “hot spots” may be circumvented by making use of fluid-bed reactors 
instead of fixed-bed reactors.8 Others have also explored the use of catalysts like 
Ru/TiO2, for which syngas is proposed to be formed by direct partial oxidation of 
methane, hence circumventing the highly exothermic total combustion step.9  
0
298
A second, more serious, problem to be addressed is that of coking. Coke 
formation often leads to catalyst deactivation and sometimes, even plugging of the 
reactor.1,6,8,10-13 Coke is usually formed through either methane decomposition 
(Eq. 2.5) or the Boudouard reaction (CO disproportionation) (Eq. 2.6).  
CH4 U C + 2H2 (∆H 0298  = +75 kJ/mol)   (2.5)    
2CO U C + CO2 (∆H  = -172 kJ/mol)   (2.6)    0298
Both these reactions are thermodynamically favorable under typical operating 
conditions and contributes to coking.14 In both cases, the carbon formed may be 
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broadly classified into two types.1 Formation of encapsulate carbon envelopes the 
metal particles, leading to catalyst deactivation. The second type, whisker carbon, 
grows from the face of the catalyst and does not alter the rate of reaction significantly. 
However, it might result in reactor plugging.  
The coking problem is particularly severe for nickel-based catalysts. Metals such 
as Pt, Pd, Rh, and Ru were found to exhibit improved coking resistance as compared 
to Ni.9,13,15-18 However, these noble metals are very expensive, which would lead to 
high costs if adopted commercially. Nickel, on the other hand, is much cheaper, and is 
known to be an excellent catalyst for synthesis gas production. In recent years, many 
groups working on the catalytic partial oxidation reaction have turned their attention 
to this metal, with the aim of improving the stability and coking resistance of Ni-
based catalysts. An obvious variable would be the choice of support material. For 
example, Choudhary et al.19 and Lin et al.20 studied the influence of various metal 
oxide supports on the performance of nickel catalysts. In particular, Lu et al.6 and 
Takehira et al.10 reported the effectiveness of using Ca-modified alumina as a support. 
Chen et al. has recently reported the suppression of crystalline carbon formation and 
improved thermal stability of nickel catalysts with the addition of boron,21 while 
others have investigated the effects of tin22 or iron23 additives. Cobalt-based catalysts 
have previously been studied as catalyst for the partial oxidation of methane, albeit 
with mixed results.13,24,25 
Given that nickel and cobalt are two of the more widely studied metals for the 
catalytic partial oxidation of methane, it is perhaps surprising that very few instances 
of bimetallic nickel-cobalt catalysts have been reported. Choudhary et al. have 
reported that cobalt addition to nickel catalysts resulted in a reduction in the rate of 
carbon formation.19,26 However, they noted that the addition led to a significant 
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decrease in catalyst activity. This does not mean that cobalt is a poor catalyst. It 
should be noted that cobalt catalysts are strongly affected by the nature of support, 
calcination temperature, and metal loading.25 Sokolovskii et al. have also reported 
highly active and selective cobalt-alumina catalysts, noting that catalysts’ deactivation 
are due to formation of the irreducible CoAl2O4 cobalt-aluminate species.24 
We thus postulated that with an appropriate choice of support and preparation 
conditions, highly active and coke-resistant Ni-Co bimetallic catalysts can be made. 
This was supported by a recent computational study. Using a microkinetic model, 
Chen et al. found that the optimum carbon-metal binding energy should be between 
160-169 kcal/mol.27 A lower binding energy would result in lower methane 
conversions, while a higher binding energy would lead to an increase in the rate of 
carbon formation. It was then calculated that on Ni2Co and NiCo2 surfaces, the C-M 
binding energies are 168.0 and 164.9 kcal/mol respectively, and are thus potential 
catalysts for methane steam-reforming reactions. Although this study was carried out 
on steam-reforming reactions, the trends in activity and coke-formation are expected 
to be similar for the partial oxidation of methane.      
In the following, our development of bimetallic nickel-cobalt catalysts, supported 
on CaAl2O4/Al2O3, is described. This support was chosen as it was reported to prevent 









2.2.1. Materials and catalysts preparation 
Gases and reagent grade chemicals were obtained from commercial sources and 
used without further purification. Distilled water was used to prepare aqueous 
solutions. CaAl2O4/Al2O3 support was prepared with minor modifications to the 
literature method.6   
Supported catalysts of nominal 3 wt.% metal (Ni + Co) loadings were prepared 
using the conventional incipient wetness method. This involved impregnating 
CaAl2O4/Al2O3 with aqueous solutions of Ni(NO3)2.6H2O or/and Co(NO3)2.6H2O to 
form a thick paste. The samples were then dried for 10 h at 393 K, followed by 
calcination in air at 723 K for 5 h. For simplicity, these catalysts will hereafter be 
denoted as Ni(x)Co(y) (where x, y are the respective metal loadings of 0, 1, 2 or 3 
wt.%; x + y = 3). 
A second series of catalysts was prepared by an ultrasound-assisted method. A 
binary aqueous solution of Ni(NO3)2.6H2O and Co(NO3)2.6H2O was first prepared 
using Ar-saturated (30 min of Ar gas bubbling) distilled water. The solution was then 
added to a glass jar containing CaAl2O4/Al2O3 support. The mixture was irradiated at 
20 kHz for 10 min at room temperature with a Sonics Vibracell VC505 (500 W) 
operating at 38% efficiency. The tip of the ultrasonic probe was immersed to a depth 
of about 1-2 cm. The supported catalyst was obtained after centrifugation, drying 
overnight at 333 K, and calcination in air at 723 K for 10 h. The 3 wt. % catalysts 
prepared in this manner are denoted hereafter as Ni(2)Co(1)-us and Ni(1)Co(2)-us. A 
catalyst containing 10 wt.% Ni and 5 wt.% Co loadings was also prepared in a similar 
fashion, except for an extended irradiation time of 30 min. This latter catalyst is 
denoted as Ni(10)Co(5)-us.         
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2.2.2. Evaluation of catalysts 
Catalytic runs were carried out at atmospheric pressure in a continuous-flow 
fixed-bed quartz micro-reactor (I.D. 4 mm) packed with 50 mg samples. Before 
testing, the catalysts were reduced in situ with a flow of hydrogen (40 ml/min) for at 
least 2 h at 873 K. The feed gases (CH4/O2 = 2) were then introduced at a total flow 
rate of 120 ml/min, corresponding to a gas hourly space velocity (GHSV) of 
144,000 cm3 g-1 h-1. The reaction products were measured by on-line gas 
chromatography on a Shimadzu GC-2010 equipped with a thermal conductivity 
detector (TCD). The catalysts were evaluated for activity (in terms of CH4 
conversion) and CO selectivity in a temperature range of 773-1073 K. H2 selectivity 
was computed based on carbon numbers, and the assumption that the only 
H-containing products are H2, H2O, C2H4 and C2H6.            
A similar procedure and setup was used to evaluate catalyst stability. For each 
run, 100 mg of sample was loaded into a quartz micro-reactor (I.D. 4 mm) and 
reduced under H2 flow at 973 K for at least 2 h. The temperature was maintained, and 
the feed gases (CH4/O2 = 5) were then introduced at a total flow rate of 120 ml/min. 
Each run was stopped after 6 h of reaction, with the furnace temperature maintained at 
973 K throughout. Micro-Raman analysis was done with a J.Y. Horiba HR800UV 
system to study the carbon that was formed.  
The rate of coke formation was also studied by passing 30% CH4 (in Ar) over a 
pre-reduced sample at 1023 K for 2 h. Increase in the weight of the sample was 
attributed to the formation of coke, and was monitored by in situ thermogravimetric 




2.2.3. Characterization of catalysts 
Powder X-ray diffraction (XRD) patterns were recorded at room temperature on a 
Bruker D8 Advance Diffractometer using a Cu Kα radiation source. Diffraction 
angles were measured in steps of 0.015o at 1 s/step in the range of 10-80o (2θ). 
Transmission and scanning electron micrographs were obtained on FEI Tecnai G2 and 
JEOL JSM-6700F microscopes respectively. 
The Ni and Co contents of prepared catalysts were determined by X-ray 
fluorescence multi-elemental analyses (XRF) on a Bruker AXS S4 Explorer. 
Temperature programmed reduction (TPR) studies were performed in a 
continuous-flow fixed-bed quartz micro-reactor (I.D. 4 mm) with 50 mg samples. The 
catalyst was first outgassed by heating at 550 K under Ar flow for 30 min. After 
cooling to room temperature, the feed gas was switched to 5%H2/Ar. After the 
baseline had stabilized, the temperature was increased to 1073 K at a heating rate of 
15 K/min, and held for a further 13 min. The amount of H2 consumed was measured 
as a function of temperature by means of a thermal conductivity detector (TCD). 
Upon completion of the TPR, the catalyst was allowed to cool to room temperature, 
after which Ar was re-introduced, and the setup was flushed for 30 min. Temperature 
programmed desorption of hydrogen (TPD-H2) was then carried out at a heating rate 
of 20 K/min up to 803 K with Ar as the carrier gas. Desorbed H2 was measured by the 







2.3. Results & Discussion 
2.3.1. Characterisation of catalysts 
Comparing the standard reduction potential of Co2+/Co (-0.28 V) and that of 
Ni2+/Ni (-0.23 V), cobalt oxides are expected to be more difficult to reduce than 
nickel oxides. Indeed, this can be seen from the temperature-programmed reduction 
(TPR) profiles of the catalysts shown in Fig. 2.1. Temperature-programmes analysis 
techniques have been frequently used in the study of heterogeneous catalysts.28 In a 
typical TPR experiment, the catalyst is heated with a linear temperature ramp under a 
flow of diluted hydrogen. By monitoring the consumption of hydrogen, various 
information may be inferred.28,29 For instance, from the number of peaks, one can 
deduce the minimum number of different reducible species that are present. Also, the 
temperatures at which these peaks are formed provide information on the reducibility 
of the corresponding species. Further, the influence of different supports and catalyst 
compositions on the reducibility of the catalysts can also be studied by comparing the 
TPR profiles of the different samples.  
As presented in Fig. 2.1, the peak maximum of the Co(3) catalyst was found to be 
about 50 K higher than that of the Ni(3) catalyst, which suggests that higher 
temperatures are needed in order to reduce the cobalt oxides as compared to nickel 
oxides. In addition, the total peak area of the TPR profile (as presented in Table 2.1) 
for Co(3) was much smaller than that of Ni(3) suggesting that cobalt oxides were less 
easily reduced. In general, the relative peak areas can be seen to decrease with 
increasing Co proportion.  
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The TPR profiles of Ni(2)Co(1)-us and Ni(1)Co(2)-us were similar to those of 
Ni(2)Co(1) and Ni(1)Co(2) respectively, albeit with significantly larger peak areas. 
Notably, the TPR peak area of Ni(2)Co(1)-us was found to be even larger than that of 
Ni(3). Ni(1)Co(2)-us was also found to have a greater TPR peak area than 
Ni(1)Co(2), but it had, in line with predictions, a smaller area than Ni(2)Co(1)-us. The 
larger TPR peak areas of sonochemically prepared catalysts could be attributed to the 
effects of ultrasonic irradiation, which shall be discussed further when comparing the 
two methods of preparation.   
Table 2.1. Relative total TPR peak areasa of the various Ni-Co catalysts. 







a The total area of Ni(3) is taken as 1.00. 
 
From the results, it can be concluded that the presence of Ni increases the 
reducibility of Co3O4 to Co, the latter being the active form. In general, the 
reducibility of the catalyst was noted to increase with increasing Ni loading. From the 
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TPR profiles, the position of the highest peak can be seen to be shifted towards lower 
temperatures going from Co(3) to Ni(1)Co(2) to Ni(2)Co(1), and finally, to Ni(3). In 
addition, the relative peak areas are also seen to increase with increasing Ni/Co ratios.  
As the metal and metal oxide powder XRD signals of 3 wt.% catalysts were too 
weak, catalysts of higher loading (10 wt.% Ni, 5 wt.% Co) were prepared. The XRD 
patterns of as-prepared samples of Ni(10)Co(5) and Ni(10)Co(5)-us, as well as the 




Fig. 2.2. XRD patterns of (a) freshly reduced Ni(10)Co(5)-us, (b) freshly 
reduced Ni(10)Co(5), (c) as-prepared Ni(10)Co(5)-us, and (d) as-prepared 
Ni(10)Co(5). Peak positions corresponding to Co3O4 and NiO are indicated. 
Elemental Ni and Co peaks are close to each other, and are marked with an *.  
 
The powder XRD pattern of the as-prepared catalysts indicated that they consisted 
of mainly NiO and Co3O4, with little or no metallic Ni and Co. This was expected as 
calcination was done in air. However, after reduction of the catalyst, little or no 
metallic oxides were present, suggesting that elemental Ni and Co were the species 
involved in the catalytic partial oxidation reaction, at least during its initial stages.  
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2.3.2. Catalytic performance of salt-derived impregnation catalysts 
 
The activities of the catalysts were evaluated and shown in Fig. 2.3(a). At low 
furnace temperatures, the order of activity, in terms of methane conversion, was found 
to be Ni(2)Co(1) > Ni(3) > Ni(1)Co(2) >> Co(3). At first instance, the improved 
methane conversion of Ni(2)Co(1) over Ni(3) might seem surprising, since it is well 
established that Ni-based catalysts have better activity than their Co-based 
counterparts. This could, however, possibly be explained by Ni modifications by Co, 
as well as the choice of support (vide infra). Complete oxygen conversion was 
achieved over all the catalysts, and it was thus unnecessary to take into account 
oxygen conversion when considering catalytic activity. For all the catalysts tested, the 
%-conversion of methane increased with increasing furnace temperature, as predicted 
by thermodynamics.1,30 For the temperature range 500-1120 K, an increase in 
temperature is expected to lead to increases in both the conversion of methane as well 
as the selectivity to hydrogen and carbon monoxide. Indeed, the predicted increases in 









Fig. 2.3. (a) Catalytic activity (in terms of CH4 conversion), (b) H2 selectivity, and 
(c) CO selectivity of the various catalysts. (×):Ni(3); (U):Ni(2)Co(1); 
(|):Ni(1)Co(2); (¨):Co(3). Plotted data points are the average of at least two 
measurements; error bars are not shown for clarity. 
(c) (b) 
(a) 
At a furnace temperature of 873 K, the methane conversion for all the catalysts – 
except Co(3) – was greater than 70%. In fact, even at temperatures of up to 1073 K, 
the activity of Co(3) was still relatively low. This result is not surprising. On varying 
the Co loading of Co/MgO catalysts, Wang and Ruckenstein reported that at 1123 K, 
only catalysts with Co loading of 12 wt. % or greater achieved CH4 conversions of 
over 80% as well as CO and H2 selectivities of over 90%; with a 6 wt.% Co/MgO 
catalyst, CH4 conversion was below 20%.25 Choudhary et al. managed CH4 
conversions of 66.2% and 49.8% at 973 K with CoO/ThO2 and CoO/UO2 catalysts (of 
Co/MO2 molar ratio = 1.0), respectively.19 In comparison, the CaAl2O4/Al2O3 
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supported catalyst we tested had a Co loading of only 3 wt. %, yet it exhibited better 
activity – at a lower temperature – than the 6 wt. % Co/MgO and the 1:1 CoO/UO2 
catalysts, and was just slightly less active than the 1:1 CoO/ThO2. This suggests that 
the CaAl2O4/Al2O3 is indeed a good support for Co-based catalysts. 
Ni(2)Co(1) was the catalyst with the highest activity amongst those tested. At 
lower temperatures, Ni(2)Co(1) was even slightly better than the Ni(3) catalyst, which 
was expected to have the best activity. However, at higher furnace temperature, their 
activities begin to converge. It is plausible that at these higher temperatures, 
thermodynamic equilibrium was attained by both catalysts, hence there was little 
difference in their activities. Unlike the bimetallic Ni-Co catalysts reported by 
Choudhary et al.,19,26 Ni(2)Co(1) was shown to have similar – even slightly superior – 
activity as compared to the monometallic Ni(3) catalyst. It might be possible that the 
modification of Ni with Co led to the observed improvement due to Ni-Co 
interactions. It should be pointed out though that even the pure cobalt Co(3) catalyst 
was relatively active. It appears that the choice of support is an important factor. This 
can also be seen from the TEM micrographs shown in Fig. 2.4. Bright-field TEM was 
used in our analysis, which would mean that the dark regions would be observed in 
the micrographs for high mass areas since only non-deflected electrons are collected. 
In our case, the high mass areas would correspond to the heavy metal atoms of the 
catalysts. We observed that formation of smaller metallic nanoparticles with the use 
of the Ca-decorated CaAl2O4/Al2O3 support. In addition, spinel structures were 
observed when γ-Al2O3 was used as a support, indicating the inherent instability of Ni 




   
 
Fig. 2.4. TEM micrographs of 3 wt.% Ni catalysts supported on (a)(b) 
CaAl2O4/Al2O3 and (c)(d) normal γ-Al2O3. Ni particles supported on 
CaAl2O4/Al2O3 (ca. 5nm) are observed to be smaller than those on normal γ-
Al2O3 (> 10nm). Note that hexagonal features, which are characteristic of spinel 




            
As mentioned above, both CO and H2 selectivities were observed to increase with 
increasing temperature, in accordance with thermodynamic predictions. The general 
trend is similar to that observed for CH4 conversion. At low temperatures, in 
decreasing order of H2 selectivity, we have Ni(2)Co(1) > Ni(3) ~ Ni(1)Co(2) > Co(3). 
At a furnace temperature of 1073 K, the H2 selectivity of all catalysts, except that of 
Co(3) (77%), was greater than 97%. The trend of CO selectivity closely mirrors that 
which was observed for H2. Again, Co(3) was observed to be the least selective 
catalyst. At 1073 K, Co(3) had a CO selectivity of less than 85%, while all others had 
selectivity of over 95%. 
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The high selectivity of Ni(2)Co(1) for CO and H2 was surprising. A replacement 
of Ni by Co was expected to lead to a drop in selectivity, as had been observed by 
Choudhary et al..19,26 In our case, Ni(2)Co(1) was observed to have similar or slightly 
better selectivity as compared with Ni(3) over the whole range of furnace 
temperatures tested.  
 
2.3.3. Stability and coking over salt-derived impregnation catalysts 
The catalysts were tested for stability by monitoring the variations in CH4 
conversion and CO selectivity over a 6 h period at 973 K. As coke formation is 
known to be more favorable with methane-rich feeds, a high CH4/O2 ratio of 5 was 
used to hasten catalyst deactivation due to coking. As expected, the catalytic activities 
of all the catalysts tested decreased over time. The differences between the initial and 
final activities and CO selectivities of Co(3) and Ni(1)Co(2) were the least, and these 
catalysts were considered to be the most stable over the 6 h period. In comparison, a 
large drop in the activity and CO selectivity of Ni(3) was observed, particularly for 
the first 2 h of reaction. The relative stabilities of the catalysts are thus established as 
follows: Co(3) ~ Ni(1)Co(2) > Ni(2)Co(1) > Ni(3). From this trend, it appears that the 
addition of Co leads to improvements in catalyst stability. We believe that these 
observed improvements are likely due to the lower coking rates over Co-containing 
catalysts. From SEM images of spent catalysts (Fig. 2.5), it can be seen that the 
surface carbon appears to be denser on Ni3 as compared to Ni(2)Co(1). EDX analyses 
also suggest average surface carbon compositions of 11 % for spent Ni(3), and only 
4 % for spent Ni(4)Co(1) catalysts. Micro-Raman analysis was subsequently done to 
study the type of coke that was formed over spent Ni(2)Co(1) catalyst. Raman 
spectroscopy has been found to be rather sensitive to both the different crystal. 
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structures of various carbon allotropes, as well as the short-range disorders in these 
structures.31,32 It is thus a particularly well-adapted technique for the characterization 
of the coke that was formed over the catalyst. The main first-order band of a single 
graphite crystal occurs at 1582 cm-1 and is known as the G (“Graphite”) band, 
corresponding to the E2g vibration mode of an idealized graphitic lattice.C In 
disordered graphite lattices, additional D (“Defect”) bands would be observed. The 
most intense band, the so-called D1 band, corresponds to a graphitic lattice vibration 
mode of A1g symmetry, and appears at about 1360 cm-1.32 The D2 band, appears at 
about 1620 cm-1, and like the G band, corresponds to a graphitic lattice vibration 
mode of E2g symmetry.32 The spectrum that we obtained showed a very strong Raman 
band at around 1350 cm-1 and a broader band centering at about 1600 cm-1 (see 
Fig. 2.6). Accordingly, the band at 1350 cm-1 can be assigned to the D1 mode, while 
the broader peak at 1600 cm-1 can be described as the superposition of G and D2 
bands. From the relative strengths of the G and D bands, it can be inferred that the 
carbon formed was partially crystalline, with small crystallite sizes (Fig. 2.6). 
While both methane decomposition (Eq. 2.5) and the Boudouard reaction (Eq. 2.6) 
are thermodynamically favorable and contribute to coking under typical reaction 
conditions, Claridge et al.14 suggested that the bulk of deposited carbon is likely to be 
via methane decomposition. In situ TGA was thus employed to monitor the coking of 
the various catalysts from methane decomposition. The results are presented in 
Table 2.2. It can be seen that coking decreases with increasing proportions of Co. 
Cobalt is known to be a good oxidation catalyst for soot,33 and we believe that its 
presence leads to a decrease in the rate of coke formation by catalyzing the oxidation 









Table 2.2. Percentage increase in sample’s mass during methane decomposition 
over the various Ni-Co catalysts. 











Fig. 2.6. (a) Raman spectrum obtained for spent Ni(2)Co(1) catalyst. (b) A 
typical Raman spectrum for “partial crystalline carbon with small crystallite 




2.3.4. Influence of preparation methods on catalytic performance 
As mentioned in the previous sections, the bimetallic Ni(2)Co(1) was found to 
have excellent activity and selectivity, and also seemed to be a more stable catalyst 
than Ni(3). Sonochemically prepared catalysts are usually more active than 
conventionally prepared catalysts of similar metal loadings. For example, Suslick et 
al. found that for the Fischer-Tropsch synthesis reaction, the turnover frequency of 
CO molecules converted by a sonochemically prepared Fe/SiO2 catalyst was an order 
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of magnitude higher than an Fe/SiO2 catalyst prepared by the incipient wetness 
method.35 The observed improvement was attributed to a better dispersion, as well as 
smaller average particle sizes. Bianchi and co-workers reported that with ultrasound-
assisted preparation, not only is there better dispersion, there is also greater 
penetration of the metal into the support, leading to enhanced catalyst stability.36,37 
To investigate if better catalytic performance can be obtained with catalysts 
prepared with an ultrasound-assisted method, the bimetallic Ni(2)Co(1)-us and 
Ni(1)Co(2)-us catalysts were prepared and tested. Contrary to what was expected, we 
did not observe better performance for catalysts prepared using the ultrasound-
assisted method. The catalysts’ activities were found to decrease in the order 
Ni(2)Co(1) > Ni(3) > Ni(1)Co(2)-us ~ Ni(1)Co(2) > Ni(2)Co(1)-us >> Co(3), while 
CO and H2 selectivities were found to be in the order Ni(2)Co(1) > Ni(3) ~ 
Ni(1)Co(2) ~ Ni(1)Co(2)-us > Ni(2)Co(1)-us > Co(3). Notably, Ni(2)Co(1)-us was 
inferior to Ni(3) and Ni(2)Co(1) in terms of both methane conversion and selectivity. 
As shown in Table 2.1, both Ni(2)Co(1)-us and Ni(1)Co(2)-us were found to have 
larger TPR peak areas than their conventionally prepared counterparts. This suggests 
that the average particle sizes of the sonochemically-prepared catalysts were smaller, 
as smaller particle sizes would mean larger exposed surface areas, which would in 
turn lead to more uptake of H2, as had been observed. As shown in Fig. 2.7, TEM 
studies of Ni(2)Co(1) and Ni(2)Co(1)-us suggested that the nanoparticles of the 
sonochemically-prepared catalyst were indeed smaller than those of the conventional 







Fig. 2.7. Transmission electron micrographs of (a) Ni(2)Co(1)-us and (b) 
Ni(2)Co(1). Note that the sizes of the nanoparticles, as well as that of the 




In theory, by performing hydrogen temperature-programmed desorption (H2-TPD) 
experiments, it would be possible to quantify the exposed metal area, which would 
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also give us an indication of the particle sizes (since the metal loadings are the same). 
Unfortunately, our H2-TPD results were inconclusive, probably due to the low metal 
loadings used.  
The XRD patterns, however, provided additional evidence of the smaller particle 
sizes of the sonochemically-prepared catalysts. The mean particle size can be 













θ= (2.7)  
where L is the average particle size, λKα1 the X-ray wavelength, B2θ the peak 
broadening, and θB the angle corresponding to the peak maximum. The particle size is 
hence inversely proportional to the peak broadening. As can be seen in Fig. 2.2, the 
Ni and Co peaks of reduced Ni(10)Co(5) are narrower than the peaks of reduced 
Ni(10)Co(5)-us. Using the Debye-Scherrer formula given above, the average Ni/Co 
particle size of the reduced Ni(10)Co(5) was calculated to be about 9 nm, while the 
supported particles of the reduced Ni(10)Co(5)-us have an average size of about 4 nm. 
In addition, peaks corresponding to Co3O4 can also be easily seen for Ni(10)Co(5) but 
are too broad to be seen for Ni(10)Co(5)-us. From these observations, it is reasonable 
to conclude that the average metallic particle sizes of the sonochemically-prepared 
catalysts are smaller than those prepared using the incipient wetness method.  
It is well-established that smaller particle sizes should lead to higher catalytic 
activity, since a larger metallic surface area is exposed to the substrate. This was, 
however, not observed. While the activities and selectivities of Ni(1)Co(2) and 
Ni(1)Co(2)-us were similar, those of Ni(2)Co(1) were found to be much better than 
Ni(2)Co(1)-us. One possibility is that not all metal was loaded onto the support after 
sonication, resulting in lower metal loadings for the catalysts prepared using the 
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ultrasound-assisted method. However, XRF multi-elemental analyses indicated 
otherwise. As can be seen from Table 2.3, the Ni and Co contents are similar for both 
the sonochemically and conventionally prepared catalysts, differing only by 0.01% 
and 0.06% for Co and Ni contents, respectively. These small amounts were not 
expected to have much effect on the catalytic activity or selectivity. 
 
Table 2.3. X-ray fluorescence (XRF) multi-elemental analyses data. 
Catalyst Ni content / % Co content / % 
Ni(2)Co(1)-us 2.18 1.29 
Ni(2)Co(1) 2.24 1.30 
 
 
We propose that this apparent paradox is due to loss of the CaAl2O4 spinel layer 
as a result of ultrasonic irradiation. When a bubble collapses near a surface, 
symmetric cavitation is hindered, leading to formation of microjets with estimated 
speeds of up to 100 m/s.38,39 It is possible that the CaAl2O4 surface was damaged, or 
that the alumina was broken up into smaller pieces due to the impact of these jets. For 
example, Suslick et al. had observed that a few minutes of ultrasonic irradiation was 
sufficient to cause particles to be broken down from sizes of 60-90 µm to just 5-
10 µm.39  
If the CaAl2O4/Al2O3 support was broken down during ultrasonic irradiation, the 
newly-exposed alumina surfaces would not be coated by a CaAl2O4 monolayer. As a 
result, some of the metal particles would be formed on γ-Al2O3 instead of CaAl2O4. 
At the elevated temperatures experienced during the reaction, these γ-Al2O3-supported 
Ni and/or Co particles might form inactive spinel NiAl2O4 or CoAl2O4 species. This 
would account for the lower activity exhibited by Ni(2)Co(1)-us as compared to 
Ni(2)Co(1). In fact, as shown in Table 2.4, the BET surface area of Ni(2)Co(1)-us was 
found to be almost four times that of Ni(2)Co(1), suggesting that the CaAl2O4/Al2O3 
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support had undergone fragmentation. Further evidence of fragmentation can be 
obtained from electron microscopy studies. Indeed, as can be seen from the TEM 
images shown in Fig. 2.7, the size of the CaAl2O4/Al2O3 support of Ni(2)Co(1)-us 
was observed to be smaller than that for Ni(2)Co(1).   
 
Table 2.4. BET surface area of selected Ni-Co catalysts. 























In conclusion, Ni(2)Co(1), which is a 2 wt.% Ni and 1 wt.% Co bimetallic catalyst 
supported on CaAl2O4/Al2O3, was found to be highly active and selective for the 
catalytic partial oxidation of methane. Nickel catalysts were generally regarded as 
having superior activity and selectivity for this reaction, but were subjected to 
deactivation due to severe coking. Surprisingly, the observed activity and selectivity 
over Ni(2)Co(1) were found to be even better than those of Ni(3), a 3 wt. % Ni 
catalyst. In addition, by observing the variation of methane conversion over a period 
of 6 h, as well as from SEM, EDX and TGA data, Ni(2)Co(1) also appears to be more 
resistant to coking than Ni(3). In view of its excellent activity and selectivity, as well 
as its improved resistivity to coking, it can be concluded that Ni(2)Co(1) is a very 
promising catalyst for the production of hydrogen/synthesis gas from catalytic partial 
oxidation of methane. 
A catalyst (Ni(2)Co(1)-us) of similar Ni and Co loadings to Ni(2)Co(1) was also 
prepared using an ultrasound-assisted method. Contrary to expectations, the former 
exhibited poorer activity and selectivity than the latter. This was despite the smaller 
metal particles sizes of Ni(2)Co(1)-us as compared to those of Ni(2)Co(1), which 
should, in principle, lead to increased activity. We believe that this apparent paradox 
was due to fragmentation of the support particles during ultrasonic irradiation. 
Without the stability afforded by the spinel CaAl2O4 layer, the catalyst would be 
susceptible to deactivation due to the formation of inactive NiAl2O4 or CoAl2O4 
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CHAPTER 3: HYDROGEN PRODUCTION VIA THE CATALYTIC STEAM 
REFORMING OF ETHANOL 
 
3.1. Catalytic steam reforming of ethanol: A viable long-term hydrogen production 
technology 
As mentioned in the previous chapter, the catalytic partial oxidation of methane, 
though highly promising and efficient, is a short - and at best, medium - term strategy 
for large-scale commercial hydrogen production. Natural gas, from which we obtain 
methane, is generally considered a non-renewable resource. It is difficult to estimate 
the global natural gas reserves, and predictions tend to vary. Tissot estimated that 
proven gas reserves would be just enough to last us till around 2050, with up to a third 
being used up by 2020;1 Balat projected that the world’s natural gas reserves would 
last for about 60 more years at the current consumption rate.2 Taking into account 
probable and potential reserves, natural gas should last longer. Nonetheless, it is 
prudent to seek other alternative, renewable energy sources. 
Ethanol is an attractive alternative as it is non-toxic, and being a liquid, is easily 
transportable. It is considered to be a renewable energy source as it can be obtained by 
the fermentation of carbohydrate-rich crops such as corn, sugarcane, sugar beets, soy 
beans and potatoes. The time needed from the planting to the harvesting of such crops 
is just a short one to few years; in comparison, fossil fuels are formed over thousands 
to millions of years. Of course, energy inputs are required for both the growing of 
crops (such as for fertilization and irrigation, as well as the use of machineries) and 
the production of bio-derived ethanol (such as for transportation, the construction of 
ethanol plants, as well as thermal and electrical energy used in these plants). 
Nonetheless, a 2004 study3 released by the United States Department of Agriculture 
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(USDA) suggests that the production of corn-ethanol is energy efficient, with an 
energy output/input ratio of 1.67. Another recent study4 reports that, based on current 
prices, the production of ethanol from certain feedstock (including corn, sugarcane 
and sugar beets) would be profitable. Together, these reports suggest that the use of 
bio-ethanol as energy source is highly promising and feasible.   
An added advantage of using bio-derived ethanol as hydrogen source is that the 
process, on the whole, has net zero carbon dioxide emission. Although CO2 is emitted 
during both fermentation (Eq. 3.1) and ethanol reforming processes (Eq. 3.2a, 3.2b), it 
is taken in by crops during photosynthesis (Eq. 3.3). The carbon cycle is thus closed, 
and the CO2 produced in the above processes is not considered as contributing to 
global warming. 
 
C6H12O6 → C2H5OH + 2CO2  (3.1)    
C2H5OH + 2H2O + ½O2 U 2CO2 + 5H2     (∆H  = -68 kJ/mol) (3.2a)    0298
C2H5OH + 3H2O U 2CO2 + 6H2     (∆H 029  = +174 kJ/mol) (3.2b)    8
6CO2 + 12H2O + hν → C6H12O6 + 6O2 + 6H2O (3.3)    
 
The reforming of ethanol can be achieved by several methods. For example, 
Schmidt and co-workers5,6 have reported the auto-thermal reforming of ethanol 
(Eq. 3.2a) over supported noble metal catalysts. The conversion of ethanol to 
hydrogen/synthesis gas can be achieved with very short contact times, in the region of 
several milliseconds. Autothermal reforming is attractive as it is a self-sustaining 
process, with the heat provided by total oxidation of some of the injected ethanol 
(Eq. 3.4). The oxidation of ethanol, however, poses some flammability hazard.7    
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C2H5OH + 3O2 U 2CO2 + 3H2O     (∆H 029  = -1277 kJ/mol) (3.4)    8
Another alternative is the steam reforming of ethanol (Eq. 3.2b). This is an 
endothermic process and heat has to be provided by an external source. This is, 
however, a safer method than autothermal reforming as the potentially explosive 
ethanol/oxygen mixture is avoided. Another advantage of this method is that more 
hydrogen can be produced per mole of ethanol reformed as hydrogen can also be 
extracted from the steam. 
One of the more promising applications of ethanol steam reforming would be for 
on-board hydrogen generation in fuel cell vehicles. It is highly likely that such 
vehicles would be powered by proton-exchange-membrane fuel cells (PEMFCs), and 
by 2050, approximately 30% of the global passenger fleet (some 700 million cars) are 
estimated to be PEMFC vehicles.8 PEMFCs typically operate at relatively low 
temperatures, and have notoriously low CO-tolerance.9 As autothermal reformers 
operate at very high temperatures (of around 1000 oC) and produce CO-rich gas, they 
would be less suitable for such an application.  
A good ethanol steam reforming catalyst would be one that is active at low 
reformer temperatures, and has better H2 selectivity over hydrogen-containing 
products such as CH3CHO (dehydrogenation product), C2H4 (dehydration product) 
and other hydrocarbons. In addition, for on-board H2 production in PEMFC vehicles, 
a low CO-selectivity is also desirable to prevent catalyst poisoning. 
Most of the ethanol steam reforming studies reported to date have used either 
inorganic oxides10, 11 or oxide-supported metal12-16 as catalysts, and operate at relatively 
high temperatures. Oxide-supported metal catalysts were typically prepared from salts 
or simple organometallic compounds as precursors. As mentioned in the introduction, 
preparation from organometallic cluster precursors have been reported to yield highly 
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active, selective and stable catalysts.17 To the best of our knowledge, no ethanol steam 
reforming catalyst, prepared from organometallic cluster precursors, has previously 
been reported. In this chapter, our catalytic studies of three organometallic cluster-
derived catalysts, and their comparison with some “classical” impregnation catalysts, 























3.2.1. Materials and catalysts preparation 
Ru3(CO)12 was purchased from Oxkem and purified by recrystallization according 
to the supplier’s instructions. Al2O3 nanorod(1) and nanorod(2) were provided by 
Dr Shen Shoucang, a collaborator at ICES. Gases and other reagent grade chemicals 
were obtained from various commercial sources and used without further purification. 
Distilled water was used to prepare aqueous solutions. The cluster compounds 
[Et4N][HRu3(CO)11]18 and [PPh4]2[Ru5PtC(CO)15]19 were synthesized by following 
literature methods. Synthesis and handling of clusters were carried out under argon 
using standard Schlenk techniques.   
Supported cluster-derived catalysts of nominal 2.5 wt.% Ru loadings were 
prepared with minor modifications to the method described in the literature.17 Briefly, 
the appropriate cluster precursor was first loaded onto the pre-dried γ-Al2O3 (Merck) 
support by slurrying the two components. In making the slurry, a two-solvent system 
was used, chosen such that the cluster was insoluble in the first bulk solvent but 
soluble in the second solvent, of which only a few drops were added. The mixture was 
stirred for 2 d at room temperature, after which the solvent was filtered off under Ar. 
The residue was then washed with a small amount of the first solvent, and filtered off 
as before. Finally, the residue was heated at 195 oC in vacuo for 6 h to obtain the 
catalyst as a grayish powder. The cluster precursors used are Ru3(CO)12, 
[Et4N][HRu3(CO)11] and [PPh4]2[Ru5PtC(CO)15].  
For comparison, supported catalysts of similar metal loadings were prepared using 
the conventional incipient wetness method. These catalysts were prepared by 
impregnating the support with aqueous solutions of RuCl3.xH2O and/or H2PtCl6.xH2O 
to form a thick paste. The samples were then dried for 10 h at 120 oC, followed by 
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calcinations in air at 450 oC for 5 h. A catalyst of nominal 2.5wt.% Co, supported on 
zinc oxide nanopowder (Aldrich) was also prepared according to literature 
procedure.20 
 
3.2.2. Evaluation of catalysts 
Catalytic runs were carried out at atmospheric pressure in a continuous-flow fixed-
bed stainless steel micro-reactor (I.D. 4 mm) packed with 50 mg samples. Other than 
the Co/ZnO catalyst, all other catalysts were first reduced in situ under hydrogen 
(40 ml/min) for 1 h at 1073 K prior to each run. An ethanol/water solution (1/3 : v/v) 
was then introduced into a vaporizer (150 oC) by means of a Shimadzu LC-20AT pump 
at a rate of 0.025 ml/min. N2 (300 ml/min) was used to carry the vaporized mixture to 
the reactor. The reaction products were measured by on-line gas chromatography on a 
Shimadzu GC-2010 equipped with a thermal conductivity detector (TCD)  and a flame 
ionising detector (FID). The TCD was used for detection of H2, C2H4, C2H6, CH4, CO, 
CO2 and N2; while the FID was used for detection of CH3CHO, C2H5OH and other 
products. N2 was used as the internal standard.  
 
3.2.3. Characterization of catalysts 
Transmission and scanning electron micrographs were obtained on an FEI Tecnai 
G2 and a JEOL JSM-6700F microscope, respectively. Powder X-ray diffraction 
(XRD) patterns were recorded at room temperature on a Bruker D8 Advance 
Diffractometer using a Cu Kα radiation source. Diffraction angles were measured in 
steps of 0.002o at 1 s/step in the range of 30-60o (2θ).  
X-ray photoelectron spectroscopy (XPS) was performed on a VG ESCALAB 
MKII spectrometer using a Mg Kα radiation source.  Binding energies (BEs) were 
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calculated using the XPS Peak 4.1 software,21 with respect to the neutral carbon C1s 
peak set at 284.5 eV. 
Temperature programmed oxidation (TPO) studies and micro-Raman analyses 
were performed to study the type of coke deposited on the catalysts after 6 h reaction 
at 450 oC. TPO studies were carried out using a continuous-flow, fixed-bed, quartz 
micro-reactor (I.D. 4 mm) with 20 mg samples. The spent catalyst was first outgassed 
by heating at 120 oC under He flow for 30 min. After cooling to room temperature, 
the feed gas was switched to 5% O2/He. The temperature was first increased to 50 oC 
over 30 min to allow for stabilization of the baseline, after which it was further 
increased to 800 oC at a heating rate of 10 oC/min. The amount and type of gases 
formed at various temperatures were monitored by quadrupole mass spectrometry on 
a Hiden Analytical HPR-20 system. 
Ethanol temperature-programmed desorption (EtOH-TPD) studies were 
performed in a continuous-flow fixed-bed quartz micro-reactor (I.D. 4 mm) with pre-
reduced 20 mg samples. The sample was first outgassed by heating at 120 oC under 
Ar flow for 30 min. After cooling to room temperature, the feed gas was then bubbled 
through ethanol to allow for the adsorption of ethanol on the catalyst. The bubbling 
was then stopped after 15 min, and Ar was used to purge the system of any free 
ethanol by passing it through the system for about an hour. The furnace temperature 
was then increased to 600 oC at a heating rate of 10 oC/min. The products were 






3.3. Results & Discussion 
The catalytic activities of the various samples were evaluated in terms of ethanol 
conversion. Calculations were based on detected carbon numbers only, with the 
assumption that no coke was formed. This assumption is reasonable as the relatively 
high steam-to-ethanol molar ratio of ~10:1 used should suppress coke formation.22,23 
Hydrogen selectivity is defined as the percentage of H2 obtained out of the maximum 
obtainable if all H in hydrogen-containing products, excluding H2O, had been 
converted to H2. Selectivities to the various carbon-containing products, such as CO2 
or CH3CHO, were calculated based on detected carbon numbers, again assuming that 
no coke was formed.       
 
3.3.1. Preliminary tests: Finding the appropriate support 
The choice of support is known to greatly influence the performance of steam 
reforming catalysts. For example, Auprête et al. found that over 1%Rh catalysts, H2 
yields can vary from as little as 0.5 g h-1 g-1 catalyst (on ZrO2 support) to as much as 
5.1 g h-1 g-1 catalyst (on Ce0.63Zr0.37O2); CO2 selectivity also varied between 54% (on 
CeO2) to 88% (on γ-Al2O3).16 Conversions varying from 29.3% (on MgO) to 100% 
(on Al2O3 or ZnO) over 1%Co catalysts have also been reported by de la Piscina and 
co-workers.20  
It was thus logical to first screen the various supports we had available. Since the 
preparation of impregnation catalysts is considerably simpler and quicker than the 
preparation of cluster-derived catalysts, the inorganic oxides were evaluated as 
supports for 2.5wt.% Ru impregnation catalysts. 
As presented in Fig. 3.1(a), the catalyst supported on basic Al2O3 and CeO2 were 
the least active, while the γ-Al2O3-supported catalyst was of intermediate activity. The 
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activities of the catalyst supported on Al2O3 nanorod(1) and Al2O3 nanorod(2) were 
the highest; even at 400oC, 100% ethanol conversion was achieved over both supports. 
Based on the observed activities, it would appear that either of the two alumina 
nanorods would be a good choice as support.  
However, as can be seen from Fig. 3.1(b), the Al2O3 nanorod-supported catalysts 
were found to have very low selectivity towards hydrogen. At 450 oC and below, 
despite ethanol conversions of 100%, no H2 was detected. Both catalysts were 
selective towards C2H4 instead of H2; in other words, they were much more active for 
the dehydration of ethanol than for the steam reforming reaction.  
The catalytic dehydration of ethanol to ethylene over alumina is well-known, and 
has been studied by many groups over the years.24-26 It is plausible that with Al2O3 
nanorods as support, their larger surface areas and smaller sizes (see Fig. 3.2) favored 
the dehydration of ethanol over the steam reforming reaction. It should be pointed out 
that ethanol dehydration is, in itself, an interesting and useful reaction to study; 
further investigations are currently being carried out.  
Of the remaining catalyst systems, Ru/γ-Al2O3 was the most active. Its selectivity 
to H2 was also reasonably good, inferior only to Ru/CeO2. As such, γ-Al2O3 was 
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Fig. 3.1. (a) Catalytic activity and (b) H2 selectivity of 2.5%Ru catalysts on 
different supports. (U): γ-Al2O3; (□): basic Al2O3; (◊): CeO2 nanopowder; 




Fig. 3.2. Scanning electron micrographs of (a) Al2O3 nanorods and (b) γ-Al2O3.  
(b) (a) 
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 3.3.2. Catalytic performances of organometallic cluster-derived catalysts vs. 
classical impregnation catalysts 
Three different cluster-derived catalysts, all of which supported on γ-Al2O3, were 
prepared from Ru3(CO)12, [HRu3(CO)11]- and [Ru5PtC(CO)15]2-. For simplicity, these 
will hereafter be referred to as Ru3, HRu3 and Ru5Pt, respectively. These cluster 
precursors were chosen so that differences between neutral and charged cluster 
precursors (Ru3 vs. HRu3), as well as any bimetallic effect arising from the 
introduction of platinum (Ru3, HRu3 vs. Ru5Pt), can be studied. All three cluster-
derived catalysts were prepared with a nominal 2.5 wt.% Ru. 
A series of conventional salt-derived catalysts, also supported on γ-Al2O3, was 
prepared for comparison with the cluster-derived catalysts. These catalysts will 
hereafter be denoted as Ru(x)Pt(y), where x, y are the respective Ru and Pt loadings. 
The catalysts in this series include Ru(2.5), Pt(1), Ru(2.5)Pt(1), and Ru(5)Pt(2). 
Finally, a zinc oxide supported catalyst of nominal 2.5wt.% Co was also prepared; 
this is hereafter referred to as Co/ZnO. The Co/ZnO catalyst was prepared as a 
benchmark; a recent review concluded that it was one of the best catalysts for this 
reaction.23  
The catalytic activities (in terms of ethanol conversion) of the various catalysts are 
presented in Fig. 3.3. The salt-derived Ru(5)Pt(2) catalyst has the highest metal 
loading, with Ru and Pt loadings at least twice that of the others. It was therefore 
unsurprising that Ru(5)Pt(2) was found to be the most active salt-derived 
impregnation catalyst. We have thus, for clarity, presented herein only the catalytic 
results of Ru(5)Pt(2) as representative of the whole series of salt-derived catalysts.  
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Fig. 3.3. Ethanol steam reforming activity of selected catalysts at different 
temperatures.  
The three cluster-derived catalysts were found to be significantly more active than 
the Co/ZnO catalyst and all the impregnation catalysts. As is evident from Fig. 3.3, 
the highly active cluster-derived catalysts enabled reduction in steam reforming 
temperatures by 100 oC or more. A low steam reforming temperature is highly 
desirable since less energy will be needed to heat the reformer and, as mentioned 
above, the PEMFCs touted for use in future electric vehicles operate at low 
temperatures. It is, however, noteworthy that all three cluster-derived catalysts have 
activities that are statistically similar to one another. 
Not only were the cluster-derived catalysts found to be much more active than 
their classical counterparts, they were also more selective. The improved H2 and CO2 
selectivities of the cluster-derived catalysts are apparent from Fig. 3.4. At reforming 
temperatures of 750 oC or greater, H2 selectivity of all catalysts are close to 100%. 
However, the difference in the catalysts’ H2 selectivity increases with decreasing 
temperatures. For example, at a temperature of 400 oC, Co/ZnO and all the salt-
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derived impregnation catalysts were found to have zero selectivity towards hydrogen, 
while the cluster-derived catalysts still had H2 selectivity in the range of 40-60%.    
 
 
Fig. 3.4. H2 (solid lines) and CO (broken lines) selectivities of selected catalysts at 
various reforming temperatures. For clarity, only error bars associated with H2 
selectivity are shown.  
The improved efficiency of the cluster-derived catalysts over the classical 
impregnation catalysts and the Co/ZnO catalyst is even more evident when the 
number of mole of hydrogen produced per mole of ethanol substrate is calculated, as 
presented in Fig. 3.5. Each mole of ethanol can yield a maximum of three moles of H2 
when reformed; in the presence of excess steam, a further three moles of H2 should 
also be extractable from the steam a priori. In other words, the steam reforming of 
ethanol yields a theoretical maximum of six moles of H2 per mole of ethanol 
(Eq. 3.2b). The cluster-derived catalysts were producing hydrogen at, or close to, the 
theoretical maximum for temperatures of 550 oC or greater. At a reforming 
temperature of 450 oC, hydrogen production over both Ru(5)Pt(2) and Co/ZnO was 
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negligible; at this same temperature, the various cluster-derived catalysts still 




Fig. 3.5. Number of mole H2 produced per mole reformed ethanol over selected 
catalysts at various temperatures.  
It should be pointed out that de la Piscina et al.20 reported 100% ethanol 
conversion over their ZnO-supported Co catalyst at 450 oC, as noted in the review by 
Haryanto et al.23 In our case, a conversion of only 20% was obtained at this same 
temperature. If a 100% ethanol conversion had been obtained in our case, it would 
mean that Co/ZnO has the same, if not better, activity than the cluster-derived 
catalysts (see Fig. 3.3).  
One possible explanation for the discrepancy in observed activity of the cobalt 
catalysts is that a different zinc oxide was used. The authors had, in fact, prepared a 
series of cobalt catalysts loaded on several supports, including two different zinc 
oxide supports (one of which is commercial (Asturienne), and the other prepared by 
decomposition of 3ZnO.2ZnCO3.3H2O). Slight differences in activity and selectivity 
were reported over these latter two catalysts. In our case, we had utilized commercial 
zinc oxide nanopowder (Aldrich). It is, however, noteworthy that zinc oxide is, in 
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itself, an active catalyst.27 It is thus unlikely that the zinc oxide nanopowder, with its 
smaller mean size (50-70 nm) and intermediate surface area (15-25 m2 g-1), be very 
much different from those used by the authors (surface areas of 11 m2 g-1 and 
100 m2 g-1, respectively). 
A more plausible explanation lies in the different experimental conditions used by 
de la Piscina’s group and ourselves. Several factors, such as the steam/ethanol ratio 
and the rate at which ethanol is introduced would, a priori, affect the percentage 
conversion of ethanol. The ethanol/steam molar ratios used by de la Piscina’s group 
(~1:13) and ourselves (~1:10) are similar, and would not be expected to lead to such a 
great difference. The actual rate at which they had introduced the ethanol/steam 
mixture was not reported. They did, however, reported varying the gas hourly space 
velocity (GSHV) from between 1,250 h-1 to 30,000 h-1. We had, on the other hand, 
introduced our EtOH/H2O mixture into a 150 oC vaporizer at a rate of 0.025ml/min, 
with N2 carrier gas at 300 ml/min. This translates to a much higher GHSV of 
approximately 360,000 h-1. The authors had achieved 100% ethanol conversion only 
at GHSV of 15,000 h-1 or lower. At higher GHSV, and thus shorter contact times, 
ethanol conversion was incomplete. For example, at a GHSV of 30,000 h-1, the 
reported conversion was approximately 65% (Fig. 2 of the reference).20 It is thus 
highly plausible that with the much shorter contact times experienced in our catalytic 
runs, an ethanol conversion of only 20% was observed.  
As it appears that the conversion of ethanol is highly influenced by the space 
velocity, we hypothesized that its lowering would lead to a corresponding increase in 
activity of our cluster-derived catalysts. The GHSV was halved by simply doubling 
the amount of catalyst used for each run (100 mg instead of 50 mg). Indeed, as shown 
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in Fig. 3.6, this increase in activity was observed for all three cluster-derived catalysts 




Fig. 3.6. Catalytic activity (in terms of ethanol conversion) of the cluster-derived 
catalysts at 360,000 h-1 (dotted lines) and 180,000 h-1 (solid lines) GHSV.   
Together, our results suggest that the cluster-derived catalysts are highly active 
and selective for the steam reforming of ethanol to hydrogen. These catalysts are 
highly efficient even at very high gas hourly space velocities, in other words, under 
difficult conditions at which even Co/ZnO, one of the best reported catalysts for this 
reaction, was observed to lose some of its activity.       
 
3.3.3. Stability and coking characteristics of catalysts 
Of course, not only must a good catalyst be both active and selective, it must be 
stable as well. The stability of the Ru5Pt catalyst was hence tested by evaluating the 
variations in its activity and H2 selectivity over three catalytic cycles. The catalyst’s 
selectivity was found to be relatively stable over the three cycles, although a slight 
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decrease in activity is evident with each run (see Fig. 3.7). This drop in catalytic 
activity might possibly be due to sintering of the supported Ru/Pt nanoparticles, as we 




Fig. 3.7. Variations in Ru5Pt activity (solid lines) and H2 selectivity (broken 
lines) over three catalytic runs.  
Other than sintering, deactivation of catalysts can also occur through coking. Even 
on highly active noble metal catalysts, the problem of coking has been reported to be 
rather severe, particularly at low temperatures.13-16 To study the coking characteristics 
of the various catalysts, spent catalysts (after 6 h on-stream at 450 oC) were examined 
under a scanning electron microscope (SEM), and energy dispersive X-ray (EDX) 
analyses were done. Although the SEM studies (see Fig. 3.8) failed to reveal much 
difference in coking of the various catalysts, EDX analyses suggest that the addition 
of Pt helped in the suppression of coking. As can be seen from Table 3.1, the spent 
Ru5Pt and Ru(2.5)Pt(1) catalysts, both of which are bimetallic, have the lowest coke 
content among all the catalysts tested. It is interesting to note that our EDX results 
suggest that the preparation method (cluster-derived vs. salt-derived) does not have 





Fig. 3.8. Scanning electron micrographs of spent (a) Ru(2.5)Pt(1), (b) Ru5Pt, (c) Ru3 





Table 3.1. Coke contenta of spent catalysts. 
Catalyst Coke content 
Ru(2.5)Pt(1) 3 ± 2 
Ru5Pt 4 ± 2 
Ru(2.5) 9 ± 1 
Ru3 12 ± 2 
HRu3 19 ± 7 
a The coke content shown for each catalyst is the average of readings 





Of course, it will be ideal if no, or at least minimal, coke is formed. This is, 
however, not always possible. It is thus desirable that any coke that is formed can be 
“burned off” at low temperatures, which would facilitate catalyst regeneration while 
minimizing sintering. This information cannot be deduced solely from EDX analyses, 
and hence, temperature-programmed oxidation (TPO) was performed to study the 
type and relative amounts of coke that are formed.28 For each TPO study, 5%O2/He 
was passed over a sample of spent catalyst and the temperature was gradually raised 
to 800 oC. The coke present would react with O2 to form CO2 and/or CO at some 
particular temperature(s). Products formed were monitored using an online 
quadrupole mass spectrometer, which would allow us to determine the temperature(s) 
at which the coke present could be burned off. The TPO profiles obtained for the three 
cluster-derived catalysts are presented in Fig. 3.9. 
 
 
Fig. 3.9. Temperature-programmed oxidation profiles of the various cluster-
derived catalysts. Relative peak areas for Ru5Pt : Ru3 : HRu3 = 1.0 : 1.9 : 2.0.    
Monitoring of the mass spectrometer response at m/z = 28 indicated that only 
small amounts of CO were formed in all cases, and hence, the profiles are plotted 
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based only on that of CO2 (at m/z = 44). For spent HRu3, a low temperature peak can 
be seen at about 280 oC, while for spent Ru3, there are two peaks, one peaking at 
about 250 oC, while the second, at a much higher temperature of about 510 oC. This 
suggests that at least one more type of coke was formed on Ru3, and which was 
burned off only at elevated temperatures. As such, though the total amount of coke 
formed over HRu3 was slightly greater (see Table 3.1 and Fig. 3.9), HRu3 would still 
possibly be a better precursor than Ru3 since regeneration of spent catalysts can be 
carried out at much lower temperatures (~280 oC for HRu3 as compared to ~510 oC 
for Ru3). For Ru5Pt, there is only one low temperature peak at about 290 oC. The total 
peak area of the Ru5Pt peak is approximately half those of Ru3 and HRu3, which 
suggests that the total amount of coke formed over Ru5Pt is much lesser than that 
formed over the other two catalysts. Note that this is consistent with the results we 
have obtained from our EDX analyses.  
A similar conclusion can also be drawn from studies of Ru(2.5) and Ru(2.5)Pt(1), 
albeit with much poorer defined TPO peaks (see Fig. 3.10). This might possibly be 
due to poorer control of the composition and size distribution of the salt-derived 




 Fig. 3.10. Temperature-programmed oxidation profiles of salt-derived catalysts.  
Relative peak areas for Ru(2.5)Pt(1) : Ru(2.5) = 1.0 : 2.5.   
 
 
3.3.4. Characterization of catalysts 
In sections 3.3.2 and 3.3.3, the catalytic activity, selectivity and stability of the 
various catalysts were presented and compared. In this section, our attempts at 
studying the differences between cluster-derived and salt-derived catalysts will be 
discussed. 
   Previous electron microscopy studies of cluster-derived catalysts have revealed 
well-dispersed metallic nanoparticles of narrow size distribution.29,30 Our high-
resolution transmission electron microscopy (HRTEM) studies led us to similar 
conclusions. HRTEM studies of both salt-derived and cluster-derived catalysts 
showed that the metallic nanoparticles of the cluster-derived catalysts are very much 
smaller than that of the salt-derived catalysts.  
As an example, the HRTEM images of the cluster-derived Ru5Pt as well as those 
of Ru(2.5)Pt(1), the latter being the salt-derived catalyst of similar Ru and Pt loadings 
to Ru5Pt, are shown in Fig. 3.11. It is clear that the supported metallic nanoparticles of 
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the cluster-derived catalyst are very much smaller than those of the salt-derived 
catalyst. In fact, over 90% of the nanoparticles observed for Ru5Pt were 2 nm or 
smaller, of which approximately 80% are about 1 nm in size; in contrast, no metallic 
particles smaller than 5 nm were observed for Ru(2.5)Pt(1).  
 
 
Fig. 3.11. Transmission electron micrographs of (a)(b) the cluster-derived Ru5Pt and 








X-ray diffraction (XRD) experiments for pre-reduced Ru(2.5) and Ru3 catalysts 
further support our hypothesis that the nanoparticles derived from cluster precursors 
are smaller in size (Fig. 3.12). Using the Debye-Scherrer formula (Eq. 2.7), the mean 
size of the supported Ru nanoparticles of Ru(2.5) was calculated to be approximately 
7 nm. The corresponding Ru peak for Ru3 was, however, not observed. This is 
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probably due to a very large peak broadening, which would be the direct consequence 
of a very small mean size (<< 7 nm) of the supported Ru nanoparticles in Ru3. 
 
 
Fig. 3.12. XRD patterns of pre-reduced Ru(2.5) and Ru3 catalysts. Note that the 
metallic Ru peak is obvious for the salt-derived Ru(2.5) catalysts but not for the 
cluster-derived Ru3 catalyst.  
 
From the results of both our transmission electron microscopy and X-ray 
diffraction studies, the improved activities of the cluster-derived catalysts over salt-
derived catalysts may possibly be accounted for, at least in part, by the smaller size 
and better dispersion of the supported metallic nanoparticles.  
Though the aforementioned studies could provide us with some insights as to the 
size and structure of the various catalysts, information with regards to the interaction 
between the two metallic components, if any, was not obtained. In principle, X-ray 
photoelectron spectroscopy (XPS) can be used to study the compositions and 
electronic states of the supported particles. Unfortunately, the principal photoelectron 
spectral lines of Ru3d5/2 and Pt4f7/2 are in similar regions as those of C1s and Al2p, 
respectively. This makes it difficult for us to identify the various chemical states of all 
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the elements unambiguously. Nonetheless, we have managed to identify chemical 
states corresponding to Ru(II) and Ru(VI) for as-prepared Ru(2.5)Pt(1), and chemical 
states corresponding to Ru(III) for as-prepared Ru5Pt (see Table 3.2, Fig. 3.13(a)).  
 
Table 3.2. Identified Ru chemical states of the various catalysts. 
Catalyst Measured binding energy (eV) Component
Literature binding 
energy (eV) Reference
Ru(2.5)Pt(1) 280.3 a Ru(II) 280.25 31 
 282.3 a Ru(VI) 282.3 32 
Ru5Pt 281.7 a Ru(III) 281.8 32 
Reduced Ru5Pt 461.9 b    
  Ru(0) 461.2 b 33 
  Ru(IV) 462.5 b 33 
a Ru3d5/2;   b Ru3p3/2 
 
The less intense Ru3p3/2 spectral region of a pre-reduced Ru5Pt also showed only 
one chemical state, with a binding energy of 461.9 eV (see Fig. 3.13(b)). Since this 
sample was pre-reduced prior to XPS studies, a chemical state corresponding to Ru(0) 
would have been expected. Instead, the obtained binding energy is intermediate 
between that of Ru(0) and Ru(IV), which hints at some electronic interaction between 




Fig. 3.13. (a)  XPS spectra of as-prepared Ru5Pt and Ru(2.5)Pt(1) in the Ru3d5/2 










In order to gain some mechanistic insights, the reaction of ethanol over the 
different catalysts was studied using temperature-programmed desorption (TPD). This 
is a technique that has been used by Idriss and others to study the interaction of 
ethanol with various metal catalysts.34-37 The EtOH-TPD profiles of the cluster-






















































Fig. 3.14. Temperature-programmed desorption profiles after ethanol adsorption 

























































Fig. 3.15. Temperature-programmed desorption profiles after ethanol adsorption 




In all cases, significant amounts of CO2 and CH3CHO were observed, consistent 
with what had been previously reported for noble metal/Al2O3 catalysts.38 The CO2 
and CH3CHO peaks maxima fell in the range of 300-400 oC and 100-200 oC, 
respectively. These were similar to the values reported by Idriss et al. (650 K and 
450 K, respectively) over a supported Rh catalyst.36 We noted the absence of any 
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significant amounts of ethanol desorption, which suggested that the bulk of adsorbed 
ethanol was reacted. It is also noteworthy that very little C2H4 was observed, even 
though Al2O3, which favors ethanol dehydration, was used as the support. This is in 
fact an important point, as any polymerization of C2H4 might lead to subsequent 
deactivation of the catalyst.  
A further point worthy of note is that of the three cluster-derived catalysts, CH4 
formation was observed only over Ru5Pt. In their studies on Rh-Pt/CeO2 catalysts, 
Idriss and co-workers noted that CH4 was formed over Rh-Pt/CeO2 but not Pt/CeO2, 
which led them to the conclusion that the presence of Rh was crucial for a more 
efficient ethanol C-C bond dissociation.37 The authors proposed that, as a first step, 
the O-H bond of the adsorbed ethanol was cleaved (Eq. 3.5). Over monometallic Pt or 
Pd catalysts, this subsequently led to the formation CH3CHO and H2 (Eqs. 3.6 and 
3.7). Over Rh-Pt catalysts, the formation of a five-membered oxometallocycle was 
favored (Eq. 3.8), followed by a C-C bond cleavage leading to the formation of CH4 
and CO (Eq. 3.9). Thus, in summary, we have the following reactions: 
 
CH3CH2OH → CH3CH2O-[M] + H-[M] (3.5)    
CH3CH2O-[M] → CH3CHO + H-[M] (3.6)    
2 H-[M] → H2  (3.7)    
CH3CH2O-[M] → [M]-CH2CH2O-[M] + H-[M] (3.8)    
[M]-CH2CH2O-[M] → CH4 + CO (3.9)    
 
where [M] represents an active catalytic site. 
In view of our similar observations, it is thus reasonable to deduce that ethanol C-
C bond dissociation is also more favored over the bimetallic Ru5Pt than over the 
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monometallic Ru3 and HRu3. It should be added that the presence of the CH3CHO 
desorption peak suggests that for Ru5Pt, both reaction pathways occur. Over the 
monometallic Ru cluster-derived catalysts though, the ethanol reaction proceeds 
almost exclusively through the dehydrogenation pathway. 
As the presence of Pt seems to help in C-C bond dissociation for the cluster-
derived catalysts, we continued to study the EtOH-TPD over Ru(2.5)Pt(1), as a 
comparison with Ru5Pt (see Fig. 3.15). However, the formation of any significant 
amount of CH4 was not observed over the bimetallic salt-derived catalyst, and the 
profile was more similar to that of HRu3 (Fig. 3.14(b)) instead. The absence of any 
observed Ru-Pt bimetallic effect may be due to a less significant Ru-Pt interaction in 
Ru(2.5)Pt(1) as compared to that for the cluster-derived catalyst, probably as a result 
















Monometallic Ru and bimetallic Ru-Pt supported catalysts, derived from 
organometallic cluster precursors, were found to be highly efficient ethanol steam 
reforming catalysts. The cluster-derived catalysts outperformed not only salt-derived 
counterparts of similar loadings, but also a salt-derived bimetallic catalyst with twice 
the metallic loadings. The catalytic activity and selectivity of the cluster-derived 
catalysts were also found to be superior to that of a zinc oxide-supported cobalt 
catalyst, which is regarded as one of the best reported catalyst for this reaction. 
The coking characteristics of the various catalysts were studied using SEM, EDX 
and TPO techniques. Although little information was gained from our SEM studies, 
EDX analyses suggest that the presence of Pt helps to reduce coking. TPO studies 
support this conclusion, and in addition, suggest that the coke formed over the cluster-
derived Ru5Pt catalyst can be burned off at relatively low temperatures. It should be 
added that the preparation method (cluster-derived vs. salt-derived) does not seem to 
have much effect on a catalyst’s coking resistivity. 
From our HRTEM studies, we found that the metallic nanoparticles of the cluster-
derived catalysts were much smaller in size than those of the salt-derived catalysts. A 
similar conclusion was drawn from our XRD studies. It is thus believed that the 
excellent activity and selectivity of the cluster-derived catalysts are, at least in part, 
due to the smaller size and better dispersion of the metallic nanoparticles.  
Ethanol TPD studies carried out suggested that the presence of Pt in the cluster-
derived catalyst increases the efficiency of the ethanol C-C bond dissociation. This 
bimetallic effect was, however, not observed over the bimetallic salt-derived 
counterpart, indicating that Ru-Pt alloying using the conventional incipient wetness 
method was, perhaps, not achieved to any significant extent.   
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In conclusion, organometallic clusters were found to be superior precursors to 
metallic salts in the preparation of Ru-based ethanol steam reforming catalysts, and 
the addition of Pt was found to reduce the rate of coking. These results would be 
useful in the future design of catalysts for this reaction. Finally, in view of all our 
results, we propose that the cluster-derived bimetallic Ru5Pt would be an excellent 
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CHAPTER 4: CONCLUSION AND FUTURE WORK 
 
4.1. Conclusion 
Our development of supported nanocatalysts for application in two different 
hydrogen production technologies has been described. 
In chapter 2, we have discussed the production of hydrogen via the partial 
oxidation of methane over a series of supported nickel-cobalt catalysts. These 
catalysts were prepared from their respective inorganic salts, using either the 
conventional incipient wetness method, or an ultrasound-assisted method. A 
CaAl2O4/Al2O3 support was used to suppress the formation of inactive nickel and 
cobalt aluminates. 
  Supported nickel catalysts, such as Ni(3), have excellent activity for the methane 
partial oxidation reaction and are often the catalyst of choice. A well-known problem 
associated with the use of Ni catalysts, however, is the high rate of coking over Ni. By 
observing the variation of methane conversion over a period of 6 h, as well as from 
our SEM, EDX and TGA data, the bimetallic Ni(2)Co(1) was found to be more 
resistant to coking than monometallic Ni(3). In addition, Ni(2)Co(1) was found to be 
the most active and selective of all tested, even slightly better than that of Ni(3). The 
replacement of 1 wt.% Ni by an equivalent amount of Co thus helped to improve the 
coking resistivity, without sacrificing the performance of the catalyst. We also noted 
that the use of ultrasound preparation method for this reaction did not lead to any 
enhancement in catalytic performance.   
In chapter 3, we have discussed our development of a series of ruthenium and 
ruthenium-platinum ethanol steam reforming catalysts. These catalysts were prepared 
from either organometallic cluster precursors, or from their respective salts using the 
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incipient wetness method. The cluster-derived catalysts were found to be the most 
efficient catalysts of all that we had tested, allowing for reductions in reforming 
temperatures of 100 oC or more with respect to the conventional catalysts. Under our 
experimental conditions, the performance of the cluster-derived catalysts were also 
superior to that of a cobalt/zinc oxide catalyst, regarded as one of the best catalyst for 
this reaction. HRTEM and XRD studies suggested that the supported metallic 
nanoparticles of the cluster-derived catalysts were smaller in size and better dispersed, 
which probably accounted for the superior catalytic performance that we observed.  
The coking characteristics of the various catalysts were studied using various 
techniques, including SEM, EDX and TPO. These studies suggested that while the 
addition of Pt to Ru helped to reduce the rate of coking, the catalyst’s preparation 
method did not significantly alter its coking resistivity. Further, EtOH-TPD studies 
suggested that the efficiency of C-C bond dissociation was higher over the bimetallic 
cluster-derived catalysts than the monometallic ones.  
In view of our results, the organometallic cluster-derived preparation method is 
highly promising for the development of steam reforming catalysts. The addition of Pt 
also seemed to improve the catalyst’s resistance to coking, and as such, the bimetallic 
cluster-derived Ru5Pt that we have described is proposed to be an excellent candidate 
catalyst for the production of hydrogen via the steam reforming of ethanol.   
In conclusion, we have studied two series of catalysts for the methane partial 
oxidation and the ethanol steam reforming, two promising thermochemical methods 
for short- and long-term hydrogen production technologies, respectively. A 
conventional impregnation nickel-cobalt catalyst, Ni(2)Co(1), and a cluster-derived 
ruthenium-platinum catalyst, Ru5Pt, were found to be the most promising catalysts for 
these two reactions, respectively.   
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4.2. Future Work 
4.2.1. Support fragmentation during ultrasonic irradiation 
For the partial oxidation of methane reaction, the sonochemically-prepared 
catalysts were, unexpectedly, much less efficient than the conventional impregnation 
catalysts, probably due to the damage of the CaAl2O4 monolayer of the support during 
ultrasound irradiation. Any Ni-Co nanoparticles supported on any newly-exposed 
Al2O3 surfaces would subsequently form inactive nickel or cobalt aluminates at the 
high reaction temperatures used. By preventing fragmentation of the CaAl2O4/Al2O3 
support during sonochemical preparation, the problem of catalyst deactivation might 
be avoided. It might thus be of interest to prepare the CaAl2O4/Al2O3 sonochemically, 
so as to induce fragmentation of support at this stage. This pre-fragmentated support 
can then be used to prepared catalysts using the ultrasound-assisted method.      
 
4.2.2. Development of cluster-derived methane partial oxidation catalysts 
Further, as evident from our results in chapter 3, the organometallic cluster-
derived method of catalyst preparation is highly promising. This method of 
preparation can hopefully be extended to the preparation of catalysts for the partial 
oxidation of methane. It would hence be of great interest to synthesize nickel-cobalt 
mixed metal clusters (particularly one of nickel:cobalt ratio of 2:1) and use them as 
catalyst precursors.  
 
4.2.3. Improvement in the stability of ethanol steam reforming catalysts 
Our results for the steam reforming of ethanol are very promising. Nonetheless, in 
spite of the excellent activity and selectivity of the cluster-derived catalysts, we noted 
a slight drop in performance with each cycle of catalytic run and catalyst regeneration. 
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It is likely that this observed drop is due to the sintering of the bimetallic 
nanoparticles. Further improvements could perhaps be made in this aspect. One 
possible way is to make use of very high surface area supports, which could serve to 
keep the nanoparticles at a greater distance from one another. In fact, by simply 
subjecting the γ-Al2O3 that we have used to ultrasound irradiation, fragmentation of 
the material would be expected. This sonicated γ-Al2O3 could then be used. 
 
4.2.4. Lowering costs of ethanol steam-reforming catalysts 
Ruthenium and platinum are expensive metals, and it will be of great commercial 
interest if the costs of the catalysts could be lowered. The first obvious method will be 
to test if any lowering of metallic loadings is possible. Alternatively, ruthenium and/or 
platinum can be substituted with cheaper metals. There is, of course, a large element 
of trial-and-error in this aspect. Still, taking into account the excellent performance of 
the reported Co/ZnO catalyst, it might be worthwhile to start by working on a 
bimetallic composition of Ru-Co. 
 
4.2.5. Development of an ultrasound-assisted ethanol steam reforming method 
Finally, an interesting novel method which could be developed is the production 
of hydrogen using ultrasound-assisted steam reforming. In thermochemical steam 
reforming, the energy is provided by heat from the furnace. It might be possible to use 
acoustic energy (from ultrasonic irradiation) to drive the reaction. In fact, preliminary 
studies have since been started in this area. The results of one such study is presented 
below.  
Briefly, an ethanol/water mixture was added into a three-neck flask containing 
some Ru3 catalyst. In one of the necks, the sonicator probe was passed through a 
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rubber septum, and any gaps sealed with Teflon tape and Parafilm. The other two 
necks were used to pass the carrier gas into, and out of the flask. The outgas was 
monitored by quadrapole mass spectrometry. As can be seen from Fig. 4.1, slight 
increases in H2 and CH4 were observed during sonication of the ethanol/water mixture. 
Though the amount of reformed ethanol remains low at this stage of work, the 
preliminary results are promising. Much more work is, however, required to develop 




Fig. 4.1. Preliminary results for the ultrasound-assisted ethanol steam reforming. 
The double-headed arrows indicate the times during which the mixture was 
sonicated. Slight increases in H2 and CH4 were observed during sonication.   
CH4 H2 
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