Abstract-Radio Frequency IDentification (RFID) systems are prevalent in all sorts of daily life endeavors. Most previous tag estimation schemes worked with relatively smaller frame size and large number of rounds. Here we propose a new estimator named "Gaussian Estimator of RFID Tags,"(GERT), that works with large enough frame size to be accurately approximated to Gaussian distribution within a frame. The selection of the frame size is done according to Triangular Array Central Limit Theorem which also enables us to quantify the approximation error. Larger frame size helps the statistical average to converge faster to the ensemble mean of the estimator and the quantification of the approximation error helps to determine the number of rounds to keep up with the accuracy requirements. The overall performance of GERT is better than the previously proposed schemes considering the number of slots required for estimation to achieve a given level of estimation accuracy.
I. INTRODUCTION

A. The Problem Statement
Tag estimation is useful in many everyday applications including tag identification, privacy-sensitive RFID systems and warehouse monitoring. The problem of tag estimation can be formally stated as follows: for a given reliability requirement α ∈ [0, 1), a confidence interval β ∈ [0, 1) a reader or a set of readers will have to estimate an unknown tag population size t in a particular area. The estimation has to maintain the minimum accuracy condition P [|t−t| ≤ βt] ≥ α wheret is the estimated value of the actual tag population size t. The novelty of our approach lies in the fact that we work with bigger frame size and smaller number of frames as opposed to the previous schemes who relied on relatively smaller frames and large number of frames. With small frame sizes for any statistics to be approximated as Gaussian, the other schemes have to run large number of rounds. In contrast, GERT selects a large enough frame size according to Triangular Array Central Limit Theorem to ensure that the estimator is Gaussian distributed within a frame. So, our scheme does not have to rely on the number of rounds for its estimator to be approximated as Gaussian. The only reason that we need to play more than one round is to counter the impact of variances of the estimator. Larger frame size helps the convergence speed of the statistical average of the estimator to its ensemble mean. On top of that, we quantified the approximation error 1 Md M Hasan, S. Wei and R. Vaidyanathan are with the school of Electrical Engineering and Computer Science, Louisiana State University, Baton Rouge, LA 70803, USA (Email: mhasa15@lsu.edu, swei@lsu.edu, vaidy@lsu.edu).
of our estimator within a frame to Gaussian distribution with all the necessary details. Any estimator approximated as Gaussian incurs some approximation error. It is important to quantify the approximation error to get the measure of the error you are making and how badly does that error impact the overall estimation accuracy. In this paper we have dedicated a subsection to talk about approximation error, its quantification and its impact in the overall estimation accuracy. Precize selection of frame size along with accurate approximation of the estimator gives us advantages both in terms of saving the resources and achieving the desired estimation accuracy.
B. Communication Protocol
GERT uses the framed slotted Aloha protocol specified in Electronic Product Code Class 1 Generation 2 (C1G2) as its MAC-layer communication protocol. Reader broadcasts the frame size (f ) and a random seed number (S) to all the tags in its vicinity. Each of the tags participate in the forthcoming frame with probability p, where p is the persistence probability, the probability that decides if a tag is going to remain active to participate in the forthcoming frame. Each individual tag has an ID and uses f and S values to evaluate a hash function h(f, S, ID). The value of the hash function is uniformly distributed in the range [1, f ] . Each tag has a counter that has an initial value equal to the slot number that it has got evaluating the hash function. After each slot the reader sends out a termination signal to all the tags and each tag decreases its counter value by 1. At any given point the tags with counter value equal to 1, reply to the reader. Empty slots are the slots that have not been replied to by any of the tags; singleton slots are the ones that have been replied to by exactly one of the tags; collision slots are the slots that have been replied to by more than one tags. Under the {0, 1} channel model that we use in our scheme, each empty slot is represented by a 0 and each non-empty slot is represented by a 1.
C. Proposed Scheme Overview and Features
At the beginning of the estimation process GERT runs a probe using the Flazolet Martin algorithm [1] to get a rough upper bound t m on the tag population size t. The critical parameters p, f and n are calculated based on the upper bound t m and the accuracy requirements α, β, where n is the number of rounds (i.e. frames) required to meet the accuracy requirements . Using standardized framed slotted Aloha protocol, GERT gets a reader sequence of {0, 1}. GERT 978-1-5386-3180-5/18/$31.00 ©2018 IEEE uses Nn−N0 f as the estimator where N n is the number of nonempty slots (i.e, both singleton and collision slots) and N 0 represents the number of 0s in the reader sequence. GERT calculates the value of the estimator (i.e, Nn−N0 f ) for each round and after n rounds of these measurements takes the average of all these values. This average is finally substituted for the true mean in the expected value equation of the estimator to estimate the tag population size by an inverse function. We have shown in this paper that the expected value function of GERT is invertible and analyzed the conditions under which
is asymptotically Gaussian distributed , while meeting the imposed estimation accuracy requirements. The required number of slots for estimation is defined as (f + l) × n, where l = 1ms (i.e. ≈ 3.33 time slots) is the C1G2 specified mandatory time delay between the end of a frame and the start of the next one [2] , [3] . Below are the prominent features of our algorithm:
1) The scheme uses large enough frame size selected according to Triangular Array Central Limit Theorem, that makes the estimator distribution within a frame a well justified Gaussian random variable. 2) We have analytically quantified the approximation error of our estimator to Gaussian and paid the requied extra number of rounds to ensure that the approximation error does not impact the overall estimation accuracy. 3) Considering the overall package of the estimation accuracy and the number of slots required for estimation, GERT performs better that previously proposed estimation schemes.
D. Related Work
Unified Probabilistic Estimator (UPE) proposed in [4] , was based on the number of empty slots in a frame or the number of collision slots in the frame. Enhanced Zero Based (EZB) estimator proposed in [5] , makes its estimation based on the total number of empty slots in a frame. The difference between EZB and UPE is, UPE makes an estimation of the population size in each frame and at the end averages out all the estimation results, whereas EZB finds the average of the number of 0s in each frame and finally makes the estimation based on this average value. First Non Empty Based (FNEB) estimator proposed in [6] is based on the size average number of slots before the first 1 appears in a frame . ART [7] estimates the tag population size based on the average run size of 1s in a frame. Multi-category RFID Estimation was proposed in [8] , which is a technique to estimate RFID tags in different categories. An algorithm to estimate RFID tags in composite sets was proposed in [9] .
II. FORMULATION OF THE PROBLEM
This section and the next one are exclusively dedicated to analyzing the analytical properties of our scheme. We define our estimator and its expected value function as follows:
Let, X ij ∼ Bernoulli( p f ) be the variable that represents the probability that the ith tag replies to the j th slot. So the value of X ij is 1 with a probability p f and the value of X ij is 0 with a probability (1 − 
Now we introduce Y j to represent the random variable wheather jth slot of the frame is empty or non-empty. i.e. we define,
It is straightforward to derive the following probability distribution of Y j ,
where p 0 and p n are the probabilities that a slot empty and non-empty respectively. Introduction of the following two indicators Y 
So, (1) can be re-written as
where
It is straightforward to show that Z j,f has the following PMF.
Z j,f = 1, with probability p n −1, with probability p 0
Simple algebraic manipulations give us the mean and variance of Z j,f ,
Let, µ f and σ 2 f be the mean and variance of Z f , respectively. Using (2), (7), (10) and (11) we have,
Now using the expressions from (5), equation (12) can be rewritten as,
We define,
which essentially is the average number of active tags per slot. Lemma 1: g f (t) given in (14) is a monotonically increasing function of r. Statement of the above Lemma is evident in Figure 1 . The detailed Proof to Lemma 1 is given in [10] .
III. GAUSSIAN APPROXIMATION OF THE ESTIMATOR
Our estimation of the tag population size has to maintain the accuracy requirement given by the condition,
Since we are using Z f as our estimator to determine the value oft, using (1) and (2), the condition in (16) can be written as,
Now to perform our estimation of the tag population size while maintaining the accuracy requirements given in (17), we need the following two conditions, 1) g f (t) has to be an invertible function.
2) a well approximated PDF for Z f (t). Since we already know from the previous section that g f (t) is a monotonic function and hence invertible, this section is particularly devoted to the analysis of the conditions under which Z f (t) can be well approximated by a Gaussian random variable. Since in our case the probabilities given in (5) vary with the frame size, we require a special version of the CLT, that is triangular array CLT [11] , to prove that Z f (t) follows Gaussian distribution. In other words, we resort to Lindeberg Feller Theorem [12] .
The statement of Lindeberg Feller Theorem says, let {X n,i } be an independent array of random variables with E[X n,i ] = 0 and E[X
where 1 X {A} is the indicator function of a subset A of the set X, and is defined as,
In our algorithm, the set of random variables {Z j,f } given in (9) are independent. From (10), (12) we see that E[Z j,f ] = µ f . Lindeberg Feller theorem requires the variable to have zero mean which is not the case with Z j,f . To fulfill that requirement, we define a new variable Z j,f such that,
Now using (9), the probability distribution of Z j,f can be given by,
with probability p n −1 − µ f , with probability p 0 (20)
Using (10), (11) and (19) we have,
Now, { Z j,f } are independent random variables with (23), simple algebraic manipulations using (7), (11), (13) and (23) give us (24) holds.
In the above condition given in (24) , the indicator function 
It is easy to see that if none of (25) and (26) holds, (24) not just converges to but actually becomes 0. We have shown in [10] that if the following condition holds, none of the (25) and (26) holds, or consequently (24) holds,
where k(r) is defined as
and the values for k 1 and k 2 are given by the following equations:
We now come down to a condition, if (27) holds, (24) strictly becomes 0. So, for given r and if we select a frame size large enough so that (27) holds, the distribution of the estimator can be approximated as
A. Quality Considerations of Gaussian Approximation
The quality of the approximation depends on the value of . To ensure that we satisfy the reliability requirements, we take this approximation error into account when we calculate the overall estimation error. Exactly speaking Z f → N (µ f , σ 2 f ) means, if the frame size is large enough to satisfy (27),
where, θ ∼ N (0, 1). Using the above equation we can write,
Now for the given reliability requirement α, using (32) we have,
Which means that, if we approximate
as a standard normal, to compensate for the approximation error we will have to maintain the actual reliability α + instead of the given reliability α. Using the fact that probability can not be greater than 1,
Equation (34) gives the maximum value of that we can operate on for a given reliability requirement α .
B. Impact of the Approximation Error in Overall Estimation Accuracy
The given above quantifies the the approximation error of the estimator for a given set of parameters i.e. (f, t, r). For example for given α = 0.95, β = 0.05, t = 1200 if we operate on r = 0.84 and select frame size f = 200 the value of calculated from (27) becomes 0.08. For the same set up if we select f = 1000 then we get = 0.03. In the first case we make more approximation error than in the second case. Equation (40) suggests that for f = 200 we have to run more rounds than for f = 1000. If we ignore the approximation error and select f = 200 for the above case, we are essentially aiming at a maximum achievable reliablility of 92% as calculated from (34), where as our required reliability is 95%. But for f = 1000 the maximum achievable reliablility is 97% which means the required 95% is achievable. So, its critical to exactly quantify the approximation error you make in terms of the estimation parameters of your algorithm to make sure you are aiming at a maximum reliability calculated from (34) which is greater than your required reliability. In the performance section of this paper we clearly presented the significant hand that approximation error plays in the overall estimation accuracy.
IV. SELECTION OF CRITICAL PARAMETERS
This section clarifies the steps to attain the optimum parameters for GERT, described by Algorithm 1. Since all the parameters are functions of the tag population size t which is unknown, we have substituted t m for t in those equations.
A. Frame size f
For given r and t m we can have different pairs of p and f satisfying (15). Since p ≤ 1, (15) should give us the maximum possible frame size when p = 1 for given r and t m . Using (15),
For a given r we will have a particular value of k(r) calculated from (28), to satisfy the Lindeberg Feller conditions. Hence, we can get different pairs of f and satisfying (27). Plugging in maximum possible given by (34) in (27) should give us the minimum allowable frame size for given r. Using (27), of GERT as well GERT without the approximation error considered (GERT-WAEC). Each point in Figure 2 represents an arithmatic average over 300 samples. In Figure 2 we see that GERT and EZB achieve the required reliability and GERT-WAEC falls a little short as expected. The other two schemes fall a good distance short in meeting the reliability requirements. Figure 3 shows the number of slots required by different schemes to achieve the reliabilities given in Figure 2 . We see that if we ignore the approximation error like others, we require less number of slots for estimaiton than the other three schemes. Taking the approximation error into account GERT requires more number of slots than ART, but delivers better reliability than ART. On the other note, EZB and GERT both deliver the promised reliability but GERT outperforms EZB in terms of the required number of slots for estimation except for the very small tag population sizes. In Figure 3 , since (f + l) × n is random due to the randomness of t m , we presented the mean value line along with the standard deviation over 50 samples. The gradual descent of the GERT curves, is due to the fact that for the smaller values of t we can not shoot for the bigger values of r due to restrictions incurred by the condition f max ≥ f man . As t gets bigger we can shoot for the larger values of r and equation (13) suggests that the variance is smaller for the bigger values of r. That saves us in terms of the number of rounds. The fact that (f +l)×n curve eventually gets saturated, happens because k(r) given by (28) has a very sharp increment for the bigger values of r. This trend cost us in terms of the frame size required to satisfy (27). So, even if t continues increasing we cannot operate beyond a certain value of r for a given accuracy requirements, hence is the saturation.
VII. CONCLUSION
Through this work we propose a novel estimator to estimate any arbitrary RFID tag population size. Our technique is primarily based on the idea of a big enough frame size and precize approximation of our estimator to Gaussian distribution. These features provide us with advantages over other schemes both in terms of estimation accuracy and cost savings. The simulated results clearly demostrate the rigorous analytical foundation of the paper.
