Suppose we label the vertices of a tree by positive integers. The weight of an edge is defined by a monotonically increasing function of the absolute value of the difference of the labels of its endpoints. We define the total cost of the labeling to be the sum of weights of all the edges.
Introduction
In the graph theory vertex labeling related problems were intensively studied [1] .
Typically, the problems can be described as follows: for a given graph, find the optimal way of labeling the vertices with distinct integers. If we want to find the labeling which minimizes the total 'length' sum of the edges, we have the minimum sum problem. In a similar way the so-called bandwidth and cutwidth problems are defined. The problems and their solutions were described in [1-3, 5, 6 ]. These problems came up in connection with applications in network addressing, code design or similar IT problems. The problems presented in this paper are motivated by molecular evolution, and tree node labels are connected with lengths of modern and ancestral proteins.
In this paper we give two algorithms: a pseudo-polynomial algorithm to solve the max sum problem on trees for a monotonically increasing cost function θ, and a linear algorithm to solve max sum problem on binary trees for the Manhattan cost function θ:
. The first algorithm uses dynamic programming techniques; the second algorithm uses the properties of the Manhattan distance.
Preliminaries
Let G be a tree with n leaf nodes, vertex set V(G) and edge set E(G). N=|V(G)|.
Let us number the leaf nodes of G: 1, 2, …, n. Let us number the root of G: N. An integer labeling π of G is a mapping π from G to a set of positive integers. Let us denote integer labeling of the leaf nodes of G (π(1) = p 1 , …, π(n) = p n }. Let us denote by g min and g max min and max integers labeling leaf nodes: g min =min{p i }, g max =max{p i }; m=g max -g min +1
The θ-sum of a numbering π is , where θ(x) is a monotonically increasing function of nonnegative x θ(0)=0. An example of such a function is . In case of λ=1 we obtain the Manhattan distance.
The Manhattan sum of a numbering π is
Arbitrary tree and an arbitrary cost function
Given a tree G, an integer labeling of the leaves of G (p1, …, pn) and a monotonically increasing cost function θ, the minimum sum problem is to find a labeling which minimizes the total cost: over all π.
A binary tree problem
Given a binary tree G, an integer labeling of the leaves of G (p 1 , …, p n ) and the Manhattan cost function θ: the minimum sum problem is to find the labelings which minimize over all π. Given labeling of the leaf nodes of G (p 1 , …, p n }at the tips of the tree the S(i) are easy to compute. The cost is 0 if the observed integer p k is integer i, and infinite otherwise. Now all we need is an algorithm to calculate the S a (i) for the immediate common ancestor of two nodes. This is very easy to do. Let us show a proof for a binary tree and after that for a common case. Suppose that the two descendant nodes of the node a are called l and r (we distinguish between a number of a node and its label). For the immediate common ancestor of the nodes l and r, node a, we need only compute
Problem solutions
The interpretation of this equation is immediate. The smallest possible cost given that node a is assigned i is the cost of the edge from the node a to the node l, plus the cost S l (j) of the left descendant subtree given that node l is in state j. We select that value of j which minimizes that sum. We do the same calculation for the right descendant subtree, which gives us the second term of (2.2). The sum of these two minima is the smallest possible cost for the subtree above node a, given that node a is in state i. This equation is applied successively to each node in the tree, doing a postorder tree traversal. Finally it computes all the S N (i), and then (2.1) is used to find the minimum cost for the whole tree. The complexity of the algorithm is O(N* (g max -g min ) * (g max -g min )) (3.3).
Down phase. A procedure named DP_down calculates the labels S(p) of all nodes p of the tree G, given the root N of G, given a cost function θ, and the costs S k (i) of all nodes V(G) of the tree G as calculated by DP_Up described above.
Choose any integer i provides the minimum of the S N (i) -it is the root label. Doing a preorder tree traversal, label successively each inner node in the tree: for any inner node p, and given that a label i was reconstructed at its parent, the label j to be chosen is that for which is minimized. Notice that for inner nodes this state does not necessarily correspond with that for which S j (p) is minimum.
DP algorithm for an arbitrary tree.

Up phase. A procedure DP_up calculates the costs S k (i) of all nodes V(G) of the tree G, given a cost function θ.
The common case is presented in a similar way. Suppose that the k a descendant nodes of the node a are called b j . So,
This equation is applied successively to each node in the tree, doing a postorder tree traversal. Finally it computes all the S N (i), and then (2.1) is used to find the minimum cost for the whole tree.
Down phase. As Up-phase above for 3.1.1.
Comment 1.
This algorithm is a dynamic programming (DP) algorithm, because it solves the problem of finding the minimum cost by first solving some smaller problems and then constructing the solution to the larger problem out of these, in such a way that it can be proven that the solution to the larger problem is correct. An example of a dynamic programming algorithm is the well-known pairwise sequence alignment algorithm [7, 8, 11, 12] . Another example is Sankoff parsimony algorithm [9] , which determines the minimum number of changes required in a given phylogeny when a cost is associated to transitions between character states. Lemma 1.
All labels of the optimal integer labeling, which minimizes sum , are in the interval [g min , g max ].
Proof.
Let us denote a set of vertices X=[x 1 ,…,x k ] . Let us introduce a new numbering π': let us substitute labeling of all x i : π'(x i )=g min .
. It is easy to see that if k>0 then ). It means that for optimal integer labeling π the following is correct: . Likewise,
. Quod erat demonstrandum.
Linear algorithm for a Manhattan sum for a binary tree
Bottom-up stage.
Doing a postorder tree traversal assign successively to each node in the tree an interval, according to the following rule: a parent interval is either an intersection of the intervals of its children or an interval that lies between these intervals in case that their intersection is empty.
Top-down stage.
Choose any integer from the interval assigned to the root node -it is the root label.
Doing a preorder tree traversal, label successively each node in the tree by an integer from the interval assigned to this node which is the nearest to its parent label: It may be either the value equal to the parent label or the boundary value of the interval assigned with the node.
The proof of the correctness of the algorithm that solves the problem of finding an optimal integer labeling, which minimizes sum , follows from the following lemmas.
Lemma 2. Root Optimal Label.
A root label of the optimal integer labeling is in between the two descendant labels.
Suppose that the root node is called rt (rt=N), suppose that its children are called l and Proof.
Suppose that π(rt) < π(l). Let us introduce a new numbering π' by changing only the root label: π'(rt) = π(l). It is easy to see that ). It means that for optimal integer labeling π the following is correct: π(rt) ≥ π(l). Likewise, we prove that for optimal integer labeling π(rt) ≤ π(r). Q.e.d. Every node of the optimal integer labeling that all its children are leaf nodes has a label between labels of its children.
Let G be a binary tree with n leaf nodes, vertex set V(G) and edge set E(G). Let us number the leaves of G: 1, 2, …, n. Let us denote integer labeling of the leaves of G (π(1) = p 1 , …, π(n) = p n }. .
From assumption follows that π is not an optimal labeling. Similarly, we can prove that from assumption follows that π is not an optimal labeling. Q.e.d. 2) b 2 ≤ a 1 . Similarly to 1) let us assume . Then we introduce a new labeling π' by changing labels for three nodes:
. so we have a contradiction with the statement that π(G) is an optimal labeling. Lemma 7. Parent Optimal Interval -III. An optimal interval of a parent is either an intersection of the optimal intervals of its children or an interval that lies between these intervals in case that their intersection is empty.
If an optimal integer labeling π provides the labels of two siblings i 1 . Then we introduce a new labeling π' by changing labels for three nodes:
. . So we have a contradiction with the statement that π(G) is an optimal labeling.
Concluding Remarks.
The problems presented in this paper are associated with phylogenetics. The minsum problem resembles the problem of parsimonius labeling by characters. The traditional objective of a phylogenetic tree (evolutionary tree, a tree that is used to model the actual evolutionary history of a group of sequences or organisms) is to represent the evolutionary relationship between species. The contemporary species are represented by the leaves of the tree. Internal (branching) nodes represent common ancestor species that are now extinct. In modern molecular phylogeny, often the species at the leaves of a phylogenetic tree are represented by genes or stretches of genomic DNA. The problem of the parsimonial reconstruction of ancestral states for the given tree with the given states of its leaves (the most parsimonious assignment of the labels of internal nodes for a fixed tree topology) is a well studied problem [4, 9, 10] .
We may define a k-tuple integer labeling Π of G as a mapping Π from G to a set . Given a uniform k-tuple integer labeling of the leaves of G the minimum sum problem is to find a labeling which minimizes the total sum of the stretches of the edges. The minimum sum problem is that of minimizing over all Π c for given k=c. By some modifications of the algorithms presented in this paper the minimizing k-tuple labeling can be found.
