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Abstract
The main topic of the thesis is a problem of motion control of electrome-
chanical systems with oscillatory dynamics caused by a mechanical compli-
ance of the driven load. The goal is to develop effective and reliable algo-
rithms for automatic system identification and robust controller synthesis
applicable to a wide range of industrial motion control systems. Achieved
theoretical results are described in three distinct sections devoted to auto-
matic identification, passive vibration damping using input shaping method
and active feedback vibration control. Numerical simulations and experi-
mental results demonstrate successful employment of the developed meth-
ods.

Abstrakt
Dizertacˇn´ı pra´ce se zaby´va´ problematikou rˇ´ızen´ı pohybu elektromechanic-
ky´ch syste´mu˚ s kmitavou dynamikou zpu˚sobenou poddajnost´ı poha´neˇne´
soustavy. C´ılem je vyvinout efektivn´ı a spolehlive´ algoritmy pro automat-
ickou identifikaci syste´mu a na´vrh robustn´ıho regula´toru pouzˇitelne´ pro
sˇiroke´ spektrum pru˚myslovy´ch aplikac´ı syste´mu˚ rˇ´ızen´ı pohybu. Dosazˇene´
teoreticke´ vy´sledky jsou popsa´ny ve tˇrech sekc´ıch veˇnovany´ch automaticke´
identifikaci, pasivn´ımu tlumen´ı vibrac´ı s pouzˇit´ım metody tvarova´n´ı vstupn´ı
velicˇiny a aktivn´ıho zpeˇtnovazebn´ıho tlumen´ı. Pouzˇit´ı navrzˇeny´ch metod je
demonstrova´no rˇadou numericky´ch simulac´ı a experimenta´ln´ıch vy´sledku˚.

Podeˇkova´n´ı
Na tomto mı´steˇ bych ra´d podeˇkoval sve´mu sˇkoliteli Prof. Ing. Milosˇi Sch-
legelovi, CSc. za poskytnute´ veden´ı, rady, inspiraci a nadsˇen´ı pro obor au-
tomaticke´ho rˇ´ızen´ı, jezˇ se mu podarˇilo na meˇ prˇene´st. D´ıky patˇr´ı i vsˇem
kolegu˚m z vy´zkumne´ho ty´mu za neopakovatelnou atmosfe´ru na pracoviˇsti,
ktera´ pu˚sob´ı jako podhoub´ı pro vznik novy´ch mysˇlenek a na´padu˚ a ktera´ mi
dala poznat, jak za´bavna´ a naplnˇuj´ıc´ı mu˚zˇe by´t veˇdecka´ pra´ce. Velky´ d´ık si
zaslouzˇ´ı moje rodina, partnerka a bl´ızky´ okruh prˇa´tel za podporu, toleranci
a shov´ıvavost i ve chv´ıl´ıch, kdy cˇ´ısla a rovnice pro meˇ byly du˚lezˇitejˇs´ı nezˇ
spolecˇneˇ stra´veny´ cˇas. D´ıky vsˇem...
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1Introduction
We are currently witnessing technological progress that strongly affects our daily lives.
Rapid development in electronics, computer technology and embedded systems which
has been observed in the last few decades has brought a new generation of products
in various application fields such as consumer electronics, automotive, aerospace and
manufacturing. The term ”mechatronics” was first used by Tetsuro Mori, the senior en-
gineer of the Japanese company Yaskawa in 1969, to describe new types of advanced
systems which contain aspects of mechanics, electronics and intelligent computer con-
trol. This term became commonplace and is currently seen as a synergistic combination
of different disciplines of technology and science which are used to create sophisticated,
economical and reliable devices. An example of a mechatronic system is an industrial
robot, digital camera or a car equipped with driver assistance functions [1, 2, 3, 4].
The theory of automatic control plays a key role in the process of mechatronic
engineering. The introduction of feedback and insertion of the control law in the form
of a computer algorithm allows for significant changes in the dynamical behavior of
the controlled system and the implementation of completely new functional properties
that would otherwise be unattainable. If we imagine for example the levitation of a
shaft in magnetic bearing or the change of mechanical stiffness in a flexible structure
we may even state that the feedback control can change the ordinary laws of physics
(in the sense of an outside observer). Therefore, such systems are often called active
mechanical structures, because the properties of the original passive system are altered
by actively using some auxiliary source of energy.
This thesis deals with the specific problem of precise motion control of electrome-
chanical systems with flexible structure which is often encountered in modern indus-
trial automation. Various manufacturing applications of mechatronic systems such as
CNC machining, assembling, welding, packaging or material handling require highly
1
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Figure 1.1: Examples of mechatronic systems - survey of R. Isermann [3]
dynamic motions which have to be precisely executed by a machine (simple manip-
ulator, conveyor belt, industrial robot or machine-tool). The increasing demands for
efficiency, precision and dynamics of the controlled motion lead to a higher desired
bandwidth of the control loops. New types of lightweight constructions are introduced
in order to reduce the inertial masses and enhance the energy efficiency and mass to
load ratio. However, rapid motions and reduced stiffness of the mechanical construc-
tion often lead to excitation of unwanted mechanical vibrations. Such vibrations sig-
nificantly reduce the overall quality of control and are recognized as the most limiting
factor for the achievable bandwidth. The motion induced oscillations complicate and
prolong the process of machine commissioning and handmade controller tuning which
is often performed by process engineers in practice becomes almost impossible. There
is a strong demand from industry for assisting software tools which would provide
some functions for automatic or semi-automatic identification and motion control loop
settings. Some of the major manufacturers of the servo drives offer an auto-tuning func-
tion in their frequency-inverter firmware. However, its functionality is often limited to
rigid mechanical loads and may fail in the presence of oscillatory dynamics. Moreover,
the controller structure is often fixed to a basic cascade PID algorithm which may be
unsatisfactory for complex flexible systems with multiple resonance modes. The goal
2
of this thesis is to provide effective and reliable algorithms for automatic identification
and robust tuning of motion control loops in industrial electrical drives.
The thesis is structured as follows. Chapter 2, which is a preliminary chapter, intro-
duces some important results of modern control system theory which are used further
in the text. Chapter 3 deals with state-of-the-art motion control systems explaining
some fundamental problems and known methods for their solution. Chapter 4 for-
mulates the aims of the thesis. Chapter 5 introduces a novel approach to frequency
identification of oscillatory electromechanical systems. Chapter 6 deals with passive
vibration control using input shaping methods. Chapter 7 is devoted to active feedback
vibration control and a problem of robust velocity and position controller synthesis.
Chapter 8 demonstrates the use of the proposed methods in several laboratory setups
and industrial applications. The last part is devoted to discussion and final conclusions.
3
1. INTRODUCTION
4
2Preliminary chapter
This chapter provides a summary of some important methods of control system theory
which are used further in the thesis. To be concise, only the main results are presented.
The full derivation including proofs can be found in the referenced literature.
2.1 Norms of signals and linear systems
For a quantitative measurement of performance and robustness of a control system,
appropriate signals and system norms have to be introduced. The following section
presents the most important norms which are often used in optimal and robust control
methods [5, 6].
Definition 1. Lp-norm of a signal
For any 1 ≤ p ≤ ∞ the Lp-norm ‖z‖p or p-norm of a continuous-time scalar-valued
signal z(t) is defined by:
‖z‖p = (
∞∫
−∞
|z(t)|p dt)1/p. (2.1)
The definition can be generalized for a n-dimensional vector z(t) with values in Rn or
Cn to:
‖z‖p = (
∞∫
−∞
‖z(t)‖p dt)1/p. (2.2)
where ‖z(t)‖ is any vector norm on space Rn or Cn.
As p→∞ the Lp norm tends to the so called∞− norm which is characterized as:
‖z‖∞ = sup
t
‖z(t)‖. (2.3)
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The L∞ norm expresses amplitude or peak value of the signal. For a particular choice
p = 2 we get the L2 norm:
‖z‖2 = (
∞∫
−∞
‖z(t)‖2 dt)1/2 = (
∞∫
−∞
z(t)T z(t) dt)1/2. (2.4)
The square of the L2 norm ‖z‖22 has physical interpretation of total energy associated
with the signal.
The L2 norm can be defined analogously in the frequency domain for the Laplace-
transformed signal z(s) on the imaginary axis. We obtain
‖z‖2 = ( 1
2pi
∞∫
−∞
|z(jω)|2 dω)1/2, (2.5)
for the scalar case and
‖z‖2 = ( 1
2pi
∞∫
−∞
z(−jω)Tz(jω) dω)1/2, (2.6)
for vector-valued z(s).
Definition 2. H2-norm of linear system
Consider SISO linear system. The linear mapping from the scalar input u(t) to the
output signal y(t) is defined by the convolution integral
y(t) =
∞∫
−∞
h(τ)u(t− τ)dτ ; t ∈ R, (2.7)
where h(t) is impulse response function. In the Laplace domain, the input-output rela-
tion is defined by the transfer function H(s) by:
Y (s) = H(s)U(s), (2.8)
where H(s) is the Laplace transform of h(t).
The H2 norm is defined analogously to 2.5 as:
‖H‖2 = ( 1
2pi
∞∫
−∞
|H(jω)|2 dω)1/2. (2.9)
6
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For the multivariable case with an impulse response matrix h(t) and a transfer matrix
H(s) = [hkl(s)] we obtain a generalization in the form of
‖H‖2 = (
∑
kl
‖hkl‖22)1/2 = (2.10)
= (
1
2pi
∞∫
−∞
∑
kl
|hkl(jω)|2 dω)1/2 = ( 1
2pi
∞∫
−∞
tr[H(−jω)TH(jω)] dω)1/2.
The integral is finite only for stable transfer functions of H(s) with no right half-plane
poles. Thus, the norm is defined only for stable systems. The notationH2 which is often
used instead of L2 is a reference to Hardy spaces of bounded and analytic functions in
the right-half plane.
TheH2 norm of the system can be interpreted in terms of norms of generated output
signals. Consider for example a SISO system with input signal U(jω) = 1 (Dirac’s delta
function δ). From (2.8) and (2.5) we get
‖y‖2 = ( 1
2pi
∞∫
−∞
|H(jω)|2 dω)1/2 = ‖H‖2 (2.11)
Therefore, the H2 norm can be interpreted as energy of the system output excited
by wideband Dirac’s impulse or in other words as average system gain taken over all
frequencies. These results can be easily generalized for the multivariable case (see e.g.
[6]).
Similar physical interpretation is possible in the framework of stochastic systems.
Supposing that the vector input u(t) is a white noise signal with the covariance function
E[u(t)Tu(s)] = Iδ(t− s)], the system output y(t) is a stationary stochastic process and
its mean square value is defined as:
E[y(t)Ty(t)] = tr
∞∫
−∞
H(−jω)TH(jω) dω = 2pi‖H‖22. (2.12)
Thus, the mean square output of the system which is excited by the wideband
unitary white noise signal is determined by the H2 system norm. The H2 norm is often
used as a measure of performance in the closed loop system.
Definition 3. H∞-norm of linear system
For a stable linear SISO system with transfer function H(s), the H∞ norm is defined as
‖H‖∞ = sup
ω
|H(jω)|. (2.13)
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This measure provides a value of the worst case system gain in the frequency domain
in the sense of maximum amplification of the harmonic input signal over the whole
frequency range. Another useful interpretation follows from the observation of the
following inequality. Considering the system (2.8) and definition (2.5) we may write:
(
1
2pi
∞∫
−∞
|H(jω)U(jω)|2 dω)1/2 ≤ sup
ω
|H(jω)|( 1
2pi
∞∫
−∞
|U(jω)|2 dω)1/2 (2.14)
⇒ ‖Y ‖2 = ‖HU‖2 ≤ ‖H∞‖‖U‖2.
Therefore, the H∞ norm can be defined as:
‖H‖∞ = sup
{‖HU‖2
‖U‖2 ; U 6= 0
}
. (2.15)
Hence, the H∞ norm also gives the maximum system gain in the sense of amplification
of L2 norm of an arbitrary input signal. From the operator theory, it follows that H∞ is
an operator norm induced by the L2 signal norm.
For the multivariable system, the H∞ norm is generalized for the transfer matrix
H(s) in the following manner
‖H‖∞ = sup
ω
σ¯(H(jω)), (2.16)
where σ¯ denotes the largest singular value of the matrix. The inequality (2.15) holds
as well for the vector valued input and output signal and the physical interpretation
remains the same. The ∞ − norm provides the maximal system gain in all output
directions over the frequency range or peak amplification of input signal in the sense of
the L2 signal norm. The H∞ is an useful measure for the evaluation of robust stability
of a closed loop system.
2.2 Linear quadratic optimal control
The procedure of controller or estimator design can be formulated as an optimiza-
tion problem with respect to a proper criterion function. Important results of optimal
control theory are related to quadratic cost functions which try to achieve a suitable
compromise between controller or estimator bandwidth and the corresponding con-
trol effort and noise sensitivity [5, 7, 8, 9, 10]. The Linear Quadratic Regulator (LQR)
problem is defined as follows.
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A given LTI system having a state space model is considered in the form:
x˙(t) = Ax(t) +Bu(t), (2.17)
y(t) = Cx(t) +Du(t), (2.18)
where x(t) ∈ Rn is state vector, u(t) ∈ Rm is input vector, y(t) ∈ Rp is measurement
output vector, A,B,C,D are constant real matrices with corresponding dimensions,
the pair (A,B) is controllable and the pair (A,C) is observable. The goal is to find a
control law which steers the system from an arbitrary initial state x(0) to a very small
value as quick as possible without spending too much control effort. Therefore, the
performance index which introduces a compromise between closed-loop dynamics and
magnitude of control is defined as:
J =
∫ ∞
0
(xTQx+ uTRu)dt. (2.19)
The optimal regulator should minimize the quadratic cost function (2.19) for all possi-
ble trajectories of the system.
The steady-state solution of this problem for an infinite horizon of control leads to
the control law in the form of the state feedback:
u(t) = −Kx(t), (2.20)
where the m× n state feedback gain matrix K is given by equation
K = R−1BTP . (2.21)
The symmetric nonnegative-definite n×n matrix P is a solution of the Algebraic Riccati
Equation (ARE):
ATP + PA− PBR−1BTP +Q = 0. (2.22)
The Riccati equation has to be solved numerically. Special methods based on ma-
trix factorizations or iterative computation have been developed for this purpose. The
LQR problem assumes that all of the system states are accessible for measurement. A
more realistic formulation of the control problem which considers an output feedback
controller and introduces an uncertainty in both modelling and measurement is given
by the Linear Quadratic Gaussian (LQG) design in the framework of stochastic systems.
The plant model is assumed in form:
x˙(t) = Ax(t) +Bu(t) +Gw(t),
y(t) = Cx(t) +Du(t) + v(t), (2.23)
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where w,v are white process and measurement noise signals satisfying E[w(t)] =
E[v(t)] = 0, E(wwT ) = W , E(vvT ) = V with appropriate covariance matricesW,V
which specify the noise intensity. Since the state and output variables are now defined
as random processes due to the stochastic noises, the criterion function is formulated
as the integrated expected value:
J = lim
T→∞
1
T
{
∫ ∞
0
E(xTQx+ uTRu)dt}. (2.24)
It was shown that the optimal stochastic controller for the system (2.23) and cost
function (2.24) is composed from the LQR state feedback (2.21) for the noiseless sys-
tem and an optimal state estimator in a form:
˙ˆx(t) = Axˆ(t) +Bu(t) +L{y(t)−Cxˆ(t)−Du(t)}, (2.25)
where the estimator gain L is given by
L = Y CTV −1, (2.26)
and the symmetric nonnegative-definite n× n matrix Y , is a solution of the ARE:
AY + Y AT − Y CTV −1CY +GWGT = 0. (2.27)
The observer (2.25) is known as the Kalman-Bucy filter [11]. In the case of uncorre-
lated, white and stationary noises with known intensities, the filter is an optimal causal
estimator which minimizes the steady-state error covariance
lim
t→∞E{(x− xˆ)(x− xˆ)
T }. (2.28)
The problem of optimal controller and estimator design is dual. It can be ob-
served that the substitution ofA→ AT , P → Y,B → CT , Q→ GWGT , L→ KT
into the control Riccati equation (2.22) leads to the dual filtering Riccati equation (2.27).
The noise model is usually unknown in practical situations and the covariance ma-
trices V,W are used merely as tuning parameters of the observer to achieve a reason-
able compromise between observer bandwidth and amplification of the measurement
noise. It was shown that a deterministic explanation can be derived [12] and the
Kalman filter is in fact a least squares estimator which minimizes objective function
J =
∫ ∞
0
(wTW−1w + vTV −1v)dt, (2.29)
subject to the constraints given by the dynamic model of the observed system. There-
fore, the goal is to use as little state and output disturbance as possible to explain the
measured outputs. From this point of view, the matrices V,W serve as a scaling factors
which emphasize the relative confidence in prediction (system model) and observation
(measurement).
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Spectral properties of the linear quadratic regulators and observers
The linear quadratic regulators and observers are known for their guaranteed spectral
properties. It was shown that regardless of the choice of weighting matrices Q,R,
following relation holds for any scalar LQR controlled system:
|1 + L(iω)| ≥ 1; L(iω) = K(iωI −A)−1B, (2.30)
where L(iω) is the loop transfer function given as the open loop connection of the
system and the LQ optimal state feedback K. The relation (2.30) is known as the
Kalman inequality and its consequence is, that the Nyquist curve of the system does
not enter a unitary radius circle centered in [−1, i0] point of the complex plane. This
leads to a guaranteed robustness of the closed loop in terms of minimum phase margin
pm ≥ 60o, gain margin in the interval gm ∈ 〈−0.5,∞) and stability margin sm =
|1 + L(iω)| ≥ 1. This result was generalized for multivariable systems with dynamic
uncertainties in the individual input channels [13]. The property of strong robustness
in stability is unfortunately lost in the case of the output feedback and LQG control. It
was shown, that arbitrary poor performance may be achieved in this case [14].
A dual property can be obtained for the steady-state Kalman filter. For the optimal
observer case, the inequality (2.30) changes into:
|1 + L(iω)| ≥ 1; L(iω) = C(iωI −A)−1L, (2.31)
where L(iω) is the loop transfer function from estimation error to the observed output.
The guaranteed gain and phase margins of the observer loop leads to the smooth shape
of the observer frequency response. This topic is discussed in detail in chapter 5, which
deals with optimal observer design for mechanical system identification.
Similar results related to optimal control and filtering were derived for linear discrete-
time systems [7, 9, 10].
Symmetrical Root Locus
Particular result of optimal control exists for SISO systems and special choice of quadratic
cost function [8, 15]. The performance index of the LQR (2.19) may be simplified to a
form:
J =
∫ ∞
0
{%z2(t) + u(t)}dt, (2.32)
where z is a properly chosen scalar output given as a linear combination of system
states
z(t) = Hx(t), (2.33)
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and % is a user-specified weighting parameter.
The corresponding optimal LQ controller (2.21) assigns the closed-loop poles at the
stable roots of the symmetric root-locus (SRL) equation:
1 + %Gc(−s)Gc(s) = 0, (2.34)
where Gc(s) is the open loop transfer function from the input u to the weighted output
z:
Gc(s) =
Z(s)
U(s)
= H(sI −A)−1G. (2.35)
A dual result is achieved for the optimal estimator. In the case of SISO system and
scalar process noise w in the model (2.23), the optimal estimator poles are obtained
from SRL equation:
1 + qGo(−s)Go(s) = 0, (2.36)
where Go(s) is the transfer function from the noise to the sensor output
Go(s) =
Y (s)
W (s)
= C(sI −A)−1G. (2.37)
The SLR equations can be used for systematic determination of optimal closed-loop pole
location of the estimator and state controller. The complexity of the LQ algorithm and
the corresponding Riccati equation which has to be solved numerically is significantly
reduced as well as number of degrees of freedom (compared to the full pole-placement
problem). The root locus may be plotted graphically in the complex plane as a function
of weights %, q to get an insight into the shape of the optimal pole patterns.
2.3 Modal control using parametric Jordan form assignment
Modal control can be defined as the design of a control which changes the modes
(eigenvalues) of the system to achieve desired closed loop performance. Soon af-
ter the introduction of modern state space methods of optimal control theory, it was
found that engineering specifications in practical control problems can rarely be sum-
marized in a single quadratic criterion. Rosenbrock [16] suggested modal control as
an alternative and powerful design aid and since the first important results of Wohn-
ham, Anderson and Luenberger [17, 18] further theoretical works have been published
[19, 20, 21, 22, 23]. It is well known that the solution of pole assignment problem
is not unique for a multivariable system. Therefore, great emphasis was put on the
search for a non-redundant parametrization of the eigenstructure assignment with a
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minimum set of free parameters which could be used to fulfil additional important
design specifications (e.g. stability radius, feedback gain norm, decentralized or sym-
metrical feedback). In this section, some recent results achieved at the Department of
Cybernetics of University of West Bohemia are briefly summarized. For full references,
see [21, 22, 23, 24, 25].
Considering a linear time invariant system defined by state space representation:
x˙(t) = Ax(t) +Bu(t), (2.38)
y(t) = Cx(t), (2.39)
where x(t) ∈ Rn is state vector, u(t) ∈ Rm is input vector, y(t) ∈ Rp is measurement
output vector, A,B,C are constant real matrices with corresponding dimensions and
the pair (A,B) is controllable.
Our first goal is to find all state feedbacks F ∈ Rm×n in the form of
u(t) = Fx(t), (2.40)
which assign a chosen Jordan formL ∈ Rs×s and therefore fulfil conditionA+BF ∼ L.
Such feedback matrices form a set Fs
Fs(A,B,L) ,
{
F ∈ Rm×n : (A+BF ) ∼
[
L ∗
0 ∗
]}
, (2.41)
where ∗ denotes an arbitrary real matrix of proper dimension. If s < n we call it partial
Jordan form assignment. From definition of similar matrices it follows:
A+BF = TMT−1
⇒ AT − TM +BFT = 0, (2.42)
where
M =
[
L R
0 S
]
,
andR,S are matrices of proper dimensions. Next we consider T = [X,V ],X ∈ Rn×s,
V ∈ Rn×(n−s). From (2.42) we get
AX −XL+BH = 0, (2.43)
where H , FX ∈ Rm×s. It clearly holds that for F ∈ Fs(A,B,L), the matrices H
andX exist which fulfil the equation (2.43). Now the process can be reversed to derive
an algorithm for computing the state feedback F . If we choose the matrix H we can
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solve the Sylvester equation (2.43). Supposing that the eigenvalues of matrices A and
L are different, a general solution exists in form
F = H
[
XT (H)X(H)
]−1
XT (H) + F0, (2.44)
where F 0 is an arbitrary matrix fulfilling condition F0X(H) = 0. It can be shown
that the solution (2.44) holds for almost any chosenH. In case of a multi-input system
(m > 1), there is an infinite number of state feedbacks which assign a specified Jordan
form. Thus, there is a freedom in choice of H, which may be used to fulfill some
additional design specification e.g. robustness in stability or control effort. Moreover,
the number of free parameters in H can be reduced by replacing it by a so called
parametric matrix Q(α) where the parametric vector α contains a minimum set of
design parameters.
Now the problem of Jordan form assignment using static output feedback is to find
a set of all the matrices Ks fulfilling
Ks(A,B,C, L) ,
{
K ∈ Rm×p : (A+BKC) ∼
[
L ∗
0 ∗
]}
. (2.45)
Again, if s < n we call it partial Jordan form assignment. From the previous section it
follows that for any K ∈ Ks(A,B,C, L) there has to be F ∈ Fs(A,B,L) such that
F = KC. Thus, there exists H ∈ Rm×s and F 0 and the relation
H
[
XT (H)X(H)
]−1
XT (H) + F0 = KC, (2.46)
where X(H) is the solution of the Sylvester equation (2.43). By multiplying (7.151)
with X(H) from the right we get
H = KCX(H). (2.47)
Again, we can replace H by a parametric matrix Q(α) with a minimum set of free
parameters and obtain a bilinear system of equations
Q(α) = KCX(α), (2.48)
for the unknown α and K. An analytical method which can solve a set of polynomial
equations is needed in order to find all the real solutions. To accomplish this, Gro¨bner
basis method can be used [26]. A freely available toolbox for Maple software which
solves this problem was developed at Department of Cybernetics of University of West
Bohemia (UWB). Of course, this approach is limited to small dimension problems due
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P
K yu
w z
H
Figure 2.1: General H2/H∞ optimization problem - closed-loop scheme where P de-
notes a generalized plant, K feedback controller, u plant inputs, y measured outputs, w
external signal/disturbances, z controlled or penalized outputs, H closed-loop transfer
matrix
to the fact that computational complexity grows exponentially with the number of free
parameters. Secondary numerical optimization of a set of free parameters α can be
performed to meet some specific design requirements (maximum complex or real sta-
bility radius, H∞ norm of suitable transfer matrix etc.). More details can be found in
[24, 25].
2.4 H2 and H∞ optimal control
The procedure of feedback compensator design can be formulated as an optimization
problem of minimizing a properly chosen norm of the closed-loop system. The general
H2/H∞ problem is defined for the block diagram of Fig. (2.1). The goal is to find a
controller K which:
1. Stabilizes the closed-loop system
2. Minimizes the H2 or H∞ norm of the closed-loop system H with w chosen as
inputs and z as outputs of a generalized plant P
The generalized plant P can be represented in the state-space form:
x˙(t) = Ax(t) +B1w(t) +B2u(t),
z˙(t) = C1x(t) +D11w(t) +D12u(t),
y(t) = C2x(t) +D21w(t) +D22u(t), (2.49)
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wherew is a vector of exogenous signals, usually reference commands, input or output
disturbances and measurement noise, z is a vector of generalized outputs, typically
controlled and manipulating variables. The general formulation allows precise cus-
tomization of the design problem by properly selecting the input and output signals
and by adding some additional weighting functions which allow specification of the
design requirements.
The solution of the H2 problem is obtained as follows [5]. Assuming that
• the system x˙(t) = Ax(t) +B2u(t), y(t) = C2x(t) is stabilizable and detectable,
• the matrix
[
A− sI B1
C2 D12
]
has full row rank for every s = iω and D21 has full
row rank,
• the matrix
[
A− sI B2
C1 D12
]
has full column rank for every s = iω and D12 has
full column rank,
the optimal output feedback controller is obtained in the observer plus state feedback
form as:
˙ˆx(t) = Axˆ(t) +B2u(t) +L{y(t)−C2xˆ(t)−D22u(t)}, (2.50)
u(t) = −Kxˆ(t).
The observer and state feedback gain matrices are computed from
K = (DT12D12)
−1(BT2X +D
T
12C1), L = (Y C
T
2 +B1D
T
21)(D21D
T
21)
−1, (2.51)
where X and Y are positive-definite solutions of the algebraic Ricati equations
ATX +XA+ CT1 C1 − (XB2 + CT1 D12)(DT12D12)−1(BT2X +DT12C1) = 0,
AY +AY T +B1B
T
1 − (Y CT2 +B1DT21)(D21DT21)−1(C2Y +D21BT1 ) = 0.
(2.52)
The solution of the H2 optimization problem is unique. It was shown that the LQG
controller design is a special case of the general H2 problem for a particular choice of
the generalized plant [5]. Therefore, the original time-domain stochastic formulation
of the problem is transformed to an equivalent deterministic optimization problem in
the frequency domain.
Optimal solution of the H∞ problem cannot be found directly. However, solutions
of so called suboptimal problem which leads to a stabilizing controller that achieves
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‖H‖∞ < γ for a specified nonnegative number γ are known. The most popular is the
one based on the state space realization of the generalized plant (2.49) [5, 27]. The
required assumptions are formulated as:
• the system x˙(t) = Ax(t) +B2u(t), y(t) = C2x(t) is stabilizable and detectable,
•
[
A− sI B1
C2 D12
]
has full row rank for every s = iω,
•
[
A− sI B2
C1 D12
]
has full column rank for every s = iω,
• D12 and D21 have full rank.
A stabilizing controller for which ‖H‖∞ < γ exists if and only if the following three
conditions hold:
1. AQ+QAT +Q( 1
γ2
CT1 C1 − CT2 C)Q+B1BT1 = 0 has a stabilizing solution
Q ≥ 0
2. PA+ATP + P ( 1
γ2
B1B
T
1 −B2BT2 )P + CT1 C1 = 0 has a stabilizing solution
P ≥ 0
3. All eigenvalues of Q and P have magnitude less than γ
Under these conditions, the suboptimal controller can be obtained in the form of:
˙ˆx(t) = (A+ [
1
γ2
B1B
T
1 −B2BT2 ]P )xˆ(t) + (I −
1
γ2
QP )−1QCT2
(
y(t)−C2xˆ(t)
)
,
u(t) = −B2xˆ(t). (2.53)
The suboptimal solution is non-unique and all solutions parametrized by a free stable
contraction map can be found. The optimal solution is approached by iterating the
value of γ to the lowest possible value for which the suboptimal solution exists. The
H∞ optimization is useful for the controller design using the loopshaping technique.
Proper compensator can be found by introducing some weighting filters which allow to
gain control over the shape of important closed-loop frequency response functions. A
version of what is known as the Mixed sensitivity problem is used for derivation of H∞
controllers. Detailed description is provided in Chapter 7.
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2.5 Data fitting and least-squares optimization
Many practical engineering problems lead to a search for a suitable function which
approximates a set of measured data points. The problem of synthesis of an optimal
fitting function is formalized as follows.
For a given vector of measured data
y =

y1
y2
...
ym
 , (2.54)
and some a priori chosen parametric function
f(p) = yˆ(p), (2.55)
where p = [ p1 p2 . . . pk ] is a vector of unknown parameters, find an optimal
solution p∗ which minimizes a criterion function given as the sum of squares of the
residuals
χ2(p) =
1
2
m∑
i=1
[
ri(p)
wi
]2
=
1
2
‖
√
Wr(p)‖2 = 1
2
r(p)TWr(p), (2.56)
where W = diag{ 1
w2i
} is a diagonal weighting matrix which introduces a relative con-
fidence in the individual data points and r(p) is the residual vector defined as
r(p) =

r1
r2
...
rm
 ; ri(p) = yi − yˆi(p). (2.57)
The weighting matrix W may be obtained from a known statistics of the measurement
process (e.g. a standard deviation of the individual measurements) or it is set as the
identity matrix when no individual weighting is necessary. The criterion (2.56) evalu-
ates the overall quality of the data approximation and the optimal solution is defined
as:
p∗ = argmin
∀p
{χ2(p)}. (2.58)
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Linear least-squares
In the case of a approximating function which is linear with respect to the unknown
parameters and may be expressed as yˆi = ϕip, the problem may be formulated by
means of a linear regression model which is written in the matrix form:
y = Φp+ r; Φ =

ϕ1
ϕ2
...
ϕm
 . (2.59)
The optimal parameter vector is obtained analytically by setting
∂χ2(p)
∂pT
=
1
2
(y − Φp)TW (y − Φp) = 0, (2.60)
which leads to a set of normal equations
ΦTWΦp∗ = ΦTWy. (2.61)
Nonlinear least-squares
In many cases, the approximating function is nonlinear in the unknown parameters
and the data fitting problem leads to a nonlinear least-squares optimization. Analytical
solution does not exist and a numerical method has to be used to find a solution [28,
29].
Standard gradient methods assume that the cost function (2.56) has continuous
second partial derivatives and it can be written using the Taylor expansion as:
χ2(p+ h) = χ2(p) + hT g(p) +
1
2
hTH(p)h+O(‖h‖3), (2.62)
where g is the m× 1 gradient vector and H is the m×m Hessian matrix.
The gradient contains the partial derivatives of the cost function with respect to the
individual parameters:
g(p) =

g1(p)
g2(p)
...
gm(p)
 ; gj(p) = ∂χ2∂pj (p) = ∂∂pj {12r(p)TWr(p)} =
m∑
i=1
1
w2i
ri(p)
∂ri
∂pj
(p).
(2.63)
The gradient can be expressed in a compact matrix form:
g(p) = J(p)TWr(p) (2.64)
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by means of the m× k Jacobian matrix J which contains the first partial derivatives of
the cost function components and which is defined as
[J(p)]i,j =
∂ri
∂pj
(p). (2.65)
The Hessian matrix contains second partial derivatives and the individual elements are
given as:
[H(p)]j,k =
∂2χ2
∂pj∂pk
(p) =
m∑
i=1
{
∂ri
∂pj
(p)
1
w2i
∂ri
∂pk
(p) + ri(p)
1
w2i
∂2ri
∂pj∂pk
(p)
}
. (2.66)
Again, the Hessian can be written in a compact matrix form with use of the Jacobian:
H(p) = JT (p)WJ(p) +
m∑
i=1
ri(p)r
′′
(p)
w2i
. (2.67)
The gradient methods use the model of the objective function χ2 to iteratively approach
a local minimum from a given initial point p0.
Gradient Descent method
The steepest descent methods updates the parameter values in each step of the algo-
rithm in the direction which is opposite to the gradient of the cost function. Therefore,
the perturbation of the actual parameter estimate h is computed as:
hGD = −αg(p) = −αJ(p)T r(p), (2.68)
where the positive scalar value α determines the length of the step. Line-search proce-
dure is usually employed for determination of the proper step length in order to prevent
from overshooting the local minimum of the cost function. The optimal value of α is
computed from:
α∗ = argmin
∀α>0
{χ2(p+ αhGD)}. (2.69)
The steepest gradient method combined with the line-search procedure converges a
local minimum of the objective function. However, the final convergence is linear and
often very slow and the method may fail under some circumstances [28]. However, it
performs well in the initial stage of the optimization for many problems.
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Gauss-Newton method
The Gauss-Newton method is based on a linear approximation of the residual functions
in the vicinity of actual parameter values p. For a small ‖h‖, the Taylor expansion of
the residual vector is assumed as:
r(p+ h) = r(p) + J(p)h. (2.70)
Therefore, the objective function for the perturbed residuals is obtained as:
χ2(p+ h) = χ2(p) + hTJ(p)TWr(p) +
1
2
hTJ(p)TWJ(p)h. (2.71)
This corresponds to the quadratic model of χ2 (2.62), the only difference is in the
approximation of the Hessian matrix
H(p) ≈ JT (p)WJ(p), (2.72)
which is valid for the close vicinity of the local minimums of the cost function in which
ri ≈ 0 and second term of (2.67) is negligible.
The optimum perturbation h is found by setting
∂
∂p
χ2(p+ h) = J(p)TWr(p) + J(p)TWJ(p)h = 0, (2.73)
which leads to solution in the form of normal equations
[JT (p)WJ(p)]hGN = −JT (p)Wr(p). (2.74)
Again, the line-search procedure may be employed to find an optimal step length in the
computed direction hGN . In the case that the Jacobian J(p) has full rank in all steps
of, the Hessian matrix H(p) = JT (p)WJ(p) is positive definite and the algorithm
converges to a local minimum. The Gauss-Newton algorithm provides quadratic con-
vergence in special cases (when χ2(p∗) = 0), see e.g. [28]) and generally converges
very fast in the vicinity of the local minimums. The convergence may be poor in the
initial phase or in the locations of the parametric space for which the linear model of
the residual function (2.70) does not hold.
Levenberg-Marquardt method
The Levenberg-Marquardt (LM) method combines the steepest gradient and Gauss-
Newton iterations to a hybrid algorithm which tries to improve the convergence rate
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both in the initial and final phase and to reduce the sensitivity to the initial conditions.
The normal equations of the Gauss-Newton method (2.74) are modified to the form:
[JT (p)WJ(p) + λI]hLM = −JT (p)Wr(p). (2.75)
Small values of the positive scalar λ result in a Gauss-Newton update and large val-
ues leads to a step in the steepest descent direction as can be seen from equations
(2.74,2.68). The level of λ is adapted in each iteration according to a gain ratio
ρ =
χ2(p)− χ2(p+ hLM )
χ2(p)− χˆ2(p+ hLM ) , (2.76)
where the denominator is composed from the assumed cost function model (2.71)
χ2(p)− χˆ2(p+ hLM ) = −hTLMJ(p)TWr(p)−
1
2
hTLMJ(p)
TWJ(p)hLM
=
1
2
hTLM (λhLM − g(p)). (2.77)
Large values of ρ indicate good approximation of χ2 by the linear model and the λ is
decreased to perform a larger step in the Gauss-Newton direction. On the other side,
low or even negative values of ρ signalize poor validity of the model and lead to an
increase of λ which results in a smaller step closer to the steepest descent direction.
Since both step size and direction are adjusted, no explicit line search is needed in
this case and the LM procedure interpolates smoothly between the Gauss-Newton and
gradient descent steps based on the local behaviour of the objective function.
The algorithm is summarized in the following steps:
1. Set the initial values for λ = λ0 and parameter estimate p = p0
2. Solve the normal equations [JT (p)WJ(p) + λI]hLM = −JT (p)Wr(p) to ob-
tain the perturbation hLM
3. Evaluate the gain ratio ρ. If ρ > ρ, accept the new parameters p = p+ hLM
and reduce λ by a chosen factor, otherwise increase λ by a factor and go to the
next iteration.
4. Repeat steps 2) and 3) until an occurrence of one of the stopping conditions
22
2.5 Data fitting and least-squares optimization
The stopping conditions are usually chosen as:
• Parameters convergence, max{hi/pi} < 1
• Cost function convergence, χ2 < 2
• Gradient convergence, max{|g|} < 3
• Maximum number of iterations
The convergence of the algorithm is difficult to prove theoretically as it depends
on the chose of initial values and the algorithm for the update of the λ parameter.
However, the method is generally considered as a robust algorithm which outperforms
the simpler gradient descent and Gauss-Newton methods and which works well in
many practical applications.
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3Motion control - state of the art
This chapter provides a brief introduction to motion control systems. The first section
explains the general concepts, specifies the basic components and architecture of the
control system and defines typical tasks and problems encountered in industrial appli-
cations. The second section deals with flexible mechanical systems in detail, presenting
the common approaches to modelling, identification and control of vibrations.
3.1 Basic motion control concepts
The problem of motion control is one of the key issues in mechatronic systems and
occurs in a wide range of applications including robotics, industrial production lines,
transportation, aviation, bio-medical applications or space research . The basic prin-
ciple is an interconnection of mechanical and electronic components and insertion of
intelligence in the form of a control system. This combination provides increased reli-
ability and performance, reduces production and maintenance costs and allows an im-
plementation of advanced features and functions which would be unattainable through
the use of a purely mechanical design. Motion control system design links several
different science and engineering disciplines (drives and power electronics, sensors ,
control theory, computer science and programming, mechanical engineering etc.). The
basic structure of the system is shown in Fig. 3.1. Various sensors acquire informa-
tion about actual values of certain physical quantities (position, velocity, acceleration,
force...) which are necessary for the control. Such a sensor can be either a physical
measuring device in the form of a transducer or a virtual sensor - state observer that
estimates values of unknown variables whose measurement is not directly available.
Based on the data from the sensors, necessary control actions are computed and exe-
cuted by actuators (usually linear or rotary drives) which apply force or torque on the
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Figure 3.1: Structure of motion control system
work mechanism causing its movement in a desired manner.
A key role is played by the control system. The quality of the implemented algo-
rithms and control laws significantly affects the functionality and overall performance
of the device. Important properties of the system including its controllability have to be
taken into consideration in the initial phases of design. Achievable dynamics, range of
motion or possibility of occurrence of unwanted vibrations due to limited stiffness are
directly affected by mechanical construction and selection of hardware components of
the system. Therefore, the procedure of mechanical design cannot be separated from
the development of control system. Only the consistent application of principles of
so-called simultaneous engineering which respects the internal relationships between
individual subsystems can lead to optimal results. However, there are numerous situa-
tions in industry when a finished machine has to be controlled and any problems in the
mechanical design have to be resolved by proper algorithms of the control system.
3.1.1 Sensors
A sensor is a device which measures a physical quantity and converts it into an analog
or digital signal which can be used as feedback in the control system. Basic types of
sensors which can be found in typical motion control systems include [1, 2, 3, 30, 31,
32]:
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Position sensors
These are used in applications where precise positioning of the work mechanism is re-
quired. The sensor can be integrated into the motor housing and beside the function of
indirect detection of load position, it is often used as feedback for electronic commuta-
tion in current/torque control loop of AC drives. Resolvers or optical encoders are used
in most cases. Resolver acts as a positional transformer with primary and secondary
windings. The stationary primary part is excited by a harmonic voltage of high fre-
quency. Due to changes in the mutual inductance between the two windings caused by
their angular displacement, the rotor angle can be evaluated by measuring the voltage
on the attached secondary part. Resolvers can be equipped with an integrated circuit,
so-called R/D converter (resolver-to-digital), which provides the information about the
absolute position in digital format, usually with 10 to 12 bits precision. Optical sen-
sors operate on the principle of a transmitter and a receiver of light signal that passes
through the optical grating. Alternating matt and transparent sections causes changes
in the amount of light detected by measured voltage in the receiver. By evaluating two
mutually phase-shifted signals in the form of rectangular pulses or harmonic signals,
the direction of rotation can be determined. Sensors are manufactured as absolute
(single and multi-turn) or incremental encoders. Typical resolution is of the order of
10 to 20 bits per revolution . A simple Hall magnetic sensor, which detects the magnet
mounted on the rotor can be used for low-cost applications. In addition to internal
drive sensors, auxiliary transducers can be used for direct measurement of load posi-
tion. The additional sensor can provide valuable feedback for precise positioning of
the load (e.g. tip of a robot end-effector or spindle of a machine-tool) because the
direct measurement is not affected by mechanical imperfections, static and dynamical
deformations of the kinematic chain between the actuator and load. In this case, linear
encoders, optical cameras, laser or magnetostrictive sensors are often used.
Velocity sensors
Information about the actual linear or angular velocity is often used in the lowest reg-
ulatory level of motion control system. Instead of special velocity sensors such as for-
merly used DC tachogenerators, the speed is usually calculated from the continuous
measurement of the position. The velocity can be obtained by simply differentiating
the position signal However, this brings an error in form of high-frequency quantiza-
tion noise due to the finite resolution of the position sensor and discrete time sampling.
Therefore, the calculated value is usually additionally processed by a digital filter with
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low-pass characteristics. An alternative method is to use a suitable interpolation algo-
rithm or to deploy a state observer.
Acceleration sensors
These sensors on principle of accelerometers, are often manufactured by MEMS (micro
electromechanical systems) technology. They can be combined with gyroscopes and
magnetometers in a single inertial measurement unit which provides measurement of
position,velocity and acceleration in up to three linear and three rotational axes. They
are often employed in mobile applications (drive stability systems of a car, navigation
of ships, aircrafts, spacecrafts or mobile robots). In industrial manufacturing systems,
accelerometers and gyros can be used for detection and control of vibrations in a ma-
chine.
Sensors of force and torque
Haptic sensors based on tensometers are often used for applications of robots which
come into direct contact with its surroundings (obstacles, human operator, patient of
assisting robot, contact motion during assembly or manufacturing). Strain-gauge sen-
sors can be installed to detect and control vibrations of the work mechanism.
Auxiliary sensors
Additional sensors providing information about temperature, pressure, flow etc. which
do not necessarily relate to motion control but which for example may be used for the
monitoring of machine condition and the purpose of safety functions.
Usually, there is an effort to integrate all the necessary equipment on a single chip
resulting in so-called intelligent or smart sensors. All the processing of the measured
signal such as noise filtering, linearization, hysteresis and drift correction or calibration
is carried out inside the sensor and the resulting values are directly transferred in a
digital form to the control system using a standard communication bus.
The physical sensor is often replaced by a virtual sensor in the form of a state ob-
server in order to reduce costs for instrumentation or in cases where sensor installation
is physically unfeasible. Various filtering and state estimation techniques are used for
the calculation of unmeasured quantities [11, 33, 34, 35, 36].
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3.1.2 Actuators
Actuators in mechatronic systems work as controlled electromechanical transducers.
Their purpose is to transfer energy from any source (usually electric, pneumatic or
hydraulic) to mechanical motion in the form of force, torque, angle, position, etc. based
on the input commands from the control system. Three basic actuator categories can
be defined according to their operating principle [3]:
• Electromagnetic actuators - the fundamental principle of operation is an inter-
action of two magnetic fields between fixed and moving parts of the drive. This
group includes electric motors (DC, AC, synchronous and asynchronous, stepper,
switched reluctance ...) or actuators working on the principle of an electromag-
net (voice coil motors). Huge advances have been made in the field of electrical
drives in the last few decades, mainly due to rapid development in the technology
of semiconductors, power electronics, microprocessor technology and methods of
automatic control. Because of their dominant position in industrial applications,
they are given a special section below.
• Pneumatic and hydraulic actuators - they work on the principle of a compressed
working medium in the form of air or hydraulic oil which is supplied via a control
valve to a piston or other similar mechanism. The problem with air compress-
ibility brings difficulties with accurate control of power or speed / position of the
pneumatic actuators. Therefore, they are often used for simple movements be-
tween two end positions without a necessity for precise trajectory tracking (sim-
ple manipulators, stacker machines, clamping end-effectors of robots). By adding
a pressure sensor in the working chamber, continuous positioning of the piston
can be achieved by implementing proper feedback control. However, motion ac-
curacy is much worse compared to electrical drives. On the contrary, hydraulic
actuators can be used for precise positioning due to limited compressibility of
hydraulic fluid and direct proportionality between its volume and extension of
the piston in the cylinder. They are often used in applications where it is neces-
sary to develop large forces, such as hydraulic presses, brakes, high-power robots,
construction machinery, etc. The disadvantage of hydraulic and pneumatic actu-
ators is expensive operation and maintenance costs, large power losses and the
necessity of a hydraulic power unit or air compressor for the supply of working
fluid.
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• Unconventional actuators - they work on different physical principles than the
previous two groups. These include magnetostrictive microactuators based on
changes in the structure of solid material in the magnetic field or piezoelec-
tric motors that use reverse piezoelectric effect. Voltage applied to the ceramic
piezoelectric material causes its mechanical deformation. By connecting a large
number of such elements in series, a progressive wave which is mechanically
transmitted to the moving part of the actuator can be generated by proper ex-
citation signal. The result is a rotary or linear movement. They are sometimes
referred as ultrasonic motors, because of excitation of mechanical vibrations in
the ultrasonic frequency (hundreds of kHz). Although the displacement of each
individual piezo-element is very small (of the order of micrometers) the overall
range of motion is much higher due to large number of elements. High-speed
movements can be generated by using high frequency excitation. The small di-
mensions of these actuators make them suitable for microelectromechanical sys-
tems. They can be found in various optical devices (microscopes, cameras, cam-
corders, etc.) performing lens focus and stabilization functions. Another use is in
micro-teleoperation systems where a human operator performs remote-controlled
movements using a haptic interface such as in medical operations.
There is a general trend of decentralization and development of so called smart-
drives equipped with embedded control which are able to work independently as a
drive unit. All functions required for motion control are integrated inside the actuator.
Communication interface provides a connection to a supervisory control system using
a fast serial fieldbus. Recent development of modern Ethernet-based standards such
as EtherCAT, Ethernet Powerlink, Profinet, SERCOS and others bring new possibilities
in the implementation of high-performance motion control systems. Short cycle times
(tens to hundreds of microseconds), high baudrates with deterministic data transfer
and low communication jitter due to robust mechanisms for synchronization of indi-
vidual nodes in the network (tens to hundreds of nanoseconds synchronicity) makes
them suitable for large scale automation of complex technological lines with dozens of
actuators or precise control of multi-axis machines. The network can be used to close
the velocity, position or force control loops due to a fast update rate and low commu-
nication delay which allow the implementation of sophisticated and computationally
demanding algorithms in the supervisory control system.
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3.1.3 Electrical drives in industrial applications
Electrical drives are dominant in the industrial applications thanks to their versatility,
scalability of performance, dynamic properties and possibility of control (see [37, 38,
39]). The main advantages can be summarized as follows:
• Wide range of rated power ranging from milliwatts to tens of kilowatts in typical
applications
• Wide range of rated torque (units of millinewtonmeters to hundreds of newton-
meters) and speed (units to thousands of rpm’s (revolutions per minute))
• Possibility of precise position or velocity control using high-resolution feedback
sensors
• Accurate torque control using modern controlled semiconductor amplifiers
• Low noise, no waste products
• High efficiency, low no-load losses, high overloading capacity
• Possiblity of four-quadrant operation, i.e., capability of energy recuperation in
both direction of rotation
• Long lifetime (dozens of years) - basically limited only by the lifespan of the
bearings in modern maintenance-free drives
• Simple supply of energy from the grid or a battery
The term electrical drive is usually understood as a whole set of actuator elements
including the motor, sensors, power electronics, microprocessor-based control circuit
and auxiliary electrical components such as circuit breakers, contactors or relays. The
drive can be equipped with an electromechanical brake which prevents from unwanted
movements of the load in steady state or in case of a system failure. A gear may be
added for adapting output speed and torque.
Basic motor types
DC motors are historically the oldest electric machines. Nowadays, they are largely
replaced by AC drives. In the past, they were widely used in applications of mecha-
tronic systems with necessity for precise motion control because of their very good
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regulatory properties and relative simplicity of control and excitation circuits. The ba-
sic structural component of these motors is a commutator - a mechanical device that
ensures the maintenance of the orthogonal relative orientation of the rotor and stator
magnetic flux. The most common type of construction uses permanent magnets in the
stator housing and movable armature with a winding supplied by electrical current us-
ing brushes. Gradual mechanical wear of the brushes is inevitable due to the sliding
contacts. Therefore, occasional cleaning or replacement is necessary. Electrical sparks
which arise at the point of contact during high motor speeds lead to electromagnetic
interference, shortens engine life and can cause a short circuit. For these reasons, DC
motors are gradually being replaced by modern, AC electronically commutated drives.
AC induction motors use the principle of electromagnetic induction. The three-
phase stator winding which is stored in the stator housing and powered by harmonic
voltage from the mains or controlled frequency inverter. The rotor is made in the form
of a cylindrical cage, which consists of several electrically connected metal rods. The
phase shift between the harmonic voltages in each individual motor phase creates a
rotating magnetic field that intersects the rotor conductors. This creates a secondary
rotor magnetic field that responds to the stator field and generates a torque on the mo-
tor shaft. The secondary field can exist only if the relative speed of rotation between
the stator field and the moving armature is nonzero. Therefore, the motor speed is
always lower than the frequency of the supply voltage leading to a so called slip and
asynchronous speed of rotation relative to the mains frequency. The ACIM are known
for their reliability due to their simple and robust construction. In the past, their appli-
cation was limited due to the complicated control of torque, speed and position (com-
pared to DC motors). However, development of semiconductors, power electronics and
microprocessor technology as well as the development of new control techniques (vec-
tor control, direct torque control, see eg. [39]) has led to an extensive boom in the
utilization of these drives, especially in industrial applications and traction.
Stepper motors are characterized by a special design of stator with salient poles
and coils forming the magnetic field. The rotor is equipped with either permanent
magnets or also includes salient poles made from ferromagnetic material. Such an ac-
tuator is known as a switched reluctance motor, because the mechanical torque arises
in consequence of the so-called reluctance phenomenon where the magnetic circuit of
the stator and rotor are trying to take position with smallest reluctance. The gradual
switching of energized coils causes stepping of the motor, i.e., rotation of the shaft
by a defined angle (about 100 to 20,000 steps per revolution). The gradual winding
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switching is performed by a special electronic circuit. The advantage of these actua-
tors is simple and inexpensive construction as well as the ability to operate without a
feedback sensor. The disadvantage is increased noise and pulsation torque which fol-
lows from the discrete manner of movement. Dynamic properties are strongly affected
by the load and unstable operation may occur in certain modes of operation. Stepper
motors are widely used in scanners and printers or to drive simple robots and cheaper
CNC machine tools.
Permanent magnets synchronnous motors (PMSM) are currently the most ad-
vanced type of electrical motor used in motion control applications. Its dynamics, high
power to weight ratio, short term overloading capability, range and precision control
or high starting torque surpasses all other types of drives. The special design of the
motor housing, usually with its own cooling, and internal structure allows it to achieve
a very compact motor shape with a small moment of inertia of the rotor. The advan-
tage is the use of permanent magnets mounted on the rotor. They ensure a constant
excitation of the magnetic field, which is immediately available and does not have to
be created indirectly as in the case of the induction motor. Again, their rapid extension
was allowed by rapid development of technology and control techniques. Instead of a
mechanical commutator which is used in DC machines, the orthogonal orientation of
stator and rotor fields is maintained electronically by the control circuit equipped with
high-res position sensor. Synchronous motors are used in applications where with the
highest demands on precision of motion such as robotics or CNC machine tools.
Electronically commutated DC motors, commonly designated as EC motors or
brushless DC motors, are basically very similar to PMSM’s by their internal construction.
The only difference is in the distribution of cooper in the stator windings leading to
quasi trapezoidal profile of back electromotive voltage. This simplifies the process of
commutation which can be done in limited number of discrete steps (so called six-step
commutation [39]). Cheaper low-resolution position feedback (usually magnetic Hall
sensor) and a simpler control algorithm can be used compared to PMSM at the cost of
mild torque pulsation due to the discrete commutation. This type of motor is suitable
for low-cost applications with limited demands for motion precision.
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Figure 3.2: Levels of motion control system
3.2 Typical motion control problems
The motion control system can be divided into four distinct layers according to their
main functionality (3.2):
• Low level - motion controller - This layer is responsible for the control of actua-
tors and execution of motions defined in the higher levels. The motion controller
deals with problems of feedback stabilization, reference trajectory tracking, dis-
turbance rejection, mechanical nonlinearities compensation etc.
• Higher level - trajectory generator - This layer performs calculations necessary
for generation of desired trajectories of motion based on the instructions from
the operator or pre-defined sequence of commands entered in machine program.
The motion command can have a form of point-to-point movement of the ma-
nipulator, tracking of a defined spatial curve or a machining of a desired shape
from the workpiece. Desired motion can be represented as a function of accelera-
tion, speed, position or torque / force in time. Setpoint values of these individual
variables are passed to the motion controller which ensures accurate tracking.
• Monitoring and diagnostics - This level deals with issues of safety operation of
the machine. The goal is to prevent, detect and solve any faults and emergency
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conditions such as sensor or actuator failure, obstacle collision, working fluid
leaks, non-standard operation due to severe mechanical wear etc. Methods for
diagnostics and fault detection may be used (see e.g. [40]).
• Human-machine interface - This layer provides a visual feedback of important
system quantities for the human operator. It allows important commands or ma-
chine programme to be entered.
The first two layers, which are the most important for the control system design, are
discussed in detail in the next section, presenting some common tasks and problems
encountered in industrial applications.
3.2.1 Trajectory generator
Typical motion control problems which are to be solved in the trajectory generator level
include:
• Trajectory planning in an unknown space with obstacles - This kind of task is
typically found in applications of mobile robots. The robot or mobile platform is
equipped with limited range sensors such as lasers, radar or sonar, which allow
detection of obstacles in an unknown environment. The aim is to move from
an initial to a final position in the shortest time possible or by taking a smallest
travel distance without any collision with obstacles [41, 42]. Methods of machine
perception and artificial intelligence are often used and analytical solution can
not usually be found. In industrial manufacturing systems such as automated
lines, robots or machine tools, the shape of the motion trajectory is well known
in advance and is predefined in a machine program.
• Trajectory generation with respect to physical limitations of machinery - The
shape of the desired trajectory has to respect physical limits of the actuators and
mechanical subsystem. The construction of the machine always imposes restric-
tions on maximum speed, acceleration or torque / force. Other constraints arise
from a permissible range of motion due to machine kinematics (e.g. danger of
collision of individual links in robotic manipulator, singular points in machine
workspace etc.). Violation of the physical limits can cause severe damage or ex-
cessive wear of some mechanical elements. The generator must respect these
limitations and provide physically realizable motion [43, 44, 45, 46]).
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• Time-optimal control - In certain tasks (eg. pick-and-place manipulators, high-
speed CNC machining), the execution of a movement in the shortest time possible
may be requested. This leads to the problem of time-optimal control with con-
straints both on the input and the state of the system due to physical limitations
of the mechanics [47, 48, 49, 50, 51]. Additional restrictions on smoothness of
the generated motion such as limited jerk (time derivative of acceleration) which
has a positive effect on the amount of motion induced oscillations may be added.
The problem can be solved analytically for one-dimensional motions [52]. How-
ever, the complexity rises dramatically for the case of general multi-axis machine
kinematics leading to a problem of nonlinear optimization with nonlinear con-
straints. No analytical solution exist and usually some suboptimal or numerical
results have to be used.
• Damping of residual vibrations in mechanical construction - Rapid movement
of the machine parts can excite mechanical oscillations due to limited stiffness of
mechanical construction. These vibration may result in deterioration of the qual-
ity of control or even damage the equipment. Suitable shaping of the reference
trajectory using special shaping filters can reduce these undesired oscillations
[53, 54, 55, 56, 57]. The problem of vibration damping generally extends into
the lower motion control level (e.g. in active feedback compensation of vibra-
tions). This topic is discussed in detail further in the thesis.
• Smooth connection of different trajectories - In many practical cases, the ex-
ecuted motion command is interrupted before it is finished e.g. due to an inter-
vention of machine operator or in case of a system failure. The control system
has to be able to re-plan the desired trajectory instantly and to provide a smooth
transition to a new reference trajectory (so-called motion blending, see [58]).
• Synchronized multi-axis motions - electronic cam and gearbox - An electronic
gearbox replaces its mechanical counterpart. The goal of the control system is to
keep a constant speed ratio between the two or more drives. One of the drive is
controlled independently (virtual input of the gearbox) and the other derive their
movement relatively to the first with the constant gear ratio (similar to gearbox
output shaft). The electronic cam can be employed for the sake of cost reduc-
tion compared to complicated mechanical solution or in cases of difficulties with
the realization of a physical connection between the two or more drives at larger
distance. This concept is generalized in an electronic cam. Instead of a constant
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speed ratio, the relative position of independent (master) and controlled (slave)
axis is preserved. The aim is to replace mechanical cams which act as mechanical
transducers, usually transmitting a rotational motion of central shaft to multi-
ple linear motions of the working mechanism (e.g. crankshaft of a combustion
engine). This type of mechanical transmission is often used in manufacturing ma-
chines with a large number of auxiliary drives that have to be mutually synchro-
nized (textile, printing, marking or cutting machines). The master- slave position
dependence (so called cam profile) is entered manually from desired shape of the
slave motion or by conversion of mechanical cam contour in a suitable software
tool. The function which describes a cam profile should be smooth, at least in the
first two derivatives for fluent execution of physically feasible movement without
excessive changes in acceleration and jerk. Methods of piece-wise polynomial in-
terpolation using various kinds of spline curves is often used for the calculation
of an optimal cam profile [59, 60, 61, 62, 63, 64]. The advantage of an electronic
cam is the ability to easily change the machine program by simply adjusting the
cam profile. Higher motion accuracy can be achieved compared to a mechanical
cam which is influenced by mechanical wear.
• Coordinated multi-axis motion - Various spatial curves are used for the defi-
nition of machine motions in the task space from simple lines, circles or spirals
to general rational spline functions which offer a high degree of freedom in the
shaping of the trajectory [62, 65, 66]. One of the problems associated with the
use of general parametric spatial curves is violation of the natural requirement
for arc-length parametrization, i.e., the travelled distance is a nonlinear function
of the curve parameter leading to unwanted fluctuations in velocity, acceleration
and jerk during the motion execution. This can be a particularly disturbing fea-
ture e.g. in CNC machine tools as these fluctuations can cause visible flaws of the
machined surfaces. This inherent nonlinearity needs to be corrected leading to a
problem of so-called feedrate control [45, 46, 62]. Time-optimal execution may be
requested to achieve the fastest time of machining or manipulation (so-called fee-
drate optimization problem in the literature). Another issue of multi-axis motion
control is derivation of kinematic transforms. The desired motion commands are
usually specified in a so-called task space as a time function of general coordinates
vector X. This vector is usually defined as a Cartesian coordinate system which
determines position and orientation of important machine parts (end-effector of
a robot or spindle of a machine tool) with respect to a workpiece or stationary
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base. The trajectory generator has to transform this movement to so-called joint
space of individual actuator coordinates described by vector Θ. Therefore, com-
putation of direct and inverse kinematic transforms (X = G(Θ),Θ = G−1(X))
is necessary. In many cases, the solution of kinematic transforms cannot be de-
termined analytically and a proper numerical method has to be used. Derivation
of kinematic models and their transforms is one of the fundamental problems in
robotics [43, 44, 67, 68, 69].
In an effort to unify the user interface and functionality of motion control sys-
tems, PLCopen association of world’s leading automation manufacturers has developed
a Motion Control standard, which is intended to ensure compatibility between differ-
ent hardware and software platforms [58]. This standard defines the form of function
blocks for motion control system in terms of their inputs, outputs and desired behaviour
from the user point of view. It deals only with the part of the trajectory generation layer.
The lower control level is already vendor specific due to its close connection to the sys-
tem hardware.
In the specific field of CNC machine tools, normalized language called G-code is used
for the description of the machining process. Programming is usually performed using
specialized software tools for computer-aided manufacturing (CAM) [65, 66, 70, 71].
3.2.2 Motion controller
The motion control layer is responsible for the accurate tracking of reference trajecto-
ries obtained from the generator level. Control of position, velocity, torque/force or
their combination (e.g. position control with force constraints) is typically performed
in industrial applications. Feedback of controlled physical quantities is acquired from
actuator sensors or an auxiliary instrumentation installed on the machine. A typical
three-level cascade structure which is implemented in most of today’s industrial mo-
tion controllers and electrical drives can be seen in Fig. 3.3. The innermost current
loop controls the generated torque or force (which is proportional to motor current)
by driving the power-electronics components of the actuator, typically a voltage-source
three-phase inverter in case of an AC electrical drive. Higher level velocity loop controls
the speed of motion by setting a current/torque setpoint for the inner loop. A feedback
filter with lowpass characteristics is often used to remove high-frequency noise which
is usually present (electrical noise in DC tacho signal or quantization noise due to dif-
ferentiation of position sensor data). A torque reference filter with low-pass, notch or
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Figure 3.3: Cascade PID structure of industrial motion controller
lead-leg dynamics may be added in order to attenuate a specific frequency band or gen-
erally high-frequency portion in the manipulating variable that could excite mechanical
vibrations in the machine. The last outer loop performs position or force control and
generates velocity setpoint values for the speed controller.
The advantage of the cascade structure is the minimization of the influence of vari-
ous disturbances acting in different parts of the system and gradual linearization of dy-
namics in subsequent control loops. The inner torque loop suppresses disturbances in
the actuator subsystem (e.g. in electrical part of the motor such as changes in resistance
and inductance due to temperature fluctuations of stator winding, back-EMF acting
against the voltage source, nonlinear dynamics in magnetic circuit). Speed loop com-
pensates any external mechanical disturbances in the form of a load torque or nonlin-
ear friction and deals with uncertainty in system dynamics (change in weight/moment
of inertia of the system, shift in resonant frequencies of the mechanics within the
workspace...). Position loop ensures precise positioning of the mechanics and zero
steady-state error. Another advantage of the cascade structure is the possibility of
introducing maximum limits for position, speed and current/torque due to physical
restrictions of the actuator or controlled system. Moreover, step by step tuning of indi-
vidual loops is easier than a design of complex centralized controller.
The procedure of motion controller design involves the following problems:
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• Selection of a suitable algorithm for feedback control - Most of the industrial
motion control systems use the above presented cascade structure with linear PID
controllers implemented in the individual loops (Fig. 3.3). The reason for this is
the mass extension of PID controllers in the field of process control (and gener-
ally in automation) and a small number of free parameters which is a desirable
feature for the possibility of manual tuning. Many advanced and more complex
control strategies have been reported in the literature including robust, predic-
tive, adaptive or sliding mode control [72, 73, 74, 75, 76, 77, 78], or methods
of artificial intelligence such as neural networks or fuzzy logic [79, 80]. These
advanced techniques often bring some improvement to performance and quality
of control in a specific application. However, wider extension of these methods is
problematic mainly due to the lack of proper software tools for assisted commis-
sioning of motion control loops and because of the diversity of tasks that occur in
industrial applications.
• Reference trajectory tracking - The motion controller is responsible for accurate
tracking of reference values transmitted from the trajectory generator level in the
form of desired position, velocity, acceleration, force/torque or their combination.
• Compensation of nonlinearities in the mechanical part of the system - Typ-
ical mechatronic system includes some nonlinear elements. An example can be
nonlinear static characteristics (e.g. force to voltage ratio in electromagnetic or
pneumatic actuator), nonlinear friction, backlash or hysteresis in joints, trans-
missions or in the working mechanism etc. All these factors have a negative
impact on the achievable motion accuracy and the motion controller must take
some appropriate actions to eliminate or suppress them sufficiently. Methods of
model-based feed-forward compensation, dithering, nonlinear or adaptive con-
trol, or special modifications of standard linear controllers have been reported in
the literature [72, 81, 82, 83, 84, 85].
• Robustness against disturbances and modelling errors - the control system of-
ten works in the presence of uncertainty and external disturbances (e.g. reaction
forces during machining or interaction with the environment, effect of gravity),
system dynamics may change in time (manipulation with variable load, change
of effective inertia due to nonlinear kinematics of the machine). The technique of
so-called disturbance observer has received much attention in the field of motion
control, due to its simplicity and good performance [72, 73, 86]. The idea is to
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design an observer which estimates unknown external disturbances acting on the
mechanical system. The disturbance is usually modelled as a general polynomial
signal and the estimated value is used for its direct cancelation by the actua-
tors. In the case of complex multi-axis machines such as robotic manipulators,
an idea of global decoupling and linearization of system dynamics is usually used
to achieve precise tracking. An accurate system model is necessary for successful
implementation of this technique. An adaptive or robust approach may be used
to cope with the uncertainty in the model. [43, 44, 67, 68, 69].
• Damping of mechanical vibrations - the process of mechatronic system design
involves conflicting demands on mechanical properties of the mechanical con-
struction. On one hand, sufficient robustness and rigidity is required to prevent
motion induced oscillations. On the contrary, there is an effort to minimize overall
mass to reduce material costs, decrease the inertias to improve power efficiency
and enhance achievable dynamics of motion. There are many practical situations
when oscillatory dynamics is inevitable due to the use of elastic components (e.g.
tooth-belts, harmonic gears, ropes or cables, long manipulator arms etc.) or a
mistake was done in the phase of mechanical design and the correction must be
done by means of the control system. The mechanical stiffness can be increased
through the implementation of appropriate control algorithms. Two distinct ap-
proaches to vibration control are recognized. Passive vibration control tries to
minimize actuator gain in the range of resonant frequencies of the system to pre-
vent the excitation of oscillations. This can be done by implementing a proper
frequency filter with lowpass, notch or lead-leg characteristics, or special struc-
ture FIR filters [54, 55, 56, 57, 87, 88, 89, 90]. The filter may be implemented
in the velocity feedback loop to shape the torque command (see Fig. 3.3), or in
the trajectory generator to modify the reference values. No feedback sensor is
required and the only prerequisite is known location of the system resonances.
Adaptive filtering or gain-scheduling methods can be used if the resonance fre-
quency varies in time [91]. No additional energy is supplied to the system and
vibrations caused by an external disturbance cannot be controlled. Active vibra-
tion control methods are used for synthesis of a feedback controller which actively
suppresses the resonant dynamics. The feedback is acquired directly from phys-
ical sensors or indirectly by means of state observer [73, 89, 92]. The compen-
sator actively delivers mechanical power from an external source to the load and
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there is a risk of instability. Both passive and active vibration control methods are
discussed in detail further in the thesis.
• Automatic commissioning - The individual motion controller loops have to be
tuned for each particular mechanical system to achieve high-quality control. In
case of a new mechatronic device intended for a serial production (such as a new
model of hard disk drive, industrial robot or digital camera), the design of em-
bedded control system is usually a part of long-term product development cycle.
Therefore, the motion control layer can be highly optimized for the particular
system. Advanced methods for system identification and controller synthesis as
well as various software tools may be used and this work is usually done by spe-
cialized control system engineers. Proper mechanical design can be done with
respect to the controllability of the system mechanics and the desired motion
dynamics (co-design principle). On the contrary, many industrial applications re-
quire rapid commissioning of a motion control system which is a part of a larger
technology or a complex machine. The motion control is usually built from a set
of standard components (e.g. central PLC controller plus electrical drives and
servo-amplifiers) giving a limited possibility of control structure choice. Very of-
ten, the mechanical design of the machine cannot be changed in any way and
any potential problems have to be corrected by means of the control system. The
time available for the commissioning is usually very short (e.g. due to a produc-
tion deadlines or enforced shutdown of surrounding technology in a factory). No
model of the system may be available and use of physical modelling approach
can be troublesome due to complex dynamics and lack of knowledge of exact
parameter values. The tuning of the controller gains is often performed manually
leading to sub-optimal or conservative results, unsatisfactory performance and
time-consuming commissioning. Hence, any assistance which could simplify and
speed-up this process in form of advanced software tools for automatic or semi-
automatic identification and controller synthesis is highly appreciated in practice
[90, 93, 94, 95, 96, 97, 98]. Some of the major manufacturers of electrical drives
offer an auto-tuning capability in the firmware of the drive amplifiers. How-
ever, from the author’s experience, the performance of such systems is quite poor
(agreement with this opinion can be found in related literature [90, 94]). Most
of them fail in case of oscillatory dynamics of the system, they lack the feature of
closed loop identification (which is fundamental for unstable structures), condi-
tions of the identification experiment are difficult to control (there is a danger of
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an unpredictable motion of the load which may excess a permissible range) and
the tuning process is not described well in the user manual. The resulting per-
formance is usually worse compared to precise manual tuning done by a skilled
engineer which is experienced in the field of motion control. The goal of this the-
sis is to provide simple, reliable and effective methods for automatic identification
and controller tuning which could be used in such applications.
3.3 Motion control of rigid mechanical systems
The previous section presented general concepts of motion control systems and de-
fined the most important topics and practical tasks. This thesis deals with the problem
of vibration control, therefore, the motion control layer is studied in more detail. This
section presents basic approaches for torque control in electrical drives, which are dom-
inant in industrial applications. Methods for motion control of idealized rigid systems
with single or multiple degrees-of-freedom (DoF) are discussed followed by an intro-
duction to modelling and control methods for flexible systems.
3.3.1 Current/torque control in electrical drives
From the perspective of a mechanical load, the controlled electrical drive may be
viewed as a source of torque or force. Due to the electromagnetic principle of oper-
ation, the generated torque is directly proportional to actual current which influences
the magnitude of magnetic flux generated by stator or rotor winding (based on motor
construction). Therefore, the control of motor current is equal to the control of the
electromagnetic torque generated on its shaft. Basic principles of current control are
briefly explained in this section.
The problem is relatively simple for DC motors. The armature circuit can be mod-
elled as a serial connection of ideal resistor and inductance leading to first order differ-
ential equation
di(t)
dt
=
1
L
{v(t)−Ri(t)− e(t)}, (3.1)
e(t) = kbωr(t),
Tm = kti(t),
where i(t)[A] is armature current,
u(t)[V ] applied voltage,
e(t)[V ] induced back electromotive force (back EMF),
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Fig. 1. Equivalent circuit of stator windings of PMSM 
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Where ea,b,c are Back EMF’s and written as below 
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3   Fuzzy-Neural Controller 
Various Fuzzy-Neural controller structures have been recommended [9, 10]. In the 
present study, Fuzzy-Neural controller which has been shown in the Fig. 2 has been 
used. Fuzzy-Neural control has two inputs to be error between the  actual  and  desired  
Figure 3.4: a) Digital controlled 3-Phase H-Bridge inverter b)Equivalent stator circuit
of AC machine
kb[
V.s
rad ] back EMF constant,
ωr[rad/s] rotor speed,
R[Ω], L[H] armature resistance and inductance, respectively,
kt[
Nm
A ] torque constant,
Tm[Nm] motor torque.
The back EMF may be treated as an unknown external disturbance or cancelled
directly from the known values of kb and ωr by applying an opposite voltage. Transfer
function from armature voltage to current is
P (s) =
I(s)
V (s)
=
1
Ls+R
. (3.2)
Simple PI current controller can be employed leading to second order closed loop
transfer function with two freely assignable poles. The controller may be implemented
by an analog circuit or by using a digital pul e-width modulation (PWM) controlled H-
Bridge inverter (Fig. 3.5); only two inverter legs will be used for DC motor connection).
Four quadrant operation is possible with a proper modulation method. The current
control of EC motor is similar. When using a six-step commutation method [39], the
electrical revolution of the motor is divided into six regions, each corresponding to a
range of 60 degrees. In each region, only two phases of the motor are connected to
the voltage source and driven by the H-bridge in the same manner as a DC motor.
The third remains inactive by opening the two transistors in the appropriate inverter
leg (Fig. 3.5). The equivalent circuit of serial connection of two phases lead to the
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following dynamics and plant transfer function describing one step of commutation
di(t)
dt
=
1
2(L−M){v(t)− 2Ri(t)− 2e(t)}, (3.3)
P (s) =
I(s)
V (s)
=
1
2(L−M)s+ 2R =
1
L2ps+R2p
,
where M[H] is the mutual inductance of two phases. The actual rotor position which is
necessary for the choice of a proper commutation step is determined by a simple Hall
magnetic sensor or by measuring the voltage induced in the inactive phase in case of
sensorless operation.
The situation is more complicated in the case of AC machines (PMSM or ACIM) due
to their inherently multivariable nonlinear dynamics. We limit ourselves to the simpler
case of PMSM to explain the basic idea of field oriented control(FOC) which is used in
most of the industrial servodrives. The dynamics of the stator circuit is described using
physical laws for electromagnetic induction:
U = RI +
dΨ
dt
,
Ψ = LI + ΨM , (3.4)
where U , I and Ψ denote vector of voltage, current and flux
R,L are matrices of phase resistance and inductance and ΨM is flux vector caused by
permanent magnets. By assuming balanced stator windings, we get the following set
of equations:
d
dt
 ia(t)ib(t)
ic(t)
 = 1
L−M

 ua(t)ub(t)
uc(t)
−R
 1 0 00 1 0
0 0 1
 ia(t)ib(t)
ic(t)
−
 ea(t)eb(t)
ec(t)
 (3.5)
where back EMF’s induced in each phase ea,b,c can be determined by taking a time
derivative of magnetic flux of permanent magnets due to the shaft rotation. Since the
flux of the magnets is determined as
Ψma = kb cosϕe,
Ψmb = kb cos (ϕe − 2pi/3) ,
Ψmc = kb cos (ϕe + 2pi/3) , (3.6)
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we obtain instant back EMF values
ea =
dΨma
dt
= −kbωe sinϕe,
eb =
dΨmb
dt
= −kbωe sin (ϕe − 2pi/3) ,
eb =
dΨmc
dt
= −kbωe sin (ϕe + 2pi/3) , (3.7)
where ϕe[rad] is electrical rotor position,
ϕm =
1
pϕe[rad] mechanical rotor position,
p number of rotor pole-pairs and
ωe[rad/s] electrical shaft speed.
The generated torque is given by
Tm =
P
ωr
=
eaia + ebib + ecic
ωr
= −pkb (ia sinϕe + ib sin (ϕe − 2pi/3) + ic sin (ϕe + 2pi/3)) ,
(3.8)
where P [W ] is mechanical power and ωr[rad/s] mechanical shaft speed.
The obtained model gives a set of coupled nonlinear equations which can be hardly
used for common linear methods of controller synthesis. Nonlinear techniques e.g.
sliding mode control can be used directly to cope with the nonlinearities and obtain ro-
bust solution [77, 99]. Instead of this, field oriented control uses an idea of coordinate
transformation of the nonlinear model to a simpler form of equations. The voltage,
flux and current vectors of star connected three-phase machine are not independent
quantities and have to obey the balance conditions:
ia (t) + ib (t) + ic (t) = 0,
ua (t) + ub (t) + uc (t) = 0,
Ψa (t) + Ψb (t) + Ψc (t) = 0.
Therefore, there is a redundancy in the model and and simpler two-phase representa-
tion may be obtained. By using so-called Clarke and Park transforms, the currents, flux
and voltages vectors can be defined in coordinates which rotate synchronously with the
rotor shaft. Without going into too much detail about the derivation (see [39, 77] for
full reference), the model reduces to the form:
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Figure 3.5: Principle of Field oriented control
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ed = 0,
eq = λωe,
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3p
2
[kbiq + (Ld − Lq) idiq] , (3.9)
where subindexes d, q denote two orthogonal axes of the coordinate system rotating
with the shaft and therefore direct and quadrature components of the voltage, current
and flux vectors. The nonlinear cross-coupling terms of the equation can be cancelled
by appropriate control actions in the form of applied voltages ud, uq and the resulting
two linear first order systems can be controlled in the same manner as in the case of
DC motor e.g. by a PI controller. By setting a setpoint value for id = 0, the motor
torque becomes directly proportional to quadrature current Tm = ktiq. The obtained
manipulating variables vd, vq are transformed back to phase coordinates and realized
by a proper modulation algorithm for the H-bridge (e.g. space vector modulation [39]).
Hence, the idea of field oriented control is to decouple the nonlinear system dynamics
to obtain linear system similar to DC motor. An alternative technique used in industry is
direct torque control which essentially estimates motor flux from the measured currents
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and uses a hysteresis controller which selects the proper control action from the set
of permissible configuration of H-bridge switches in each sampling instant [100, 101].
The control of ACIM is more complicated due to the fact that magnitude and direction
of the rotor flux cannot be directly measured. A flux observer is usually designed to
estimate the unknown quantities; the idea of FOC remains the same.
Modern digital controlled electrical servo drives equipped with fast microcontrollers
or digital signal processors with high sampling rate (typically 1 to 40kHz sampling
frequency or even more with DTC) represent highly dynamical and efficient actuators
which are being employed in the most demanding applications. Due to the fast time
constants of the current control loop (typical rise time in hundreds of microseconds)
which is usually negligible compared to dynamics of the mechanical subsystem, the
closed loop actuator system can be reasonably approximated by first order lag or simple
static gain
P (s) =
Tm(s)
i∗(s)
≈ kt
τis+ 1
≈ kt, (3.10)
where i∗ is current setpoint, τi is time constant of the closed current loop. Therefore,
the drive becomes a controlled source of torque or force in the mechanical system.
3.3.2 Speed/position control of rigid mechanical systems
The simplest problem of single DoF speed control of a rigid mechanical system can be
formulated as follows. Considering a fast current/torque control loop with negligible
time constant (with respect to much slower dynamics of the mechanical subsystem),
the system can be modeled by first order equation according to Newton’s second law
of motion as
dω(t)
dt
=
1
I
{Tm(t)− Tf (t)− Tl(t)}, (3.11)
Tm(t) ≈ kti(t),
I = Im + Ig +
Il
n2
,
where ω[rad/s] is motor angular velocity, Tm, Tf , Tl[Nm] denote motor, friction and
external load disturbance torque, respectively, I[kg.m2] is total moment of inertia com-
puted to actuator side which consists of motor shaft inertia Im, gear inertia Ig (if ap-
plied), reduced load inertia Il and gear ratio n.
Although a nonlinear friction phenomenon is often observed in practical mechanical
systems, it is usually approximated by a linear viscous term Tf (t) = Bω(t) in order
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to obtain linear model which is suitable for common control design methods. The
resulting transfer function from motor torque to angular velocity is a first order system
P1(s) =
ω(s)
Tm(s)
=
1
Is+B
. (3.12)
Secondary dynamics is presented in the velocity loop due to the actuator lag and feed-
back filtering. For modern servo-drives equipped with high bandwidth digital control,
the current loop dynamics is negligible and the second dominant delay is introduced
by a low-pass filter which attenuates the high frequency measurement noise and which
can be modeled by first order lag with a filter time constant τf
F (s) =
ωf (s)
ω(s)
=
1
τfs+ 1
. (3.13)
The open loop dynamics from motor torque to filtered velocity feedback is second order
plant
P2(s) =
ωf (s)
Tm(s)
=
1
(Is+B)(τfs+ 1)
. (3.14)
A simple PI velocity controller is implemented in most of industrial servoamplifiers as
it provides the integrating part which is necessary for zero-steady state error compen-
sation and a minimum set of two free parameters simplifying the procedure of hand
tuning. Its dynamics can be defined in the s-domain by the following equation:
Tm(s) = {Kp + Ki
s
}(ω∗(s)− ωf (s)), (3.15)
where ω∗ is velocity setpoint.
The resulting closed-loop transfer function of plant 3.14 and controller 3.15 is
T (s) =
Kps+Ki
Iτfs3 + (I +Bτf )s2 + (Kp +B)s+Ki
. (3.16)
The closed-loop dynamics cannot be assigned freely due to limited order of the PI
compensator. Location of the two poles can be chosen arbitrarily while the third pole
value depends on controller and plant parameters.
Optimal controller tuning
Several methods can be used to cope with the limited degree of freedom and obtain
a suitable solution. Methods of modulus optimum and symmetrical optimum are often
used in practice due to the simple tuning formulas and relatively good performance and
robustness [89, 102, 103, 104]. The basic idea is to obtain the highest possible closed
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loop bandwidth which is achievable with the low order compensator. The modulus
optimum method (sometimes referred as absolute value criterion) tries to cancel the
slowest time constant of the plant, usually the one of the mechanical system which is
defined as τm = IB , with the compensator zero by choosing:
Kp
Ki
= τm =
I
B
. (3.17)
This results in the following open-loop and closed-loop transfer functions:
L(s) =
ωf (s)
Tm(s)
=
Ki
B
1
s(τfs+ 1)
, (3.18)
T (s) =
ωf (s)
ω∗(s)
=
1
τfB
Ki
s2 + BKi s+ 1
=
1
b2s2 + b1s+ 1
.
The goal of the maximum achievable bandwidth ωbw can be formulated in the fre-
quency domain by requirement |T (iω)| ≈ 1 for ω < ωbw. Moreover, a flat shape of
magnitude of the frequency response |T (iω)| without any resonant peaks caused by
weakly damped poles is required to obtain reasonable transient closed loop dynamics
without any excessive overshoot. Considering the square of magnitude
|T (iω)|2 = 1
1 + (b21 − 2b2)ω2 + b22ω4
, (3.19)
we can see, that the bandwidth can be maximized by choice b21 = 2b2 which minimizes
the decay ratio of the magnitude and extends the flat range of |T (iω)| ≈ 1. This leads
to controller gains in the form of:
Ki =
B
2τf
, Kp =
I
2τf
, (3.20)
where the proportional gain was computed from the condition of pole zero cancelation
(3.17). Substitution in (3.18) results in the closed-loop transfer function
T (s) =
1
2τf 2s2 + 2τfs+ 1
=
( 1√
2τf
)2
s2 + 1τf s+ (
1√
(2)τf
)2
=
ω2bw
s2 +
√
2ωbws+ ω
2
bw
, (3.21)
which has a form of second order Butterworth filter with cutoff frequency ωbw = 1√2τf
and damping ratio ξ =
√
2
2 . Well behaved and fast setpoint response is achieved due
to the maximal flatness property of the Butterworth filter. However, the pole-zero
cancelation does not occur in the plant sensitivity function from external disturbance
torque to the controlled velocity (see Fig. 3.6)
PS(s) =
ωf (s)
Tl(s)
= (− sω
2
bw
s2 +
√
2ωbws+ ω
2
bw
)(
2τf
Is+B
). (3.22)
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Therefore, the disturbance rejection is poor in the case of a slow mechanical constant
and the design procedure fails for systems with unknown or negligible friction (B ≈ 0).
For this case, the symmetrical optimum method is often used. Open and closed-loop
transfer functions have the form of:
L(s) =
ωf (s)
Tm(s)
= (
Kps+Ki
s
)(
1
Is
)(
1
τfs+ 1
), (3.23)
T (s) =
ωf (s)
ω∗(s)
=
Kps+Ki
Iτfs3 + Is2 +Kps+Ki
.
The optimal controller gains for maximum achievable bandwidth are found similarly
to the previous case by analyzing the magnitude of the closed loop frequency response
|T (iω)|. The optimal gains are defined as:
Kp =
I
2τf
, Ki =
I
8τ2f
, (3.24)
leading to closed loop transfer functions:
T (s) =
4τfs+ 1
8τ3f s
3 + 8τ2f s
2 + 4τfs+ 1
, (3.25)
PS(s) =
8τ2f
I s
8τ3f s
3 + 8τ2f s
2 + 4τfs+ 1
.
The resulting closed-loop poles correspond to the third order Butterworth filter:
p1 = − 1
2τf
, p2,3 = −ξωn ± ωn
√
1− ξ2i; ξ = 0.5, ωn = 1
2τf
. (3.26)
Fast settling time (approx. 16τf ) and good disturbance rejection is achieved in this
case. There is quite a large overshoot in the setpoint step response (about 43%, see
Fig. 3.6) which is often reduced by adding a lowpass velocity reference filter with a
properly chosen time constant.
The above mentioned methods have become very popular in practice due to their
simple closed form formulas and good nominal performance. Their main disadvantage
is, that no procedure for manual adjustment or re-tuning is offered in case that they fail
in reality. Moreover, the demand for maximum bandwidth often leads to excessive gains
which can excite additional unmodeled dynamics in the loop. Although some modified
versions with variable parameters have been proposed in the literature [103, 104],
the obtained parameterizations lack some clear physical meaning and trial and error
procedure has to be used to fulfill particular design requirements.
51
3. MOTION CONTROL - STATE OF THE ART
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.5
1
1.5
t[s]
ω
[ra
d/s
]
Modulus optimum PI velocity control
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.5
1
1.5
t[s]
ω
[ra
d/s
]
Symmetrical Optimum PI velocity control
Figure 3.6: Modulus and symmetrical optimum velocity PI control, setpoint and dis-
turbance response for P (s) = 1(0.5s+1)(0.02s+1)
Partial and full pole placement
The pole placement method can often be used to obtain proper tuning rules with a
set of physically feasible parameters. In many practical cases, the mechanical time
constant is dominant compared to that of the feedback filter ( IB >> τf ) and the plant
can be reasonably approximated by first order dynamics
P (s) ≈ 1
Is+B
. (3.27)
The PI controller in the 2DoF form is assumed with the control law given as
Tm(s) = Kp(bω
∗(s)− ωf (s)) + Ki
s
(ω∗(s)− ωf (s)), (3.28)
where b ∈< 0, 1 > is setpoint weighting factor, can be used to assign poles and zeros of
the closed-loop system
T (s) =
ω(s)
ω∗(s)
=
Kpb
I s+
Ki
I
s2 +
b+Kp
I s+
Ki
I
=
b1s+ w
2
n
s2 + 2ξωns+ w2n
. (3.29)
Closed loop bandwidth and the shape of the transient response can be directly deter-
mined by a proper choice of ωn and ξ leading to controller gains
Kp = 2ξωnI −B,Ki = Iω2n. (3.30)
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Independent shaping of the setpoint and disturbance response can be performed by
choice of setpoint weight b which alters location of the system zero. For the particular
choice b = 1, the controller reduces to standard 1 DoF form (3.15) and the zero is
location is fixed. For b = 0 (feedback proportional gain), the zero vanishes. Providing
that the desired bandwidth is low with respect to unmodeled high-frequency dynamics
(feedback filter, actuator lag, elasticity of the mechanical subsystem), the two assigned
poles are dominant and the approximation of the closed-loop dynamics by second-order
system holds well.
A simple procedure for model-free step-by-step tuning can be derived from the
formulas (3.30). Considering that ξ = Kp+B2Iωn , ωn =
√
Ki
I , the following rules can
be formulated:
1. Set Ki = 0 and raise Kp until small steady state error and reasonable damping is
achieved. This moves the dominant real pole of the plant to the left on the real
axis of complex plane as can be seen from the root locus plot.
2. Raise Ki to obtain moderate settling time. This completes the initial rough set-
ting.
3. For precise tuning of the shape of transient response, damping of dominant closed
loop poles is altered by the change of Kp. The bandwidth remains unaffected.
4. For precise tuning of the bandwidth given by natural frequency ωn, change Ki
and simultaneously adjust Kp to maintain the ratio
K2p
Ki
and keep constant level of
damping.
5. Repeat the last two steps until the bandwidth cannot be raised any more with a
desired level of damping due to secondary dynamics in the loop.
In the case that the impact of secondary dynamics is significant with respect to the
mechanical time constant (e.g. low friction, slow actuator or noisy feedback measure-
ment requiring low bandwidth filtering), the concept of partial pole placement can
be employed. Consider second order plant with unitary static gain (without loss of
generality)
P (s) =
1
(τ1s+ 1)(τ2s+ 1)
. (3.31)
The complementary sensitivity function of system (3.31) controlled by PI compensator
(3.15) is defined as:
T (s) =
Kps+Ki
τ1τ2s3 + (τ1 + τ2)s2 + (Kp + 1)s+Ki
=
b(s)
a(s)
. (3.32)
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The desired characteristic polynomial can be chosen in the form of:
a∗(s) = (s+ a)(s2 + 2ξωn + ω2n). (3.33)
The pole placement problem is formed by setting a(s) != a(s)∗ and solving the corre-
sponding set of polynomial equations for the unknowns Kp,Ki, a. The obtained solu-
tion is:
Kp = (τ1τ2 − 4ξ2τ1τ2)ω2n + (2ξ(τ1 + τ2))ωn − 1, (3.34)
Ki = ω
2
n(τ1 + τ2 − 2ξωnτ1τ2),
a =
τ1 + τ2 − 2ξωnτ1τ2
τ1τ2
.
The two chosen poles cannot be assigned freely because of the third pole a which
moves on the real axis, based on the plant parameters and chosen values of ωn, ξ (see
Fig. 3.7). The maximum achievable bandwidth ωmaxn for this parameterization can be
found by setting a = ωn which gives the solution:
ωmaxn =
τ1 + τ2
τ1τ2(1 + 2ξ)
. (3.35)
This gives a set of three poles located on a circle with the radius ωmaxn . For the choice
ξ = 0.5, we get a third order Butterworth filter and the closed loop is optimal in the
sense of an absolute value criterion. By further increasing the desired bandwidth, the
third pole a closes to the imaginary axis which results in degradation of closed loop
performance due to slow dominant time constant. For the choice ωn > τ1+τ22ξτ1τ2 , the pole
a enters right-half plane and integral gain Ki < 0 leading to unstable compensator and
closed loop dynamics. Lower bound of applicable gains in the sense of a minimal ωminn
can be found from requirement Kp > 0 which gives a minimum phase controller.
The presented concept of partial pole placement is used in a similar way further in
the thesis for the case of a flexible system. The advantage of this approach is so called
feature-based parametrization providing a set of free parameters with clear physical
meaning (closed loop bandwidth ωn and shape of transient response ξ). The analytical
formulas can be used for smooth tuning of the real plant and the determination of
the range of applicable gains. The disadvantage of polynomial synthesis is exponential
rise of complexity with an increasing number of plant and compensator parameters. A
numerical solution is often necessary for high order plants.
Full pole-placement can be performed for the second-order system 3.31 by using
a PID controller with the control law given as:
Tm(s) = {Kp + Ki
s
+
Kds
τds+ 1
}(ω∗(s)− ωf (s)), (3.36)
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Figure 3.7: Partial pole placement velocity PI control, closed loop poles, setpoint and
disturbance response for P (s) = 1(0.5s+1)(0.02s+1) , ωn = ω
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2
where Kd is derivative gain and τd a derivative filter time constant.
Four closed loop poles can be arbitrarily assigned and higher bandwidth can be
theoretically achieved compared to PI control. However, the range of applicable gains
is limited in practice due to amplification of high-frequency noise in the derivative part
of the controller and increased sensitivity to uncertainty in the plant model.
Robustness regions method
A much more general approach to PI(D) controllers tuning was developed at the De-
partment of Cybernetics at UWB [105, 106, 107]. Most of the practical design re-
quirements can be formulated in frequency domain by imposing some restrictions on
the shape of the Nyquist plot of the open loop plant L(iw). The typical specifications
include:
• Robustness in stability in the sense of minimum distance of L(iω) to point (−1, i0)
in the complex plane which can be formulated as the peak of the sensitivity func-
tion S(iω) as
‖ 1
1 + L
‖∞ = sup
ω
|S(iω)| ≤MS (3.37)
• Closed loop performance in the sense of oscillatory response of the system which
can be determined by maximum overshoot of the complementary sensitivity func-
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Figure 3.8: PID Control Laboratory - www.pidlab.com, robustness region method for PI
velocity controller design
tion |T (iω)| and corresponding M-circle in the Nyquist plane
‖T‖∞ = sup
ω
|T (iω)| ≤MT (3.38)
• Rejection of low frequency disturbances which can be defined as:
|S(iω)| ≤ S ; ω ∈< 0, ωS > (3.39)
• Robustness to model uncertainty in the form of unmodeled high frequency dynam-
ics leading to limitation of the maximum bandwidth
|T (iω)| ≤ T ; ω ∈< ωT ,∞ > (3.40)
An analytical solution for the specified design problem cannot be found and a nu-
merical method has to be used for higher order plants. For each design specification,
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a set of admissible controller parameters can be found numerically for each ω ∈ R by
computing a set of roots of a polynomial equation. The set of all solutions form a re-
gion in a parametric plane Kp −Ki. For a PID controller, the values of Kd, τd are fixed
in appropriate ratio to other controller parameters according to common practical rec-
ommendations. The final set of controller gains can be found in the intersection of the
regions. This set can be empty as the design specifications are contradictory and ap-
propriate adjustment of the specifications may be needed to obtain a suitable solution.
An interactive graphical user interface (GUI) in the form of Java applet which performs
all the necessary calculations is available online (www.pidlab.com). An example of a
particular design can be seen in Fig.(3.8). Velocity PI controller is designed for the
plant from the previous examples (P (s) = 1(0.5s+1)(0.02s+1)) according to specifications:
Ms = 1.4,MT = 1.6, T = 1, ωT = 20. One interpolation point of L(iω) located on the
unit circle is added to impose minimum phase margin pm > 57 ◦. The set of optimal
compensator gains is found in the intersection of computed robustness regions. The
plot of L(iω) shows fulfillment of the design limits given by the M-circles. Simulation
is available for evaluating the closed loop performance in the time domain.
The advantage of this method is its applicability to arbitrary order of the system
including time-delay due to the frequency-domain specification of the design problem.
Therefore, a full order system model including mechanics and actuator dynamics, feed-
back or torque reference filters and time delays (e.g. due to communication lag) can
be used without simplification. Unfortunately, no analytical solution which would pro-
vide closed-form formulas for controller tuning is available. However, the controller
can be tuned interactively with the offered GUI. Robust identification experiment and
automatic controller tuning can be performed for aperiodic plants [108].
Position control loop
Once the velocity loop has been properly tuned, the outer position controller synthesis
is relatively straightforward. The inner torque loop rejects fast disturbances in the
actuator system, the velocity loop linearizes the dynamics of the mechanical subsystem
and compensates any external forces. The objective of the position loop is to follow of
the reference trajectory. The velocity loop usually contains integrator part ensuring zero
steady state error. Therefore, a simple proportional position controller is used in most
cases. It can be tuned experimentally by gradually increasing the proportional gain
until a limit of maximum bandwidth with an aperiodic setpoint response is reached.
The process of closing the position loop can be viewed in terms of the root locus plot
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Figure 3.9: Example of root locus design of position control loop
(Fig. 3.9). Closed loop root locus and open loop bode plot is displayed. Maximum gain
of the position controller is limited by the location of closed loop poles of the inner
velocity loop. The real zero which is introduced by the velocity PI controller has a
stabilizing effect due to the corresponding phase lead around the crossover frequency
of the open loop. Higher bandwidth can be achieved with a 2DoF velocity controller
which can be tuned to cancel the slowest real pole of the velocity loop with the variable
zero at cost of reduced robustness in stability. The position controller is replaced by a
force/torque compensator in certain applications, usually in the form of a linear PD
controller. The overall bandwidth of the position loop can be further increased by
introducing the feed-forward signal of desired velocity and torque, which is obtained
from a trajectory generator, in the velocity and current loops (see Fig. 3.3).
Satisfactory performance is usually achieved with well tuned cascade PID control
provided that no oscillatory dynamics is present and dynamics of the mechanical sub-
system does not change significantly. Alternative control strategies have been proposed
in the literature. A disturbance observer or sliding mode controller is recommended in
the case of highly dynamical positioning, variable inertia of the load or large amount
of external disturbances [72, 73, 76, 77, 78]. Adaptive methods can be used in case of
slowly varying dynamics or disturbances [75, 79, 80, 91]. Techniques of stable dynamic
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inversion (zero phase error tracking control and its variations) can be used for design
of a pre-filter which can extend closed loop bandwidth [109, 110, 111]. However, the
standard PID structure is still prevalent in industrial motion control systems.
3.3.3 Multivariable motion control
A large number of mechatronic devices perform coordinated movements of several
axes resulting in multiple degree of freedom motions. A typical example is an indus-
trial robotic manipulator or 5-axis CNC machine tool. Proper mathematical models for
description of motion dynamics are needed for the purpose of analysis, optimization,
simulation and control design. A common way of modelling is the idea of a rigid multi-
body system. The mechanical system is viewed as a set of interconnected rigid bodies
which may undergo various translational and rotational displacements. The body rep-
resents an atomic part of the machine such as one link of the robotic arm. Individual
bodies are connected via joints which impose kinematical constraints on admissible
motion. Basic types of joints are revolute (relative rotation of connected bodies), pris-
matic (relative displacement along one axis), spherical (free movement in two planes)
and cardan (transmission of rotary motion in any direction). The bodies can form an
open or closed kinematic chain. Two basic approaches of Newton-Euler and Lagrange’s
equations are usually used for the systematic derivation of dynamic models of multi-
body systems. The first one forms a set of balance conditions for forces and torques
acting in the mechanical system, whereas the second one is an energy-based approach
[43, 68, 69, 112, 113].
The latter Lagrange’s equations method can be briefly summarized as follows. Ki-
netic energy of i-th body is defined by the equation
Ti =
1
2
miv
T
i vi +
1
2
ωTi Iiωi, (3.41)
where mi[kg] is mass of the body,
vi[m/s] is absolute velocity of the center of mass (with respect to a stationary base
reference frame RF0),
ωi[rad/s] denote the vector of absolute angular velocity of the body and
Ii is the symmetric 3×3 inertia matrix describing distribution of the body mass relative
to its the center of gravity.
Total kinetic energy T of the system is simply the sum of the contributions of N
individual bodies and it can be expressed in terms of properly chosen generalized co-
ordinates q which describe the actual machine configuration (usually a set of joint
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variables in the form of actuator displacements):
T (q, q˙) =
N∑
i=1
Ti =
1
2
q˙TM(q)q˙, (3.42)
where M(q) is a configuration dependent symmetric positive definite inertia matrix of
the system.
Potential energy U of the system due to the gravity effect is computed in a similar
manner as
U(q) =
N∑
i=1
Ui. (3.43)
The potential energy of the body is usually expressed in the stationary base reference
frame. Its computation is straightforward for an open kinematic chain as it can be ex-
pressed with use of homogenous coordinate transformations between reference frames
of individual bodies:
Ui = −migT r0,i(q);
(
r0,i
1
)
= A01(q1)A
1
2(q2)...A
i−1
i (qi)
(
ri,i
1
)
, (3.44)
where g is a gravity vector,
r0,i(q) is the position of the center of mass of the body in RF0,
Ai−1i is homogenous transformation matrix between reference frames of two adjacent
bodies and
ri,i is a constant vector of the center of gravity position in reference to the frame of i-th
body. The so called Lagrangian of the system is formed as
L(q, q˙) = T (q, q˙)− U(q). (3.45)
By using some fundamental laws of physics and mechanics (Newton’s second law, prin-
ciple of d’Alembert, virtual works principle etc.), a set of Euler-Lagrange equation is
derived in the form
d
dt
∂L
∂q˙k
− ∂L
∂qk
= uk; k = 1, ..., N, (3.46)
where u = [u1...uN ]T is a vector of generalized forces performing work on q (usually
actuator torques/forces). By computing the partial derivatives and performing some
algebra, the equations of motion can be derived in compact matrix form
M(q)q¨ + C(q, q˙)q˙ + g(q) = u; u = ua − uf − ul, (3.47)
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Figure 3.10: Multivariable motion control - decentralized vs centralized approach
where M(q)N×N is an inertia matrix,
C(q, q˙)q˙N×1 is the vector of centrifugal and Coriolis forces,
g(q)N×1 = (∂U∂q )
T is the vector of gravity forces.
The vector of generalized forces u is formed by actuator torques/forces ua, friction
terms uf and external load terms ul.
It can be shown that the variation of the total energy is equal to the work of the
generalized forces acting on the system:
d
dt
(T + U) = q˙Tu. (3.48)
The equations of motion can alternatively be defined in some proper task coordi-
nates (e.g. position and orientation of a tool-tip or end-effector) by using kinematic
transforms from the joint variables.
Two basic approaches can be used for the design of a motion controller (Fig. 3.10).
A decentralized method considers N separated SISO control loops of individual actua-
tors. Nonlinear coupling terms of the dynamics are treated as external disturbances.
This can be justified by taking a closer look at the particular motion equation corre-
sponding to each actuator:∑
∀j
mk,j(q)q¨j +
∑
∀i,j
ck,i,j(q)q˙iq˙j + gk(q) = uk; k = 1, ..., N. (3.49)
The diagonal terms of the inertia matrix mk,k(q) > 0 represent an actual moment
of inertia at k − th joint when other joints are not accelerating. The nondiagonal
terms mk,j(q) describe inertia seen at k − th joint due to i− th joint acceleration. The
ck,i,i(q) terms denote centrifugal force at k− th joint due to joint i velocity and ck,i,j(q)
describe Coriolis force at joint k because of joints i and j motion. Considering that
the dynamics of desired motion is relatively low, the inertial, centrifugal and Coriolis
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terms are negligible with respect to the static part of the model - the gravity vector and
diagonal part of the inertia matrix. Thus the model can be reduced to a simplified form
mk,k(q)q¨j + gk(q) = uk − ul; k = 1, ..., N, (3.50)
where ul is an equivalent disturbance torque/force which contains all the neglected
parts of the system dynamics. For a particular system configuration q, N indepen-
dent SISO motion controllers can be designed as described in the previous section. In
case the inertia varies significantly over the machine workspace, set of multiple gain-
scheduled controllers can be used to enhance the overall robustness. The gravity term
can be compensated by the feed-forward action or it can be treated as a slowly varying
disturbance torque which is rejected by the integrator part of the controller. Sufficient
performance can be achieved even with a single set of linear PID controllers in the
case of moderate requirements for motion dynamics and trajectory tracking precision
[69, 114].
Centralized methods use a global model of the system and try to design a multivari-
able controller (which is often nonlinear, due to nature of the motion equations). The
usual approach is to perform a global linearization of the system dynamics through the
introduction of the control law in the following form:
ua = C(q, q˙)q˙ + g(q) + uf +M(q)v, (3.51)
where vN×1 is newly introduced input vector. Substitution of control (3.51) to the sys-
tem model (3.47) and neglecting the external load terms leads to closed-loop dynamics
q¨ = v, (3.52)
which is linear and decoupled with respect to the vector v. The obtained N double in-
tegrator loops can be stabilized by a simple PD controller (or equivalent state feedback
from joint variables q, q˙)
v = Kp(q
∗ − q) +Kd(q˙∗ − q˙) + q¨∗ , (3.53)
Kp = diag{ω1, ω2, ..., ωN},Kd = diag{2ξ1ω1, 2ξ2ω2, ..., 2ξNωN} ,
leading to closed loop dynamics:
¨˜q +Kd ˙˜q +Kpq˜ = 0; q˜ = q
∗ − q. (3.54)
However, perfect compensation of nonlinear dynamics is seldom achievable in practice
due to modeling errors. Incorrect rejection of gravity, friction or load terms leads to
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steady-state positioning error. A more complex compensator which includes integrating
part such as PID control or disturbance observer is recommended for such cases ([72,
115]). Alternatively, robust or adaptive controller can be employed to deal with model
uncertainty [43, 69, 113]. Proof of global stability can be done for certain multivariable
control schemes using Lyapunov function analysis.
Higher bandwidth and better precision of motion tracking can be achieved by using
the centralized approach, provided that a sufficiently precise model of the system can
be obtained. The improvement can be seen especially during highly dynamical motions
which emphasize the nonlinear and coupled nature of system dynamics. The disadvan-
tage is higher computational burden compared to decentralized methods. Development
of a special motion control system is usually needed as the commercial servoamplifiers
implement only the standard SISO PID control algorithm.
3.4 Flexible mechanical systems
Every real world mechanical system has a flexible structure. This results from inevitable
physical laws which state that forces acting on a solid material cause its deformation.
A simple equation which describes a linear relation between the tensile force acting on
a body and resulting change of its length was formulated by British physicist Robert
Hooke in 17th century as
 =
4l
l
=
σ
E
, (3.55)
where  is the relative change of length (engineering normal strain),
σ = FnS [Pa] is tensile or compressive stress due to normal force Fn[N ] applied to a
surface S[m2],
E[GPa] is Young’s modulus, which is a measure of the stiffness of the material.
The assumption of linearity between the stress and strain holds only for small forces
and displacement. Any real material will break when stretched over a large distance
due to the excessive force applied. This behaviour is captured by a stress-strain curve
which can be obtained experimentally (Fig. 3.11). However, Hooke’s law is a reason-
able approximation of the elastic behaviour of many materials under typical operating
conditions and it is widely used in many disciplines of science and engineering. It
describes the linear part of the stress-strain curve and defines the amount of applica-
ble force which causes reversible elastic deformation. From the perspective of motion
control, every mechatronic system should operate in this region to avoid damage to
the mechanical components. Therefore, the approximation of an elastic material by an
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Figure 3.11: Stress-strain curve - typical shape for ductile metal materials
idealized linear spring can be justified in many practical cases. The obtained strain-
stress linearity is advantageous as it allows the construction of linear dynamic models
of flexible mechanical systems or considerable reduction in the complexity of nonlinear
models. Similar simplifications can be done in an effort to develop models of com-
plex spatial motions of flexible multibody systems which undergo elastic deformations.
Some of the common approaches to modelling flexible systems are presented further
in this section.
Elasticity of the mechanical components can cause severe difficulties in motion con-
trol applications. A rapid motion of the actuator can excite resonant modes of the
system in the form of transient or residual vibrations which reduce the overall quality
of control and cause increased wear of the machine. The important consequence of
Hooke’s law and theory of elasticity is that the occurrence of the unwanted vibration
phenomenon is related to the amplitude of the applied forces and torques. This am-
plitude is directly affected by the closed-loop bandwidth of the motion control loops.
In the case of a low bandwidth controller, the mechanic subsystem resembles an ide-
alized rigid body system whereas an excessive increase of the controller gains leads
to inevitable excitation of oscillatory dynamics. Therefore, the mechanics of the system
should always be designed according to the desired achievable dynamics of motion to avoid
problems in the phase of the control system implementation.
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There are several factors which can lead to difficulties with vibrations:
• Wrong mechanical design with respect to desired performance - improper
sizing and dimensioning of mechanical elements can lead to unwanted oscillatory
behaviour. This can be avoided by using modern model-based design software
tools equipped with powerful functions for structural analysis and finite element
simulations. However, such tools may not be available and eventual mistakes
have to be corrected by means of the control system.
• Flexible elements of an otherwise stiff system - in many practical systems, the
use of flexible components is inevitable for their proper operation. An example is
an industrial robotic manipulator which is constructed as a stiff system, but may
include parts with elastic behaviour such as flexsplines of the harmonic drives,
toothed belts or long shafts. The elasticity is lumped from the perspective of
system dynamics. The elasticity of machine parts may results from the desirable
properties of the system (e.g. assistance robots equipped with compliant arms by
virtue of safety).
• Lightweight systems with distributed elasticity - very long and slender com-
ponents or the use of lightweight materials may lead to oscillatory dynamics.
This phenomenon is typical for skyscrapers, tendon bridges or space structures
(long and lightweight manipulator arms, flexible components of satellites due to
extensive use of lightweight composite materials etc.). Distributed deformation
complicates the process of modeling and control system design due to complex
nonlinear dynamics.
3.4.1 Modeling of flexible systems
Relevant dynamic models are needed for the purpose of analysis and motion control
design. There are conflicting requirements for model accuracy in the range of desired
bandwidth and a low order of closed-form expressions suitable for control synthesis.
Three distinct approaches can be used for the derivation of mathematical models:
1. Spatial discretization based on the Finite element method
Complex dynamics of a flexible system with distributed elasticity which is gen-
erally infinite-dimensional can be split into a collection of subdomains (usually
called elements or nodes) which represent small physical parts of the real system.
Each element is described by a set of equations and boundary conditions. The
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distributed elasticity which typically leads to complex partial differential equa-
tions (PDE’s) is approximated by a large number of simpler ordinary differential
equations (ODE’s) which can be solved numerically. The advantage of this ap-
proach is the ability to model the dynamics of complex mechanical structures
with complicated geometry consisting from components made from various ma-
terials [116, 117, 118, 119]. Commercially available software tools for finite
element analysis and structural simulation can be used in the phase of mechani-
cal design. The disadvantage is dependence on a particular mechanical structure
and the high order of resulting models (typically hundreds of node equations)
making them impractical for the purpose of control design.
2. Analytical modeling of flexible elements
Several simplifying assumptions can be used to develop suitable analytical mod-
els which can approximate global system behaviour with reasonable accuracy.
Lumped elasticity in flexible joints can be added to the models of multibody
systems [119, 120, 121]. Slender arms of the robot can be approximated by
idealized models of elastic beams (e.g. Timoshenko or Euler-Bernoulli beam the-
ory [122]) and resulting PDE’s describing the motion dynamics can be approxi-
mated by a limited number of ODE’s by truncation of high frequency dynamics
(e.g. assumed modes method [119, 123]). Models with reasonable complexity
applicable for control design can be constructed using the standard framework
of Lagrange’s equations [124, 125]. A wider class of systems can usually be de-
scribed with a properly chosen model structure, a proper identification procedure
is needed to match the model parameters with a real mechanical system.
3. Local problem oriented models
Local dynamics of flexible systems can often be described by relatively simple
linear models [86, 126, 127, 128]. Acceptable accuracy can be achieved by con-
sidering a limited range of desired bandwidth and close vicinity around some op-
erating point. The oscillatory dynamics can naturally be expressed with frequency
domain models in form of plant transfer functions by means of weakly damped
poles and zeros resulting in peaks in frequency response. Powerful methods for
system identification and control design which are available in the linear theory
make it suitable for the purpose of automatic controller tuning. This thesis deals
with the class of linear flexible multi-mass models which can represent a large
variety of motion control problems encountered in industrial applications, as will
be shown further in the text. Care must be taken in relation to the local validity
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Figure 3.12: Two-mass model - rotor and load inertia coupled by a flexible shaft, equiva-
lent linear motion system
of the model and the possibility of the occurrence of nonlinear effects typical for
mechanical systems such as friction, backlash or hysteresis. Robust, adaptive or
gain-scheduled controllers should be used in the case of large variations in the
system dynamics. The global stability of nonlinear closed-loop system is usually
difficult to prove.
3.4.2 Linear structural dynamics approach
Examples of dynamic models which are suitable for motion control design are pre-
sented in this section. It is shown that a proper class of linear models with assumed
lumped elasticity can be used to model oscillatory behaviour of large class of practical
systems encountered in industrial applications.
Two-mass and multi-mass resonant system
The two-mass model is a basic representation of a mechanical system with a single
resonant mode (Fig. 3.12). A rotary actuator with inertia Im is connected to a load
inertia IL by a flexible shaft. The motion of the actuator causes elastic deformation of
the shaft which may be modeled as a linear torsional spring described by the stiffness
constant k and internal viscous friction coefficient b. Equations of motion can be formed
using Newton’s laws:
εm = ω˙m =
1
Im
{Tm − k(ϕm − ϕl)− b(ωm − ωl)}, (3.56)
εl = ω˙l =
1
Il
{Tl + k(ϕm − ϕl) + b(ωm − ωl)}.
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The corresponding state space model can be derived in the form of
x˙ =

ϕ˙m
ω˙m
ϕ˙l
ω˙l
 =

0 1 0 0
− kIm − bIm kIm bIm
0 0 0 1
k
Il
b
Il
− kIl − bIl
x+
+

0 0
1
Im
0
0 0
0 1Il
[ TmTl
]
, y=
[
0 1 0 0
0 0 0 1
]
x, (3.57)
where ϕm,l, ωm,l denote motor and load angular position and velocity and Tm is elec-
tromagnetic torque produced by the motor. Only motor side measurement is usually
available in typical industrial applications. Additional load sensors can be added to
improve positioning accuracy and control performance.
Transfer functions from motor torque to motor and load speed can be obtained as
Pω1 (s) =
ωm(s)
Tm(s)
=
Ils
2 + bs+ k
s[ImIls2 + b(Im + Il)s+ k(Im + Il)]
=
K1
s
s2 + 2ξzωzs+ ω
2
z
s2 + 2ξωns+ ω2n
,
Pω2 (s) =
ωl(s)
Tm(s)
=
bs+ k
s[ImIls2 + b(Im + Il)s+ k(Im + Il)]
=
K2
s
s+ ωz2ξz
s2 + 2ξωns+ ω2n
,
(3.58)
where the corresponding gains, natural frequencies and damping factors can be ex-
pressed in terms of system parameters
K1 =
ω2n
(Il + Im)ω2z
, ωn =
√
k(Il + Im)
IlIm
, ωz =
√
k
Il
,
K2 =
2ξzω
2
n
(Il + Im)ωz
, ξ =
√
b2(Il + Im)
4kIlIm
, ξz =
√
b2
4kIl
. (3.59)
A so called resonance ratio parameter is defined as
r =
ωn
ωz
=
√
1 +
Il
Im
. (3.60)
Transfer functions to motor and load position are obtained by simply adding an integra-
tor term 1s to expressions (3.58). Equivalent linear motion model can be obtained by
direct substitution of appropriate physical quantities (m → I, F → T, x → ϕ, v → ω,
see Fig. 3.12). A viscous friction model can be added to both motor and load side by
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Figure 3.13: Bode plot of two-mass system - typical shape
modifying the state matrix of system (3.57) to
A =

0 1 0 0
− kIm − b+bmIm kIm bIm
0 0 0 1
k
Il
b
Il
− kIl −
b+bl
Il
 , (3.61)
where bm, bl denote motor and load friction coefficients. This leads to transfer func-
tions:
Pω1 (s) =
ωm(s)
Tm(s)
= Ils
2+(b+bl)s+k
a3s3+a2s2+a1s+a0
, (3.62)
Pω2 (s) =
ωl(s)
Tm(s)
= bs+k
a3s3+a2s2+a1s+a0
,
a3 = IlIm, a2 = {Il(b+ bm) + Im(b+ bl)},
a1 = {bm(bl + b) + k(Im + Il) + blb}, a0 = k(bl + bm).
Analytical expressions of corresponding resonance and antiresonance frequencies
and damping requires computation of roots of characteristic polynomial and leads to
complicated equations which are omitted for sake of brevity. However, the exact depen-
dence of pole locations on plant parameters is not as important, as the model can be
viewed as a general representation of dynamics of rigid and first resonance mode. The na-
ture of the system behaviour is better understood in the frequency domain by plotting
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......
Figure 3.14: Multi-mass linear system
the Bode response of the plant transfer functions (3.62). The typical shape observed
in practice can be seen in Fig.3.13. Low-frequency dynamics is determined by the rigid
mode of the system (stable real pole of transfer function or an integrator in the case of
negligible friction). Sharp peaks of resonance and antiresonance regions due to weakly
damped pairs of poles and zeros appear in high frequency region. In the case of low
desired bandwidth, the system dynamics can be approximated by the rigid body model.
Increase in the controller gains leads to excitation of the oscillatory dynamics and prob-
lems with stability and closed-loop performance. An extended model which includes
the high frequency behaviour is needed for an appropriate compensator design.
The nature of dynamic behaviour of multi-mass resonant systems can be seen more
clearly after the application of so called modal transform [118, 126]. The equations
of motion of a general multiple DoF system can be written in compact matrix form of
mass-spring damper format:
Mx¨+Bx˙+Kx = LuFm, (3.63)
y = Lux,
where Mn×n is diagonal positive definite mass or inertia matrix,
Bn×n, Kn×n are symmetric semi-positive definite damping and stiffness matrices,
Lun×1 is input matrix, Lyny×n output matrix, where ny is the number of measured
outputs.
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For the case of linear configuration in Fig (3.14) we get:
M =

M1 0 0 · · · 0
0 M2 0 · · · 0
0 0 M3 · · · 0
...
...
...
. . . 0
0 0 0 0 Mn
 , B =

b1 −b1 0 · · · 0
−b1 b1 + b2 −b2 · · · 0
0 −b2 b2 + b3 · · · 0
...
...
...
. . . −bn−1
0 0 0 −bn−1 bn−1
 ,
K =

k −k1 0 · · · 0
−k1 k1 + k2 −k2 · · · 0
0 −k2 k2 + k3 · · · 0
...
...
...
. . . −kn−1
0 0 0 −kn−1 kn−1
 , Lu =

1
0
0
...
0
 . (3.64)
The output matrix of appropriate dimensions is defined according to the location
and type of sensors installed (position, velocity or acceleration). The usual configura-
tion in motion control systems is motor side (first mass of the model) velocity and po-
sition sensing (so called colocated feedback) and optional load-side measurement (last
mass in the chain, noncolocated feedback in this case).
Natural frequencies of the system can be found by inspection of the undamped
conservative system:
Mx¨+Kx = 0. (3.65)
Expecting a solution in form x = φkeiωkt, eigenvalue equation for matrices K,M has
to be fulfilled in the form:
(K − ω2kM)φk = 0. (3.66)
SinceM is symmetric positive definite andK is symmetric positive semi-definite, eigen-
values ω2k are real and nonnegative. The non-trivial solution of (3.66) can be found
from the equation
det(K − ω2kM) = 0, (3.67)
which leads to n values of natural frequencies ωk. Corresponding eigenvectors φk
which describe the shape of individual system modes can be obtained by substitu-
tion to (3.66). Rigid body mode is computed from the condition of zero strain en-
ergy for ωk = 0.The set of eigenvectors form a orthogonal matrix of the mode shapes
Φ = [φ1, φ2, ..., φn] which is also orthogonal with respect to matrices M,K (follows
directly from 3.66). Seeing that matrix (K−ω2kM) is singular, solutions of the particu-
lar eigenvectors are linearly dependent. Thus, it is convenient to scale them according
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to mass matrix to obtain its diagonalization due to orthogonality relationship. There-
fore, we may write the following:
ΦTMΦ = In, (3.68)
ΦTKΦ = diag{ω2k} = Ω2,
ΦTBΦ = diag{2ξkωk} = 2ξΩ.
The orthogonality equation does not hold generally for an arbitrary B. However, the
dissipation matrix is often chosen in Rayleigh damping form B = αM + βK which
makes the equality valid.
The obtained modal matrix is used for the transition from physical (nodal) to modal
coordinates. By setting
x = Φz, (3.69)
where z is the vector of modal amplitudes, we get
MΦz¨ +BΦz˙ +KΦz = LuFm. (3.70)
Multiplication from left by ΦT and use of the orthogonality equations (3.68) leads to
the modal form of the system:
Inz¨ + 2ξΩz˙ + Ω
2z = ΦTLuFm = ΦuFm (3.71)
y = LyΦz = Φyz,
where Φu is n× 1 modal input vector and Φy ny × n modal output matrix. The ob-
tained model has a form of n decoupled second order systems excited by new input
vector ΦTLu. The modal form is useful for evaluation of the contribution of each
individual mode to the overall system behaviour and for eventual truncation of high
frequency dynamics which may be negligible with respect to desired closed-loop band-
width.
This can be illustrated by the example of a two-mass system. The system matrices
of mass-spring-damper model (3.64) are defined as:
M =
[
M1 0
0 M2
]
, B =
[
b −b
−b b
]
, K =
[
k −k
−k k
]
, Lu =
[
1
0
]
. (3.72)
Two eigenfrequencies corresponding to one rigid and one oscillatory mode are found
from (3.66):
ω1 = 0, ω2 =
√
k(M1 +M2)
M1M2
. (3.73)
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The modal matrix composed from eigenvectors which are normalized with respect to
the mass matrix has the form:
Φ =

1√
M1+M2
− M2
M1
√
M2
2
M1
+M2
1√
M1+M2
1√
M2
2
M1
+M2
 =
[
φ11 φ12
φ21 φ22
]
. (3.74)
Application of the modal transform leads to the dynamic model in the form:[
1 0
0 1
]
z¨ +
[
0 0
0 b(M1+M2)M1M2
]
z˙ +
[
0 0
0 k(M1+M2)M1M2
]
z =
[
φ11
φ12
]
Fm. (3.75)
Damping of the resonant mode can be computed from corresponding diagonal terms as
ξ2 =
√
b2(M1+M2)
4kM1M2
. Transfer functions from input force to measured outputs can be ob-
tained by application of the Laplace transform to the modal equations in model (3.75).
Assuming motor side position feedback, the output matrix becomes Φy = [1 0]Φ =
[φ11 φ12] and the resulting transfer function is
P x1 (s) =
x1(s)
Fm(s)
=
φ211
s2
+
φ212
s2 + 2ξ2ω2s+ ω22
=
φ211(s
2 + 2ξ2ω2s+ ω
2
2) + φ
2
12s
2
s2(s2 + 2ξ2ω2s+ ω22)
=
=
φ211
s2
r2(s2 + 2ξ2ω2
r2
s+
ω22
r2
)
s2 + 2ξ2ω2s+ ω22
=
φ211
s2
r2(s2 + 2ξz2ωz2s+ ω
2
z2)
s2 + 2ξ2ω2s+ ω22
, (3.76)
where r2 = 1 + φ
2
12
φ211
is square of the resonance ratio.
Since r2 > 1, both natural frequency ωz1 and damping ξz1 of complex zero pair
decreases with respect to complex poles in a defined rate:
ξ2
ξz2
=
ω2
ωz2
= r =
√
1 +
M2
M1
. (3.77)
The last two terms of (3.76) show, that the system can be partitioned to system
Pr(s) =
φ211
s2
=
1
(M1 +M2)s2
, (3.78)
which corresponds to the rigid mode of P1 and matches the dynamics of ideal stiff
connection of two masses, and additional high frequency oscillatory dynamics Po(s)
with unit static gain describing the behaviour of first resonant mode:
Po(s) =
r2(s2 + 2ξz2ωz2s+ ω
2
z2)
s2 + 2ξ2ω2s+ ω22
. (3.79)
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For a low excitation bandwidth ω << ωz2, the system dynamics can be approximated
by the rigid model.
In the case of the load side feedback, the output matrix has the form Φy = [0 1]Φ =
[φ21 φ22] and we obtain transfer function in form:
P x2 (s) =
x2(s)
Fm(s)
=
φ11φ21
s2
+
φ12φ22
s2 + 2ξ2ω2s+ ω22
= (3.80)
=
φ11φ21(s
2 + 2ξ2ω2s+ ω
2
2) + φ12φ22s
2
s2(s2 + 2ξ2ω2s+ ω22)
. (3.81)
From the property of orthogonality of the modal matrix ΦTΦ = In, it follows that
φ11φ21 + φ12φ22 = 0. The first eigenvector corresponding to the rigid mode contains
terms with the same magnitude, therefore φ11φ21 = φ211 and the system is reduced to:
P x2 (s) =
x2(s)
Fm(s)
=
φ211
s2
2ξ2ω2s+ ω
2
2
s2 + 2ξ2ω2s+ ω22
=
φ211
s2
r2(2ξz2ωz2s+ ω
2
z2)
s2 + 2ξ2ω2s+ ω22
. (3.82)
Again, the dynamics is split to rigid low frequency and resonant high-frequency
resonant parts. Transfer functions to measured velocity or acceleration can be obtained
through simple multiplication by s or s2. Substitution of the computed frequencies,
dampings and terms of modal matrix leads naturally to the same transfer functions
which were obtained from the nodal state space model (3.57):
P v1 (s) =
v1(s)
Fm(s)
=
M2s
2 + bs+ k
s[M1M2s2 + b(M1 +M2)s+ k(M1 +M2)]
,
P v2 (s) =
v2(s)
Fm(s)
=
bs+ k
s[M1M2s2 + b(M1 +M2)s+ k(M1 +M2)]
. (3.83)
Some of the derived results can be extended to the n-th order multi-mass system (3.64).
Considering the collocated feedback case, the transfer function becomes
P x1 (s) =
x1(s)
Fm(s)
=
n∑
i=1
φ21i
s2 + 2ξiωis+ ω2i
=
φ211
s2
+
n∑
i=2
φ21i
s2 + 2ξiωis+ ω2i
= (3.84)
=
φ211
∏n
i=2(s
2 + 2ξiωis+ ω
2
i ) + s
2
∑n
i=2 φ
2
1i
∏n
i 6=j(s
2 + 2ξjωjs+ ω
2
j )
s2
∏n
i=2(s
2 + 2ξiωis+ ω2i )
=
=
1
n∑
i=1
Mis2
s1
∏n
i=2(s
2 + 2ξziωzis+ ω
2
zi)∏n
i=2(s
2 + 2ξiωis+ ω2i )
; s1 =
∏n
i=2 ω
2
i∏n
i=2 ω
2
zi
,
where the scaling factor s1 is introduced to emphasize the partitioning of system dy-
namics to rigid and oscillatory part.
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Figure 3.15: Multi-mass system example (n = 4) - Bode plots for motor and load side
velocity feedback (P1,2), rigid body dynamics Pr, pole-zero map of P1
An example of the typical shape of Bode plot can be seen in Fig.(3.15). A repeating
pattern of alternating pairs of weakly damped zeros and poles is observed in the high
frequency region, rigid mode dynamics is dominant for low frequencies. The usual
values of damping achieved in industrial motion control applications are ξ ' 0.01..0.1.
Resonance frequencies vary from tens to hundreds of Hertz. Lower damping can be
seen in the dynamics of space structures due to the extensive use of composite materials
and absence of aero-dynamical damping [126].
The load side dynamics can be described by the transfer function:
P xn (s) =
xn(s)
Fm(s)
=
n∑
i=1
φ1iφni
s2 + 2ξiωis+ ω2i
=
φ11φn1
s2
+
n∑
i=2
φ1iφni
s2 + 2ξiωis+ ω2i
= (3.85)
=
φ211
∏n
i=2(s
2 + 2ξiωis+ ω
2
i ) + s
2
∑n
i=2 φ1iφni
∏n
i 6=j(s
2 + 2ξjωjs+ ω
2
j )
s2
∏n
i=2(s
2 + 2ξiωis+ ω2i )
=
=
1
n∑
i=1
Mis2
s2
∏n−1
i=1 (bis+ ki)∏n
i=2(s
2 + 2ξiωis+ ω2i )
; s2 =
∏n
i=2 ω
2
i∏n−1
i=1 ki
2
.
The structure of system zeros comes from the property of the orthogonality of the modal
matrix as was shown in the two-mass case and it has a clear physical interpretation.
Every pair of masses introduces one transmission zero which is influenced by stiffness
and damping of the spring-damper connection regardless of the weight of adjacent
nodes (3.83). Considering the load-side output feedback, the property of blocking
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Figure 3.16: Flexible tooth-belt drive system - system structure, nonlinear function of
resonance frequency with respect to load position
certain mode of input signal has to be naturally inherited by each following node of the
chain. For lightly damped systems, the resulting zeros appear in high frequency region
and their influence is negligible with respect to the dominant part caused by the poles.
Therefore, the transfer function can approximated as:
P xn (s) ≈
1
n∑
i=1
Mis2
∏n
i=2 ω
2
i∏n
i=2(s
2 + 2ξiωis+ ω2i )
. (3.86)
The insight into the dynamics of lightly damped systems gained from analysis of
the modal form leads to the conclusion that a limited number of modal coordinates
can be considered for the purpose of system identification and control law design.
Particular physical structure of the system is irrelevant from the control point of
view and low order frequency domain models can be used to capture dominant
oscillatory behaviour of the system needed for the vibration control. The trun-
cation of high frequency dynamics is valid when performed correctly with respect to
the desired excitation bandwidth. Significant reduction of model order compared to
the nodal representation is often achieved, especially in the case of FEM models of
complex geometry structures.
Approximation of nonlinear dynamics
The linear multi-mass models can be used for local approximation of dynamical be-
haviour of otherwise nonlinear systems in the vicinity of an operating point. Another
useful application is a description of a system with distributed elasticity by a low-order
lumped parameter model. Two examples are presented to explain these approaches.
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Example 1 - Flexible tooth-belt drive system
Belt drive systems are used in many industrial motion control applications as an
alternative to more expensive screw-ball drives. The typical structure of the system can
be seen in Fig. (3.16). The actuator is connected to the driving pulley via a gear-box.
A flexible tooth-belt connects the manipulated load to driving and driven pulleys. The
elasticity of the belt can cause problems with mechanical vibrations which can occur in
a high-speed operation. Assuming stiff connection of drive, gearbox and driving pulley,
the system can be modeled as a nonlinear three-mass structure [129]:
(I1 + n
2(Ig + Im))q¨1 + Tf1 = nTm − r[k1(x)(rq1 − x)− k3(x)(rq2 − rq1)],
I2q¨2 + Tf2 = r[k2(x)(x− rq2)− k3(x)(rq2 − rq1)],
Mlx¨+ Ff = k1(x)(rq1 − x)− k2(x)(x− rq2), (3.87)
where Im, Ig, I1, I2 are moments of inertia of the motor, gear and pulleys,
q1, q2 are angular displacements of the pulleys,
k1,2,3(x) are position dependent spring constants of the belt parts,
r is the pulley radius,
Tm, Tf1, Tf2 are driving and friction torques,
n is gear ratio and Ff is load side friction force.
Considering that the pulley inertias are negligible compared to equivalent load and
load-side motor inertias, ie. I1,2 << {(Im+Ig)n2, Ml}, the system can be approximated
by an equivalent nonlinear two-mass model
(Im + Ig)ϕ¨m = Tm − Tf − rnkeq(x)( rnϕm − x),
Mlx¨ = keq(x)(
r
nϕm − x)− Ff , (3.88)
where the equivalent spring constant keq(x) = f(k1(x), k2(x), k3(x)) can be estimated
analytically or obtained from an experimental measurement [130].
The system can be linearized around arbitrary working point x leading to a standard
LTI two-mass model (3.56). Natural frequency of the system depends on the value of
nonlinear stiffness keq(x) and varies with load position in a nonlinear manner. Usual
dependence observed in practice can be seen in Fig. (3.16). Techniques of robust
control, linear or nonlinear gain-scheduling can be employed for the design of a proper
compensator which could cope with the varying dynamics [35, 129, 130].
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Figure 3.17: Flexible beam - motion of system with distributed elasticity
Example 2 - Planar motion of flexible robotic arm
A light-weight robotic arm with distributed flexibility can be modeled as a slender
beam using the Euler-Bernoulli beam theory [124, 126, 131]. Dynamics of a pinned-free
flexible beam (see Fig. 3.17) can be modeled by the partial differential equation:
∂2
∂x2
(EI(x)
∂2y(x, t)
∂x2
) + µ
∂2y(x, t)
∂t2
= f(x, t), (3.89)
where EI is flexural stiffness, µ is distributed mass, y(x, t) is flexible beam deflection,
f(x, t) is the sum of all external forces.
In the free evolution and under assumption of constant EI, the PDE can be solved
by separation of variables
y(x, t) = φ(x)S(t), (3.90)
which leads to differential equation
φ(IV )(x) = λ4φ(x); λ4 =
µω2
EI
, (3.91)
for the eigenfunctions φi(x) and flexible beam eigenfrequencies ωi.
After fairly lengthy calculations (see [131] for full derivation), a set of computed
eigenvectors and frequencies for a properly chosen set of boundary conditions can be
used to form the following result:
y(x, t) =
∞∑
i=1
φi(x)qi(t) ≈
n∑
i=1
φi(x)qi(t). (3.92)
Truncation of the high-frequency dynamics by assuming a limited number of orthogonal
modes can be performed in the same manner as for the previously analyzed linear
78
3.4 Flexible mechanical systems
multi-mass system. The overall dynamic model with separated rigid and oscillatory
parts is defined as
Iϕ¨ = Tm, (3.93)
q¨i + 2ξiωiq˙i + ω
2
i qi = φ
′
i(0)Tm; i = 2..n,
where φ
′
i(0) is tangent of each bending mode at the link base,
I is overall moment inertia with respect to link base and
ϕ is rigid mode angular displacement of center of gravity,
qi is modal amplitude of i− th bending mode.
Transfer functions with a structure similar to lumped parameter systems can be
obtained. For the collocated motor feedback, the output of system (3.94) is chosen
as the clamped angle of the link base which is measured by motor encoder ϕm =
ϕ+
n∑
i=2
φ
′
i(0)qi, which leads to the transfer function:
Pm(s) =
ϕm(s)
Tm(s)
=
n∑
i=1
φ
′
i(0)
2
s2 + 2ξiωis+ ω2i
= (3.94)
=
1/I
∏n
i=2(s
2 + 2ξiωis+ ω
2
i ) + s
2
∑n
i=2 φ
′
i(0)
2
∏n
i 6=j(s
2 + 2ξjωjs+ ω
2
j )
s2
∏n
i=2(s
2 + 2ξiωis+ ω2i )
.
The resulting pole-zero pattern with alternating weakly damped pairs is similar to that
of discrete systems (3.84). The system is always minimum phase [120]. The link
tip dynamics (can be measured by an optical device) with the output chosen as ϕt =
ϕ+
n∑
i=2
φi(l)qi is described as:
Pt(s) =
ϕt(s)
Fm(s)
=
n∑
i=1
φ
′
i(0)φi(l)
s2 + 2ξiωis+ ω2i
= (3.95)
=
1/I
∏n
i=2(s
2 + 2ξiωis+ ω
2
i ) + s
2
∑n
i=2 φ
′
i(0)φi(l)
∏n
i 6=j(s
2 + 2ξjωjs+ ω
2
j )
s2
∏n
i=2(s
2 + 2ξiωis+ ω2i )
.
Although the same structure is obtained (compared to the multi-mass lumped parame-
ter model), the internal dynamics is different as unstable zeros typically appear, making
the problem of tip stabilization more difficult [124].
Multi-mass resonant models in practical applications
The presented approach of modeling of flexible systems with oscillatory dynamics using
multi-mass models can be applied in various engineering applications. The structure of
79
3. MOTION CONTROL - STATE OF THE ART
system matrices of the mass-spring-damper model may differ depending on the partic-
ular method of analytical or numerical modeling. However, the important properties
of the modal transform and general characteristics of the resulting dynamics are pre-
served. The idea of modal coordinates and approximation of overall dynamics of the
system by limited number of oscillatory modes is beneficial for the synthesis of low
order controllers which are easier for design and implementation. The linearity of the
model allows for the utilization of powerful techniques of linear control theory. Nu-
merous examples of successful exploitation of linear multi-mass models can be found
in related literature. The most important applications can be found in:
• Industrial motion control systems - The two-mass flexible model has a direct
physical interpretation of a stiff system connected to the actuator by a compliant
element (e.g. long shaft or harmonic gear). Representation of the first oscillatory
mode is often satisfactory for the purpose of passive or active damping. Higher
resonant modes can be added to capture more complex structure of the system
or approximate a distributed elasticity. Wide ranges of applications can be found
ranging from electrical drives control [90, 127, 128, 129, 130, 132, 133, 134],
robotics [43, 68, 131], CNC machining [135], rolling mills [136], paper machines
[137] or vibration control of rotor systems [91].
• Active vibration control of weakly damped structures - Tendon bridges, large
telescopes, tall buildings or space satellites are examples of weakly damped sys-
tems with potential for the application of active vibration control [126, 138, 139].
Models obtained from FEM analysis or experimental data of higher order com-
pared to industrial systems are usually needed to capture complex multivariable
dynamics. The control system is often tailored to a particular application.
• Automotive - Multi-mass linear models can be used for the description of the
dynamics of car suspension for the purpose of active or semi-active vibration
control [126, 140, 141].
• Micro-positioning systems - Vibration damping problems arise in micro-actuator
control of hard disk drives and other optical devices [72, 142, 143, 144], atomic
force microscopy [35, 145] or medical applications.
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Figure 3.18: Nonlinear mechanics effects - a) friction b) backlash
3.4.3 Nonlinear dynamics in motion control systems
The assumption of linearity of the system dynamics is often violated by various imper-
fections in the mechanics of the controlled machine. The most typical nonlinear effects
observed in the motion control systems are friction and backlash.
Friction is a physical phenomenon which appears at the interface of two surfaces
which are in contact during a motion. It arises from fundamental electromagnetic inter-
actions between the particles of the contacting bodies and manifests itself as a reactive
force or torque which resists the relative motion. The basic properties of friction can be
explained using a static characteristics which describes the magnitude of the resisting
force as a function of relative velocity [146]. Typical shape of friction characteristics
is shown in Fig. (3.18a). The overall friction force usually consists of Coulombic (or
”dry”) part which is constant for a given direction of motion and a viscous friction
component which is growing proportionally with the rising velocity. Certain amount
of stiction, a minimum level of a driving force which is needed to break the interface
loose and start the motion, is usually observed in mechanical system. The viscous fric-
tion is generally advantageous for the motion control system as it naturally provides
an additional damping which may improve stability of the closed loop or reduce the
level of mechanical vibration in case of an oscillatory system. A system with viscous
friction characteristics still behaves as a linear one and does not pose any problem for
use of standard linear controllers. On the contrary, higher levels of Coulomb friction
and stiction considerably affect the dynamics of the mechanical system. The introduced
discontinuity causes problems with successful implementation of linear controllers in
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the motion control loops and usually lead to a loss of precision of motion. While the
Coulomb friction may have some stabilizing effect in the sense of vibration damping,
the stiction typically causes a hunting phenomenon and rise of unwanted limit cycles
(so called stick-slip effect).
Backlash is a lost motion or clearance caused by gaps between the mechanical
elements of the machine such as teeth of gear trains or tappets found in valves. Its
effect can be illustrated by input-output displacement diagram (Fig. 3.18b). Once
a contact has been achieved between the individual elements and the motion direc-
tion is maintained, the mechanical coupling behaves as a rigid connection (so called
pinned mode). Change of the direction of the driving force results in disconnection of
the coupling causing a free motion of the input side mechanism. The position of the
output side is indeterminate within the range of backlash. Large amount of backlash
complicates precise positioning of the working mechanism and typically leads to steady
state oscillations due to infinite alternation of pinned and free modes of motion in a
controllers effort to reach the setpoint position. The negative influence of backlash is
emphasized in the case of oscillatory mechanical system. Sudden acceleration during
the free motion due to reduced inertia followed by hard hit at the moment of clearance
adjustments can excite significant amount of vibrations.
The occurrence of significant amount of nonlinear friction and backlash can lead to
severe deterioration of the closed loop performance in motion control systems. Their influ-
ence should be minimized by a proper mechanical design. However, re-design of the
machine is often impossible or cost-ineffective and a correction has to be performed
by means of the control system algorithms. Several methods has been proposed in
the literature. The effect of stiction and dry friction can be reduced by adjustment
of the pulse-width modulation of the actuator driving voltage or by dithering method
[3, 146, 147, 148]. The goal is to maintain the motion before the stiction level is
reached by injecting an additional high-frequency input signal. In the case that a good
friction model (static or dynamic) is available, a model-based compensation scheme
may be used. The friction model estimates the actual value of the friction force which
is added to the control signal of a linear controller [89, 148, 149]. The friction charac-
teristics may vary in time, usually due to changing temperature, normal force or mech-
anism position. An adaptive algorithm may be needed to cope with such fluctuations
[150, 151]. The direct friction compensation is difficult in case of additional dynam-
ics between the control input and the disturbance (typically flexible multi-mass system
with load-side friction). The influence of backlash may be reduced by proper tuning of
the feedback controller. Well damped response which prevents from frequent changes
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in driving force direction results in smoother motion. The limit cycling due to friction
or backlash may be avoided by a proper adjustment of the linear controller. Typical
modifications include insertion of a dead-band to the feedback signal, controlled reset
of the integrator during the slip phase or an additional logic which limits the velocity
of the actuator in the steady state [133, 147].
3.4.4 Identification of flexible electro-mechanical systems
There is a wide variety of identification methods which have been developed for both
time and frequency domain models [152, 153]. However, there are some specific issues
which have to be taken into consideration in the case of mechanical systems identifica-
tion:
1. Most of the methods assume a linear system to be identified. Mechanical systems
typically contain some nonlinearities such as friction, backlash or hysteresis which
may distort the expected linear response causing an error in the obtained linear
models.
2. The identification experiment has to be planned carefully as the range of permis-
sible motion is often limited.
3. Bandwidth of the excitation signal has to be chosen correctly with respect to de-
sired closed loop bandwidth. Excitation of unmodelled high-frequency dynamics
(e.g. higher nonlinear bending modes of the construction) can cause modelling
errors.
4. Amplitude of the excitation signal has to be controlled precisely in the vicinity of
the system resonance frequencies. Large amplitudes can excite a high amount of
vibrations which can lead to damage of the equipment. Nonlinear characteristics
of the compliant parts of the system can be emphasized causing modelling errors.
On the contrary, low amplitudes can lead to the loss of information due to sensor
noise or system nonlinearities.
5. A large number of typical industrial systems are unstable due to their working
principle (robotic arms, vertical axes of CNC machine tools, manipulators with
hanging loads) and their identification has to be performed in the closed loop.
This can lead to problems with observability of the system dynamics and the
experiment planning is more complicated.
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The procedure of experimental identification consists of several subsequent steps:
• Exciting signal selection
• Experiment & data collection
• Model selection & data fitting
• Validation
Exciting signal selection
Two basic types of exciting signals are used extensively for motion control systems
[94, 154, 155, 156]. Pseudo-random binary sequence (PRBS, sometimes called max-
imum length sequence) is a sequence of alternating steps with defined amplitude and
varying length. It can be generated in hardware by means of shift register and prop-
erly chosen feedback from XOR gates (see Fig. 3.19a) or in software by programming
the corresponding generator algorithm. The resulting binary sequence can be scaled to
a proper amplitude ±A to produce a symmetrical excitation signal. Other important
parameters of the generator are number of shift registers N and generator frequency
fs[Hz]. The PRBS has some important statistical properties advantageous for system
identification:
• The signal is deterministic and periodic, its length is given by the number of
registers as P = 2N − 1. The property of periodicity allows to use averaging and
windowing techniques of signal processing to achieve high precision of system
response measurement.
• The autocorrelation function Rxx(k) is a periodic unit impulse sequence which
approaches periodic Kronecker delta function for large values of P . Therefore,
the impulse function of an identified LTI system can be approximated as crosscor-
relation function g(k) ≈ Rxy(k) between input and output signals. The frequency
response of the system can be computed by performing the Fast Fourier Transform
algorithm for the windowed impulse response.
• The spectral power density of the PRBS has a quasi-flat shape and is given by
Sxx(ω) =
A2(P+1)sin2(pik/P )
P 2(pik/P )2
, where k is integer number defining the discrete line
spectrum at frequencies f = kfsP according to the chosen generator frequency
[154]. The power at first harmonic is A2(P + 1)/P 2 and falls 3 dB at approxi-
mately at fs/3. Proper choice of generator sampling fs and amplitude A can be
used for specification of effective excitation bandwidth.
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Figure 3.19: Suitable wideband excitation signals - a) pseudo-random binary sequence
b) chirp signal
The produced PRBS is a broadband excitation signal which speeds up the execu-
tion of the experiment (compared to direct measurement of frequency response using
harmonic inputs with varrying frequency). Various signal processing methods can be
used for the computation of LTI models from the masured response. Correct setting of
the generator with respect to system dynamics (location of resonance frequencies) is
necessary in order to obtain suitable results [155].
Swept sine (or chirp) signal is a second type of wideband excitation signal which
is suitable for identification of mechanical systems (Fig. 3.19b). It is described in the
time-domain as u(t) = Asin {ω(t)t}. The excitation bandwidth as well as the rate of
frequency sweep is given by the choice of the time-varying function ω(t) (usually linear
or logarithmic rate of change). When the sweep is sufficiently slow compared to sys-
tem transient response, the actual frequency ω(t) may be considered as constant and
one point of frequency response can be measured directly. The experiment is typically
longer compared to the PRBS. However, the identification system designer has a larger
freedom in determination of power spectrum of the excitation signal as the amplitude
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Figure 3.20: Different identification schemes (SG - signal generator, P - plant, C - com-
pensator)
can be also varied in time as a function of frequency A(t) = f(ω). This is especially
important for lightly damped mechanical systems because their gain changes consid-
erable due to resonance and antiresonance behaviour. This topic is discussed in detail
in the next chapter which deals with frequency identification using swept sine signals
with varying amplitude. Multi-sine broadband signals in form u(t) =
n∑
i=1
Aicos(ωit+φi)
are sometimes used as an alternative to chirp waveform.
Experiment and data collection
The experiment can be performed in open-loop or closed-loop configuration (3.20).
Open-loop scheme (3.20a) is suitable for free-running systems (e.g. conveyor belts)
or systems with large admissible range of motion. The signal generator produces the
exciting signal (usually desired actuator torque/force), the system response in form of
position or velocity signal is recorded for further processing and model synthesis. The
open-loop scheme may be impractical for many other systems with limited workspace
due to a danger of a collision of machine parts or in the case of unstable mechanical
structures which would collapse due to the effect of gravity force (robotic manipulator
arms). Closed-loop scheme with feedback compensator which stabilizes the system is
preferable for such cases; the signal generator is connected to the feedback loop and
produces the input disturbance or setpoint command signal (3.20b,c). Particular prob-
lem of the closed-loop scheme is, that the feedback compensator affects the harmonic
content of input signal which is acting on the system and condition of sufficient excita-
tion in a desired bandwidth may be violated leading to modelling errors. This drawback
could be overcome with use of so-called semi-closed loop scheme (3.20d) which is pro-
posed in the next chapter of the thesis. Only the DC value y0 of the measured output
86
3.4 Flexible mechanical systems
signal which is obtained from an observer is fed-back to the compensator such that the
control actions do not counteract the excitation signal and the power spectrum density
of the system input remains unaffected.
Model selection & data fitting
Most of the control design methods for motion control systems assume linear and time
invariant dynamics of the system. Thus, linear time-domain or frequency domain mod-
els are usually chosen for data fitting. Discrete-time models are convenient for direct
processing of sampled data from the identification experiment. General linear polyno-
mial model can be described as
y(k) = G(q,Θ)u(k) +H(q,Θ)e(k), (3.96)
where u(k), y(k) is the input and output signal at time k, e(k) is a disturbance signal
(typically described as a sequence of random variables), q is the shift operator, G,H
are rational transfer functions in q which describe system and noise dynamics and Θ is
the vector of model parameters.
Particular choice of system model in the form of G(q,Θ) = B(q)A(q) and noise model
as H(q,Θ) = 1A(q) leads to the well known ARX model structure which can be used for
simple estimation by linear mean squares (LMS) algorithms. However, the LMS estima-
tors give biased estimates of parameters Θ in the presence of coloured measurement
noise which is usually occuring in practical motion control applications. The measure-
ment signal has to be filtered properly or a higher order model has to be used to reduce
the error. Another option is to model the stochastic part of the system separately.
Three basic model structures are widely used; ARMAX (H(q,Θ) = C(q)A(q)), Output-Error
(H(q,Θ) = 1) and Box-Jenkins models (H(q,Θ) = C(q)D(q)). Proper numerical method
which estimates the noise model such as general prediction error method has to be used
in this case. Alternatively, instrumental variable approach which does not require any
specific noise model may be used. A suitable artificial signal which should be correlated
with noise-free measurement signal and uncorelated with the noise has to be found to
acquire nearly bias free estimates of model parameters.
Application of discrete polynomial models for identification of motion control sys-
tems can be found in the literature. The paper [157] compares LMS, IV and PEM
algorithms for automatic commisioning of electrical drives. The works [156, 158] dis-
cuss the choice of proper model structure. The paper [159] proposes automatic iden-
tification procedure for the two-mass system. Three-mass system and recursive least
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square identification algorithm is studied in [160]. The obtained discrete time mod-
els can be transformed to continuous time for utilization of continuous time control
design methods. Typical order of discrete polynomial models varies from 10 to 20 to
achieve sufficient precision and order reduction techniques are usually applied prior to
controller synthesis [93, 157].
An alternative to time-domain modelling is a computation of the frequency response
of the system from the measured data and its fitting to a properly chosen transfer
function. The frequency response of the system can be defined by means of spectral
density functions of the input and output signals
G(iω) =
Suy(iω)
Suu(iω)
, (3.97)
where Suu(iω) is the power spectral desinty of the input excitation signal and Suy(iω)
is cross-spectral density of the input and output signals.
Several signal processing methods can be used for the spectral analysis of the sam-
pled signals. Corellogram methods use the results of the Wiener-Khinchin theorem
which states that the power spectral density and the autocorrelation functions form a
Fourier transform pair:
Suu(iω) =
∫ ∞
−∞
Ruu(τ)e
−iωτdτ = F{Ruu(τ)},
Suy(iω) =
∫ ∞
−∞
Ruy(τ)e
−iωτdτ = F{Ruy(τ)}, (3.98)
where Ruu(τ) = 1T
∫ T
0 u(t)u(t + τ)dt is the autocorrelation function of the input and
Ruy(τ) =
1
T
∫ T
0 u(t)y(t + τ)dt is the cross-correlation of the input-output pair. The
same relation holds for the discrete-time signals. The correlation functions can be
computed from the sampled data and the Fourier transform is computed using the FFT
(Fast Fourier Transform) algorithm. Technique of averaging can be used for periodic
excitation signals to improve the signal-to-noise ratio (SNR). Application of windowing
functions may be necessary for prevention of spectrum leakage due to finite length of
the sampled sequences [155, 157, 161].
Periodogram methods use an alternative way of estimation of the spectral density
functions. The periodogram of the sampled time sequence of input and output signals
u(k), y(k); k = 0..N is defined as:
Puu(iΩ) =
1
N
|U(eiΩ)|2 = 1
N
U(eiΩ)U∗(eiΩ),
Puy(iΩ) =
1
N
Y (eiΩ)U∗(eiΩ), (3.99)
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where Ω = ωTs is the normalized angular frequency with respect to sampling time Ts
and U(eiΩ), Y (eiΩ) is discrete Fourier transform of the input and output signals and the
index ∗ denote the conjugated complex frequency spectrum.
It can be shown, that the periodogram is an asymptotically unbiased estimator for
the power spectral density for N → ∞. Therefore the frequency response can be
estimated as:
G(iΩ) ≈ Puy(iΩ)
Puu(iΩ)
, (3.100)
A smoothing of the computed periodograms is necessary in practice in order to re-
duce the spectral bias caused by sharp truncation of the signal sequences and high
variance of the estimate. Averaging of multiple periodograms for higher number of
data segments (known as Barlett’s methods) or further improvement by overlapping of
the segments and appllications of windowing functions (Welch method) are commonly
used [162, 163].
The obtained set of frequency response points Gˆ(iωk), k = 0..M can be used for
computation of parameters of properly chosen transfer function G(iω). This can be
formulated as a nonlinear least squares problem of minimization of criterion
J =
M∑
k=0
|Gˆ(iωk)−G(iωk)|2 (3.101)
with respect to the coefficients of the model G(iω). Application of this method for the
automatic commisioning of electrical drives can be found in [157, 161, 164, 165].
Standard time and frequency-domain methods assume linearity of the identified
system. They may fail in the case of imperfect mechanics of the system and occurence
of some typical nonlinearities such as friction, backlash or hysteresis. Special iden-
tification methods have been proposed in the literature for such cases. The survey
[157] proposes a multistep procedure for subsequent identification of linear and non-
linear parts of the system dynamics. Extraction of typical characteristics of known
nonlinearities from the obtained experimental data is performed in time and frequency
domain. The resulting physical parameters of the system mechanics such as overal
inertia, eigenfrequencies, shaft stiffness, backlash width or friction characteristics are
computed and used for proper controller synthesis. The drawback of this approach
is computational complexity and necessity of apriori specification of model structure.
Special classification techniques such as self organizing feature maps may be used for
determination of dominant nature of the system dynamics leading to decision about
further steps of parametric identification [166]. Neural networks can be used as an
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alternative [167, 168, 169]. The network is trained to match the input-output charac-
teristics of the plant using the obtained experimental data. However, it is difficult to
extract some knowledge about the system structure and dynamics from the computed
network parameters (basis functions and their weights) and their use is usually limited
to representation of static nonlinearity at the system input (mechanical friction). The
basis function network can be used for direct friction compensation or for estimation
of the unknown state variables of the nonlinear system [157, 169, 170, 171].
Model validation
Validity of the model is usually evaluated by comparison of measured and predicted
output values (y(k), yˆ(k)) due to the excitation input signal which was used during
the identification experiment. Simple measure is the root-mean-square of the output
prediction error:
JRMS =
√√√√ 1
N
N∑
k=1
(y(k)− yˆ(k))2 =
√√√√ 1
N
N∑
k=1
ε(k)2 (3.102)
Statistical properties of the residuals ε(k) may be evaluated to get a better insight to
the model accuracy. In the casse of correct modelling, the autocorrelation function
Rεε(τ) =
1
N
N∑
k=1
ε(k)ε(k − τ) (3.103)
should ressemble a white noise signal while the cross-corelation
Rεu(τ) =
1
N
N∑
k=1
ε(k)u(k − τ) (3.104)
should be small as possible [152].
3.4.5 Vibration control methods
The unwanted mechanical oscillations encountered in motion control applications can
lead to a deterioration of quality of control and may cause an increased wear of the
mechanical components of the system. They should be avoided by proper mechanical
design of the machine or by appropriate adjustment of the control system during the
commissioning phase. Three main approaches are used in practice to deal with the
vibrations.
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Figure 3.21: Mechanical damping - a) vibration isolator b) vibration absorber
Mechanical damping
Suitable adjustment of machine construction can be used to suppress the vibrations
[172]. The resonance frequencies of the system may be shifted to higher values out-
side of the expected excitation bandwidth by increasing the stiffness of the critical parts
of the mechanics. However, increase of the overall mass leads to higher construction
costs, lower energy efficiency, slower dynamics of motion due to high inertias etc. Re-
inforcement of the machine construction can be problematic in certain cases due to
inevitable use of flexible components such as ropes, gears with elastic parts or long ma-
nipulator arms. Additional mechanical elements which improve the suspension may be
used. Passive isolation systems or vibration isolators contain mass, spring and damping
elements which are inserted between a moving payload and a rigid frame or ground.
The mass and spring cause energy dissipation and provide additional damping. They
can be seen as a mechanical low-pass filters. Another approach is use of vibration ab-
sorbers which consist of a secondary inertia-spring system coupled to the payload. They
generally act as a mechanical notch-filters. Proper tuning of the absorber parameters
according to the resonance frequencies of the machine is needed for proper operation.
Another issue is a proper placement of the machine with respect to stifness of the foun-
dation and sub-soil.
Passive vibration control
Vibration damping may be provided by means of the motion control system. Passive
vibration control (sometimes called gain stabilization) reduces the amplitude of the ex-
citation signal (actuator force/torque) in the frequency range of the system resonances
to prevent from excitation of vibrations. This is performed by implementing a low-pass
or notch-filter in the motion control loop. The low-pass filters are easy to use as only
the cut-off frequency has to be set. However, the phase-lag introduced by the filter
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Figure 3.22: Passive vibration control (P - plant, C - compensator, LPF/NF - low-pass or
notch filter) - a) open-loop b) close-loop configuration
limits the achievable bandwidth of the closed loop. Therefore, notch filters may be
advantageous for low frequency resonances. The filter may operate in the open-loop
configuration to shape the setpoint command which is obtained from the trajectory
generator (see Fig. 3.22a) or it is connected in series with the feedback compensator
(Fig. 3.22b). Most of the commercial servo-drive units offer this capability. Usually a
two-pole two-zero IIR filter is imlemented in the feedback loop. Its transfer function is
defined as:
NF1(s) =
s2 + 2ξωns+ ω
2
n
s2 + 2ξdωns+ ω2n
, ξd >
√
2
2
. (3.105)
The filter zeros are set to cancel the weakly damped poles of the system given by the
corresponding values of ωn, ξ and they are replaced by the well damped pole-pair with
specified damping ξd. The feedback compensator is designed for the resulting damped
system to obtain a stable closed loop. Higher degree-of-freedom is available with use
of so-called bi-quad filter. Its transfer function is given as
NF2(s) = K
s2 + 2ξzωzs+ ω
2
z
s2 + 2ξdωds+ ω
2
d
, (3.106)
with arbitrarly chosen gain, zero and pole location. Complete zero-pole cancelation
of the bi-quad terms of the system resonance and antiresonance can be achieved (see
transfer function of the two-mass and multimass systems 3.58). However, vibration
damping is effective only at the motor side whereas the attached load motion remains
oscillatory. The bi-quad filter may be alternatively used as an extension of the feedback
compensator (usually a simple PI controller in the velocity loop) which increases a
number of free parameters allowing a higher-order compensator design.
An alternitave way of the notch filter design is a so called input shaping method
or zero-vibration shaping. The goal is to design a FIR shaping filter which modifies
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Figure 3.23: Zero Vibration input shaping filter - structure, impulse function and prin-
ciple of operation
an input signal of an underdamped oscillatory system in such a way that the level of
excited vibrations is minimal (3.23) The idea of shaping filter consisting of time delay
elements was presented by Smith [173], followed by number of works which further
extended this concept [54, 56, 174, 175, 176]. A general n-pulse input shaping filter
can be described in the form of impulse function
hs(t) =
n∑
i=1
Aiδ(t− ti), 0 6 t1 < ti+1, Ai 6= 0, (3.107)
where Ai means amplitude of the i-th pulse and δ is dirac function with time shift ti.
The response of the shaper in time domain can be determined by performing the
convolution operation with the continuous input signal:
v(t) =
∞∫
−∞
hs(τ)u(t− τ)dτ =
∞∫
−∞
(
n∑
i=1
Aiδ(τ − ti)
)
u(t− τ)dτ =
n∑
i=1
Aiu(t− ti).
(3.108)
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It can be seen, that the filter has the form of sum of time delayed values of the
input weighted by coefficients Ai. The goal of the filter design is to choose the values
of amplitudes Ai and time delays ti in such a way that after the last pulse has been led
to the system, the amplitude of the excited residual vibrations is equal to zero. This
can be illustrated for the simplest 2-pulse ZV filter and a second-order underdamped
system.
Consider a linear system described by transfer function P (s) and impulse function
hp(t):
P (s) =
ω2
s2 + 2ξωs+ ω2
, hp(t) =
ω√
1− ξ2 e
−ξωt sin(ωdt). (3.109)
The two-pulse shaper impulse function is
hs(t) = A1δ(t− t1) +A2δ(t− t2), (3.110)
leading to overall impulse response of serial connection of the shaper and plant P (s)
in the form
h(t) = A1hp(t− t1) · 1(t− t1) +A2hp(t− t2) · 1(t− t2), (3.111)
where 1(t) is the Heaviside step function.
For the time t > t2, it holds
h(t) = A1hp(t− t1) +A2hp(t− t2) = ω√
1− ξ2 e
−ξωt√C2 + S2 sin(ωdt− ψ), (3.112)
where
C =
2∑
i=1
Aie
ξωti cos(ωdti), S =
2∑
i=1
Aie
ξωti sin(ωdti), ψ = arctan
S
C
. (3.113)
It can be seen, that for minimizing the level of residual vibrations after the second
pulse, the following expression has to be fulfilled:
C2 + S2 = 0. (3.114)
With proper choice of time delay values t1 = 0, t2 = piωd , the equation reduces to the
condition (
A1 −A2eξω
pi
ωd
)2
= 0. (3.115)
94
3.4 Flexible mechanical systems
A next condition for unitary static gain A1 +A2 = 1 in conjunction with (3.115) give a
set of algebraic equations which lead to the solution in the form of filter parameters:
A1 =
1
1 +K
, A2 =
K
1 +K
, K = e
− ξpi√
1−ξ2
t1 = 0, t2 =
pi
ωd
, ωd = ω
√
1− ξ2.
(3.116)
For the proper function of the ZV filter, the exact value of natural frequency and damp-
ing coefficient of the oscillatory part of the system has to be known. The error in the
system model results in non-zero residual oscillations. If the model of the system can-
not be determined exactly, additional robustifying condition can be added in the form
∂
∂ω
[
C2 + S2
]
= 0 leading to a three-pulse ZVD (zero vibration derivative) filter. The
drawback is an increased filter length causing more delay in the signal path. Other
types of robust shapers as well as generalisations of this approach have been reported
in the literature [175, 177, 178]. Multimode input shapers can be designed for higher
number of resonance modes [176].
The zero vibration filters have been used in various motion control applications
such as overhead cranes, flexible robotic manipulators, CNC machine tools, voice-coil
motors or spacecrafts [118, 176, 177, 179, 180]. The main advantage compared to
conventional notch filters is the finite impulse response which is advatageous for the
setpoint command shaping (the overall duration of the motion is known in advance),
possibility of infinite damping of certain frequency in case of disrete time implementa-
tion and lower phase-lag introduced in the signal path [89, 181]. A particular disad-
vantage of the standard signal shapers is a limited degree of freedom for the control
system engineer. For a chosen filter type, the natural frequency and damping of the
system are usually the only design parameters. This thesis presents a novel approach
to four-impulse signal shaper parameterization which covers a whole set of admissible
filters. Set of two design parameters with clear physical meaning is provided for the
filter tuning.
The notch-filtering methods generally require precise knowledge of the location of
the system resonance frequencies. Modelling errors can lead to detuning of the con-
troller and loss of the vibration damping functionality. There is a phenomenon of so
called pole-flipping which occurs in the case of imperfect cancelation of system poles
and filter zeros in the closed-loop configuration [126]. The weakly damped poles en-
ter the right half-plane causing the instability of the closed loop. Even when correctly
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Figure 3.24: Active vibration control - flexible mechanical system (dashed line - optional
feedback)
tuned, the vibrations excited by an exogennous sources (e.g. a cutting force of a ma-
chine tool or a friction load torque) cannot be damped because of loss of controllability
due to pole cancelation by the filter.
Active vibration control
Active vibration control methods try to alter the oscillatory dynamics of a flexible me-
chanical system by means of a proper feedback controller (Fig. 3.24). Provided that
the full state information is available (i.e. both motor and load position and velocity
and/or the shaft reaction torque in the case of the two-mass system), state feedback
controller may be used to relocate the weakly damped poles of the system and suppress
the resonance behaviour. This requires the shaft sensors to be installed at both motor
and load side. Only motor-side measurement is available in most practical applications
which complicates the procedure of the controller design. The inaccessible states of
the system may be reconstructed using an observer. However, its application may be
difficult due to model uncertainty, time-varying dynamics, measurement noise effects
(quantization, electromagnetic disturbances due to motor PWM or sensor electronics)
or nonlinearities in the mechanical subsystem. The advantage compared to the passive
methods is ability to actively suppress the vibrations caused by external disturbances
(load torque/force). The disadvantage is a risk of instability due to introduction of
the feedback. Typical problem related to flexible systems is so called spill-over effect.
The unmodeled high-frequency dynamics (typically higher resonance modes) may be
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excited by the feedback controller causing the instability of the closed loop. Therefore,
the goal is to suppress a certain number of resonances and achieve a sufficient high-
frequency roll-off of the compensator in order to prevent from excitation of unmodeled
dynamics.
Numerous approaches to active vibration control have been proposed in the lit-
erature for the motion control of flexible mechanical systems. Systematic redesign
of velocity PID controller using partial pole-placement method is presented in [182].
One of three closed-loop pole pattern is chosen based on system resonance ratio, good
vibration damping is achieved for certain range of plant parameters. Nonlinear H∞
optimization is used for computation of PID gains in [183]. Use of direct measure-
ment of shaft torque or load-side variables as an additional feedback signal was used
in [92, 184, 185, 186], comparative study of these methods is presented in [187] and
[188]. Improvement of robustness and performance is reported compared to conven-
tional PID control. State space feedback and LQR control in conjunction with Kalman
filter for estimation of load motion is proposed in [134]. Good closed-loop perfor-
mance is achieved provided that proper weighting matrices of the quadratic criterion
function have been chosen. Output feedback H∞ controller is designed in [133, 189].
Again, the weighting scheme used in H∞ optimization is crucial for proper function
of the compensator. Modification of standard disturbance observer method for flexible
system called resonance-ratio control uses the measured or estimated reaction torque
feedback to suppress the vibrations [86, 190]. The vibration damping works well pro-
vided that the reaction torque can be measured or estimated effectively, maximum
achievable closed-loop bandwidth is limited by the value of system anti-resonance fre-
quency. Sliding-mode control can be used as well. The most difficult task is a design of
chattering-free algorithm suitable for discrete-time implementation and estimation of
the unavailable states which are necessary for computation of the switching function
[129, 191, 192]. Model-based predictive control is designed and compared to PID con-
trol in [193, 194]. Advantage in closed-loop performance comparable to the state space
methods is reported, there is no need for additional observer design and the actuator
limits are handled directly in the control algorithm. The drawback is a sensitivity to
modelling errors and high computational complexity of the predictive controller. Soft-
computing methods including neural networks, fuzzy logic and expert systems have
also been proposed for the motion control problems [195, 196, 197]. Neural network
can be used as a nonlinear mapping function for modelling and compensation of nonlin-
earities such as friction or as an nonlinear estimator of the unknown states. Its learning
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capability may be usefull for online adaptation of control algorithm in the case of time-
varying dynamics of the system. The main problem is the chose of network structure
and its training. Global stability of the closed loop is difficult to prove compared to
the analytical methods. Occurrence of significant nonlinearities in the mechanical sys-
tem can deteriorate the performance of the model-based controllers counting on linear
plant models. Systematic design for a more complex nonlinear model may bring an
improvement in quality of control [133, 198]. Extensive survey of existing methods is
given in [199].
3.5 Summary
Elasticity of the materials and components which are being used for construction of the
motion control systems can cause severe difficulties with mechanical vibrations. The
phenomenon of oscillations is emphasized with increasing demands for motion preci-
sion and higher bandwidth of the control loops which may overlap with the resonance
frequencies of the mechanical construction. Approximation of system behaviour by
an idealized rigid dynamic model is insufficient and more sophisticated methods are
needed for a systematic design of the mechanics and control system algorithms.
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The main goal of the thesis is a development of robust and reliable methods for au-
tomatic commissioning of velocity and position motion control loops applicable for
electromechanical systems with oscillatory dynamics. This fundamental problem is en-
countered in numerous industrial applications of motion control systems and it is not
sufficiently solved in the commercially available automation products. The aim is to
provide algorithms for automatic identification and robust controller synthesis suitable
for direct implementation in today’s power electronics and real-time control systems.
Individual research goals are formulated further in this chapter.
Automatic identification of oscillatory electromechanical sys-
tems
Advanced vibration control methods require precise information about the system dy-
namics. The idealization in form of a rigid multi-body model is insufficient for a design
of suitable model-based compensators. Especially the location of system resonance and
antiresonance frequencies is fundamental for successful implementation of vibration
damping techniques. The physical modelling approach usually fails due to the a priori
unknown physical properties of the controlled mechanical system (e.g. friction char-
acteristics or stiffness of the construction and drivetrain components). An automatic
identification procedure which considerably simplifies and speeds up the machine com-
missioning is essential for industrial applications.
Most of the academic methods for the system identification rely on linearity of the
observed system. The presence of nonlinearities typical for mechanical systems such
as friction or backlash may lead to unsatisfactory results. Identification of linear part
of the system dynamics may be advantageous even in the case of nonlinear mechanics
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as the linearity of the acquired model makes it suitable for a consequent step of robust
compensator design in a powerful framework of linear systems. The newly developed
method should be applicable for a closed-loop identification which is necessary for
certain applications of mechanical systems with hanging loads.
The main goals may be summarized as follows:
• Development of an automatic identification method suitable for oscillatory me-
chanical systems which can be described by a proper class of linear models
• Computation of the linear part of the system dynamics
• Adaptation of the algorithm for the case of nonlinear mechanics
• Closed-loop identification scheme for unstable mechanical configurations
• Implementation of the method in the form of a functional block suitable for direct
application in a real-time control system
Feedforward vibration control using input-shaping method
As was explained in the previous chapter, the feed-forward passive vibration control
methods using the command-shaping techniques may be applied to a large variety
of motion control problems. The main advantage is a simple implementation in the
control system and no requirement for additional instrumentation or observer design
for the load-side feedback. A simpler compensator may be used for the actuator control
leading to a faster commissioning of the motion control loop.
The Zero Vibration shapers offer an interesting alternative to the conventional low-
pass and notch-filters with many advantages such as lower phase-lag, finite impulse
response and a higher level of achievable damping. However, standard design meth-
ods offer a limited possibility of shaper parameterization which is usual in the case of
standard IIR filters, i.e. specification of the width and shape of the stop-band in the
frequency-domain. Most of the theoretical works describe the continuous-time filters
and do not focus on the real-time implementation aspects. Therefore, in regards to this
problem, the main goals of the thesis are:
• Development of a robust input shaping filter with a set of suitable design param-
eters with a clear physical meaning
• Discrete-time implementation of the algorithm in the form of a functional block
100
Active vibration control of multi-mass systems
The feedback vibration control methods are necessary for high-fidelity systems with
demanding requirements for the closed-loop bandwidth and motion precision. They
are inevitable for the implementation of the active vibration damping functionality
(compensation of exogenous disturbances). Traditional design methods which were
developed for rigid mechanical systems such as symmetric or modulus optimum fail in
the case of oscillatory dynamics and a systematic model-based approach is needed to
obtain suitable results.
Although the PID cascade control structure is still used in the overwhelming major-
ity of commercial motion control systems, this control scheme has received quite a little
attention in the academic research community. The goal of this thesis is to provide an
analysis of the capability of this control strategy in terms of active vibration control and
a development of a systematic procedure for the tuning of the PID gains which could
be used for the existing motion control systems. An advantage of using more complex
controllers should be evaluated as well.
The thesis is focused on the motor-side feedback control with no additional load-
side instrumentation as this is the most frequent case in industrial applications. How-
ever, the advantage of additional load feedback signal is studied as well.
An important aspect of practical usability of control design method is a simple tun-
ing procedure. It is unrealistic to suppose that an average engineer working in the
industrial practice has a deep understanding of modern control theory and is able to
tune the weighting filters of the H∞ optimization algorithm, adjust the weights of the
quadratic criterion of the LQ regulator or estimate the noise model in the Kalman fil-
ter. The goal is to provide a reliable methods which would automate most of the tasks
involved in the procedure of controller design and which offer a minimum number of
physically intuitive parameters for a simple fine-tuning on the real plant. The main
objectives are summarized as follows:
• Analysis of achievable quality of control of the oscillatory multi-mass systems
using the conventional cascade PID control structure
• Automatic procedure for PID gains tuning
• Analysis of performance improvement with use of higher order controllers
• Feature-based parameterization of the proposed closed control schemes
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The following chapters of the thesis present new theoretical and practical results
achieved in the field of motion control of flexible electro-mechanical systems. The
individual parts are devoted to automatic system identification, feed-forward vibration
damping using input-shaping filters and active vibration control methods applied to
oscillatory multi-mass systems, respectively.
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electromechanical systems
The system identification procedure is a key part of the automatic commissioning sys-
tem as it provides a suitable mathematical model for the consequent step of compen-
sator design. Particular issues related to mechanical system identification were dis-
cussed in the previous chapter. This chapter presents a new approach to frequency
identification of oscillatory electromechanical systems. Algorithms for the generation
of the excitation signal, data acquisition and model synthesis are described in detail.
Continuous-time description of the proposed method is also presented for the sake of
clarity. The problem of discrete-time implementation of the algorithms is discussed in
a separate subsection. The presented methods extend a former work of [200]. Some
of the achieved results were published in [201].
5.1 Exciting signal generation
The first step of an identification experiment is the selection of a proper excitation
signal. Various suitable testing signals such as pseudo-random binary sequence, other
step series, chirp signal or multiple harmonics sine waves were proposed in the litera-
ture (see the survey of methods provided in Chapter 3). The main advantage of such
signals is the wideband excitation of the system dynamics which reduces the amount
of time necessary for the execution of the experiment. However, this advantage can
be fully exploited only in the case of a linear plant. The presumption of linearity is
often violated by the occurrence of nonlinearities such as friction, backlash or hystere-
sis. These nonlinearities may distort the frequency spectrum generated by the system
and the advantage of a broadband input is lost because the information about the fre-
quency response of the linear part of the system is corrupted. The input signal can
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excite a high-frequency dynamics (higher resonance modes, feedback filters, actuator
lag, nonlinear bending modes of the mechanics) which can complicate a procedure
of data-fitting to low order models suitable for controller design. Typical property of
weakly damped resonant mechanical systems is the shape of its frequency response
which contains sharp peaks and notches related to resonance and antiresonance fre-
quencies. Its magnitude changes significantly over the important frequency range and
the exciting signal should deal with these changes by adapting its amplitude in order to
extract most of information from the experiment. Low amplitude wideband signal can
lead to loss of information in the vicinity of system antiresonance due to measurement
noise whereas high amplitudes can excessively excite the resonance dynamics leading
to violation of velocity or position limits or a physical damage to the system.
All the issues discussed above are taken into consideration in the proposed algo-
rithm. A swept sine wave with variable amplitude, frequency and DC component
is selected as the exciting signal. The signal generator can be described by state space
model
[
x˙1
x˙2
]
=
[
0 ω(t)
−ω(t) 0
] [
x1
x2
]
;x(0) =
[
0
1
]
, (5.1)
y(t) = [A(t) 0]x(t) + u0(t),
ω(t) = ωbe
sct ∈ 〈ωb, ωf 〉,
where ω(t) is actual frequency of the generated sinusoidal output,
A(t) is output amplitude,
〈ωb, ωf 〉 defines the interval for the frequency sweep,
sc is a sweep coefficient which defines the rate of frequency variation and
u0 is a DC component of the output.
The frequency of the generated output is varied in time in the logarithmic scale
over the chosen frequency range. The resulting output of the generator is given by the
equation:
y(t) = A(t)sin{
∫ t
0
ω(τ)dτ}+ u0(t). (5.2)
The generated excitation signal is used as a setpoint value for the actuator (usually
the commanded torque or current for the inner loop of the electrical drive). The am-
plitude A(t), frequency ω(t) and mean value u0(t) of the generated signal is varied in
time by an adaptation algorithm which controls the identification experiment (see Fig.
5.1). The measured output signal (actual motor or load position/velocity) is processed
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Figure 5.1: Proposed frequency identification algorithm
in an observer which estimates the system frequency response. The presence of higher
harmonics which is measured by the total harmonic distortion index (THD) is used for
the detection of nonlinearities and proper adaptation of the generator amplitude. The
range of the excited motion is watched and the amplitude is also adjusted to avoid a
possible collision in the system mechanics. Signal to noise ratio (SNR) is computed to
estimate the quality of the excitation at a particular frequency. The algorithm which
controls the experiment selects proper time instants at which the frequency sweep stops
for a measurement. A user-specified number of points of the frequency response is ac-
quired for further processing in a model fitting algorithm.
5.2 Estimation of system frequency response
Provided that the adaptation of the generated excitation signal (5.2) is stopped in a
particular moment, the variables A, u0, ω become constant resulting in steady state
output response of the system yp (after a transient state excited by the input signal
variation has vanished). This response is periodic and for the case of an ideal linear
plant, we may write:
yp(t) = A0 +A1sin(ωt+ ϕ1), (5.3)
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where A0 denotes the DC component of the output and A1, ϕ1 express the amplitude
and phase shift of plant response with respect to the excitation signal.
For a general nonlinear system, the output signal may contain an arbitrary num-
ber of higher harmonics due to the effects of the nonlinear mechanics. The periodic
response can be expressed by the Fourier series in the amplitude-phase form:
yp(t) = A0 +A1sin(ωt+ ϕ1) +
∞∑
k=2
Aksin(kωt+ ϕk), (5.4)
where ω is the fundamental frequency of the exciting input signal and Ak, ϕk corre-
spond to the amplitude and phase of the higher harmonics.
The mechanical systems typically behave as low-pass filters due to physical prop-
erties of the inertial loads on the motor and load side which attenuate high-frequency
portion of the driving torques or forces. Therefore, it is reasonable to assume that the
output signal is band-limited and a finite number of lowest harmonics can be consid-
ered for its approximation. The equation (5.4) reduces to a finite series and an observer
can be designed to reconstruct a limited number of first harmonics of the signal.
State observer with an inner model of the first five harmonics and the DC compo-
nent is proposed. It can be described by a linear state space model in the form of:

˙ˆz1
˙ˆz2
˙ˆz3
˙ˆz4
˙ˆz5
˙ˆz6
˙ˆz7
˙ˆz8
˙ˆz9
˙ˆz10
˙ˆz11

=

0 ω(t) 0 0 · · · 0 0
−ω(t) 0 0 0 · · · 0 0
0 0 0 2ω(t) · · · 0 0
0 0 −2ω(t) . . . · · · 0 0
...
...
... 0 5ω(t) 0
0 0 0 0 −5ω(t) 0 0
0 0 0 0 0 0 0


zˆ1
zˆ2
zˆ3
zˆ4
zˆ5
zˆ6
zˆ7
zˆ8
zˆ9
zˆ10
zˆ11

+
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+

k1{ω(t)}
k2{ω(t)}
k3{ω(t)}
k4{ω(t)}
k5{ω(t)}
k6{ω(t)}
k7{ω(t)}
k8{ω(t)}
k9{ω(t)}
k10{ω(t)}
k11{ω(t)}

, yˆ =
[
1 0 1 0 1 0 1 0 1 0 1
]

zˆ1
zˆ2
zˆ3
zˆ4
zˆ5
zˆ6
zˆ7
zˆ8
zˆ9
zˆ10
zˆ11

,  = yp − yˆ,
(5.5)
with a corresponding matrix notation
˙ˆz = Ao(t)zˆ + k(t),
yˆ = Cozˆ, (5.6)
where zˆ = [zˆ1, zˆ2, ..., zˆ11]
T is the vector of observed states,
Ao, Co denote state and output matrices,
yˆ is observer output which tracks the measured signal,
 is the observer output error and
k(t) = [k1, k2, ..., k11]
T is the time-varying vector of innovation feedback gains.
The estimator has a structure of a linear time-varying system which adapts its dynamics
in order to keep synchronization with the observed plant output due to variable fre-
quency of the excitation signal generator. The properties of the observer are discussed
separately for the measurement and sweep phase of the identification experiment.
Measurement phase algorithm
In the phase of frequency response measurement, the generator stops the frequency
sweep and the variable ω remains constant and the estimator dynamics reduces to a
linear time-invariant system. Considering the first five harmonics of the plant output
(5.4), the observer error dynamics of the estimator (5.5) is governed by the equation:
ε˙ = (Ao − kCo)ε = Aclo ε, (5.7)
where ε = zˆ − z is the observer error vector and Aclo is the closed-loop state matrix.
Since the pair [Ao, Co] is observable, arbitrary error dynamics may be assigned by
appropriate choice of the observer gains. The goal of the estimator design is to select a
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Figure 5.2: Observer closed-loop poles - Butterworth pattern
suitable location of the closed-loop poles for the system (5.7). The number of degrees
of freedom should be reduced for the practical implementation, preferably to a single
design parameter. Two alternatives for the observer synthesis are proposed.
Butterworth pattern offers a possible scheme for the closed-loop pole placement.
The motivation for this choice comes from the fact that the observer dynamics be-
tween measured and estimated output should resemble low-pass filter characteristics
in the frequency domain. Low frequency component of the measured signal should
pass to the estimated output without significant change in phase and amplitude to en-
sure good tracking and convergence of the state estimates to their true values. The high
frequency part of the signal should be attenuated as the measurement noise is usually
dominating in this frequency band. Therefore, the Butterworth low-pass filter offers
a natural choice for the closed loop poles due to its property of maximum flatness of
the frequency response and smooth transition between the pass-band and stop-band.
The number of user-specified design variables is reduced to a single parameter which
specifies the filter bandwidth.
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The Butterworth pattern of closed-loop poles sm for the observer (5.5) is obtained in
the form of:
sm = α0ωe
i(2m+11−1)pi
2·11 ; m = 1, 2, 3, ..., 11. (5.8)
The poles are located on a circle in the complex plane with the radius given by the
product of actual value of frequency ω and the coefficient α0 which defines the relative
observer bandwidth with respect to fundamental frequency of the measured signal (Fig.
5.2). The observer gain vector k which assigns the given structure of poles (10.1) can
be computed analytically using the pole-placement method. This leads to closed-form
formulas in the form:
km = k
0
m(α0)ω; m = 1, 2, 3, ..., 11, (5.9)
where k0m(α0) are 11
th order polynomials of α0. A complete printout of the analytical
solution can be found in the appendix (10.1). Thus, the observer gains are linear with
respect to the actual value of frequency ω for a particular choice of α0. The polyno-
mials k0m(α) can be evaluated only once in the initialization phase of the algorithm
and the values of observer gains are obtained from simple multiplication by actual fre-
quency ω. This leads to significant reduction of computational burden in the real-time
implementation of the algorithm.
The frequency spectrum of the measured periodic output signal yp(t) and conse-
quently an estimate of the system frequency response can be computed from the ob-
served states zˆ(t). From the equations of the signal generator (5.1) and observer (5.5)
we obtain:
x1(t) = sinωt, (5.10)
x2(t) = cosωt,
zˆ1(t) = A1 sin(ωt+ ϕ1) = A1(x1 cosϕ1 + x2 sinϕ1),
zˆ2(t) = A1 cos(ωt+ ϕ1) = A1(x1 cosϕ1 − x2 sinϕ1),
where A1 is the amplitude of the first harmonics in the measured signal and ϕ1 is the
phase shift with respect to the generated exciting signal (5.2).
This leads to the formulas in the form of:
A1 =
√
zˆ21 + zˆ
2
2 , (5.11)
cosϕ1 =
1
A1
(x1zˆ1 + x2zˆ2),
sinϕ1 =
1
A1
(x2zˆ1 − x1zˆ2),
ϕ1 = atan2(cosϕ1, sinϕ1).
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Therefore, the estimate of the frequency response is given as:
Pˆ (iω) =
A1
A
eiϕ1 . (5.12)
The estimate (5.12) is valid only in the case of an ideal linear response of the identified
system. A potential occurrence of nonlinearities may lead to distortion of the generated
frequency spectrum which can be observed as an excitation of higher harmonics in the
measured output signal. The amplitudes of higher harmonics can be computed from
the observed states analogous to (5.11) as:
Ai =
√
zˆ22i−1 + zˆ
2
2i; i = 2, 3, 4, 5. (5.13)
An algorithm which uses this information for a proper adaptation of the identifica-
tion experiment is proposed in the next section.
A particular problem of the observer design according to the Butterworth pattern
is the possibility of an unwanted distortion of the estimator frequency response due
to transfer zeros. The transfer function from measured to estimated output can be
obtained in the form of:
Fyˆy(s) =
Yˆ (s)
Y (s)
= −Co(sI −Ao − kBWCo)−1kBW
=
−Coadj(sI −Aclo )kBW
det(sI −Aclo )
, (5.14)
where kBW = [k1, k2, ..., k11]T is the observer innovation gain vector comptuted from
(5.9).
The property of maximum flatness of the Butterworth type low-pass filter is guar-
anteed only for the transfer functions with no zeros. On the contrary, the filter (5.14)
contains transmission zeros, which are given as the roots of the polynomial
−Coadj(sI −Aclo )kBW . (5.15)
The relative order of the system (5.14) is one, because the first nonzero Markov pa-
rameter can be computed as:
M1 = CokBW = k1 + k3 + k5 + k7 + k9 + k11 = −17567
2500
ωα0 6= 0 ∀ω, α0 > 0. (5.16)
Therefore, ten transmission zeros appear in the transfer function (5.14) and a high fre-
quency roll-off of−20dB per decade is achieved. Since the value of the actual frequency
ω serves only as a time scaling parameter, the location of the system zeros is directly
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Figure 5.3: Amplitude frequency response - |Fyˆy(iω)| for the Butterworth pole distribu-
tion and chosen α0 = 2, 2.8, 4
determined only by the specification of the relative observer bandwidth α0. Improper
choice of this parameter may lead to degradation of the estimator performance
due to the inadmissible shape of the resulting frequency response. Figure (5.3) shows
the amplitude frequency response of the observer |Fyˆy(iω)| with the Butterworth pole
distribution and three different choices of the relative bandwidth α0. Regardless of
the observer settings, the frequency response has to fulfill the interpolation conditions
given by the inner model of the signal generator in the form of five harmonics and the
DC component:
Fyˆy(ikω) = 1; k = 1, 2, ..5 (5.17)
Fyˆy(0) = 1.
However, the shape of the pass-band which affects the observer performance may
differ considerably due to changes in the relative position of the transfer zeros. Whereas
a smooth frequency response with small overshoot is obtained for the choice α0 =
2.8, significant peaking phenomenon is observed for lower and higher setting of the
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Figure 5.4: Time domain observer performance - Butterworth pole distribution: left
- estimation of DC component and amplitudes of five harmonics, right - output signal
tracking; each row corresponds to the different choice of observer bandwidth α0 = 2, 2.8, 4
observer bandwidth. The peaks in the frequency response can significantly affect the
performance of the estimator as can be seen in Fig. (5.4).
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The simulation experiment shows the estimator outputs during the tracking of a
multiple harmonics sine-wave signal contaminated by an additive high-frequency mea-
surement noise for the three different choices of α0.
The measured signal is given by equation:
y(t) = A0 +A1(t)sin(ωt) +A2sin(2ωt) +A3sin(3ωt) +A4sin(4ωt) +A5sin(5ωt) + ξ(t),
A0 = 7, A1(t) =
{
5 for t ≤ 15
10 for t > 15
, A2 = 4, A3 = 3, A2 = 2, A1 = 1, ω = 1, ξ ∼ N(0, 0.3),
(5.18)
where ξ(t) is a normally distributed white noise with covariance σ2 = 0.3 and zero
mean. Step change of the amplitude of first harmonics to a new value A1 = 10 is
performed at time t = 15s to show the transient response.
It can be seen that the observer performs well for the setting α0 = 2.8. The output
signal is tracked without an excessive amplification of the measurement noise in the
estimates which converge to the true values with a consistent speed. Lower value α0 =
2 leads to severe degradation of performance. The convergence rate is poor, especially
for the amplitudes of the higher harmonics. This is caused by the steep peaks in the
pass-band which may be observed in the frequency responses of the estimated output
and state variables corresponding to the individual harmonics and DC component (Fig.
5.3,5.6). On the other side, the increase of the observer bandwidth to α0 = 4 results
in a strong amplification of the noise, mostly in the estimates of DC portion and first
three harmonics. Although the mean value of the estimates converge rapidly to the true
values, the obtained signals could not be used directly in an automatic identification
procedure without a further processing (e.g. by an additional low-pass filter).
Generally speaking, any peaks in the frequency response of the observer indicate a po-
tential problem with the performance. A significant overshoot in the pass-band inevitably
causes long settling times of certain estimated states when excited by a wideband sig-
nal. On the contrary, high gain in the transition and stop band regions may lead to
unacceptable amplification of the measurement noise. Therefore, the worst-case gain
of the observer output frequency response may serve as a valuable performance index:
Jyˆ(α0) , ‖Fyˆy(s)‖∞ = sup
ω
|Fyˆy(iω)|. (5.19)
The values of Jyˆ for α0 ∈ 〈1, 5〉 are plotted in the left figure (5.5). It can be seen,
that best output tracking is achieved for α0 ≈ 〈2.5, 3〉. Peaking is observed outside
of this region as shown in figure (5.3). Further insight into the problem is gained by
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Figure 5.5: Observer performance indices - Butterworth pole distribution: worst-case
gain of the frequency responses as a function of bandwidth α0; left Jyˆ, right JDC , Jiω
observation of the frequency responses of the states corresponding to the individual
five harmonics and DC component (Fig. 5.6). An additional set of performance indices
is introduced as follows:
JDC(α0) , ‖FDCy(s)‖∞ = sup
ω
| Zˆ11(iω)
Y (iω)
|, (5.20)
Jω(α0) , ‖Fωy(s)‖∞ = sup
ω
| Zˆ1(iω)
Y (iω)
|,
J2ω(α0) , ‖F2ωy(s)‖∞ = sup
ω
| Zˆ3(iω)
Y (iω)
|,
J3ω(α0) , ‖F3ωy(s)‖∞ = sup
ω
| Zˆ5(iω)
Y (iω)
|,
J4ω(α0) , ‖F4ωy(s)‖∞ = sup
ω
| Zˆ7(iω)
Y (iω)
|,
J5ω(α0) , ‖F5ωy(s)‖∞ = sup
ω
| Zˆ9(iω)
Y (iω)
|.
The individual transfer functions are computed analogous to (5.14) by substituting a
corresponding output matrix to the state space model. Evaluation of these indices is
shown in (Fig. 5.5 right). It can be seen that the low values of α0 < 3 affect mostly the
performance of the estimation of higher harmonics due to the occurrence of peaking
in the corresponding frequency responses while the first harmonics and DC component
estimates remain unaffected. This is consistent to the experimental results shown in
(Fig.5.4, first row). On the other hand, high values of α0 > 3 leads to overshoots in
frequency responses corresponding to DC value and the first two harmonics whereas
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Figure 5.6: Observer performance in the frequency domain - Butterworth pole distri-
bution: amplitude frequency response of the five harmonics and DC component estimates
for the varying observer bandwidth α0 = 2, 2.8, 4
the influence on the higher harmonics is relatively lower. Therefore, the high-frequency
noise is propagated mainly in the channels of the DC component and the first two
harmonics estimates. This was indeed observed in the simulation (Fig.5.4, third row).
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Optimal observer performance with a smooth shape of all the transfer function without
excessive peaking is achieved in range α0 ≈ 〈2.8, 3.2〉.
The performed analysis showed that a naive choice of the observer closed-loop
poles may lead to a poor performance due to the influence of the transfer zeros. The
observer designed with the Butterworth closed-loop pole distribution performs well in a
relatively narrow range of the chosen bandwidth. A second observer design is introduced
to overcome this disadvantage and offer a higher flexibility in the specification of the
estimator dynamics.
A systematic approach to the observer synthesis is given in the framework of quadratic
optimal theory by means of the Kalman-Bucy filter. The problem of reconstructing the
spectrum of a signal consisting of five harmonics and a DC component is formulated
as follows. The model of the signal generator is given by the state space model in the
form of:
z˙(t) = Aoz(t) +Gw(t),
y(t) = Coz(t) + v(t), (5.21)
where Ao, Co denote state and output matrices which were defined in (5.5),
G is a process disturbance input matrix,
w is a process disturbance vector
v(t) is an output disturbance.
Classical stochastic formulation of the problem models the process and output dis-
turbances as normally distributed Gaussian white noises with zero mean and intensity
given by the appropriate covariances W , V :
E(wwT ) = W , E(v2) = V. (5.22)
Under these assumptions, an optimal causal observer which minimizes the steady-state
error covariance lim
t→∞E{(z − zˆ)(z − zˆ)
T } is given as:
˙ˆz(t) = Aozˆ(t) + k{y(t)− yˆ(t)},
yˆ(t) = Cozˆ(t). (5.23)
The innovation gain vector k = [k1, k2, ..., k11]T is computed as
k = Y CTo V
−1, (5.24)
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and the symmetric nonnegative-definite n × n matrix Y , is a solution of the Algebraic
Riccati Equation:
AoY + Y A
T
o − Y CTo V −1CoY +GWGT = 0. (5.25)
The steady-state solution of the stochastic optimal estimator leads to the LTI system
with the structure of the full-state Luenberger observer. The difference is that the ob-
server error dynamics which is given by the location of the closed-loop poles is obtained
indirectly from the specification of the process and output noise model. The problem of
the stochastic formulation is, that the noise statistics can be seldom obtained in practice.
The disturbances acting on the system usually does not resemble the assumed white
noise model or their intensities are a priori unknown. Whereas the variance of the
output noise v(t) represents the uncertainty of the measurement and may be obtained
experimentally or from the known sensor precision, the white noise model of the pro-
cess disturbance in the signal generator does not have a clear physical meaning. As was
stated in the preliminary chapter, a deterministic explanation of the Kalman filter leads
to the conclusion, that, the noise intensity parameters can be used merely as a tuning
parameters of the observer, which pose a relative confidence in the system model and
measurement accuracy. The Kalman filter is a least squares estimator which minimizes
objective function
J =
∫ ∞
0
{wT (GWGT )−1w + V −1v2}dt, (5.26)
subject to the constraints given by the dynamic model of the observed system. The
observer uses the least possible quadratic norm of the state and output disturbances
to ”explain” the observations and the weighting factors W , V may be used to find
a compromise between the estimator bandwidth and sensitivity to the measurement
noise.
The goal of the observer design for the problem of system identification is to find a
suitable weighting scheme in terms of the choice of parameters G,W , V which would
lead to practically applicable estimators. The number of design parameters should
be reduced to a single user-specified value which determines the observer bandwidth.
At first, dimension of the process disturbance w and the direction of its injection has
to be chosen. Considering that the amplitudes of the individual observed harmon-
ics and the level of the DC component may generally change in time independently,
the disturbance dimension is set to the number of the generator states (n = 11)
and the disturbance input is chosen as the identity matrix G = I11. Assumption
of mutually independent disturbances lead to the diagonal weighting matrix W =
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Figure 5.7: Adjustment of the weighting scheme for the Kalman filter: amplitude
frequency response of the observer output (left) and first harmonics estimates (right) for
various setting of the relative weight w1
diag{w1, w1, w2, w2, w3, w3, w4, w4, w5, w5, w6}. The relative weights of its individual
elements determine how much energy the estimate of the corresponding harmonics will
receive from the measurement. The influence of this setting can be easily observed in
the observer frequency response (Fig. 5.7).
Amplitude frequency response of the output and first harmonics estimates |Fyˆy(iω)|,
|Fωy(iω)| are shown for the three different choices of relative weight w1:
W = diag{w1, w1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, V = 1; w1 = [0.1, 1, 10]. (5.27)
It can be seen, that the change of the relative weight of the individual harmonics affects
the shape of the transfer function in the close vicinity of the corresponding resonance
frequency. Higher relative weight leads to a wider pass-band of the harmonics estimate
which has the shape of a peak filter. At the same time, a more flat profile is obtained
in the appropriate part of the output response. This property is used in the following
proposed weighting scheme. The process disturbance weighting matrix is chosen as:
W = diag{0.4, 0.4, 0.6, 0.6, 0.8, 0.8, 0.9, 0.9, 1, 1, 0.6}. (5.28)
The relative weights of the individual elements reflect the fact, that the first harmonics
and DC component estimates should be less sensitive to the high-frequency measurement
noise as they are primarily used for the system identification and eventually for the
closed-loop control during the experiment. Moreover, narrow pass-band of the peak
filter is desirable for the first harmonics transfer function to make the estimation insen-
sitive to an eventual occurrence of subharmonic frequencies in a wideband signal which
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may be generated by a generally nonlinear system. On the contrary, higher harmonics
estimates are used for detection of nonlinearities in the system dynamics. Therefore,
the pass-band of the corresponding state transfer functions should be relatively wide to
improve the sensitivity to high-frequency disturbances which may occur at frequencies
which do not perfectly match the five integer multiples of the fundamental frequency ω
contained in the signal generator model. Particular values of the weights ωi were found
by performing extensive simulations with the models of typical mechanical systems to
be identified. The only remaining design parameter is the output disturbance weighting
factor V which is considered as a user-specified value of the observer bandwidth.
The important advantage of the Kalman filter based observer design is its guaran-
teed gain and phase margins which come from the spectral properties of the Riccati
equation. A well known robustness margins of the linear quadratic regulator (infinite
gain margin and phase margin greater than 60) may alose be derived for the dual prob-
lem of the optimal estimator. The observer Riccati equation (5.25) may be rewritten in
the form of
Y (sIn −ATo ) + (−sIn −Ao)Y + kV kT = GWGT , (5.29)
which was obtained by addition and subtraction of sIn, substitution of the observer
gain vector k from (5.24) and rearrangement of the individual terms. Multiplication
from the left by Co(−sIn −Ao)−1, from the right by (sIn −ATo )−1CTo , addition of
V to both sides and substitution Y CTo = kV,CY = V k
T from from (5.24) leads to:
V +Co(−sIn −Ao)−1kV + V kT (sIn −ATo )−1CTo + (5.30)
Co(−sIn −Ao)−1kV kT (sIn −ATo )−1CTo
= V +Co(−sIn −Ao)−1GWGT (sIn −ATo )−1CTo .
A factorization of (5.30) with definition GWGT = HTH is possible in the form of:
[1 + L(−s)]v[1 + L(s)]T = V +C(−s)CT (s), (5.31)
where L(s) = Co(sIn −Ao)−1k is the loop transfer function and
C(s) = Co(sIn −Ao)−1HT is the 1× 11 cost function matrix. Further rearrangement
and substitution s = iω leads to:
[1 + L(−iω)][1 + L(iω)]T = 1 + C(−iω)CT (iω)V ,
⇒ |1 + L(iω)| ≥ 1 (5.32)
The system L(s) is defined as the open loop transfer function from observer error y(t)−
yˆ(t) to estimated output yˆ. It can be seen from the observer equations (5.23) that the
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closed-loop dynamics is obtained by simply closing a unitary feedback around L(s):
Fyˆy(s) =
yˆ(s)
y(s)
=
L(s)
1 + L(s)
= Co(sIn −Ao + kCo)−1k. (5.33)
The inequality (5.32) implies that the Nyquist plot of L(iω) does not enter the unitary
circle centered around the [−1, i0] point of the complex plane giving the guaranteed
stability margin sm ≥ 1, phase margin pm ≥ 60 ◦ and gain margin gm = 〈0.5,∞).
Since the open-loop frequency response does not enter the unitary circle, there is also
a guaranteed maximum overshoot in the closed-loop amplitude frequency response:
|Fyˆy(iω)| = |L(i)ω||1 + L(i)ω| =
√
(u2 + v2)√
(1 + u)2 + v2
= M. (5.34)
The points of the complex plane with a constant closed loop amplitude define a set of
M-contours which are given as circles parameterized by the number M as:
(u− M
2
1−M2 )
2 + v2 = (
M
1−M2 )
2. (5.35)
Substitution of [u, v] = [−2, 0] to (5.35) and solution of the resulting quadratic equation
gives the resultM = 2 which defines the M-circle of maximum radius which fits into the
unitary circle given by the inequality (5.32). Therefore, there is a guaranteed maximum
overshoot in the observer frequency response which was chosen as the performance
index in (5.19):
Jyˆ(V ) = ‖Fyˆy(s)‖∞ = sup
ω
|Fyˆy(iω)| ≤ 2(≈ 6dB) ∀V > 0. (5.36)
Consequently, no unwanted peaking phenomenon which was observed in the case of the
Butterworth closed-loop pole distribution can occur for an arbitrary choice of observer
bandwidth V . Since the inequality (5.36) defines a worst-case gain for any observed
system and arbitrary choice of the weighting scheme, considerably better results are
achieved for the particular case of the proposed observer (5.23). Figure (5.8) shows
the peak values of the frequency responses in the output and individual harmonics
channels which were defined as the performance indices in (5.19,5.20). The plots are
shown for the varying scalar weight V ∈ 〈0.005, 0.5〉 which determines the observer
bandwidth. The chosen range is equivalent to the setting of α0 ∈ 〈1, 5〉 in the sense
of the resulting bandwidth in order to make the results directly comparable with the
Butterworth pole distribution (Fig. 5.5).
It can be seen that there is no unwanted peaking in the frequency response func-
tions. The worst case output gain is Jyˆ ≤ 2.35dB and there is no overshoot in the
individual harmonics and DC channels (Jiω, JDC ≈ 0dB - small values observed in the
right plot occurred due to the numerical computation of the corresponding∞-norms).
The shape of the pass-band in the individual channels remains very similar over the
whole range of the desired bandwidth and the estimator is able to achieve consistent
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Figure 5.8: Observer performance indices - Kalman filter: worst-case gain of the fre-
quency responses as a function of observer bandwidth V ; left Jyˆ, right JDC , Jiω
performance without the undesirable peaking (Figures 5.9,5.10). This is confirmed by
means of a simulation experiment (Fig. 5.11) which is identical to the one performed
with the Butterworth observer design (Fig. 5.4).
Direct comparison of the results shows that the second estimator design based on
the Kalman-Bucy filter offers much higher variability in the specification of the observer
bandwidth and thus is preferable for the real-time implementation in the automatic
identification algorithm. The non-dimensional scalar weight V should be replaced by
another user-specified parameter with a clear physical meaning. The estimator band-
width ωBW in the standard -3dB sense of |Fyˆy(iω)| is a suitable candidate for this
purpose.
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Figure 5.9: Amplitude frequency response - |Fyˆy(iω)| for the Kalman filter design
and chosen V = 0.5, 0.06, 0.02, 0.085, 0.005 (bandwidth is equivalent to the settings
α0 = 1, 2, 2.8, 4, 5 for the Butterworth pole distribution)
Two possible approaches are considered for the observer tuning:
1. The user specifies the desired relative observer bandwidth and the correct value
of scalar weight V is computed from a nonlinear mapping function V = f(ωBW )
or from a lookup table. The observer gains are consequently computed from the
Algebraic Riccati equation.
2. A finite set of the observer bandwidth values is offered for the user setting. For
each option, the innovation gains may be precomputed off-line and stored in the
identification algorithm which is deployed to a target real-time platform.
The first alternative offers a higher flexibility at the cost of the requirement of nu-
merical solution of the corresponding ARE in the target control system. The second op-
tion reduces the computational complexity while limiting the freedom in the selection
of the observer bandwidth to a finite set of values. It can be observed that the system
matrix Ao(ω) of the signal generator model (5.5,5.23) can be written as a product of a
constant matrix and scalar value of actual frequency as follows:
Ao(ω) = ωAo(1) (5.37)
Substitution of (5.37) to the ARE (5.25) leads to the equation:
Ao(1)Y ω + ωY Ao(1)
T − ωY CTo V −1CoY ω +GWGT = 0. (5.38)
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Figure 5.10: Observer performance in the frequency domain - Kalman filter design:
amplitude frequency response of the five harmonics and DC component estimates for the
varying observer bandwidth V = 0.5, 0.06, 0.02, 0.085, 0.005 (equivalent to the settings
α0 = 1, 2, 2.8, 4, 5 for the Butterworth pole distribution)
The choice V (ω) = V (1)/ω2 leads to the solution of the ARE in the form of:
Y (ω) = Y (1)/ω. (5.39)
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Figure 5.11: Time domain observer performance - Kalman filter design: left - estima-
tion of DC component and amplitudes of five harmonics, right - output signal tracking;
each row corresponds to the different choice of observer bandwidth V = 0.5, 0.02, 0.005
(equivalent to the settings α0 = 1, 2.8, 5 for the Butterworth pole distribution)
Consequently, the observer gain vector is obtained as:
k(ω) = Y CTo V
−1 =
Y (1)
ω
CTo V (1)
−1ω2 = k(1)ω. (5.40)
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Therefore, the actual frequency ω serves only as the time scaling parameter. The
innovation gain vector k(ω, V ) of the observer can be computed for ω = 1 without loss
of generality and the values for a particular frequency ω 6= 1 are obtained from simple
multiplication. The observer dynamics and thus the shape of the frequency responses
remains equal for an arbitrary ω.
Sweep phase algorithm
The measurement phase serves for the estimation of one point of the system frequency
response. It is alternated with the sweep phases in which the signal generator (5.1)
varies the frequency of the exciting harmonic input until a new measurement phase
starts for the sake of another point acquisition. In order to keep synchronization of the
observer with the measured output, its structure is continuously adapted to the varying
frequency ω. The observer (5.23) is altered to the following time-varying system:
˙ˆz(t) = Ao(t)zˆ(t) + k(t){y(t)− yˆ(t)},
yˆ(t) = Cozˆ(t). (5.41)
Considering the structure of the system matrix and innovation gain vector which consist
from the constant part and scalar perturbation ω(t) as in (5.37,5.40), the state space
model (5.41) can be rewritten in the form of
˙ˆz(t) = ω(t){[Ao(1)− k(1)Co]zˆ(t) + k(1)y(t)}
= ω(t){Aclo zˆ(t) +Bclo y(t)},
yˆ(t) = Cozˆ(t), (5.42)
where Aclo , B
cl
o denote the constant part of the closed-loop state and input matrices.
The observation error dynamics is described by the state space system:
ε˙(t) = ω(t){Ao(1)−k(1)Co}ε(t) = ω(t)Aclo ε(t); ε(t) = zˆ(t)−z(t), ε(t0) = ε0. (5.43)
General solution of the homogenous equation
x˙(t) = A(t)x(t); x(t0) = x0 (5.44)
can be written in the form of an infinite series which is obtained by applying successive
approximation of the integral equation x(t) = x0 +
∫ t
t0
A(τ)x(τ)dτ as:
x(t) = x0 +
∫ t
t0
A(u1)du1x0 +
∫ t
t0
A(u1)
∫ u1
t0
A(u2)du2du1x0 + ...
= [In +
∫ t
t0
A(u1)du1 +
∫ t
t0
A(u1)
∫ u1
t0
A(u2)du2du1 + ...]x0
= Φ(t, t0)x0, (5.45)
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where the n×nmatrix function Φ(t, τ) is referred to as the state transition matrix. It can
be shown that the solution (5.45) is unique and the matrix Φ(t, τ) has two important
properties [202]:
Φ(t, t) = In,
∂
∂t
Φ(t, τ) = A(t)Φ(t, τ). (5.46)
Thus, it can be seen that the solution (5.45) satisfies the homogenous equation
(5.44). It may be difficult to find a closed-form analytical solution of the state transition
matrix for a general LTV system and often a numerical approximation has to be used.
However, the problem simplifies considerably for the case of commuting state matrix
A(t)A(τ) = A(τ)A(t) ∀t, τ. (5.47)
In this case, the state transition matrix can be obtained in the form
Φ(t, τ) = exp[
∫ t
τ
A(u)du] =
∞∑
k=0
1
k!
∫ t
τ
A(u)du, (5.48)
where exp denotes the matrix exponential function. This result can be easily verified
by substitution to the solution (5.45) and the equation (5.44). It can be seen that the
observer error system (5.43) fulfills the condition (5.47) as we may write:
A(t)A(τ) = ω(t)Aclo ω(τ)A
cl
o = A(τ)A(t) ∀t, τ. (5.49)
The matrix Φ(t, τ) can be computed as follows:
Φ(t, τ) = exp[Aclo λ]; λ(t) =
∫ t
τ
ω(u)du. (5.50)
The resulting trajectory of the observer error system (5.43) is given as:
ε(t) = Φ(t, t0)ε0 = exp[A
cl
o λ(t)]ε0; λ(t) =
∫ t
t0
ω(u)du. (5.51)
Since the closed loop matrix Aclo has stable eigenvalues due to the observer design
procedure, ω(t) > 0 ∀t and consequently λ(t), λ˙(t) > 0 ∀t, the individual entries of the
exponential matrix decay to zero and the system is asymptotically stable as we may
write:
‖ε(t)‖ ≤ ‖Φ(t, t0)‖‖ε0‖ ≤ c1e−c2(t−t0)‖ε0‖, ∀t ≥ t0, (5.52)
for some positive constants c1, c2 > 0 which depend on chosen closed-pole location
of the matrix Aclo and values of ω(t). The function λ(t) serves only as a time scaling
parameter and the assumption ω(t) > 0 ∀t gives the sufficient condition for the asymp-
totic stability. Therefore, the LTV system (5.42) is the asymptotic observer for the
time-varying signal generator given by the pair (Ao{ω(t)},Co).
Unfortunately, the condition of asymptotic tracking does not hold for the output of a
general unknown plant measured during the sweep phase. The response of the system
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excited by the swept sine signal inherently contains a transient response which is not
included in the signal generator model which leads to an estimation error. Property of
Bounded-Input Bounded-Output (BIBO) stability of the observer (5.42) for an arbitrary
measured output is required to make sure that the estimation error does not grow
unbounded between the two consecutive measurement steps.
Theorem 5.2.1. The LTV observer (5.42) is stable in the BIBO sense for an arbitrary
measured output signal y(t) and initial conditions zˆ(t0) provided that ω(t) > 0 ∀t > t0
during the sweep phase of the identification experiment.
Proof. Let the time instant t0 define the start of the sweep phase at the beginning of
the identification experiment or the moment of transition from the measurement phase.
The output response of the observer is given by the integral equation:
yˆ(t) = CoΦ(t, t0)zˆ(t0) +
∫ t
t0
CoΦ(t, τ)ω(τ)B
c
oy(τ)dτ. (5.53)
Since the state matrix of the observer A(t) = ω(t)Aclo corresponds to the state matrix
of the homogenous system (5.43), the properties of the transition matrix (5.50,5.51)
and the condition of exponential stability (5.52) implicate the property of asymptotic
internal stability of the estimator at the same time. Assuming that:
‖Φ(t, t0)‖ ≤ c1e−c2(t−t0), ‖Φ(t, τ)‖ ≤ c1e−c2(t−τ), ‖ω(t)Bclo ‖ ≤ c3, (5.54)
‖Co‖ ≤ c4, ‖y(t)‖ ≤ c5; ∀t > t0,
we may write:
‖yˆ(t)‖ ≤ ‖Co‖‖Φ(t, t0)‖‖zˆ(t0)‖+
∫ t
t0
‖Co‖‖Φ(t, τ)‖‖ω(τ)Bclo ‖‖y(τ)‖dτ
≤ c4c1‖zˆ(t0)‖+
∫ t
t0
c4c1e
−c2(t−τ)c3c5dτ
= c4c1‖zˆ(t0)‖+ c4c1c3c5
c2
{1− e−c2(t−t0)}
≤ c4c1‖zˆ(t0)‖+ c4c1c3c5
c2
. (5.55)
Therefore, the observer is BIBO stable for any measured signal during the sweep
phase and both its output and the estimation error is bounded. Provided that the rate
of change of the excitation frequency ω˙(t) is sufficiently low with respect to the tran-
sient dynamics of the identified system, the measured response is approximately equal
to the steady state frequency response of the system excited by the constant frequency sine
wave input and the observer states may be used for its estimation according to the equa-
tions (5.12,5.13). The influence of the sweep rate on the accuracy of these estimates
is evaluated further in the thesis. This approximate information is only used for the
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Figure 5.12: Frequency response fitting: interpolation vs approximation
control of the identification experiment and it does not affect the measurements which
are used for the model synthesis. Once the frequency sweep stops, the observer moves
to the regular LTI system and estimates the true frequency response of the system. Syn-
chronization of the observer with the measured signal during the sweep phase leads to
very fast convergence during the measurement phase since the inner states are already
properly tracked to the measured output.
5.3 Data fitting and model computation
The proposed observer is used for the acquisition of an arbitrary number of points of
the plant frequency response
Pˆ (iωl); l = 1, ..., n, (5.56)
which are consequently used for a data-fitting to a chosen system model. Two distinct
approaches to model synthesis are possible (Fig. 5.12).
Interpolation algorithm uses a limited number of specifically chosen data points
which are exactly interpolated by a pre-described transfer function. This is demon-
strated on the example of two-mass compliant system. The transfer function from
motor torque Tm to motor velocity vm is given in the form of
P (s) =
vm(s)
Tm(s)
=
(
K
s+ a
)(
s2 + 2ξzωzs+ ω
2
z
s2 + 2ξnωns+ ω2n
)
=
b2s
2 + b1s+ b0
s3 + a2s2 + a1s+ a0
. (5.57)
Six unknown coefficients of this transfer function can be sorted in the parametric vector
p =
[
a0 a1 a2 b0 b1 b2
]
. (5.58)
The values of plant parameters can be computed from the three measured points of
the frequency response Pˆ (iωl) which give six values of real and imaginary parts. The
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closed form analytical solution can be found from the set of polynomial equations:
<(P (iωl)) = <(Pˆ (iωl)), (5.59)
=(P (iωl)) = =(Pˆ (iωl)); l = 1, .., 3.
The resulting estimates of the transfer function coefficients are obtained in the form of
rational functions of the measured points of Pˆ (iωl):
pk =
numk{<[P (iω1,2,3)],=[P (iω1,2,3)]}
denk{<[P (iω1,2,3)],=[P (iω1,2,3)]} ; k = 1..6. (5.60)
The physical parameters of the plant (5.57) can be determined from equations:
K = b2, ξz =
1
2
b1
b2
√
b0
b2
, wz =
√
b0
b2
, (5.61)
the remaining parameters {a, ξn, ωn} are obtained from the roots of the cubic equation
in the denominator of transfer function (5.57). A complete print-out of the solution
can be found in the appendix (10.2).
In order to capture the shape of the frequency response precisely, the three points
has to be chosen carefully. One point should catch the low frequency behaviour de-
termined by static gain and first order lag part. The other two are naturally chosen in
the vicinity of the resonance and antiresonance peaks to get precise values of their fre-
quency and damping. These points can be automatically selected by the identification
algorithm. Typical frequency response of a flexible mechanical system contains several
peaks in amplitude which are accompanied by steep changes of the phase shift. Thus,
observation of the actual phase lag, along with determination of the local extremes in the
amplitude during the sweep phase can be used to get the information about the location
of the important resonance and antiresonance regions of the frequency response. As an
alternative, the measurement points can be chosen manually by the user after an initial
sweep from the plotted Bode curves or from an a priori knowledge about the system
dynamics.
Approximation algorithm uses an arbitrary number of data points Pˆ (iωl) (typically
much higher than the number of the unknown parameters) to construct an approx-
imating transfer function. This leads to a nonlinear least squares optimization since
the frequency response data are nonlinear with respect to the plant parameters. The
model-fitting problem is formulated as a minimization of a cost function χ2(p) which
is defined as the sum of squares of the residuals:
r(p) =
[
r1(p) r2(p) . . . rm(p)
]T
; rl(p) = |P (iωl)− Pˆ (iωl,p)|, l = 1..m
χ2(p) = 12
m∑
i=1
[
ri(p)
wi
]2
= 12r(p)
TWr(p),p∗ = argmin
∀p
{χ2(p)}, (5.62)
where W = diag{ 1
w2i
} is a diagonal weighting matrix which introduces a relative con-
fidence in the measurement of the individual data points, p is the vector of unknown
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parameters (transfer function coefficients) and p∗ is the optimal solution of the data
fitting problem.
The nonlinear least-squares optimization has no analytical solution and a proper
numerical algorithm has to be used. The Levenberg-Marquardt (LM) method [28, 29]
which is considered as a standard for the nonlinear least squares problem and which is
described in the preliminary chapter (2.5) is a suitable candidate for this purpose.
The LM algorithm starts with an initial estimate of the parametric vector and per-
forms an iterative search of the local minimum of the objective function. The actual
parameters are updated in each step by addition of a perturbation vector hLM which
is obtained as a solution of the normal equations:
[JT (p)WJ(p) + λI]hLM = −JT (p)Wr(p),pi+1 = pi + hLM , (5.63)
where J is the m × k Jacobian matrix which contains the first partial derivatives of
the residual functions ([J(p)]i,j = ∂ri∂pj (p)) and λ is an adaptation parameter which is
automatically updated in each iteration according to the local behaviour of the cost
function. The algorithm smoothly interpolates between Gauss-Newton and Gradient-
descent iterations based on the local validity of the quadratic model of the objective
function (see section 2.5 for detailed description):
χ2(p+ h) = χ2(p) + hTJ(p)TWr(p) +
1
2
hTJ(p)TWJ(p)h. (5.64)
The Jacobian matrix can be computed analytically from the a priori chosen transfer
function of the system model Pˆ (iω). Considering that
P (iωl) = al + ibl, Pˆ (iωl,p) = aˆl(p) + ibˆl(p), (5.65)
the residual function can be rewritten in terms of the real and imaginary part of the
measured and estimated data points of the transfer function as:
rl(p) = |P (iωl)− Pˆ (iωl,p)| =
√
4a2l (p) +4b2l (p);4al(p) = al − aˆl, bl(p) = bl − bˆl.
(5.66)
Therefore, the m× k Jacobian matrix is constructed from the partial derivatives of the
residual functions (5.66) as follows:
[J(p)]l,j =
∂rl
∂pj
(p) = − 1√
4a2l +4b2l
[4al ∂aˆl
∂pj
+4bl ∂bˆl
∂pj
]. (5.67)
A numerical example of the proposed approximation algorithm is given for the oscilla-
tory two-mass system (5.57). Fifteen measured points of the system frequency response
were used for the computation of the approximation function. A measurement error
in the form of normally distributed random numbers with the zero mean and standard
deviation σ = 0.3 was added both to the amplitude and phase data. Relatively large er-
rors were introduced intentionally in the chosen initial guess of the plant parameters in
order to demonstrate the robustness of the LM algorithm. The actual plant parameters
as well as their initial guess and the obtained estimates are listed in the table (5.1).
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Ptrue Pˆinit Pˆfit |pfit−pkpk |
K 0.5 500 0.5025 0.5%
a 0.2 0.01 0.233 16.5%
ωn 3 15 3.02 0.7%
ξn 0.15 0.1 0.142 5.3%
ωz 1 0.1 1.0356 3.6%
ξz 0.06 0.1 0.0462 23%
Table 5.1: Numerical example - true and estimated parameters of the two-mass sys-
tem, application of the approximation algorithm using the Levenberg-Marquardt method
Figure (5.13) shows the Bode plots of the actual plant Ptrue, set of measured data
points Pmeas, initial model Pinit and the obtained approximating transfer function Pfit.
It can be seen that the resulting model closely fits the measured data points and the
true plant transfer function in spite of the measurement errors and large initial devi-
ation of the estimated parameter values. The lower plots show the evolution of the
parameter estimates (coefficients of the model transfer function) and the values of the
cost function χ2 and the adaptation parameter λ. It can be seen, that the LM algorithm
quickly converges towards the local minimum point during the first 50 iterations. About
30 steps which are close to the Gauss-Newton update are observed in the initial phase
with λ starting at the chosen initial value λ0 = 1e−7. Further improvement is observed
in the final stage in which the λ increases to achieve more gradient-descent directions
of the parameter updates.
Despite the robustness of the LM method, the initial estimate of the plant param-
eters p0 should be chosen as close to their real values as possible in order to improve
the chance of convergence to the optimal fitting function. Several approaches or their
combination can be used to obtain some proper initial guess:
• Computation of the interpolating function from the limited number of data points
in the first step and utilization of the obtained parameters as the initial values for
the second step of approximation function fitting.
• Determination of the physical plant parameters from the shape of the measured
frequency response (local extremes of the amplitude response along with the
steep changes in the phase shift etc.).
• Random search in a properly chosen parameter subspace using the Monte Carlo
method, selection of a best initial guess candidate which minimizes the value of
the χ2(p0) criterion function.
Interpolation vs approximation
The two presented approaches have specific advantages and drawbacks which have
to be taken into consideration. The interpolation method offers an analytic solution
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Figure 5.13: Frequency response fitting: approximation algorithm using the LM method;
up - Bode plots of true plant transfer function Ptrue, measured data points Pmeas, initial pa-
rameters transfer function Pinit and final approximating function Pfit, down - convergence
of the LM iterations - parameter estimates, cost function χ2 and adaptation parameter λ
and direct computation of the plant parameters from the measured data which can be
carried out on the target real-time control platform. However, the complexity of the
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Figure 5.14: Nonlinear mechanics - diagram of the velocity control loop with a flexible
two-mass system and the typical sources of nonlinear dynamics - friction and backlash
solution of the corresponding polynomial equations rises exponentially with the num-
ber of the plant parameters. Its use is practically limited to a fourth order system (rigid
plus one resonance mode and an additional first order dynamics) for which the closed-
form formulas may be obtained using the standard tools for symbolic computations. A
correct choice of measurement points is needed in order to capture the shape of the
frequency response in the presence of a measurement errors.
On the contrary, the approximation method uses numerical algorithms for the
solution of the nonlinear least-squares problem. More computing power is required
for the numerical optimization which may lead to the necessity of its execution in
the drive commissioning software running on a personal computer. The convergence
is generally not guaranteed and only a local minimum of the cost function may be
found. A proper initial parameter estimate is needed to improve the accuracy of the
results. The approximation algorithm is less sensitive to the measurement errors as a
large number of the frequency response points can be involved in the computations.
The order of the system is not limited in this case since the LM method works well
even for the large scale problems. Proper combination of the proposed interpolation
and approximation methods may be used to achieve suitable results of the frequency
identification.
5.4 Identification of nonlinear mechanics
As was explained in the previous chapter (see section 3.4.3), a nonlinear behaviour
of mechanical systems is often observed in practice. A significant amount of back-
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lash, hysteresis or a nonlinear friction complicates the process of the commissioning of
the motion control loops and affects the stage of identification as well as the perfor-
mance of the implemented control algorithms. Proper adaptation of the methods for
the automatic controller synthesis is needed to cope with the nonlinearities and obtain
a suitable solution which can be employed in practical applications.
The nonlinear friction and backlash are usually recognized as the most signifi-
cant sources of nonlinearity [81, 146, 157]. The way they affect the otherwise linear
dynamics of a mechanism is illustrated in Fig. (5.14) on the example of a nonlinear
flexible two-mass system. The friction arises at the boundary of the contacting bodies
during their relative motion and causes an external disturbance torque or force acting
on the drive or load. A well designed actuator with a suitable amount of lubrication,
flawless bearings and proper mounting typically exhibits a linear curve of the viscous
friction which is directly proportional to the operating speed. In contrast, a nonlinear
load-side friction characteristics with stiction and Coulomb effects are often encoun-
tered in practice due to the higher mass and surface of the contacting bodies. The
effect of the nonlinear friction on the otherwise linear dynamics of the controlled plant
are pronounced in the vicinity of the zero velocity of the load and drive due to the
introduction of various types of discontinuities. The typical result is the stick-slip effect
which is observed as an irregular running during the reversing of a motion direction or
as a hunting phenomenon which arises during the precise positioning. The nonlinear
system response complicates the use of the identification methods which are based on
the assumption of the plant linearity and often leads to the occurrence of limit cycles
in the closed position loops. The backlash is usually caused by the utilization of gears
which introduce a small amount of clearance in the drivetrain. Steep changes in the
amplitude and direction of the driving torque or force brings a repeating disconnection
of the mechanical coupling between the actuator and the driven load and may lead to
a jerky motion, excitation of vibrations and occurrence of steady-state limit cycles.
Even in the case of a nonlinear mechanics with a significant influence of the friction
or backlash, there are strong arguments for the importance of the identification of the
linear part of the system dynamics:
• The nonlinear friction affects the system mainly in the low-speed region. It may
be insignificant for velocity loops which operate mainly in non-zero velocities
(e.g. conveyor-belts or point-to-point manipulators). For the position control
loops, the nonlinearity is prevalent in the steady-state for which some friction
compensation method may be used to improve the positioning accuracy.
• The acquisition of the complete nonlinear model may be difficult as the friction
characteristics typically vary in time due to the change of a payload, variations in
the system operating point, temperature or lubrication fluctuations, or due to the
increasing wear of the mechanical components. The problem may be solved by a
proper design of a robust or adaptive controller based on the linear model of the
plant. Alternatively, the parameters of the nonlinearities may be obtained in the
second step of the system identification and used for a model-based compensation
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or for the estimation of the unknown state variables.
• There are many powerful methods for design of robust and adaptive controllers
in the framework of linear systems which can cope with eventual nonlinearities
in the loop.
• The effect of the backlash can be reduced by proper tuning of the controller. Well
damped transient response without steep changes in the driving torque and a
reduction of the closed-loop bandwidth may improve the quality of control.
Exciting signal adaptation
The influence of the nonlinearities on the identification of the linear part of the system
dynamics can be reduced by a proper adaptation of the amplitude of the generated excita-
tion signal. Whether a static or dynamic model of the nonlinear friction is assumed, the
corresponding friction force/torque can be considered as an external disturbance act-
ing on the linear system. Its magnitude is always limited since the viscous component
of the friction may be incorporated in the identified model and the relative influence
of the nonlinearity is inversely proportional to the magnitude of the driving force or
torque which is generated by the actuator. This can be explained for a static nonlinear
load-side friction model using the method of describing function analysis. Considering
that the actuator delivers a harmonic excitation signal with a sufficient amplitude (in
order to overcome the stiction and Coulomb effects of the friction), the load is put
in a periodic motion. Supposing that the load inertia acts as a low-pass filter which
allows only the first harmonics of the excitation input to pass to load velocity output
vl = A sin(ωt) which drives the nonlinearity (see the load-side part of the diagram
5.14), the resulting friction Tf is a periodic function Tf (t) = Tf (t + T ) which can be
expressed as a Fourier series expansion:
Tf (t) =
a0
2
+
∞∑
n=1
[an(sinnωt) + bn(cosnωt)], ω =
2pi
T
, (5.68)
an(A,ω) =
1
pi
∫ 2pi
0
Tf (t) sin(nωt)d(ωt), bn(A,ω) =
1
pi
∫ 2pi
0
Tf (t)(cosnωt)d(ωt),
where an, bn are the Fourier coefficients. Assuming only the first harmonics, the nonlin-
ear friction function is approximated by an amplitude dependent describing function
which is defined as the ratio of the Fourier images of the input and output signals:
N(A,ω) =
F[Tf (t)]
F[vl(t)]
4
=
Tf (A,ω)
Vl(A,ω)
=
a1(ω) + ib1(ω)
A
. (5.69)
For the simplest Coulomb friction model Tf (t) = −Msign [vl(t)], we obtain:
b1 = 0, a1 = −4M
pi
⇒ N(A,ω) = −4M
piA
, (5.70)
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Figure 5.15: Flexible drive-train including the backlash model: left - schematics of
the mechanical configuration, right - dead-zone type nonlinearity generating the reaction
force/torque; sm - actuator displacement, sl - load displacement, D - backlash range, Fm -
actuator force, Fr - reaction force
which clearly indicates that the contribution of the nonlinearity is inversely propor-
tional to the magnitude of the load velocity and therefore the driving torque as well.
This holds generally for a more complex friction models which can be described as an
odd static nonlinearity without a dead zone or hysteresis. In this, case, the imaginary
part of the describing function and the corresponding Fourier coefficient is computed as
b1 = 0 since the nonlinear function does not introduce any phase shift and the real part
coefficient a1 is frequency independent. Thus the describing function model reduces to
the form:
N(A,ω) =
Tf (A,ω)
Vl(A,ω)
=
a1(A)
A
. (5.71)
Further assuming that the nonlinearity output is limited in magnitude, we may write
∀t : Tf (t) < k1 ⇒ a1(A) < k2 (5.72)
for some positive scalars k1, k2 > 0. Therefore, it may be concluded that the relative
influence of the nonlinearity decreases with the increasing level of the excitation input.
More complex analysis should be performed in the case of dynamic friction models.
However, assuming that the driving torque generated by the actuator and consequently
the reaction torque which drives the load are dominating with respect to the friction
disturbance (Tm, Tr >> Tf ), the response of the plant is very close to the output of the
linear part of the system dynamics and the influence of the nonlinearity is becoming
insignificant.
Similar conclusions may be derived for the backlash nonlinearity. Traditional mod-
els of backlash in mechanical systems usually consider an ideal rigid connection of the
actuator and load during the pinned mode (contact movement after the backlash has
been taken out). The trajectory of motion is described by the input-output displacement
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Figure 5.16: Describing function of the dead-zone nonlinearity: model of a flexible
mechanical coupling with backlash
diagram with a hysteresis shape (see Fig. 3.18b). However, this model is not applicable
for the flexible systems with compliant loads. For such cases, a correct description of
the backlash phenomenon may be obtained in the following way. The assumed compli-
ant mechanical connection of the actuator and load including the backlash is depicted
in Fig. (5.15). For a small relative displacement |sm − sl| < D/2 of the two connected
bodies in the range of the backlash D, there is no mechanical coupling between the
actuator and load (free mode of motion). The reaction force Fr which drives the load
and counteracts the actuator movement is zero. In the pinned mode which is valid
for |sm − sl| > D/2, the reaction is directly proportional to the relative displacement
and the stiffness constant which models the flexible coupling as an ideal linear spring.
Eventually, a modal damping term may be added. The motion dynamics of the pinned
mode is identical to that of the backlash-free flexible multi-mass system (see equations
3.56 for the two-mass case). Therefore, the backlash may by modelled as a dead-zone
type nonlinearity which relates the resulting reaction force or torque with the relative
displacement of the actuator and load bodies (Fig. 5.15 right). The describing function
analysis may be applied to evaluate the influence of the nonlinearity with respect to
the amplitude of the excitation signal.
The output of the dead-zone function under a harmonic excitation signal u(t) =
sm(t) − sl(t) = A sin(ωt) has a shape of a shifted sinusoidal function with three dead
periods which correspond to the free motion. It is given as [203]:
Fr(t) =
{
0 if |u| < D/2⇒ ωt ∈ 〈kpi − γ, kpi + γ〉
Kk[A sin(ωt)−D/2] if |u| > D/2⇒ ωt /∈ 〈kpi − γ, kpi + γ〉
(5.73)
k = 0, 1, 2, ..., n
γ = sin−1( D2A),
where Kk is the stiffness coefficient. The dead-zone is a static odd nonlinearity which
leads to b1 = 0 in the Fourier expansion. The coefficient a1 and the corresponding
integration may be performed for the interval ωt ∈ 〈0, pi/2〉 and multiplied by four due
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to the symmetrical shape of the output as:
a1 =
4
pi
∫ pi/2
0
Fr(t) sin(ωt)d(ωt) (5.74)
=
4
pi
∫ pi/2
γ
Kk[A sin(ωt)−D/2] sin(ωt)d(ωt)
=
2KkA
pi
(
pi
2
− γ − D
2A
√
1− D
2
4A2
)
. (5.75)
Therefore, the describing function is obtained in the form of:
N(A) =
2Kk
pi
(
pi
2
− γ − D
2A
√
1− D
2
4A2
)
. (5.76)
The describing function is zero for A < D2 (free mode within the backlash region
without any mechanical coupling to the load) and converges asymptotically to N(A) =
Kk (purely linear output response without the backlash) for the increasing amplitude of
the input A >> D2 , see Fig. 5.16). This corresponds to an intuitive physical explanation
- higher amplitude of the excitation signal allows a faster cleardown of the backlash
during the motion reversal and causes less distortion of the resulting waveform of the
reaction torque.
A valuable insight into the qualitative behaviour of the typical nonlinearities was
obtained despite the approximate nature of the describing function method. The con-
clusion is that an increase of the amplitude of the exciting signal during the identi-
fication suppresses the effects of the nonlinear friction and backlash to the overall
output response. Proper adaptation of the amplitude allows the utilization of the stan-
dard techniques for the estimation of the linear part of the system dynamics.
A nonlinear behaviour of the system may be detected during the identification pro-
cedure using the observer which was proposed in the previous section. An ideal linear
response of the system contains only the first harmonic frequency which corresponds
to the excitation signal (see equation 5.3). Occurrence of higher harmonics in the
measured output response signalizes an influence of some nonlinearity which may be
quantified by the total harmonic distortion index (THD):
THD(t) =
√{A2(t)2 +A3(t)2 +A4(t)2 +A5(t)2}
A1(t)
, (5.77)
where Ai correspond to the estimated amplitudes of the first five harmonics in the mea-
sured output. As the goal is to identify the linear part of the system dynamics, the THD
can indicate the validity of the estimated point of the frequency response Fˆ (iω). Dur-
ing the experiment, the actual value of THD is monitored. If it exceeds a user specified
level, the amplitude of the harmonic excitation signal u(t) = A(t) sin(ωt) is smoothly
increased. A simple integrator combined with a relay can be used to implement this
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Figure 5.17: THD adaptation - response of the nonlinear two-mass system including
friction and backlash, left - true and estimated motor velocity vm, vˆm, response of the
linear part of the system without the nonlinearities vlin, right - measured THD index
adaptation law:
A(t) = A(t0) +
∫ t
t0
1
Ti
r(t)dt;Ti =
2pi
rcA(t0)ω
r(t) =
{
1 if THD > THD∗ + h
0 if THD < THD∗ − h (5.78)
where r(t) is output of relay with hysteresis h, THD∗ is setpoint threshold for THD and
Ti is integral time constant defining the rate of adaptation. Recommended value for
THD∗ which was obtained from practical experiments is approximately 5-10%. The
time constant Ti is defined relatively to the actual frequency with the relative change
of rc = AA(t0) in amplitude during one period of the excitation input T =
2pi
ω .
The process of adaptation is demonstrated by means of a numerical simulation
in Fig. (5.17). A flexible two-mass system with the parameters from the table 5.1
is excited by a harmonic input. Nonlinear load-side friction is added in the form of
Karnopp model [204]:
Tf =

TR − Tl = Te if |Te| < TS ∩ |vl(t)| ≤ dv
TSsign [Te(t)] if |Te| ≥ TS ∩ |vl(t)| ≤ dv
TCsign [vl(t)] if |vl(t)| > dv
(5.79)
where Tf is the friction torque, Te is the total external torque acting on the load which
comprises of reaction torque TR and external load torque Tl (see Fig.5.14). The exter-
nal torque has to overcome the stiction TS in the vicinity of zero velocity for |vl(t)| ≤ dv
in order to move the load. The lower value of TC which corresponds to the Coulomb
friction is applied for the higher load velocities |vl(t)| > dv. Therefore, the stiction and
Coulomb effects are considered in the model.
The friction model parameters were chosen as {Ts = 3, TC = 0.5, dv = 0.02}.
Stick-slip motion of the load introduces some higher harmonics in the response of the
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measured drive velocity. This corresponds to the value THD = 45%, which is obtained
at t = 17 after an initial transient. The acquisition of the frequency response estimate
Fˆ (iω) under these operating conditions would lead to a significant error in the mag-
nitude and phase as can be seen from comparison of the estimated velocity vˆm and
the velocity obtained from a concurrently running linear model without the nonlinear
friction (vlin(t) which is excited by the same input signal. The amplitude adaptation is
enabled at t = 30 according to the equation (5.78). The increase of the amplitude of
the exciting input leads to the vast reduction of the friction effect. The resulting output
response is almost linear as indicated by the computed THD level which crosses the cho-
sen maximum threshold THD∗ = 8% at t = 104. The measurement of the frequency
response can be done at this moment from the observer states (equations 5.11). Similar
results were obtained for the backlash nonlinearity and for more complex friction mod-
els (e.g. LuGre and Maxwell slip models) which covers other nonlinear phenomenons
such as hysteresis and the Stribeck effect [81, 84].
The same adaptation mechanism can be used for the control of the signal to noise
ratio (SNR) which is defined as a power ratio between a signal and a measurement
noise:
SNR(t) =
Psignal
Pnoise
. (5.80)
The wideband high frequency noise corrupts the ideal sinusoidal waveform of the
measured plant output which results in excitation of the estimates of the higher har-
monics. Therefore, the THD value may be used as a measure of the relative power
of the noise at higher frequencies with respect to the fundamental frequency estimate
which contains the meaningful information about the frequency response. Therefore,
we may write:
SNR(t) ≈ A1(t)√{A2(t)2 +A3(t)2 +A4(t)2 +A5(t)2} = 1THD(t) , (5.81)
In the case that the noise level of the measurement channel is known in advance,
the SNR may be alternatively estimated as:
SNR(t) ≈ A1(t)
An
, (5.82)
where An is the level of the measurement noise which can be specified from the known
accuracy rating of the feedback sensor or it is obtained experimentally by measuring
the steady-state variance of the output signal.
In the case that the computed SNR value violates the minimum defined treshold, the
quality of the estimate of F (iω) is low and the amplitude of the input signal has to be
incremented. This can especially happen in the antiresonance region of the frequency
response where the amplitude of the motor speed decays rapidly and information about
the system dynamics can be lost in the measurement noise.
The demand for a large amplitude of the excitation signal with respect to the SNR
and THD indices may lead to an overshoot of the physical limits imposed by the system
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Figure 5.18: Open-loop and closed-loop identification - different identification schemes
(SG - signal generator, P - plant, C - compensator)
(a bounded range of motion, saturation of the actuator or a velocity limit). This is im-
portant especially in the vicinity of the resonance frequencies of the system. When the
measured output gets close to the physical limits, another adaptation rule decreases or
holds the level of the input amplitude. An algorithm which decides whether an incre-
ment or a decrease is actually needed has to be implemented in the experiment logic
(see the range reduction, SNR and THD adaptation modules in Fig. (5.1). Naturally,
there may be some situations in which the physical limits do not allow a sufficient
excitation in order to sufficiently suppress the effects of nonlinearities and an error is
introduced in the obtained estimate of the frequency response.
5.5 Closed-loop identification
As was explained in the previous chapter, the standard open-loop identification scheme
(Fig. 5.18a) may be inapplicable for certain mechanical configurations. Unstable systems
such as robotic arms or mechanisms with hanging loads could collapse due to the
gravity effect. Even for stable systems, it may be advantageous to keep the velocity or
position around some defined working point during the identification experiment (e.g.
a nonnegative average velocity of a free-running system to overcome the friction effects
or a center position in the middle of the available range of motion for a positioning
system).
The usual solution is to implement one of the standard closed-loop schemes (5.18b,c)
with a feedback compensator which stabilizes the system and the signal generator
which produces the input disturbance or the setpoint command. The main drawback of
these configurations is that the controller counteracts the excitation signal in an effort
to stabilize the system. This may significantly affect the power spectrum density of the
overall system input which should sufficiently excite the plant dynamics in the desired
frequency range.
Considering a plant and compensator dynamics which can be expressed in the form
of transfer function polynomials C(s) = d(s)c(s) , P (s) =
b(s)
a(s) , we can derive the closed-loop
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transfer functions from the exciting signal generator ug to the overall plant input up for
the closed-loop schemes (5.18b,c):
Fcl1(s) =
up(s)
ug(s)
=
C(s)
1 + C(s)P (s)
=
a(s)d(s)
a(s)c(s) + b(s)d(s)
,
Fcl2(s) =
1
1 + C(s)P (s)
=
a(s)c(s)
a(s)c(s) + b(s)d(s)
. (5.83)
Assuming that we deal with an oscillatory mechanical system, the weakly damped
complex poles from the polynomial a(s) appear as zeros in both transfer functions
Fcl1, Fcl2 and introduce an antiresonance stop-band region in the frequency response.
For a well tuned closed loop with properly damped poles given by the characteristic
polynomial a(s)c(s) + b(s)d(s), the compensator prevents from the excitation of the
system on its eigenfrequencies even if a wideband or large amplitude signal is pro-
duced by the generator. This can significantly affect the precision of system identifi-
cation in the frequency range which is the most important for the synthesis of vibration
damping controllers. The only solution to overcome this effect is to actually detune the
feedback controller and place the closed loop poles close to the vicinity of the weakly
damped poles of the open-loop system a(s) and compensate the antiresonance in the
corresponding frequency responses (5.83). However, this may cause problems with
the stability of the closed-loop and excessive transient response of the system may oc-
cur during the identification procedure. There are conflicting requirements for sufficient
excitation of the system for the purpose of identification and the requirement of system
stabilization by means of the feedback compensator which tries to minimize the variance
of the plant output.
A so called semi-closed loop scheme is proposed to overcome these problems (Fig.
5.18d). In the first phase, a low-bandwidth compensator which stabilizes the system
is designed. Either a velocity or position controller may be used based on the partic-
ular application demands. A simple integral or proportional-integral controller in the
velocity loop and a proportional controller in the position loop is satisfactory for most
applications. Only rigid dynamics of the system may be assumed for a low desired
closed-loop bandwidth and the procedure for velocity or position control design which
was discussed in the previous chapter may be used. In the phase of the identification
experiment, the feedback is switched from the actual measured output y(t) to its mean
value y0(t), which is estimated using the proposed observer. In the steady state, the
compensator controls only the mean value of the output signal which is kept constant
around a chosen operating point and it does not react to the high frequency compo-
nents of the measured response which are caused by the excitation by the harmonic
disturbance. Provided that the observer bandwidth ω0BW in the DC component chan-
nel is sufficiently large with respect to the closed loop bandwidth of the stabilizing
feedback loop ωclBW we may write:
|FDCy(iω)| =
∣∣∣∣Y0(iω)Y (iω)
∣∣∣∣ ≈ 1 ∀ω < ω0BW , ω0BW >> ωclBW . (5.84)
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The frequency response of a properly designed observer and the corresponding
transfer function to the mean value estimate FDCy(iω) has low-pass characteristics
with the stop-band regions around the fundamental frequency and the higher harmon-
ics (see the last Bode plot in Fig.5.10). Therefore, the high frequency dynamics of the
observer as well as the injection of the exciting harmonic signal does not affect the slow
stabilizing loop whose behaviour remain unchanged with the introduction of the ob-
server into the feedback and the switch-over from the measured output to its estimated
mean value. On the contrary, slow variations in the measured output which may be
excited by a low-bandwidth feedback controller do not affect the measurement process
due to the band-pass shape of the frequency response in the individual observer chan-
nels (first five plots in Fig.5.10). The system frequency response can be identified
in the same way as in the open loop configuration, the feedback compensator
does not influence the identification experiment and vice-versa. The stabilizing
low bandwidth compensator and the high-bandwidth observer operate in a different
frequency range and under assumption of slow variation of the frequency of the signal
generator output they do not influence each other.
The principle of the proposed method is illustrated in (Fig. 5.19) which shows a
simulation experiment with an unstable position controlled system. A flexible robotic
arm is stabilized by the cascade control scheme with a simple integral controller in
the velocity loop and a proportional controller in the position loop. The velocity and
position control gains were computed for a low frequency approximation of the arm
dynamics P (s) = P (s)U(s) ≈ 1Is2 where I is the overall inertia of the arm with respect to
the axis of rotation. At the beginning of the simulation, the system is stabilized at the
operating point p = 0.5rad. The harmonic excitation signal is introduced as the input
disturbance at time t = 100s. The compensator uses the mean value position feedback
p0 to stabilize the system. After a short initial transient, the mean value reaches the
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steady state and the identification experiment proceeds the same the same way as in
the open-loop configuration while compensating the effect of the gravity force and
stabilizing the system around the specified working point.
5.6 Discrete-time implementation
The identification algorithms which were proposed in the previous sections have to be
discretized for the possibility of direct implementation in a sampled data system.
Excitation signal generator
The discrete-time version of the harmonic signal generator (5.1) which was described
in the previous section is obtained in the state space form as:[
x1(k + 1)
x2(k + 1)
]
=
[
cos
(
ω(k)Ts
)
sin
(
ω(k)Ts
)
− sin (ω(k)Ts) cos (ω(k)Ts)
] [
x1(k)
x2(k)
]
;x(0) =
[
0
1
]
y(k) = [A(k) 0]x(k) + u0(k), (5.85)
where Ts is the sampling period and A(k), ω(k), u0(k) denote the actual values of am-
plitude, frequency and DC component, respectively. The chosen state coordinates allow
bumpless changes of the generator frequency in each step of the algorithm during the
sweep phase of the identification. The actual amplitude is obtained from the proposed
adaptation rules by monitoring the THD and SNR indices (direct discrete-time equiva-
lents of the equations 5.77,5.78,5.80) and the range of motion is kept in the allowable
range. The DC component u0 is set by a feedback compensator in the case of the
semi-closed loop identification.
Frequency response observer
There are two possible approaches for the discrete-time implementation of the pro-
posed estimator:
1. Direct discrete-time synthesis - The observer can be designed directly for the
discrete-time description of the signal generator model (5.5). The innovation
gain vector can be computed analogously to the continuous time case either from
the pole-placement problem or using the Kalman filter design procedure.
2. Computation of a discrete equivalent of the continuous-time observer - The
developed continuous observer and the analytical formulas for the innovation
vector gains may be used for derivation of an equivalent sampled-data algorithm.
A proper discretization method has to be chosen in order to preserve important
characteristics of the observer dynamics.
The drawback of the first approach is, that the observer gain values are nonlinear
with respect to the sampling period and the actual value of the fundamental frequency
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ω. It is not possible to derive analytical closed-form formulas as in the case of the
continuous time and the observer gains have to be computed numerically. Either the
pole-placement problem or the discrete algebraic Riccati equation (in the case of the
Kalman filter design) would have to be solved in each step of the identification algo-
rithm during the sweep phase in which the excitation frequency ω(k) varies in time.
This would lead to a high computational burden. Moreover, complex numerical rou-
tines would have to be implemented in a target platform of a real-time control system.
The second approach requires a careful selection of the discretization algorithm.
The zero or first-order-hold methods would cause an inaccurate conversion of the open-
loop observer poles and violation of the inner model principle leading to an imperfect
frequency response at the fundamental frequency and its higher harmonics, i.e.
Fkωy(e
ikωTs) 6= 1; k = 1, 2, ..., 5, (5.86)
where Fkωy(eiωTs) is the discrete-time frequency response of the estimates of the indi-
vidual harmonics kω (analogous to the continuous time observer, see eq. 5.20).
Tustin transform is a suitable method for this case as it provides guaranteed stability
of the resulting discrete equivalent, it leads to good matching in the frequency domain
between the continuous and discrete-time representations and the discretization can
be computed quickly in each iteration of the identification algorithm. Frequency pre-
warping may be used to ensure that the observer response is correct for the fundamen-
tal frequency ω.
The starting point is a continuous LTI system given in the state space form:
x˙(t) = Ax(t) +Bu(t), (5.87)
y(t) = Cx(t).
The discrete-time equivalent is obtained from the application of the bilinear transform
s =
ωpw
tan(ωpwTs/2)
z − 1
z + 1
, (5.88)
which relates the s-domain and z-domain transfer functions, where Ts is the sampling
period of the discrete system and ωpw is the pre-warp frequency. The change of vari-
ables (5.88) leads to the following equality:
Hc(iωpw) = Hd(e
iωpwTs), (5.89)
withHc,Hd denoting the transfer matrices of the continuous and discrete equivalents.
The discrete-time state space model is obtained in the form:
x(k + 1) = Φx(k) + Γu(k), (5.90)
y(k) = Hx(k) + Ju(k),
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where Φ, Γ, H, J are given as follows [7]:
Φ =
(
I +
AT ′
2
)(
I − AT
′
2
)−1
, (5.91)
Γ =
(
I − AT
′
2
)−1
B
√
T ′,
H =
√
T ′C
(
I − AT
′
2
)−1
,
J = C
(
I − AT
′
2
)−1
BT ′/2,
T ′ =
2 tan(ωpwTs/2)
ωpw
.
The continuous linear time-varying observer which was derived in the previous section
is given as:
˙ˆz(t) = ω(t){Aclo zˆ(t) +Bclo y(t)}, (5.92)
w(t) = Izˆ(t),
where the matricesAclo , B
cl
o were defined in (5.42,5.41) and y(t) is the measured plant
output. The output matrix of the system (5.92) is chosen as the identity matrix for the
purpose of discretization since all the observer states are required for the spectral anal-
ysis and they have to be included in the computations of the matrices H,J in (5.91).
The discrete-time equivalent is computed in each sampling period of the identification
algorithm during the sweep phase for the actual value of generator frequency ω(t).
Substitution of the continuous time model (5.92) to the transform (5.91) leads to the
time-varying system in the form of:
x(k + 1) = Φ(k)x(k) + Γ(k)y(k), (5.93)
zˆ(k) = H(k)x(k) + J(k)y(k),
where the time-varying matrices Φ(k),Γ(k),H(k),J(k) are obtained as:
Φ(k) =
(
I +
ω(k)Aclo T
′(k)
2
)(
I − ω(k)A
cl
o T
′(k)
2
)−1
4
= M1(k)M2(k), (5.94)
Γ(k) =
(
I − ω(k)A
cl
o T
′(k)
2
)−1
Bclo ω(k)
√
T ′(k) 4= M3(k)
√
T ′(k),
H(k) =
√
T ′(k)M2(k),
J(k) = M3(k)T
′(k)/2,
T ′(k) =
2 tan
(
ω(k)Ts/2
)
ω(k)
.
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The pre-warp frequency is naturally chosen as the fundamental frequency of the gener-
ator in order to obtain the correct estimate of the system frequency response. Although
the matching condition (5.88) does not hold exactly for the frequencies of the higher
harmonics, the error introduced by the discretization is negligible in practice. More-
over, their precise reconstruction is not necessary as only the approximate values of the
higher harmonics amplitudes are used for the detection of nonlinearities.
Very fast computation of the transform (5.94) is achieved due to the recursive ap-
plication of the repeating terms M1,M2,M3 which are involved in the calculations of
the system matrices. The most time-demanding part is the evaluation of the the matrix
inverse in the term M2(k) =
(
I − ω(k)AcoT ′(k)2
)−1
. Analytical computation is possible
instead of the explicit numerical inversion. We may write:
M2(k) =
Adj
(
I − ω(k)Aclo T ′(k)2
)
det
(
I − ω(k)Aclo T ′(k)2
) . (5.95)
For a chosen closed-loop pole pattern, the determinant and the individual elements
of the adjugate matrix in (5.95) are obtained as constant coefficients polynomials of
variable ω(k)T ′(k) which can be simply evaluated for a particular ω(k) in each sampling
period. Therefore, the inverse matrix M2 is given in the form of:
[M2(k)]i,j =
ci,j0 + c
i,j
1
(
ω(k)T ′(k)
)
+ ci,j2
(
ω(k)T ′(k)
)2
+ ...+ ci,j11
(
ω(k)T ′(k)
)11
dk0 + d
k
1
(
ω(k)T ′(k)
)
+ dk2
(
ω(k)T ′(k)
)2
+ ...+ dk11
(
ω(k)T ′(k)
)11 ,
(5.96)
where ci,j denote the position dependent coefficients of the adjugate matrix and dk are
coefficients of the determinant polynomial. This procedure reduces the computational
time to about one third compared to the direct numerical enumeration of the inverse.
The observer matrices are kept constant in the measurement phase for a particular
value ω(k) = const. and the observer (5.93) reduces to the LTI system.
A complete iteration of the discrete-time observer in the sweep phase including
the discretization requires about 6500 floating point operations. A benchmark was
performed in the Matlab environment with a single-core 2.5Ghz Pentium 4 CPU. The
average running time of the algorithm was about 40 microseconds, 92% of the time
is required for the discretization. Half of this time is needed for the computation of
M2 and the other half for the evaluation of the system matrices. The remaining 8%
lasts for the update of the observer states. For the comparison, the direct computation
of the discrete-time observer using the pole-placement method took approximately 1.8
millisecond with the same computer which is about 40x more. The discrete Kalman
filter calculation needed approximately 12 milliseconds (300x more).
The computational power of today’s industrial computers equipped with multi-core
processors allow us to implement the proposed algorithm in a realtime control sys-
tem for the online estimation of the frequency response with fast sampling rates up to
10kHz or more. Considering the corresponding Nyquist frequency and dividing it by a
factor of ten to obtain a reasonable number of samples per oscillation period, we get
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the approximate maximum frequency 500 Hz which may be detected in the measured
signal. This is satisfactory for most of the industrial motion control systems with reso-
nance frequencies varying typically from dozens to a few hundreds of Herzes. Since the
individual matrices entries can be evaluated separately, the computational time could
be further reduced by proper parallelization of the calculations by means of a multi-
core processor or using a FPGA hardware. Another option is a decrease in the number
of the estimated harmonics to allow a realtime implementation with fast update rates
even in low performance HW platforms.
Stability analysis of the discrete-time algorithm
Stability analysis of the proposed time-varying observer which is used in the sweep
phase should be performed analogous to the continuous-time case to make sure that
the estimation error cannot grow excessively in time between two consecutive mea-
surement points.
Theorem 5.6.1. The discrete LTV observer (5.93) is uniformly asymptotically stable
for an arbitrary sequence of the chosen excitation frequencies provided that ω(k) ∈
(0, piTs ) ∀k > 0.
Proof. Consider the autonomous system which is obtained from (5.93) as
x(k + 1) = Φ(k)x(k). (5.97)
Define S(k, j) to be the state transition matrix of Φ such that
S(k, j) =
{
Φ(k − 1)Φ(k − 2)...Φ(j) for k > j
I for k = j
(5.98)
The solution of the difference equation (5.97) is given as
x(k) = S(k, k0)x(0). (5.99)
The following inequality holds for the Euclidean norm of the state vector
‖x(k)‖ ≤ ‖S(k, k0)‖‖x(0)‖. (5.100)
Therefore, the system is uniformly exponentially stable on [k0,∞) if
‖S(k, j)‖ ≤Mαk−j for arbitrary k0 ≤ j ≤ k <∞ (5.101)
for some scalar constants M > 0, 0 < α < 1 [202].
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Assuming a set of stable eigenvalues of Aclo without any multiplicity, the system matrix
Φ(k) can be rewritten in the form of:
Φ(k) =
(
I +
ω(k)Aclo T
′(k)
2
)(
I − ω(k)A
cl
o T
′(k)
2
)−1
(5.102)
=
(
V IV −1 + γ(k)V DV −1
) (
V IV −1 − γ(k)V DV −1)−1
=
(
V [I+ γ(k)D]V −1
) (
V [I− γ(k)D]V −1)−1
= V
(
I + γ(k)D
I − γ(k)D
)
V −1; Aclo = V DV
−1, γ(k) =
ω(k)T ′(k)
2
where D is the diagonal matrix of eigenvalues of Aclo and V is the corresponding
matrix of eigenvectors. The pair D,V forms the Jordan normal form of Aclo which
is constant for a chosen closed-loop pole distribution of the continuous observer (see
section 1.1.2 for the full derivation). The state transition matrix (5.98) is obtained in
the form of:
S(k, j) = V
k∏
i=j
(
I + γ(i)D
I − γ(i)D
)
V −1 = V D¯(k, j)V −1 for k > j. (5.103)
Upper bound for the norm of the transition matrix is obtained as:
‖S(k, j)‖ ≤ ‖V ‖‖D¯(k, j)‖‖V −1‖. (5.104)
The diagonal matrix D¯(k, j) = diag{d1(k, j), d2(k, j), ..., d11(k, j)} contains products
of the closed-loop eigenvalues zi of the observer obtained from the bilinear transform
which is performed in each discretization step:
di(k, j) =
k∏
l=j
zi(l). (5.105)
Considering that the Euclidean induced matrix norm of D¯ corresponds to its spectral
radius, we may write
‖D¯‖2 =
√
λmax(D¯
∗D¯) = max
∀i
{|di|}; i = 1, ..., 11 (5.106)
The Tustin transform guarantees the stability of the discrete-time equivalents computed
in each step of the algorithm and thus it holds that
|di(k, j)| < 1 for any 0 ≤ j ≤ k <∞, 0 < ω(k) < pi
Ts
. (5.107)
Since ω(k) can take only finite range of values during the sweep phase due to the
limitation by the Nyquist frequency, there definitely exists some time instant kmax which
gives a maximum spectral radius of Φ(k) such that:
ρ
(
Φ(k)
)
= max
∀i
{|zi(k)|} ≤ ρ
(
Φ(kmax)
)
= ρmax < 1; ∀k > 0. (5.108)
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Therefore, the norm of the transition matrix is bounded by the exponential function
‖S(k, j)‖ ≤ ‖V ‖‖D¯(k, j)‖‖V −1‖ ≤ ‖V ‖|V −1‖ρk−jmax, ∀k > j (5.109)
which gives the necessary condition for the asymptotic stability (5.101). Stability for
the case of Aclo follows directly from continuity.
Theorem 5.6.2. The discrete LTV observer (5.93) is stable in the BIBO sense for arbi-
trary values of the measured plant output y(k) and any sequence of the chosen excita-
tion frequencies provided that ω(k) ∈ (0, piTs ) ∀k > 0.
Proof. The solution of the difference equation of the observer (5.93) is obtained in the
form of:
x(k) = S(k, k0)x0 +
k−1∑
j=k0
S(k, j + 1)Γ(j)y(j) (5.110)
zˆ(k) = H(k)S(k, k0)x0 +H(k)
k−1∑
j=k0
S(k, j + 1)Γ(j)y(j) + J(k)y(k).
Since the ω(k) ∈ (0, piTs ) ∀k > 0, the norms of the matrices Γ,H, J are bounded and
the following inequalities may be assumed:
‖Γ(k)‖ ≤ c1, ‖H(k)‖ ≤ c2, ‖J(k)‖ ≤ c3, (5.111)
‖x(0)‖ ≤ c4, ‖V ‖‖V −1‖ ≤ c5, ‖y(k)‖ ≤ c6; ∀k > 0.
The upper bound for the observer output norm may be obtained in the form of:
‖zˆ(k)‖ ≤ ‖H(k)‖‖S(k, k0)‖‖x0‖+‖H(k)‖
k−1∑
j=k0
‖S(k, j + 1)‖‖Γ(j)‖‖y(j)‖+‖J(k)‖‖y(k)‖.
(5.112)
From the result of the exponential stability (5.109) and conditions (5.111), we get:
‖zˆ(k)‖ ≤ c2c5ρmaxc4 + c2c1c6
k−1∑
j=k0
‖S(k, j + 1)‖+ c3c6 (5.113)
≤ c2c5ρmaxc4 + c2c1c6
{
1 + c5(ρmax + ρ
2
max + ρ
3
max + ...+ ρ
k−1
max)
}
+ c3c6
≤ c2c5ρmaxc4 + c6
(
c2c1
(
1 +
ρmaxc5
1− ρmax
)
+ c3
)
.
Therefore, the system is BIBO stable and the observer error is bounded during the
sweep phase.
Practical experiments with the time-varying observer show that the algorithm is
able to track fast varying signals even for the high sweep rates. The tracking perfor-
mance is demonstrated in Fig. (5.20). The plots present the ability of the observer
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Figure 5.20: Sweep phase tracking performance of the discrete LTV observer - first row
- linear frequency sweep, second row - exponential sweep, left - measured and estimated
signal y[k], yˆ[k], right - tracking error (magenta output following error y[k] − yˆ[k], blue
estimated magnitude error, red estimated phase error)
to follow swept harmonic signals which are used in the identification experiment. The
frequency of the observed chirp signal is varied in the range ω(k) ∈ 〈0.1, pi5 〉[rad/s]. The
sampling period is set to Ts = 1 without loss of generality. The upper bound is cho-
sen as the Nyquist frequency divided by five to obtain the maximum value for which
the five harmonics may be detected. The first row corresponds to the linear increase
of the frequency, the second one is obtained for the exponential sweep. The left col-
umn shows the measured and estimated signals, the right one represents the tracking
errors. It can be seen that the observer estimates converge towards the true values
after approximately 1.25 period of the measured signal for both linear and exponential
sweep. The estimation errors does not tend to zero asymptotically, since the open-loop
observer poles do not correspond exactly with the inner model of the signal generator
due to the discretization by the bilinear transform. However, the steady-state values of
the errors are in the order of 0.1% and they are negligible with respect to the errors
which would be caused by a measurement noise and an excited transient dynamics
of the identified system in practice. Moreover, the LTV observer is used only for the
approximate measurement of the frequency response during the sweep phase of the
identification. Therefore, the performance of the algorithm is more than satisfactory.
5.7 Integration into real time control system
The proposed identification method was implemented in the form of a functional block
in the C language. The algorithms were integrated into the REX control system, which
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Figure 5.21: Robust frequency identification (RFID) functional block - Simulink dia-
gram showing the user interface and the principle of interconnection with the identified
system and feedback controller
is being used at the UWB. Matlab version in the form of C-MEX S-function was also
developed for the purpose of numerical simulations. The universal format of the algo-
rithm makes it suitable for an arbitrary platform which supports the C language.
The functional block interface and principle of interconnection with the identified
system is depicted in Fig. (5.21). The user specifies the following set of parameters:
• Desired frequency range of the excitation signal ω ∈ 〈ωb, ωf 〉
• Initial amplitude A(0) and static component u0(0) of the harmonic signal gener-
ator
• Rate of change of the actual generator frequency in the sweep mode (linear or
logarithmic scale)
• Settling time for the measurement mode
• Desired values of the excitation frequency for the acquisition of the frequency
response estimates
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• Desired estimator bandwidth
• Optional parameters of the maximum desired threshold for the THD index, al-
lowed range of the measured output variable and maximum generator amplitude
for the adaptive algorithm
The identification procedure starts with the rising edge of the binary input ID. The
signal generator produces the swept harmonic signal which is fed to the input of the
identified system (mv output in the diagram 5.21). The measured output response
of the system is acquired from the pv input of the block. The generator smoothly
varies the actual frequency of the generated harmonic signal and estimates the actual
point of the frequency response Fˆ (iω) whose real and imaginary parts are copied to
the outputs xres,xims. The frequency sweeping stops at the user specified frequency
values or when an important point of the frequency response is detected (resonance
and antiresonance regions). The block proceeds to the measurement mode, waits for
the steady state and acquires one point of the frequency response which is set to the
xrem,ximm outputs. Successful acquisition of a sample of the frequency response is
signalized by the binary input DAV (data valid). The procedure is repeated until the
end of the desired frequency range ωf is achieved. The estimation algorithm performs
smooth transition between the time-varying observer which is synchronized with the
actual generator frequency during the sweep mode and the linear time-invariant ob-
server which operates in the measurement mode. The user can enable the amplitude
adaptation algorithm which monitors the actual value of the THD index and adjusts the
amplitude of the generated excitation signal in order to achieve consistent performance
even in the presence of a measurement noise and occurence of nonlinearities in the sys-
tem dynamics. Amplitudes of the estimated five harmonics and the static component of
the measured signal are available at the outputs A0-A5. The DC component output A0 is
used as a feedback signal for a stabilizing controller when the closed-loop identification
is required in a particular application. The manipulating variable of the compensator
is fed to the cv input of the block and is added to the excitation signal produced by
the generator. This type of interconnection implements the proposed semi-closed loop
identification scheme.
Simulation example
The functionality of the block is demonstrated by means of the numerical simulation in
the Matlab environment. A three-mass system with two dominant resonance frequen-
cies is used for demonstration of the abilities of the developed algorithms. The plant
transfer function of the identified system is chosen as:
F (s) =
(s2 + 0.06339s+ 0.06057)(s2 + 0.1129s+ 2.064)
(s+ 0.04544)(s2 + 0.04541s+ 0.9985)(s2 + 0.9854s+ 9.12)
. (5.114)
The transfer function represents an oscillatory mechanical system with the rigid and
two dominant weakly damped oscillatory modes (ωn1 = 1 rad/s, ξ1 = 0.02, ωn2 =
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Figure 5.22: RFID block performance - estimation of the plant frequency response (left
amplitude, right phase), red - true frequency response, blue - estimated response during
the sweep mode, red cross - samples acquired during the measurement mode
3 rad/s, ξ1 = 0.16). The identification procedure is executed in the frequency range
ω ∈ 〈0.1, 6〉 rad/swith the sampling period Ts = 0.1s. The obtained frequency response
data are shown in Fig. (5.22). The red line denotes the true amplitude and phase
characteristics of the system (5.114). The red crosses mark the data points which
are acquired in the measurement mode. The blue line shows the estimated frequency
response during the sweep mode. It can be seen that it tracks the real values closely
except for the region of the first resonance around ω ≈ 1 rad/s. The slight mismatch
of the estimate in this range is caused by the transient dynamics of the system which is
excited by the frequency sweeping. The estimation error is most significant especially
before the fourth sampled data point at ω = 1.17rad/s because of the excitation of the
first resonance mode which needs a longer time to damp out. However, the estimation
error in the sweep mode does not affect the accuracy of the samples obtained in the
measurement mode for a constant excitation frequency provided that a long enough
settling time is allowed to reach a steady state response.
The influence of the chosen frequency sweeping rate on the estimation error
during the sweep mode is studied closer in Fig. (5.23). Estimates of the amplitude
frequency response are shown for three different settings of the linear sweep rate coef-
ficient cp. Higher sweep rates lead to stronger excitation of the transient dynamics and
a larger estimation error. The estimates converge to the true values in the measurement
mode when the sweeping stops.
The functionality of the adaptation algorithm is shown in Fig. (5.24). The first plot
shows the manipulating variable generated by the RFID block. The identification is
performed in the semi-closed loop configuration. A feedback compensator in the form
of a PI controller is used to keep the mean value of the plant output at the constant
level A0∗ = 1. The experiment begins at time k = 1000 and the block starts with the
generation of the excitation signal. The amplitude is automatically increased in the first
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Figure 5.23: Sweep mode performance in the vicinity of the system resonance depending
on the frequency sweeping rate, red - true frequency response, blue, green, magenta -
estimated response during the sweep mode for three different choices of linear sweep rate
cp[rad/s per sampling period], red cross - samples acquired during the measurement mode
phase as the actual frequency approaches the first antiresonance peak of the system at
ω ≈ 0.2 rad/s. The measured output is corrupted by a wideband noise and the increase
in the generator amplitude is necessary to keep the desired value of the measured THD
index under the desired value THD∗ = 0.1. Once the excitation frequency approaches
the first resonance, the amplitude needs to be reduced to keep the plant output in the
chosen range |pv| < 8. The amplitude is increased again in the second antiresonance
region and decreases in the vicinity of the second resonance. The red lines in the
THD plot in Fig. (5.24) indicate the moment of acquisition of the frequency response
points in the measurement mode. It can be seen that the desired maximum value of
THD is fulfilled for all the measured points. The last plot in Fig. (5.24) shows the
desired and actual values of the DC component of the plant output. It is shown that
the proposed semi-closed loop scheme performs well. The feedback compensator does
not influence the identification experiment and the DC value is kept at the setpoint
value. The obtained samples of the plant frequency response are consequently used in
the data-fitting routines which compute the model of the plant dynamics.
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Figure 5.24: RFID adaptation algorithm - a) manipulating variable, b) measured plant
output, c) measured THD index and time instants of frequency response acquisition, d)
measured DC component of the plant output
5.8 Summary
This chapter presented a new approach to the frequency identification of electrome-
chanical systems. The main idea is generation of a swept harmonic signal and real-
time estimation of the plant frequency response using a properly designed linear time-
varying observer. Quadratic optimal control theory is used for the computation of the
innovation gains. Stability of the estimator is analyzed using the theory of time-varying
systems. The estimator is supplemented by an adaptive algorithm which adjusts the
amplitude of the generated excitation signal in order to cope with the measurement
noise and eventual occurrence of nonlinearities typical for mechanical systems. The
semiclosed-loop identification scheme is introduced for the possibility of feedback sta-
bilization around a chosen working point. A computationally efficient discrete-time
algorithm which can be used for real-time estimation with high sampling rates is de-
veloped. The proposed method is implemented in the form of a functional block in the
C language.
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6Passive vibration damping using
input-shaping method
The general concept of passive vibration control was introduced in the introductory
chapter. The main goal is to constraint the amount of energy that the mechanical
system receives from the actuators in the vicinity of its resonance frequencies. The
passive approach may be advantageous in several situations:
• Vibration damping of oscillatory loads without additional instrumentation
Many practical motion control systems do not use separate load-side measure-
ment which could serve as a feedback information. The transmission of the reac-
tion forces or torques from the load to the motor side sensor may be insufficient
for a successful implementation of a feedback active vibration damping compen-
sator. A typical example is an overhead crane with a hanging load or a high gear
ratio ball screw drive system of a CNC machine tool.
• Use of a fixed structure feedback compensator which cannot provide the ac-
tive damping functionality
The majority of commercial motion control systems do not allow any customiza-
tion of the compensator structure in the position and velocity control loops. The
standard cascade PID structure may be inefficient for certain mechanical config-
uration and the passive damping is the only way of reducing of the unwanted
oscillations.
• Performance improvement of conservatively tuned loops
The addition of a proper shaping filter may extend the achievable closed-loop
bandwidth or increase the robustness in stability by improving the high-frequency
roll-off of the feedback compensator in the vicinity of the system resonance.
• Composite vibration control
A setpoint command shaping filter may be used in conjunction with a properly
tuned feedback compensator. The feedback controller provides active compen-
sation of vibrations due to external disturbances whereas the feed-forward filter
prevents excitation of the oscillations owing to setpoint variations.
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Thus, proper shaping of the setpoint command or the manipulating variable of the
actuator may significantly reduce the amount of motion induced oscillations which arise
in the flexible load and improve the quality of control. The previous chapter presented
the concept of Zero-vibration filters with time delays which are suitable for this pur-
pose. They offer some important advantages compared to the conventional notch filters
which are implemented in some industrial motion control systems:
• Finite impulse response of the shaper
The usual approach to passive vibration damping is to use a continuous IIR filter
which is designed according to a demanded shape of the stop-band and compute
its discrete-time equivalent for the implementation in a sampled data system. The
infinite impulse response may be impractical for the purpose of setpoint com-
mands shaping as the resulting desired trajectories of motion do not converge to
a steady state in a finite time. Moreover, there may be stability issues of the IIR
filter due to improper discretization [89, 205].
• Ability of infinite damping of a certain frequency
A very high sampling frequency may be needed for the discrete-time implemen-
tation of the IIR notch filters especially when highly a selective shape of the stop-
band with a large amount of attenuation of a certain frequency is required. Prob-
lems with instability or limit cycling of the filter due to quantization may occur.
On the contrary, the Zero-vibration shapers can provide an infinite damping and
zero transmission at a particular frequency which has to be canceled. The stability
of the filter is guaranteed due to its finite impulse response structure.
• Monotone step response of the filter A highly selective IIR filter with a narrow
notch in the stopband region requires a setting of a very low damping of the filter
poles. This leads to a highly oscillatory step response which makes it inapplicable
for the open loop shaping of the command signals. A proper design method of a
Zero-vibration signal can guarantee the desired monotone shape of the filter step
response.
• Smaller amount of delay introduced in the signal path
The Zero-vibration shapers can provide a higher amount of damping and a lower
delay compared to the conventional notch filters (see e.g. an extensive compari-
son of various filter types presented in the survey [179]).
• Analytical design of the shaping filter
Analytical closed-form formulas may be derived for certain types of the shaping
filters for a known model of a system resonance. On the contrary, conventional
FIR notch filter require complex numerical methods for the computation of the
filter coefficients [205].
• Direct specification of robustness to modelling errors
Direct specification of sensitivity of a Zero-vibration shaper to modelling errors
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can be formulated by means of so called sensitivity function which expresses an
amount of motion induced residual oscillations. The sensitivity function shaping
is a more direct approach to the definition of the filter performance compared to
the shaping of the filter amplitude response which is commonly used in the field
of signal processing.
• Simple discrete-time implementation and low order of the filter
Although the design of a Zero-vibration shaper is usually accomplished in the
continuous time domain it can be easily implemented in a sampled data system.
The thesis presents a simple technique for the discretization of the shaper algo-
rithm which compensates a round-off errors due to a finite sampling resolution.
The computational complexity of the shaper algorithm is much lower compared
to the conventional FIR notch filters which require a very high order, typically in
hunderds of samples per impulse response, in order to achieve a desired shape of
the filter frequency response.
The concept of passive vibration damping using the zero vibration input shapers
is well established both in the academic field and industrial practice. However, most
of the theoretical works which have been published use a fixed structure of the filter.
Its parameters are determined only by the location of the system resonances, i.e. the
oscillatory poles of the system which need to be canceled out. The control system
engineer has no additional options to affect the behavior of the filter in the control
loop to perform a fine-tuning of the algorithm for a particular application. This is
the main difference compared to the conventional notch filter design methods where,
for example, the width of the stop band and the level of attenuation at the desired
frequency may be defined to find a suitable trade-off between robustness of the filter
and the delay it introduces into the signal path. The paper [57] is the only work known
to the author which deals with a general parametrization of the shaping filters. Here
the set of three-pulse shapers is completely determined by two parameters which can be
adjusted manually or by some optimization method which minimizes a chosen criterion
function. The following section presents an algorithm for a generalized parametrization
of an input shaper with a minimum set of user parameters. A four-impulse filter which
is described by two user-defined parameters with clear physical meaning was chosen
for practical implementation in a real-time control system. The results published in
author’s papers [87, 206] are presented and further elaborated.
6.1 ZV4 Input Shaper
The starting point is a mathematical representation of a system resonance which is
described by a second order underdamped system with transfer function:
P (s) =
ω2n
s2 + 2ξωns+ ω2n
; ξ < 1, ωd = ωn
√
1− ξ2, (6.1)
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with natural frequency ωn, damping coefficient ξ and damped frequency ωd. This model
represents a single oscillatory mode of a controlled plant which has to be attenuated
by the shaping filter.
A four-impulse sequence input shaper is proposed with the transfer function given in
the form of:
IS (s) =
4∑
i=1
Aie
−tis; Ai ≥ 0,
4∑
i=1
Ai = 1,
0 = t1 < t2 < t3 < t4,
(6.2)
where Ai are amplitudes of the shaper pulses and ti are the values of time-delays of the
filter. Their sum has to be equal to one because of the demand for unitary static gain.
Furthermore, the amplitudes have to be non-negative in order to achieve monotonous
step response which is needed for the smooth shaping of the reference trajectories. The
filter should cancel the unwanted oscillations in a reasonable time with respect to the
damped period of the system Td = 2piωd .
The common procedure of input shaper design was presented in the previous chap-
ter on the example of the two pulse ZV filter. The derivation was performed in the time
domain from the analysis of impulse response of the serial connection of the shaper and
the controlled plant (equation 3.112). A suitable choice of filter amplitudes and time-
delays leads to the exact cancelation of the induced vibrations provided that the values
of the resonance frequency and damping are known. The requirement of resonance
cancelation can be formulated equivalently in the frequency domain as the condition
of zero transmission of the filter at the corresponding frequency:
IS (s) |
s=−ξωn±jωn
√
1−ξ2= 0. (6.3)
Therefore, transmission zeros of the shaper have to be placed in the location of the
system resonance.
The goal is to find a general parametrization of all the four-pulse shapers with
structure (6.2) fulfilling the condition (6.3) with a minimum set of free parameters
with a clear physical interpretation. The equation (6.3) can be rewritten by substituting
σ = −ξωn and ω = ωn
√
1− ξ2 as:
IS (σ + jω) =
4∑
i=1
Aie
−ti(σ+jω) 4=
4∑
i=1
aie
−jκi , (6.4)
where ai = Aie−tiσ, κi
4
= ωti, κ0 = 0, i = 1, ..., 4.
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Figure 6.1: Vector diagram of the four impulse shaper
Now we define the following complex numbers:
Vk
4
=
k∑
i=1
aie
−jκi ; k = 1, ..., 4
αk
4
= pi − ηk+1 = pi − ωd (tk+1 − tk) ; k = 1, . . . , 3,
αk ∈ 〈−pi, pi〉 ,
(6.5)
where ηi = κi − κi−1.
The equations (6.5) form a vector diagram which can be displayed in the complex
plane (Fig. 6.1). The complex numbers Vk represent the vertices of a tetragon with
the edges of length ak. The values of αk have the meaning of the corresponding inner
angles. The angles κi are defined by the time instants of the shaper pulses (see (6.4))
and ηk+1 is the incremental angle of the side belonging to the k-th vertex. Therefore,
the problem of synthesis of the input shaping filter may be formulated as a geometric
problem of construction of a tetragon in a plane.
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By analyzing the geometrical relationships of the tetragon, following formulas can be
derived:
V1 =a1
!
= 1,
V2 = (1− a2 cosα1) + ja2 sinα1,
V3 = (1− a2 cosα1) + a3 cos (α1 + α2) +
+ j [a2 sinα1 − a3 sin (α1 + α2)] ,
V4 = [(1− a2 cosα1) + a3 cos (α1 + α2)− a4 cos (α1 + α2 + α3)] +
+ j [a2 sinα1 − a3 sin (α1 + α2) + a4 sin (α1 + α2 + α3)] .
(6.6)
For the sake of convenience in further analysis, the length of the first edge a1 is set
equal to one without loss of generality. It can be seen that the demand for the zero
transmission of the filter (6.4) is fulfilled only if the last vertex V4 lies in the origin of
complex plane. Thus, the following relation holds:
V4 = 0⇔ ReV4 = 0 ∧ ImV4 = 0. (6.7)
Now a set of four free parameters a2, α1, α2, α3 together with the given a1 = 1 is
sufficient to fully describe the tetragon V1V2V3V4 which exists if and only if the origin
of the complex plane lies inside the affine cone defined by (V2, {f2, f3}). The proof of
this statement is clear from the figure (6.1). The remaining two parameters a3, a4 can
be calculated from the equation (6.6) and condition (6.7) as:
a3 =
a2 sin(α2 + α3)− sin(α1 + α2 + α3)
sin(α3)
!≥ 0, (6.8)
a4 =
a2 sin(α2)− sin(α1 + α2)
sin(α3)
!≥ 0. (6.9)
The inequalities (6.8) and (6.9) follow from (6.2) and their fulfillment needs to be in-
spected in order to find a complete set of admissible values for the free parameters. The
analysis of conditions (6.8) and (6.9) in a general case for the parameters a2, α1, α2, α3
is extremely complicated because of many degenerative conditions which have to be
distinguished. For a practical implementation of the filter, the special case with equidis-
tant shaper times t1, t2, t3, t4 may be considered. From (6.5) it follows that this demand
leads to equal inner angles α1, α2, α3:
α1 = α2 = α3 = α, α ∈< −pi, pi > . (6.10)
This choice reduces the number of parameters to be specified (inner angles α and length
a2) and the problem of finding a complete parametrization of the filter is simplified
significantly. Now the inequalities (6.8) and (6.9) have to be examined to find a set of
admissible values for the parameter a2.
If we consider positive inner angles 0 < α < pi, the following conditions can be
derived. From (6.8) we get:
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• For 0 < α < pi2 :
a3
!≥ 0⇒ a2 ≥ sin(3α)
sin(2α)
⇒ a2 ≥ max{0, sin(3α)
sin(2α)
} 4= a+2 (6.11)
• For pi2 < α < pi :
0 ≤ a2 ≤ sin(3α)
sin(2α)
(6.12)
From (6.9) it holds:
• For 0 < α < pi :
a4
!≥ 0⇒ a2 ≥ sin(2α)
sin(α)
⇒ a2 ≥ max{0, sin(2α)
sin(α)
} 4= a−2 (6.13)
The intersection of the regions defined by (6.11), (6.12) and (6.13) defines a set of
permissible values of a2 with respect to the chosen angle α ∈ (0, 2pi3 ). This set can
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Figure 6.3: Complete parametric plane of the ZV4 shaper
be displayed in the parametric plane (Fig. 6.2). The analysis for the negative angle
α ∈ (−pi, 0) leads to the symmetrical constraint with respect to the vertical axis a2 (Fig.
6.3).
Limit cases for special choice of α
For the choice of the angle α, two special cases can occur:
1. For α1 = α2 = α3 = α = 0 the vector diagram (6.1) degenerates to a set of lines
lying on the real axis. The condition (6.7) reduces to:
1− a2 + a3 − a4 = 0⇒ a4 = 1− a2 + a3. (6.14)
It can be seen that the choice of a2 does not suffice for the complete parametriza-
tion of the filter. In this case, another user parameter for the length a3 needs to
be introduced. Its value can be chosen in the following way:
a4 = 1− a2 + a3
!≥ 0⇒ a3 ≥ a2 − 1. (6.15)
2. For α1 = α2 = α3 = α = pi2 the diagram (6.1) reduces to a rectangle. The lengths
of its sides can be computed from (6.7):
a2 − a4 = 0⇒ a4 = a2,
1− a3 = 0⇒ a3 = 1,
a2
!≥ 0.
(6.16)
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Complete algorithm for shaper design
The shape of the admissible region for the filter parameters defined by the inequalities
(6.11)-(6.13) is quite irregular. Moreover, the range for a2 and a3 extends to infinity.
Therefore, a nonlinear transformation is introduced for the sake of user convenience.
Instead of directly specifying the angle α and side length a2 (plus eventually a3 for
α = 0), the user sets three values:
p1, p2, p3; p1 ∈< −1, 1 >, p2 ∈< 0, 1 >, p3 ∈< 0, 1 > . (6.17)
The filter parameters (6.2) are calculated as follows:
1. If p1 <> 0 then:
α = p1
2pi
3
(6.18)
a2 =
{
a−2 +
p2
1−p2 ; for 0 < α ≤ pi2 ,
a+2 p2; for
pi
2 < α ≤ 2pi3
, (6.19)
a3 =
a2 sin(2α)− sin(3α)
sin(α)
, (6.20)
a4 =
a2 sin(α)− sin(2α)
sin(α)
, (6.21)
where a+2 , a
−
2 were defined in (6.11) and (6.13).
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If p1 = 0 then:
α = 0, (6.22)
a2 =
p2
1− p2 , (6.23)
a3 = min{a2 − 1, p3
1− p3 }, (6.24)
a4 = 1− a2 + a3. (6.25)
The equations (6.19)-(6.25) transform the irregularly shaped admissible region
for parameters α, a2, a3 into a rectangle in the parametric plane {p1, p2} in the
case of p1 <> 0 (Fig. 6.4) and into a square in the plane {p2, p3} for p1 = 0 (Fig.
6.5). This provides much more comfortable selection of the filter parameters for
the user.
2. The shaper pulses are equidistantly spaced in time and the values of the time
instants ti can be derived from (6.4) and (6.5):
T =
(pi − α)
ωd
,
t1 = 0, t2 = t1 + T, t3 = t2 + T, t4 = t3 + T.
(6.26)
3. The amplitudes of the pulses Ai can be obtained from substitution (6.4). Because
of the fixed choice of the first side length (a1 = 1) which was made in (6.5) the
tetragon {V1, V2, V3, V4} needs to be rescaled to fulfill the demand for unitary gain
of the filter (
4∑
i=1
Ai = 1):
a¯1 = a1 = 1, a¯2 = a2e
−ξωnt2 ,
a¯3 = a3e
−ξωnt3 , a¯4 = a4e−ξωnt4 ,
k¯ = a¯1 + a¯2 + a¯3 + a¯4,
A1 =
a¯1
k¯
, A2 =
a¯2
k¯
, A3 =
a¯3
k¯
, A4 =
a¯4
k¯
.
(6.27)
By using the above-mentioned algorithm, an arbitrary Zero vibration shaping filter
with equidistantly spaced pulses can be designed. The important result is that all the
standard two, three or four-pulse shapers that have already been described in the
literature can be obtained for a special choice of parameters p1, p2, p3. This state-
ment holds for example for the Zero Vibration (ZV), Zero Vibration Derivative (ZVD),
Zero Vibration Double Derivative (ZVDD) and two-hump Extra Insensitive (2HEI) filters
(Fig. 6.5). In the case of two or three-pulse shapers, the corresponding number of pulse
amplitudes is set to zero, thus for example for any two-pulse ZV filter the algorithm
computes A3 = A4 = 0. The table 6.1 shows the values of parameters p1, p2, p3 which
lead to the standard filter types. Three examples are shown for 2HEI filter and different
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Figure 6.5: Transformed parametric plane of the symmetric filter for p1 = 0
values of tolerated relative amplitude of excited oscillations Vtol = 1%, 2%, 5%. For the
2HEI filters, the parametrization shown in (6.1) is valid only for an undamped oscilla-
tory mode model (ξ = 0). The reason is that the 2HEI filter cannot be expressed in an
explicit form for a nonzero damping. In this case, the filter parameters are functions
of system damping and need to be calculated numerically. However, some correspond-
ing values of p1, p2, p3 can be found for each computed filter. The Extra Insensitive
(EI) filter does not fulfill the zero vibration condition (6.3) and therefore it cannot
be obtained directly using the proposed algorithm. Nevertheless, the same filter with
shifted frequency response may be found and this shift can be adjusted by moving the
desired ωn to get the filter equal to EI. More details about the basic filter types and their
properties can be found in [175].
Physical interpretation of shaper parameters
The main advantage of the proposed parametrization is that a clear physical meaning
can be found for the user parameters. Each of the chosen values modifies the shape of
the frequency response of the filter in a different way.
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Filter type p1 p2 p3
ZV 0 0.5 0
ZVD 0 2/3 0.5
ZVDD 0 3/4 3/4
2HEI 5% 0 0.6803 0.6803
2HEI 2% 0 0.7075 0.7075
2HEI 1% 0 0.7274 0.7274
Table 6.1: Parameter setting for basic filter types
0 0.5 1 1.5 2 2.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Input frequency ω[rad]
Fi
lte
r a
m
pl
itu
de
 re
sp
on
se
 A
(jω
)
ωd=
p1=0.3p1=0.2p1=0.1p1=−0.1
p1=−0.2
p1=−0.3
Figure 6.6: Asymmetric filter amplitude response for various values of p1
The constant p1 is called Duration and asymmetry parameter. From (6.26) it can
be seen that α and therefore p1 directly determines the overall length of the filter
impulse function Tf = t4. By substituting from (6.18) it follows that Tf takes values
between 2.5Td for p1 = −1 and 0.5Td for p1 = 1. From (6.2) it holds that the zero
transmission point of the frequency response repeats periodically with cycle ωp = 6piTf .
The result is that the parameter p1 shifts the filter frequency response with respect
to the damped frequency of the controlled system ωd. This effect is demonstrated on
figure (6.6) where different values of p1 were chosen for fixed p2 = 0.1 and system
parameters ωn = 1, ξ = 0. For a positive choice of p1 ∈ (0, 1), an asymmetric filter with
a right-shifted frequency response is obtained. For a negative p1 ∈ (−1, 0), we get a
displacement to the left. The choice p1 = 0 results in a symmetric frequency response.
For the limit values p1 = ±1 the filter degenerates to the two-pulse ZV shaper.
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The Insensitivity parameter p2 determines the width and the level of attenuation of
the filter stopband and thus affects the robustness against the uncertainty in the model
of the system resonance (Fig. 6.7). An increase of p2 results in a wider stopband and
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increase of attenuation. For the values p2 ∈ (0.5, 1) (region No.1 on figure 6.4), we
obtain filters with a frequency response which is identical to the filters from the lower
half of the rectangle (regions No.2 and No.3). The only difference is in the transposition
of the first and last amplitude (A1=A4 and vice versa). Therefore, only regions 2 and
3 should be taken into consideration for practical applications.
The Additional parameter p3 needs to be chosen if p1 is set to zero. This corresponds
to the parametric plane {p2, p3} which is displayed in figure 6.5. The filter length is
fixed to Tf = 1.5Td. There exist a forbidden region in the parametric square which is
constrained by function p3 = 2 − 1p2 (this can be obtained from the condition (6.15)).
The choice of p2 and p3 inside of this zone produces a negative value of some pulse
amplitude Ai. The result is that the filter itself contain an oscillatory dynamics and
therefore it is not suitable for the command shaping. The most useful filters can be
found by picking the free parameters p2, p3 from the diagonal p2 = p3; p2, p3 ∈< 0, 1 >.
For the values of p2 = p3 ∈< 0, 0.75) we get robust symmetrical two-hump filters.
Again, the value of the free parameters directly affects the shape of the stopband. The
choice of p2 = p3 = 0.75 leads to the standard ZVDD filter. For the higher values the
frequency response shrinks and the limit choice p2 = p3 = 1 corresponds to ZV filter.
The property of amplitude response shaping using the free design parameters was
explained on an example of zero damping system for ξ = 0. Nonzero damping of the
plant resonance leads to a change of the shape of the filter frequency response since
the amplitude response of the shaper is generally nonzero for this case. However, the
described properties of the filter parameterization are also valid for a more general
characteristics which is known as the shaper sensitivity function and which expresses
a relative amount of induced oscillations. Therefore, the achieved property of clear
physical interpretation for the filter parameters in terms of the amount of provided
level of vibration attenuation holds for an arbitrary value of the system damping. The
two design parameters may be used for smooth tuning of the filter dynamics and
the user can easily find a suitable trade-off between the robustness against the
uncertainty in the model of the system resonance and the amount of introduced
delay. Moreover, the standard Zero vibration filters which are commonly referenced in
the literature are shown to be special cases of the given set of input shapers.
6.2 Discrete-time implementation of the input-shaping filter
The proposed algorithm was implemented in the form of a functional block in the
C language and integrated into the REX control system and in the Matlab-Simulink
environment. The universal format of the functional block makes it suitable for an
arbitrary platform of a real-time control system which supports the C language.
The functional block interface and principle of interconnection with the identified
system is depicted in Fig. (6.9). Feed-forward or feedback connection with the con-
trolled plant is possible (the advantages and drawbacks of these two schemes are dis-
cussed in the following section).
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Figure 6.9: ZV4 input shaper - a) feed-forward connection (command shaping), b) feed-
back connection (manipulating variable shaping)
The user specifies the following set of parameters:
• Natural frequency of the system resonance ωn[rad/s]
• Relative damping coefficient ξ
• Selection of filter type (basic filters vs full parameterization)
• Three use parameters p1, p2, p3 which determine the shape of the filter frequency
response in the case that the full parameterization option has been chosen
The fine-tuning of the filter parameters can be performed either manually or in
a special graphical user interface which displays the important plots showing the re-
sponse of the filter in the time and frequency domains.
The analytical design of the input shaper was performed in the continuous time.
Proper discretization of the shaper algorithm is necessary for the implementation in a
sampled-data system. The output of the input shaper algorithm is given by equation:
y(t) = A1u(t− t1) +A2u(t− t2) +A3u(t− t3) +A4u(t− t4). (6.28)
The discrete-time algorithm may be implemented effectively with use of a cyclic buffer.
One dimensional array of the length corresponding to the largest time delay t4 stores
the samples of the input variable u(kTs). Proper samples with the time shift correspond-
ing to the individual time-delays are multiplied by the appropriate weights, summed
and copied to the block output y(kTs).
A particular issue of the discrete-time implementation of the equation (6.28) is the
problem of quantization of the applicable time-delay due to the limited resolution
which is given by the sampling period of the algorithm. The general parameterization
of the filter which is performed in the continuous-time domain may result in arbitrary
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Figure 6.10: Input shaper discretization - left - vector decomposition of the continuous
shaper pulse, right - impulse response of the continuous time four-pulse shaper (blue) and
its discrete equivalent seven-pulse shaper (red)
values of the time delays ti which do not necessarily attain integer multiples of the
sampling period. Imperfect realization of the precise value of the time-delays may
result in de-tuning of the discrete-time filter and may lead to excitation of the unwanted
residual oscillations. There are generally three approaches to handling this situation:
1. Simple round-off of the time-delay values to the nearest integer multiple of
the sampling period
This approach can work well for fast sampling rates where the effect of the round-
ing will be negligible. However, significant error may arise in the case of large
sample times comparable to the damped period of the oscillations.
2. Utilization of the proposed parametrization for automatic selection of proper
filter length
The equation (6.26) for the filter pulses times reveals that the duration parameter
p1 directly determines the values of the filter time-delays. For an arbitrary user-
specified shaper, the parameter may be automatically adjusted to find a nearest
filter with the time-delays which correspond to the integer multiples of the actual
sampling period. The resulting filter does not introduce any discretization error.
However, its frequency response may differ from the original specification of the
user in the case of long sampling periods.
3. Exact computation of a discrete-time equivalent
The problem of the continuous filter discretization can be solved using the geo-
metrical representation of the shaper algorithm. Each pulse and the correspond-
ing time-delay of the filter can be displayed as a vector aie−jκi in the complex
plane (see Fig. 6.10 left and the shaper vector diagram 6.1). The base angle
from the real axis is given by the value of the particular time-delay and damped
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frequency of the controlled system. The discrete-time shaper cannot implement
arbitrary values of the time-delay due to the finite sampling period. The idea
of exact discretization is to decompose the vector of the continuous shaper into a
set of two vectors with the base angles κ+i , κ
−
i corresponding to the adjacent sam-
pling times. The vector decomposition is applied to all pulses of the continuous
time shaper which do not fit exactly to an integer multiple of the given sampling
period. The resulting discrete-time shaper preserves the zero-vibration condition
since the last vertex of the polygon which arises from summation of the individ-
ual shaper pulses (equations 6.3-6.7) remains in the origin of the complex plane.
The obtained discrete-time equivalent is a 7 pulse shaper which approximates the
original 4 pulse continuous filter (Fig. 6.10 right).
Exact shaper discretization algorithm
The vector of the continuous-time shaper which needs to be decomposed is given as:
vi = Aie
tiξωnejtiωn
√
1−ξ2 , aiejκi = ai cos(κi) + jai sin(κi). (6.29)
Vector decomposition is performed to obtain a set of two adjacent vectors with the base
angles corresponding to the nearest sampling time instants:
v−i = a
−
i e
jκ−i = a−i cos(κ
−
i ) + ja
−
i sin(κ
−
i ); κ
−
i = kTsωn
√
1− ξ2, (6.30)
v+i = a
+
i e
jκ+i = a+i cos(κ
+
i ) + ja
+
i sin(κ
+
i ); κ
+
i = (k + 1)Tsωn
√
1− ξ2. (6.31)
The condition of the vector addition is formulated as:
v+i + v
−
i
!
= vi. (6.32)
Comparison of the real and imaginary parts in (6.32) leads to a set of linear equations
for the unknown amplitudes a−i , a
+
i :[
cos(κ−i ) cos(κ
+
i )
sin(κ−i ) sin(κ
+
i )
] [
a−i
a+i
]
=
[
ai cos(κi)
ai sin(κi)
]
. (6.33)
The analytical solution is obtained in the form of:
a−i = −
ai sin(κi − κ+i )
sin(κ+i − κ−i )
, (6.34)
a+i =
ai sin(κi − κ−i )
sin(κ+i − κ−i )
. (6.35)
Division by the envelope exponential due to the system damping is necessary to obtain
the correct pulse amplitudes:
A−i =
a−i
ekTsξωn
, (6.36)
A+i =
a+i
e(k+1)Tsξωn
. (6.37)
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Figure 6.11: Input shaper discretization - rounding vs exact computation, left - shaped
input, right - plant output response
Finally, the normalization of the pulse amplitudes has to be performed in order to
achieve the unitary steady state gain
n∑
i=1
Ai = 1:
Ai =
Ai
n∑
i=1
Ai
∀i. (6.38)
The proposed discretization technique is demonstrated on a numerical example. An
underdamped second-order oscillatory system with natural frequency ωn = 1 rad/s and
damping coefficient ξ = 0.01 is considered as the model of the plant resonance. A four-
impulse shaper is designed using the proposed parameterization with user specified
values p1 = 0.5, p2 = 0.5. This choice leads to the following values of time-delays and
pulse amplitudes:
t = {0, 2.0945, 4.1890, 6.2835}, A = {0.1720, 0.3368, 0.3298, 0.1615}. (6.39)
The step response of the continuous-time filter and the response of the system to
the shaped input are shown as blue plots in Fig. (6.11). It can be seen, that the
vibrations are completely canceled-out in the finite time at the time instant of the last
filter pulse t = t4 = 6.2835 (approximately one period of the unshaped response).
The discretization of the shaper is performed using the rounding method for a chosen
sampling period Ts = 0.5s. This leads to the time-delay values:
t = {0, 2, 4, 6.5}. (6.40)
The pulse amplitudes remain unchanged. The quantization error in the pulse timing
introduces an imperfect cancelation of the oscillatory poles of the system and excita-
tion of the vibrations with amplitude about 10% (red plot in Fig. (6.11) right). The
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proposed interpolation technique divides the shaper pulses to the couples which occur
at the adjacent sampling times (Fig. 6.10 right) leading to the seven-pulse shaper in
the form of:
t = {0, 2, 2.5, 4, 4.5, 6, 6.5}, A = {0.1683, 0.2715, 0.0646, 0.2064, 0.1261, 0.071, 0.092}.
(6.41)
This leads to the complete elimination of the discretization error. The resulting
shaper preserves the zero vibration condition and the level of excited residual oscila-
tions is forced to zero (green lines in Fig. (6.11)).
6.3 Multiple modes input shaping
Industrial motion control systems often exhibit an oscillatory dynamics with multiple
resonance modes due to the flexible mechanics. The input shaping method can be
adopted even for such cases. There are three possible approaches to passive vibration
control of multiple resonance system:
1. Damping of the first mode
The shaping filter can be designed only for the first dominant resonance of the
system and the higher modes are ignored. Sufficient damping of the higher res-
onances may be achieved due to the repetitive nature of the amplitude response
of the zero-vibration filters and the performance may be satisfactory.
2. Convolution of multiple single-mode shapers
Multiple input shapers can be designed separately for the individual resonances
of the system and be connected in series. The serial connection forms a multi-
mode shaper which preserves the zero-vibration conditions for all the resonance
frequencies due to the principle of linearity. For a couple of two input shaping
filters with the impulse function h1, h2 in the form of
h1(t) =
n1∑
i=1
A
(1)
i δ(t− t(1)i ), h2(t) =
n2∑
j=1
A
(2)
i δ(t− t(2)i ), (6.42)
we obtain a resulting impulse function h12 of their serial connection from the
convolution
h12(t) = h1(t) ∗ h2(t) =
n1∑
i=1
A
(1)
i
n2∑
j=1
A
(2)
j δ(t− t(1)i − t(2)j ). (6.43)
The impulse function has an overall length which corresponds to the sum of the
lengths of the individual single-mode filters. The number of pulses/time-delays is
given as the product of the pulse numbers of the connected filters. The resulting
shaper may be sub-optimal due to the unnecessary large overall length which leads
to long rise times in the loop.
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3. Direct synthesis of a multi-mode shaper
A multi-mode shaper can be computed directly from the specification of the sys-
tem resonances and from the desired shape of the filter sensitivity function. The
following section presents a numerical approach based on the linear program-
ming method.
Multi-mode input shaper synthesis using the linear programming approach
The model of the plant resonances is given as a product of the second-order terms
corresponding to the individual oscillatory modes:
P (s) =
m∏
k=1
ω2k
s2 + 2ξkωks+ ω
2
k
. (6.44)
A general n-impulse shaping filter is described by the transfer function:
IS (s) =
n∑
i=1
Aie
−tis; 0 = t1 < t2 < ... < tn, tk+1 − tk = const. = Ts ∀k. (6.45)
Equidistant timing of the filter pulses with a defined spacing Ts is assumed (Ts must
not be confused with the sampling period of the discrete-time filter since we are still
dealing with the continuous-time domain). This condition reduces the number of un-
known variables and simplifies the procedure of the shaper computation. The resulting
filter does not necessarily have to be equidistant as some amplitudes may be set to
zero. Therefore, this assumption does not pose significant limitation for the achievable
shaper dynamics.
Unitary gain of the shaper is required giving the equation:
n∑
i=1
Ai
!
= 1. (6.46)
Positive values of the filter amplitudes have to be considered in order to achieve a
monotonous step response which is necessary for smooth command shaping. This leads
to the inequality constraints in the form of:
Ai > 0 ∀i. (6.47)
The multi-mode shaper has to fulfill the zero-vibration condition for all the resonances
analogously to the single-mode case:
IS
(
s = −ξkωk ± jωk
√
1− ξ2k
)
!
= 0; k = 1, 2, ...,m (6.48)
Again, the vibration damping condition (6.48) for a particular mode may be expressed
graphically in the form of a vector diagram in the complex plane (Fig. 6.12). Successive
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Figure 6.12: Vector diagram of the n-impulse shaper
addition of the individual complex vectors form a polygon whose vertices are obtained
by substitution of the condition (6.48) to the transfer function (6.45):
V1 = A1, (6.49)
V2 = V1 +A2e
Tsξkωke−jTsωk
√
1−ξ2k ,
V3 = V2 +A3e
2Tsξkωke−j2Tsωk
√
1−ξ2k ,
...
Vn = A1 +
n∑
l=2
Ale
(l−1)Tsξkωk cos(κl) + j
n∑
l=2
Ale
(l−1)Tsξkωk sin(κl)
, C(ωk, ξk) + jS(ωk, ξk); κl = (l − 1)Tsωk
√
1− ξ2k,
where C(ωk, ξk) denote the real part of the expression including the cosine terms and
S(ωk, ξk) corresponds to the imaginary part with the sum of sines.
Assuming an apriori chosen pulse spacing time Ts, the m zero vibration conditions
(6.48) for the individual resonance modes lead to 2m linear equality constraints for the
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n unknown amplitudes Ai which are obtained from (6.49) as:
C(ωk, ξk)
!
= 0 (6.50)
S(ωk, ξk)
!
= 0; k = 1, 2, ..,m.
The number of solutions of the linear equations system depends on the chosen number
of shaper pulses. Three distinct cases may occur:
1. n < 2m
The number of shaper pulses is too low. There is no solution for the given number
of resonances and the shaper cannot be computed.
2. n = 2m
There is exactly one solution which can by computed numerically. The condition
of positiveness of the shaper amplitudes (6.47) may be violated for a particular
choice of filter spacing time Ts. Furthermore, there are no additional degrees
of freedom for a specification of some additional requirements on the shaper
dynamics.
3. n > 2m
There is an infinite number of linearly dependent solutions. Numerical optimiza-
tion may be used to acquire a particular solution which fulfills some additional
design requirements.
The additional degrees of freedom in the case of infinite solutions may be used for a
definition of a specified maximum level of the excited vibrations in the case of mod-
elling errors. A suitable tradeoff between the robustness and the introduced delay may
be chosen. Moreover, unnecessary pulses of the input shaper may be set to zero to
obtain the simplest filter with the shortest length.
One of the useful design requirements is the specification of the robustness to the
modelling errors of a particular mode of the system. A model of the k − th resonance
of the system (6.44) and the corresponding impulse function are given as:
Pk(s) =
ω2k
s2 + 2ξkωks+ ω
2
k
, hk(t) =
ωk√
1− ξ2k
e−ξkωkt sin(ωdt); ωd = ωk
√
1− ξ2k.
(6.51)
The general n-pulse shaper impulse function is defined as:
hs(t) =
n∑
i=1
Aiδ(t− ti). (6.52)
The overall impulse response of the k − th mode to the shaped input is obtained from
convolution of hs(t) and hk(t) as:
h(t) =
n∑
i=1
Aihk(t− ti)1(t− ti), (6.53)
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where 1(t) is the Heaviside step function.
For the time t > tn, we obtain:
h(t) =
n∑
i=1
Aihk(t− ti) = ωk√
1− ξ2k
e−ξkωkt
√
C(ωk, ξk)2 + S(ωk, ξk)2 sin(ωdt− ψ),
(6.54)
where
C(ωk, ξk) =
n∑
i=1
Aie
ξkωkti cos(ωdti), S =
n∑
i=1
Aie
ξkωti sin(ωdti), ψ = arctan
S
C
. (6.55)
The maximum amplitude of oscillations excited by the shaped input signal is obtained
for time t = tn as:
Asmax(ωk, ξk) =
ωk√
1− ξ2k
e−ξkωktn
√
C(ωk, ξk)2 + S(ωk, ξk)2. (6.56)
The maximum amplitude of the unshaped impulse function which corresponds to the
unitary impulse A1 = 1 at t1 = 0 is obtained from (6.51):
Aumax(ωk, ξk) =
ωk√
1− ξ2k
. (6.57)
The normalized ratio between the shaped and unshaped amplitudes is usually intro-
duced to form a performance index of the shaping filter which specifies the relative
amount of excited vibrations:
Ar(ωk, ξk) =
Asmax
Aumax
= e−ξkωktn
√
C(ωk, ξk)2 + S(ωk, ξk)2. (6.58)
The zero-vibration condition (6.48) for a particular mode leads to the equality con-
straint for the shaper amplitudes in the form of:
Ar
!
= 0⇒ C(ωk, ξk) != 0 ∩ S(ωk, ξk) != 0. (6.59)
Inspection of the vector diagram of the shaper (Fig. 6.12) and the corresponding equa-
tions (6.49) reveals that the geometric interpretation of the ZV condition (6.59) impli-
cates the necessity for placement of the last vertex Vn of the shaper in the origin of the
complex plane.
The introduced relative vibration damping ratio (6.58) may be used to evaluate the
sensitivity of the shaper to the modelling errors. The relative amplitude Ar may be
computed for the varying ωk in a desired frequency range:
S(ω) = Ar(ω, ξk); ω ∈ 〈0, ωmax〉. (6.60)
The resulting plot is often called a shaper sensitivity function since it expresses the
amount of excited vibrations as a function of a resonance model mismatch. Similarly,
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the sensitivity function may be obtained for the varying relative damping coefficient.
However, it was shown that the sensitivity to the precision of the damping parameter
is relatively low for most of the ZV shapers and the frequency sensitivity function is
essential for the evaluation of the filter robustness.
Inequality constraints which define a maximum level of the excited vibrations for
particular frequencies may be defined to shape the sensitivity function of the filter:
S(ωsi ) ≤ Smaxi ; i = 1, .., s (6.61)
where ωsi are properly chosen sensitivity function points which can be set in the vicinity
of the assumed resonance frequencies to specify the desired width of the shaper stop-
band. Geometric interpretation of the inequality (6.61) leads to the limitation of the
maximum distance of the last vertex Vn from the origin in the shaper vector diagram.
Therefore, we may write:
S(ωsi ) = e
−ξkωsi tn |Vn(ωsi , ξk)| = e−ξkω
s
i tn
√
C(ωsi , ξk)
2 + S(ωsi , ξk)
2 ≤ Smaxi . (6.62)
The constraint (6.62) can be imposed by limiting the absolute value of the sine and
cosine terms:
|C(ωsi , ξk)| ≤
Smaxi e
tnξkω
s
i√
2
∩ |S(ωsi , ξk)| ≤
Smaxi e
tnξkω
s
i√
2
. (6.63)
The factor
√
2 is obtained from a square inscribed inside the circle defining the max-
imum radius of the complex number Vn. The conditions (6.62) define four linear in-
equality constraints for the filter amplitudes Ai for each sensitivity point specification.
Another robustness condition may be derived from the requirement of zero derivative
of the sensitivity function at the resonance frequency points:
∂S(ωk)
∂ωk
!
= 0. (6.64)
This enforces a flat shape of the sensitivity function around the saddle point given
by the zero-vibration condition and produces robust shapers which are insensitive to
modelling errors. Since the sensitivity function is directly proportional to the magni-
tude of the complex number Vn, it is clearly seen that the condition (6.64) is fulfilled
for zero derivatives of the sine and cosine terms in (6.49). Therefore, we get a set of
two conditions:
∂C(ωk, ξk)
∂ωk
=
n∑
i=1
Aitiξke
tiξkωk cos (tiωd)−
n∑
i=1
Aitie
tiξkωk sin (tiωd)
√
1− ξk2 != 0,
∂S(ωk, ξk)
∂ωk
=
n∑
i=1
Aitiξke
tiξkωk sin (tiωd)−
n∑
i=1
Aitie
tiξkωk cos (tiωd)
√
1− ξk2 != 0.
(6.65)
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Closer inspection of the summations in (6.65) lead to a set of two linear constraints for
the unknown amplitudes:
n∑
i=1
Aitie
tiξkωk cos (tiωd)
!
= 0,
n∑
i=1
Aitie
tiξkωk sin (tiωd)
!
= 0.
(6.66)
It can easily be shown that the same conditions as in (6.66) are obtained for the deriva-
tive of the sensitivity function with respect to the relative damping:
∂S(ωk)
∂ξk
!
= 0. (6.67)
Therefore, the robustness is achieved against the modelling errors both in resonance
frequency and damping parameters. The robustness can be further improved by forcing
the higher derivatives of the sensitivity functions to zero, i.e.:
∂lS(ωk)
∂ωlk
!
= 0. (6.68)
Continuing in computations of the higher partial derivatives in (6.65) leads to the linear
constraints for the shaper amplitudes in the form of:
n∑
i=1
Ait
l
ie
tiξkωk cos (tiωd)
!
= 0,
n∑
i=1
Ait
l
ie
tiξkωk sin (tiωd)
!
= 0.
(6.69)
Optimization procedure for the multi-mode shaper design
The derived conditions for the robust shaper design can be used for the numerical opti-
mization of the filter parameters. The linearity of the obtained equality and inequality
constraints can be used for the formulation of the optimization problem in terms of the
linear programming method [174]. This allows for utilization of some of the well es-
tablished and computationally efficient numerical methods e.g. the simplex algorithm
or interior point method [207, 208].
The optimization problem is set as a minimization of a linear cost function:
J = fTx, (6.70)
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subject to the linear equality and inequality constraints:
Ceqx = deq, (6.71)
Cx ≤ d, (6.72)
lb ≤x ≤ ub. (6.73)
The equality constraints (6.71) are obtained in the form of:
• Zero-vibration conditions
Each of the resonance modes which needs to be attenuated gives two equality
constraints for the sine and cosine terms in (6.59).
• Unitary static gain condition
The sum of the filter amplitudes has to be equal to one.
• Sensitivity function derivatives conditions (optional)
Each specification of a derivative leads to the two equality constraints (6.66).
The inequality constraints (6.71) are defined as:
• Specified maximum sensitivity conditions (optional)
Each defined upper bound for a sensitivity function value gives four inequality
conditions (6.63).
• First pulse positiveness condition
The first pulse should be nonnegative in order to minimize the overall time-delay.
Lower and upper bounds (6.73) are given as:
• Nonnegative pulse amplitude condition
Positive values of the pulse amplitudes are required for the monotonous step
response of the filter.
• Maximum pulse amplitudes conditions (optional)
The pulse amplitudes may be limited in order to penalize steep changes in the
shaped signal.
The objective function may be set to penalize the higher shaper amplitudes in order to
minimize the complexity and overall length of the filter by zeroing unnecessary pulse
amplitudes. Two possible weighting schemes are proposed:
J1 =
[
0 1 1 . . . 1
]
AT , (6.74)
J2 =
[
1 k + 1 2k + 1 . . . k(n− 1) + 1 ]AT ; k > 0, (6.75)
where A is the unknown amplitudes vector. The first scheme uses equal weights for all
the shaper amplitudes except the first one (otherwise, the criterion function would be
meaningless, since the sum of all pulses is constrained to be equal to one). The second
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criterion uses an increasing linear scale for the amplitudes weights and tend to produce
filters with shorter overall length and faster rise times.
Finally, the number of shaper amplitudes n and pulse time spacing Ts has to be
specified prior to performing the numerical optimization. The following procedure is
proposed:
1. Set the pulse spacing time equal to the desired sampling period of the control
system Ts = T . Set the number of pulses to be greater than the number of the
constraint equations n > dim(deq) to achieve sufficient degrees of freedom.
2. Perform the numerical optimization using the linear programming algorithm. If
no feasible solution which suits the specified inequality constraints is found, in-
crease the number of the filter pulses by one.
3. Repeat the previous step until a feasible solution is found. The resulting overall
filter length is given as Tf = (n− 1)Ts.
4. Increase the pulse spacing to the next integer multiple of the sampling period
Ts = kT . Repeat steps 2 and 3. Reasonable upper bound for the maximum
feasible time spacing may be obtained from the basic two-pulse shaper for the
first resonance mode as Ts ≤ pi/ωd1.
5. Maximum overall filter length Tf , number of shaper pulses n or proper combina-
tions of both criterions can be used for the selection of the final solution which
fulfills the design requirements.
Numerical example
An example is given to demonstrate the proposed design method. A three-mode shaper
needs to be designed for the resonance modes parameters:
ω1 = 1 rad/s, ω2 = 2.25 rad/s, ω3 = 3.4 rad/s, ξ1,2,3 = 0.1. (6.76)
Specified insensitivity to modelling errors is given in terms of the defined maximum
level of excited vibrations to be less than 5% in the range of ±15% around the assumed
resonance frequencies. The sampling period is set to T = 0.01s. The convolution
method is compared to the proposed direct optimal design procedure.
Convolution 3xZVD shaper
The first design uses the conventional approach of independent shaper synthesis for
the individual modes. Three ZVD filters are connected in series to form a multi-mode
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shaper with parameters:
t ={0, 0.9287, 1.4030, 1.8570, 2.3317, 2.8070, 3.1570, 3.2600, 3.7357, 4.0857, (6.77)
4.5600, 4.6640, 5.0140, 5.4887, 5.9640, 6.3150, 6.4170, 6.8927, 7.2437, 7.7180,
7.8210, 8.1720, 8.6467, 9.1220, 9.5750, 10.0507, 10.9790},
A ={0.0374, 0.0545, 0.0199, 0.0545, 0.0795, 0.0290, 0.0199, 0.0290, 0.0106, 0.0545,
0.07950.02900.07950.11600.04230.02900.04230.01540.01990.0290
0.0106, 0.0290, 0.0423, 0.0154, 0.0106, 0.0154, 0.0056}.
The resulting design fulfills the insensitivity requirements. However, the overall shaper
length Tf = 10.979s is unnecessarily large as well as the filter complexity in the sense
of the number of pulses n = 33 = 27. Moreover, the resulting pulse times do not
respect the chosen sampling period and a discretization error which was discussed in
the previous section may occur. The computation of the exact discrete-time equivalent
which was proposed in the previous section could be performed for the individual ZVD
filter. However, this would lead to the further increase of the filter complexity since the
overall number of pulses would be 53 = 125.
Direct multi-mode shaper design Nr. 1
The proposed design procedure is used for the computation of the optimal filter. Three
ZV conditions are set for the model of the resonances along with three additional ro-
bustness conditions for the first zero derivative of the sensitivity function at the res-
onance frequencies according to equation (6.64). Second objective function J2 with
scaling coefficient k = 1 in (6.75) is selected. A minimum pulse filter is obtained for
n = 14, Ts = 0.68s. The resulting parameters obtained from the optimization algorithm
are given as:
t ={0, 0.68, 1.36, 2.04, 2.72, 3.40, 4.08, 4.76, 5.44, 6.12, 6.80, 7.48, 8.16, 8.84}, (6.78)
A ={0.1492, 0, 0.1138, 0.0539, 0.0922, 0.1172, 0.1078, 0.1320, 0.0245, 0.0867,
0.02370.05590.01960.0235}.
A zero amplitude value is computed for the second shaper pulse. Therefore, the in-
equidistant filter is obtained as a special case of the general equidistant formulation of
the optimization problem. The overall length Tf = 8.84 is 20% shorter compared to the
conventional design (6.77). Moreover, the pulse spacing respects the chosen sampling
period and the resulting shaper can be directly implemented in a sampled data system
without any discretization error.
Direct multi-mode shaper design Nr. 2
Closer inspection of the shaper sensitivity function for the previous design reveals,
that the shaper insensitivity is greater than required. Therefore, further reduction of
the filter length is possible by fine tuning of the sensitivity function shape. Direct
specification for the desired maximum level of vibrations for the three resonance points
is used instead of the general condition of the flatness of the sensitivity function. Six
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inequality constraints are obtained in the form of (6.61) for the three pairs of points
in the ±15% vicinity of the resonance frequencies. The resulting design is obtained for
n = 14, Ts = 0.63s:
t ={0, 0.63, 1.26, 1.89, 2.52, 3.15, 3.78, 4.41, 5.04, 5.67, 6.30, 6.93, 7.56, 8.1900}, (6.79)
A ={0.2317, 0, 0.0546, 0.1632, 0, 0.1712, 0.0627, 0.1453, 0.0211, 0.0547,
0.02580.04030.00690.0226}.
The complexity of the shaper is further reduced since there is only 12 nonzero pulse
amplitudes. The overall filter length Tf = 8.19 is less than 75% of the initial suboptimal
convolution design. The number of pulses is reduced by a factor of 5/4.
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Figure 6.13: Multi-mode shaper design - convolution vs direct optimal design, impulse
and sensitivity functions, a) 3xZVD shaper b) optimal design Nr.1 c) optimal design Nr.2,
the dashed line represents the desired robustness limits within the ±15% interval around
the resonance frequencies
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Figure 6.14: Input shaper implementation - open-loop vs closed-loop configuration
6.4 Open-loop vs closed-loop signal shaping
As was mentioned earlier in the thesis, the shaping filter may be used either in an open
or closed-loop configuration. Each one offers specific advantages and drawbacks.
The open-loop connection (Fig. 6.14a) uses the filter for the shaping of reference
commands for the inner feedback motion control loop. The vibration damping prop-
erties may be analysed by derivation of important closed-loop transfer functions. The
shaping filter, feedback compensator, and controlled plant dynamics can be expressed
in the form of transfer functions
F (s) =
nf (s)
df (s)
, C(s) =
nc(s)
dc(s)
, P (s) =
b(s)
a(s)
, (6.80)
where a(s) contains the weakly damped poles of the controller system. From (6.80),
we obtain the following dynamics of the complementary sensitivity function from the
setpoint variable w to the controlled output y as:
Tol(s) =
y(s)
w(s)
=
FCP
1 + CP
=
nfncb
dca+ ncb
. (6.81)
The shaper zeros nf compensate the resonances of the whole closed-loop system
given by the weakly damped poles of the polynomial dca + ncb. The advantage of this
configuration is full exploitation of the FIR structure of the shaping filter. The shaping
of the reference trajectories is performed with a finite time delay which is given by
the overall filter length. Moreover, the filter does not affect the inner feedback loop in
terms of stability and disturbance rejection. The drawback is that the filter causes some
tracking error due to the introduced delay in the reference signal. The shaper cannot
provide any damping of vibrations due to the exogenous signals except for the
reference variable (measurement noise, plant input and output disturbances). This
can be seen from the corresponding sensitivity, plant sensitivity and noise sensitivity
closed-loop transfer functions:
Sol(s) =
y(s)
dy(s)
=
1
1 + CP
=
dca
dca+ ncb
, (6.82)
PSol(s) =
y(s)
du(s)
=
P
1 + CP
=
dcb
dca+ ncb
, (6.83)
NSol(s) =
y(s)
n(s)
= − CP
1 + CP
= − ncb
dca+ ncb
. (6.84)
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A proper design of the feedback compensator is needed to cope with the damping
of the inner loop. There is a risk of residual vibration excitation due to the saturation
of the actuator which may lead to distortion of the power spectrum of the plant input.
Proper selection of the reference trajectories is needed to make sure that the inner
control loop operates in the linear mode to preserve the damping functionality.
The closed-loop connection (Fig. 6.14b) utilizes the filter for the shaping of the ma-
nipulating variable in the inner feedback loop. The complementary sensitivity function
is given as:
Tcl(s) =
y(s)
w(s)
=
FCP
1 + FCP
=
nfncb
dcdfa+ ncnfb
. (6.85)
The filter is tuned to the resonances of the physical plant, in this case, and there is a
direct cancelation of the weakly damped poles in a(s) and filter zeros nf (s). The advan-
tage is that the above mentioned actuator saturation problem can easily be solved by
introduction of the nonlinearity (saturation, rate-limit etc.), which exists in the phys-
ical plant, into the closed loop in front of the shaping filter. Therefore, the resulting
spectrum of the filtered manipulating variable is not distorted and does not contain
the resonance frequencies which could excite the oscillatory modes of the controlled
plant. Lower delay of the Zero vibration filters compared to commonly used notch fil-
ters may result in a better control performance. Further properties of the closed-loop
configuration can be derived by examining the transfer functions:
Scl(s) =
y(s)
dy(s)
=
1
1 + FCP
=
dcdfa
dcdfa+ ncnfb
, (6.86)
PScl(s) =
y(s)
du(s)
=
P
1 + FCP
=
dcdfb
dcdfa+ ncnfb
, (6.87)
NScl(s) =
y(s)
n(s)
= − FCP
1 + FCP
= − ncnfb
dcdfa+ ncnfb
. (6.88)
The shaping filter prevents the excitation of the vibrations due to the measure-
ment noise and output disturbance due to the cancelation between weakly damped
poles in a(s) and filter zeros in nf (s). The input disturbance cannot be compensated
due to the loss of controllability of the corresponding oscillatory modes. Therefore, the
closed-loop connection does not allow any combination with an active vibration damp-
ing controller as the filter blocks the transmission of the manipulating variable signal
at the resonance frequencies. The infinite order of the shaping filter due to the time
delays in its structure complicates the design of the feedback compensator by means
of standard methods such as pole placement. The delay introduced by the filter may
affect the maximum achievable bandwidth of the closed loop.
A particular problem of the shaping filter design is the motion control of a sys-
tem with separable rigid feedback loop and additional oscillatory dynamics which is
affected by the output of the rigid part (6.15). An example is an overhead crane with a
hanging load. Low load to trolley mass ratio or a high amount of friction may prevent
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Figure 6.15: Input shaper implementation - system with separable rigid and flexible
dynamics, open-loop vs closed-loop configuration
the transfer of the motion induced oscillations to the motor side. The inner feedback
loop behaves as a rigid mechanical system while an oscillatory behaviour is observed
in the attached load. Another example is a ball screw feed of a CNC machine with
significant self-locking which prevents the transmission of the load-side oscillations to
the actuating drive. Considering the transfer functions of the shaping filter, feedback
compensator, rigid and flexible dynamics transfer functions in the form of
F (s) =
nf (s)
df (s)
, C(s) =
nc(s)
dc(s)
, Pr(s) =
br(s)
ar(s)
, Pf (s) =
bf (s)
af (s)
, (6.89)
where Pr(s) denotes the rigid actuator-side dynamics and Pf (s) is a flexible load-side
dynamics which contains some weakly damped poles in the denominator af (s). From
(6.89), we obtain the following dynamics of the complementary sensitivity functions
from the setpoint variable to the load output
Tol(s) =
yl(s)
wl(s)
=
FCPrPf
1 + CPr
=
(
ncbr
dcar + ncbr
)(
nfbf
dfaf
)
, (6.90)
Tcl(s) =
yl(s)
wl(s)
=
FCPrPf
1 + FCPr
=
(
nfncbr
dfdcar + nfncbr
)(
nfbf
dfaf
)
. (6.91)
It can be seen that the shaping filter has to be tuned for the resonances of the flexi-
ble part dynamics for both open-loop and closed-loop configurations. In other words,
zeros of the shaper nf (s) have to cancel the oscillatory poles in af (s). Sensitivity and
plant sensitivity functions can further be derived to evaluate the effect of external dis-
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turbances acting on the actuator side:
Sol(s) =
yl(s)
dy(s)
=
Pf
1 + CPr
=
(
dcar
dcar + ncbr
)(
bf
af
)
, (6.92)
Scl(s) =
yl(s)
dy(s)
=
Pf
1 + FCPr
=
(
dcdfar
dcdfar + ncnfbr
)(
bf
af
)
, (6.93)
PSol(s) =
yl(s)
du(s)
=
PrPf
1 + CPr
=
(
dcbr
dcar + ncbr
)(
bf
af
)
, (6.94)
PScl(s) =
yl(s)
du(s)
=
PrPf
1 + FCPr
=
(
dcdfbr
dcdfar + ncnfbr
)(
bf
af
)
. (6.95)
It can be seen that the vibrations excited by an input or output disturbance cannot
be effectively damped unless the poles in dc or df contain the model of the reso-
nance in af . The noise filtering properties are revealed from the transfer functions:
Nol(s) =
yl(s)
n(s)
= − CPrPf
1 + CPr
= −
(
ncbr
dcar + ncbr
)(
bf
af
)
, (6.96)
Ncl(s) =
yl(s)
n(s)
= − FCPrPf
1 + FCPr
= −
(
ncnfbr
dcdfar + ncnfbr
)(
bf
af
)
. (6.97)
It is seen that the closed-loop connection can attenuate the load vibrations due to the
measurement noise whereas the open-loop configuration provides no damping.
A common approach to the problem of disturbance attenuation is the introduction
of a peak filter F which contains the weakly damped poles of the resonance [142].
For a stable closed loop with a feedback compensator designed for the plant FPr, a
vibration damping functionality may be achieved even in the presence of external dis-
turbances. The possibility of utilizing the inverse Zero-vibration shapers which perform
the function of the peak filter is discussed in papers [209, 210]. To be accurate, the
peak filter technique should be considered as an active vibration control scheme since
the controller delivers some energy in the frequency range corresponding to the plant
resonances.
As a rule of thumb, it may be stated that the open-loop shaper connection is prefer-
able for cases in which a feedback compensator can provide at least some amount of
active disturbance rejection. Closed loop configuration is suitable for motion control
loops with significant influence of measurement noise and actuator nonlinearities.
6.5 Summary
This section presented a systematic approach to the passive vibration control with the
use of Zero vibration filters. A new method for the parameterization of a general four-
pulse shaper is proposed. It offers two design parameters with clear physical meaning
which can be used for the fine tuning of the shape of the filter frequency response, in
order to find a suitable trade-off between the robustness to the modelling errors and
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the delay the filter introduces in the signal path. The important result is that all the
standard filters which are commonly referenced in the related literature can be ob-
tained as a special case of the derived parameterization. Methods of discretization of
the shaper algorithm and the problem of quantization due to a finite sampling period
are discussed. An algorithm for the exact transformation of the filter to the discrete-
time domain is derived using the geometric approach to the filter design. The problem
of optimal design of a multi-mode shaper is solved in the framework of linear program-
ming. The design specifications are given as constraints for the shape of the sensitivity
function to impose a specified level of robustness to the modelling errors. Numerical
examples show that the optimal filter can outperform a conventional solution which is
obtained from the direct convolution of several single-mode shapers. Advantages and
disadvantages of various methods for shaper integration in a motion control loop are
discussed. The proposed shaping filter is implemented in the form of a functional block
in the C language.
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7Active vibration control
This section deals with active vibration control of oscillatory electromechanical sys-
tems. Unlike the passive approach which tries to minimize the amount of energy the
controlled system receives in the vicinity of the resonance frequencies, the active vibra-
tion damping methods use available feedback information to improve overall stiffness
of the system even in the presence of external disturbances. This concept brings some
inherent advantages:
• Increase of the mechanical stiffness of the controlled plant
From the outer point of view, a properly designed feedback controller may sig-
nificantly improve the damping of the controlled mechanical system. This allows
for higher closed-loop bandwidth of the motion control loops to be achieved.
Lightweight construction with lower energy consumption and higher power-mass
ratio may be used. Substantial mistakes in the mechanical design may be cor-
rected in terms of the feedback controller.
• Active compensation of disturbances
Motion control systems typically operate under the action of some exogenous
disturbances coming from the surrounding environment (gravity, friction effects,
cutting forces, reaction forces in contact motions etc.). The external forces/torques
which act on the system can excite its oscillatory dynamics and properly designed
feedback controller may be necessary for the active compensation.
• Robustness to modelling errors
Passive methods require relatively precise knowledge about the oscillatory dy-
namics of the system. Modelling errors may lead to significant deterioration in
the quality of control. A properly designed active compensator may provide a
higher level of robustness due to the feedback information from the sensors.
On the other hand, there are several drawbacks to active vibration control which should
be taken into consideration:
• Difficult compensator design and tuning
Simple heuristic rules for compensator tuning or use of overly simplified mathe-
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matical models of the controlled system for the compensator design usually fail
in the presence of oscillatory dynamics. Advanced model-based techniques may
be required for the computation of the compensator parameters.
• Necessity of complex mathematical model
Unlike the passive damping approach which usually requires only information
about the location of the plant resonance frequencies, the active methods rely on
the knowledge of the full plant model. Analytical modelling is usually infeasible
and a proper identification method has to be employed in order to provide a
mathematical model which captures the system behaviour with sufficient level of
precision, at least in the frequency range of interest.
• Risk of loop instability
The introduction of feedback brings the inherent risk of instability of the closed
loop. Stringent performance requirements are in direct conflict with loop sta-
bility as the high-gain controllers tend to be more sensitive to the effects of the
unmodeled dynamics.
Motivation example
An example of a simple design problem is presented to reveal some of the difficulties
with the control of oscillatory systems. The goal is to control the velocity of a single
degree of freedom mechanical system with a significantly elastic coupling between
the actuator and driven payload. Considering only the first resonance mode which is
dominant in the relevant frequency range, its dynamics may be described by a two-mass
model with the transfer function from motor torque to motor and load velocity given
as:
Pm(s) =
ωm(s)
Tm(s)
=
Ils
2 + bs+ k
s[ImIls2 + b(Im + Il)s+ k(Im + Il)]
, (7.1)
Pl(s) =
ωl(s)
Tm(s)
=
bs+ k
s[ImIls2 + b(Im + Il)s+ k(Im + Il)]
. (7.2)
For the plant parameters chosen as Im = 1, Il = 8, b = 0.2, k = 8, we obtain weakly
damped oscillatory dynamics described by transfer functions:
Pm(s) =
K1
s
s2 + 2ξzωzs+ ω
2
z
s2 + 2ξωns+ ω2n
, (7.3)
Pl(s) =
K2
s
s+ ωz2ξz
s2 + 2ξωns+ ω2n
, (7.4)
with the resonance and antiresonance frequencies and damping given as
ωz = 1 rad/s, ξz = 0.0125, ωn = 3 rad/s, ξ = 0.0375. (7.5)
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Figure 7.1: Motivation example - Symmetrical Optimum method with an oscillatory two-
mass system, left - motor velocity response, right - load velocity response
The velocity PI controller has to be designed and only the motor side feedback is avail-
able for the measurement. The controller transfer function is given as:
C(s) = Kp +
Ki
s
. (7.6)
There is a low-pass filter which reduces the amount of high-frequency measurement
noise in the motor velocity signal. The filter transfer function is assumed as a first
order lag
F (s) =
1
τfs+ 1
, (7.7)
where τf = 0.01 is the filter time constant.
The first attempt is to ignore the oscillatory dynamics and design the velocity con-
troller using the standard Symmetrical Optimum method. The simplified plant model is
obtained from (7.1) and (7.7) by assuming only the rigid mode of the system:
P (s) ≈ 1
(Im + Il)s
1
(τfs+ 1)
. (7.8)
Using the formulas derived in the previous chapter (3.24) the controller gains are ob-
tained as:
Kp =
Im + Il
2τf
, Ki =
(Im + Il)
8τ2f
. (7.9)
The left plot in Fig. (7.1) shows the motor side velocity response to the setpoint step
change at t = 0s and motor load torque step change at t = 0.3s. Comparison of data
acquired with the simplified rigid plant model (blue line) and the real oscillatory system
model (green line) demonstrates that the simplifying assumption of rigid connection
of motor and load inertias can lead to poor performance of the closed loop. Although
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Figure 7.2: Oscillatory system control - left - root locus plot of the actuator loop, right -
SITO system problem formulation
there is a significant amount of oscillations in the motor response, the controller is
able to stabilize the actuator in a short settling time which is comparable to the ideal
response obtained with the simplified model. However, much more serious problem is
observed at the load side (Fig. 7.1 right). The high gain controller which stabilizes
the motor loop counteracts the reaction torque coming from the elastic coupling
in order to keep low tracking error in the motor velocity. This leads to weakly
damped oscillations of the load due to the setpoint change or in the presence of an
external disturbance at t = 15s.
This phenomenon can be explained by observing the root locus plot of the oscilla-
tory system with a PI controller (Fig. 7.2 left). It can be seen that for high open-loop
gains, two closed-loop poles approach the couple of weakly damped zeros of the sys-
tem (7.3). Since these closed-loop poles cancel with the open-loop plant zeros which
appear in the numerator of the complementary sensitivity function, the motor loop
may behave well when only observing the motor side measurement. However, the true
objective of the controller design is to stabilize the load even in the case that the load
output cannot be measured directly. The system structure can be rearranged in the
form of a Single Input Two Outputs system (7.2 right) with the plant dynamics appear-
ing in the open-loop connection to the manipulating variable of the controller. Since
load transfer function (7.4) does not contain the weakly damped zeros, they do not
cancel with the closed loop poles of the motor loop. This leads to inevitable weakly
damped oscillations of the load at the frequency of the system antiresonance. This
result is valid for any high gain controller which is designed for the rigid motor loop
only without considering the oscillatory load dynamics (e.g. the popular disturbance
observer method and its modifications). The only way of correctly designing the motor
feedback compensator, which would actively attenuate the vibrations of both motor
and load, is to assign sufficient damping to all of the closed-loop poles.
The Symmetrical Optimum method does not offer any free parameters for the con-
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Figure 7.3: Oscillatory system control - pole-placement controller performance for three
various settings of the desired closed-loop bandwidth ω∗ = 0.3, 0.6, 2 rad/s
troller tuning which could possibly improve the poor results achieved with the oscilla-
tory system by reducing the controller gains. The pole placement method is employed
in a second attempt in order to observe the influence of the chosen closed-loop band-
width on the controller performance. Again, assuming only the rigid dynamics of the
system, the plant dynamics may be approximated by transfer function
P (s) ≈ 1
(Im + Il)s
. (7.10)
The given PI controller can be used to freely assign the location of a couple of closed
loop poles. According to the equation (3.30), the controller gains are computed as
Kp = 2ξ
∗ω∗(Im + Il),Ki = (Im + Il)(ω∗)2, (7.11)
where ξ∗, ω∗ denote the desired bandwidth and damping of the closed loop. The
achieved results are shown for three different settings of desired bandwidth ω∗ =
{0.3, 0.6, 2} rad/s with the damping chosen as ξ∗ = 0.8. It can be seen that fairly
satisfactory results are obtained for the lowest bandwidth. There are no unwanted
oscillations and the controller is able to actively damp the external step disturbance
which is applied to the load at time t = 15s. The load response is close to the response
of the simplified rigid model of the system which was used for the compensator de-
sign. An increase in the desired bandwidth leads to gradual deterioration of the system
performance. For ω∗ = 2 rad/s, there is a significant amount of vibrations both on
motor and load side. A further increase in the desired bandwidth lead to similar results
which were obtained with the SO method design. Obviously, there is some limitation
on the closed-loop bandwidth which may be achieved with a simple low-order
compensator.
The third attempt uses a full-order controller which allows complete assignment of
the closed-loop dynamics. Third order compensator with the integrator part to enforce
zero steady state error in the case of step reference commands and external distur-
bances is designed for the system (7.3). Six equal closed-loop poles are assigned in
the location −ω∗ for three different bandwidth settings ω∗ = {0.6, 2, 4} rad/s. The
simulation results showing the setpoint and load disturbance responses are plotted
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Figure 7.4: Oscillatory system control - full-order compensator performance for three
various settings of the desired closed-loop bandwidth ω∗ = {0.6, 2, 4} rad/s
in Fig. (7.4). The first design shows unacceptable undershoot in both motor and
load responses. This is caused by nonminimum phase zeros which are obtained in the
compensator dynamics. Two DoF structure would have to be used to compensate the
unwanted transmission zeros. The second result for the setting ω∗ = 2 shows a well
behaved response both to setpoint and load disturbance. An increase in the desired
bandwidth to ω∗ = 4 leads to an excessive response in the motor velocity. Closer in-
spection of the obtained compensator reveals an unstable pole which would complicate
the implementation of the control law. Moreover, the resulting design is very sensi-
tive to modelling errors. A small deviation in the plant parameters in the order of a
few percent leads to instability of the closed-loop.
The main problems encountered in active vibration control of oscillatory systems can
be summarized from the acquired observations:
• Truncation of the oscillatory dynamics in the process of compensator design may
lead to severe degradation of closed-loop performance.
• Conventional methods developed for rigid systems fail in the presence of an elas-
tically coupled load.
• Stabilization of the oscillatory mechanics using only a motor side feedback poses
a difficult control problem. A high gain controller acting in the motor loop may
cause weakly damped oscillations of the load.
• There are fundamental limitations on achievable bandwidth and damping when
a low order compensator is used.
• Naive design of a full-order controller can lead to unpredictable results. A sys-
tematic approach is needed to cope with the difficult task of load stabilization to
obtain a suitable solution.
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7.1 PID control of single resonance system
The vast majority of industrial motion controllers use the standard cascade PID control
scheme which was described in the introductory chapter (Fig. 3.3). The inner current
loop controls the electromagnetic torque generated by the motor. Its time constant
is usually negligible compared to the dynamics of the mechanical subsystem. The
velocity control loop is crucial for the purpose of vibration control and its proper
tuning respecting the compliance in the attached load is necessary. The outer
position loop ensures proper positioning of the load when needed. Setpoint values
are obtained from a higher level of trajectory generator. The advantage of the PID
cascade scheme is a low number of parameters, the possibility of successive tuning
of individual loops and a simple introduction of the physical limitations on maximum
torque, velocity and position.
7.1.1 Fundamental limitations on achievable performance
The PID control structure performs well in the case of rigid mechanics when prop-
erly tuned. However, the occurrence of an elastically coupled load may bring severe
difficulties with the implementation of this control scheme. Fundamental limitations
on achievable quality of control have to be examined in order to determine a class of
systems for which this control scheme may be applied.
The starting point is a two-mass system given by the transfer function:
Pm(s) =
ωm(s)
Tm(s)
=
1
s
(s2 + 1)
(s2 + r2)
, (7.12)
where r is the resonance ratio between the resonance and antiresonance frequencies.
Without loss of generality, the system is normalized both in time and gain by setting
the unitary gain of the integral term and unitary value of the antiresonance frequency
ωz = 1 rad/s. Zero modal damping is assumed to evaluate the worst-case scenario of
an undamped system and to reduce the number of system parameters which leads to
the simplification of the performed analysis. The physical parameters of the normalized
two-inertia system with elastic coupling are obtained from (7.12) as:
Im = 1 [kg.m
2], Il = (r
2 − 1) [kg.m2], k = (r2 − 1), b = 0, R = Il
Im
= r2 − 1. (7.13)
We assume the 2DoF PI velocity control law with the motor-side feedback which can
be described in the L-domain as
Tm(s) = Kp {wpω∗m(s)− ωm(s)}+
Ki
s
{ω∗m(s)− ωm(s)} , (7.14)
where ω∗m is the setpoint value for the motor velocity and wp ∈ 〈0, 1〉 is the setpoint
weighting factor of the proportional part.
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Closed-loop complementary sensitivity functions from the velocity reference to motor
and load speed are obtained in the form of:
P clm(s) =
ωm(s)
ω∗m(s)
=
(wpKps+Ki)(s
2 + 1)
s4 +Kps3 + (Ki + r2)s2 +Kps+Ki
, (7.15)
P cll (s) =
ωl(s)
ω∗m(s)
=
(wpKps+Ki)
s4 +Kps3 + (Ki + r2)s2 +Kps+Ki
. (7.16)
Plant sensitivity functions from the load torque Tl to load and motor speed which ex-
presses the ability of the closed-loop to attenuate external disturbances are obtained
as:
PSclm(s) =
ωm(s)
Tl(s)
=
s
s4 +Kps3 + (Ki + r2)s2 +Kps+Ki
, (7.17)
PScll (s) =
ωl(s)
Tl(s)
=
(s2+Kps+Ki+r
2−1)s
(r2−1)
s4 +Kps3 + (Ki + r2)s2 +Kps+Ki
. (7.18)
Since there are only two free parameters of the compensator which affect the poles (the
proportional and integral gain), the closed-loop dynamics cannot be freely assigned.
The location of two poles can be selected arbitrarily whereas the position of the second
remaining pole-pair is determined indirectly by the system resonance ratio and first pair
placement.
The characteristic polynomial a∗cl(s) of the closed-loop (7.15,7.16) can be parame-
terized by two second order terms:
a∗cl(s) = (s
2 + 2ξ∗ω∗s+ ω∗2)(s2 + 2ξ2ω2s+ ω22) (7.19)
= s4 + (2ξ∗ω∗ + 2ξ2ω2)s3 + (ω∗2 + 4ξ∗ω∗ω2ξ2 + ω22)s
2
+ (2ω∗2ξ2ω2 + 2ξ∗ω∗ω22)s+ (ω
∗ω2)2,
where w∗, ξ∗ denote desired damping and natural frequency of two directly assigned
poles and ξ2, ω2 determine the damping and natural frequency of the second indirectly
controlled pole pair.
Comparison of (7.19) with the denominator of (7.15,7.16) reveals some constraints
which exist between the individual closed-loop poles. By comparing the individual
powers of the polynomials and substituting for the controller gains we get:
Kp = 2(ξ
∗ω∗ + ξ2ω2), (7.20)
Ki = (ω
∗ω2)2, (7.21)
ω∗2ω22 + r
2 = ω∗2 + 4ξ∗ω∗ξ2ω2 + ω22, (7.22)
ξ∗ω∗ + ξ2ω2 = ω∗2ξ2ω2 + ξ∗ω∗ω22. (7.23)
The last equation can be rearranged as:
ξ∗ω∗(1− ω22) = ξ2ω2(ω∗2 − 1), (7.24)
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Figure 7.5: Damping and minimal radius of the second pole-pair as a function of the
desired bandwidth ω∗
which reveals that ω∗ and ω2 cannot be greater than one at the same time. There
is a fundamental restriction on the closed-loop bandwidth achievable with the
PI controller which is given by the value of the system antiresonance frequency (for
the general non-normalized case). Moreover, it is seen that the location of the second
pair of the closed-loop poles depends on the parameter of the system resonance ratio.
Closer inspection of its influence reveals that there are further performance limitations
due to the dynamics of the controlled system.
A solution of the set of two polynomial equations (7.22,7.22) for the unknowns
ω2, ξ2 may be derived to express the second pole pair location as a function of chosen
poles and plant resonance ratio. A positive real solution valid for the range of interest
ω∗ ∈ 〈0, 1〉 is obtained in the form of:
ω2 =
√
−ω
∗2 − ω∗4 − 4 ξ∗2ω∗2 − r2 + r2ω∗2
4 ξ∗2ω∗2 + 1− 2ω∗2 + ω∗4 , (7.25)
ξ2 =
(
r2 − 1) ξ∗ ω∗√
−−ω∗4+ω∗2r2−4ω∗2ξ∗2+ω∗2−r2
ω∗4+4ω∗2ξ∗2−2ω∗2+1
(
ω∗4 + 4ω∗2ξ∗2 − 2ω∗2 + 1
)
. (7.26)
The function (7.26) of the achievable damping of the second pole-pair is plotted for
different values of the resonance ratio in Fig. (7.5) left as a function of location of the
first assigned pole pair. The damping of the assigned poles is fixed to ξ∗ = 0.8 and
the natural frequency is varied in the admissible range ω∗ ∈ 〈0, 1〉. It can be seen that
the sufficient amount of damping (represented by the red dashed line which marks the√
2/2 level) cannot be provided for low resonance ratio systems which arise for low
load to motor inertia ratio R. On the contrary, damping of the high resonance ratio
systems tend to increase rapidly up to the level ξ2 > 1 (green dashed line in Fig. (7.5)
left). This indicates that the real axis of the complex plane has been reached leading
to a couple of real poles. These real poles travel towards the right half plane when
201
7. ACTIVE VIBRATION CONTROL
1 1.5 2 2.5
0
0.2
0.4
0.6
0.8
1
System resonance ratio r
M
ax
im
um
 a
ch
ie
va
bl
e 
da
m
pi
ng
 ξ 2
 
 
ξ*=0.7071
ξ*=0.8
ξ*=1
Insufficient damping
1 2 3 4 5 6 7 8 9 10
0.6
0.7
0.8
0.9
1
1.1
System resonance ratio r
M
ax
im
um
 b
an
dw
id
th
 m
in
(|λ
i|)
 
 
ξ*=0.7071
ξ*=0.8
ξ*=1
Sluggish system response
Figure 7.6: Maximum achievable damping and minimum radius of the second pole-pair
as a function of the system resonance ratio r
further increasing the radius ω∗ and they limit the maximum achievable bandwidth.
This behaviour is documented in the right plot in Fig. (7.5) which shows the minimum
radius (absolute value) of the second pole-pair. For low values of r, the second pair of
poles remains complex and the minimum radius corresponds to the natural frequency
ω2 (eq. 7.25), which is always ω2 ≥ 1 due to the constraint (7.24). When the second
pole-pair hits the real axis (the crossing of the left damping plot with the green line),
the minimum radius is obtained as the value of the pole with the smallest real part
which can be computed as
rmin = min(|{λ3, λ4}|) = ω2
(
ξ2 −
√
(ξ22 − 1)
)
, (7.27)
where λ3, λ4 denote the couple of indirectly controlled poles.
The radius of the first assigned pole-pair is directly given by the chosen ω∗ and is
plotted as a red dashed line in the right plot of Fig. (7.5). The intersection of this line
with the plot of the minimum radius rmin (eq. 7.27) denotes the maximum achievable
closed-loop bandwidth ω∗max. It is seen that the poles of high resonance ratio systems
approach the real axis more rapidly and thus the maximum bandwidth is significantly
limited. Very similar results are obtained for other values of the first pole pair damping
ξ∗.
The next couple of plots are introduced to show the dependence of the maximum
achievable damping and overall bandwidth as a function of the system resonance ratio
(Fig. 7.6). The left plot shows the maximum damping of the second pole-pair ξ2
which may be achieved in the whole admissible range of ω∗. This can be derived by
analyzing the function (7.26) and its derivatives. Full symbolic derivation is omitted
as it involves examination of roots of fourth order polynomials which are very lengthy.
Three plots are shown for various values of desired damping of the first pole couple
ξ∗. It can be seen that low resonance ratio with r ≤ √3 (red vertical line in the left
plot) cannot be effectively controlled as the compensator cannot provide a sufficient
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amount of damping. Analytical proof of this statement may be derived by analyzing
the constraint equations (7.22,7.23). By assuming equal values of damping of both
closed-loop pole-pairs ξ∗ = ξ2, the equation (7.23) simplifies to
ω∗(ω22 − 1) = ω2(1− ω∗2), (7.28)
with a single positive solution
ω2 =
1
ω∗
. (7.29)
Substitution of (7.29) to (7.22) yields
ω∗2 +
1
ω∗2
+ 4ξ22 − 1 = r2. (7.30)
Substraction of one from both sides and completion of the square gives:
(ω∗2 − 1)2
ω∗2
= r2 − 1− 4ξ22 . (7.31)
Since the left side is greater or equal to zero for the admissible range of the first pole-
pair radius, we may write
(ω∗2 − 1)2
ω∗2
≥ 0 ∀ω∗ ∈ 〈0, 1〉 ⇒ (r2 − 1− 4ξ22)
!≥ 0⇒ ξ2
!≤
√
r2 − 1
2
. (7.32)
The result (7.32) implies that the resonance ratio of the system has to be r ≥ √3
in order to achieve a reasonable minimum amount of damping ξ ≥
√
2
2 for all the
closed-loop poles.
The right plot in Fig. (7.6) shows the maximum achievable closed-loop bandwidth
as a function of the system resonance ratio. The maximum bandwidth for a particular
r is seen as the intersection of the minimum radius plot with the first pole pair radius
line ω∗ in Fig. (7.5). The achievable bandwidth ω∗max is obtained as a positive real
solution of the equation
rmin = ω2
(
ξ2 −
√
(ξ22 − 1)
)
= ω∗. (7.33)
It can be seen that the maximum achievable bandwidth decays rapidly for the
values r ≥ √5 due to the real pole which moves to the right towards the right half
plane for increasing ω∗. The range of the resonance ratios for which the maximum pole
radius may be obtained can be computed by setting ω∗ = 1. Substitution to equations
(7.25,7.26) leads to
ω2 = 1, ξ2 =
r2 − 1
4ξ∗
. (7.34)
The damping of the second pole-pair has to be less or equal to one to ensure that no real
pole from the second couple enters the unitary circle in the complex plane. Therefore,
we may write:
ξ2 =
r2 − 1
4ξ∗
!≤ 1⇒ r !≤
√
4ξ∗ + 1. (7.35)
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For the three choices ξ∗ = {√2/2, 0.8, 1} we get r ≤ {1.96, 2.05, 2.24}. Rapid decay of
the achievable bandwidth is observed for larger values of the resonance ratio. It is im-
portant to mention that the plots are shown for the normalized system with the unitary
antiresonance frequency and the resulting bandwidth has the meaning of the relative
value with respect to the antiresonance frequency of the original system. Inspection of the
dependence of the frequency response on the physical plant parameters reveals that
the antiresonance frequency declines with the increasing inertia of the mechanical load
following the relation ωz =
√
k
Il
. Therefore, an increase of the load to drive inertia
ratio leads to an even more significant decrease of the absolute value of the closed-loop
bandwidth.
The behaviour of the system may also be observed in terms of the closed-loop root
locus plot for the varying bandwidth ω∗. The PI controller gains can be computed from
equations (7.20,7.21) as:
Kp(ξ
∗, ω∗) =
nump(ξ
∗, ω∗)
denp,i(ξ∗, ω∗)
, Ki(ξ
∗, ω∗) =
numi(ξ
∗, ω∗)
denp,i(ξ∗, ω∗)
,
nump = 2 ξ
∗ω∗5 +
(
8 ξ∗3 − 4 ξ∗
)
ω∗3 + 2 ξ∗r2ω∗,
numi = ω
∗2{ω∗4 +
(
4 ξ∗2 − r2 − 1
)
ω∗2 + r2},
denp,i = ω
∗4 −
(
2− 4 ξ∗2
)
ω∗2 + 1. (7.36)
The obtained rational functions for the compensator gains represent a parametriza-
tion of a set of stabilizing PI controllers which assign a couple of poles determined
by the desired natural frequency and damping ω∗, ξ∗. Location of the obtained
closed-loop poles is plotted in Fig. (7.7). The blue circles denote the position of the
directly assigned first pole pair for a chosen ξ∗ =
√
2/2 and varying ω∗ ∈ 〈0, 1〉. They
start from the two open-loop poles at the origin of the complex plane for ω∗ = 0 and
follow the two lines with the slope of 45o until they reach the points −1± i for ω∗ = 1.
The crosses show the corresponding movement of the second indirectly controlled pole-
pair. Three curves are plotted for various values of the resonance ratio parameter. It is
seen that a sufficient amount of damping cannot be achieved for a low resonance ratio
system (magenta trace for r = 1.2). A properly damped response can be obtained for
a well controllable system with resonance ratio r ≈ 2 (green curve). The second pole
pair remains complex and approaches the unitary circle with the increasing bandwidth
ω∗. For a high resonance ratio (red curve for r = 4 in the figure), the second couple of
poles hits the real axis and the real poles move towards the right half-plane. At some
point, they become the limiting factor for the achievable bandwidth as their minimum
radius gets lower than the radius of the first assigned pole pair ω∗.
7.1.2 Stability analysis
Stability of the closed-loop has to be examined for the obtained set of controllers given
by the parameterization (7.36) as the indirectly controlled poles can potentially enter
204
7.1 PID control of single resonance system
−5 −4.5 −4 −3.5 −3 −2.5 −2 −1.5 −1 −0.5 0
−4
−3
−2
−1
0
1
2
3
4
Re
Im
Closed loop−poles for different values of resonance ratio
 
 
ξ*=0.7071,ω* ∈ 〈0,1〉
p3,4; r=4
p3,4; r=1.7
p3,4; r=1.2
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crossed curves - indirectly controlled second pole pair
the right half plane. Hurwitz criterion may be used for the evaluation of the closed-loop
characteristic polynomial in (7.15,7.16).
The Hurwitz matrix is obtained in the form of:
H =

Kp Kp 0 0
1 Ki + r
2 Ki 0
0 Kp Kp 0
0 0 0 Ki
 . (7.37)
All the coefficients are positive for Kp,Ki > 0 fulfilling the necessary condition of
stability. The leading principal minors of H are:
|H2| =KiKp +Kp
(
r2 − 1) ,
|H3| =K2p
(
r2 − 1) . (7.38)
Since r > 1 for all physically feasible systems, they are positive for all Kp,Ki > 0.
Therefore, positiveness of the controller gains gives a sufficient condition of sta-
bility. This condition also appears from the natural demand for stable and minimum-
phase controller.
The common denominator denp,i(ω∗) of the rational functions in (7.36) is positive
for ∀ω∗ ≥ 0 provided that the desired damping of the first pole pair is chosen as ξ∗ ≥√
2/2. This also gives a sufficient condition for the positiveness of the numerator of the
proportional gain nump in (7.36). Positiveness of the integral gain numerator numi is
determined by the sign of the polynomial
(ω∗4 +
(
4 ξ∗2 − r2 − 1
)
ω∗2 + r2), (7.39)
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Figure 7.8: Introduction of derivative feedback, left - actuator velocity loop, right -
shaping of the motor transfer function in the frequency domain
which can be rewritten in the form of
(1− ω∗2)(r2 − ω∗2) + 4ω∗2ξ∗2. (7.40)
It is seen that the polynomial is positive for r > 1 and ω∗ ∈ 〈0, 1〉. Therefore, minimum-
phase PI controllers with positive proportional and integral gains which stabilize
the closed-loop system are obtained ∀ω∗ ∈ 〈0, 1〉, ξ∗ ≥ √2/2.
There are another important properties of the parametrization (7.36):
Kp(∀ξ∗, ω∗ = 0) = 0, (7.41)
Ki(∀ξ∗, ω∗ = 0) = 0, (7.42)
∂Kp(∀ξ∗, ω∗ = 0)
∂ω∗
= 2ξ∗r2, (7.43)
∂Ki(∀ξ∗, ω∗ = 0)
∂ω∗
= 0, (7.44)
∂2Ki(∀ξ∗, ω∗ = 0)
∂ω∗2
= 2r. (7.45)
Zero controller gains are obtained for ω∗ = 0 and the loop is smoothly closing when ω∗
is gradually increased up to the maximum bandwidth with positive gains in the whole
admissible range up to ω∗ = 1.
7.1.3 Introduction of derivative action
When available, the derivative part of the PID controller may be used for improvement
of the closed-loop performance. The effect of the derivative feedback may be explained
by analyzing the dynamics of the actuator loop (7.8). We assume a drive inertia system
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described by the transfer function
P (s) =
ωm(s)
Tm(s)
=
1
Ims
, (7.46)
with an output derivative feedback in the form of
D(s) =
T dm(s)
ωm(s)
=
Kds
τs+ 1
, (7.47)
where τ is the time constant of the low-pass filter which has to be used to form a phys-
ically feasible differentiator and which limits the high frequency gain of the feedback.
We obtain the complementary sensitivity function as
P cl(s) =
ωm(s)
Tm(s)
=
P
1 + PD
=
τs+ 1
s(Imτs+ Im +Kd)
. (7.48)
In the frequency range ω < 1/τ in which the feedback provides an effective differenti-
ation, D(s) may be approximated as
D(s) ≈ Kds, (7.49)
and the equation (7.48) reduces to
P cl(s) ≈ 1
s(Im +Kd)
. (7.50)
It is seen, that the derivative component which acts as an acceleration feedback in the
actuator loop virtually adjusts the motor inertia to a new value I¯m = (Im + Kd) in
the low frequency region. Therefore, it may be used to correct an inappropriate
resonance ratio in the case of an oscillatory system.
The derivative part is introduced in the 2DoF PID control law in the form of
Tm(s) = Kp {wpω∗m(s)− ωm(s)}+
Ki
s
{ω∗m(s)− ωm(s)}
+
Kds
τs+ 1
{wdω∗m(s)− ωm(s)} , wp, wd ∈ 〈0, 1〉, (7.51)
where wd is setpoint weighting factor for the derivative part and τ is a low-pass filter
time constant. Provided that the derivative part works effectively in the range of the
system resonance frequency (1/τ >> r), the closed-loop dynamics may be approxi-
mated as
P clm(s) =
ωm(s)
ω∗m(s)
≈ (wd
Kd
Kd+1
s2 + wpK¯ps+ K¯i)(s
2 + 1)
s4 + K¯ps3 + (K¯i + r¯2)s2 + K¯ps+ K¯i
, (7.52)
P cll (s) =
ωl(s)
ω∗m(s)
≈ (wd
Kd
Kd+1
s2 + wpK¯ps+ K¯i)
s4 + K¯ps3 + (K¯i + r¯2)s2 + K¯ps+ K¯i
, (7.53)
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where the newly introduced parameters with the bar marking are given as:
K¯p =
Kp
Kd + 1
, K¯i =
Ki
Kd + 1
, R¯ =
Il
I¯m
= r¯2 − 1 = r
2 − 1
Kd + 1
=
R
Kd + 1
. (7.54)
Comparison of (7.52) and (7.53) with the transfer functions obtained with the PI con-
troller (7.15),(7.16) reveals that the derivative feedback adjusts the virtual load to drive
inertia ratio R¯ = Il
I¯m
and the corresponding resonance ratio r¯ =
√
1 + R¯.
The procedure of PID compensator design may be decomposed into the subse-
quent steps:
1. For a difficult controllable system with the resonance ratio parameter outside the
range r /∈ 〈√2,√5〉 viable for the PI control, introduce the derivative gain which
adjusts the virtual inertia of the motor and shifts the resonance ratio to the new
value r¯ as:
Kd =
r2 − 1
r¯2 − 1 − 1. (7.55)
Positive Kd which decreases the resonance ratio should be used for sluggish sys-
tems with large r whereas negative values are suitable for low resonance ratio
systems for which the PI controller without the derivative action cannot provide
a sufficient level of damping.
2. Compute the PI controller gains K¯p, K¯i for the new system with the virtual res-
onance ratio r¯. Both proper damping and maximum closed-loop bandwidth can
be achieved now due to the derivative action.
3. Scale the PI gains for the original system according to the equations
Kp = K¯p(Kd + 1), Ki = K¯i(Kd + 1). (7.56)
The cut-off frequency of the low-pass filter in the derivative part has to be set according
to the resonance frequency of the system (1/τ > ωn for the non-normalized case) to al-
low effective loopshaping in the desired frequency range. The second case for Kd < 0
should be used with caution as the positive derivative feedback has a destabilizing
effect due to the introduced phase lag (see the dashed Bode plot in Fig. 7.8). More-
over, unstable zeros can appear in the nominator of the closed loop transfer functions
(7.52,7.53) which may lead to undesirable behaviour during setpoint tracking. Output
derivative feedback (for the setting wd = 0 in the 2DoF control law) may be needed to
minimize sudden changes in the motor torque. The range of applicable derivative gain
is also limited by the amount of measurement noise. The maximum attainable closed-
loop bandwidth is still limited by the value of the first antiresonance of the controlled
plant.
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7.1.4 Nonzero damping case
The performed analysis can be extended to the more general case of nonzero modal
damping. The normalized model of the plant is acquired in the form of:
Pm(s) =
ωm(s)
Tm(s)
=
1
s
(s2 + 2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
, (7.57)
which is equivalent to the two-mass system with physical parameters:
Im = 1, Il = k = r
2 − 1, b = 2ξz(r2 − 1). (7.58)
Closed-loop transfer functions for the 2DoF PI controller (7.14) from the reference to
motor and load speed are obtained as:
P clm(s) =
ωm(s)
ω∗m(s)
=
(wpKps+Ki)
(
s2 + 2ξzs+ 1
)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.59)
P cll (s) =
ωl(s)
ω∗m(s)
=
(wpKps+Ki) (2ξzs+ 1)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.60)
a3 =
(
2 ξz r
2 +Kp
)
, a2 =
(
2 ξzKp + r
2 +Ki
)
,
a1 = (2 ξzKi +Kp) , a0 = Ki.
Plant sensitivity functions are given as:
PSclm(s) =
ωm(s)
Tl(s)
=
s(2ξzs+ 1)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.61)
PScll (s) =
ωl(s)
Tl(s)
=
(
s
r2 − 1
)(
s2 + (2ξz[r
2 − 1] +Kp)s+Ki + r2 − 1
s4 + a3s3 + a2s2 + a1s+ a0
)
. (7.62)
The solution of the partial pole placement problem can be found using the Jordan
form assignment method (see the preliminary chapter or paper [211]). Analytical ex-
pressions for the controller gains are obtained in the form of rational functions of the
desired location of the assigned closed-loop pole pair ξ∗, ω∗:
Kp(ξ
∗, ω∗) =
nump(ξ
∗, ω∗)
denp,i(ξ∗, ω∗)
, Ki(ξ
∗, ω∗) =
numi(ξ
∗, ω∗)
denp,i(ξ∗, ω∗)
,
nump = 2 ξ
∗ω∗5 +
(
2ξz(1− r2)− 8 ξzξ∗2
)
ω∗4+
+
(
8 ξ∗3 + 8 ξz2ξ∗r2 − 4 ξ∗
)
ω∗3 − 8 ξ∗2ξz r2ω∗2
+ 2 ξ∗r2ω∗,
numi = ω
∗2{ω∗4 − 4ω∗3ξ∗ξz +
(
4 ξz
2r2 − r2 + 4 ξ∗2 − 1
)
ω∗2
− 4ω∗ξ∗ξz r2 + r2},
denp,i = ω
∗4 − 4 ξ∗ξzω∗3 −
(
2− 4 ξz2 − 4 ξ∗2
)
ω∗2
− 4 ξ∗ξz ω∗ + 1. (7.63)
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Stability of the closed-loop system has to be examined analogously to the zero damp-
ing case. The Hurwitz matrix for the characteristic polynomial in (7.59) is obtained as:
H =

2ξzr
2 +Kp 2ξzKi +Kp 0 0
1 2ξzKp +Ki + r
2 Ki 0
0 2ξzr
2 +Kp 2ξzKi +Kp 0
0 0 0 Ki
 . (7.64)
All the coefficients are positive for Kp,Ki > 0 fulfilling the necessary condition of
stability. The leading principal minors of H are:
|H2| =4 ξz2Kp r2 + 2 ξzKp2 + 2Ki ξz
(
r2 − 1)
KiKp + 2 r
4ξz +Kp
(
r2 − 1) ,
|H3| =8 ξz3KiKp r2 +
(
4KiKp
2 + 4 r2Kp
2
)
ξz
2
+ 2Kp
(
r4 − 2Ki +Kp2 +Ki2
)
ξz+(
4 ξz
2Ki
2 +Kp
2
) (
r2 − 1) . (7.65)
Since r > 1, they are positive for all Kp,Ki > 0. Therefore, positiveness of con-
troller gains provides the sufficient condition of stability and also ensures that a stable
minimum-phase controller is obtained. The common denominator denp,i(ω∗) of ratio-
nal functions in (7.63) has four roots:
ω∗1,2 = ξ
∗ ξz +
√
u±
√
2 ξ∗2ξz2 + 2 ξ∗ ξz
√
u− ξz2 − ξ∗2
ω∗3,4 = ξ
∗ ξz −
√
u±
√
2 ξ∗2ξz2 − 2 ξ∗ ξz
√
u− ξz2 − ξ∗2
u = (ξ∗2 − 1)(ξ2z − 1) (7.66)
Since u < 0 for ξ∗ > 1 and ξz ∈ (0, 1), complex roots are obtained and denp, i is
positive ∀ω∗. This also holds for the case ξ∗ ∈ (0, 1〉, ξz ∈ (0, 1), ξ∗ 6= ξz (follows
from inspection of last term under the square-root), which is valid for practical cases
of lightly damped systems where ξz << ξ∗). Special case ξ∗ = ξz ∈ (0, 1〉 leads to
real roots in ω∗ = 1. Therefore, denp,i is positive and the range of applicable controller
gains can be determined by inspection of numerators nump, numi. The property of
gradual closing of the closed-loop which was derived for the zero damping case holds
for the parametrization (7.63) as well:
Kp(ξ
∗, ω∗ = 0) = 0, Ki(ξ∗, ω∗ = 0) = 0,
∂Kp
∂ω∗
= 2ξ∗r2,
∂Ki
∂ω∗
= 0,
∂2Ki
∂ω∗2
= 2r | ω∗ = 0 (7.67)
Zero gains are obtained for ω∗ = 0 and the loop smoothly closes when ω∗ is gradu-
ally increased. There is always a nonempty range of applicable ω∗ ∈ 〈0, ω∗max〉 which
results in positive controller gains. This range can be found for a chosen ξ∗ by com-
puting a first real root of polynomials nump(ω∗), numi(ω∗) in the admissible inter-
val of ω∗ ∈ 〈0, 1〉 (follows from fundamental limitation on achievable bandwidth for
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Figure 7.9: Maximum achievable damping of the second indirectly controlled pole-pair
as a function of modal damping and resonance ratio, three plots for various setting of first
pole pair damping ξ∗ = {√2/2, 0.8, 1}
the normalized plant). This can be done with use of Sturm’s theorem and a proper
numerical method for isolation of the roots [212]. The maximum allowable radius
ω∗max(ξ∗) ∈ 〈0, 1〉 is the lower bound from these two limits and defines a permissible
range of assignable ω∗(ξ∗) ∈ 〈0, ω∗max〉 which parameterize all stabilizing PI con-
trollers which are stable and minimum-phase (Kp,Ki > 0). Computation of ω∗max
can be performed automatically in a drive commissioning software.
The derivative action can be used in the same manner as in the previous case of
an undamped system. The closed-loop transfer function obtained for the 2DoF PID
controller (7.51) can be derived as:
P clm(s) =
ωl(s)
ω∗m(s)
≈
(
wd
Kd
Kd+1
s2 + wpK¯ps+ K¯i
) (
s2 + 2ξzs+ 1
)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.68)
P cll (s) =
ωl(s)
ω∗m(s)
≈
(
wd
Kd
Kd+1
s2 + wpK¯ps+ K¯i
)
(2ξzs+ 1)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.69)
a3 =
(
2 ξz r¯
2 + K¯p
)
, a2 =
(
2 ξz K¯p + r¯
2 + K¯i
)
, K¯p =
Kp
Kd + 1
,
a1 =
(
2 ξz K¯i + K¯p
)
, a0 = K¯i, r¯
2 − 1 = r
2 − 1
Kd + 1
, K¯i =
Ki
Kd + 1
.
Comparison with the PI control transfer functions (7.52,7.53) shows that the adjust-
ment of the resonance ratio can be performed in the same way.
The effect of the modal damping on the achievable closed-loop performance can be
studied analogously to the undamped case. Comparison of the closed-loop characteris-
tic polynomial in (7.52,7.53) with the parametrization (7.19) leads to equations:
ω2 =
√
Ki
ω∗
, (7.70)
ξ2 =
2ξzr
2 +Kp − 2ξ∗ω∗
2ω2
. (7.71)
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Figure 7.10: Maximum achievable bandwidth in the sense of maximum radius of all
closed-loop poles as a function of modal damping and resonance ratio, three plots for
various setting of first pole pair damping ξ∗ = {√2/2, 0.8, 1}
Substitution of the controller gains from the obtained parameterization (7.63) can be
used to express the natural frequency and damping of the second indirectly controlled
pole-pair as a function of the first directly assigned pair location. Maximum achievable
damping and bandwidth can be plotted for various values of modal damping ξz to study
its effect on the closed-loop behaviour. Figure (7.9) shows the maximum attainable
damping ξ2 of the second pole pair with respect to the system resonance ratio. Five
curves are plotted for distinct values of the damping ξz. Three plots are acquired for
a different setting of the first pole pair damping ξ∗. It can be seen that higher level of
modal damping allows better controllability in the region of low resonance ratio r < 2.
On the contrary, high values of damping reduce the maximum achievable bandwidth
as can be seen in Fig. (7.10). The reason for that is that better damped poles reach
the real axis sooner when increasing the first pole pair radius ω∗ and their movement
towards the right half plane limits the maximum feedback gains at lower values of ω∗.
The conclusion is that there is still a relatively narrow range of resonance ratios for
which both good damping and high bandwidth may be achieved. This region shifts
towards the lower values of r with the increasing values of modal damping. A higher
order compensator has to be used outside of this range when a significant improvement
of control performance is needed.
Addition of friction model
Further generalization of the two-mass oscillatory system model is obtained by adding
motor and load side friction (3.62). The normalized transfer function is given as:
Pm(s) =
ωm(s)
Tm(s)
=
1
s+ a
(s2 + 2ξzs+ 1)
(s2 + 2ξrs+ r2)
. (7.72)
Physical plant parameters (motor and load inertia, stiffness and damping of the flexible
coupling) can be obtained by comparing the normalized model (7.72) with the transfer
function (3.62) which was derived for the two-inertia system. The solution is obtained
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in the form of:
Im = 1, Il = k = f(ξz, r, a), b = ξzf(ξz, r, a)− 1
2
ar2 − ξz + 1
2
a+ ξr, (7.73)
bl = ξzf(ξz, r, a) +
1
2
ar2 + ξz − 1
2
a− ξr, bm = −ξzf(ξz, r, a) + 1
2
ar2 − ξz + 1
2
a+ ξr,
where f(ξz, r, a) is a root of the quadratic equation
f(ξz, r, a) = RootOf{(4ξ2z − 4)x2 + (8ξ2z − 8ξrξz − 4ξza+ 8aξr4− 4ξzar2 + 4r2)x+
+ (r4a2 + 4ξ2z + 4aξr + a
2 + 4ar2ξz − 8ξzξr − 4ξza− 2r2a2 + 4r2ξ2 − 4ξr3a)}
(7.74)
in the variable x. A root which gives positive values of the plant parameters is selected.
In the case that both roots lead to some negative values, there is no two-mass system
which matches the transfer function (7.72), possibly due to some unmodeled dynamics
or an error in the identification procedure.
Knowledge of the physical parameters (7.73) is necessary for the derivation of the
closed-loop plant sensitivity function in order to evaluate the level of active load-side
disturbance rejection. This serves as a performance criterion for a controller optimiza-
tion which is proposed in the next section. The closed-loop transfer functions are ob-
tained as:
P clm(s) =
ωm(s)
ω∗m(s)
=
(wpKps+Ki)
(
s2 + 2ξzs+ 1
)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.75)
P cll (s) =
ωl(s)
ω∗m(s)
=
(wpKps+Ki) (2ξzs+ 1)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.76)
a3 = (2 ξ r +Kp + a) , a2 =
(
2 ξzKp + r
2 +Ki + 2aξr
)
,
a1 =
(
2 ξzKi +Kp + ar
2
)
, a0 = Ki.
Plant sensitivity functions are given as:
PSclm(s) =
ωm(s)
Tl(s)
=
(
s
Il
)(
bs+ Il
s4 + a3s3 + a2s2 + a1s+ a0
)
, (7.77)
PScll (s) =
ωl(s)
Tl(s)
=
(
s
Il
)(
s2 + (b+Kp + bm)s+Ki + Il
s4 + a3s3 + a2s2 + a1s+ a0
)
. (7.78)
The controller gains are again obtained as rational functions of plant parameters and
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first assigned pole pair location:
Kp(ξ
∗, ω∗) =
nump(ξ
∗, ω∗)
denp,i(ξ∗, ω∗)
, Ki(ξ
∗, ω∗) =
numi(ξ
∗, ω∗)
denp,i(ξ∗, ω∗)
,
nump = 2 ξ
∗ω∗5 +
(
2ξz − a− 2ξr − 8 ξzξ∗2
)
ω∗4+
+
(
8 ξz ξ
∗ ξ r + 8 ξ∗3 − 4 ξ∗ + 4 ξz ξ∗ a
)
ω3
+
(
a− 2 ξz r2 − 4 ξ∗2a− 8 ξ∗2ξ r + 2 ξ r + r2a− 4 ξz ξ r a
)
ω∗2+
+
(
4 ξ∗ ξ r a+ 2 ξ∗ r2
)
ω∗ − r2a,
numi = ω
∗2{ω∗4 − 4ω∗3ξ∗ξz +
(
−1− 2ξra+ 4ξzξr − r2 + 4 ξ∗2 + 2 ξz a
)
ω∗2
+ (−2ξ∗a+ 2ξ∗r2a− 4ξ∗ξr)ω∗ + r2 + 2ξra− 2ξzr2a},
denp,i = ω
∗4 − 4 ξ∗ξzω∗3 −
(
2− 4 ξz2 − 4 ξ∗2
)
ω∗2
− 4 ξ∗ξz ω∗ + 1. (7.79)
Comparison with (7.63) reveals, that the common denominator denp,i remains the
same as in the frictionless case and again only the positiveness of the numerators
nump, numi has to be checked to find a set of stable minimum phase controllers with
positive gains.
Unlike the previous case, positiveness of the controller gains does not provide
the sufficient condition of the closed-loop stability. Although the instability occurs
only in very rare cases of odd combinations of plant and controller parameters, a fail-
safe algorithm which finds a set of stabilizing controllers has to be derived for a proper
functionality of the auto-tuning procedure. Stability of the closed-loop may be examined
by observing the constraint equations which relate the location of the poles.
The characteristic polynomial can be described by two pole pairs with the second
indirectly controlled pair being parameterized as a complex couple with natural fre-
quency ω2 and damping ξ2
a∗cl(s) = (s
2 + 2ξ∗ω∗s+ ω∗2)(s2 + 2ξ2ω2s+ ω22) (7.80)
= s4 + (2ξ∗ω∗ + 2ξ2ω2)s3 + (ω∗2 + 4ξ∗ω∗ω2ξ2 + ω22)s
2
+ (2ω∗2ξ2ω2 + 2ξ∗ω∗ω22)s+ (ω
∗ω2)2,
or as a couple of real poles p3, p4
a∗cl(s) = (s
2 + 2ξ∗ω∗s+ ω∗2)(s+ p3)(s+ p4) (7.81)
= s4 + (2ξ∗ω∗ + p3 + p4)s3 + (ω∗2 + 2ξ∗ω∗p3 + (2 ∗ ξ∗ω∗ + p3)p4)s2 (7.82)
+ (ω∗2p3 + (ω∗2 + 2ξ∗ω∗p3)p4)s+ ω∗2p3p4.
Comparison with the closed-loop transfer function (7.16) leads to equations
(p3 + p4) = 2ξ2ω2 = 2ξr +Kp + a− 2ξ∗ω∗ (7.83)
(p3p4) = ω
2
2 =
Ki
ω∗
(7.84)
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It is seen that stable controller with Ki > 0 has to be used and the stability of the
closed-loop is determined by the sign of the real part of the right side of the equation
(7.83). Substitution of Kp from the solution (7.79) leads to inequality
2ξr +
nump
denp,i
+ a− 2ξ∗ω∗ !> 0. (7.85)
Since denp,i is positive ∀ξ∗, ω∗ ∈ (0, 1〉 as shown in the previously performed analysis
(7.66), the sufficient condition of stability reduces to
(2ξr + a− 2ξ∗ω∗)denp,i + nump
!
> 0. (7.86)
The left side of (7.86) is a fourth order polynomial in variable ω∗:
2 ξz (ω
∗)4 − 8 ξ∗ξz2 +
(
8 ξz (ω
∗)3 (ξ∗)2 + 4 aξz
2 − 2 ξzr2 − 2 ξ r + ar2 − 4 ξzξ ra+ 8 ξ rξz2 − a
)
(ω∗)2
+
(−2 ξ∗ − 8 ξzξ∗ξ r − 4 aξ∗ξz + 4 ξ∗ξ ra+ 2 ξ∗r2)ω∗ + a− ar2 + 2 ξ r (7.87)
Examination of its roots (either analytically or numerically) reveals the range of
applicable ω∗ which leads to a stabilizing controller.
Reparameterization for smooth feedback closing
A particular problem of the parameterization (7.79) is the violation of the property of
smooth gradual transition from the open-loop to the closed-loop control with a pro-
gressively increasing bandwidth which was demonstrated in the previous case of a
frictionless system. Substitution of ω∗ = 0 to the controller gains leads to:
Kp(ω
∗ = 0) = −r2a, Ki(ω∗ = 0) = 0, (7.88)
∂Ki(ω
∗ = 0)
∂ω∗
= 0,
∂2Ki(ω
∗ = 0)
∂ω∗2
= 4ξra− 4ξzr2a+ 2r2. (7.89)
The closed-loop poles do not match the poles of the open loop for the zero bandwidth.
There is a discontinuity in the proportional gain which starts at negative values leading
to a nonminimum phase compensator. The derivative of the integral gain reveals that
an unstable compensator and closed-loop may be obtained for certain plant parameters.
This problem can be solved in two ways:
1. Computation of a minimum value of ω∗ which leads to stable minimum phase
stabilizing controller.
2. Reparameterization of the location of the first directly assigned pole pair to allow
smooth transition from the open loop for low values of closed-loop bandwidth.
The first method may be applied by analyzing the corresponding polynomials in nump,
numi and the condition (7.86) which determine the sign of the controller gains and
stability of the closed-loop. The second approach needs to introduce a parameterization
of the closed-loop poles which starts from the open-loop poles location for ω∗ = 0. The
following algorithm is proposed:
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Figure 7.11: Reparametrization of the closed-loop poles for the case of model with
friction
• For ω∗ ≤ 0.7a, the closed-loop poles start from the zero pole in the origin (due to
the integrator part of the controller) and stable real pole a of the plant. The two
poles move against each other and meet at the location −0.7a.
• When ξ∗ = 1, the couple of double real pole moves together to the left on the real
axis for ω∗ > 0.7a. For ξ∗ ∈ 〈√2/2, 1〉, the poles are moved vertically in parallel
with the imaginary axis until they reach the half lines corresponding to the chosen
ξ∗. After that, they continue along these half lines for further increasing ω∗ as in
the previous frictionless case.
The pattern of the closed-loop poles movement in the complex plane is depicted in
Fig. (7.11). The given parameterization was constructed as an approximation of the
solution of the Symmetrical Root Locus which is obtained by synthesis of a LQ opti-
mal controller for a scalar weighted output (see the preliminary chapter). This plot is
useful for the examination of the optimal location of the closed-loop poles which lead
to a reasonable compromise between the amplitude of the control and system band-
width given by the quadratic criterion. Although the exact shape of the optimal SRL
plot differs with the varying plant dynamics and weighting coefficients in the quadratic
criterion, its behaviour for low bandwidth is almost the same for typical values of os-
cillatory system parameters. The closed-loop poles start from the location of open-loop
poles, they meet on the real axis, approach half lines in the complex-plane given by the
Butterworth pattern and tend to infinity except for some of them which end in the ze-
ros of the root locus equation. The proposed parameterization allows smooth transition
from open to closed-loop with gradual increase of compensator gains and closed-loop
bandwidth which may be advantageous especially for a manual tuning.
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7.1.5 Controller performance optimization
The previous section presented the algorithm which derives a whole set of admissible
PID controllers which are stable, minimum phase and which stabilize a given system.
Optimization procedure which selects one particular compensator from the admissible
set according to some proper performance criterion may be useful for the purpose of
automatic drive commissioning.
The feedback compensator should provide two basic functions:
1. Reference trajectory tracking
The motion of the load which is driven by the actuator should track reference
signals which are obtained from a trajectory generator. As was shown in the
introductory example, precise actuator motion does not necessarily imply good
control of an elastically coupled load. Therefore, load side dynamics should be
taken into account in the optimization process.
2. Active compensation of external disturbances
The controller should actively damp vibrations excited by external disturbances
which typically occur as an external load torque/force acting on the load side of
the driven mechanism. Again, load side dynamics is essential for the evaluation
of performance of the control system.
These two basic requirements may be contradictory and different compensator set-
tings may be required in distinct applications. Whereas the disturbance compensation
is more significant for contact motions of a CNC machine tool, reference tracking may
be more important for free space manipulation tasks of a robotic arm. The next sec-
tion presents an optimization algorithm which is proposed for the automatic controller
tuning.
Reference tracking
The first important performance index related to the reference trajectory tracking can
be expressed in the frequency domain as a required shape of the load-side complemen-
tary sensitivity function. The closed-loop bandwidth (in the standard -3dB sense) with
respect to the load motion (7.60) is defined as:
J1 = ω
max
0 ; |P cll (iω) = ωl(iω)ω∗m(iω) | > −3dB, ∀ω ∈ 〈0, ω
max
0 〉
∧MT = ‖P cll (s)‖∞ = sup∀ω
|P cll (iω)| < MmaxT . (7.90)
The limitation of the maximum peak value MmaxT is introduced to disqualify closed
loops with oscillatory behaviour or excessive overshoot due to weakly damped poles
or system zeros. The value of the criterion J1 may be computed numerically for a
particular controller given by desired radius and damping of the assigned pole pair
ξ∗, ω∗. The optimal setting which maximizes J1 is then selected from the set of
admissible compensators.
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Figure 7.12: Achievable reference tracking performance - closed-loop bandwidth J1
and maximum overshoot Mt of load-side complementary sensitivity function P cll for three
different values of resonance ratio r = {1.25, 2, 4}, blue color - 1DoF PI controller, red color
- 2DoF PI controller with wp = 0.5, magenta color - 2DoF PI controller with wp = 0, green
color - minimum radius of the closed-loop poles, solid lines - closed-loop bandwidth J1,
dashed lines - max. overshoot MT , red markers - maximum achievable bandwidth
An example is given for a set of normalized two-mass systems (7.57) with modal
damping ξz = 0.01 and three various values of the resonance ratio r = {1.25, 2, 4}. Fig-
ure (7.12) shows the plots of the closed-loop bandwidth J1 (solid lines) and maximum
overshoot MT in the amplitude response of the closed-loop transfer function P cll . Three
different colors show the influence of the weighting factor wp in the 2DoF PI control
law. It is seen that the achievable bandwidth is poor for low resonance ratio systems.
This is due to the poor damping of the second pole pair which causes an oscillatory be-
haviour of the loop and which is seen as an overshoot in the amplitude response of the
complementary sensitivity function. This overshoot is even emphasized by the stable
real zero z1 = Ki/Kp introduced by the compensator. Two DoF control law may be
beneficial in this case. Lowering the setpoint weighting factor wp limits the influence
of the compensator zero and enhances the range of applicable gains as can be seen
in the left plot (indicated by red markers). An optimal value of wp may be found au-
tomatically to achieve the highest possible bandwidth. With the increasing resonance
ratio, the advantage of 2DoF control law diminishes and a 1DoF controller may pro-
vide higher bandwidth due to the influence of the compensator zero which introduces
a phase lead. For high resonance ratio systems, the movement of the closed-loop poles
towards the right half plane (indicated by green line which shows the minimum ra-
dius of the closed-loop poles) becomes the limiting factor for the maximum achievable
bandwidth as can be seen from the last plot for r = 4.
The maximum achievable bandwidth J1 as a function of the system resonance ratio
is plotted in Fig. (7.13). Three colors are used to distinguish the 1DoF PI control law
(blue), 2DoF control law with the setpoint weighting wp = 0.5 (magenta) and 2DoF
control law with proportional output feedback (red). Solid lines show the results for
the chosen damping ξ∗ =
√
2/2, dashed lines stand for ξ∗ = 1. It can be seen that the
achievable bandwidth drops considerably for r <
√
2 in the case of 1DoF controller. The
range of controllable systems with low r can be extended by reduction of the setpoint
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Figure 7.13: Maximum achievable bandwidth - J1[rad/s] with respect to system reso-
nance ratio, blue - 1DoF control law, magenta - 2DoF control law with wp = 0.5, red - 2DoF
control law with wp = 0, solid lines ξ∗ =
√
2
2 , dashed lines ξ
∗ = 1
weighting factor wp. The maximum bandwidth drops exponentially for large r > 2 due
to real poles p3, p4 approaching the right half-plane. The compensator zero for higher
values of wp is beneficial in this case as it provides a phase lead. Lower values of ξ∗
leads to shorter settling times for a large r whereas its influence is minimal for r < 2.
The observations are consistent with the analysis of the closed-loop poles behaviour
performed in the previous section.
Disturbance rejection
Second performance index is introduced for the evaluation of the active vibration damp-
ing property of the controller. The disturbance rejection performance may be formu-
lated in the frequency domain with the use of the load-side plant sensitivity function
as
J2 =
‖PScll (s)W (s)‖∞
‖PSoll (s)W (s)‖∞
=
sup
∀ω
|PScll (iω)W (iω)|
sup
∀ω
|PSoll (iω)W (iω)|
,W (s) =
s
s+ 1
,
where PScll (s) =
ωl(s)
Tl(s)
is the transfer function obtained from (7.17),(7.61) or (7.77),
depending on the model type being used and PSoll (s) denote the open-loop transfer
function of the load side disturbance for the disconnected feedback:
PSoll (s) = PS
cl
l (s) | Kp,Ki = 0. (7.91)
The high-pass weighting filter W (s) is added to emphasize the region of system an-
tiresonance and resonance frequency which is important for the performance in active
219
7. ACTIVE VIBRATION CONTROL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ω*
J 2
Vibration5damping5in5the5resonance5region
r=1.1
Maximum5bandwidth
Maximum5vibration5damping
r=1.7
r=2.5
max5J
1
min5J
2
Figure 7.14: Maximum vibration damping - J2 with respect to system resonance ratio
and closed-loop bandwidth ω∗
vibration damping of the load. The normalization with respect to the open-loop is
introduced to obtain a reasonable scaling of the index.
The values of J2 as a function of controller gains ω∗ ∈ 〈0, 1〉, ξ∗ = 1 are plotted in
Fig.(7.14) for different values of r. The typical shape with exponential decay is caused
by increasing damping of the second pole pair. Optimal performance of the controller
is achieved in the range ω∗ ∈ 〈min(J2),max(J1)〉. This interval may be empty for a
poorly controllable system for which the poles cannot be damped sufficiently (blue line
in Fig.7.14) while achieving reasonable reference tracking.
Robust stability and performance analysis
Maximum achievable bandwidth is often limited in practical motion control appli-
cations due to an uncertainty in the system model. Parametric variations due to a
change of the operating point, occurrence of higher resonance modes, sensor or ac-
tuator lag, sampling effects or measurement noise are typical examples of unmodeled
high-frequency dynamics which limits the range of applicable controller gains.
Three typical cases of model uncertainty are analyzed in this section
• Parametric uncertainty in the nominal plant model
• Unknown unstructured high frequency perturbation of the nominal dynamics
• Known high frequency perturbation due to additional dynamics in the loop
The parameter variations in dynamics of flexible mechanical systems are typically caused
by changes of load inertia (e.g. due to the varying load during pick and place oper-
ations) or alteration of the stiffness of the flexible coupling (see e.g. the example of
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nonlinear belt-drive system given in the previous chapter). The parametric perturba-
tions result in a shift of the resonance and antiresonance frequencies and may lead to
detuning or even instability of the closed-loop. The condition of robust stability has to
be evaluated to make sure that the system can operate well even in the presence of the
uncertainty.
As was shown in the previous sections, sufficient condition for robust stability is
given by positiveness of the compensator gain for the case of a two-mass system without
the motor and load side friction (7.57). This does not hold for the general model with
friction for which the stability has to be examined. The analysis of robustness in
stability with respect to parametric uncertainty can be performed with the use of
the Kharitonov’s theorem. The nominal normalized plant model is assumed in the form
of:
Pn(s) =
ωm(s)
Tm(s)
=
1
s+ an
(s2 + 2ξzns+ 1)
(s2 + 2ξnrns+ r2n)
. (7.92)
A set of stable, minimum phase and stabilizing controllers may be derived using
the previously proposed algorithm. An optimal controller may be selected from this set
according to the presented optimization algorithm to achieve best reference tracking
or vibration attenuation. A model of the perturbed plant with a parametric uncertainty
is given as the transfer function
Pp(s) =
ωm(s)
Tm(s)
=
K
s+ a
(s2 + 2ξzs+ ωz)
(s2 + 2ξωs+ ω2)
, (7.93)
where the plant parameters are known to be bounded
K ∈ 〈Kmin,Kmax〉, a ∈ 〈amin, amax〉, ξz ∈ 〈ξzmin, ξzmax〉, ωz ∈ 〈ωzmin, ωzmax〉,
ξ ∈ 〈ξmin, ξmax〉, ω ∈ 〈ωmin, ωmax〉. (7.94)
The closed-loop complementary sensitivity function of the perturbed plant with a PI
compensator is given as:
P clp =
ωm(s)
ω∗m(s)
=
(Kps+Ki)K(s
2 + 2ξzs+ ω
2
z)
s4 + a3s3 + a2s2 + a1s+ a0
, (7.95)
a3 = (2ξω +KKp + a), a2 = (2aξω +KKi + ω
2 + 2KKpξz)
a1 = (KKpω
2
z + aω
2 + 2KKiξz), a0 = KKiω
2
z
Lower and upper bounds for the coefficients of the characteristic polynomial in (7.95)
may be found as:
a3 ∈ 〈a3, a3〉, a2 ∈ 〈a2, a2〉, a1 ∈ 〈a1, a1〉, a0 ∈ 〈a0, a0〉, (7.96)
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Figure 7.15: Robust performance - example of uncertain plant with parametric varia-
tions, left - Bode plot, right - closed loop step response with the robust controller
where the bounds are obtained in the form of:
a3 = 2ξminωmin +KminKp + amin, a3 = 2ξmaxωmax +KmaxKp + amax, (7.97)
a2 = 2aminξminωmin +KminKi + ω
2
min + 2KminKpξzmin,
a2 = 2amaxξmaxωmax +KmaxKi + ω
2
max + 2KmaxKpξzmax,
a1 = KminKpω
2
zmin + aminω
2
min + 2KminKiξzmin
a1 = KmaxKpω
2
zmax + amaxω
2
max + 2KmaxKiξzmax
a0 = KminKiω
2
zmin, a0 = KmaxKiω
2
zmax.
According to the Kharitonov’s theorem, the characteristic polynomial (7.95) is strictly
Hurwitz if and only if each of the four Kharitonov polynomials
k1(s) = a0 + a1s+ a2s
2 + a3s
3 + s4 (7.98)
k2(s) = a0 + a1s+ a2s
2 + a3s
3 + s4
k3(s) = a0 + a1s+ a2s
2 + a3s
3 + s4
k4(s) = a0 + a1s+ a2s
2 + a3s
3 + s4
is stable. Stability of the four polynomials may be examined by checking their roots or
with use of some algebraic criterion such as Hurwitz or the Routh-Hurwitz method.
This result may be used for the evaluation of the robustness of the closed-loop with
respect to known bounds of a parametric uncertainty. These bounds may be obtained,
for example, by the automatic identification experiment in different operating points
of a machine or they are based on apriori information about the system operation (e.g.
from a known bounds for the varying load inertia).
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A numerical example is given to demonstrate this procedure. The normalized plant
model is given by the set of nominal parameters K = 1, a = 0.1, ξ = 0.02, ξz = 0.01,,
ω = 2, ωz = 1. The parameters can vary in ±10% range around their nominal value
except for the resonance frequency which is expected in range ±30%. Bode plots of the
uncertain model are shown in Fig. (7.15) left. A velocity PI controller is designed for
the nominal plant. Optimal reference tracking performance according to the criterion
J1 (7.90) is achieved for ω∗ = 0.9ωz. Evaluation of the Kharitonov polynomials reveals
that the closed-loop system is stable for the given class of transfer functions. The result
is verified experimentally using Monte Carlo simulation with samples of the uncertain
system (Fig. 7.15 right). It is seen that the compensator is robust with respect to the
given class of perturbations and consistent performance of the closed loop is achieved
for assumed parameter variations.
Failure of the Kharitonov test does not necessarily mean that the closed-loop system
is unstable since the bounds of the polynomial coefficients in (7.96) cannot be reached
independently. Method of gridding may be applied in the case that the test fails. The
parameter space is covered with a grid and stability of the closed loop is evaluated
for each point. When the compensator fails to meet the robustness requirements, the
procedure is repeated for a lower bandwidth ω∗. Simple bisection algorithm may be
used to find a suitable controller setting which fulfills the robustness conditions. A
robust performance test can be formulated in the frequency domain by setting some
constraints on the shape of the important closed-loop transfer functions. Fulfillment of
the performance specification may be evaluated for each individual sample in the grid.
Considering the relatively low number of plant parameters, the results may be obtained
in a reasonable time.
There are other types of unmodeled dynamics which cannot be described simply as
a variation of parameters of the nominal plant. An example is a transport delay caused
by a communication network which connects a motor power amplifier with the su-
pervisory control system, influence of higher resonance modes which are not assumed
in the model or nonlinear dynamics of the mechanical subsystem occurring at higher
frequencies. A more general model of the uncertainty is needed as the unmodeled
high-frequency dynamics can potentially change the order of the closed loop arbitrar-
ily. Results of the robust control theory may be used to cope with the high-frequency
unstructured uncertainty.
The modelling errors can be expressed as a multiplicative uncertainty which perturbs
the nominal plant Pn(s) [5],[213]:
P (s) = Pn(s)
(
1 + ∆(s)W2(s)
)
, (7.99)
where W2 is a fixed stable transfer function and ∆ is a variable stable transfer function
satisfying ‖∆‖∞ < 1. The weighting function W2 provides a frequency dependent
scaling of the level of the relative uncertainty. Since ‖∆‖∞ < 1, it holds∣∣∣∣ P (iω)Pn(iω) − 1
∣∣∣∣ ≤ |W2(iω)| ∀ω. (7.100)
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The uncertainty model may be expressed in the frequency domain for each particular
frequency as a disc of radius |Pn(iω)W2(iω)| which denotes all the possible locations
of the frequency response P (iω) of the uncertain system. The model of the uncertainty
may be obtained automatically from the identification experiment by comparing the
frequency response data points with the computed nominal plant transfer function.
The condition of robust stability can be derived with use of the Small gain theorem
after some manipulations with the closed loop scheme as [213]:
‖∆(s)W2(s)Tn(s)‖∞ ≤ ‖W2(s)Tn(s)‖∞
!
< 1. (7.101)
where Tn(s) is the complementary sensitivity function of the nominal plant. Compar-
ison with (7.90) shows that the robustness in stability with respect to high-frequency
perturbations is inversely proportional to the closed-loop bandwidth and criterion J1 .
The same conclusion holds for the injection of a measurement noise.
Performance of the nominal system can be specified in terms of a desired shape of
the sensitivity function Sn(s) of the closed-loop as:
‖W1(s)Sn(s)‖∞ < 1, (7.102)
which leads to inequality∣∣∣∣Sn(iω) = 11 + C(iω)Pn(iω)
∣∣∣∣ ≤ |W−11 (iω)| ∀ω. (7.103)
Since the bandwidth of the closed-loop is directly controlled by the first pole pair radius
ω∗, the weighting filter W1 may be set as a constant which specifies the maximum peak
of the sensitivity function
W1 =
1
MS
. (7.104)
The sensitivity function of the uncertain plant (7.99) is perturbed to
S(s) =
Sn(s)
1 + ∆(s)W2(s)Tn(s)
. (7.105)
The robust performance condition is formulated as the simultaneous achievement of
the desired performance and stability for all admissible perturbations:
‖W1(s)Sn(s)‖∞
!
< 1 ∩
∥∥∥∥ W1(s)Sn(s)1 + ∆(s)W2(s)Tn(s)
∥∥∥∥
∞
!
< 1 ∀‖∆(s)‖∞ ≤ 1. (7.106)
It can be shown that a necessary and sufficient condition for achievement of the robust
performance is [213]:
‖|W1(s)Sn(s)|+ |W2(s)Tn(s)|‖∞
!
< 1. (7.107)
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Figure 7.16: Root locus of the position loop closed-loop poles in the cascade PID con-
trol structure, two typical shapes obtained for real couple of velocity loop poles (left) or
complex pair poles (right)
A robust PID controller can be designed by numerically computing a range of applicable
gains ω∗ ∈ 〈0, ωmax∆ 〉 for which the condition (7.107) holds.
The third type of model uncertainty is a perturbation of the nominal plant by known
linear high-frequency dynamics. A typical example is the inclusion of the feedback
signal filter, a fixed time-delay due to communication between the controller-actuator
pair or a known actuator lag. The overall plant dynamics can be described in the form
of:
P (s) = Pn(s)Phf (s), (7.108)
where Pn is the nominal part of the dynamics of the mechanical subsystem and Phf is
a known high-frequency dynamics. Utilization of the full plant model (7.108) would
complicate or disallow analytical derivation of the controller design e.g. due to an infi-
nite order of the plant in the case of time delay. However, the influence of the perturba-
tion may be insignificant for low controller gains and closed-loop bandwidth which is
relatively low with respect to the dominant frequency range of the parasitic dynamics.
Therefore, suitable performance may be achieved with the controller obtained for the
simplified nominal model Pn. The effect of the high-frequency perturbation is quan-
tified by the inclusion of the full model (7.108) in the optimization process presented
in the previous section. The closed-loop performance may be conveniently analyzed in
the frequency domain since the proposed optimization procedure evaluates the impor-
tant closed-loop transfer functions. Controller gains which meet the design requirements
for the full plant dynamics are selected.
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Figure 7.17: Shaping of the closed loop transfer functions - load-side complementary
sensitivity function P clp (s) (left) and plant sensitivity function PS
cl
p (s) (right) for the vary-
ing gain of the position controller
7.1.6 Position control
The position control loop is formed in the outer loop of the cascade control scheme
(3.3). A simple proportional controller is used in most cases. The open-loop transfer
function is obtained in the form of:
L(s) =
KppP clm(s)
s
, (7.109)
where Kpp is the proportional gain of the position controller and P clm is the closed-loop
transfer function of the inner velocity loop.
Behaviour of the dynamics of the position loop can be explained on the root-locus
plot of the closed loop system (7.16) which illustrates the effect of position gain adjust-
ment. The root-locus starts from the closed-loop poles of the velocity loop, which are
well damped for a properly designed velocity loop, and from zero pole which is intro-
duced by the integrator. The closed-loop bandwidth of the position loop is determined
by the dominant stable real pole which moves from the origin to the open-loop zero
z = − KiwpKp introduced by the velocity controller. The first couple of closed-loop poles
ends in the weakly damped open-loop zeros of the velocity loop, the second couple
tends to infinity. For high values of the position gain, the couple of oscillatory poles
becomes dominant leading to oscillatory response. There is even a risk of instability of
the closed-loop since the poles may enter the right half-plane.
Optimization of the position loop performance may be performed analogously to
the previous case. Since the main goal is to control the position of the load, the most
significant closed loop transfer functions are obtained for the load position response ϕl
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to position reference ϕ∗ and load-side load torque Tl:
P clp (s) =
ϕl(s)
ϕ∗(s)
=
Kpp (bs+ k)(wpKps+Ki)
s5 + a4s4 + a3s3 + a2s2 + a1s+ a0
, (7.110)
PSclp (s) =
ϕl(s)
Tl(s)
=
s3Im + (b+ bm +Kp)s
2 + (k +KppKp +Ki)s+KiK
p
p
a5s5 + a4s4 + a3s3 + a2s2 + a1s+ a0
,
a5 = Il Im, a4 = (bl Im + Il bm + IlKp + Il b+ b Im) ,
a3 =
(
K Im + IlKi + IlK
p
p Kp + IlK + bl b+ b bm + bKp + bl bm + blKp
)
,
a2 =
(
IlKiK
p
p +K bm +KKp + blK + bK
p
p Kp +Ki b+ blK
p
p Kp +Ki bl
)
,
a1 =
(
KiK
p
p b+KiK +KiK
p
p bl +KK
p
p Kp
)
,
a0 = KiKK
p
p .
The optimal position controller with respect to the reference tracking performance is
obtained analogously to the velocity loop case by maximization of the criterion
J1 = ω
max
0 ; |P clp (iω) = ϕl(iω)ϕ∗(iω) | > −3dB, ∀ω ∈ 〈0, ωmax0 〉
∧‖P clp (s)‖∞ = sup∀ω
|P clp (iω)| ≤ 1. (7.111)
The amplitude response of the load complementary sensitivity function has to be lim-
ited in order to minimize the overshoot which is unacceptable in the position loop as
it may lead to dangerous failures during machine operation (e.g. a wrong cut of a
CNC machine tool or collision of a robotic arm with an obstacle in the surrounding
environment).
The disturbance rejection performance may be expressed as a worst-case gain of
the load-side plant sensitivity function in terms of the criterion
J2 = ‖PScll (s)‖∞. (7.112)
Frequency weighting and normalization of the performance index is not necessary in
this case due to the flat shape of the amplitude response which is obtained for a cor-
rectly designed velocity loop.
The typical shape of the important closed-loop transfer functions is shown in Fig.
(7.17). The amplitude responses of the load side complementary sensitivity and plant
sensitivity functions (7.110) are plotted for the varying gain of the position controller.
It is observed that the closed-loop bandwidth gradually increases with the rising gain.
The flat shape is preserved until the pole pair which approaches the weakly damped
open-loop zeros becomes dominant causing peaks around the antiresonance frequency
of the plant both in reference and disturbance response. The functions of bandwidth
J1 and disturbance attenuation J2 with respect to the position control gain are plotted
in Fig. (7.18). Analogously to the velocity loop case, a range of suitable gains may be
found for which the feedback loops provides both sufficient damping and reasonable
bandwidth. The drop to zero in the red J1 plot indicates an excess ‖P clp (s)‖∞ > 1
which signalizes oscillatory behaviour of the loop and marks the maximum allowable
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Figure 7.18: Position loop performance criterions - maximum bandwidth J1 and worst-
case disturbance gain J2 for the varying position controller gain
Figure 7.19: Position control of an uncertain system - cascade control with velocity and
position control loops
position controller gain. The level of damping J2 does not vary significantly for a well
tuned inner velocity loop and the criterion J1 gives sufficient information about the
closed-loop performance.
Robust performance
The effect of uncertainty in the plant model to closed-loop stability and performance
may be analyzed analogously to the previous case of velocity loop tuning. A parametric
uncertainty or known high frequency perturbation can be handled in the same way as
proposed in the previous section. The analysis of an unstructured uncertainty is more
complicated as it involves two cascade feedback loops of velocity and position control
(Fig. 7.19). Following section deals with derivation of conditions for robust stability
and performance.
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Figure 7.20: Position control of an uncertain system - equivalent diagrams of the closed-
loop with a multiplicative perturbation model
The model of the uncertain plant with a multiplicative perturbation is given as:
Pp(s) =
ωm(s)
Tm(s)
= Pn(s)
(
1 +4(s)W2(s)
)
, (7.113)
where Pn is a nominal model and W2 is a proper scaling function which express the
level of uncertainty. Both of them can be acquired from the identification experiment.
Uncertain closed-loop transfer function of the velocity loop is obtained in the form of:
P clm(s) =
ωm(s)
ω∗m(s)
=
Cv(s)Pn(s)
(
1 +4(s)W2(s)
)
1 + Cv(s)Pn(s)
(
1 +4(s)W2(s)
) = Tvn(s)(1 +4(s)W2(s))
1 +4(s)W2(s)Tvn(s) ,
(7.114)
where Cv is a velocity controller and Tvn is the nominal complementary sensitivity
function of the velocity loop
Tvn(s) =
ωm(s)
ω∗m(s)
=
Cv(s)Pn(s)
1 + Cv(s)Pn(s)
. (7.115)
The position control loop may be partitioned to a known part which contains the nom-
inal dynamics and the uncertain part which models the perturbation. The diagram of
the closed-loop circuit (Fig. 7.19) may be redrawn using block manipulations to the
configuration in Fig. 7.20. The dynamics of the interconnection system which forms
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the feedback loop around the perturbation ∆(s) is given as:
H(s) =
u∆(s)
y∆(s)
=
W2(s)Tvn(s)
1 + Lpn(s)
− W2(s)Lpn(s)
1 + Lpn(s)
= W2(s)Tvn(s)Spn(s)−W2(s)Tpn(s),
(7.116)
where Lpn =
CpTvn
s is the nominal open loop transfer function of the position loop and
Spn, Tpn denote the corresponding sensitivity and complementary sensitivity functions.
Since ‖∆‖∞ < 1, the sufficient condition for the internal stability of the closed-loop
system according to the Small gain theorem is given as:
‖H(s)‖∞ = ‖W2(s)Tvn(s)Spn(s)−W2(s)Tpn(s)‖∞ < 1. (7.117)
The inequality (7.117) may be used for the computation of the allowable range of
position controller gains which fulfills the condition of robust stability with respect
to perturbations of the nominal system dynamics given by the uncertainty model.
The robust performance condition may be derived as follows. Since the uncertain
model (7.113) is acquired from the identification of the motor side dynamics and there
is no further apriori information about the way the uncertainty affects the load side
dynamics, the controller optimization is performed in the actuator loop. Uncertain
open-loop transfer function is obtained from (7.114) as:
Lp(s) =
Cp(s)Tvn(s)
(
1 +4(s)W2(s)
)
s
(
1 +4(s)W2(s)Tvn(s)
) . (7.118)
The perturbed complementary sensitivity function is given by equation:
Tp(s) =
Lp(s)
1 + Lp(s)
=
Cp(s)Tvn(s)
(
1 +4(s)W2(s)
)
s
(
1 +4(s)W2(s)Tvn(s)
)
+ Cp(s)Tvn(s)
(
1 +4(s)W2(s)
) .
(7.119)
The condition of robust performance may be expressed as
‖Tp(s)‖∞ < 1 ∀∆(s), (7.120)
which gives a reasonable requirement for minimization of worst-case gain which leads
to oscillatory behaviour of the loop. Assuming proportional controller Cp(s) = Kpp in
the position loop, the condition (7.120) may be rewritten as:
|KppTvn(iω)
(
1 +4(iω)W2(iω)
)| (7.121)
!≤ |iω(1 +4(iω)W2(iω)Tvn(iω))+KppTvn(iω)(1 +4(iω)W2(iω))|, ∀ω > 0
The upper bound of the left side of the inequality (7.121) may be derived as:
|KppTvn(iω)
(
1 +4(iω)W2(iω)
)| ≤ Kpp(|Tvn(iω)|+ |W2(iω)Tvn(iω)|). (7.122)
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Figure 7.21: Robust performance position control - nominal vs robust design of the
position controller, left - motor position response to step in reference command and load
side disturbance torque, right - load side response
The lower bound of the right side of (7.121) is obtained by selecting particular ∆(iω)
which minimizes the absolute value of the expression:
|iω(1 +4(iω)W2(iω)Tvn(iω))+KppTvn(iω)(1 +4(iω)W2(iω))| ≥ (7.123)
|iω +KppTvn(iω)| − |W2(iω)Tvn(iω)||iω +Kpp|.
Therefore, the sufficient condition for robust performance is obtained by combining
(7.122) and (7.123):
Kpp
(|Tvn(iω)|+|W2(iω)Tvn(iω)|) ≤ |iω+KppTvn(iω)|−|W2(iω)Tvn(iω)||iω+Kpp| ∀ω > 0
(7.124)
Numerical evaluation of (7.124) may be used for the derivation of the maximum posi-
tion controller gain which leads to robust performance of the closed-loop system
under all admissible perturbations of the nominal dynamics.
A numerical example is given to demonstrate the proposed approach. A nominal
two-mass system is perturbed by a time-delay. The normalized transfer function is
given in the form of:
Pp(s) =
ωm(s)
Tm(s)
=
1
s
s2 + 2ξzs+ 1
s2 + 2ξzr2s+ r2
e−Ds; ξz = 0.01, r = 3, D = 0.15 (7.125)
The upper bound of the multiplicative perturbation in the model (7.113) is given by the
weighting function W2(s) = 2.6ss+15 . The velocity PI controller is obtained from the ref-
erence tracking performance optimization according to (7.90) for the nominal system
without the time delay. Best performance is achieved for the settings ω∗ = 0.67, ξ∗ = 1
leading to PI gains Kp = 4.63, Ki = 0.64. Since ‖W2Tvn‖∞ = 0.68 the velocity loop
is robustly stable with respect to the given perturbation model. Maximum allowable
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position controller gain for the robust stability is obtained from the test as (7.117)
Kpp≤2. Maximum gain for the optimal reference tracking according to the nominal
model is computed from (7.111) as Kpp = 0.3. This setting leads to unacceptable per-
formance of the perturbed closed-loop with the time-delay as can be seen from the plots
in Fig. (7.21) which show reference and disturbance response of the position loop. The
highest gain which fulfills the robust performance condition obtained from (7.124) has
the value Kpp = 0.11. The reduction of the gain leads to significant improvement of
closed-loop performance as can be seen from Fig. (7.21).
7.1.7 Conclusions for the PID control
The algorithm of the controller synthesis can be summarized as follows:
1. Obtain a nominal plant model from the identification experiment. Estimate the
bounds of parametric or unstructured uncertainty or set a known high-frequency
dynamics which perturbs the nominal plant.
2. For the normalized nominal plant, compute the set of stable, minimum-phase
stabilizing velocity controllers.
3. Adjust the derivative part of the controller (when available) in the case of poorly
controllable system to improve the resonance ratio.
4. Compute the range of optimal gains 〈ω∗J1, ω∗J2〉 according to the criterions J1, J2
depending on application requirements.
5. Compute the upper bound on ω∗ with respect to the model uncertainty (when
available).
6. Select a particular controller which meets both performance and robustness re-
quirements.
7. Compute the controller for the original plant by de-normalization in gain and
time.
8. Repeat the procedure for the position loop when needed.
All these steps can be performed automatically in the drive commissioning software.
The obtained analytical solution for the controller gains can be used for the smooth fine
tuning on a real plant using physically intuitive parameters of closed-loop bandwidth
and damping.
The performed analysis leads to important conclusions:
• There are fundamental limitations on closed-loop bandwidth and active vibration
damping achievable with the conventional PID control. The properties of the
closed-loop system are primarily determined by the value of the resonance ratio
parameter.
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• The maximum achievable bandwidth is limited by the value of the first antireso-
nance frequency of the system.
• Low resonance ratio systems with r ≤ √3 cannot be effectively damped whereas
sluggish response and low closed-loop bandwidth is ahieved for r ≥ √5 with the
PI velocity compensator.
• The derivative part of the velocity PID controller which serves as motor acceler-
ation feedback can overcome the limitations of low or high resonance ratio sys-
tems by changing the virtual inertia of the motor side. Significant improvement
compared to the simple PI control may be achieved. The maximum attainable
bandwidth is still limited by the value of the first antiresonance of the system.
The amount of the derivative action which may be applied is restricted by the
level of the measurement noise in the feedback signal.
• The proposed parameterization offers a whole set of suitable stabilizing con-
trollers. The free parameters serve for selection of a particular compensator
which meets performance and robustness design requirements. This brings sig-
nificant simplification compared to direct optimization of the compensator pa-
rameters which is a nonlinear and nonconvex problem.
• The load to drive inertia ratio should be kept in the optimal range yet in the phase
of mechanical design of the system to prevent from difficulties with vibration
control.
7.2 Full-order compensator design
The analysis of the PID control scheme which was performed in the previous section
revealed some important performance limitations which arise from the nature of dy-
namics of the compliantly coupled mechanical load. A fundamental question is, whether
it is possible to improve the quality of control if we do not impose any limitations on the
controller structure and order. The next section deals with fundamental performance
limits which hold for any linear controller. Full order velocity and position compen-
sators are derived using methods of optimal and robust control in order to quantify
possible performance improvement.
7.2.1 Fundamental limitations on achievable performance
Precise motion control of compliantly coupled load with utilization of motor side feed-
back only is a difficult control problem. There are fundamental limitations on achiev-
able quality of control which arise from basic constraints which exist in every linear
feedback loop. The main issues can be explained using the important closed loop
transfer functions. We assume the motor and load side dynamics in the form of:
Pm(s) =
ωm(s)
Tm(s)
=
bm(s)
a(s)
, Pl(s) =
ωl(s)
Tm(s)
=
bl(s)
a(s)
. (7.126)
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Figure 7.22: Fundamental limitations on achievable performance - proper shape of the
amplitude response of important closed-loop transfer functions of a normalized compliant
system
The plant is controlled by a linear compensator C(s) = Tm(s)ω∗(s)−ωm(s) =
d(s)
c(s) which uses
the motor side feedback only. Closed-loop sensitivity and complementary sensitivity
functions which are important for stability and robustness of the loop are given as:
S(s) =
1
1 + C(s)Pm(s)
=
a(s)c(s)
a(s)c(s) + bm(s)d(s)
, (7.127)
Tm(s) =
C(s)Pm(s)
1 + C(s)Pm(s)
=
bm(s)d(s)
a(s)c(s) + bm(s)d(s)
. (7.128)
Load-side complementary sensitivity function which describes the performance of the
motion control system is obtained as (see the SITO problem formulation in the intro-
ductory section of this chapter):
Tl(s) = C(s)S(s)Pl(s) =
bl(s)d(s)
a(s)c(s) + bm(s)d(s)
. (7.129)
A properly tuned feedback controller should lead to the shape of the amplitude fre-
quency response of the closed-loop transfer function which is depicted in Fig. (7.22).
The sensitivity function S contains weakly damped poles a(s) of the compliant mechan-
ical load in the numerator. All the closed-loop poles have to be properly damped for the
correct active vibration damping functionality. Therefore, weakly damped poles of the
characteristic polynomial a(s)c(s) + bm(s)d(s) must not appear in the resonance region
and a notch in the magnitude of S(iω) has to be present due to weakly damped zeros of
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a(s). Analogously, the complementary sensitivity function Tm should resemble a notch
filter characteristics in the vicinity of the antiresonance frequency since its numerator
contains the weakly damped zeros of the system due to the polynomial bm(s).
These observations lead to important conclusions:
1. The problem with controllability of low resonance ratio systems which was
observed in the case of PID control is valid for any linear compensator. As the
resonance ratio parameter r gets close to one, the magnitude of both S(iω) and
Tm(iω) would have to be significantly less than one in the same frequency range in
order to properly damp all the closed-loop poles (without allowing some undesir-
able peaks in the frequency response functions). This is physically infeasible due
to the constraint S + Tm = 1. The closed-loop system must have some weakly
damped poles either in the vicinity of the antiresonance frequency or in the res-
onance region. Both cases inevitably lead to an oscillatory response of the load
motion since the poles cannot be canceled by the corresponding zeros in Tl. The
polynomial bl(s) contains a stable real zero which is far beyond the frequency
range of the closed-loop bandwidth for weakly damped systems and d(s) cannot
contain weakly damped zeros around the resonance frequency since this would
introduce a notch filter characteristics in the compensator dynamics and violate
the requirement of active vibration control.
2. The closed-loop bandwidth in terms of the load-side tracking performance is
limited by the value of the antiresonance frequency. Since the magnitude of
Tm(iω) has to be significantly less than one in the antiresonance region, magni-
tude of S(iω) has to be close to unity in this frequency range. Therefore, all the
closed-loop poles cannot be shifted far beyond the value of the antiresonance at the
same time without allowing an excessive peaking in the sensitivity functions. This
leads to inevitable constraint on the achievable bandwidth of Tl which is given
mainly by the dominant closed-loop poles.
3. The closed-loop bandwidth in the actuator loop cannot be significantly lower
than the value of the resonance frequency of the system. The magnitude of
S(iω) has to be substantially less than one in the resonance region. Therefore,
|Tm(iω)| has to be close to unity at the same time. All the closed-loop poles cannot
be significantly slower than the value of the resonance frequency at the same time.
This imposes a limitation on achievable robustness in stability and performance
with respect to an unmodeled high-frequency dynamics which is mainly deter-
mined by the bandwidth of Tm. This problem is emphasized for high values of
resonance ratio parameter.
The fundamental limitations cannot be overcome by any linear controller. Two
methods of modern control theory, LQG control and H∞ optimization, are employed
to quantify a possible improvement of the closed-loop performance compared to the
conventional PID control scheme.
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7.2.2 LQG control
One of the classical results of the optimal control theory is the derivation of a com-
pensator which minimizes a quadratic cost function describing the closed-loop perfor-
mance. The optimal controller has a form of static state feedback whose gains are
computed from the Algebraic Riccati equation according to the specified cost function
weights (see the preliminary chapter). In the case that some of the state vector com-
ponents cannot be directly measured, the state controller is complemented by a linear
observer. An optimal observer which minimizes the steady state error covariance when
the state and output equations are perturbed by a stochastic white noise is known as the
Kalman filter. The procedure of state feedback and observer design can be approached
as two independent problems due to the separation theorem.
The most problematic part of the LQ design procedure is the choice of the weight-
ing matrices in the controller and observer cost functions. Although some heuristic
rules for the weights selections are known, the controller tuning is usually performed
iteratively according to the numerical simulations of the closed-loop system. The goal
of the thesis was to derive a weighting scheme which would be applicable for a wide
range of compliant systems with different values of the resonance ratio parameters and
which would provide a reasonable compromise between closed-loop bandwidth and
robustness to modelling errors.
The starting point is the velocity compensator. The first step is the design of the optimal
state regulator, which minimizes the quadratic cost:
J =
∫ ∞
0
xTQx+ ρu2dt. (7.130)
The state space model of a two-mass system can be obtained from the equations of
motion in the form of:
x˙ =

ω˙m
ω˙l
T˙s
x˙i
 =

− bIm bIm − 1Im 0
b
Il
− bIl 1Il 0
k −k 0 0
−1 0 0 0
x+

1
Im
0
0
0
Tm, (7.131)
where the plant parameters are obtained from the normalized frequency response
function computed from the identification experiment as:
Im = 1, Il = k = r
2 − 1, b = 2ξz(r2 − 1). (7.132)
A frictionless system is assumed to simplify the explanation. Again, the concept of nor-
malization in gain and time is used to obtain a universally applicable solution which
does not depend on the time-scale and amplitude of the input. Step disturbance and
reference model is introduced by extending the state space model with the integrator
term which corresponds to the last state xi.
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The weights of the quadratic criterion are chosen as:
ρ =
kbw
c2
, Q = diag{0, 20, kbw
c2
, 20}; c = r
2
2
. (7.133)
The variable c is the scaling parameter which needs to be introduced in order to nor-
malize the cost function with respect to the resonance ratio parameter. Since the
overall inertia of the normalized system is equal to Im + Il = r2, the weighting terms
which penalize the shaft torque and driving motor torque should be adjusted in this
ratio to make the closed-loop behaviour independent on the absolute value of r. The
parameter kbw determines the overall bandwidth of the closed loop.
The Kalman filter is designed for the extended plant model in the form of:
x˙ =

ω˙m
ω˙l
T˙s
T˙l
 =

− bIm bIm − 1Im 0
b
Il
− bIl 1Il 1Il
k −k 0 0
0 0 0 0
x+

1
Im
0
0
0
Tm +

1 0
0 0
0 0
0 1
w,
y = ωm + v, (7.134)
where w and v represent state and output zero mean white noise with covariance
parameters chosen as:
E(wwT ) = diag{1, 1}, E(v2) = 0.1. (7.135)
The state of the integral term xi does not have to be reconstructed by the observer as
it is the part of the controller itself. An integrator model of the load-side disturbance
torque is added in order to improve the observer response in the case of external load
torques acting on the system.
The noise intensities are considered merely as tuning parameters since it is usually
impossible to derive a meaningful noise model which would describe the uncertainty
in the real system. The noise covariances were chosen in such a way that the closed-
loop responses resemble the behaviour achieved with the full LQR state feedback. The
standard algorithm for the achievement of Loop transfer recovery [214] which is rec-
ommended for the improvement of the robustness of the LQG controlled loops does not
work well in this case as an extensive increase of the state noise intensities lead to ob-
server poles which approach the location of weakly damped open-loop zeros resulting
in poor performance.
State feedback and observer innovation gains are computed from the corresponding
Riccati equations (see the section 2.2). A feed-forward term kff from the reference
speed to motor torque is introduced in order to extend the closed-loop bandwidth. Its
gain is computed numerically as the largest allowable value which leads to a maximum
specified peak of the load-side complementary sensitivity function ‖Tl(s)‖∞ < MT .
The overall structure of the controller is shown in Fig. (7.23) left. The motor velocity
feedback can be taken directly from the motor measurement instead of the Kalman
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Figure 7.23: LQG compensator structure - left velocity controller, right position con-
troller, P - plant, KF - Kalman filter, ki - integral feedback gain, kff - proportional feed-
forward gain, F - reference command prefilter, LQR - optimal static state feedback
filter as it enters the integral part of the compensator which limits the high frequency
gain and therefore the amplification of the measurement noise. The overall order of
the compensator is five.
A position controller may be designed in a similar manner. A higher order model
which includes the position variables has to be used in this case. The state equation is
given in the form of:
x˙ =

ϕ˙m
ω˙m
ϕ˙l
ω˙l
x˙i
 =

0 1 0 0 0
− kIm − bIm kIm bIm 0
0 0 0 1 0
k
Il
b
Il
− kIl − bIl 0
−1 0 0 0 0
x+

0
1
Im
0
0
0
Tm. (7.136)
Again an integral term is added in the model to impose integral action of the compen-
sator. The weights of the quadratic criterion are chosen as:
ρ =
kbw
c2
, Q = diag{1, 1, 20, 20, 5}; c = r
2
2
. (7.137)
The scaling parameter is now present only in the control action penalization term since
the state variables do not change their dimension with the varying resonance ratio. The
state space model for the estimator part is given as:
x˙ =

ϕ˙m
ω˙m
ϕ˙l
ω˙l
x˙i
 =

0 1 0 0 0
− kIm − bIm kIm bIm 0
0 0 0 1 0
k
Il
b
Il
− kIl − bIl 1Il
0 0 0 0 0
x+

0
1
Im
0
0
0
Tm +
+diag{1, 1, 1, 1, 1}w,
y = ϕm + v. (7.138)
The covariances of the state and measurement noises are chosen as:
E(wwT ) = diag{1, 1 , 1, 1, 1}, E(v2) = 0.01. (7.139)
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Figure 7.24: LQG velocity control performance - left motor and load velocity, right motor
and shaft torque
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Figure 7.25: LQG position control performance - left motor and load position, right
motor and shaft torque
The feedback controller has to be supplemented by a preshaping filter which shapes
the reference position commands in order to reduce an overshoot which arises due to
the integral part. Simple first order lag is sufficient. Its time constant may be computed
numerically from the condition ‖Tl(s)‖∞ < 1. The structure of the controller is shown
in Fig. (7.23) right. The overall order is six plus the order of the preshaping filter.
An alternative approach to position controller design is employment of the cascade
control scheme with LQG velocity controller and proportional position controller. The
advantage is the possibility of successive tuning of the individual loops, easier imple-
mentation of velocity saturation limits and lower order of the resulting compensator.
Practical experiments show that the full order LQG position controller achieves slightly
better nominal performance whereas the cascade scheme is more robust to modelling
errors.
Performance of the LQG velocity and position controller is shown in figures (7.24)
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Figure 7.26: Equivalent 2DoF structures of the LQG compensator used for the robustness
analysis
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Figure 7.27: LQG loopshaping - amplitude frequency response of the closed-loop sensi-
tivity function |S(iω)|, complementary sensitivity function of the inner loop |Tf (iω)| and
2DoF complementary sensitivity function |F (iω)Tf (iω)| for varying bandwidth kbw, nor-
malized system with resonance ratio r = 3
and (7.25). A normalized system with resonance ratio r = 3 and modal damping ξz =
0.01 was used for simulation. The controller is tuned for the bandwidth setting kbw = 1.
The left plots show the response of motor and load side velocity and position. The
right plot shows the control effort in terms of the generated motor torque and the shaft
torque which expresses the stress induced in the compliant coupling. The closed-loop
system follows unitary step change in the reference variable and the plant is disturbed
by external load torques acting on the motor and load side (t = 15, 30) in the velocity
control loop and (t = 40, 70) for the position loop). It can be seen that the compensator
is able to follow reference commands and actively compensate external disturbances
achieving well damped closed-loop responses. Very similar plots are obtained for other
values of the resonance ratio thanks to the normalization introduced in the weighting
functions. The nonzero tracking error of the load side position can be suppressed by
closing the feedback loop of the integral part from the estimated load-side position at
the cost of reduced robustness to modelling errors.
Evaluation of robust stability and performance in the presence of model uncer-
tainty can be performed in a similar manner as in the case of the PID controller. The
LQG compensator can be transformed from the observer plus state feedback structure
into the standard 2DoF form with feedforward and feedback parts (7.26). The aug-
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mented state representation may be derived in the form of
x˙c = Acxc +B1sp+B2pv, (7.140)
Tm = Ccxc,
where pv is the process variable (position or velocity) and sp is the corresponding
setpoint signal. The transfer function of the equivalent 2DoF structures (Fig. 7.26) are
obtained as:
C1(s) = Cc(sI −Ac)−1B1 = num1(s)
den1,2(s)
, (7.141)
C2(s) = Cc(sI −Ac)−1B2 = num2(s)
den1,2(s)
, (7.142)
F (s) =
num1(s)
num2(s)
. (7.143)
The robust stability test is performed for the inner feedback loop only considering
the C2 compensator analogously to the PID control case. For the robust performance
evaluation, also the feedforward dynamics of the prefilter has to be taken into account.
Considering the multiplicative uncertainty model
P (s) =
pv(s)
Tm(s)
= Pn(s)
(
1 + ∆(s)W2(s)
)
, (7.144)
the nominal performance specification may be given in terms of the desired shape of
the complementary sensitivity function:
‖W1(s)T (s)‖∞ < 1; T (s) = pv(s)
sp(s)
=
F (s)C2(s)P (s)
1 + C2(s)P (s)
4
= F (s)Tf (s). (7.145)
The weighting function can be chosen simply as a constant defining a maximum peak
of the complementary sensitivity function:
W1 =
1
MmaxT
. (7.146)
The perturbed complementary sensitivity function is given as:
Tp(s) =
F (s)
(
1 + ∆(s)W2(s)
)
Tf (s)
1 + ∆(s)W2(s)Tf (s)
. (7.147)
Therefore, the condition of robust performance is formulated from 7.145 and 7.147 as:
|W1F (s)
(
1 + ∆(s)W2(s)
)
Tf (s)| < |1 + ∆(s)W2(s)Tf (s)| ∀ω. (7.148)
Since the uncertainty model is scaled such that ‖∆(s)‖∞ < 1, we may write
|W1F (s)
(
1 + ∆(s)W2(s)
)
Tf (s)| ≤ |W1F (s)Tf (s)|
(
1 + |W2(s)|
)
,
1− |W2(s)Tf (s)| ≤ |1 + ∆(s)W2(s)Tf (s)| ∀ω. (7.149)
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Figure 7.28: H∞ optimization - left general optimization problem, right modified mixed
sensitivity problem, w - input variables, z - control errors, u - control inputs, y - observed
outputs
From (7.149), the sufficient condition for the robust performance is obtained as:∥∥∥∥W1F (s)Tf (s)(1 + |W2(s)|)1− |W2(s)Tf (s)|
∥∥∥∥
∞
< 1. (7.150)
The condition (7.150) can be evaluated numerically for a particular compensator.
The parameter kbw which is proposed in the introduced weighting scheme serves as
an effective tool for shaping of the important closed-loop frequency response functions
(see Fig. 7.27). The optimal solution is found by using a search procedure which ad-
justs kbw to achieve the highest possible bandwidth for which the robust performance
condition holds. As was explained in the analysis of fundamental limitations, the band-
width of the inner feedback loop cannot be significantly lower than the value of the first
resonance frequency. Therefore, the active vibration damping property may be unattain-
able when there is a significant amount of uncertainty. The passive vibration control
strategy has to be employed in such case.
7.2.3 H∞ control
The H∞ optimization is chosen as another possible approach to full order compensator
design. The problem is formulated as a Mixed sensitivity optimization which allows to
gain control over the shape of the important closed-loop frequency response functions.
A modified version of the standard mixed sensitivity problem which was proposed in
[5, 215] is used as it allows precise fine tuning of the resulting design.
The general H∞ optimization problem (Fig. (7.28) left) is formulated as a search for a
controller K which:
1. Internally stabilizes the plant P
2. Minimizes the∞− norm of the closed-loop matrix H from the external input w
to the control error z
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The Mixed sensitivity problem (Fig. (7.28) right) is set up for a particular choice of
weighted input and output variables. The input w is chosen as an output plant distur-
bance, controlled outputs z1, z2 are chosen as weighted output error and manipulating
variable. The closed-loop transfer matrix H is obtained in the form of
H =
z
w
=
[
W1SV
−W2UV
]
, (7.151)
where S = (1+PK)−1 is the sensitivity function and U = K(1+PK)−1 is the controller
sensitivity function. The optimization procedure involves a search for a compensator
which gives a minimal value of criterion function γ given as:
γ = ‖H‖∞ =
√
sup
∀ω∈R
(|W1(iω)S(iω)V (iω)|2 + |W2(iω)U(iω)V (iω)|2). (7.152)
Supposing that the optimal controller may be computed, the equation (7.152) imposes
constraints on the shape of the closed-loop transfer functions:
|S(iω)| ≤ γ|W1(iω)V (iω)| , |U(iω)| ≤
γ
|W2(iω)V (iω)| , |T (iω)| ≤
γ|P (iω)|
|W2(iω)V (iω)| ∀ω ∈ R.
(7.153)
Proper selection of the weighting functions may be used for effective shaping of
the important closed-loop transfer functions in the frequency domain. Although
the optimal solution cannot be computed directly, effective algorithms exist for the
derivation of a suboptimal compensator which leads to a particular value of γ [5]. The
optimal solution can be approached by iterating γ to a minimum value for which the
compensator may be found.
As in the previous case, the most important part of the design is the selection of the
appropriate weighting scheme. The normalized models of the plant dynamics on the
motor and load side obtained from the identification are given as:
P (s) =
1
s
(s2 + 2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
, Pl(s) =
1
s
(2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
. (7.154)
Again, a frictionless system is assumed to simplify the explanation. Extension to the
more general case with friction is straightforward. The plant has to be extended by an
integral term to impose integral action in the resulting controller:
Pe(s) =
P (s)
s
=
1
s2
(s2 + 2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
, Pel(s) =
P (s)
s
=
1
s2
(2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
.
(7.155)
When no model of the uncertainty is known, the reasonable design requirements for
the nominal plant may be formulated as:
• Maximize the closed-loop bandwidth in terms of the load side motion track-
ing performance, which is expressed by complementary sensitivity function Tl(s)
from reference value to the load motion
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• At the same time, make sure that there is no excessive peak in Tl which would
signalize an oscillatory behaviour of the loop by setting ‖Tl‖∞ ≤Mt
• Limit the maximum peak of the actuator loop sensitivity function in order to
achieve sufficient robustness in stability and limit oscillatory behaviour at the
motor side by setting ‖S‖∞ ≤Ms
• Avoid excessive bandwidth in the actuator loop to make the closed-loop robust to
unmodeled high-frequency dynamics
• Make sure that active vibration control function is achieved
Follolwing weighting filters are chosen to fulfill the design requirements:
W1 =
1
Ms
, (7.156)
W2 =
1
Mt
(s+ ωT0 )
2(s+ r)2
(s+ ωS0 )
2(s2 + 2ξvrs+ r2)(ωT0 r)
2
,
V =
(s+ ωS0 )
2(s2 + 2ξvrs+ r
2)
s2(s2 + 2ξzr2s+ r2)
.
This choice utilizes a special property of the modified Mixed sensitivity problem
which is known as a partial pole placement [5]. The well known nature of the solu-
tions to H∞ optimization problems is, that the resulting compensators cancel the stable
plant poles with controller zeros. This is unacceptable in the case of weakly damped
system as the resulting compensator would resemble the notch filter characteristics in
the vicinity of system resonance and the property of active vibration control would be
lost. Moreover, the compensator zero in the origin would cancel the intended integral
action. It was shown that both these problems are avoided by selecting the denom-
inator of V equal to open loop poles and the numerator of V equal to their desired
location in the closed-loop. The resulting compensator does not cancel the open loop
poles and part of the closed-loop poles are assigned to the location of the numerator
of V . By properly adjusting the remaining weighting filters W1,W2, the assigned poles
may become the dominant poles which determine the overall closed-loop bandwidth.
The proposed weighting scheme leads to the loopshaping inequalities:
|S(iω)| ≤ γ|V (iω)| = γMs
∣∣∣∣( s2(s+ ωS0 )2
)(
s2 + 2ξzr
2s+ r2
s2 + 2ξvrs+ r2
)∣∣∣∣
s=iω
, (7.157)
|Tm(iω)| ≤ γ|Pe(iω)||V (iω)W2(iω)| = γMt
∣∣∣∣(s2 + 2ξzs+ 1)(ωT0 r)2(s+ ωT0 )2(s+ r)2
∣∣∣∣
s=iω
, (7.158)
|Tl(iω)| ≤ γ|Pel(iω)||V (iω)W2(iω)| = γMt
∣∣∣∣ (2ξzs+ 1)(ωT0 r)2(s+ ωT0 )2(s+ r)2
∣∣∣∣
s=iω
. (7.159)
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Figure 7.29: H∞ weighting functions - example of shaping functions for
|S(iω)|, |Tm(iω)|,|Tl(iω)| for varying parameters ωS0 , ωT0
The desired shape of the sensitivity function S is formed as a high-pass filter plus
a notch-filter element at the resonance frequency of the plant (Fig. 7.29 left). This
shape is necessary for the purpose of active vibration damping as was discussed in the
previous section related to fundamental limitations on achievable performance. The
bandwidth is controlled by the parameter ωS0 while the depth of the notch is determined
by the choice of ξv. Since ξv also determines damping of one couple of the closed-loop
poles, a reasonable choice is between ξv ∈ 〈
√
2/2, 1〉. The maximum amplitude is given
by the parameter Ms.
The weight for the complementary sensitivity function of the actuator loop Tm has
a character of a low-pass filter with a notch region around the antiresonance fre-
quency of the plant (Fig. 7.29 in the center). Again, this is the shape necessary for the
purpose of active vibration control. The bandwidth of Tm is determined by the value of
ωT0 . Maximum amplitude is given by the parameter Mt.
The shape of the complementary sensitivity function of the load Tl is given as a
low-pass filter with the cut-off frequency equal to the lower value of the pair ωT0 , r. As
follows from the analysis of fundamental limitations, ωT0 cannot be significantly higher
than the antiresonance frequency and therefore ωT0 determines the bandwidth with
respect to the tracking performance of the load motion.
There are two parameters which have to be specified prior to execution of the H∞
optimization process. The value ωS0 determines the performance of the closed-loop by
specifying the location of the couple of two dominant closed-loop poles. The parameter
ωT0 specifies the upper bound on the closed-loop bandwidth which is essential for the
robustness w.r.t. unmodeled dynamics.
Following procedure which automates the search for optimal parameters is proposed:
1. Start with a low value of the desired bandwidth ωS0 somewhere in the interval
〈0, 1〉
2. Set ωT0 to r (the minimum bandwidth of the motor loop which follows from con-
straint S + Tm = 1)
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3. Perform the H∞ optimization for the extended plant model Pe and acquire a
compensator K0. The compensator for the original plant P is obtained as K =
K0/s. If γ < 1 the design requirements are achieved. Otherwise, check whether
the conditions ‖S‖∞ ≤Ms, ‖Tl‖∞ ≤Mt are fulfilled with the controller K.
4. When the test in the previous step succeeds, go to step 1 and increase the band-
width ωS0 . Otherwise relax the restriction on maximum bandwidth of Tm by in-
creasing ωT0 and repeat step 3.
5. Repeat previous steps as long as a suitable controller can be found for an ac-
tual ωS0 . The compensator with the highest bandwidth of Tl(s) is selected as an
optimal one.
When there is an unstructured uncertainty model known from the identification ex-
periment, the same procedure can be used for the computation of a robust controller.
The same algorithm is used except for the step 2, in which a computation of the infinity
norm of S and Tl is replaced by the evaluation of the robust stability or robust per-
formance conditions (see the PID control section for detailed derivation). If there is a
known additional dynamics, its description may be added to the plant model. However,
this increases the overall order of the compensator. Alternatively, the controller may
be designed for the simplified model while the loop performance check in the step 2 of
the algorithm is performed with the closed-loop transfer functions computed from the
full plant model.
Position controller can be designed in the same manner for the extended plant model:
Pe(s) =
1
s3
(s2 + 2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
, Pel(s) =
1
s3
(2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
. (7.160)
The weighting scheme is adjusted to:
W1 =
1
Ms
, (7.161)
W2 =
1
Mt
(s+ ωT0 )
3(s+ r)2
(s+ ωS0 )
3(s2 + 2ξvrs+ r2)(ωT0
3
r2)
,
V =
(s+ ωS0 )
3(s2 + 2ξvrs+ r
2)
s3(s2 + 2ξzr2s+ r2)
.
Setpoint preshaping filter may be needed as in the case of the LQG controller. Alter-
natively, cascade structure with proportional position controller may be used as well.
Fifth order velocity controller and sixth order position controller is obtained from the
optimization algorithm.
Performance of the H∞ velocity and position controller is shown in figures (7.30,
7.31) for the same system which was used in the LQG section. The LQG controller
achieves faster settling times due to the reference step change at cost of slower dis-
turbance compensation. Very similar results are obtained for various resonance ratio
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Figure 7.30: H∞ velocity control performance - left motor and load velocity, right motor
and shaft torque
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Figure 7.31: H∞ position control performance - left motor and load position, right
motor and shaft torque
values except for very low r for which even a full-order compensator cannot achieve
suitable performance. The advantage of the H∞ controller is that the frequency re-
sponse shaping is more straightforward than the tuning of the quadratic cost function
in the case of the LQG controller. The tuning parameters ωS0 and ω
T
0 have direct phys-
ical interpretation of closed-loop bandwidth and control effort and they can be used
even for a manual fine tuning of the compensator. The disadvantage is, that an un-
stable compensator may be obtained from the optimization algorithm. Care should be
taken to proper implementation of such controller.
7.3 Comparison of the proposed control schemes
All the presented control strategies, i.e. PI, PID, LQG and H-infinity control, are com-
pared in terms of tracking performance and disturbance rejection in order to quantify a
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Figure 7.32: Reference tracking performance - maximum achievable closed-loop band-
width for the individual control schemes as a function of the resonance ratio parameter,
relative values w.r.t. the antiresonance frequency
possible advantage of utilization of higher order compensator. It is difficult to compare
the individual design methods since they rely on different specifications of the closed-
loop performance. Whereas the PI and PID controllers are based on the pole-placement
method, LQG minimizes a quadratic cost functional and H∞ uses the idea of loopshap-
ing. To obtain some comparable results, the velocity compensators were tuned to meet
following design requirements:
• Achieve maximum reference tracking performance in terms of the bandwidth of
the transfer function Tl from the reference value to the load side motion
• Achieve properly damped response by limiting the peak ‖Tl‖∞ ≤ 1.5
• Achieve a reasonable robustness in stability by limiting ‖S‖∞ ≤ 1.5
All the controllers were tuned automatically based on the algorithms and weighting
schemes presented in the previous sections. The procedure was repeated for different
systems with the resonance ratio parameter varied in the range r ∈ 〈1.1, 8〉.
The results are shown in figures (7.32) and (7.33). The first plot shows the maxi-
mum achieved bandwidth of Tl as a function of the resonance ratio parameter. Relative
values with respect to the antiresonance frequency are shown. The remaining two plots
evaluate the disturbance rejection performance. The left plot shows the worst-case gain
of the frequency response function from load-side disturbance torque to load velocity
in the sense of the norm ‖ωl(s)Tl(s)‖∞. It expresses the level of attenuation the controller
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Figure 7.33: Disturbance rejection performance for the individual control schemes as
a function of resonance ratio parameter, left worst case gain of the load-side disturbance
frequency response function, right value of the ITAE criterion of load-side load torque step
response
is able to provide in the closed-loop. The right plot shows the value of the ITAE cost
function
∫∞
t=0 t|ωl(t)|dt of the response to the unitary step in the load torque. It demon-
strates the ability of the closed-loop to recover from disturbance in the time domain.
Since the absolute values of these two performance indices change considerably with
the varying r, the plots in Fig. (7.33) show the relative values with respect to the results
achieved with the PI controller, for better readability.
The results lead to the following conclusions:
• The problem with controllability of low resonance ratio systems with r < 1.3
cannot be solved by using a higher order compensator. There are inherent funda-
mental limitations which arise from the nature of the system dynamics and from
basic constraints of the feedback loop. The only way to avoid these problems is
proper mechanical design of the system.
• Very similar results are achieved for well controllable systems in the range r ∈
〈1.7, 2.3〉 for all the control schemes. The LQG controller achieves the highest
bandwidth at cost of slower disturbance rejection in this range. The improvement
of the full order controllers compared to the PI compensator are questionable.
Slight improvement of the disturbance attenuation is observed in the lower range
r ∈ 〈1.3, 1.7〉.
• The full advantage of the full order compensators can be exploited for high values
of r > 2.3 where the performance of the basic PI control drops considerably.
The PID controller was tuned to achieve the virtual resonance ratio r = 2. The
addition of the derivative action in the PID controller allows to extend the range
of applicable gains and recover the properties of lower resonance ratio systems.
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The PID controller achieves up to 45% higher bandwidth with respect to the PI
compensator. Up to 100% increase in bandwidth is observed for LQG and H∞
controllers. The H∞ controller is superior to the other control schemes in this
range.
7.4 Control of multiple resonance system
Every real-world compliant mechanism is a distributed parameter system. Therefore,
its dynamics can theoretically contain an infinite number of resonance modes. A lin-
ear lumped parameter model is always only an approximation of the overall system
behaviour in a certain frequency range. The basic issue for the design of the motion
control system is the distribution of the individual resonance frequencies. Their location
with respect to the desired bandwidth of the closed-loop system as well as their
individual spacing determines proper control strategy which should be used. As
was explained in the introductory chapter, the system dynamics of a multi-mode system
with colocated feedback can be written in the form of transfer function:
P (s) =
ωm(s)
Tm(s)
=
K
s
∏n
i=1(s
2 + 2ξziωzis+ ω
2
zi)∏n
i=1(s
2 + 2ξiωis+ ω2i )
. (7.162)
When the desired closed-loop bandwidth is much lower than the resonance and an-
tiresonance frequencies of the first mode ωzi, ωi, the system can be considered as a
rigid body and a feedback controller can be designed for the simplified model:
P (s) ≈ K
s
∏n
i=1 ω
2
zi∏n
i=1 ω
2
i
. (7.163)
If the desired bandwidth overlaps with the first resonance mode location, its behaviour
has to be taken into account by proper adjustment of the controller gains or structure.
Carefully designed feedback compensator can actively compensate the resonance mode
by relocation of its weakly damped poles. In this case we talk about phase stabilization
since the controller performs a shaping of the loop transfer function in the vicinity of
the crossover frequency to achieve stable and well damped closed-loop dynamics (Fig.
7.34).
When there are another resonance modes far enough from the crossover range,
their contribution to the closed-loop dynamics is negligible as the excitation in the
high frequency range drops off considerably due to the inherent low-pass nature of
the mechanical systems and optionally thanks to an additional high-frequency roll-off
provided by the compensator. The higher modes are gain stabilized in this case and
only the first mode can be assumed in the simplified plant model.
The situation gets complicated when the second resonance mode approaches the
first one. If there is enough loop transfer gain around the second resonance frequency,
the mode receives enough energy to demonstrate the corresponding shape of vibrations
leading to oscillatory closed-loop dynamics or even instability of the loop (so called
spillover effect).
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Figure 7.34: Multiple resonance control - phase vs gain stabilization
There are two fundamental approaches to correct this unwanted behaviour:
• Reduction of the high-frequency loop transfer gain to passively stabilize the
higher modes
• Addition of the dominant higher modes to the plant model and adjustment of
the compensator in such a way that phase stabilization is achieved
The first approach may be used with utilization of the active vibration methods pro-
posed in the previous section. The design procedure is summarized in the following
steps:
1. Truncate the high-frequency dynamics and use the single resonance mode model
for the controller synthesis.
2. For the obtained compensator, evaluate the closed-loop performance with the full
plant model including the higher resonance modes.
3. When the resulting closed-loop design does not meet the performance require-
ments, reduce the compensator gain by lowering the desired closed-loop band-
width. This is done directly by the adjustment of the parameter ω∗ in the PID
control method, kbw in the LQG scheme and ωS0 in the case of H∞ controller.
4. The bandwidth of the system cannot be reduced arbitrarily due to the fundamen-
tal limitations imposed by the first resonance mode. The closed-loop bandwidth
cannot be significantly lower than the value of the first antiresonance frequency
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Figure 7.35: Multiple resonance PID control - performance deterioration of the closed
loop designed with the simplified one mode model as the second resonance mode ap-
proaches the first one (the ratio ωz2/ω1 gets close to one), dot-dashed lines denote the
nominal performance achieved for the single resonance system
when requesting active vibration damping. If the performance requirements still
cannot be achieved by simple retuning of the controller, employ a shaping filter,
preferably with a notch filter characteristics, which selectively reduces the loop
gain around the higher resonance frequencies. The filter can shape the setpoint
command in the feedforward path or the manipulating variable in the feedback
loop. The advantages and drawbacks of each type of connection were discussed
in the previous chapter related to the signal shaping. This approach can be des-
ignated as composite vibration control, as both active and passive stabilization via
signal shaping is used simultaneously.
The second approach involves a controller design for the extended plant model which
includes all resonance modes appearing in the target range of the closed-loop bandwidth.
The analytical solution which was derived for the PID controller with the single mode
system cannot be computed in the case of multiple resonance modes due to the ex-
ponential increase in complexity of the corresponding set of polynomial equations.
The solution of the partial pole placement problem can be obtained numerically for a
particular plant model. However, practical experiments show that the controller pa-
rameterization computed for the single mode model is very robust with respect to the
perturbation by higher modes dynamics. The error in the precise placement of the as-
signed dominant poles due to the unmodeled dynamics is negligible compared to the
contribution of weakly damped poles of higher resonances which cannot be sufficiently
damped by the low order compensator and which may eventually cause an oscillatory
behaviour when there is enough loop transfer gain.
This is demonstrated by the plots in Fig. (7.35) which show the performance dete-
rioration in the presence of a second oscillatory mode. Each plot shows the peak of the
load-side complementary sensitivity function ‖Tl(s)‖∞ which expresses the amount of
oscillations as a function of relative location of the second oscillatory mode with re-
spect to the first one (the ratio of the second antiresonance frequency ωz2 to the first
resonance frequency ω1). Three colours in each plot denote the results achieved for
various second resonance ratios ω2/ωz2. Three plots are shown for different values of
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the first resonance ratio parameter r = ω1/ωz1. It is seen that nominal performance
achievable with the single mode system (red dot-dashed line) is preserved until the sec-
ond resonance mode gets very close to the first one. The performance deterioration is
caused by the second pair of weakly damped poles which cannot be efficiently damped
with the PID compensator. The situation is worse for poor controllable systems with
low resonance ratios r and r2. The performance may be improved by retuning of the
controller for a lower closed-loop bandwidth. As the ratio ωz2/ω1 gets close to one, the
first resonance mode becomes unobservable and its active stabilization is impossible
with the use colocated motor side feedback. The only solution in this case is the passive
stabilization with the use of the notch filter type shaping filter.
Active stabilization of multiple resonance modes is possible with the use of a full
order compensator. The design of the LQG controller can be performed analogously
to the single mode case by extending the plant model with the dynamics of the higher
modes. The property of pole-zero cancelation in the case of the H∞ optimization can be
used for the derivation of controller which combines active and passive stabilization of
the individual modes (e.g. active damping of the first resonance and passive stabiliza-
tion of the second one). The same weighting scheme which was proposed for the single
mode system can be used. The only difference is the extension of the plant model with
the higher resonance modes description (7.162). The resulting compensator always
cancels the weakly damped poles of the second and higher resonances and achieves
their passive stabilization while the first mode is phase stabilized due to the specifica-
tion of the partial pole placement in the weighting function V (s). For each additional
resonance mode, the overall order of the compensator is raised by two. In most prac-
tical cases, the assumption of first two dominant resonance modes is sufficient
for the purpose of vibration control. This leads to a seventh order velocity controller
and eighth order position controller. Order reduction techniques may be used to reduce
the controller complexity and to simplify its implementation. Method of balanced state
representations gives good results [216]. Active stabilization of multiple resonance
modes may be achieved with the partial pole-placement method by proper adjustment
of the output disturbance weighting function V . An example is given for a two mode
system, for which the weighting filter becomes:
V (s) =
(s+ ωS0 )
2(s2 + 2ξvω1s+ ω
2
1)(s
2 + 2ξv2ω2s+ ω
2
2)
s2(s2 + 2ξ1ω1s+ ω21)(s
2 + 2ξ2ω2s+ ω22)
. (7.164)
Damping of the open loop poles is changed to the specified level given by coefficients
ξv, ξv2.
The proposed method is demonstrated on an example of a two mode system with
parameters:
ωz1 = 1, ξz1 = 0.01, ω1 = 4, ξ1 = 0.04, ωz2 = 6, ξz2 = 0.01, ω2 = 12, ξ2 = 0.02.
(7.165)
Three compensator designs are compared. The first one is a velocity PI compen-
sator designed for the truncated model with the first resonance mode only. Second one
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Figure 7.36: Two resonance system control - setpoint and disturbance response for
three different compensator designs - left PI controller, center H∞ controller with passive
stabilization of the second resonance, right H∞ controller with active compensation of
both modes
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Figure 7.37: Two resonance system control - compensator, motor side disturbance and
load disturbance amplitude frequency response functions for three controller designs
is a H∞ compensator designed for the full two mode model with the weighting scheme
proposed for active stabilization of the first mode only. The third one is H∞ controller
designed for active stabilization of both resonance modes. Setpoint change and distur-
bance response to both motor and load side external torques is shown in Fig. (7.36).
Even the simplest PI controller can achieve sufficient performance and well damped
setpoint and disturbance response. The second resonance mode is gain stabilized and
its influence on the dynamics of the closed-loop is negligible. The only drawback is rel-
atively low closed-loop bandwidth which is limited by the first antiresonance frequency.
Almost two times faster closed-loop response is achieved with the H∞ controllers.
The first design shows poor damping of the motor side disturbances since the second
resonance is canceled by compensator zeros leading to loss of controllability. When no
significant disturbances are present in a real system the passive controller may work
well as the load side disturbances are damped sufficiently. The second design shows
active compensation of both motor and load side external torques thanks to phase
stabilization of both resonance modes.
The properties of the individual designs can be seen in the frequency domain by
plotting the amplitude of the compensators frequency response function which demon-
strates how the loopshaping is achieved (Fig.7.37 left). The simple structure of the
PI controller does not allow significant changes in its gain over the frequency range
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Figure 7.38: Load side-feedback utilization - root locus plots for the PI (left) and PID
controller (right) used for the load-side feedback stabilization of a two-mass compliant
system
which leads to limitation on achievable bandwidth. Higher order of the H∞ compen-
sators offers more degrees in freedom in shaping of the loop transfer function. Both
H∞ controllers apply higher low frequency gains which leads to faster closed-loop re-
sponse. They actively compensate the first resonance mode which is seen by drop of
the compensator gain in its region. Their amplitude response becomes different at the
higher frequencies. The first design cancels the weakly damped poles of the second
mode which leads to deep notch around its resonance frequency. On the contrary, the
amplitude of the second design is much larger indicating the active compensation. The
passive cancelation is demonstrated by the peak in the amplitude frequency response
of the motor side disturbance which explains the oscillations observed in the time do-
main. The active stabilization of the second mode is achieved at the cost of increased
high-frequency gain of the compensator.
7.5 Load side feedback utilization
Installation of an additional load side velocity or position sensor can overcome some
performance limitations of the motor side feedback. The main advantages are:
• Direct measurement of the controlled output
Since the main objective is the motion control of the load side, it is natural to
use the load measurement as a feedback signal. This eliminates the steady state
position error due to the compliance in the drivetrain.
• Elimination of the antiresonance dynamics
The load side dynamics does not contain the weakly damped antiresonance zeros
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Figure 7.39: LQG compensator with combined motor and load feedback - left velocity
controller, right position controller, P - plant, KF - Kalman filter, ki - integral feedback gain,
kff - proportional feed-forward gain, F - reference command prefilter, LQR - optimal
static state feedback
which complicate the identification and which significantly affect the range of ap-
plicable feedback gains. There is no problem with the pole-zero cancelation, the
system is stable and minimum phase and thus there are no theoretical limitations
on achievable performance.
On the contrary, some important drawbacks of the load side feedback should be con-
sidered:
• Problem with controllability using low order controllers
It can be shown that the system cannot be effectively stabilized by a low order PI
or PID compensator. This is demonstrated in Fig. (7.38) which shows the root
locus plots for the two-mass compliant system with the load-side feedback. Due
to the lack of open-loop zeros, the closed-loop poles inevitably approach the right
half-plane regardless of the controller parameters. A full order compensator has
to be used in this case.
• Practical limitation on achievable bandwidth
The closed-loop bandwidth cannot be much higher than the value of the first
resonance frequency without having a perfect feedback sensor and model of the
plant. As there is a large drop of the gain and phase beyond the system reso-
nance, this must be compensated by large amount of high frequency gain in the
controller making the closed-loop very sensitive to the measurement noise and
modelling errors.
The next section presents the procedure of load-side feedback controller synthesis
in the LQG and H∞ framework.
7.5.1 LQG control
The compensator can be designed in the same manner as in the case of the motor side
feedback. The only difference is the integral part which is now introduced from the
load side process variable to impose the zero steady state error. Velocity controller
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design is given as an example. The state space model for the LQ optimal state feedback
design is changed to:
x˙ =

ω˙m
ω˙l
T˙s
x˙i
 =

− bIm bIm − 1Im 0
b
Il
− bIl 1Il 0
k −k 0 0
0 −1 0 0
x+

1
Im
0
0
0
Tm. (7.166)
The quadratic cost function remains unchanged compared to the motor feedback case
(Eq. 7.137). Again, the single parameter kbw is used for the tuning of the closed-loop
bandwidth. The Kalman filter can be easily adapted to use both motor and load
side feedback signals. This allows the use of all available information on the state of
the system. The observer is designed for the extended plant model in the form of:
x˙ =

ω˙m
ω˙l
T˙s
T˙l
 =

− bIm bIm − 1Im 0
b
Il
− bIl 1Il 1Il
k −k 0 0
0 0 0 0
x+

1
Im
0
0
0
Tm +

1 0
0 0
0 0
0 1
w,
y =
[
ωm
ωl
]
+ v, (7.167)
with the noise covariance parameters chosen as:
E(wwT ) = diag{1, 1}, E(vvT ) = diag{0.1, 0.1}. (7.168)
The overall structure of the controller can be seen in Fig. (7.39). With an equal closed-
loop bandwidth setting, the nominal performance is almost identical to that obtained
with the motor feedback only. However, the introduction of the second feedback signal
considerably improves the robustness of the closed-loop to the modelling errors and exter-
nal disturbances. This is shown in tables (7.1) and (7.2) which quantify the amount of
parametric variations which are allowed prior to the loss of closed-loop performance
and stability. Both controllers were tuned for the same bandwidth approximately equal
to the value of the first antiresonance frequency achieving the same nominal setpoint
and disturbance response. Changes of the load side inertia and stiffness of the drive-
train were assumed as the most common form of parametric uncertainty occurring in
the industrial motion control systems. This shifts both resonance and antiresonance
frequencies as well as static gain of the system. Robustness to an unmodeled high-
frequency dynamics was also evaluated by adding a time-delay which models a sensor
or actuator lag. Robust performance was considered to be achieved when the over-
shoot in the setpoint step response was less than 30% and settling time was at most
twice as long as in the nominal case. Significant improvement of the robustness to
both structured and unstructured uncertainty is observed over a wide range of
resonance ratio parameter.
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r 1.5 2 3 5 8
Motor side feedback
1Ilp = max(
Ilp
Iln
) +∞ 22 6 7.13 5.9
1Ilp = min(
Ilp
Iln
) 0.46 0.54 0.37 0.19 0.09
1kp = max(
kp
kn
) 2.04 1.67 1.85 3.2 6.2
1kp = min(
kp
kn
) 0.11 0 0 0.38 0.55
1TmaxD 0.2 0.16 0.12 0.09 0.07
Motor+load feedback
2Ilp = max(
Ilp
Iln
) +∞ +∞ 150 7.5 6.85
2Ilp = min(
Ilp
Iln
) 0.52 0.42 0.16 0.04 0.03
2kp = max(
kp
kn
) +∞ +∞ +∞ +∞ +∞
2kp = min(
kp
kn
) 0.18 0.29 0.26 0.08 0.03
2TmaxD 0.25 0.335 0.395 0.19 0.19
Load side feedback improvement
∆Ilp = (
2Ilp − 1Ilp).100% 0 +∞ +14400% +37% +95%
∆Ilp = (
1Ilp − 2Ilp).100% -6% +12% +21% +15% +6%
∆kp = (
2kp − 1kp).100% +∞ +∞ +∞ +∞ +∞
∆kp = (
1kp − 2kp).100% −7% −29% −26% +30% +52%
∆TmaxD = (
2TmaxD /
1TmaxD ).100% 125% 209% 329% 211% 271%
Table 7.1: Robustness in stability w.r.t. parameter variations and unmodelled dynamics
7.5.2 H∞ control
The H∞ controller can be designed for the load side feedback similarly to the collo-
cated sensor case. The velocity compensator is given as an example. The normalized
extended plant model for the load dynamics augmented with the integrator is given as:
Pel(s) =
P (s)
s
=
1
s2
(2ξzs+ 1)
(s2 + 2ξzr2s+ r2)
. (7.169)
The weighting scheme for the Mixed sensitivity optimization is chosen as:
W1 =
1
Ms
, (7.170)
W2 =
1
Mt
(s+ ωT0 )
4
(s+ ωS0 )
2(s2 + 2ξvrs+ r2)(ωT0 r)
2
,
V =
(s+ ωS0 )
2(s2 + 2ξvrs+ r
2)
s2(s2 + 2ξzr2s+ r2)
.
The weighting functions are almost identical to that used in the motor feedback case
except for the numerator of W2(s) which sets the maximum closed-loop bandwidth.
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r 1.5 2 3 5 8
Motor side feedback
1Ilp = max(
Ilp
Iln
) 1.4 1.55 1.6 1.5 1.6
1Ilp = min(
Ilp
Iln
) 0.49 0.69 0.72 0.26 0.18
1kp = max(
kp
kn
) 1.7 1.35 1.34 2.7 5.1
1kp = min(
kp
kn
) 0.65 0.7 0.65 0.53 0.53
1TmaxD 0.2 0.16 0.12 0.09 0.07
Motor+load feedback
2Ilp = max(
Ilp
Iln
) 2.05 2.5 2.7 1.5 1.5
2Ilp = min(
Ilp
Iln
) 0.2 0.51 0.63 0.1 0.07
2kp = max(
kp
kn
) +∞ +∞ +∞ +∞ +∞
2kp = min(
kp
kn
) 0.36 0.51 0.49 0.25 0.13
2TmaxD 1.15 1.2 1.3 1.3 1.28
Load side feedback improvement
∆Ilp = (
2Ilp − 1Ilp).100% +65% +95% +110% 0 -10%
∆Ilp = (
1Ilp − 2Ilp).100% +29% +18% +9% +16% +11%
∆kp = (
2kp − 1kp).100% +∞ +∞ +∞ +∞ +∞
∆kp = (
1kp − 2kp).100% +29% +19% +16% +28% +40%
∆TmaxD = (
2TmaxD /
1TmaxD ).100% 575% 774% 1083% 1477% 1855%
Table 7.2: Robustness in performance w.r.t. parameter variations and unmodelled dy-
namics
As there is no fundamental limitation on the achievable bandwidth, the numerator
is adjusted to set the cutoff frequency of the complementary sensitivity function to
the value of the parameter ωT0 . Its value along with the performance specification
parameter ωS0 is obtained automatically in the optimization routine which searches for
the fastest compensator which meets the constraints Ms, Mt for the peak values of the
closed-loop sensitivity functions. Alternatively, the setting of ωS0 , ω
T
0 may be left as a
tuning parameter for the manual adjustment of the controller.
The advantage of the load-side feedback is the possibility of arbitrary adjustment of
the closed-loop bandwidth without any restrictions imposed by the antiresonance dy-
namics. However, the high-frequency gain of the resulting compensator increases
considerably when pushing the bandwidth beyond the value of the first resonance
frequency (Fig. 7.40). This becomes a limiting factor due to the amplification of the
measurement noise and possible excitation of an unmodeled high-frequency dynamics.
Practical experiments have shown that both nominal performance and robustness is
worse compared to the LQG controller with the composite motor and load feedback.
A multivariable H∞ controller which uses both feedback signals can be designed as
well. However the choice of the weighting scheme is not so straightforward as in the
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Figure 7.40: H∞ load side feedback compensator - left setpoint and disturbance re-
sponse of the load velocity, center gain of the load-side complementary sensitivity function
|T (iω)|, right controller amplitude frequency response |C(iω)| for the different settings of
the bandwidth ωS0 = {1, 2, 5, 10}rad/s, ωT0 is tuned automatically to achieve Ms,Mt ≤ 1.8
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Figure 7.41: Flexible frame model - mechanical setup with compliantly coupled load,
flexible frame and actuator mounting
SISO case and no suitable set of weighting functions with a small number of physically
intuitive parameters which would be useful for the purpose of automatic tuning was
found until now. This is left for a future research.
7.6 Flexible frame modelling and control
A compliant coupling between the actuator and a driven load is not the only poten-
tial source of mechanical oscillations in motion control systems. Low stiffness of the
machine frame or an improper dimensioning of the actuator mounting may lead to
the unwanted vibrations as well. Precise identification of complex machine dynamics
requires very specific knowledge about its mechanical structure. However, a relatively
simple problem oriented model may be constructed for the purpose of a qualitative
analysis of the influence of the frame flexibility on the achievable quality of control.
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A four-mass flexible frame model is introduced in Fig. (7.41). The static part of
the system is represented by a machine frame and an actuator stator bodies. They
are connected by compliant spring-damper elements to each other and to the ground.
The moving part is modeled as a two-mass flexible system consisting of rotor and load
inertias which is coupled with the static part through an electromagnetic force/torque
produced by the actuator. The system dynamics is governed by a linear state space
model:
x˙ =

x˙1
v˙1
x˙2
v˙2
x˙3
v˙3
x˙4
v˙4

=

0 1 0 0 0 0 0 0
−k1−k2
m1
−b1−b2
m1
k2
m1
b2
m1
0 0 0 0
0 0 0 1 0 0 0 0
k2
m2
b2
m2
− k2m2 − b2m2 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 − k3m3 − b3m3 k3m3 b3m3
0 0 0 0 0 0 0 1
0 0 0 0 k3m4
b3
m4
− k3m4 − b3m4

x+
+

0 0 0
0 0 0
0 0 0
− 1m2 0 1m2
0 0 0
1
m3
0 0
0 0 0
0 1m4 0

 FmFl
Fs
 , y=

v3 − v2
v4 − v2
x3 − x2
x4 − x2
 =

vsr
vsl
psr
psl
 , (7.171)
where Fm is the electromagnetic force/torque produced by the motor, Fl, Fs denote
external disturbances acting on the load and actuator and the outputs are defined as
the relative position and velocities in the stator coordinates which are measured by
installed motor or load-side sensors.
Considering the motor side feedback, we obtain a following transfer function from the
motor force to the measured rotor velocity:
P (s) =
vsr(s)
Fm(s)
=
m4s2 + b3s+ k3
s(m4m3s2 + b3(m3 +m4)s+ k3(m3 +m4))
+
+
s(m1s2 + (b1 + b2)s+ k1 + k2)
m2m1s4 + (m2(b1 + b2) + b2m1)s3 + (k2(m2 +m1) + b2b1 +m2k1)s2 + (k2b1 + b2k1)s+ k2k1
4
= Pm(s) + Pf (s). (7.172)
It is seen that the overall dynamics seen on the motor shaft encoder consists from the
flexible motor+load part Pm(s) which corresponds to the standard two-mass compliant
system and an additive dynamics of the flexible frame and stator Pf (s). Assuming a
weakly damped systems both on the stator and rotor side, the transfer functions may
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Figure 7.42: Flexible frame system dynamics - amplitude frequency response functions
for the motor (left) and load (right) side velocities
be rewritten in terms of the corresponding resonance and antiresonance frequencies:
Pm(s) =
K1
s
(s2 + 2ξzωzs+ ω
2
z)
(s2 + 2ξmωms+ ω2m)
=
bm(s)
am(s)
,
Pf (s) =
K2s(s
2 + 2ξzsωzss+ ω
2
zs)
(s2 + 2ξs1ωs1s+ ω2s1)(s
2 + 2ξs2ωs2s+ ω2s2)
=
bs(s)
as(s)
. (7.173)
The overall dynamics is obtained as:
P (s) = Pm(s) + Pf (s) =
bm(s)as(s) + bs(s)am(s)
as(s)am(s)
=
=
K3(s
2 + 2ξz1ωz1s+ ωz1)(s
2 + 2ξz2ωz2s+ ωz2)(s
2 + 2ξz3ωz3s+ ωz3)
s(s2 + 2ξωs+ ω2)(s2 + 2ξs1ωs1s+ ω2s1)(s
2 + 2ξs2ωs2s+ ω2s2)
. (7.174)
The system contains three flexible modes, two of them corresponding to the frame and
one coming from the compliant load. Their contribution to the overall dynamics is
indistinguishable from the motor side measurement only. However, from the control
point of view, it is not necessary to identify the main source of oscillations but to sta-
bilize the overall system. In most cases, the load side dynamics will determine the
dominant first resonance of the system unless there is a poor mechanical design of the
machine frame and actuator mounting. The plant can be treated as a general three
mode system and all the previously mentioned methods for the compensator de-
sign can be used as well. The relative placement of the individual resonance and
antiresonance frequencies determines a suitable control strategy.
A numerical exampleis given to demonstrate three different design methods for a
flexible frame system. The four-mass model (7.171) is assumed with the rotor feedback
only available for the measurement. The system parameters are given as:
m1 = 70, k1 = 4500, b1 = 0.01, m2 = 0.2, k2 = 5, b2 = 0.02, m3 = 0.1, k3 = 0.1, b3 = 0.01,
(7.175)
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Figure 7.43: Flexible frame system control - comparison of closed-loop performance, left
PI velocity controller designed for the active stabilization of the first load resonance mode
only, center - PI controller + setpoint signal shaper for the passive stabilization of the
second frame resonance, right - H∞ controller designed for the active vibration damping
of both load and frame resonances
which leads to the resonance and antiresonance values:
ωm = 1.22, ωs1 = 5, ωs2 = 8.03, ωz1 = 0.7, ωz2 = 4.12, ωz3 = 8.02. (7.176)
The amplitude frequency response function of the system is shown in Fig. (7.42) which
shows the overall dynamics of the rotor and load velocity with respect to the actuator
input. Contribution of the motor and frame part of the dynamics is demonstrated as
well. The low-frequency behaviour of the system is mainly determined by the load
resonance. The frame compliance adds another two resonance modes. The last of
them is poorly observable both from rotor and load-side velocity measurement due to
the poor resonance ratio ωs2/ωz3 ≈ 1. Its stabilization is practically infeasible without
installing an additional instrumentation, e.g. an accelerometer attached to the machine
frame.
The first control strategy is to truncate the higher resonance modes dynamics and
employ the standard PI velocity controller for the active stabilization of the first res-
onance only. Using the proposed partial pole-placement method, a compensator with
control gains tuned as Kp = 1.94, Ki = 0.4 is obtained. Closed-loop setpoint and
disturbance response can be seen in Fig. (7.43) left. Rotor, load and stator velocities
are plotted with the step change in the reference command at t = 0, step in the load
disturbance force Fl occuring at t = 15 and stator disturbance force Fl step comming
at t = 30. It is seen that the controller is able to stabilize the resonance of the load.
The frame compliance is not compensated. The control performance can be improved
by adding a setpoint preshaping filter tuned for the second resonance frequency. This
eliminates the oscillations of the frame due to the setpoint tracking (Fig. 7.43 cen-
ter), disturbance response at the stator side remains oscillatory. Active stabilization
of both load and frame resonances can be achieved with the proposed H∞ controller.
Fifth order compensator is obtained after order reduction in the form of transfer func-
tion K(s) = −0.067(s−146)(s+0.27)(s
2+0.52s+2.02)
s(s2−0.96s+2.9)(s2+22.35s+274.2) . It is seen that both load and frame side
disturbances are compensated and the first resonances are actively stabilized.
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The four-mass model may be adjusted to cover an arbitrary number of load and
frame resonance modes by simply adding or removing the appropriate number of mass
elements from the kinematic chain. By setting k1 =∞, the dynamics reduces to a three-
mass system with one load and one frame resonances. Assuming k1 = ∞, k3 = ∞,
we get a two-mass system consisting of a rigid load with compliant actuator mount-
ing which can be transformed to an equivalent flexible shaft system described in the
previous chapter. The simplest case is obtained for k1 = k2 = k3 = ∞ which leads to
a standard 1DoF rigid motor-load system. The important conclusion of the provided
analysis is that the knowledge of a particular structure of the mechanical system is not
required for the purpose of vibration control and the automatic identification and com-
pensator design can be performed conveniently in the frequency domain for a wide class of
physical plants.
7.7 Summary
This section presented a systematic approach to active vibration control of oscillatory
electromechanical systems. Special attention is paid to the cascade PID control struc-
ture which is prevalent in industrial applications. There are fundamental limitations on
the closed-loop performance achievable with a low-order compensator when request-
ing the active vibration functionality. The attainable quality if control is dominantly
influenced by the resonance ratio of the flexible modes of the system. Low resonance
ratio systems are difficult to stabilize due to the loss of observability of the resonance
modes whereas high resonance ratio leads to lower closed-loop bandwidth. A partial
pole-placement method is used for the derivation of the whole set of admissible stabi-
lizing PID controllers. A particular compensator is selected from the admissible set in
the second optimization step according to a proper performance index. The derivative
action of the PID control may be used to adjust the inappropriate resonance ratio and
up to approximately 50% increase in bandwidth can be achieved compared to the PI
control. The closed-loop performance can be further improved by using higher order
compensators. Two design methods are proposed in the framework of optimal and
robust control theory. The developed weighting schemes are universally applicable for
a wide range of systems thanks to the introduced normalization in gain and time and
proper adjustment of the performance criterions. The LQG and H∞ compensators can
achieve up to 100% bandwidth improvement compared to the conventional PI control.
Robust controller can be designed for an uncertainty model obtained during the identi-
fication experiment. The final part of the chapter discusses the possibility of utilization
of the load side feedback and machine frame vibration damping.
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8Application results
This chapter presents some of the application results which use the theoretical methods
developed in the thesis. Most of them were achieved in terms of various R&D projects
conducted at the University of West Bohemia in collaboration with industrial partners.
Detailed description can be found in the referenced literature.
8.1 Gantry crane control
Gantry cranes are extensively used for various manipulation tasks all over the world.
One of the particular problems concerning the motion control is the flexibility of the
rope which which brings an inherent issue of hanging load oscillations which can be
excited by the crane movement. Unwanted sway of the load during the process of
manipulation may cause a collision with an obstacle or a damage to the cargo. Precise
motion control may be achieved by employing the signal shaping techniques presented
in the thesis.
The 1DoF gantry crane model is shown in Fig. (8.1). The equation of motion can be
derived using the Lagrange’s equation method [180]. The kinetic energy of the system
is defined as:
T =
1
2
mr˙ · r˙ = 1
2
m(r˙2x + r˙
2
y) =
1
2
m
[
x˙2 + 2x˙θ˙l cos(θ) + (θ˙l)2
]
;
r =
[
rx
ry
]
=
[
x+ l sin(θ)
l(1− cos(θ))
]
, (8.1)
where m is the mass of the hanging load, x is the crane position, l is the rope length, θ
is the swing angle and r is the load radius vector.
The potential energy is computed as:
V = mgl
(− cos(θ)). (8.2)
The Euler-Lagrange euqation of the system is formed as:
d
dt
(
∂L
∂θ˙
)
− ∂L
∂θ
= −∂D
∂θ˙
, (8.3)
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x
y
Figure 8.1: Gantry crane system - left kinematic setup, right experimental laboratory
model
where L = T − V is the Lagrangian and D = 12bθ˙2 is the Rayleigh dissipation function
which describes the effect of the viscous friction b in the joint. Substitution from (8.1)
and (8.2) yields:
θ¨ +
b
ml2
θ˙ +
g
l
sin(θ) = −1
l
x¨ cos(θ). (8.4)
Considering the stable lower position of the load around θ ≈ 0, we may assume that
sin(θ) ≈ θ, cos(θ) ≈ 1 and the equation (8.4) reduces to a linear system:
θ¨ +
b
ml2
θ˙ +
g
l
θ = −1
l
x¨. (8.5)
Assuming a crane system with a velocity control loop of the cart and applying the
Laplace transform to (8.5), we obtain the transfer function from the cart speed to the
load sway as:
P (s) =
θ(s)
x˙(s)
= −
1
l s
s2 + b
ml2
s+ gl
=
Ks
s2 + 2ξωns+ ω2n
; ωn =
√
g
l
, ξ =
b
2m
√
gl3
, K = −1
l
.
(8.6)
Since there is usually no sensor measuring the sway angle, a convenient way to reduce
the load oscillations is to use a setpoint shaping filter which processes the reference
commands coming from a trajectory generator or from a human operator.
Figure (8.2) shows the experimental results obtained with the laboratory gantry
crane model (Fig. 8.1 right). The cart is driven by a three-phase AC induction motor
controlled by a frequency inverter. Standard cascade PID position control is imple-
mented using the feedback from the incremental encoder installed on the motor shaft.
A four-pulse ZV4 input shaper which filters the position reference command was de-
signed with the tuning parameters chosen as p1 = 0.3, p2 = 0.5. The plant parameters
wn = 4.22rad/s, ξ = 0.0079 were obtained from the experimental identification. The
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Figure 8.2: Motion control of the experimental gantry crane model - left no signal
filtering, right reference command shaping using the ZV4 input shaper
Figure 8.3: Zero vibration shaping virtual laboratory - feedforward vibration control of
an overhead gantry crane, available at http://www.contlab.eu/en/zv4is-demo
load sway angle was not used as a feedback for the controller and it served only for
the evaluation of the results. The cart was commanded to perform two point-to-point
movements. It is seen that the amount excited oscillations of the hanging load was
vastly reduced with the use of the shaping filter at the cost of slightly slower motion
of the crane. Small level of residual vibration was still present due to the imperfect
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Figure 8.4: Rope drum system control - left typical structure of stage motion control
system, right rope drum configuration
shape of the cart rail causing external disturbances which cannot be compensated in
the feedforward manner. More details can be found in the papers [87, 206].
The concept of the overhead gantry control can be easily extended to the three-
dimensional case by adding a second orthogonal axis. Virtual laboratory presenting
the input shaping filters was developed at the University of West Bohemia [217]. Vir-
tual reality 3D model was implemented using the Java3D rendering package and Vir-
tual Reality Modeling Language (VRML). The interactive tool is freely accessible at
www.contlab.eu. Detailed description can be found in the thesis [218].
8.2 Rope drum system control
Stage motion control system is an essential part of a modern theater. It consist of sev-
eral technical devices including rope drums, moving walls, turntables and drop curtains
which allow to create and change a shape of the stage during a break or ”on the fly”
within a running performance. Rope drums serve for manipulation with various loads
in the form of scenes performing variety of motions ranging from simple rest-to-rest
manoeuvres in one direction to complicated multidimensional trajectories with multi-
ple synchronized ropes. Particular problem is the flexibility of the rope which may lead
to unwanted motion induced oscillations of the hanging load. The problem of vibration
control of a rope drum system was solved in terms of an R&D project in cooperation
with ZAT a.s. company. Detailed description can be found in the paper [211].
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Typical structure of the control system is shown in Fig. (8.4 left). The rope drum
is driven by an electrical drive, usually an AC induction motor with a corresponding
frequency inverter. The axis controller is responsible for the desired trajectory track-
ing and serves as the position controller. The setpoint values for the desired position,
velocity and acceleration of each axis are received from the motion planning level en-
suring the trajectory generation and proper synchronization during multi-axes motions.
The system is parameterized and supervised by an operator using a human-machine-
interface.
The rope-drum system consists of rotational drum, flexible rope and a hanging load
(Fig. 8.4 right). To obtain a finite-order model suitable for the control law design,
some simplifications have to be made. We assume that the elastic rope with a load
can be modelled as a mass-spring-damper system. The values of the spring constant k
and viscous damping coefficient b are generally time varying. Under some simplifying
assumptions, we may write:
k =
k0
l
, b =
b0
l
, (8.7)
where k0 corresponds to the stiffness of the unit length of the rope and l is the actual
length in dependence on drum position ϕ
l = l0 − ϕr. (8.8)
The equations of motion can be derived using the Newton-Euler method in the form
of:
T − k0l0−ϕr (x− l0 + ϕr)r − br(x˙+ rϕ˙) = Iϕ¨ ,
mg − k0l0−ϕr (x− l0 + ϕr)− b(x˙+ rϕ˙) = mx¨ . (8.9)
Introduction of state variables x = [x1 x2 x3 x4]T = [x ϕ x˙ ϕ˙]T and linearisation around
some operating point corresponding to a fixed rope length l leads to the LTI model with
the system matrices given as:
A =

0 0 1 0
0 0 0 1
− k0ml − r(k0+gm)ml − b0ml − b0rml
−k0rIl − r
2(k0+gm)
Il − b0rIl − b0r
2
Il
 , B =

0
0
0
1
I
 , C = [0 1 0 00 0 0 1
]
. (8.10)
The transfer function from the motor torque to the motor speed is obtained as
P (s) =
mls2 + b0s+ k0
s(Jlms2 + (b0r2m+ Jb0)s+ (r2k0m+ r2gm2))
=
K
s
s2 + 2ξzωnzs+ ω
2
nz
s2 + 2ξpωnps+ ω2np
, (8.11)
which has a structure of a flexible two-mass system. Therefore, passive or active vibra-
tion control methods presented in the thesis may be used in this case. The resonance
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Figure 8.5: Left - position tracking of a nonlinear rope drum system, right - virtual labora-
tory presenting the vibration control schemes
frequency may differ considerably when significantly changing the length of the rope.
Gain scheduling techniques may be used for the adaptation of controller parameters
in this case. Example of position tracking of the flexible rope drum system is shown
in Fig. (8.5 left). Composite vibration controller consisting of gain-scheduled PID
compensator tuned for the active vibration control combined with a setpoint reference
shaping filter was used to perform a rest-to-rest movement with a hanging load without
excitation of any unwanted vibrations [211]. Interactive virtual laboratory presenting
the rope drum system problem is available at http://www.contlab.eu/en/zv4is-demo-2
[219]. The developed vibration control algorithms has become a part of a patented
solution of the flexible rope controller [220].
8.3 Robotic manipulator for testing of shifting system
Intensive testing is currently an integral part of the research and development of new
automotive components. A joint project was conducted at the UWB in cooperation
with ZF Engineering company. The goal was to develop a test bench for the automated
testing of automobile shifting systems. The work on the project involved a complete
model-based design cycle - system modelling, control system design, development of a
real-time Hardware-in-the-loop simulator and final commissioning of the control sys-
tem. Detailed description can be found in the paper [221]. Particular problem of
vibration control was solved using the proposed input shaping algorithms.
The test bench uses a two degrees of freedom manipulator with the serial connec-
tion of one translational and one rotational axis for the motion control of the lever of an
automatic transmission unit (Fig. 8.6, 8.7). The goal is to perform automated opera-
tional tests consisting of precisely defined motion sequences simulating a typical service
load. Two independent manipulators are used in order to allow simultaneous testing
of two transmission units. The gear selectors are placed inside of an environmental
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Figure 8.6: Robotic shifting system - test bench structure
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Figure 8.7: Robotic shifting system - left mechanical configuration of the manipulator,
right control system structure
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Figure 8.8: Force control - reduction of test bench chassis vibrations during the force
pulsation test using setpoint command shaping, left no reference signal filter, right force
setpoint processed by ZV4 input shaper tuned for the chassis resonance frequency
chamber which simulates various temperature and humidity conditions. Hybrid posi-
tion/force control algorithm was developed since some parts of the testing sequence
require motions with a defined contact force. The control system switches between
position and force regimes according to the actual executed motion (Fig. 8.7 right).
One of the durability tests includes so called Pulsation test which is defined as an
application of a defined contact force (usually 100N) repeatedly in various directions
and gear positions. In most cases, the position of the lever is fixed and all the motion
is caused by the elastic deformation of the lever and transmission box. Motion induced
oscillations of the whole test bench were observed during this test. The vibrations were
visible to the eye and readable in the force feedback signal provided by a three axial
force sensor installed on the end of the robotic arm. Low stiffness of the mechanical
construction of the actuator mounting was identified as the main reason for this be-
haviour. Although the observed vibrations did not affect the quality of control during
the operational test, they could cause an increased wear of the mechanical compo-
nents of the system during a long term operation. The amount of excited vibrations
was significantly reduced by employing the ZV4 input shaper in the force reference
signal path. This is indicated in Fig. (8.8) which compares the force sensor feedback
during the pulsation test without any reference filtering and after the application of
the shaping filter. The test bench chassis oscillations are visible in the time intervals
in which Fx = 100N (after the lever is pushed). The oscillatory transient when the
contact force reaches zero level is caused by nonlinear dynamics of the lever and tran-
sition from contact to noncontact motion and it is not related to chassis vibrations.
Manipulator motion during a testing sequence can be seen in the movie avaliable at
http://www.rexcontrols.com/control-system-for-shifting-stand-manipulator.
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Figure 8.9: Two-wheeled robotic platform
8.4 Two-wheeled self balancing robotic platform
Two-wheeled self balancing platform was developed at the Department of Cybernetics
for educational purposes (Fig. 8.9). The robot resembles the well known Segway
electric vehicle which is used as a personal transporter. The robot is being used for the
demonstration of various motion control concepts including robust unstable system
stabilization, trajectory planning and tracking and vision-based control. A wireless
communication allows the implementation of a remote human-machine interface. A
camera can be attached to the platform to provide a visual feedback for the purpose of
teleoperation. Autonomous operation can be achieved by implementing proper image
processing and decision making algorithms.
The control system of the robot consist of several layers (Fig. 8.10 left). The lowest
level provides current and velocity control of two brushless DC motors. The sway
controller in the next level is responsible for the stabilization of the platform in the
upward unstable position. Cruise and direction controller tracks desired motion profiles
received by the trajectory generator. The actual required motion is obtained from the
operator through the remote HMI or from the visual feedback in the autonomous mode.
Detailed description of the system modelling and control design can be found in [222,
223].
Difficulties with mechanical vibrations arised during the implementation of the
sway control algorithm. Sudden changes in the motor torque along with a backlash
of the gears caused an excitation of a flexible mode of the robot chassis at the fre-
quency approximately 8 Hz. Visible and audible oscillations of the machine frame were
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Figure 8.10: Two-wheeled robot control scheme - left - motion control layers, right -
details of the sway stabilization control loop
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Figure 8.11: Two-wheeled robot vibration damping - left - steady state frame oscillations
excited during platform stabilization, right - vibration damping achieved by applying the
ZV4IS shaping filter in the sway control loop
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Figure 8.12: AGEBOT industrial manipulator - 7DoF machine kinematics consisting of
4DoF serial part and 3DoF parallel spherical wrist, on the right - flexible toothed belt,
source of oscillations of the translational axis
observed also in the motor velocity signals acquired from the quadrature encoders (Fig.
8.11 left). The developed ZV4IS filter was used to suppress the unwanted oscillations.
The shaping filters were placed inside the sway control loop to prevent from the flexible
mode excitation due to external disturbances and nonlinearities in the system dynam-
ics (Fig. 8.10 right). Figure (8.11) shows considerable improvement of the quality of
control. The vibrations of the robot frame were completely suppressed. The observed
limit cycle is caused by a small amount of stiction in the motors, gears and wheel bear-
ings and could not be completely eliminated. However, the sway controller performed
well and the problem of platform stabilization was successfully solved.
8.5 Industrial manipulator for chemically aggressive envi-
ronment
Utilization of industrial robots in modern automated factories has grown dramatically
in recent decades. There is variety of industrial robots available on the market which
are well established in standard applications such as welding, soldering, palletizing,
material handling. However, the most commonly used universal robots may fail in
the case of some specific requirements and a special design may be needed. One of
such nonstandard applications is a technology for the robot supported parts cleaning
which is essential in several fields of industry and mass production. A robot operates
a degreasing or paint removal machine and manipulates with metal or nonmetal parts
which have to be cleaned precisely. The goal is to remove all the remains of grease,
cutting or tempering oil or any kind of mechanical dirt in order to prepare the parts
for further processing. Strong chemicals such as acid, lye or special degreasing lotions
are typically used to achieve a high level of surface cleanness. These highly aggressive
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chemicals are dangerous not only for the human staff but also for a robot which is
used for the manipulation and precise positioning of the parts inside a cleaning cham-
ber. The sensitive parts of the robot such as drives, electronics or wiring can easilly
be damaged and most of the commonly available robots are not suitable for this task.
Therefore, a serio-parallel manipulator which is called AGEBOT (AGgressive Environ-
ment roBOT) has been developed in cooperation with EuroTec JKR company for the
specific operation in the chemically aggressive environment. The research and devel-
opment involved model-based design and optimization of the mechanical construction,
derivation of kinematic and dynamic models and control system design and implemen-
tation [114, 224, 225].
AGEBOT is designed as a special robotic architecture which consists of two main
parts - serial manipulator (SM) and parallel manipulator (PM). SM ensures basic posi-
tioning of the end effector including the translations in x, y, z axes and orientation of
the longitudinal axis of the PM. This motion is used for the handling of parts which are
to be processed in cleaning chambers. Parallel spherical wrist of the PM holds the end
effector platform and performs precise positioning of the cleaned parts with complex
geometry towards cleaning jets inside the chamber by changing their orientation. The
main advantage of this kinematic structure is the ability of waterproof separation of the
vulnerable components (motors, sensors, etc.) from the aggressive environment and
an additional degree of freedom allowing more complex motions.
Particular problem of mechanical vibrations was encountered during the commis-
sioning of the prototype manipulator. Strong oscillations of the robot platform were ob-
served during the translational movements along the rail. The vibrations were caused
by elasticity of the toothed belt which connects the platform with the manipulator
base. Initial tuning of the motion control loop in which an ideal rigid connection was
assumed led to a very nice closed-loop response measured by the motor side feedback
sensor (Fig. 8.13 left). However, significant vibrations were induced at the load side
of the robot platform. The oscillations were also visible in the records of the motor
current (8.8 right). This was caused by the pole-zero cancelation phenomenon occurring
in a compliant system driven by a high gain compensator with the motor feedback only.
Experimental identification was carried out to acquire the information about the
system dynamics. Two-mass flexible system model was obtained with resonance and
antiresonance frequencies fn, fz given as:
fz = 4.5Hz, fn = 12.1Hz, r =
fn
fz
= 2.7. (8.12)
The velocity PI controller was redesigned according to the flexible dynamics model
to achieve the active vibration damping functionality. The resulting closed-loop re-
sponse can be seen in Fig. (8.14). The motion induced oscillations were eliminated
completely at the cost of reduced achievable bandwidth. The compensator is able to
damp the oscillations even in the presence of external disturbances (red mark in Fig.
8.14 right indicating application of external force to the manipulator base). The feed-
back compensator was supplemented with the ZV4IS shaping filter which processed
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Figure 8.13: High gain PI velocity controller designed for an ideal rigid model, left -
velocity setpoint response measured at the motor side, right - motor current during rect-
angular setpoint signal tracking indicating the load vibrations
Figure 8.14: Reduced gain PI velocity controller designed for the compliant system
model, left - velocity setpoint response measured at the motor side, right - motor current
during rectangular setpoint signal tracking showing the active vibration damping, red mark
denotes the active compensation of external disturbance
Figure 8.15: Position profile tracking during a point to point movement, motor velocity
(green), motor current (blue) and position tracking error (red)
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Figure 8.16: Dynamic test bed overview - left picture of the actual configuration, right
system structure; M1, M2 input and output actuator, J1,2,3 load inertias, k1,2 flexible
shafts, g gearing.
the reference trajectories sent to the servo drive in order to further reduce the amount
of transient and residual oscillations. Position profile tracking during a point to point
movement is captured in the plot (8.15) which shows the performance of the compos-
ite vibration control scheme. The vibrations are effectively damped in all phases of the
robot trajectory. The closed-loop performance could be further improved with the use
of a higher order compensator. However, the achieved quality of control was satisfac-
tory for the customer. Therefore, the default cascade PID control scheme implemented
in the frequency inverters was used without changes.
8.6 Dynamic test bed for compliant systems control
A mechanical test bench was constructed for the evaluation of vibration control meth-
ods with the aid of VU´TS a.s. company which has lent the mechanical and electrical
components (the support is gratefully acknowledged). The test bed structure is shown
in Fig. (8.16). The system consists of two electrical drives (Yaskawa permanent mag-
nets synchronnous servomotors) acting as input and output actuators, two elastic tor-
sional bars, gearing and inertial loads. The system simulates a compliant load with
two resonance modes. The location of the resonance frequencies can be adjusted by
changing the stiffness of the installed shafts and moment of inertias of the flywheels.
Experimental identification was performed using the proposed algorithm. The de-
veloped method was implemented in the form of a functional block in the REX real-
time control system. Both identification and control algorithms are executed in the
LEC industrial PC with a real-time operating system Linux-Xenomai. The controller
communicates with two Yaskawa frequency inverters using EtherCAT serial bus with
the update rate of 2kHz.
Figure (8.17) shows the result of the frequency identification experiment. Twenty
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Figure 8.17: Frequency response identification - measured and estimated frequency
response function, left amplitude response, right phase response
points of measured frequency response were processed with the proposed approxima-
tion algorithm which was used for the numerical computation of a 6th order transfer
function. The resulting plant model was obtained in the form of:
P (s) =
ωm(s)
Tm(s)
=
(
K
s+ τ1
)
︸ ︷︷ ︸
rigid mode
(
s2 + 2ξz1ωz1s+ ω
2
z1
s2 + 2ξ1ω1s+ ω21
)
︸ ︷︷ ︸
1st resonance
(
s2 + 2ξz2ωz2s+ ω
2
z2
s2 + 2ξ2ω2s+ ω22
)
︸ ︷︷ ︸
2nd resonance
(
1
s+ τ2
)
︸ ︷︷ ︸
additional
dynamics
,
K = 544.6, τ1 = 0.16s, τ2 = 0.0038s, ξz1 = 0.19, ωz1 = 35.3
rad
s
,
ξ1 = 0.02, ω1 = 70.8
rad
s
, ξz2 = 0.11, ωz2 = 114.6
rad
s
, ξ2 = 0.005, ω2 = 260.1
rad
s
.
(8.13)
The first three parts of the plant transfer function describe the dynamics of the three
modes of the mechanical system. The second time constant τ2 covers additional par-
asitic effects such as time delay due to digital sampling, communication delay and
actuator lag.
Three different velocity controllers were designed using the algorithms proposed
in the thesis with the use of motor side feedback only. The design specifications were
set to achieve the highest possible bandwidth while limiting the peaks in the sensitivity
and complementary sensitivity functions to MS ,MT < 2.5. The first one is a PI con-
troller which was computed for the truncated model containing only the first resonance
mode dynamics. The simulation of step reference and disturbance responses is shown
in Fig. (8.18) left. It is seen that the controller is able to damp the oscillatory system
although a truncated model was used for its computation. Since the resonance ratio
r ≈ 2 is in the optimal range for the PI control, there is no need for introduction of the
derivative part. The two other plots in Fig. (8.18) show the results achieved with the
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Figure 8.18: Three compensator designs comparison - simulated reference and distur-
bance step response, controller amplitude frequency response
LQG and H∞ controllers designed for the full plant model. It is seen that the perfor-
mance is comparable to the PI controller and there is no significant advantage in terms
of achievable bandwidth when using a full order compensator. However, there is a sig-
nificant improvement in the achieved high-frequency roll-off which can be observed
in the comparison of the amplitude frequency responses of the obtained compensators
(last plot in Fig. 8.18). Lower high-frequency gain of the compensator is desirable for
the attenuation of the measurement noise and improvement of robustness to unmodeled
dynamics.
This is confirmed by experimental results obtained at the test bed (Fig. 8.21) which
compare the PI and H∞ compensators in terms of setpoint tracking and disturbance
rejection performance. The first row shows motor and load velocity response to step
change in the setpoint variable, the second one tracks the response to step changes in
the disturbance torque generated on the motor and load side. Both controllers achieve
similar settling times, the closed loop bandwidth is identical. Much higher variance of
the generated motor torque is observed in the case of the PI controller due to its higher
high-frequency gain. The quantization noise in the motor velocity feedback is amplified
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Figure 8.19: Frequency response identification - measured and estimated frequency
response function for the second configuration of the test bench
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Figure 8.20: Closed-loop sensitivity functions - amplitude frequency response of the
sensitivity function |S(iω)|, complementary sensitivity function |T (iω)| and plant sensitivity
function |PS(iω)| for the two compared control schemes - PI and H∞ control
by the compensator and causes oscillations at the motor side. Analysis of the amplitude
spectrum of the regulation error signal with the use of fast Fourier transform reveals
that there is a significant amount of energy in the motor side signal in the frequency
range around ≈ 100 Hz (Fig. 8.22 left). Amplification of the measurement noise is
much lower in the case of the H∞ controller. The peaks observed at frequencies of
210 and 420 Herzes are caused by unmodeled flexible modes of the test bed frame.
The load side amplitude spectrum is almost identical as the load inertia works as a
low-pass filter which attenuates the high frequency motor side oscillations. Thus, the
main advantage of the higher order controller is a smoother run of the drive in
this case.
A second experiment is performed with a different mechanical configuration of the
test bed. The second compliant torsional bar is replaced by a rigid link. The overall
dynamics now resembles a single resonant mode system with a high resonance ratio
value. The result of the frequency identification and model fitting is seen in Fig. (8.19).
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Fourth order transfer function is obtained in the form of:
P (s) =
ωm(s)
Tm(s)
=
(
K
s+ τ1
)(
s2 + 2ξz1ωz1s+ ω
2
z1
s2 + 2ξ1ω1s+ ω21
)(
1
s+ τ2
)
, (8.14)
K = 454.5, τ1 = 0.15s, τ2 = 0.0022s, ξz1 = 0.24, ωz1 = 49.9
rad
s
,
ξ1 = 0.02, ω1 = 254
rad
s
.
The high value of the resonance ratio parameter r ≈ 5 limits the performance
achievable with the conventional PI control. The advantage of higher order compen-
sator can be fully exploited in this case. This is shown on the example of the H∞
controller. Again, both compensators were tuned to achieve highest possible band-
width while keeping the peaks of the sensitivity functions below the specified level
MS ,MT < 2.5. Comparison of the compensators amplitude frequency response func-
tions (Fig. 8.19 right) reveals that that the H∞ controller achieves higher values of
low-frequency gain and improved high-frequency roll-off which indicates an improve-
ment in both closed-loop bandwidth and noise rejection.
This is confirmed by numerical simulations and experimental results. Figure (8.23)
compares the closed-loop performance of the two control schemes. Approximately two-
times faster settling times, much better disturbance rejection and slight improvement
of noise attenuation is achieved with the H∞ compensator which outperforms the con-
ventional PI controller. This coincides with the theoretical analysis provided in the
previous chapter which state that the advantage of higher order compensators com-
pared to the PID control are remarkable for high resonance ratio systems. Further
improvement of closed-loop performance is not possible without using both motor and
load-side measurement for feedback in this case.
8.7 Summary
This chapter demonstrated a successful employment of the proposed vibration damp-
ing methods. Various examples of laboratory setups and industrial applications show
the possibilities of feedforward and feedback vibration control concepts. The experi-
mental results confirmed the theoretical analysis which was performed in the preceding
sections of the thesis. A properly designed algorithm embedded in the control system
can significantly enhance the overall closed-loop performance, provided that a math-
ematical model can be obtained with a sufficient precision. However, there are some
fundamental limitations on the achievable quality control resulting from the nature of
the problem that can not be overcome by any linear compensator.
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Figure 8.21: Dynamic test bed experiment Nr.1 - closed-loop response of two feedback
compensator schemes, up setpoint tracking, down disturbance rejection, left PI control,
right H∞ control
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Figure 8.22: Dynamic test bed experiment Nr.1 - amplitude spectrum of steady-state
regulation error signal acquired at 200 rpms, left motor side velocity measurement, right
load side signal, blue color PI controller, red color H∞ controller; significant reduction
of motor side oscillations is observed when using the higher order H∞ controller due to
the improved high-frequency roll-off, the load side behaviour is almost identical for both
control schemes
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Figure 8.23: Dynamic test bed experiment Nr.2 - closed-loop response of two feed-
back compensator schemes, setpoint tracking and disturbance rejection performance, the
H∞ controller can achieve higher bandwidth and better noise suppression in the case of
high resonance ratio system, the observed steady state oscillations in the driving torque
are caused by imperfect balancing of the mounted gearwheels which produces a periodic
disturbance
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9Discussion and final conclusions
The thesis deals with the problem of motion control of compliant electromechanical
systems. The proposed methods and algorithms cover the issues of automatic identifi-
cation and robust controller design for both passive and active vibration damping. The
main theoretical results can be summarized as follows:
• Development of novel frequency identification method
The key idea is the utilization of a swept sine signal with varying frequency, am-
plitude and DC component in conjunction with the time-varying observer which
estimates the system frequency response. The main advantage of the proposed
approach is the possibility of precise control over the energy of the excitation
signal at each particular frequency which can be adapted online according to
the actual operating conditions. This is beneficial due to possible occurrence
of nonlinearities in the mechanical subsystem and large gain variations arising
in oscillatory plants. Additional benefits include the possibility of real-time fre-
quency response estimation and closed-loop identification. The disadvantage is a
longer execution time of the identification experiment compared to a wideband
excitation signals.
• Feature-based parameterization of single-mode zero vibration input shaping
filters
The proposed parametrization of all equidistant four impulse zero vibration shapers
allows fine tuning of the shaper sensitivity function which describes the level of
excited vibrations in the case of modelling errors. Suitable compromise between
robustness and introduced dynamical lag may be found by adjusting the set of
two user parameters with a clear physical meaning. All the standard zero vibra-
tion shapers commonly referenced in the literature are shown to be a particular
case of the given parameterization.
• General algorithm for multiple mode shaper design
A general algorithm for the multimode shaper design is proposed. The design
problem is formulated in terms of the desired shape of the shaper sensitivity
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function around the individual resonance frequencies. An optimal shaping filter
is computed using the linear programming method.
• Analysis of fundamental limitations on achievable quality of feedback vibra-
tion control
The limitations on achievable quality of control are analyzed both for conven-
tional PID control and a general linear compensator.
• Analytical derivation of set of stabilizing PID controllers for active feedback
control of oscillatory systems
The partial pole-placement method is used for the computation of a whole set
of controllers which stabilize the system and assign a chosen dominant pair of
closed-loop poles. A particular compensator can be selected from the computed
set based on a proper performance index. Robust controller can be designed for a
specified parametric, structured or unstructured uncertainty. The parameteriza-
tion of the feedback controllers allows precise fine tuning of the closed-loop with
the physically intuitive parameters of bandwidth and damping.
• Full order compensator design method based on LQG and H∞ framework
Full order compensators which can enhance the achievable closed-loop perfor-
mance are designed using the methods of modern control theory. The proposed
weighting schemes are universally applicable for arbitrary oscillatory system due
to the introduced normalization in gain, time and resonance ratio parameter. The
user specifies the maximum peaks of closed-loop sensitivity functions and desired
bandwidth, the controller is computed numerically.
The achieved results can be applied for a class of electromechanical systems which
can be described by a linear model with a rigid mode and multiple resonance modes
at least around some operating point. The results were verified in several laboratory
experiments and industrial applications.
The main practical implications of the research carried out in this field are formulated
in the following theses:
• A wide range of compliant electromechanical systems can be described by rel-
atively simple linear models. A precise mathematical model of a particular me-
chanical plant to be controlled is not needed in most practical cases. Local problem
oriented model which describes the contribution of the individual modes of the sys-
tem in the frequency range relevant for the target bandwidth may be used for the
purpose of control system design.
• The mechanical compliance significantly affects the closed-loop performance.
If possible, proper mechanical design should ensure that the resonant frequencies of
the mechanism do not overlap with the target closed-loop bandwidth.
• Nonlinearities typically appearing in mechanical systems such as friction,
backlash or hysteresis complicate the process of system identification. Stan-
dard methods developed for the linear systems may fail in the case of nonlinear
286
mechanics. Utilization of proper excitation signal may suppress the effects of nonlin-
earities in order to extract the information about the linear part of system dynamics.
• There are two fundamental approaches to vibration control - passive and ac-
tive, each offering a specific advantages and drawbacks. Selection of proper
control strategy or the combination of both approaches is a matter of a particular
system. Several factors have to be taken into consideration including the location
of the resonance modes, nonlinearities in the loop, precision of the system model or
given instrumentation. Advanced software tools which automate most of the steps
required in the control algorithm design can significantly simplify the process of ma-
chine commissioning.
• There are fundamental limitations on achievable quality of control when us-
ing only the motor side feedback due to the rapid drop of the open-loop gain
in the antiresonance regions. The most important parameter which indicates the
achievable performance is the resonance ratio. Very low resonance ratio systems with
r ≈ 1 are practically uncontrollable due to the loss of observability of the given reso-
nance mode. This situation may be caused by improper dimensioning of the actuator
with respect to the driven load. Passive damping methods should be used in this case.
• Low and high resonance ratio systems r /∈ 〈√3,√5〉 are poorly controllable
with the conventional PI velocity controller due to the inherent constraints be-
tween the closed-loop poles imposed by the controller structure. Poor damping or
sluggish closed-loop response is achieved outside of this region.
• The optimal value of the resonance ratio for the conventional PI control s
r ≈ 2. The achievable bandwidth is approximately 150% of the first antiresonance
frequency. There is no significant advantage of higher order compensator apart from
improved noise rejection.
• The derivative feedback of the PID controller may be used to virtually shift the
resonance ratio of the system. This allows to recover the performance achievable
in the optimal range of r = 2. However, the amount of derivative action is limited
by the level of the measurement noise and by unmodelled high-frequency dynamics.
• The full advantage of higher order controllers can be fully exploited for high
resonance ratio systems with r >>
√
5. There are still some fundamental limi-
tations on achievable bandwidth which is approximately 200% of the first antireso-
nance frequency (up to a double compared to the PI control).
• There are no theoretical limitations on achievable quality of control when
using the load-side feedback. However, robustness of the closed-loop drops rapidly
when extending the bandwidth beyond the value of the first resonance of the system.
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There are still some unresolved questions which outline possible directions for a
future research in this field. The identification algorithm could be extended to cover
the nonlinear part of the system dynamics, possibly in the second step of the identi-
fication experiment once the linear part has been identified. Any knowledge about the
friction characteristics and amount of backlash or hysteresis could be used to improve
the quality of closed-loop control and to suppress some negative phenomena appearing
in motion control systems such as steady state oscillations or limit cycling.
The vibration damping concepts could be extended for multiaxes compliant sys-
tems (e.g. robotic manipulators). However, nonlinear dynamic coupling between the
individual axes calls for utilization of nonlinear methods.
The provided analysis of controllability revealed some fundamental limitations of
the linear feedback. The question is, whether some of these constraints may be
overcome by a nonlinear controller. Sliding mode or passivity based approach could
offer an alternative to the linear compensators.
The robust controller design methods proposed in the thesis are focused on unstruc-
tured perturbation of the nominal dynamic model. Combination of an unstructured
uncertainty with parametric variations is treated by brute force with the method of
gridding applied in the assumed parameter subspace. The framework of µ analysis
could provide a more effective process for the derivation of the robust controller when
various types of uncertainty should be assumed at the same time.
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Appendix
10.1 Synthesis of observer for frequency identification
Butterworth pattern of closed-loop poles sm for the observer (5.5) is obtained in the
form of:
sm = α0ωe
i(2m+11−1)pi
2·11 ; m = 1, 2, 3, ..., 11 (10.1)
Solution of the pole-placement problem leads to closed-form formulas in the form:
km = k
0
m(α0)ω; m = 1, 2, 3, ..., 11 (10.2)
where num(α0), den(α0) are polynomial functions of α0.
The polynomials k0m are given as:
k01 =
1
43200000000000000000000000000000000000000
α0 ·
(−616213766059343976922600000000000000000α04
+ 4999441708897943361224517686884511889α0
10
− 123427161019929267191958384385881182800α08
+ 479668489702708956308504480184000000000α0
6
+ 285105838739760000000000000000000000000α0
2
− 35134000000000000000000000000000000000)
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k02 =−
11710117031201997339471410648065031563
14400000000000000000000000000000000000000
α0
10
+
1425435608931420942018579651562853
216000000000000000000000000000000000
α0
8
− 30810267811181666243107861
2160000000000000000000000000
α0
6
+
959375789654233277
86400000000000000000
α0
4
− 411459911
144000000000
α0
2
+
1
8640
k03 =−
1
75600000000000000000000000000000000000000
·
(4999441708897943361224517686884511889α0
10
− 493708644079717068767833537543524731200α08
+ 7674695835243343300936071682944000000000α0
6
− 39437681027798014523046400000000000000000α04
+ 72987094717378560000000000000000000000000α0
2
− 35977216000000000000000000000000000000000)α0
k04 =
11710117031201997339471410648065031563
12600000000000000000000000000000000000000
α0
10
− 1425435608931420942018579651562853
47250000000000000000000000000000000
α0
8
+
4401466830168809463301123
16875000000000000000000000
α0
6
− 959375789654233277
1181250000000000000
α0
4
+
411459911
492187500
α0
2
− 128
945
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k05 =
1
22400000000000000000000000000000000000000
·
(555493523210882595691613076320501321α0
10
− 123427161019929267191958384385881182800α08
+ 4317016407324380606776540321656000000000α0
6
− 49913315050806862130730600000000000000000α04
+ 207842156441285040000000000000000000000000α0
2
− 230514174000000000000000000000000000000000)α0
k06 =−
11710117031201997339471410648065031563
22400000000000000000000000000000000000000
α0
10
+
4276306826794262826055738954688559
112000000000000000000000000000000000
α0
8
− 118839604414557855509130321
160000000000000000000000000
α0
6
+
233128316885978686311
44800000000000000000
α0
4
− 2699588476071
224000000000
α0
2
+
19683
4480
k07 =−
1
907200000000000000000000000000000000000000
·
(4999441708897943361224517686884511889α0
10
− 1974834576318868275071334150174098924800α08
+ 122795133363893492814977146927104000000000α0
6
− 2524011585779072929474969600000000000000000α04
+ 18684696247648911360000000000000000000000000α0
2
− 36840669184000000000000000000000000000000000)α0
k08 =
11710117031201997339471410648065031563
75600000000000000000000000000000000000000
α0
10
− 1425435608931420942018579651562853
70875000000000000000000000000000000
α0
8
+
4401466830168809463301123
6328125000000000000000000
α0
6
− 959375789654233277
110742187500000000
α0
4
+
13166717152
369140625
α0
2
− 65536
2835
291
10. APPENDIX
k09 =
1
9072000000000000000000000000000000000000000
(4999441708897943361224517686884511889α0
10
− 3085679025498231679798959609647029570000α08
+ 299792806064193097692815300115000000000000α0
6
− 9628340094677249639415625000000000000000000α04
+ 111369468257718750000000000000000000000000000α0
2
− 343105468750000000000000000000000000000000000)α0
k010 =
11710117031201997339471410648065031563
604800000000000000000000000000000000000000
α0
10
+
1425435608931420942018579651562853
362880000000000000000000000000000000
α0
8
− 4401466830168809463301123
20736000000000000000000000
α0
6
+
959375789654233277
232243200000000000
α0
4
− 411459911
15482880
α0
2
+
1953125
72576
k011 = −
555493523210882595691613076320501321
8000000000000000000000000000000000000000
α0
11
10.2 Data fitting and model synthesis
The data fitting algorithm using the interpolation of the measured points of the fre-
quency response was explained in the section (5.3) on the example of the two-mass
flexible system. The system model is assumed in the form:
P (s) =
vm(s)
Tm(s)
=
(
K
s+ a
)(
s2 + 2ξzωzs+ ω
2
z
s2 + 2ξnωns+ ω2n
)
=
b2s
2 + b1s+ b0
s3 + a2s2 + a1s+ a0
. (10.3)
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The analytical solution for the transfer function coefficients is derived from the set of
polynomial equations P (iωl)
!
= Pˆ (iωl); l = 1, 2, 3 in the form of:
a0 ={+2 im1 im2 re3 ω1 ω2 ω34 − 2 im1 im3 re2 ω13ω22ω3 + 2 im1 im3 re2 ω1 ω24ω3
− 2 im1 im3 re2 ω1 ω22ω33 − im22re1 ω14ω22 + im22re1 ω12ω24
− im22re1 ω24ω32 − im22re3 ω12ω24 + im22re3 ω24ω32 − im22re3 ω22ω34
− im32re1 ω14ω32 + im32re1 ω12ω34 − im32re1 ω22ω34 − im32re2 ω12ω34
− im32re2 ω24ω32 + im32re2 ω22ω34 + re12re2 ω14ω22 − re12re2 ω14ω32
− re12re2 ω12ω24 − re12re3 ω14ω22 + re12re3 ω14ω32 − re12re3 ω12ω34
− re1 re22ω14ω22 + re1 re22ω12ω24 − re1 re22ω24ω32 − re1 re32ω14ω32
+ re1 re3
2ω1
2ω3
4 − re1 re32ω22ω34 − re22re3 ω12ω24 + re22re3 ω24ω32
− re22re3 ω22ω34 − re2 re32ω12ω34 − re2 re32ω24ω32 + re2 re32ω22ω34
+ im1
2re2 ω1
4ω2
2 − im12re2 ω14ω32 − im12re2 ω12ω24 − im12re3 ω14ω22
+ im1
2re3 ω1
4ω3
2 − im12re3 ω12ω34 + 2 im1 im2 re3 ω13ω23
+ 2 im1 im3 re2 ω1
3ω3
3 + im2
2re1 ω1
2ω2
2ω3
2 + im2
2re3 ω1
2ω2
2ω3
2
+ 2 im2 im3 re1 ω2
3ω3
3 + im3
2re1 ω1
2ω2
2ω3
2 + im3
2re2 ω1
2ω2
2ω3
2
+ re1
2re2 ω1
2ω2
2ω3
2 + re1
2re3 ω1
2ω2
2ω3
2 + re1 re2
2ω1
2ω2
2ω3
2
+ re1 re2 re3 ω1
4ω2
2 + re1 re2 re3 ω1
4ω3
2 + re1 re2 re3 ω1
2ω2
4
+ re1 re2 re3 ω1
2ω3
4 + re1 re2 re3 ω2
4ω3
2 + re1 re2 re3 ω2
2ω3
4
+ re1 re3
2ω1
2ω2
2ω3
2 + re2
2re3 ω1
2ω2
2ω3
2 + re2 re3
2ω1
2ω2
2ω3
2
+ im1
2re2 ω1
2ω2
2ω3
2 + im1
2re3 ω1
2ω2
2ω3
2)}/{−6 im1 im2 im3 ω12ω22ω32
+ 2 im1 re2 re3 ω1
4ω2 ω3 − 2 im1 re2 re3 ω12ω23ω3 − 2 im1 re2 re3 ω12ω2 ω33
− 2 im2 re1 re3 ω13ω22ω3 + 2 im2 re1 re3 ω1 ω24ω3 − 2 im2 re1 re3 ω1 ω22ω33
− 2 im3 re1 re2 ω13ω2 ω32 − 2 im3 re1 re2 ω1 ω23ω32 + 2 im3 re1 re2 ω1 ω2 ω34
− im3 re22ω13ω23 − im12im3 ω13ω23 − im22im3 ω13ω23 − im3 re12ω13ω23
− im12im2 ω13ω33 − im2 im32ω13ω33 − im2 re12ω13ω33 − im2 re32ω13ω33
− im1 im22ω23ω33 − im1 im32ω23ω33 − im1 re22ω23ω33 − im1 re32ω23ω33
+ im1 im2 im3 ω1
4ω2
2 + im1 im2 im3 ω1
2ω2
4 + im1 im2 im3 ω1
4ω3
2
+ im1 im2 im3 ω1
2ω3
4 + 2 im3 re1 re2 ω1
3ω2
3 + im1 im2 im3 ω2
4ω3
2
+ im1 im2 im3 ω2
2ω3
4 + 2 im2 re1 re3 ω1
3ω3
3 + 2 im1 re2 re3 ω2
3ω3
3
− im2 im32ω1 ω24ω3 + im2 im32ω1 ω22ω33 + im2 re12ω13ω22ω3 − im2 re12ω1 ω24ω3
+ im2 re1
2ω1 ω2
2ω3
3 + im2 re3
2ω1
3ω2
2ω3 − im2 re32ω1 ω24ω3 + im2 re32ω1 ω22ω33
+ im3 re1
2ω1
3ω2 ω3
2 + im3 re1
2ω1 ω2
3ω3
2 − im3 re12ω1 ω2 ω34 + im3 re22ω13ω2 ω32
− im1 re32ω14ω2 ω3 + im1 re32ω12ω23ω3 + im1 re32ω12ω2 ω33 + im22im3 ω13ω2 ω32
+ im2
2im3 ω1 ω2
3ω3
2 − im22im3 ω1 ω2 ω34 + im2 im32ω13ω22ω3
+ im3 re2
2ω1 ω2
3ω3
2 − im3 re22ω1 ω2 ω34 + im12im2 ω13ω22ω3 − im12im2 ω1 ω24ω3
+ im1
2im2 ω1 ω2
2ω3
3 + im1
2im3 ω1
3ω2 ω3
2 + im1
2im3 ω1 ω2
3ω3
2
− im12im3 ω1 ω2 ω34 − im1 im22ω14ω2 ω3 + im1 im22ω12ω23ω3
+ im1 im2
2ω1
2ω2 ω3
3 − im1 im32ω14ω2 ω3 + im1 im32ω12ω23ω3
+ im1 im3
2ω1
2ω2 ω3
3 − im1 re22ω14ω2 ω3 + im1 re22ω12ω23ω3
+ im1 re2
2ω1
2ω2 ω3
3},
(10.4)
293
10. APPENDIX
a1 = {−im1re32ω14ω2ω33 + im1re2re3ω23ω35 + im1re2re3ω25ω33 + im1re22ω12ω25ω3
+ im1re2
2ω1
2ω2
3ω3
3 − im1re22ω14ω23ω3 + im1im32ω12ω2ω35 − im1im32ω14ω2ω33
+ im1im3
2ω1
2ω2
3ω3
3 + 2 im1im2im3ω2
4ω3
4 + 2 im1im2im3ω1
4ω2
4 + 2 im1im2im3ω1
4ω3
4
+ im1im2
2ω1
2ω2
5ω3 + im1im2
2ω1
2ω2
3ω3
3 − im12im3ω13ω2ω34 − im1im22ω14ω23ω3
+ im1
2im3ω1
5ω2ω3
2 + im1
2im3ω1
3ω2
3ω3
2 + im1
2im2ω1
5ω2
2ω3 − im12im2ω13ω24ω3
+ im1
2im2ω1
3ω2
2ω3
3 + im3re1re2ω1
3ω2
5 + im3re2
2ω1
3ω2
3ω3
2 + im3re2
2ω1ω2
5ω3
2
− im3re22ω1ω23ω34 + im3re1re2ω15ω23 − im3re12ω13ω2ω34 + im3re12ω13ω23ω32
+ im3re1
2ω1
5ω2ω3
2 + im2re3
2ω1ω2
2ω3
5 − im2re32ω1ω24ω33 + im2re32ω13ω22ω33
+ im2re1re3ω1
3ω3
5 + im2re1re3ω1
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3ω2
2ω3
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2ω1
2ω2
3ω3
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4ω3
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4ω2ω3
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+ im3re1re2ω1ω2
3ω3
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3ω2ω3
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− im2re1re3ω15ω22ω3 + im2re1re3ω13ω24ω3 − 2 im2re1re3ω13ω22ω33 − im12im2ω15ω33
− im12im3ω15ω23 − im1im22ω25ω33 − im1im32ω23ω35 − im1re22ω25ω33
− im1re32ω23ω35 − im22im3ω13ω25 − im3re12ω15ω23 − im3re22ω13ω25
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3ω3
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2ω1ω2
3ω3
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2ω3
3 + im2re3
2ω1
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+ im3re1
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3ω2ω3
2 + im2im3
2ω1
3ω2
2ω3 − im22im3ω1ω2ω34 + im22im3ω1ω23ω32
+ im2
2im3ω1
3ω2ω3
2 + im1re3
2ω1
2ω2ω3
3 + im1re3
2ω1
2ω2
3ω3 + im3re2
2ω1ω2
3ω3
2
− im3re22ω1ω2ω34 − im2im32ω1ω24ω3 + im2im32ω1ω22ω33 + im2re12ω13ω22ω3
− im1re32ω14ω2ω3 + im1re22ω12ω2ω33 + im1re22ω12ω23ω3 − im1re22ω14ω2ω3
+ im1im3
2ω1
2ω2ω3
3 + im1im3
2ω1
2ω2
3ω3 − im1im32ω14ω2ω3 + im1im22ω12ω2ω33
+ im1im2
2ω1
2ω2
3ω3 − im1im22ω14ω2ω3 − im12im3ω1ω2ω34 + im12im3ω1ω23ω32
+ im1
2im3ω1
3ω2ω3
2 − im12im2ω1ω24ω3 + im12im2ω1ω22ω33 + im12im2ω13ω22ω3
+ 2 im2re1re3ω1ω2
4ω3 − 2 im2re1re3ω1ω22ω33 + 2 im3re1re2ω1ω2ω34 − 2 im3re1re2ω13ω2ω32
− 2 im3re1re2ω1ω23ω32 − 2 im1re2re3ω12ω23ω3 − 2 im1re2re3ω12ω2ω33 − 2 im2re1re3ω13ω22ω3
− 6 im1im2im3ω12ω22ω32 + 2 im1re2re3ω14ω2ω3 − im3re22ω13ω23 − im12im3ω13ω23
− im22im3ω13ω23 − im3re12ω13ω23 − im12im2ω13ω33 − im2im32ω13ω33
− im2re12ω13ω33 − im2re32ω13ω33 − im1im22ω23ω33 − im1im32ω23ω33
− im1re22ω23ω33 − im1re32ω23ω33},
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10.2 Data fitting and model synthesis
a2 =− {−re1re22ω1ω23ω33 − re1re32ω15ω2ω3 + im12re2ω13ω23ω3 − im12re2ω13ω2ω33
− im12re2ω1ω25ω3 + re1re32ω13ω23ω3 + re1re32ω13ω2ω33 − re1re32ω1ω23ω33
− re22re3ω13ω23ω3 + re22re3ω13ω2ω33 + re22re3ω1ω23ω33 − re22re3ω1ω2ω35
+ re2re3
2ω1
3ω2
3ω3 − re2re32ω13ω2ω33 − re2re32ω1ω25ω3 + re2re32ω1ω23ω33
− im1im2re3ω24ω33 + im1im2re3ω22ω35 − im1im3re2ω14ω23 + im1im3re2ω12ω25
+ im1
2re2ω1ω2
3ω3
3 − im12re3ω13ω23ω3 + im12re3ω13ω2ω33 + im12re3ω1ω23ω33
− im12re3ω1ω2ω35 − im1im2re3ω14ω33 + im1im2re3ω12ω35 + im1im3re2ω25ω32
− im1im3re2ω23ω34 − im22re1ω15ω2ω3 + im22re1ω13ω23ω3 + im22re1ω13ω2ω33
− im22re1ω1ω23ω33 − im22re3ω13ω23ω3 + im22re3ω13ω2ω33 + im22re3ω1ω23ω33
− im22re3ω1ω2ω35 + im2im3re1ω15ω22 + im2im3re1ω15ω32 − im2im3re1ω13ω24
− im2im3re1ω13ω34 − im32re1ω15ω2ω3 + im32re1ω13ω23ω3 + im32re1ω13ω2ω33
− im32re1ω1ω23ω33 + im32re2ω13ω23ω3 − im32re2ω13ω2ω33 − im32re2ω1ω25ω3
+ im3
2re2ω1ω2
3ω3
3 + re1
2re2ω1
3ω2
3ω3 − re12re2ω13ω2ω33 − re12re2ω1ω25ω3
+ re1
2re2ω1ω2
3ω3
3 − re12re3ω13ω23ω3 + re12re3ω13ω2ω33 + re12re3ω1ω23ω33
− re12re3ω1ω2ω35 − re1re22ω15ω2ω3 + re1re22ω13ω23ω3 + re1re22ω13ω2ω33
+ im1im3re2ω1
4ω2ω3
2 + 2 re1re2re3ω1ω2
5ω3 + 2 re1re2re3ω1ω2ω3
5
− 2 re1re2re3ω13ω2ω33 − 2 re1re2re3ω13ω23ω3 + im2im3re1ω1ω24ω32 − 2 im2im3re1ω13ω22ω32
+ im1im3re2ω1
2ω2ω3
4 − 2 im1im3re2ω12ω23ω32 + im1im2re3ω12ω24ω3 + im2im3re1ω1ω22ω34
+ im1im2re3ω1
4ω2
2ω3 − 2 re1re2re3ω1ω23ω33 − 2 im1im2re3ω12ω22ω33 + 2 re1re2re3ω15ω2ω3}/
{im1im2im3ω14ω22 + im1im2im3ω12ω24 + im1im2im3ω14ω32 + im1im2im3ω12ω34
+ 2 im3re1re2ω1
3ω2
3 + im1im2im3ω2
4ω3
2 − im3re12ω1ω2ω34 + im3re22ω13ω2ω32
+ im1im2im3ω2
2ω3
4 + 2 im2re1re3ω1
3ω3
3 + 2 im1re2re3ω2
3ω3
3 + im3re1
2ω1ω2
3ω3
2
− im2re12ω1ω24ω3 + im2re12ω1ω22ω33 + im2re32ω13ω22ω3 − im2re32ω1ω24ω3
+ im2re3
2ω1ω2
2ω3
3 + im3re1
2ω1
3ω2ω3
2 + im2im3
2ω1
3ω2
2ω3 − im22im3ω1ω2ω34
+ im2
2im3ω1ω2
3ω3
2 + im2
2im3ω1
3ω2ω3
2 + im1re3
2ω1
2ω2ω3
3 + im1re3
2ω1
2ω2
3ω3
+ im3re2
2ω1ω2
3ω3
2 − im3re22ω1ω2ω34 − im2im32ω1ω24ω3 + im2im32ω1ω22ω33
+ im2re1
2ω1
3ω2
2ω3 − im1re32ω14ω2ω3 + im1re22ω12ω2ω33 + im1re22ω12ω23ω3
− im1re22ω14ω2ω3 + im1im32ω12ω2ω33 + im1im32ω12ω23ω3 − im1im32ω14ω2ω3
+ im1im2
2ω1
2ω2ω3
3 + im1im2
2ω1
2ω2
3ω3 − im1im22ω14ω2ω3 − im12im3ω1ω2ω34
+ im1
2im3ω1
3ω2ω3
2 − im12im2ω1ω24ω3 + im12im2ω1ω22ω33 + im12im2ω13ω22ω3
+ 2 im2re1re3ω1ω2
4ω3 − 2 im2re1re3ω1ω22ω33 + 2 im3re1re2ω1ω2ω34 − 2 im3re1re2ω13ω2ω32
− 2 im3re1re2ω1ω23ω32 − 2 im1re2re3ω12ω23ω3 − 2 im1re2re3ω12ω2ω33 − 2 im2re1re3ω13ω22ω3
− 6 im1im2im3ω12ω22ω32 + 2 im1re2re3ω14ω2ω3 − im3re22ω13ω23 − im12im3ω13ω23
+ im1
2im3ω1ω2
3ω3
2 − im22im3ω13ω23 − im3re12ω13ω23 − im12im2ω13ω33
− im2im32ω13ω33 − im2re12ω13ω33 − im2re32ω13ω33 − im1im22ω23ω33
− im1im32ω23ω33 − im1re22ω23ω33 − im1re32ω23ω33},
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b0 ={(−im12re2re3ω22ω34 − 2 im12re32ω12ω22ω32 − 2 re12ω33ω23im3im2 − 2 re12ω22im22ω12ω32
− 2 re12ω22im32ω12ω32 − 2ω22im32ω12ω32im12 − 2ω22im22ω12ω32im12 − 2 im32re22ω12ω22ω32
− 2 im22im32ω12ω22ω32 − im22re1re3ω24ω32 − im22re1re3ω14ω32 − 2 im22re32ω12ω22ω32
− im32re1re2ω14ω22 − im32re1re2ω22ω34 − 2 im1im2re32ω13ω23 − 2 im1im3re22ω13ω33
+ im2
2re1re3ω1
4ω2
2 − im22re1re3ω12ω24 − im22re1re3ω12ω34 + im22re1re3ω22ω34
+ im3
2re1re2ω1
4ω3
2 − im32re1re2ω12ω24 − im32re1re2ω12ω34 + im32re1re2ω24ω32
− re12re2re3ω14ω22 − re12re2re3ω14ω32 + re12re2re3ω12ω24 + re12re2re3ω12ω34
− 2 re12re22ω12ω22ω32 − re12re2re3ω24ω32 − re12re2re3ω22ω34 − 2 re12re32ω12ω22ω32
+ re1re2
2re3ω1
4ω2
2 − re1re22re3ω14ω32 − re1re22re3ω12ω24 − re1re22re3ω12ω34
− re1re22re3ω24ω32 + re1re22re3ω22ω34 − re1re2re32ω14ω22 + re1re2re32ω14ω32
− re1re2re32ω12ω24 − re1re2re32ω12ω34 + re1re2re32ω24ω32 − re1re2re32ω22ω34
− 2 re22re32ω12ω22ω32 − 2 im12re22ω12ω22ω32 − im12re2re3ω14ω22 − im12re2re3ω14ω32
+ im1
2re2re3ω1
2ω2
4 + im1
2re2re3ω1
2ω3
4 − im12re2re3ω24ω32 − 2 im22im3ω13ω33im1
− 2ω33ω23im3im2im12 − 2 im2im32ω13ω23im1 + 2 im32re1re2ω12ω22ω32
+ 2 im2
2re1re3ω1
2ω2
2ω3
2 + 2ω2
3im2im3ω1
2ω3im1
2 − 2ω2im2im3ω14ω3im12
+ 2ω2ω3
3im2im3ω1
2im1
2 + 2 im2
2im3ω1ω2
2ω3
3im1 − 2 im2im32ω1ω2ω34im1
+ im2
2im3
2ω1
2ω3
4 + re1
2ω3
2ω2
4im2
2 + re1
2ω3
4ω2
2im3
2 + re1
2im2
2ω1
4ω3
2 + re1
2ω2
2im3
2ω1
4
+ 2 im2
2im3ω1
3ω2
2ω3im1 + im2
2im3
2ω1
2ω2
4 + im3
2re2
2ω1
2ω2
4 + im3
2re2
2ω1
2ω3
4
+ re1
2re2
2ω1
4ω3
2 + re1
2re2
2ω2
4ω3
2 + re1
2re3
2ω1
4ω2
2 + re1
2re3
2ω2
2ω3
4 + re2
2re3
2ω1
2ω2
4
+ re2
2re3
2ω1
2ω3
4 + im1
2re2
2ω1
4ω3
2 + im1
2re2
2ω2
4ω3
2 + im1
2re3
2ω1
4ω2
2 + im1
2re3
2ω2
2ω3
4
+ im2
2re3
2ω1
2ω2
4 + im2
2re3
2ω1
2ω3
4 + im2
2ω1
4ω3
2im1
2 + ω2
2im3
2ω1
4im1
2 + ω3
2ω2
4im2
2im1
2
+ ω3
4ω2
2im3
2im1
2 − 2 im22im3ω1ω24ω3im1 + 2 im2im32ω1ω23ω32im1 + 2 im2im32ω13ω2ω32im1
+ 2 re1
2ω2
3im2im3ω1
2ω3 − 2 re12ω2im2im3ω14ω3 + 2 re12ω2ω33im2im3ω12
+ 2 im1im2re3
2ω1
3ω2ω3
2 + 2 im1im2re3
2ω1ω2
3ω3
2 − 2 im1im2re32ω1ω2ω34
+ 2 im1im3re2
2ω1
3ω2
2ω3 − 2 im1im3re22ω1ω24ω3 + 2 im1im3re22ω1ω22ω33
+ 2 re1
2re2re3ω1
2ω2
2ω3
2 + 2 re1re2
2re3ω1
2ω2
2ω3
2 + 2 re1re2re3
2ω1
2ω2
2ω3
2
+ 2 im1
2re2re3ω1
2ω2
2ω3
2)ω2ω1ω3}/{im1im2im3ω14ω22
+ im1im2im3ω1
2ω2
4 + im1im2im3ω1
4ω3
2 + im1im2im3ω1
2ω3
4 + 2 im3re1re2ω1
3ω2
3
+ im1im2im3ω2
4ω3
2 − im3re12ω1ω2ω34 + im3re22ω13ω2ω32 + im1im2im3ω22ω34
+ 2 im2re1re3ω1
3ω3
3 + 2 im1re2re3ω2
3ω3
3 + im3re1
2ω1ω2
3ω3
2
− im2re12ω1ω24ω3 + im2re12ω1ω22ω33 + im2re32ω13ω22ω3 − im2re32ω1ω24ω3
+ im2re3
2ω1ω2
2ω3
3 + im3re1
2ω1
3ω2ω3
2 + im2im3
2ω1
3ω2
2ω3 − im22im3ω1ω2ω34
+ im2
2im3ω1ω2
3ω3
2 + im2
2im3ω1
3ω2ω3
2 + im1re3
2ω1
2ω2ω3
3 + im1re3
2ω1
2ω2
3ω3
+ im3re2
2ω1ω2
3ω3
2 − im3re22ω1ω2ω34 − im2im32ω1ω24ω3 + im2im32ω1ω22ω33
+ im2re1
2ω1
3ω2
2ω3 − im1re32ω14ω2ω3 + im1re22ω12ω2ω33 + im1re22ω12ω23ω3
− im1re22ω14ω2ω3 + im1im32ω12ω2ω33 + im1im32ω12ω23ω3 − im1im32ω14ω2ω3
+ im1im2
2ω1
2ω2ω3
3 + im1im2
2ω1
2ω2
3ω3 − im1im22ω14ω2ω3 − im12im3ω1ω2ω34
+ im1
2im3ω1ω2
3ω3
2 + im1
2im3ω1
3ω2ω3
2 − im12im2ω1ω24ω3 + im12im2ω1ω22ω33
+ im1
2im2ω1
3ω2
2ω3 + 2 im2re1re3ω1ω2
4ω3 − 2 im2re1re3ω1ω22ω33 + 2 im3re1re2ω1ω2ω34
− 2 im3re1re2ω13ω2ω32 − 2 im3re1re2ω1ω23ω32 − 2 im1re2re3ω12ω23ω3 − 2 im1re2re3ω12ω2ω33
− 2 im2re1re3ω13ω22ω3 − 6 im1im2im3ω12ω22ω32 + 2 im1re2re3ω14ω2ω3 − im3re22ω13ω23
− im12im3ω13ω23 − im22im3ω13ω23 − im3re12ω13ω23 − im12im2ω13ω33
− im2im32ω13ω33 − im2re12ω13ω33 − im2re32ω13ω33 − im1im22ω23ω33
− im1im32ω23ω33 − im1re22ω23ω33 − im1re32ω23ω33},
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10.2 Data fitting and model synthesis
b1 ={ω1ω25im3im22re1ω32 + ω15ω2im3re12re2ω32 + ω1ω25im3re1re22ω32 + re2im1im32ω12ω2ω35
− re2im3re12ω13ω2ω34 − im3re1re22ω15ω2ω32 + im3re1re22ω13ω2ω34 − re2im12im3ω13ω2ω34
− re3im2re12ω13ω24ω3 − re22ω23im3re1ω1ω34 − re2ω25im3re12ω1ω32 + re2ω23im3re12ω1ω34
− re2ω25im12im3ω1ω32 + re2ω23im12im3ω1ω34 − im2re1re32ω15ω22ω3 + im2re1re32ω13ω24ω3
+ im1re2re3
2ω1
4ω2
3ω3 − im1re2re32ω12ω25ω3 − re3im12im2ω13ω24ω3 + re3im1im22ω12ω25ω3
− re3im1re22ω14ω23ω3 + re3im1re22ω12ω25ω3 + ω35re32im1re2ω12ω2 − ω33re32im2re1ω1ω24
− ω35re3im1re22ω12ω2 + ω33re3im2re12ω1ω24 + ω14ω33im22im1re3ω2 + ω1ω35im2re1re32ω22
− ω1ω34im22im3re1ω23 − ω15ω32im22im3re1ω2 + ω13ω34im22im3re1ω2 + ω15ω3im2im12re3ω22
− ω14ω3im22im1re3ω23 + ω33re3im1re22ω14ω2 − ω35re3im12im2ω1ω22 + ω15ω3im2re12re3ω22
+ ω1ω3
5im2im3
2re1ω2
2 + ω3
3re3im1
2im2ω1ω2
4 − ω35re3im2re12ω1ω22 − ω12ω25im32im1re2ω3
− ω12ω35im22im1re3ω2 − ω33re32im1re2ω14ω2 − ω1ω24im32im2re1ω33 − ω15ω22im32im2re1ω3
+ ω1
3ω2
4im3
2im2re1ω3 + ω1
5ω2im3im1
2re2ω3
2 + ω1
4ω2
3im3
2im1re2ω3 − ω14ω2im32im1re2ω33
+ re2ω2
5im1im3
2ω3
3 − re2im1im32ω23ω35 + ω35re3im1re22ω23 + im1re2re32ω25ω33
− re3im1im22ω25ω33 − re3im1re22ω25ω33 − ω35re32im1re2ω23 + ω35re3im1im22ω23
− ω15ω23im3re12re2 + ω13ω25im3re12re2 + ω15ω23im3re1re22 − ω13ω25im3re1re22
− ω15ω23im3im12re2 + ω13ω25im3im12re2 + ω15ω33im2im32re1 − ω13ω35im2im32re1
− ω15ω33im2re12re3 + ω13ω35im2re12re3 + ω15ω33im2re1re32 − ω13ω35im2re1re32
− ω15ω33im2im12re3 + ω13ω35im2im12re3 + ω15ω23im3im22re1 − ω13ω25im3im22re1}/
{−im3re22ω13ω23 − im12im3ω13ω23 − im22im3ω13ω23 − im3re12ω13ω23 − im12im2ω13ω33
− im2im32ω13ω33 − im2re12ω13ω33 − im2re32ω13ω33 − im1im22ω23ω33 − im1im32ω23ω33
− im1re22ω23ω33 − im1re32ω23ω33 − 6 im1im2im3ω12ω22ω32 + 2 im1re2re3ω14ω2ω3
− 2 im1re2re3ω12ω23ω3 − 2 im1re2re3ω12ω2ω33 − 2 im2re1re3ω13ω22ω3 + 2 im2re1re3ω1ω24ω3
− 2 im2re1re3ω1ω22ω33 − 2 im3re1re2ω13ω2ω32 − 2 im3re1re2ω1ω23ω32 + 2 im3re1re2ω1ω2ω34
+ im1im2im3ω1
4ω2
2 + im1im2im3ω1
2ω2
4 + im1im2im3ω1
4ω3
2 + im1im2im3ω1
2ω3
4
+ 2 im3re1re2ω1
3ω2
3 + im1im2im3ω2
4ω3
2 + im1im2im3ω2
2ω3
4 + 2 im2re1re3ω1
3ω3
3
+ 2 im1re2re3ω2
3ω3
3 − im2im32ω1ω24ω3 + im2im32ω1ω22ω33 + im2re12ω13ω22ω3 − im2re12ω1ω24ω3
+ im2re1
2ω1ω2
2ω3
3 + im2re3
2ω1
3ω2
2ω3 − im2re32ω1ω24ω3 + im2re32ω1ω22ω33 + im12im2ω1ω22ω33
+ im3re1
2ω1
3ω2ω3
2 + im3re1
2ω1ω2
3ω3
2 − im3re12ω1ω2ω34 + im3re22ω13ω2ω32 − im12im2ω1ω24ω3
− im1re32ω14ω2ω3 + im1re32ω12ω23ω3 + im1re32ω12ω2ω33 + im22im3ω13ω2ω32 + im12im2ω13ω22ω3
+ im2
2im3ω1ω2
3ω3
2 − im22im3ω1ω2ω34 + im2im32ω13ω22ω3 + im3re22ω1ω23ω32 − im3re22ω1ω2ω34
+ im1
2im3ω1
3ω2ω3
2 + im1
2im3ω1ω2
3ω3
2 − im12im3ω1ω2ω34 − im1im22ω14ω2ω3 + im1im22ω12ω23ω3
+ im1im2
2ω1
2ω2ω3
3 − im1im32ω14ω2ω3 + im1im32ω12ω23ω3 + im1im32ω12ω2ω33 − im1re22ω14ω2ω3
+ im1re2
2ω1
2ω2
3ω3 + im1re2
2ω1
2ω2ω3
3},
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b2 ={−im1im22im3ω12ω2ω34 − im1im2im32ω14ω22ω3 − im1im2im32ω12ω24ω3 + 2 im1im2im32ω12ω22ω33
− im1im2re32ω14ω22ω3 − im1im2re32ω12ω24ω3 + 2 im1im2re32ω12ω22ω33 − im1im3re22ω14ω2ω32
+ 2 im1im3re2
2ω1
2ω2
3ω3
2 − im1im3re22ω12ω2ω34 + 2 im22re1re3ω13ω23ω3 − 2 im22re1re3ω13ω2ω33
− 2 im22re1re3ω1ω25ω3 + 2 im22re1re3ω1ω23ω33 − 2 re1re22re3ω1ω25ω3 + 2 re1re22re3ω1ω23ω33
+ 2 im2im3re1
2ω1
3ω2
2ω3
2 − 2 re12re2re3ω1ω23ω33 + 2 re1re22re3ω13ω23ω3 − 2 re1re22re3ω13ω2ω33
+ 2 im3
2re1re2ω1
3ω2ω3
3 + 2 im3
2re1re2ω1ω2
3ω3
3 − 2 im32re1re2ω1ω2ω35 − 2 re12re2re3ω15ω2ω3
+ 2 re1
2re2re3ω1
3ω2
3ω3 + 2 re1
2re2re3ω1
3ω2ω3
3 − im12im2im3ω1ω22ω34 + 2 re1re2re32ω1ω23ω33
− 2 re1re2re32ω1ω2ω35 − 2 im32re1re2ω13ω23ω3 − im2im3re12ω1ω22ω34 − im2im3re12ω1ω24ω32
− 2 im12re2re3ω15ω2ω3 + 2 im1im22im3ω12ω23ω32 − 2 re1re2re32ω13ω23ω3 + 2 re1re2re32ω13ω2ω33
+ 2 im1
2im2im3ω1
3ω2
2ω3
2 − im12im2im3ω1ω24ω32 + 2 im12re2re3ω13ω23ω3 + 2 im12re2re3ω13ω2ω33
− 2 im12re2re3ω1ω23ω33 − im1im22im3ω14ω2ω32 + im22re32ω1ω25ω3 + im22re12ω1ω25ω3
+ im3
2re2
2ω1ω2
5ω3 + im3
2re1
2ω1ω2ω3
5 − 2 im32re12ω13ω2ω33 + im32re12ω15ω2ω3
− 2 im22re12ω13ω23ω3 − 2 im12im22ω13ω23ω3 + im12im22ω1ω25ω3 − im12im2im3ω15ω22
− im12im2im3ω15ω32 + im12im2im3ω13ω24 + im12im2im3ω13ω34 + im12im32ω15ω2ω3
− 2 im12im32ω13ω2ω33 + im12im32ω1ω2ω35 + im12re22ω15ω2ω3 − 2 im12re22ω13ω23ω3
+ im1
2re2
2ω1ω2
5ω3 + im1
2re3
2ω1
5ω2ω3 − 2 im12re32ω13ω2ω33 + im12re32ω1ω2ω35
+ im1im2
2im3ω1
4ω2
3 − im1im22im3ω12ω25 − im1im22im3ω25ω32 + im1im22im3ω23ω34
+ im1im2im3
2ω1
4ω3
3 − im1im2im32ω12ω35 + im1im2im32ω24ω33 − im1im2im32ω22ω35
+ im1im2re3
2ω1
4ω3
3 − im1im2re32ω12ω35 + im1im2re32ω24ω33 − im1im2re32ω22ω35
+ im1im3re2
2ω1
4ω2
3 − im1im3re22ω12ω25 − im1im3re22ω25ω32 + im1im3re22ω23ω34
+ im2
2im3
2ω1ω2
5ω3 − 2 im22im32ω1ω23ω33 + im22im32ω1ω2ω35 + im22re12ω15ω2ω3
+ re2
2re3
2ω1ω2ω3
5 + im1
2im2
2ω1
5ω2ω3 − 2 im32re22ω1ω23ω33 + im32re22ω1ω2ω35
+ re1
2re2
2ω1
5ω2ω3 − 2 re12re22ω13ω23ω3 + re12re22ω1ω25ω3 + re12re32ω15ω2ω3 − 2 re12re32ω13ω2ω33
+ re1
2re3
2ω1ω2ω3
5 + re2
2re3
2ω1ω2
5ω3 + im2im3re1
2ω1
3ω3
4 + im2im3re1
2ω1
3ω2
4 − im2im3re12ω15ω32
− 2 re22re32ω1ω23ω33 − im2im3re12ω15ω22 + im22re32ω1ω2ω35 − 2 im22re32ω1ω23ω33}/
{−im3re22ω13ω23 − im12im3ω13ω23 − im22im3ω13ω23 − im3re12ω13ω23 − im12im2ω13ω33
− im2im32ω13ω33 − im2re12ω13ω33 − im2re32ω13ω33 − im1im22ω23ω33 − im1im32ω23ω33
− im1re22ω23ω33 − im1re32ω23ω33 − 6 im1im2im3ω12ω22ω32 + 2 im1re2re3ω14ω2ω3
− 2 im1re2re3ω12ω23ω3 − 2 im1re2re3ω12ω2ω33 − 2 im2re1re3ω13ω22ω3 + 2 im2re1re3ω1ω24ω3
− 2 im2re1re3ω1ω22ω33 − 2 im3re1re2ω13ω2ω32 − 2 im3re1re2ω1ω23ω32 + 2 im3re1re2ω1ω2ω34
+ im1im2im3ω1
2ω2
4 + im1im2im3ω1
4ω3
2 + im1im2im3ω1
2ω3
4 + 2 im3re1re2ω1
3ω2
3
+ im1im2im3ω2
4ω3
2 + im1im2im3ω2
2ω3
4 + 2 im2re1re3ω1
3ω3
3 + 2 im1re2re3ω2
3ω3
3
− im2im32ω1ω24ω3 + im2im32ω1ω22ω33 + im2re12ω13ω22ω3 − im2re12ω1ω24ω3 + im3re12ω1ω23ω32
+ im2re1
2ω1ω2
2ω3
3 + im2re3
2ω1
3ω2
2ω3 − im2re32ω1ω24ω3 + im2re32ω1ω22ω33 + im3re12ω13ω2ω32
− im3re12ω1ω2ω34 + im3re22ω13ω2ω32 − im1re32ω14ω2ω3 + im1re32ω12ω23ω3 + im1re32ω12ω2ω33
+ im2
2im3ω1
3ω2ω3
2 + im2
2im3ω1ω2
3ω3
2 − im22im3ω1ω2ω34 + im2im32ω13ω22ω3 + im3re22ω1ω23ω32
− im3re22ω1ω2ω34 + im12im2ω13ω22ω3 − im12im2ω1ω24ω3 + im12im2ω1ω22ω33 + im12im3ω13ω2ω32
+ im1
2im3ω1ω2
3ω3
2 − im12im3ω1ω2ω34 − im1im22ω14ω2ω3 + im1im22ω12ω23ω3 + im1im22ω12ω2ω33
− im1im32ω14ω2ω3 + im1im32ω12ω23ω3 + im1im32ω12ω2ω33 − im1re22ω14ω2ω3 + im1re22ω12ω23ω3
+ im1re2
2ω1
2ω2ω3
3 + im1im2im3ω1
4ω2
2},
(10.9)
where rej , imj denote the real and imaginary part of the measured frequency response Pˆ (iωj), j = 1, 2, 3.
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