We present a hybrid neural network architecture that supports the estimation of binocular disparity in a cyclopean, head-centric coordinate system without explicitly establishing retinal correspondences. Instead the responses of binocular energy neurons are gain-modulated by oculomotor signals. The network can handle the full six degrees of freedom of binocular gaze and operates directly on image pairs of possibly varying contrast. Furthermore, we show that in the absence of an oculomotor signal the same architecture is capable of estimating the epipolar geometry directly from the population response. The increased complexity of the scenarios considered in this work provides an important step towards the application of computational models centered on gain modulation mechanisms in real-world robotic applications. The proposed network is shown to outperform a standard computer vision technique on a disparity estimation task involving real-world stereo images.
Introduction
Stereo vision provides an economic and effective way to obtain scene depth information, and is used in many robotic systems today to facilitate interaction with the immediate environment. See for example Wersing et al. 1 for a bio-inspired vision architecture that uses stereo in the context of online object learning (for recognition) to perform figure/ground segmentation and to estimate the size of and distance to objects in the peripersonal space. Such systems typically assume that the cameras are in a rectified configuration with retinal planes coplanar and parallel to the baseline. In that case corresponding points in the two images are on the same scanline and finding them essentially amounts to solving a one dimensional (1D) search problem. Numerous approaches have been proposed for this problem, many of which take inspiration from biology.
2,3
Humans also use stereoscopic vision to obtain distance information but do not rely on a fixed, rectified eye configuration. Instead we move both eyes frequently and in a coordinated fashion. This results in much richer binocular information since the retinal correspondences are now two dimensional (2D) as opposed to 1D in the rectified scenario. Complex disparity patterns typically occur with both horizontal and vertical components. It is much more difficult to decode these 2D correspondences into distance information, because the orientations of the eyes need to be taken into account. To integrate information across different fixations, it is however crucial to transform the retinal disparity into a frame of reference that does not depend on eye position, for example one relative to the head. In Sec. 2 we discuss this issue in-depth and provide a mathematical formulation of the problem.
An early computational model for this transformation 4 integrates the retinal and oculomotor signals of each eye separately, before computing disparity. This is however not in line with most experimental evidence, since many cells in primary visual cortex have long been known to be sensitive to retinal disparity 5, 6 (but see also Zhang et al., 7 which suggests a role for a qualitative (coarse) head-centric disparity system that operates according to this processing order). A more biologically plausible computational sequence is thus to determine the retinal binocular correspondences first, and only then transform them into a head-centric coordinate system. In primary visual cortex, the retinal binocular information is obtained as the responses of a population of binocular energy neurons. 5 This population response can be decoded into 2D disparity, 8 but due to its richness, it can also be used directly to serve specific tasks such as the control of vergence eye movements.
9,10
The brain needs to perform many coordinate transformations between eye-, head-, and bodycentered reference frames and a large number of computational and neurophysiological studies have investigated this aspect. An influential study by Zipser and Andersen 11 points towards the central role of a gain modulation mechanism, by which the responses of a population of neurons are multiplicatively modulated by another signal (e.g. oculomotor). The response peak of individual neurons remains unchanged through such modulation, but arbitrary transformations can be performed downstream, where the population responses are combined. The model neurons in that study could account for the observed response properties of posterior parietal cortex neurons of monkeys. This type of response gain modulation has been observed as early as area V1. 12 In the Zipser and Andersen study, a black-box feedforward neural network was trained with backpropagation to learn the gain modulation weights. The obtained weights were in close correspondence to those recorded experimentally, providing strong support for the hypothesis that the cortex and the back-propagation generated network compute in similar ways. The scenario considered by Zipser and Andersen was relatively simple since only monocular retinal signals were transformed from an eye-to a head-centric frame of reference. Gain modulation has also been investigated in a binocular context using feedforward networks. 13 In that work, a network was trained using backpropagation to recover egocentric depth from the responses of a population of binocular neurons and vergence information. Since the eyes were assumed to be fixating on the same point, the gaze information could be summarized in a single scalar, the vergence angle. The population response of the binocular neurons was simulated in that study, as opposed to being computed from actual images. A number of closely related studies applied basis function networks to the same problem 14, 15 in order to simplify the learning problem and to extend the framework to multiple coordinate transforms (the basis functions can be re-used in different applications). A significant drawback of the basis function approach is that the number of basis functions needed to evenly cover the input space increases exponentially with the number of modulatory signals. 15 This was not a concern in the examples studied there due to the scalar representation of gaze (vergence angle) but soon becomes unmanageable when more modulatory signals are taken into account.
In the present study, we employ a hybrid neural network architecture to solve the transformation from eye-to head-centric disparity in a much more elaborated and realistic setting than previous studies. (1) We do not enforce or assume vergence and thus combine a much larger number of signals, representing all six rotational degrees of freedom of a pair of eyes. This would not be feasible with the basis function approach due to an explosion of input dimensionality (see Sec. 3.2). (2) Contrary to all the studies mentioned above, we obtain the neuron population responses directly from the images, by filtering with a biologically plausible filterbank. This implies that the 2D correspondence problem has to be solved as well. (3) We express head-centric disparity in a cyclopean frame of reference, which requires an additional coordinate transform. (4) We demonstrate that the same approach can directly estimate the epipolar geometry from the population responses (without oculomotor input). This potentially enables dealing with the limited accuracy of the motor system and its feedback. (5) We validate our approach using real-world image pairs and show that the proposed network can outperform a standard computer vision technique on a disparity estimation task.
Together, these five innovations constitute both a scientific and technological target for this work. The increase in complexity provides a bridge between computational models and real-world problems and validates the potential of the gain-modulation approach for processing data of a complexity encountered in many computer vision and robotic applications.
In the next section we first introduce the headcentric disparity representation used in this work and the step-by-step transformations that are required to relate it to retinal correspondences. Section 3 then details the choice of neural network architecture and the training procedure. Next, the results obtained on head-centric disparity and epipolar geometry estimation are shown in Sec. 4, together with a validation of the network architecture on real world images. The paper concludes with a discussion in Sec. 5.
From Retinal to Head-Centric Disparity
In this section we explain step-by-step how depth estimation from stereo triangulation becomes increasingly complex when moving from a calibrated rigid stereo configuration to one where both cameras (or eyes) can be arbitrarily oriented. We consider the problem from the point of view of disparity estimation and show how the complex pattern of 2D correspondences observed in typical situations is related to the 1D parameter of interest: head-centric disparity. The latter does not depend on the orientation of the eyes and allows integrating information when actively exploring a scene. The transformation discussed in this section is used in Sec. 2.1 to generate synthetic image pairs for a supervised learning procedure. The notation introduced below is also used in Fig. 1 which accompanies that section. This figure can be helpful here since it shows the relation between the different components but it is only explained in full detail in Sec. 2.1.
In images obtained from cameras in a rectified configuration, corresponding points lie on the same scanline and the disparity can thus be represented by a scalar. 16 This scalar disparity, δ(x), relates the corresponding pixels x = (x, y)
T and x + δ(x) in the left and right images, I l and I r :
where I(x) represents the image intensity at pixel location x. In such a rectified scenario, the following simple relation exists between disparity and Euclidian distance, z(x), to the scene point:
where b is the baseline or the distance between the two cameras. The disparity is always negative in a rectified scenario since corresponding points in the right image are situated to the left of points in the left image. The further a point is from the camera, the smaller the magnitude of the disparity, with points at infinity having disparity equal to zero. The disparity magnitude also increases with increasing baseline. Since we are interested in a head-centric representation of distance, it is more convenient to express the rectified disparity with respect to the cyclopean image I c . It is an image of the same scene, but obtained with a single (virtual) camera whose image plane is coplanar to and situated exactly in the middle between the left and right cameras' image planes. The cyclopean disparity, δ c (x), then connects corresponding points in the three images I l , I r , and I c :
Since the cyclopean image plane is located exactly in between the left and right image planes, corresponding points in the left and right images are displaced with identical magnitudes (but opposite signs) from the cyclopean image. Neither the cyclopean image nor the cyclopean disparity as defined above depend on eye position, and are thus fixed with respect to the head. As a consequence, cyclopean disparity is synonymous to and will be referred to as head-centric disparity in the remainder.
In this work, we do not consider rectified configurations, but instead allow for arbitrary orientations of the eyes. We express these gaze angles relative to the rectified configuration. The retinal disparity pattern observed in general situations is highly complex, since the projection of a 3D rotation is applied to each eye's image. When world and camera coordinates coincide, the projection of a 3D scene point
T (expressed in homogeneous coordinates) can be obtained as follows:
where
is the internal calibration matrix containing information about the camera's focal length f and principal point [c x , c y ] T , 1 is the identity matrix, 0 is a column vector of zeros, and
T is the projected point, also in homogeneous coordinates. Now consider projecting this same scene point using a camera with the same internal parameters and center of projection, but rotated about this center according to a rotation matrix R (that represents angular rotations ω x , ω y , ω z around respectively the horizontal, vertical, and in-depth axes). The projected point x h now becomes:
Both projected points are related as
In the general (non-rectified) configurations considered in this work, the projection of such 3D rotations are applied to both the left and right images I l and I r and the transformed images I l and I r are observed:
Note that the cameras can have different calibration and rotation matrices. As a result of these transformations, the disparity that relates corresponding points in the transformed images is highly complex and no longer scalar. This retinal disparity needs to be expressed as a 2D vector. It is therefore referred to as the vector disparity δ v (x):
Our goal is to recover the head-centric disparity δ c from the responses of a population of binocular energy neurons obtained from the input images I l and I r , and the gaze information R l and R r obtained from the oculomotor signal. This requires solving the 2D correspondence problem (10), using the gaze information to compensate for (8) and (9), and transforming the resulting rectified disparity into the cyclopean frame of reference. Instead of performing these steps separately, we aim to directly modulate the population response so that all these problems are solved simultaneously. The complexity of this required modulation warrants a learning approach.
Input images and target data generation
In this study we develop a particular neural network architecture that can support the complex transformation discussed in the previous section.
To determine the network weights we use standard supervised machine learning techniques, without claiming that this is the actual process used in the brain. Our approach is similar to that of Zipser and Andersen 11 whose learning problem consisted of transforming visual targets to head-centered coordinates on the basis of arbitrary eye and retinal positions. They constructed training data by randomly varying the parameters of interest. They considered an 8×8 monocular input and output signal, and only horizontal and vertical eye position. A total of 1,000 training samples were required to cover input and output location, and horizontal and vertical eye position. The problem we consider is much more complex since we transform binocular population responses into head-centric disparity (as opposed to merely shifting monocular images), while compensating for all six gaze angles (three for each eye) and contrast differences. In a second stage we also extract the epipolar geometry directly from the population responses. Our parameter space consists of intensity at each input location, head-centric disparity at each output location, six gaze angles, and contrast differences. As a consequence, we require a larger number of training samples and a more complex network architecture. Since depth information is required, the construction of a real-world image data set would be very time-consuming, and in fact even the generation of rendered image pairs is cumbersome. We instead generate textured images from normally distributed random numbers, and transform (warp) these in different ways to compose image pairs for our training dataset. A schematic overview of the image generation procedure is provided in Fig. 1 . All the randomly generated parameters that determine the final image pair, are shown in blue in this figure.
A cyclopean image I c consisting of normally distributed random intensity values is generated first (the tree image in Fig. 1 is used only to more clearly show the different transformations). We use input images of size 26×26 pixels. A random 1D cyclopean disparity field δ c (corresponding to a smooth curved surface, see Fig. 2 (e) for examples) is then generated and applied to this cyclopean image using (3) and (4). The result is an image pair I l ,I r obtained with a rectified stereo configuration. The smooth cyclopean disparity field will serve as the target headcentric disparity that the network needs to estimate (on the basis of the final image pairs). Next, uniformly distributed randomly generated 3D rotations R l ,R r are applied to both images according to (8) and (9) . The 2D retinal or vector disparity δ v is also computed as a by-product (see Figs. 2(c) and 2(d) for examples) but not used in the training procedure. It is instead used to verify that the magnitude of the actual image correspondences remains within the range of the filterbank. Comparing the actual 2D correspondences observed in the image (the vector disparity) in Figs. 2(c) and 2(d) to the head centric disparity in Fig. 2(e) illustrates the complexity of the transformation that needs to be learned. We have limited the magnitude of the head-centric disparity and the 3D rotations so that the resulting vector disparity does not exceed the dynamic range of the filterbank (about 1.5 pixels, discussed in Sec. 3.1). Finally, the intensity in both images is scaled by a (different) random constant so as to introduce contrast differences between the left and right images. Figure 2 contains the image pairs (a, b), 2D retinal (c, d) and 1D head-centric (e) disparity for six randomly selected samples from the dataset.
Hybrid Network Architecture
As discussed in the introduction, a basis function network approach is not feasible here due to the large number of oculomotor signals that need to modulate the population response. This would lead to an explosion of dimensionality. We instead use a hybrid neural network that combines a fixed filterbank convolution stage with a traditional black-box approach based on multi-layer perceptrons (MLP). Similar hybrids have been used successfully before in a recognition scenario, where a fixed filterbank replaced parts of a convolutional network.
17 Figure 3 provides an overview of the inputs, outputs, and the network architecture used in the head-centric disparity estimation (Fig. 3(a) ) and epipolar geometry estimation scenarios (Fig. 3(b) ).
In the first scenario, the network decorrelates and reduces the dimensionality of the population response using Principal Component Analysis (PCA) and combines the result with the oculomotor signal (the gaze angles) into the head-centric disparity. In the second scenario, the network instead estimates the epipolar geometry (i.e. the relative gaze angles) directly from the dimensionality-reduced population response. The different components of Fig. 3 are explained in more detail in the next sections.
Each part has a very specific role in the architecture. The binocular energy neurons' population response contains disparity information and can be decoded and used for correspondence estimation. 8 The MLP has been shown to develop a gain-modulation capacity in accordance with neural response properties observed in experimental data 11 (albeit thus far only in simple scenarios). The PCA stage is required for practical reasons, to reduce training times and memory requirements. It enables the MLP to operate on the high-dimensional input data used in our complex scenarios. 
Fixed filtering stage
The first stage of the network simulates a population of simple and complex cells. Each complex cell is tuned to a specific stimulus disparity at a certain orientation. The cells' receptive fields are pre-defined and no learning occurs here. Each simple cell has a binocular receptive field g l (x) + g r (x) that consists of a pair of Gabor functions: (12) positioned in the same location in the left and right images, rotated by the same angle θ with respect to the horizontal axis (x θ = x cos θ − y sin θ and y θ = x sin θ + y cos θ), characterized by the same peak frequency k 0 and spatial envelope σ, but with a proper binocular phase shift (∆ψ = ψ l − ψ r ), along the rotated axis x θ . For a specific orientation and phase shift, the simple cell response is obtained as follows (Fig. 4(b) ): (13) where the * operator depicts convolution. A simple cell is sensitive to orientation, to the phase difference between the left and right stimuli, but also to the stimulus phase itself. By combining the (squared) response of a quadrature pair of such simple cells, the phase dependency can be removed and a complex cell response r c sensitive only to orientation and phase difference is obtained (Fig. 4(b) ) 18 :
+ r 2 s (x, θ, ψ l + π/2, ψ r + π/2). The filterbank has been designed with efficiency in mind and relies on 11×11 separable spatial filter kernels. 19 Because of the separability of the kernels, the responses can be obtained using a sequence of 1D convolutions as opposed to the more costly 2D convolutions. Efficient filtering is important here to speedup the generation of the training data set. We use a total of n θ = 4 orientations (horizontal, vertical and two diagonal) and n ∆ψ = 3 phase shifts, which results in a population response consisting of 12 values for each pixel. The complete filterbank used is shown in Fig. 4(a) . The filters are tuned to a peak frequency of k o = 1/4 pixels. The phases of the left quadrature pair are always 0 and π/2 and the right quadrature pair is obtained by applying phase shifts of −3π/4, 0, and 3π/4 to the left quadrature pair. Since a cell's preferred disparity is equal to ∆ψ/2πk 0 , the complex cells are tuned to disparities of −1.5, 0, and 1.5 pixels.
10 Note that the response magnitude is sensitive to image contrast. This can be compensated for by normalizing the responses at each pixel by the average response across orientation and phase difference 10 : 
Decorrelation and dimensionality reduction stage
Since the input images are of resolution 26×26, each input sample has a dimensionality equal to 8,112 (26×26×12). The training procedure can be made more efficient by first decorrelating the input data and discarding low variance dimensions. Using PCA, we reduce the dimensionality to 500, which for this problem typically retains around 95% of the variance. PCA has been successfully applied in a variety of domains [20] [21] [22] and a large number of biologically plausible learning rules can be used to perform it. 23, 24 For simplicity, and due to the high dimensionality of the population response, we use the memory-efficient iterative implicitly restarted Lanczos method 25 that is provided by Matlab's eigs function. 26 Note that to avoid border issues while training the network, we obtain the population response by generating and filtering larger images (52×52) and cropping the responses back to 26×26. When applying the network to real-world images, such issues are handled by replicating border pixels to accommodate the filter size.
With the basis function approach 15 dimensionality reduction would have to be performed after the multiplicative combination of the modulatory signals. Assuming five localized basis functions for each of the six modulatory signals, the resulting input dimensionality would become 126,750,000 (26×26 × 12 × 5 6 ). Combined with the large number of samples required, this renders the dimensionality reduction process itself impractical. It is thus not feasible to use computational models that rely on the basis function approach in a scenario of the complexity considered here.
Multi-layer perceptron stage
Learning methods 27 and optimized implementations 28 for multi-layer feedforward networks are continuously developed. We have designed and trained the neural network using Matlab's Neural Network Toolbox, 26 which supports a wide range of architectures and training algorithms. Due to the scale of the problem and the size of the networks used, we have selected scaled conjugate gradient backpropagation as training algorithm for its modest memory requirements and fast convergence. 29 We use a standard early stopping training procedure where the entire image dataset is randomly divided in a training (70%), validation (15%), and test set (15%). Only the training set is used for computing the gradient and updating the network's weights and biases. The error on the validation set is monitored during the training process and training is stopped when this validation error increases consecutively for a certain number of iterations (six). This technique makes it less likely for the network to overfit the data. The test set error is not used in the training procedure, but enables the comparison of different network architectures (see Secs. 4.1 and 4.2).
In the preprocessing stage, each input and target dimension is first normalized to zero mean and unit standard deviation. Due to its importance, the oculomotor signal is excluded from the PCA stage and is instead presented directly to the MLP. All means, standard deviations and principal components are obtained using only the training dataset, and are subsequently applied to normalize the entire dataset. The population response, projected on the 500 principal components and combined with the six oculomotor values (three rotation angles for each eye), serves as input to the network. The head-centric disparity obtained in the data generation stage serves as target but is downscaled from 26×26 pixels to 10×10 pixels to simplify and speed-up the training process.
The MLP architectures used in both scenarios are shown in Fig. 5 . In each case, a single hidden layer is used consisting of 40 neurons (see Sec. 4) with hyperbolic tangent sigmoid transfer functions. These neurons connect to linear output neurons that code for the 10×10 pixels in the disparity estimation scenario (Fig. 5(a) ) and the five parameter representation of gaze (see Sec. 4) in the epipolar geometry estimation scenario (Fig. 5(b) ). The 500 principal components serve as input in both scenarios, but are combined with the six gaze angles in the disparity estimation scenario, increasing the dimensionality to 506.
Results
We next discuss the results obtained in the head-centric disparity estimation and the epipolar geometry estimation scenarios on both synthetic and real-world data.
Head-centric disparity estimation
In this first scenario, the network's task is to combine the (dimensionality-reduced) population responses with the oculomotor signal into the head-centric disparity. This requires solving the correspondence problem and using the gaze information to transform the 2D correspondences into the head-centric disparity in the cyclopean frame of reference. To demonstrate that the network can correctly employ this gaze information, and to show its importance, we compare the performance of the network with gaze information shown in Fig. 3(a) , to a network that only has access to the population response (after PCA). Table 1 contains the mean absolute error obtained on the test set by both networks as a function of the number of neurons in the (single) hidden layer. In all cases the total dataset contained 40,000 samples. The performance stabilizes at around 40 neurons and no significant improvements resulted from further increasing the number of neurons in this layer or from adding additional hidden layers. Performance only slightly improved with increased sample size, but at a great computational cost. Note that the network with gaze input always yields an error between two and three times smaller than the network without gaze input.
Some typical examples (from the test set) of head-centric disparity maps estimated with both networks with 40 neurons, are shown in Figs. 2(f) and 2(g) together with the ground truth head-centric disparity ( Fig. 2(e) ). The improvements due to the inclusion of gaze input in the network become apparent when comparing row F to E and row G to E in this figure. For these particular examples the average error across all examples is 0.018 pixels with gaze input, and 0.086 pixels without gaze input. The magnitude of the head centric disparity is limited to about 0.7 pixels so that when gaze rotations are added, the magnitude of the resulting vector disparity is still within the filterbank's range (about 1.5 pixels).
Epipolar geometry estimation
The flexibility of the neural network approach allows us to investigate the possibility of estimating the gaze itself, or certain components of it, directly from the population responses. This information can for example be used to correct the imprecise information available through proprioceptive feedback from the motor system, which could in turn enable better vergence/version control and more precise correspondence estimation. We now use the network from Fig. 3(b) , which is very similar to the head-centric disparity estimation network, except that it has no gaze input, and the targets or outputs are now the gaze angles. This problem is notoriously ambiguous and only the essential matrix, which encodes the 3D rotation and translation, t = (t x , t y , t z ) T , between the two cameras can be extracted from image pair correspondences. 16 Due to a scale ambiguity the recovered translation is also normalized to unit length (disparity is unaffected if a scale change in translation is compensated for by a scale change in the scene). As a result only five parameters can be recovered.
The synthetic images used are still generated in exactly the same way as depicted in Fig. 1 . Each image pair can be expressed from a cyclopean perspective, with the origin of the world coordinate system located in the middle of the baseline. The camera projection matrices are then:
We need to apply a transformation to reduce the six gaze angles into the five parameters of the essential matrix. These relative rotation and translation parameters from the left to the right camera can be made explicit by moving the origin of the world coordinate system to the left camera center and rotating so as to compensate for the left camera rotation. The resulting normalized camera projection matrices are then as follows 30 :
with λ indicating the scale invariance of the translation direction. The translation direction can be expressed more compactly using spherical coordinates with azimuth θ and zenith angle φ:
Due to the complexity of the problem, and also due to the smaller storage requirements of the target data, the dataset was increased to 200,000 samples. The mean absolute test set error for the individual gaze components, and their average, for different numbers of neurons in the hidden layer are shown in Table 2 . We again did not obtain significant improvements when using more than 40 neurons in the hidden layer or when adding additional layers. The different gaze parameters estimated on the test set using the 40 neuron network are shown as scatter plots in Fig. 6 . The network achieves a remarkable performance on this problem. Note that solving this problem requires both 2D correspondence finding and essential matrix estimation (a notoriously ambiguous non-linear problem). The rotation around the horizontal axis (tilt) is estimated more accurately than the other rotational parameters ( Fig. 6(a) ). Since the gaze angles are relatively small in this example, rotations around this axis are closely related to rotations around the interocular axis, and as a consequence, this parameter is the least likely to be confused with the cyclopean disparity.
Network validation
In this section we evaluate the performance of both networks on real-world image pairs in order to validate that the networks have learned the task of interest and not instead have exploited some regularity resulting from the synthetic data generation.
Disparity Estimation
We apply the head-centric disparity estimation network to real-world stereo pairs from the Middlebury dataset. 31 Since ground-truth disparity maps are available for these datasets, the results can be evaluated both qualitatively and quantitatively. The disparities in these datasets can be very large, but since each dataset provides multiple images, they can be reduced by selecting the pair that is separated by the smallest baseline. In addition, we shift the images so that the absolute value of the minimal and maximal disparity is equal. This allows us to exploit the filterbank's ability to detect both positive and negative disparity. All these transformations are applied to the ground-truth disparity as well.
The transformed image pairs still contain disparities up to 30 pixels, greatly exceeding the filterbank's range (up to 1.5 pixels). The images are also much larger (exceeding 1,000×1,000 pixels) than the required network input (26×26 pixels). To resolve the latter problem we apply the disparity estimation network as a filter and convolve it with the image pair. The input gaze angles are always set to zero. This results in multiple estimates at each pixel and the median of these values is selected as final disparity estimate. To resolve the first problem and extend the disparity range, this process is applied in a coarse-tofine fashion to an image pyramid. 19, 32 Each level of the pyramid (scale) is obtained by smoothing and downsampling the image at the previous level to half its original size. When the original filterbank is applied to such images, the peak frequency effectively doubles at each scale. The procedure starts at the top of the pyramid (the smallest images) and the disparity estimates obtained there are upsampled and used to shift the right image filter responses at the next scale (higher resolution). In this way the disparity that remains is much smaller and within the range of the filterbank. This process is repeated until the bottom of the pyramid, which contains the original image, is reached. The results obtained in this way on a selection of the Middlebury sequences tested are shown in Fig. 7 . The left images are shown in Fig. 7(a) , the ground truth disparity in Fig. 7(b) , and the disparity estimated with the coarse-to-fine application of the neural network in Fig. 7(c) . In addition, disparity estimates obtained with a standard multiscale coarse-to-fine phase difference algorithm 19 that operates on the same filterbank as the neural network (albeit exploiting seven orientations) are shown in Fig. 7(d) . The mean absolute disparity error with respect to the ground-truth obtained with the network and standard method on these and other Middlebury image pairs are provided in Table 3 . The network outperforms the standard method on a majority (17/26) of the sequences. As can be seen in Fig. 7 , the network's estimates are less susceptible to noise, but some detail is lost in sequences with very fine structure. This is likely due to the larger receptive fields and the smooth disparity patterns used in training. It is clear from this figure that the proposed network indeed extracts disparity. The excellent results are remarkable given that the network was trained on very different random noise images, in which neither occlusions nor discontinuities were present, both of which are abundant in the stereo pairs employed here.
Epipolar geometry estimation
We also apply the gaze estimation network to the sequences shown in Fig. 7 in order to validate its ability to estimate gaze from real-world image pairs. It is not trivial to incorporate a coarse-tofine control scheme in this scenario and therefore we rescale the image pairs to the network's input size of 26×26 pixels. Next, the same random rotations as in the synthetic data generation are applied to the left and right images (separately). A total of 1,000 such gaze transformations are evaluated. The results are summarized in Table 4 in the same form as in Table 2 to facilitate comparison. We see that a similar performance (µ close to 0.043 degrees) is obtained on the sawtooth, tsukuba, cones, cloth2 and rocks1 sequences. These sequences are highly textured and exhibit large depth variability in the scene (Fig. 7) . Both these characteristics are very important for epipolar geometry estimation. It is easier to disambiguate the translation from the rotation parameters if scene structure is available since only translational transformations depend on it. The performance is less good for the aloe, bowling1, and plastic sequences. These sequences contain large untextured or weakly-textured regions, very fine structures, and/or limited depth variability (Fig. 7) .
In summary, in this scenario the network's behavior appears consistent with an internal correspondence estimation step that depends on texture, and a gaze estimation step that depends on depth variability.
Discussion
We have shown that the information contained in the population responses of binocular energy neurons can support far more complicated applications than retinal disparity estimation 5, 8, 32 or vergence Fig. 7 . Left image (a), ground truth disparity (b), disparity estimated by applying the proposed network in a coarse-tofine manner (c), and disparity estimated with a standard multi-scale phase difference algorithm (d). Quantitative results for these and other sequences can be found in Table 3 .
control. 9, 10 We have demonstrated that a hybrid neural network containing such energy neurons can successfully transform binocular images into a cyclopean representation of head-centric disparity. This non-trivial transformation requires dealing with contrast variations, solving the 2D correspondence problem, and compensating for the complex coordinate transforms induced by the gaze and the cyclopean frame of reference. Furthermore, we have shown that the same network architecture allows for extracting the epipolar geometry directly from the images. This is a notoriously complex problem and highly sensitive to suboptimal solutions. Our results go far beyond the current state-of-the-art by operating on real images, considering many more modulatory signals, and estimating the epipolar geometry as well.
Hybrid neural network architecture
The network architecture presented here has strong connections with computational models. A population of binocular energy neurons is used at the input stage to transform image pairs into a redundant representation that is sensitive to 2D retinal disparity. This population bears strong resemblance to the binocular neurons observed experimentally in visual cortex. 5, 6 Gain modulation is a possible mechanism for coordinate transforms that has been observed in experimental studies as early as primary visual cortex. 12 Through gain modulation, a disparity response can be combined with oculomotor signals in the same stage. It has also been demonstrated that a backpropagation trained network such as the one used in our architecture can develop such modulation. Although this training procedure is not biologically plausible, the developed network appears to compute in the same way. 11 We have shown how this mechanism can be scaled up to scenarios of realistic complexity, where the coordinate transforms involve a large number of degrees of freedom. Due to the very large input dimensionality, a third stage had to be inserted between the energy neurons and the gain modulation stage for dimensionality reduction.
Applications
The gain-modulation based architecture developed in this work supports solving complex problems using real-world images. Due to the redundancy inherent to the population response, the same neuronal population can be modulated in different ways to serve a variety of tasks. For example, the response can be feedback-modulated by precise task-based signals, effectively tuning the system to the very specific requirements needed at that particular time. This is especially useful in robotic applications. In addition, an extended learning approach has the potential for continuous learning, allowing a system to adapt to changing body dimensions or proprioceptive signals.
Limitations and possible extensions
To limit the complexity, we have used wellestablished methods for obtaining and decorrelating the population responses, and for designing and training the feedforward neural network. Undoubtedly, improved performance can be obtained by using more sophisticated methods in all these stages, but for our purposes the results suffice.
The results obtained are promising, but the study also has some limitations. The main limitation being the limited range of disparities considered here. This restricts practical applications of the approach but there are a number of ways to overcome this. One solution is to use a multiscale coarse-to-fine approach by combining phase shifts with position shifts. 32 We have already demonstrated this to some extent when validating the disparity estimation in Sec. 4.3.1, but it needs to be extended to support the coordinate transforms and epipolar geometry estimation as well. An alternative and more biologically plausible way is to instead combine a space-variant representation, such as achieved through a log-polar mapping, 33 with a vergence control scheme. Such an active control strategy can better direct the computational resources towards the region of interest. Finally, the image and filterbank sizes could also be increased by employing more computational resources such as available through the use of parallel hardware, and/or by exploiting more efficient learning procedures. In the current study, the size of the networks and datasets used was mainly limited by the memory requirements of the training procedure. All simulations were performed on an Intel Core i7 platform. In the disparity estimation scenario the time required for generating the training data was around half an hour, and for training a single network around one hour. These times approximately doubled in the gaze estimation scenario due to the larger dataset.
Another important limitation is the learning strategy used, which is neither biologically plausible, nor does it allow for on-line learning, which could enable the system to adapt to changes in its physical configuration or in the oculomotor signal. Interesting possibilities are provided here by an active learning strategy involving vergence eye movements. Another extension involves combining the capabilities of both networks, and has the potential to support the estimation of head-centric disparity in the presence of more realistic noisy and inaccurate oculomotor signals. Here, the vision-based epipolar geometry estimate could be used to compensate for these errors. This merging of capabilities will be the subject of our future work in this area.
