The minimization of a particular nondifferentiable function is considered. The first and second order necessary conditions are given. A trust region method for minimization of this form of the objective function is presented. The algorithm uses the subgradient instead of the gradient. It is proved that the sequence of points generated by the algorithm has an accumulation point which satisfies the first and second order necessary conditions
INTRODUCTION
A motivation for the idea of the trust region method is to circumvent the difficulty caused by non-positive definite Hessian matrix in the well known Newton method. In this case the following quadratic function ( ) 
does not have a unique minimum and the method is not well defined. We used the following notation: denote by ( )
, where ∇ denotes the gradient operator 1 2 , ,..., A more realistic approach therefore is to assume that it can be defined some neighborhood ( It is usual to consider the case in which
measures the accuracy with which ( ) ( )
Naturally, accuracy is better when the ratio is closer to unity. Optimality conditions, the trust region algorithm and the convergence proof are given in [4] . 
is a convex function. Optimality conditions, the trust region algorithm and the convergence proof are given in [5] .
The issue of this paper is a generalization of the previous case. We consider the following nonlinear programming problem:
where : , : ). This condition is used to apply the Moro-Rockafellar theorem.
In Section 2 some basic results necessary for further work are given. In Section 3 and Section 4 necessary and sufficient conditions for the solution of the problem (1) are given, respectively. Finally, in Section 5 a global model algorithm is given and its convergence is proved.
PRELIMINARIES
The next definition and few lemmas and theorems will be necessary in this work. The concept of the subgradient is a simple generalization of the gradient for nondifferentiable convex functions.
Definition. A vector
n g R ∈ is said to be a subgradient of a convex function :
holds for all n z R ∈ . The set of all subgradients of ( ) f x at x is called the subdifferential at x is denoted by ( ) 
The above definition has a simple geometric interpretation: since f is convex we can find a supporting hyperplane at the boundary point ( , ( )) x f x that supports the epigraph of ( ) f x . The slope of the hyperplane is a subgradient g of ( ) f x at the point x .
Lemma 1. Let :
Proof. Follows directly from the Definition.
Obviously, the gradient ( ) f x ∇ is the only possible subgradient. Furthermore, a point x is a global minimum of a convex function ( ) f x if and only if zero is contained in the subdifferential ( ) f x ∂ . Geometrically, it means that we can draw a horizontal hyperplane which supports the epigraph of f at ( , ( ))
x f x . This property is a generalization of the fact that the gradient of a function differentiable at a local minimum is zero.
Lemma 2. Let :
f S R → be a convex function defined on a convex set n S R ⊆ and
Proof. See [5] or [8] .
be convex functions defined on convex sets 1 2 , n C C R ⊆ respectively and
. Then for all 1 2 x C C ∈ ∩ the following identity:
Theorem 2. Let C be a closed convex set in n R and x C ∉ . Then there exists a hyperplane H which separates the sets C and { }
x .
Proof. See [1] .
be a Fréchet-differentiable function and let :
For the function :
follows that:
, where B is a compact set.
Proof. See [1] or [7] .
THE FIRST ORDER NECESSARY CONDITION Lemma 4. Let ( ) k
x be a sequence such that
be the values of the function defined in (1) at the points x′ and
(where
Proof. By Taylor expansion of 
The condition (8) is the first order necessary condition for a local minimum of the function Φ (see [2] ). The condition (8) means that the directional derivative is nonnegative in all directions. This can be stated alternatively as: Hence the conditions (8) and (9) 
THE SECOND ORDER CONDITIONS
Now we can consider the second order conditions for the problem (1). The first step is a restriction of possible directions to those for which the function Φ has zero directional derivatives, so that the second order effects become important. 
It is possible to prove that these directions are closely related to the set of normalized directions of zero slope which is denoted by G * :
Using (1), (7), (12) and the Taylor expansions for functions f and c it follows that: 
We suppose that the regularity condition
is satisfied. Now, it is possible to state the second order conditions. We suppose that the functions f and c are twice continuously differentiable. Taylor expansion of the function 
where the last equality follows by (11), writing
Since the first order necessary conditions are satisfied, we have that:
Since x * is a minimum point of the function Φ , it follows that ( ) k Φ * ≥ Φ for every k large enough and consequently,
where
We suppose that there exists some neighborhood 
The radius The k-th step of the model algorithm is as follows: 
