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Abstract. There is growing concern that blast-exposed individuals are at risk of developing
neurological disorders later in life. Therefore, it is important to understand the dynamic properties
of blast forces on brain cells, including the endothelial cells that maintain the blood-brain barrier
(BBB), which regulates the passage of nutrients into the brain and protects it from toxins in the
blood. To better understand the effect of shock waves on the BBB we have investigated an in vitro
model in which BBB endothelial cells are grown in transwell vessels and exposed in a shock tube,
confirming that BBB integrity is directly related to shock wave intensity. It is difficult to directly
measure the forces acting on these cells in the transwell container during the experiments, and so a
computational tool has been developed and presented in this paper.
Two-dimensional axisymmetric Euler equations with the Tammann equation of state were used to
model the transwell materials, and a high-resolution finite volume method based on Riemann solvers
and the Clawpack software was used to solve these equations in a mixed Eulerian/Lagrangian frame.
Results indicated that the geometry of the transwell plays a significant role in the observed pressure
time series in these experiments. We also found that pressures can fall below vapor pressure due to
the interaction of reflecting and diffracting shock waves, suggesting that cavitation bubbles could be
a damage mechanism. Computations that include a simulated hydrophone inserted in the transwell
suggest that the instrument itself could significantly alter blast wave properties. These findings
illustrate the need for further computational modeling studies aimed at understanding possible blast-
induced BBB damage.
Key words. traumatic brain injury, shock tube, blood-brain barrier disruption, Euler equations
with interfaces, Tammann equation of state
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1. Introduction. Traumatic brain injury (TBI) is the leading cause of death
and disability for people under the age of 45 years [105]. Non-penetrating impacts to
the head are also associated with increased risk of developing neurologic diseases that
include Alzheimer’s disease, Parkinson’s disease, and amyotrophic lateral sclerosis
[35, 79, 13, 50]. In addition, repetitive mild traumatic brain injury (mTBI) has been
implicated in chronic traumatic encephalopathy [65, 30, 64, 15]. There is also growing
evidence that repetitive low intensity non-impact blast wave exposure leads to mTBI,
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2 Computational and in vitro studies of blast-induced BBB disruption
which similar to impact TBI, can initiate slow-developing and potentially permanent
brain disturbances [63, 17, 18, 60, 68, 16, 103, 42, 38].
The current and long-term health consequences of TBI and mTBI are of great
concern, particularly among military service members and Veterans, as well as civil-
ian noncombatants [2]. Among US and coalition nations’ military service mem-
bers deployed to Iraq and Afghanistan, it is estimated that approximately 15% to
23% have mTBI [104, 41, 11, 95]. The majority of these mTBIs are blast-related
[11, 73, 78, 59, 29], thus motivating the shock tube experiments described in this
paper.
Several sophisticated computational efforts (often employing commercial finite
element software) have been made in modeling TBI. The majority of these efforts are
aimed at modeling the effects of a blast in an idealized human, mouse or rat head
[84, 4, 92, 93, 48, 108, 94, 102, 89, 91], sometimes including head-neck interactions
[48, 40, 67]. Much of this past work has been recently reviewed in [39].
However, the mechanisms connecting blast wave exposure to mTBI are still not
well understood. Clinical diagnostic neuroimaging approaches such as computerized
tomography and magnetic resonance imaging (MRI) fail to detect mild injuries. This
suggests that the injury mechanisms might occur at very small length scales, even at
the scale of a single cell. Several hypothesis have been proposed: the disruption of
BBB integrity [88, 43, 76]; cerebral vasospasm mechanotransduced by the blast wave
[3]; impairment of axonal functionality [57, 58]; shock wave excitation of phonons that
decay into lower frequency oscillations [49] and the formation of cavitating bubbles
[71, 67, 66, 80, 109, 74, 37], among others.
In this paper, we study blast-induced BBB using differentiated brain-derived mi-
crovessel endothelial cells, considered the biologically most relevant in vitro approach
for investigating BBB function [43, 44] (see Appendix for further discussion). Under-
standing such experiments is important since they isolate one possible cause of TBI —
results show that blast functionally disturbs the BBB endothelial cell tight junction
protein expression patterns. However, it is still extremely difficult to obtain accurate
experimental measurements of the mechanical stresses exerted at the endothelial cells’
location due to blast exposure, which could help relate specific damage mechanisms
with experimental outcomes. In order to provide accurate quantitative data on the
strength of the shock wave at this location, we developed a computational model
which focuses on this particular experimental paradigm.
The primary goal of this work is to computationally model the pressures to which
BBB endothelial cells grown in a fluid-filled chamber placed in a shock tube are ac-
tually subjected. The results obtained illustrate the fact that the geometry of the
chamber plays a large role in this, and suggest the possibility of cavitation occur-
ring in this experimental system. More generally they can aid in interpreting and
understanding the experimental results. We also show that the introduction of a
hydrophone into the experiment, as might be done in an attempt to measure the
pressures experimentally, could itself change the outcome of the experiment and the
likelihood of cavitation occurring.
In an in vivo setting, the complexity of skull/bone anatomy, as well as the diffuse
anatomy of the microvessel web in the brain, makes computational efforts to model
BBB dysfunction extremely challenging. In contrast to this, the simple axisymmetric
geometry of the in vitro system facilitates an accurate numerical investigation. As
explained further below in detail, this requires novel numerical algorithms to solve
compressible Euler equations coupled with a Tammann equation of state (EOS) across
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interfaces with large jumps in the material parameters at the interface between air
and liquid. Numerical and exact methods for Euler equations with a Tammann EOS
have been studied and developed previously, e.g. [45, 20, 86, 87, 90] among others;
however, to the best of our knowledge, the numerical algorithms developed for this
work are the only ones specifically developed to model an experimental setup with
fixed sharp interfaces with a big jump in the parameters. We present some description
of the methods and a verification study. These methods are studied in more detail in
[24, 25] and could be adapted to study related experiments.
1.1. The biological effects of blast exposure on BBB cells. One of the
early manifestations of central nervous system (CNS) injury following TBI is BBB
disruption [36, 97, 85]. The BBB is responsible for maintaining and regulating sepa-
ration between the CNS and the circulating peripheral blood supply [8, 110]. In the
brain, many cell types work together to regulate the BBB. However, the most impor-
tant functional components of the BBB are the endothelial cells themselves, which
comprise the microvessels that supply the brain. Brain endothelial cells establish
specialized connections called tight junctions with other adjoining endothelial cells at
points of cell-to-cell contact. This gives rise to an extremely low-permeability cellular
barrier that separates the luminal (blood supply) side of the BBB from the abluminal
(CNS) side of the BBB. Significantly, there is evidence that BBB disruption may play
an important role in the delayed neurologic disorders associated with mTBI [88].
Recent studies have demonstrated that even mild blast exposures are capable of
disrupting the BBB [1, 107, 56, 81]. In spite of this important progress, much work
remains in order to understand the mechanisms by which mild blast exposure com-
promises BBB integrity. One approach to address this issue is to study tight junctions
using more simplified in vitro models of the BBB [9, 10, 69]. In this experiment, mouse
brain-derived endothelial cells (MBECs) were isolated and grown on permeable nylon
support membranes, and then incubated in standard cylindrical transwell tissue cul-
ture chambers, as illustrated in Figure 1.1(a). Under these conditions, MBECs form
an endothelial cell monolayer with mature tight junctions that functionally mimic
the BBB [8, 110]. The cylindrical transwell chamber was then completely filled with
tissue culture media, sealed against leaks, placed inside a shock tube, and exposed to
the blast, as shown in Figure 1.1(b). Blast exposure has been shown to impair tight
junction integrity under in vitro conditions, as well [43].
Compared to in vivo conditions, in which the BBB is comprised of a highly elab-
orate matrix of microvessels in the brain, this in vitro BBB system offers a much
simpler geometry, with a planar MBEC monolayer positioned uniformly within a de-
fined cylindrical containment vessel (e.g. tissue culture chamber).
Although far removed from an actual brain, this in vitro approach provides the
functional and anatomical precision required to correlate computed shock wave dy-
namics at a specific BBB that has a defined orientation with respect to propagating
shock waves. Such combined anatomical and temporal precision is not possible under
in vivo experimental conditions. In addition, more complex computational models of
the brain cannot directly assess actual BBB biological function.
Importantly, the model presents new computational opportunities to better esti-
mate the biomechanical forces associated with blast overpressure exposure and thereby
derive more refined assessments of how forces elicited by blast exposure affect BBB
integrity under conditions that are biologically and independently quantifiable.
After exposure to the shock wave illustrated in Figure 1.1(b), tests were performed
to measure the integrity of the BBB. The results in Figure 1.2A demonstrate that
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Fig. 1.1: (a) Polystyrene transwell chamber illustration. The transwell insert with
the MBEC monolayers placed into the chamber filled with an aqueous solution. (b)
Cartoon of experimental system, showing the orientation of the transwell in the shock
tube. The shock wave travels from the left through the air hitting the polystyrene
transwell wall first, then the aqueous saline solution, and finally the endothelial cells
sample. (c) The shock wave front profile obtained from a sensor before hitting the
transwell as a function of time is shown as the solid line. The approximation to be used
as an initial condition in the simulations herein is shown with a dashed line. (d) The
3D axisymmetric shock tube model is obtained by revolving the 2D computational
grid. The inside of the inner square corresponds to the cylindrical transwell filled
with aqueous saline solution, modeled here as water. The rest of the computational
domain is a cylindrical cross section of the shock tube filled with air.
increasing blast intensity produced a highly statistically significant decrease in trans-
endothelial electrical resistance (TEER) 24 hours post exposure (p ≤ 0.00001). In
addition, there was a statistically significant negative correlation between peak blast
intensities (range: 0 – 13.9 psi) and TEER(Pearson r = −.603, p < 0.00001).
In a separate group of MBEC monolayers, we also measured blast-induced leak-
age of [14C]-labeled sucrose from the luminal transwell compartment (i.e., peripheral
circulating blood supply) into the abluminal transwell compartment (i.e., CNS side).
In keeping with the TEER measurements, Figure 1.2B shows that increasing blast in-
tensity increased MBEC monolayer permeability to [11C]-sucrose (p ≤ 0.0003). Con-
sistent with this we found a statistically significant correlation between overall peak
blast intensities (range: 0–13.9 psi) and [14C]-sucrose permeability (Pearson r = .695,
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Fig. 1.2: (A) Trans-endothelial electrical resistance (TEER) was significantly de-
creased in a blast dose dependent fashion (p ≤ 0.00001). Histogram denotes mean
normalized TEER at 24 hours after a sham exposure (0 psi) (n=26) or a single mild
blast exposure with a peak amplitude of 11.0-11.9 psi (11), 12.0-12.9 psi (12), or 13.0-
13.9 psi (13) (n = 15, 12, and 9, respectively). (B) MBEC monolayer permeability
to radioactively labeled [14C]-sucrose was significantly increased in a blast dose de-
pendent way (p ≤ 0.0003) with the same blast exposure regimen as in panel A (blast
intensity: 0, 11.0-11.9, 12.0-12.9, and 13.0-13.9 psi; n = 7, 4, 3, and 4, respectively).
Error bars indicate standard error of the mean (SEM).
p < 0.001).
1.2. The computational model. The previous experimental results along with
others presented in the Appendix confirm that blast waves produce quantifiable and
functional damage to BBB tissue. However, the physical and/or biochemical mecha-
nisms through which blast damages brain tissue is not yet known. In order to gain
insight on what some of these mechanisms might be, we have developed a computa-
tional model based on the BBB experiment —shown in Figure 1.1(b) and described in
the previous section— that reproduces the dynamics and forces within the transwell
chamber. The data computed with our model would be extremely difficult to obtain
empirically, and moreover the introduction of a measuring device would affect the
outcome of the experiment, as will be explored in detail in Section 2.
The computational model for this particular experiment consists of a rectangular
grid modeling the cylindrical axisymmetric cross-section of the shock tube. A rectan-
gular subsection of this grid models the polystyrene cylindrical transwell, filled with
saline solution (modeled as water), which is surrounded by air. The setup is shown
in Figure 1.1(b).
Some of the main issues that have been addressed with the computational model
presented in the next sections are:
• determine the shock wave interaction with an air-polystyrene-water interface,
as in the experiment from Figure 1.1(b), to verify that the polystyrene layer
can be omitted in the computation;
• explore the three-dimensional edge effects of the cylindrical transwell;
• determine whether cavitation may be possible;
• explore how much the insertion of a hydrophone might modify measurements.
A necessary first step towards understanding the mechanical response of BBB cells
under shock loading is to determine the forces acting on the cells in the laboratory
experiments. The shock strength increases as the shock passes from air into the
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fluid-filled transwell, but the small diameter of the transwell results in waves also
propagating in from the sides. When the shock wave hits the distal end of the transwell
a reflected rarefaction wave is generated that interacts with the waves from the sides
and multiple wave reflections lead to a complex signal.
Moreover, the strong rarefaction waves propagating in the transwell could result
in fluid pressure values that are below the vapor pressure, in which case cavitation
bubbles may form. As cavitation bubbles collapse they can focus considerable kinetic
energy that is capable of disrupting or destroying cellular membranes [72, 19, 106, 12,
37]. Nonetheless, cavitation is a very complicated process that not only depends on
the pressure but also on the amount of dissolved gas and other properties of the fluid
or tissue. Moreover, cavitation thresholds in the brain are variable and still largely
unknown [101, 61, 100, 62]. In this paper, we are only concerned with the possibility
of cavitation in the saline solution in the transwell, which was not de-gassed in the
experiment reported here.
The computational results obtained in the present paper — although they provide
limited answers — support the possibility of collapsing cavitation bubbles as one pos-
sible damage mechanism within the experimental arrangement. Note the algorithms
and software developed are more widely applicable and could be adapted to study
related experiments. For instance, cavitation could perhaps be directly modeled by
extending these methods using a six-equation two-phase numerical model instead of
Euler equations [75, 87].
In the next section, we will show the results provided by the computational model.
In Section 3, we give details of its numerical implementation, followed by further
discussion in Section 4.
2. Computational results. We will present the results of the computational
version of the experiment shown in Figure 1.1(b). The setup consists of the polystyrene
transwell filled with saline solution, modeled as water, without the endothelial cells,
since these are too thin to be included in the model. Nonetheless, we can still measure
the pressure intensity as a function of time at the point where the cells are located.
We will begin by citing a one-dimensional version of the experiment done in a previous
paper [24], where we study the relevance of the thin polystyrene interface separating
the air from the saline solution. Afterward, we will explore the full axisymmetric
two-dimensional model that will allow us to study the edge effects and possible cavi-
tation. Finally, we repeat this experiment with the addition of an hydrophone-shaped
inclusion in order to determine how the inclusion of such a pressure-measuring device
might affect the experiment.
2.1. Air-polystyrene-water interface. In a previous work [24], we imple-
mented a one-dimensional version of the experimental system in Figure 1.1(b) by
zooming in on the left face of the transwell chamber. The one-dimensional model
consists of only three interfaces: air, polystyrene and water. Since the polystyrene
walls of the transwell are very thin relative to the characteristic length of the experi-
ment, we study the effect of decreasing the thickness of the polystyrene layer on the
transmitted shock wave. We show that when the polystyrene interface is thin enough
in comparison to the transwell length, the results are effectively the same as without
it. This result allows us to set up our two-dimensional axisymmetric model with only
one fixed interface between air and saline solution and completely neglect the effect
of the polystyrene walls. The results and methods from this section are explained in
more detail elsewhere [24].
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2.2. Two-dimensional axisymmetric results: Cavitation and edge ef-
fects. With these simplifications in mind, we constructed the two-dimensional ax-
isymmetric computational model. The implementation was done using the methods
of Section 3 to solve the two-dimensional axisymmetric Euler equations (3.1) cou-
pled with the Tammann equation of state (EOS) (3.2) to model the different ma-
terials. The three-dimensional solution is recovered from revolving the solution on
the two-dimensional grid as shown in Figure 1.1(d), so the model is effectively three-
dimensional. The geometry of the air and water interfaces is also shown. The air and
water parameters for the Tammann EOS are the ones given in Table 3.1. Further-
more, to provide an accurate model, we need to model length scales according to the
experiment. The cylindrical transwell filled with water (saline solution) is 1.7 cm long
with a radius of 0.85cm; it can be modeled as a two-dimensional rectangle before be-
ing revolved. The shock wave is modeled by feeding the profile shown in Figure 1.1(c)
to the left boundary of the computational domain. However, on the time and length
scales of the simulation, we only observe the shock wave and an essentially constant
pressure behind the shock, since the rarefaction wave that reduces the pressure behind
the shock wave decays over roughly 3 msec while the computation is run for only 134
µs.
The results from the simulation are shown for different times in Figure 2.1 as
contour and pseudo-color plots of the pressure in the two-dimensional cross section.
The corresponding one-dimensional pressure profiles along the axis of rotation are
shown in the lower figure of each frame. Several relevant effects can be observed. The
amplitude of the pressure is increased as expected from the previous one-dimensional
calculations [24]. Also, we can see that the geometry affects the pressure profile as well
as the ongoing reflections inside the cylindrical transwell. Of particular interest is the
fourth time frame of Figure 2.1, where the reflected wave has a pressure below water
vapor pressure at room temperature. Since the water at room temperature can become
gas when the pressure is below the vapor pressure, cavitation is possible. It is known
that cavitating bubbles can be responsible for cell detachment and cell membrane
poration [72, 19] and could be a possible mechanism of injury to the endothelial cells
of the BBB.
To further understand these effects, we can observe Figure 2.3 where the axisym-
metric model is compared to the one-dimensional one. The geometrical edge effects
are clearly seen in the second frame, where the pressure profile exhibits a decay in
the amplitude after the shock wave has crossed the interface. This is due to the
presence of the cylindrical transwell walls parallel to the axis of rotation. As noted
elsewhere [24], pressure values below atmospheric pressures do not appear in the one-
dimensional case, illustrating that low pressure values that might produce cavitation
are a direct consequence of the geometrical edge effects.
As we mentioned before, we are employing a two-dimensional axisymmetric com-
putational model, which effectively models three-dimensional shock wave propagation.
In Figure 2.4, we show a three-dimensional visualization of the solution by revolving
the solution of frames 1,3 and 6 of Figure 2.1. The figure shows three-dimensional
pressure contours, and it is included to emphasize the fact that we are modeling
propagation of waves in three dimensions.
2.3. Effects of introducing a hydrophone. One might like to experimentally
measure the pressure at the location of the endothelial cells in the transwell in order
to determine the force applied to the membrane and the possibility of cavitation.
We attempted to introduce a customized version of the Y-104 hydrophone (Sonic
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Fig. 2.1: Axisymmetric simulation output at six different times points t =
30, 60, 63.2, 69.6, 84.8, 134.4 µs. Two-dimensional pressure contour plots of a planar
cross section of the cylinder are shown, along with pressure trace along the axis.
Water vapor pressure is also shown indicating where cavitation might be possible.
Distance is displayed in centimeters and pressure in psi, where atmospheric pressure
corresponds to 0 psi.
Fig. 2.2: Same as Figure 2.1 but with an hydrophone inserted. Note that in Frame 4
the pressure does not go below the vapor pressure in this case.
Concepts, Bothell WA) in some of our laboratory experiments, but we were unable
to gather sufficiently high quality low-frequency data to compare with our numerical
results. We did not pursue these experiments because we realized that the introduction
of this device could directly affect the signal being measured, reducing the value
of such data. A significant advantage of the computational model is that we can
measure the pressure at computational gauge locations without interfering with the
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(a)
(b)
Fig. 2.3: (a) Pressure shown at two time frames from a one-dimensional simula-
tion. Left: The initial shock approaching the interface. Right: The reflected and
transmitted shocks. (b) Pressure along the axis at the same two times, from the
two-dimensional axisymmetric simulation. The edge effects in the pressure profile are
evident in the second time frame.
Fig. 2.4: Three-dimensional visualization by revolving the solution of frames 1, 3
and 6 of the two-dimensional axisymmetric results from Figure 2.1. The cylindrical
transwell can be well appreciated on the first frame. The visualization shows the
pressure contours, darker contours correspond to higher pressure. Its purpose is to
emphasize that the two-dimensional axisymmetric model is effectively modeling three-
dimensional wave propagation.
wave propagation.
We can use the computational model to gain insight on how much the introduction
of an hydrophone would change the experimental results. To this end, we include
an axisymmetric computational hydrophone down the center of the transwell in the
following simulations, with a diameter of 2.85mm to match the Y-104 model. The
main effect that concerns us when incorporating the hydrophone in the simulation is
10 Computational and in vitro studies of blast-induced BBB disruption
(a) Gauge positions (b) Gauge 1
(c) Gauge 2 (d) Gauge 3
Fig. 2.5: Comparison of the pressure at computational gauges when a hydrophone
is introduced with the pressure in the absence of a hydrophone. The location of
three gauges is shown on the first frame. The pressure profiles (psi) as a function
of time (µs) are shown for the three gauges. The output of the original simulation
without the hydrophone is plotted with a solid line; the output of the simulation with
the hydrophone is plotted on a dashed line and the vapor pressure is plotted with a
thick dashed line. Note that the pressure falls below vapor pressure in the original
simulation at Gauge 2 and Gauge 3 but not when the hydrophone is introduced. Also
note that in the presence of the hydrophone, Gauge 2 becomes irrelevant.
the reflection of acoustic waves back into the liquid. The hydrophone is not uniquely
composed of a single material and it is designed to have a net impedance of the same
order of magnitude as water (∼ 1.5× 106Pa · s/m). Furthermore, solids usually have
impedances higher than water, so we can simply model the hydrophone as a general
elastic solid with such properties. For this work, we model it as made of polystyrene
with the parameters from Table 3.1 and a resulting impedance of (∼ 2.4×106Pa·s/m).
Modifying the impedance of the hydrophone material in the simulations through nine
values within the same order of magnitude (2× 106Pa · s/m to 7× 106Pa · s/m) did
not change any of the qualitative results presented here.
The computational results with the hydrophone are shown in Figure 2.2. We
note there is a significant difference between the results obtained in comparison to
those without the hydrophone from Figure 2.1. These data indicate that, in principle,
hydrophone and intracranial pressure sensors placed in a small enclosed volume can
alter shock wave propagation in functionally significant ways. This has implications
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also for rodent experiments, as we see that an intracranial pressure sensor placed
within a volume comparable to that of a rodent skull can significantly alter shock
wave dynamics, sufficient to change conditions that may favor cavitation.
In order to better quantify the difference between the experiment with and with-
out the hydrophone, we placed three gauges at key points in both systems. In Fig-
ure 2.5, we can observe the comparison between the pressure profile as a function of
time in the three chosen points. We can see the pressure only falls below vapor pres-
sure in Gauge 2 and Gauge 3 when the hydrophone is not present. We can conclude
that the inclusion of an hydrophone in the experimental system eliminated the possi-
bility of observing cavitation. More importantly, measuring the pressure profile with
a hydrophone in an experimental system like this one, affects the observed pressure
profile, which supports the use of a computational model for quantifiable insight and
answers to some experimental issues.
3. Mathematical and computational models. In this section, we give an
outline of the numerical implementation, summarizing the general methods used in
Clawpack as well as the original approaches and implementations that were designed
uniquely for this work.
3.1. The Euler equations. We use the inviscid Euler equations for compress-
ible flow, with different parameters in the equations of state (EOS) for each material.
The axisymmetric Euler equations in cylindrical coordinates (r,θ,z) take the form
∂
∂t

ρ
ρur
ρuz
E
+ ∂∂r

ρur
ρu2r + p
ρuruz
ur(E + p)
+ ∂∂z

ρuz
ρuruz
ρu2z + p
uz(E + p)
 =

−(ρur)/r
−(ρu2r)/r
−(ρuruz)/r
−ur(E + p)/r
 ,
(3.1)
where ρ is the density; ur and uz denote the velocities in the radial and axial direction,
r and z respectively; E is the total energy and p is the pressure. These equations
have the same form as the two-dimensional Euler equations with the addition of
geometrical source terms (right hand side). These source terms are further discussed
in Section 3.4.
For the computational model, we must handle wave propagation in liquid and
elastic solids as well as in the air. To handle this range of materials we use the
stiffened gas equation of state (SGEOS), also known as the Tammann EOS. This
equation of state is very useful to model a wide range of fluids even in the presence
of strong shock waves and was successfully used in [31, 32] to model shock wave
propagation in tissue and bone. The Tammann EOS is given by
p = (γ − 1)ρe− γp∞, (3.2)
where γ and p∞ can be determined experimentally for different materials and con-
ditions. The choice of parameters for some materials is shown in Table 3.1. It is
worth mentioning that for sufficiently weak shocks the Tammann EOS can be further
simplified to the Tait EOS, which neglects the energy coupling. In [31] this was shown
to be adequate for modeling shocks in fluids and solids in the context of shock wave
therapy. In this work, we will employ the Tammann EOS since it provides a more
comprehensive approach and conserves the energy coupling that could be useful to
relate to thermodynamic quantities.
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Material γ p∞(GPa)
Air (Ideal gas EOS) 1.4 0.0
Polystyrene 1.1 4.79
Water 7.15 0.3
Table 3.1: Parameters for the Tammann EOS to model the different materials. The
parameters for air and water were taken from [31]. Since the polystyrene is a solid, γ
was chosen very close to 1, and p∞ was adjusted to yield the right speed of sound in
polystyrene. The saline solution in the transwell should have parameters very close
to water.
3.2. Numerical methods. The Euler equations (3.1) are a hyperbolic system
of conservation laws, so they can be solved employing finite volume methods (FVM).
This is done by using the wave propagation algorithms described in detail elsewhere
[54, 53] and implemented in Clawpack [21]. The fundamental problem that needs
to be solved at each cell interface of our computation is the well known Riemann
problem. A general one-dimensional Riemann problem for a system of conservation
laws like Euler equations can be stated as
qt + f(q)x = 0, (3.3)
q(x, 0) =
{
q` if x < 0
qr if x > 0,
where q is the vector of conserved variables, f(q) the corresponding fluxes and q` and
qr constant states.
When employing finite volume methods, we need to introduce the concept of cell
average: Qni =
1
∆x
∫ xi+1/2
xi−1/2
q(x, tn)dx, where i is the cell number and n the time step
index. At the edge between two cells, the Riemann problem initial condition would be
determined by q` = Q
n
i−1 and qr = Q
n
i . After solving the Riemann problems at every
cell edge, we can average the respective contributions to obtain the new cells average
after a time ∆t. The reader is referred elsewhere [53, 54] for a detailed exposition of
the algorithms.
The equations of motion are solved by implementing a hybrid Riemann HLLC-
exact Riemann solver for the Euler equations with interfaces. This solver couples
a Eulerian HLLC (Harten-Lax-van Leer-Contact) approximate Riemann solver, see
[99, 98] to a Lagrangian exact Riemann solver for the Euler equations with a Tammann
EOS 1. As the interfaces are represented by contact discontinuities, the HLLC solver is
ideal to deal accurately with interface problems. The method can be extended to two
and three dimensions, retaining second order accuracy, by implementing transverse
solvers with an unsplit method [53]. We designed the transverse Riemann solvers as
approximate solvers based on linear acoustics and adapted them to deal with inter-
faces. The source terms for the axisymmetric case are resolved using an operator
splitting [54, 55]. A detailed description of the hybrid HLLC-exact normal Riemann
solver for the Euler equations with the Tammann EOS with discontinuous parame-
ters is presented in [24], in the context of one-dimensional problems. The extension of
this solver to a Riemann solver normal to a cell interface in two space dimensions is
1A Lagrangian version of the HLLC solver can be also used
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straightforward and will not be discussed here. For the unsplit wave propagation algo-
rithms implemented in Clawpack, this must be augmented with a transverse Riemann
solver, as described in the Section 3.3. The source terms that arise from axisymmetry
are handled via a fractional step approach described in Section 3.4.
3.2.1. Verification. In this section, we will verify that the finite volume meth-
ods coupled with the hybrid Riemann HLLC-exact Riemann solver for the Euler
equations with a Tammann EOS give the correct solution for a simple model prob-
lem. As the studies in Section 2 are concerned with the dynamics of a shock wave
traveling in an air-water-air system with two interfaces, we use this example as the
test case. The exact analytic solutions of Riemann problems for Euler equations are
only available in one dimension, so we restrict our verification to a one-dimensional
test. This analysis will test the accuracy of the approximate hybrid Riemann solver,
the key ingredient of our numerical method, also in the two-dimensional extension of
the algorithm.
The test problem is illustrated in the x–t plane diagram on the left of Figure 3.1.
We will use a one-dimensional version of our algorithms, where we have an incoming
shock of the same shape and intensity than the one used for Figure 2.1. We divide the
domain into three materials: air-water-air, as in the original problem. At the time the
shock hits the air-water interface at point A, we can view the problem as a Riemann
problem and compare it to the exact solution. Furthermore, after the transmitted
shock travels to the second interface, we have a second Riemann problem and can
repeat the same procedure at the water-air interface at point B and also compare
the transmitted and reflected waves to the exact solution at that point. However, it
should be noted that in the numerical algorithm the incoming shock is not perfectly
sharp, so we cannot expect a perfect match between our numerical solution and the
exact solution.
At point A in Figure 3.1, we provide two plots: one just before the shock hits
the air-water interface at t1 where we can frame the problem as a Riemann problem,
and the second one 6µs later. Both plots show two curves, one using the exact
Riemann solver for the Euler equations with the Tammann EOS, with a jump in
the parameters [25, 45], and the other one is the numerical solution using the hybrid
HLLC-exact solver for the Riemann problems that arise at each cell interface every
time step.
The same procedure is repeated in point B of Figure 3.1. The first plot shows the
transmitted shock from the exact Riemann solution at point A, just before hitting the
water-air interface at time t2, and the second one 6µs later. Notice in this last plot
that there appears to be no transmitted wave. However, the zoomed-in bubble shows
that there is a very weak transmitted shock at this interface of magnitude roughly
0.013 psi. Due to the much lower density of air relative to water, this interface acts
nearly like a free boundary and the reflected wave is a rarefaction wave, which is
difficult to appreciate from the figure since the difference between the rarefaction
head and tail speeds is very small. At both points in Figure 3.1, we can see a very
good agreement between our numerical solution and the exact solution. Furthermore,
in Figure 3.2, we provide a convergence test. We chose to show it using the second
plot at point B of Figure 3.1 since it gathers information of transmitted and reflected
waves from both interfaces. Figure 3.2 shows that the solution converges as we refine
the resolution of our numerical solution.
3.3. Transverse Riemann solvers. In order to obtain second order accuracy
and improve stability in two-dimensional hyperbolic problems, the notion of a trans-
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Fig. 3.1: Verification study of the numerical methods. On the left, we show the
x–t plane of an incoming shock that hits the air-water interface at point A. The
transmitted shock then hits the water-air interface at point B. For both points, we
show the solution when the shock hits the interface and another one 6µs later. The
exact solution can be constructed as described in the text and is compared with
the numerical solution computed using the hybrid HLLC-exact solver with 800 grid
points. The air and water materials were modeled using the parameters from Table
3.1.
verse Riemann solver was introduced in [53]. This solver takes the results of a Rie-
mann solution in the direction normal to a cell interface and splits it into components
moving in the transverse direction that contribute to updating the solution in the
adjacent rows of grid cells. Other alternatives also exist for solving multi-dimensional
conservation laws that attempt to use more fully multi-dimensional Riemann solu-
tions, for example in work of Roe [83] and Fey [33, 34]. Of particular relevance to the
approximate Riemann solver approach used here is the work of Balsara [6, 7], who
defines two-dimensional HLLC Riemann solvers that accept four input states that
come together at an edge and outputs the multi-dimensionally upwinded fluxes in
both directions. A comparison between these two approaches could be of relevance in
future studies.
For the present problem with sharp interfaces between very different materials,
instabilities were seen to easily arise, particularly at the corners of the rectangular
region representing the transwell. A special transverse solver was developed that we
now describe, based on the solver for acoustics in a heterogeneous media that is de-
scribed in Section 21.5 of [54]. Note that for two-dimensional problems on rectangular
grids, the cell average is calculated as Qni,j =
1
∆y∆x
∫
Ci,j
q(x, y, tn)dxdy, where Ci,j is
the cell [xi−1/2, xi+1/2]× [yj−1/2, yj+1/2].
We recall the basic idea of a transverse solver in Figure 3.3. For a constant
coefficient linear hyperbolic system of equations qt+Aqx+Bqy = 0, the jump in normal
flux between adjacent cells, A∆Qi−1/2 = A(Qi,j − Qi−1,j), is split via the normal
Riemann solver into “fluctuations” A−∆Qi−1/2 and A+∆Qi−1/2 that correspond to
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Fig. 3.2: The last plot in Figure 3.1 is recomputed with three different numerical
resolutions to show convergence. The numerical solutions are computed using the
hybrid HLLC-exact solver with 200, 400 and 800 grid points. Two zoomed in regions
in key areas are shown.
the net contribution of all left-going or right-going waves to the cell averages on either
side. Here A± = RΛ±R−1 where A = RΛR−1 is the eigen-decomposition of A and
Λ± are the diagonal matrices in which either the negative or positive eigenvalues have
been set to zero. Each fluctuation, e.g. A+∆Qi−1/2, is then further split into down-
going and up-going components B−A+∆Qi−1/2 and B+A+∆Qi−1/2, based on the
matrices B+ and B−.
In the case of variable coefficients or nonlinear problems, the general notation
B−A+∆Qi−1/2 and B+A+∆Qi−1/2 is used for these two vectors. For variable co-
efficient acoustics, as described in [54], the up-going fluctuation from the transverse
splitting is based on eigenvectors of Bij and Bi,j+1, while the down-going fluctuation is
based on eigenvectors of Bij and Bi,j−1. For a nonlinear problem qt+f(q)x+g(q)y = 0,
the eigen-decomposition of some averaged Jacobian g′(q) is generally used for the
transverse Riemann solver.
The present problem involves both nonlinearity and varying material properties.
Since we are modeling the almost incompressible liquid in a Lagrangian frame of
reference [24], the transverse Riemann problem will mostly be concerned with the
two acoustic waves. In order to derive the approximate transverse solver, we will
rely on linearized acoustic equations around ρ0, u0 [54] in terms of the density and
momentum,
[
ρ
ρu
]
t
+
[
0 1
c2 0
]
︸ ︷︷ ︸
B˜(Q)
[
ρ
ρu
]
y
= 0,
(3.4)
where we use y as the space variable to emphasize this is solved in the transverse
direction, c is the sound speed and B˜(Q) can be understood as a lower dimensional
approximation of the transverse Jacobian g′(Q0) for the Euler equations. Note we
assumed u0 = 0, which is equivalent to assume we are in a Lagrangian frame of
reference. The eigenvectors of the Jacobian of the system are given by [1,±c] and
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Fig. 3.3: Transverse solvers diagram for computational grid cells. The left-going
and right going fluctuations of the normal Riemann problem at the edge between
grid cells (i − 1, j) and (i, j) is shown. The right-going fluctuation A+∆Qi−1/2,j
is decomposed into the up-going fluctuation B+A+∆Qi−1/2,j and the down-going
fluctuation B−A+∆Qi−1/2,j by employing transverse Riemann solvers.
the eigenvalues by ±c; however, when solving the transverse Riemann problem, we
might have different materials and sound speeds in the cell above or below. Instead
of evaluating the whole Jacobian in one state, as in a Roe linear solver [82], we
will evaluate the eigenvectors according to their location. These will be given by
vU = [1, cU ] for the upward acoustic wave and vD = [1,−cD] for the downward
acoustic wave with eigenvalues cU and −cD. Here U and D refer to cells (i, j + 1)
and (i, j) when computing B+A+∆Qi−1/2,j and to cells (i, j) and (i, j − 1) when
computing B−A+∆Qi−1/2,j . The matrix of eigenvectors R and its inverse are given
by,
R =
[
1 1
cU −cD
]
, R−1 =
1
cU + cD
[
cD 1
cU −1
]
.
The up-going and down-going fluctuations for A+∆Qi−1/2,j are obtained by expand-
ing the fluctuation in terms of these two eigenvectors or waves, A+∆Qi−1/2,j =
αUvU + αDvD, so we need to solve Rα = A+∆Qi−1/2,j , Note that the required
fluctuation A+∆Qi−1/2,j for the Euler equations is a 4 dimensional vector with fluc-
tuations in density, normal momentum, transverse momentum and internal energy.
As we are only interested in the acoustic waves, we will assume the fluctuations in
normal momentum and energy are negligible, so we define the acoustic part of the fluc-
tuation as the first and third entry of the 4 dimensional vector, i.e. A+ac∆Qi−1/2,j =
[A+∆Q1,A+∆Q3]. Solving the system for the vector α = R−1A+ac∆Qi−1/2,j , we obtain
αU =
1
cU + cD
(
cDA+∆Q1 +A+∆Q3
)
,
αD =
1
cU + cD
(
cUA+∆Q1 −A+∆Q3
)
.
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The up-going and down-going acoustic fluctuations are given by the velocity times
the waves,
B+acA+∆Qi−1/2,j = cUαUvU ,
B−acA+∆Qi−1/2,j = −cDαDvD.
We require to solve two of these transverse solvers for the Euler equations as shown in
the grid in Figure 3.3. We will only consider the up-going fluctuation of the transverse
solver at (i, j + 1/2) and the down-going fluctuaction of the solver at i, j − 1/2. This
yields the full fluctuations as
B+A+∆Qi−1/2,j =
c3
(
c2A+∆Q1 +A+∆Q3
)
c3 + c2

1
0
c3
0
 ,
B−A+∆Qi−1/2,j =
−c1
(
c2A+∆Q1 −A+∆Q3
)
c1 + c2

1
0
−c1
0
 ,
where c1, c2 and c3 are the speeds of sound in cells (i, j − 1), (i, j) and (i, j + 1)
respectively and the non-acoustic fluctuations were neglected. The sound speeds are
calculated with the pressure, density and the parameters of the Tammann EOS in the
respective cell with c =
√
γ p+p∞ρ . Note this process is repeated in exactly the same
manner for the left going fluctuation A−∆Qi−1/2,j of the normal Riemann problem.
3.4. Geometrical source terms. In order to solve for the source terms of
equation (3.1), we need to apply a splitting method, see [54]. In the first half time
step, we solve the homogeneous version of equation (3.1) over the whole grid, and in
the second step we solve the system of ODEs obtained by ignoring the flux terms,
d
dt

ρ
ρur
ρuz
E
 =

−(ρur)/r
−(ρu2r)/r
−(ρuruz)/r
−ur(E + p)/r
 . (3.5)
This equation can be solved with any explicit time integrator method like forward
Euler and Runge-Kutta methods or an implicit solver, such as TR-BDF2. However,
this particular system can be solved exactly. Consider the first equation of equations
(3.5) and multiply it by ur, then
ur
dρ
dt
=
ρu2r
r
,
⇒ dρur
dt
− dur
dt
ρ = −(ρu2r)/r,
where we used the product rule. Now substituting the second equation of (3.5) into
this result, we obtain durdt = 0, so ur is constant. The same procedure can be applied
to obtain that uz is also constant.
As the total energy is given by E = ρe+ 12ρ(u
2
r + u
2
z), where the Tammann EOS
(3.2) allows the substitution ρe = (p+ γp∞)/(γ − 1). As ur and uz are constant, we
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can differente the energy, Et = (ρe)t =
1
γ−1pt. These results in conjuction with the
fourth equation of (3.5), yield pt = −(ur/r)[γ(p+ p∞) + 12 (γ− 1)ρ(u2r +u2z)]. We now
have a full system of equations in the primitive variables:
dρ
dt
= −(ur/r)ρ, dur
dt
= 0,
duz
dt
= 0,
dp
dt
= −(ur/r)
(
γ(p+ p∞) +
1
2
(γ − 1)ρ(u2r + u2z)
)
.
The first three equations can easily be solved, and the fourth equation can also
be solved with the solution of the first one and an integrating factor. Using the fact
that the initial conditions for the computation are the variables at time tn, and we
want the solution at time tn+1 = tn + ∆t, we obtain
ρn+1 = exp
(
−∆tu
n
r
r
)
ρn, un+1r = u
n
r , u
n+1
z = u
n
z ,
pn+1 = exp
(
−∆tγu
n
r
r
)
pn − p∞
(
1− exp
(
−∆tγu
n
r
r
))
− ρ
n
2
(
(unr )
2 + (unz )
2
) [
exp
(
−∆tu
n
r
r
)
− exp
(
−∆tγu
n
r
r
)]
,
En+1 =
pn+1 + γp∞
γ − 1 +
1
2
ρn+1
(
(unr )
2 + (unz )
2
)
.
(3.6)
The parameters γ and p∞ are given by the Tammann EOS in equation (3.2). The
equations we just obtained allow us to calculate one-time step of (3.1) in our splitting
method. Note these source terms are never singular in the computation; when using
finite volume methods, the quantities are evaluated at cell centers, so r > 0.
4. Discussion. A computational model was designed to better understand the
physical forces developed by blast-induced shock waves that can damage brain en-
dothelial cells in an in vitro model of the BBB. The numerical modeling of the ex-
periment employs finite volume methods and requires coupling a highly compressible
material (air) with a nearly incompressible liquid contained in a fixed region in space.
The coupling is accomplished by employing a Tammann EOS and designing both
normal and transverse Riemann solvers that can couple these two materials — one
in a Eulerian frame of reference and the other in a Lagrangian frame of reference.
Results show the shock wave pressure amplitude and velocity increase when crossing
from air to the water (saline solution). This is in agreement with the one-dimensional
simulations described by us previously [24], as well as other works mentioned in a
recent review [39]. One aspect of the potential relevance of this effect lies in the un-
derestimation of the pressure intensities experienced by the cells when one considers
only the amplitude and kinetic properties of a standard open field blast overpressure.
Comparison of the computational results here to the one-dimensional tests per-
formed in [24] show that the transwell geometry is very relevant. The edge effects
from the cylinder, combined with the rarefaction wave arising when the shock reflects
off the distal end of the transwell, can generate low enough pressure to potentially
produce cavitation, which could be a cause of cell damage [72]. The simulation with
a hydrophone in place does not show low enough pressure values to produce cavi-
tating bubbles. These results indicate that the computational model could be useful
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to experimentalists in analyzing how the introduction of a measuring device affects
the outcome of the experiment and the likelihood of cavitation being a BBB tissue
damage mechanism.
Although based on an idealized model, our computational approach allows us to
measure the pressure profile at any point and at the exact location of the biological
sample without interfering with the actual experimental setup. This task would be
extremely difficult to obtain empirically. The high-resolution signal obtained by our
computational method allows us to apply it to identify regions with low enough pres-
sure to potentially produce cavitation. Furthermore, our results allow us to suggest
cavitation as a damage mechanism that might explain the experimental results, for
instance, the mislocalization of the tight junction proteins, ZO1, and claudin-5, that
functionally disturb the BBB. This kind of study can clarify the qualitative behavior
of the system and, where it is impossible for experimentalists. It can also suggest
possible connections between damage mechanisms and anatomical, functional, mor-
phological, and molecular specificity, obtained from the experimental results.
The computational model developed in this work was designed for a specific ap-
plication; however, the methods developed can be adapted and applied to other ex-
periments with similar simplified geometry. These methods can also be extended to
other geometries and the Clawpack software (with adaptive mesh refinement) can be
applied in situations where a logically rectangular grid can be mapped to a quadri-
lateral two-dimensional grid. This can include situations in which the interface is
circular or of other smooth shape lacking corners using the sort of mappings proposed
in [14], which have been used for elastic and poroelastic wave propagation problems
in the work of Lemoine [51, 52]. Extension of the methods proposed in this paper to
such cases is currently under way and will be reported elsewhere [25]. This exten-
sion is clinically relevant; it allows detailed studies of the pressure signal obtained by
shock waves interacting directly with the skull in conditions that might not be fea-
sible experimentally, emphasizing the importance of having a computational model
available.
The computational simulations were evaluated up through the first 200 microsec-
onds. As seen in Figure 1.1(c), this corresponds to a very short time period behind
the shock, before the bulk of the trailing rarefaction wave has passed the transwell.
Planned future work includes the refinement of our numerical method to carry out
the simulation to longer times. This can be of relevance given the negative pressure
values and oscillations that arise on millisecond time scales, as well as the secondary
reflection-induced shock, see Figure 1.1(c). These features, along with the internal
reflections might also cause or even increase cavitation effects.
Some other possible future research directions include extension of the compu-
tational methods to arbitrary interface geometry and to two-phase models that can
simulate cavitation. In addition, the in vitro system coupled with the computational
model can be used for future clinically relevant studies. The ability to determine pres-
sure traces at the precise location of the planar endothelial cell monolayer could be
used as an input into a mechanical model of membrane dynamics during blast wave
propagation. This would permit new and highly refined estimates of the physical
forces that brain endothelial cells may be exposed to, such as high frequency BBB os-
cillations that may disrupt cellular functions even without gross brain displacements.
An important novel aspect of this approach is that these estimates can be cor-
related to specific quantifiable measurements of cellular damage, dysfunction of the
BBB as a system of interacting cells, and even aberrant subcellular protein trafficking
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where it is possible to investigate the mechanisms by which blast alters how critical
BBB proteins, such as claudin-5 (Appendix, Figure 5.2) are misdirected inside cells
away from tight junctions.
The simulation code developed in this work is available at [26], along with the
raw data and SPSS statistical analysis discussed below in Section 5.4. The simulation
code relies on Clawpack [21] and the results presented in the paper were obtained
with Version 5.2.2.
5. Appendix: Additional experimental results and methodology. Using
well-established methods [9, 10, 69] mouse brain-derived endothelial cells (MBECs),
purified from wild-type C57BL6 mice, were grown on permeable nylon support mem-
branes in standard transwell chambers (see Figure 1.1(a)) and formed endothelial
cell monolayer tight junctions that functionally mimic the BBB, which is responsible
for maintaining and regulating separation between the central nervous system (CNS)
and the circulating peripheral blood supply [8, 110]. The transwell chambers were
filled completely with an aqueous solution (serum-free DMEM/F12 medium contain-
ing bFGF (1 ng/ml) and hydrocortisone (500 nM)). For blast exposure, the transwells
were secured in the shock tube with the bottom of the transwell facing the oncoming
shock wave (see Figure 1.2). For all experiments, BBB cells were exposed to a single
mild blast of indicated intensity (psi).
In addition to the experiment presented in Section 1.1, we performed another ex-
periment to investigate the effects of the shock tube blast exposure on tight junction
morphology. Singly blasted (13-13.9 psi) or sham-treated monolayers were immunos-
tained with antibodies recognizing the tight junction-associated scaffolding protein,
ZO-1 [96] 24 hours after treatment and then imaged using laser confocal microscopy.
ZO-1 expression in sham-treated MBEC monolayers appeared morphologically normal
with ZO-1 immunostaining tightly restricted to the interposing plasma membrane do-
mains at points of cell-to-cell contact (Figure 5.1A). In marked contrast to this, blast
exposure induced ragged, hypertrophic appearing tight junctions (Figure 5.1B). In
addition, ZO-1 expression appeared mislocalized in association with peri- ablumi-
nal and/or peri-luminal plasma membranes domains. This expression pattern is also
consistent with diffuse intracellular cytoplasmic ZO-1 mislocalization.
The confocal images in Figure 5.1A and Figure 5.1B are maximum-field projec-
tions comprised of 27 merged images collected at 0.2µm step intervals in the z-axis
orthogonal to the plane of the MBEC monolayer, thereby representing a total depth
of 5.4µm that encompassed the full cross-sectional width of the MBEC monolayers.
Figure 5.1C and Figure 5.1D depict three-dimensional serial reconstructions of images
in the upper panels projected at oblique angles. For ease of reference, the arrowheads
denote the same cell-to-cell contact points in panels A, C and B, D (sham and blast-
exposed, respectively). From these oblique angles the degree of blast-induced tight
junction dysmorphology and ZO-1 mislocalization are more easily appreciated (Also,
see supplementary videos).
Claudin-5 is a tight junction-specific membrane bound protein [47] that is a crit-
ical regulator of BBB permeability [70]. Figure 5.2 shows that a single mild blast
exposure also markedly disrupted claudin-5 expression. As with Z0-1, claudin-5 im-
munostaining revealed aberrant, hypertrophic appearing tight junctions in the blast-
exposed monolayers. In addition, the asymmetric peri-nuclear claudin-5 immunostain-
ing clearly demonstrates that blast exposure caused it to become aberrantly retained
within the cells, thus raising the possibility that normal polarized subcellular traffick-
ing of claudin-5 into and/or away from tight junction domains may be disrupted in
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Fig. 5.1: (A) Laser confocal microscopy reveals normal ZO-1 expression patterns ex-
pressed specifically at uniform, well-defined tight junctions along cell-to-cell interfaces
within the plane of the brain-derived microvessel endothelial cell monolayer. (B) In
contrast to the sham condition, ZO-1 expression in blast-exposed endothelial cells is
highly dystrophic with widespread mislocalization in cellular domains remote from
tight junctions. Panels A and B show a merged, serial reconstruction comprised of
27 images acquired at 0.2µm intervals along the z-axis orthogonal to the plane par-
allel with the MBEC cell monolayer. (C and D) Lower panels show oblique x-y-z
plane views of the panels above (A,B), thereby permitting an improved assessment
of blast-induced tight junction dysmorphology compared to normal sham tight junc-
tions. Nuclei are stained blue with Dapi. Arrowheads denote the same cell-to-cell
contact domains in the corresponding sham (A, C) and blast (B, D) images. Scale
bars = 20µm.
the blast-exposed MBECs.
These data suggest that blast exposure causes mislocalization of the tight junc-
tion proteins, ZO1 and claudin-5, away from tight junctions. Previous work using
the continuous cell line, bEnd.3 showed that blast causes a loss of ZO1 and claudin-5
[43, 44]. This difference could be because bEnd.3 cells are less differentiated than
brain-derived microvessel endothelial cells, and which form barriers with lower TEER
values than primary brain endothelial cultures used in this report [27]. Nonetheless,
our findings in BMECs and in vitro blast studies using bEnd.3 cells [43, 44], col-
lectively demonstrate that blast exposure disturbs expression of proteins critical for
maintaining BBB integrity.
Mechanistically, protein mislocalization suggests a dynamic alteration in the cel-
lular process of adjusting to injury, whereas overall tight junction protein loss may
suggest co-attending endothelial cell death or impaired protein production or in-
creased tight junction proteolysis. Increasingly, tight junction protein mislocalization
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Fig. 5.2: (A) Laser confocal microscopy reveals normal claudin-5 expression at tight
junctions localized along cell-to-cell contacts of the MBEC monolayer. (B) In con-
trast to the sham controls, claudin-5 expression in blast-exposed endothelial cells is
dysmorphic, indicative of aberrant tight junction structure. In addition, claudin-
5 is broadly mislocalized and accumulates in asymmetric peri-nuclear intracellular
compartments, strongly suggesting that blast exposure induces aberrant subcellular
trafficking of claudin-5. Nuclei are stained blue with Dapi. Scale bars = 25µm.
is viewed as an underlying pathology in diseases with BBB disruption and is the
pattern, for example, in inflammatory conditions [28, 5].
5.1. Culture of primary brain microvascular endothelial cells. Brain mi-
crovascular endothelial cells (BMECs) were isolated from 6-8 week old CD-1 mice
based on established standard with some modifications procedures [22, 46]. All pro-
cedures involving animal subjects were carried out following protocols approved by the
Veterans Affairs Puget Sound Health Care System Institution Animal Use and Care
Committee (IACUC). Briefly, meninges were removed from freshly dissected brain
cortices, and then the brain was minced. The minced brain matter was ground us-
ing a Dounce homogenizer in Dulbecco’s Modified Eagle’s Medium/Nutrient Mixture
F-12 Ham (DMEM/F12; Sigma-Aldrich) supplemented with gentamicin (50µg/ml;
Sigma-Aldrich). 30% Dextran (v/v; from Leuconostoc spp., MW 70,000 Da; Sigma-
Aldrich) was added to the homogenate 1:1 and supplemented with 10% bovine serum
albumin (BSA, Sigma-Aldrich) to achieve a final concentration of 0.1%. The mixture
was centrifuged at 3000 g for 25 min at 4◦C. The pellet obtained after the cen-
trifugation was re-suspended in DMEM/F12, filtered through a 70µm nylon mesh,
and centrifuged again at 1000 g for 10 min at room temperature (RT). The re-
sulting pellet was digested at 37◦C for 30 min with DMEM/F12 containing col-
lagenase (0.2 U/ml), dispase (1.6 U/ml; collagenase/dispase, Roche Life Sciences)
and DNase I (10µg/ml; Sigma-Aldrich). The digested vessel suspension was fil-
tered through a 21µm nylon mesh. The filtrate was washed several times with
DMEM/F12, and the resulting capillary suspension was seeded on dishes coated with
collagen type IV (0.1 mg/ml; Sigma-Aldrich) and fibronectin (0.1 mg/ml; Sigma-
Aldrich). BMECs were cultured in BMEC medium, consisting of DMEM/F12 sup-
plemented with 20% plasma-derived fetal bovine serum (Animal Technologies), 1%
GlutaMAX (Life Technologies), basic fibroblast growth factor (bFGF, 1 ng/ml; Roche
Life Sciences), heparin (100µg/ml), insulin (5µg/ml), transferrin (5µg/ml), sele-
nium (5 ng/ml) (Insulin-transferrin-selenium medium supplement; Life Technologies),
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and gentamicin (50µg/ml; Sigma-Aldrich. Puromycin (4 µg/ml; Sigma-Aldrich) was
added to BMEC medium for the first 48 hours after plating to remove pericytes and
increase endothelial cell purity [77]. Cultures were maintained at 37◦C in a humidified
atmosphere of 5% CO2 / 95% air. The medium was changed 24 hours after plating
to remove non-adherent cells, red blood cells, and debris. At 48 hours after plat-
ing, the medium was changed again with new medium containing all the components
listed above, except puromycin. The purified primary BMECs were used to construct
in-vitro models when 80% confluent (typically the 5th day after isolation).
5.2. Construction of the in-vitro blood-brain barrier model. Monolayers
of brain microvascular endothelial cells were used for all experiments. Endothelial cells
were briefly treated with 0.25% Trypsin-EDTA (Sigma-Aldrich) and seeded on the in-
side of a fibronectin-collagen type IV (0.1 mg/ml, each) coated polyester membrane
(0.33cm2, 0.4µm pore size) of a transwell-clear insert (Corning, Tewksbury MA) at a
density of 4× 104 cells per well. The medium used to plate the cells each of the tran-
swells fitted to a 24-well plate contained all the components of BMEC medium, listed
above, with the addition of hydrocortisone (500nM ; Sigma-Aldrich). The medium in
the luminal chamber was changed 24 hours after seeding. BMEC monolayers were
cultured for 3 days before use in blast experiments. Transendothelial electrical re-
sistance (TEER, in Ω × cm2) was measured using an ohmmeter equipped with an
STX-2 electrode (World Precision Instruments; Sarasota, FL). The TEER of cell-free
transwell-clear inserts was subtracted from obtained values. TEER was measured
immediately prior to blast exposure and 24 hours post-exposure.
5.3. Exposure of BMEC to Blast. Transwells were placed into the blasting
apparatus, consisting of a modified 24-well plate configuration containing only 4 wells
of the 24-well plates with a rubber gasket fitted to the modified plate. The medium
was discarded from the luminal side of the transwell inserts and the inserts were
placed in the middle two chambers of the blasting apparatus. The wells were filled
completely with serum-free DMEM/F12 medium containing bFGF (1 ng/ml) and
hydrocortisone (500 nM). A rubber gasket was placed between the filled wells and
the lid of the apparatus to completely seal the chambers without air bubbles. The
treatment apparatus (a single row of 4 transwell chambers with the two chambers in
the middle containing the membrane inserts with BMECs) was then taped firmly to
a rigid steel frame with 1/4 inch wire mesh, mounted in the blast tube, and exposed
to a single mild blast (range: 11.0 to 13.9 peak psi). Non-blasted sham controls
were prepared and processed as above but were not exposed to a blast. Following
treatment (blast or sham), the medium was aspirated from the chambers. The inserts
were placed in a 24-well plate with fresh serum-free medium and returned to 37◦C in
a humidified atmosphere of 5% CO2/95% air.
5.4. Transendothelial permeability. Permeability to [14C]-sucrose was mea-
sured 24 hours after exposure to blast. Transwell inserts were first washed with phys-
iological buffer containing 1% bovine serum albumin (141mM NaCl, 4.0mM KCl,
2.8mM CaCl2, 1.0mM MgSO4, 1.0mM NaH2PO4, 10mM HEPES, 10mM D-glucose
and 1% BSA, pH 7.4). The inserts were placed in a new 24-well plate containing 600µl
physiological buffer with 1% BSA in the abluminal chamber. To initiate permeability
experiments, [14C]-sucrose (150, 000cpm/well) in physiological buffer with 1% BSA
was added to the luminal chamber and 500µl samples were collected from the ab-
luminal chamber at 10, 20, 30, and 45 min. When samples were removed from the
abluminal chamber, an equal volume of fresh 1% BSA/physiological buffer was im-
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mediately added to the abluminal chamber to replace the sample volume. Liquid
scintillation fluid was added to each sample and the radioactivity was measured using
a liquid scintillation counter. The permeability coefficient and clearance of [14C]-
sucrose was calculated according to previously published methods [23]. Clearance
was expressed as microliters of radioactive tracer diffusing from the luminal to the
abluminal chamber, and it was calculated using the initial amount of radioactivity
in the loading chamber and the measured amount of radioactivity in the collected
samples. Clearance (µL) = [C]C × VC / [C]L, where [C]L was the initial amount of
radioactivity per microliter of the solution loaded into the insert (in cpm/µL), [C]C
was the radioactivity per microliter in the collected sample (in cpm/µl), and VC is
the volume of collecting chamber (in µl). The clearance volume increased linearly
with time. The volume cleared was plotted versus time, and the slope was estimated
by linear regression analysis. The slope of clearance curves for the BMEC monolayer
plus transwell membrane was denoted by PSapp, where PS is the permeability ×
surface area product (in µL/min). The slope of the clearance curve with a transwell
membrane without BMECs was denoted by PSmembrane. The real PS value for the
BMEC monolayer (PSe) was calculated from 1/PSapp = 1/PSmembrane + 1/PSe.
The PSe values were divided by the surface area of the transwell inserts to generate
the endothelial permeability coefficient (Pe, in µl/(min/cm
2)). Statistical analysis of
TEER and sucrose permeability data was carried out using standard one-way analysis
of variance (ANOVA) and were performed using SPSS software (IBM, Armonk NY).
p values for correlations between blast intensity and TEER or sucrose permeability
denote two-tailed statistical significance outcomes of a Pearson correlation.
5.5. Confocal Microscopy. BMECs were washed in PBS and fixed with 4%
paraformaldehyde for 10 minutes at 4C. Cells were permeabilized with 0.1% TRITON-
X100 for 10 min at RT and blocked with 5% BSA for 30 min at RT. They were then
incubated for 1 hour at RT with primary antibody, ZO-1 (AbCam, Cambridge, UK)
or claudin-5 (AbCam, Cambridge, UK), followed by incubation with Alexa Fluor 488
conjugated secondary antibody (Life Technologies, Carlsbad, CA). The monolayer-net
was then mounted on slides using Prolong Gold anti-fade with DAPI (Life Technolo-
gies, Grand Isle, NY) to stain cell nuclei. The monolayers were imaged using a TCS
SP5 confocal microscope (Leica, Buffalo Grove, IL) with a 20 × 0.7 numerical aper-
ture objective. Only representative monolayer fields of cellular interfaces expressing
claudin-5 and ZO-1 were imaged from 6 blast-exposed and 6-sham endothelial cul-
tures. The monolayer-nets were imaged using a 0.2µm z-plane step size for 27 slices
representing a total depth of 5.4µm. Primary antibodies for claudin-5 and ZO-1 were
purchased from Zymed (San Francisco, CA). Serial three-dimensional reconstructions
of confocal images were carried out using Imaris software (Bitplane, South Windsor,
CT). Figures were prepared using Photoshop and Imaris software using only linear
brightness and contrast adjustments that were applied identically among control and
blast-exposed specimens for each figure all image acquisition parameters were held
constant in acquiring data for both identical control and blast-exposed specimens for
each experiment.
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