Quantum Simulation of Molecular Collisions in the Time-Dependent
  Formulation by Sornborger, Andrew T. et al.
Quantum Simulation of Molecular Collisions in the Time-Dependent Formulation
Andrew T. Sornborger1, Phillip Stancil2, and Michael Geller2
1Department of Mathematics, University of California, Davis, CA 95616, USA and
2Department of Physics, University of Georgia, Athens, GA 30606, USA
(Dated: October 8, 2018)
Quantum particle simulations have largely been based on time-independent, split-operator schemes
in which kinetic and potential operators are interwoven to provide accurate approximations to sys-
tem dynamics. These simulations can be very expensive in terms of the number of gates required,
although individual cases, such as tunneling, have been found where prethreshold simulations are
possible. By prethreshold, we mean a quantum computation or simulation with an existing ar-
chitecture and not requiring error correction. In the case of molecular collisions, switching to
a time-dependent formulation can reduce the system dimensionality significantly and provide an
opportunity for pre-threshold simulation. Here, we study the efficiency of gate-based quantum
simulation of a set of molecular collisions of increasing complexity. We show that prethreshold
quantum simulation of such systems is feasible up to Hilbert space dimension 8, but beyond that
error correction would be required.
PACS numbers: 03.67.-a, 03.67.Ac
I. INTRODUCTION
Quantum simulations are one of a set of quantum algo-
rithms that give exponential improvement relative to the
best classical algorithm. Small quantum simulations have
been realized on NMR [1–8], atomic [9, 10], ion trap [11–
15] and photonic [16, 17] quantum computers in two forms:
analog simulations in which a many-body or multiple spin
Hamiltonian is mapped to a computational Hamiltonian, and
digital simulations in which a Hamiltonian is split into free
and interacting operators, then is simulated on a quantum
computer. Digital quantum particle simulations [18] such as
those proposed for the simulation of chemical dynamics [19]
remained untested until recently [20, 21] due to the large
number of gates and/or ancillary qubits needed to compute
the kinetic and potential operators [19, 22].
In previous work we have explored a simplified gate-based
approach to quantum particle simulation that results in short
enough circuits to avoid the need for error correction [20].
We refer to any quantum computation or simulation that
uses existing hardware and has a short enough circuit depth
requirement to avoid error correction as prethreshold, refer-
ring to the threshold theorems of fault tolerant quantum
computation. We have also shown how prethreshold uni-
versal quantum simulation can be implemented with a com-
plete graph of superconducting qubits operating in the single-
excitation subspace [23]. In particular, we showed how to
solve time-dependent molecular collision dynamics problems
with a single-excitation subspace quantum simulator.
In this paper, we will investigate the difficulty, and pos-
sibility for pre-threshold simulation, of encoding a time-
dependent formulation of molecular collision dynamics on a
gate-based quantum computer. To do this, we use an arsenal
of both Magnus and operator splitting methods to approx-
imate the evolution of scattering amplitudes due to a time-
dependent Hamiltonian on a gate-based quantum computer.
In Section II, we describe a means of mapping an arbitrary,
time-dependent Hamiltonian to a target quantum Hamilto-
nian for a quantum computer of interest. We then catalog the
set of unitary methods that we use for approximating evolu-
tion induced by a time-dependent Hamiltonian. In Section
III, we present results of simulations of a set of molecular col-
lisions of increasing complexity. These results make clear the
advantages and disadvantages of the approximation methods
that we use. Finally, in Section IV, we discuss our results and
their implications in terms of the best methods for various
simulational needs.
II. METHODS
Molecular Collisions
We use the semiclassical formulation of a molecular collision
[24]. Scatterers are assumed to follow a straight-line trajec-
tory. For an impact at closest approach occurring at time t0,
the internuclear separation varies according to
R =
√
b2 + v20(t− t0)2 ,
where v0 is the initial relative velocity and b the impact
parameter of the collision. The relative velocity is related
to the collision energy in the center-of-mass frame through
Ecm = µv
2
o/2, where µ is the collision system’s reduced mass.
We construct an n×n potential-coupling matrix U(R). The
diagonal elements of U are diabatic electronic potential ener-
gies constructed using molecular state bases. The scattering
Hamiltonian H(R) is defined with diagonal elements
Hii(R) = Uii(R) +
µ
2
(
bv0
R
)2
.
The off-diagonal elements of U(R) are nonadiabatic cou-
plings expressed in a diabatic representation. Three different
collision complexes with increasing number of channels n are
considered: Na + He excitation [25], Si3+ + He charge ex-
change [26], and O7+ + H charge exchange [27].
In order to translate the physical Hamiltonian to a quantum
computational Hamiltonian [23], we first subtract an overall
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2(unmeasurable) time-dependent phase
c(t) ≡ 1
n
N∑
i=1
Hii .
We then find, at each time t, the smallest positive λ such
that every matrix element of
H(t) = H(t)− c(t)× I
λ(t)
is between −gmax and gmax. The simulated time is then
tqc =
∫ t
0
λ(t′)dt′ .
The function tqc is then inverted and the remapped quantum
evolution is described by
ψ˙ = −iH(tqc)ψ .
This rescaling, a continuous form of variable time slicing,
maps the physical Hamiltonian to the quantum simulation
energy scale. It additionally assures that the quantum simu-
lation is performed as efficiently as possible by rescaling time
such that the simulation speeds through parts of the colli-
sion where not much is happening, but slows down when the
collision dynamics must be accurately integrated.
Unitary Operator Approximation Methods
For ease of notation, we will now write the Schro¨dinger
equation as
ψ˙ = S(t)ψ ,
where S(t) = −iH(t) is skew-Hermitian.
The time evolution of the wavefunction, ψ(t), is given by a
time-ordered matrix exponential, typically written as
ψ(t) = T
{
e
∫ t
0
S(t′)dt′
}
ψ(0) ,
where the time-ordered matrix exponential may be expanded
[28] as
T
{
e
∫ t
0
S(t′)dt′
}
= exp
(∫ t
0
S(τ)dτ +
1
2
∫ t
0
[
S(τ),
∫ τ
0
S(τ ′)dτ ′
]
dτ
+
1
4
∫ t
0
[
S(τ),
∫ τ
0
[
S(τ ′),
∫ τ ′
0
S(τ ′′)dτ ′′
]
dτ ′
]
dτ
+ . . .
)
.
The crudest simulation of this evolution may be done by
fixing the time step, ∆t, then, assuming S(t) to be slowly
varying during each timestep. In this case, we have
N∏
n=0
eS(n∆t)∆t = T
{
exp
(∫ t
0
S(t′)dt′ +O(N∆t2)
)}
. (1)
Here, N = T/∆t, with T the total simulation time. In this
matrix product (and below), unitaries are put in decreasing
order of n, thus early-time operators act first on the wave-
function, ψ. In the Results section, we will refer to this first-
order in time, unsplit scheme as a (1, 0, 0) scheme. Here, and
below, the notation to denote each approximation scheme is
(a, b, c), where a denotes the order of the Magnus-splitting,
b denotes the order of the split-operator approximation of
each operator within the Magnus-splitting (see below), and
c denotes the order of the split-operator approximation of
three-qubit operators via commutators of two-qubit opera-
tors (see below).
We can achieve higher accuracy than that in the (1, 0, 0)
scheme. Defining
S1 = S
(
tn +
(
1
2
−
√
3
6
)
∆t
)
and
S2 = S
(
tn +
(
1
2
+
√
3
6
)
∆t
)
,
the time-ordered matrix exponential may be approximated
[29] as
exp (Sn(∆t)) ≡ exp
(
1
2
∆t(S1 + S2)−
√
3
12
∆t2 [S1, S2]
)
= T
{
exp
(∫ tn+∆t
tn
S(t′)dt′ +O(∆t5)
)}
.
Providing S(t) is continuous and non-singular [30], this gives a fourth-order accurate unitary approximation for a single
3time-step. To approximate the full evolution, we form the
product
N∏
n=0
exp (Sn(∆t)) = T
{
exp
(∫ t
0
S(t′)dt′ +O(N∆t5)
)}
,
giving a fourth-order accurate time-stepping scheme. Here,
Sn is evaluated at equal intervals on [0, t]. We will refer to
this as a (4, 0, 0) scheme.
To implement these methods in a quantum simulation, we
must consider the capabilities of the quantum computer. The
time-independent unitary evolution, exp(Sn(∆t)), of a sin-
gle step may or may not be able to be implemented in one
gate. We will assume that our schemes are implemented on a
quantum computer capable of forming only single- and two-
qubit operations. Thus, simulations on one- or two-qubits
may be implemented directly, but three-qubit simulations
will require further modifications.
In order to deal with these issues, we first expand in a basis
of orthogonal matrices, {γj},
Sn =
∑
j
anj γj ,
where j ∈ 1, . . . , J , with J the number of basis matrices, and
anj = 〈γj , Sn〉, assuming γj is unit norm.
Assuming that each exp(anj γj∆t) may be implemented on
our quantum computer, a first-order split operator approxi-
mation may be made to exp(Sn(∆t)):∏
j
exp(anj γj∆t) = exp
(
Sn∆t+O(∆t
2)
)
.
We will refer to this as a (4, 1, 0) scheme.
Using the notation
∏
j exp(a
n
j γjm∆t) ≡ (m∆t)n, we can
write the full evolution approximated by this and higher-
order schemes [31] as
T
{
exp
(∫ t
0
S(t′)dt′ +O(N∆t2)
)}
=
∏
n
(∆t)n (2a)
T
{
exp
(∫ t
0
S(t′)dt′ +O(N∆t3)
)}
=
∏
n
(
∆t
2
)
n
(
∆t
2
)T
n
(2b)
T
{
exp
(∫ t
0
S(t′)dt′ +O(N∆t5)
)}
=
∏
n
(
∆t
12
)T
n
(
∆t
12
)
n
(
∆t
12
)T
n
(−∆t
6
)
n
[(
∆t
12
)T
n
]4(
∆t
12
)
n(
∆t
12
)T
n
[(
∆t
12
)
n
]4(−∆t
6
)T
n
(
∆t
12
)
n
(
∆t
12
)T
n
(
∆t
12
)
n
, (2c)
which we will refer to as (4, 1, 0) (as above), (4, 2, 0), and
(4, 4, 0) schemes, respectively. The T denotes the transpose
here, not the Hermitian transpose. Note that these schemes
use more operators to achieve higher-order accuracy.
The above schemes work perfectly well for simulations
that may be encoded in one- and two-qubits. However,
once three-qubit operators, {γ3j }, are needed for the sim-
ulation, they must somehow be generated. This may be
done using approximations to exponentiated commutators,
exp([A,B]∆t).
For instance, the commutator between arbitrary three-qubit
operators takes the form
[σi ⊗ σj ⊗ σk, σa ⊗ σb ⊗ σc] = σiσa ⊗ σjσb ⊗ σkσc − σaσi ⊗ σbσj ⊗ σcσk ,
where the σ’s are single-qubit operators (i.e. Pauli matrices).
So, for example, if we take σi = σ0 = I2 and σc = σ0 = I2,
where I2 is the 2 × 2 identity matrix, then the commutator
between the two-qubit operators
[
γ2jk, γ
2
ab
]
= [I2 ⊗ σj ⊗ σk, σa ⊗ σb ⊗ I2] = σa ⊗ σjσb ⊗ σk − σa ⊗ σbσj ⊗ σk = σf ⊗ σg ⊗ σh ,
with σf ⊗ σg ⊗ σh a three-qubit operator. We have checked that all three-qubit operators can be generated from two-
4FIG. 1: Na + He Collision, 3 Channels. v0 = 2 a.u., b = 0.5 a.u.. A) Rescaled Hamiltonian. Here, we assume that gmax/2pi = 30
MHZ (typical for a superconducting quantum computer). At each instant the magnitude of at least one matrix element achieves its
maximum value of 30 MHZ, making the simulation as fast as possible. B) The time evolution of the probability amplitude for a
simulation with N = 21. The initial condition is that the first channel’s amplitude is 1 and the rest are set to 0, thus one branch in
this panel starts at 1, but the other two branches start at 0. Blue lines indicate the exact evolution, with a (1, 0, 0) simulation given
by gray circles, (4, 0, 0) - triangles, (4, 1, 0) - squares, and (4, 2, 0) - diamonds. Note that for this number of timesteps, all Magnus
method simulations give fairly accurate results. C) Simulation error plotted as a function of the number of gates, with (1, 0, 0)
simulation given by blue circles, (4, 0, 0) - red triangles, (4, 1, 0) - black squares, and (4, 2, 0) - magenta diamonds.
qubit operators in this way.
We use two approximations of exponentiated commutators,
one with O(∆t3/2) error [32] and one with O(∆t5/2) error
[31]:
exp
(
aγ3∆t+O(∆t3/2)
)
= exp
(
a[γ2i , γ
2
j ]∆t) +O(∆t
3/2)
)
= exp(−γ2i
√−a∆t) exp(−γ2j
√−a∆t) exp(γ2i
√−a∆t) exp(γ2j
√−a∆t) (3)
≡
(
−√−∆t
)(√−∆t)
exp
(
aγ3∆t+O(∆t5/2)
)
=
(
−2
√
∆t
12
)T (
2
√
∆t
12
)T [(
−
√
∆t
12
)(√
∆t
12
)]12 [(√
∆t
12
)(
−
√
∆t
12
)]4
, (4)
where γ2j denotes a two-qubit basis matrix.
When these approximations are used to replace the three-
qubit unitaries in (2), we refer to them as (4, 1, 32 ), (4, 2,
3
2 ),
(4, 4, 32 ), and (4, 1,
5
2 ), (4, 2,
5
2 ), and (4, 4,
5
2 ) schemes. Note
the significant cost in operations to approximate three-qubit
operations with two-qubit operations.
III. RESULTS
Our goal is to determine whether gate-based quantum sim-
ulations of molecular collisions in the time-dependent formu-
lation is feasible on a pre-threshold quantum computer with
the methods described above. We investigate three collision
systems which have increasing numbers of channels and in-
ternal energy scales. The first involves the electronic excita-
tion of Na due to He simulated with three channels with off-
diagonal radial and rotational nonadiabatic couplings [25].
Two charge exchange reactions are considered including Si3+
+ He in both 4- and 5-channel simulations and O7+ + H with
eight channels [26, 27]. As charge exchange is dominated by
radial coupling, the rotational nonadiabatic couplings are ne-
glected. All systems are treated in a diabatic representation.
A. Two-Qubit Simulations
Na + He Collision - 3-channel A 3-channel Sodium Helium
collision simulation may be encoded in two qubits. To do
this, we placed the 3 × 3 quantum collision Hamiltonian in
the first three rows and columns of a 4 × 4 su(4) operator.
Note that the collision Hamiltonians, here and below, whose
dynamics we simulate had all real elements, requiring fewer
parameters than an arbitrary matrix in su(4). We investi-
gated four quantum simulation methods: (1, 0, 0), (4, 0, 0),
(4, 1, 0), and (4, 2, 0). In Fig. 1, we plot the rescaled Hamil-
5FIG. 2: Si3+ + He Collision, 4 Channels. v0 = 2 a.u., b = 0.5 a.u.. A) Rescaled Hamiltonian. Here, we assume that gmax/2pi = 30
MHZ. B) The time evolution of the probability amplitude for a simulation with N = 21. The initial condition is that the first
channel’s amplitude is 1 and the rest are set to 0, thus one branch in this panel starts at 1, but the other branches start at 0. Blue
lines indicate the exact evolution, with a (1, 0, 0) simulation given by circles, (4, 0, 0) - triangles, (4, 1, 0) - squares, and (4, 2, 0) -
diamonds. C) Simulation error plotted as a function of the number of gates, with (1, 0, 0) simulation given by blue circles, (4, 0, 0) -
red triangles, (4, 1, 0) - black squares, and (4, 2, 0) - magenta diamonds.
tonian (A), the evolution of the probability amplitudes in the
complex plane (B), and the logarithm of the number of gates
required versus the logarithm of the error for each simulation
(C). Errors were defined as
E =
〈
|ψj(tfinal)sim − ψj(tfinal)exact|2
〉
j
,
where 〈〉j denotes an average over all states. In this case,
j = 1, . . . , 4. For ‘exact’ simulations, we computed the evo-
lution on a fine temporal grid on which the simulation had
converged. To compare to an exact simulation, we performed
simulations on a range of temporal grids with timestep ∆t,
giving N = T/∆t timesteps.
The main points to notice here (Fig. 1C) are that the sim-
ulation using the 4’th-order Magnus method, (4, 0, 0), gave a
much smaller error, E, for a given number of gates, N , than
the first-order, ‘crude’ method, (1, 0, 0). Additionally, once
the simulations were split into single- and two-qubit gates,
(4, 1, 0) and (4, 2, 0), there was a significant increase in the
number of gates required to perform the simulation and the
overall slope of the dots that represent each simulation in
the figure became somewhat less negative due to errors aris-
ing from the splitting. Setting a minimum of 99% fidelity
(i.e. E < 0.01) for an accurate simulation, we found that
the (1, 0, 0) method required at least 13 arbitrary two-qubit
gates, the (4, 0, 0) method required 5 arbitrary two-qubit
gates, the (4, 1, 0) method required 32 single-qubit and 40
two-qubit gates, and the (4, 2, 0) method required 40 single-
qubit and 50 two-qubit gates.
Si3+ + He Collision - 4-channel This simulation required
no embedding and the 4 channel Hamiltonian was mapped
directly into an su(4) operator. Again, we investigated four
methods: (1, 0, 0), (4, 0, 0), (4, 1, 0), and (4, 2, 0). In Fig. 2C,
we see that the Magnus method still outperformed the crude
method, and we again see the extra gates needed once the
operators are split. This simulation (and subsequent simu-
lations) required more computational time due to the more
complicated dynamics represented in the collision Hamilto-
nian (Fig. 2A). For 99% fidelity, we found that the (1, 0, 0)
method required at least 12 arbitrary two-qubit gates, the
(4, 0, 0) method required 6 arbitrary two-qubit gates, the
(4, 1, 0) methods required 32 single- and 40 two-qubit gates,
and the (4, 2, 0) method required 48 single-qubit and 60 two-
qubit gates.
B. Three-Qubit Simulations
Si3+ + He Collision - 5-channel The 5-channel Silicon-
Helium collision simulation must be embedded in su(8) and
requires three qubits. We placed the 5× 5 collision Hamilto-
nian in the first five rows and columns of an 8×8 su(8) oper-
ator. We investigated the methods (1, 0, 0), (4, 0, 0), (4, 1, 0),
(4, 2, 0), (4, 1, 32 ), (4, 2,
3
2 ), (4, 2,
5
2 ) and (4, 4,
5
2 ). Note, that
although we show results for them, now the (1, 0, 0), (4, 0, 0),
(4, 1, 0), and (4, 2, 0) methods are unphysical, since they
would require three-qubit operators. In Fig. 3C, we see that,
in addition to the additional gates needed to split the su(8)
operator into single-, two-, and three-qubit gates, yet more
gates were needed to convert three-qubit gates to two-qubits
via the exponentiated commutator approximation methods,
(3) and (4).
6FIG. 3: Si3+ + He Collision, 5 Channels. v0 = 2 a.u., b = 0.5 a.u.. A) Rescaled Hamiltonian. Here, we assume that gmax/2pi = 30
MHZ. B) The time evolution of the probability amplitude for a simulation with N = 21. The initial condition is that the first
channel’s amplitude is 1 and the rest are set to 0, thus one branch in this panel starts at 1, but the other branches start at 0. Blue
lines indicate the exact evolution, with a (1, 0, 0) simulation given by circles, (4, 0, 0) - triangles, (4, 1, 0) - squares, and (4, 2, 0) -
diamonds, (4, 1, 3
2
) - x’s, (4, 2, 3
2
) - *’s, (4, 2, 5
2
) - hexagrams, and (4, 4, 5
2
) - pentagrams. C) Simulation error plotted as a function of
the number of gates, with (1, 0, 0) simulation given by blue circles, (4, 0, 0) - red triangles, (4, 1, 0) - black squares, and (4, 2, 0) -
magenta diamonds, (4, 1, 3
2
) - gray x’s, (4, 2, 3
2
) - reddish brown *’s, (4, 2, 5
2
) - green hexagrams, and (4, 4, 5
2
) - dark blue pentagrams.
We include the (1, 0, 0), (4, 0, 0), (4, 1, 0), and (4, 2, 0) simulations for comparison with the two-qubit results. Note that, for a
two-qubit gate quantum computer, they are unphysical.
TABLE I: Si3+ + He 5-Channel Collision Simulation Results
Method (1, 0, 0) (4, 0, 0) (4, 1, 0) (4, 2, 0) (4, 1, 32 ) (4, 2,
3
2 ) (4, 2,
5
2 ) (4, 4,
5
2 )
1-qubit 0 0 36 72 66 48 48 864
2-qubit 12 6 174 348 781 568 3928 70704
Number of single- and two-qubit gates needed for 99% fidelity of the final (scattered) wavefunction for the various approximation
methods.
In Table I, we see that the Magnus method that used second-
order splitting and 32 -order commutator approximation could
be implemented with 48 single-qubit operators and 568 two-
qubit operators. This was the best case implementation of
this molecular collision Hamiltonian on a standard three-
qubit quantum computer that uses two-qubit operators.
O7+ + H Collision - 8-channel The 8-channel Oxygen-
Hydrogen collision simulation may be encoded directly in
su(8). We investigated the same methods as for the Silicon-
Helium collision simulations.
TABLE II: O7+ + H 8-Channel Collision Simulation Results
Method (1, 0, 0) (4, 0, 0) (4, 1, 0) (4, 2, 0) (4, 1, 32 ) (4, 2,
3
2 ) (4, 2,
5
2 ) (4, 4,
5
2 )
1-qubit 0 0 48 72 66 84 60 1080
2-qubit 9 6 232 348 781 994 4910 88380
Number of single- and two-qubit gates needed for 99% fidelity of the final (scattered) state for the various approximation methods.
In Table II, as in the 5-channel Silicon-Helium collision
simulations, the best case implementation of the Oxygen-
Hydrogen collision simulations was the (4, 2, 32 ) method using
84 single-qubit operators and 994 two-qubit operators.
IV. DISCUSSION
We have shown systematic reductions of a set of time-
dependent, molecular collision Hamiltonians for simulation
7FIG. 4: O7+ + H Collision, 8 Channels. v0 = 2 a.u., b = 0.5 a.u.. A) Rescaled Hamiltonian. Here, we assume that gmax/2pi = 30
MHZ. B) The time evolution of the probability amplitude for a simulation with N = 21. The initial condition is that the first
channel’s amplitude is 1 and the rest are set to 0, thus one branch in this panel starts at 1, but the other branches start at 0. Blue
lines indicate the exact evolution, with a (1, 0, 0) simulation given by circles, (4, 0, 0) - triangles, (4, 1, 0) - squares, and (4, 2, 0) -
diamonds, (4, 1, 3
2
) - x’s, (4, 2, 3
2
) - *’s, (4, 2, 5
2
) - hexagrams, and (4, 4, 5
2
) - pentagrams. C) Simulation error plotted as a function of
the number of gates, with (1, 0, 0) simulation given by blue circles, (4, 0, 0) - red triangles, (4, 1, 0) - black squares, and (4, 2, 0) -
magenta diamonds, (4, 1, 3
2
) - gray x’s, (4, 2, 3
2
) - reddish brown *’s, (4, 2, 5
2
) - green hexagrams, and (4, 4, 5
2
) - dark blue pentagrams.
We include the (1, 0, 0), (4, 0, 0), (4, 1, 0), and (4, 2, 0) simulations for comparison with the two-qubit results. Note that, for a
two-qubit gate quantum computer, they are unphysical.
on a quantum computer. Via approximation methods of dif-
fering accuracy and numbers of gates, we showed the range
of difficulties of implementing the resulting quantum simu-
lations. The main conclusion of this work is that molecu-
lar collision simulations that may be encoded in two qubits
are clearly feasible for implementation on a pre-threshold
quantum computer, requiring fewer than 100 single- and two-
qubit operators. Extending such simulations to three qubits
will be significantly more challenging, requiring about an
order of magnitude more two-qubit gates. The additional
gates arise due to the need to approximate exponentiated
commutators that generate three-qubit operators from two-
qubit operators. These unitaries are expensive in terms of
the number of gates required.
We think it will be difficult to further reduce the number
of gates that we used in our simulations. Both the Iserles, et
al.’s [29] Magnus-method and the high-order operator split-
ting methods [31] that we used are the most parsimonious
methods at 4’th-order that we are aware of in the litera-
ture. One possible further avenue for gate reduction may lie
in the fact that the size of the elements of H(t) decreases
fairly rapidly as a function of distance from the diagonal,
thus at some point a truncation of terms might be possible,
resulting in a banded operator that could potentially be sim-
ulated with a non-exponentially increasing number of opera-
tors. If this is not possible, then the number of Hamiltonian
elements necessary to implement a simulation will increase
exponentially with the number of channels simulated, mak-
ing this approach infeasible. As it stands, we have put forth
methods for simulating 2n channels with n qubits, giving an
exponential savings in system size. Although this savings is
trivial for the system sizes we simulate, it may be some time
before error-corrected simulations are possible and meaning-
ful statements can be made for large, gate-based quantum
simulations.
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