In this paper, an alternate minimization method beyond positive definite proximal regularization is introduced for solving linearly constrained separable convex optimization problems. The proposed method can be interpreted as the predictioncorrection method from the perspective of variational inequalities. The convergence of the proposed method is established without strong convexity. Finally, the iteration complexity of the proposed method is also derived in the ergodic sense.
INTRODUCTION
In this paper, we consider the following linearly constrained convex optimization problem with separable structure:
where A ∈ R m×n 1 , B ∈ R m×n 2 , b ∈ R m , X ⊂ R n 1 and Y ⊂ R n 2 are nonempty closed convex sets, θ 1 (x) :
R n 1 → R and θ 2 (y) : R n 2 → R are two proper convex and lower semicontinuous (not necessarily smooth) functions. Throughout this paper, the solution set of problem (1.1) is assumed to be nonempty. For solving (1.1), various numerical methods have been proposed, such as, proximal point method, incremental gradient projection method, extragradient method and alternate minimization method; see, e.g., [2, 3, 5, 6, 7, 8, 9, 16, 17, 19, 20, 21, 22, 24, 27, 28] and the references therein. Alternate minimization method is a powerful method for constrained convex optimization models with separable structures, which fully utilize the structure properties of the considered problems. The alternate minimization method contained many efficient numerical methods such as alternate direction method of multipliers (ADMM) and various proximal ADMMs. In particular, the proximal ADMM involves the positive definiteness of the corresponding proximal matrix. Nevertheless, the positive definiteness of the related proximal matrix involved in proximal ADMM usually affect the overall convergence rate of the method as reported in the literature.
The Lagrangian function of (1.1) is defined by
where λ ∈ R m the Lagrangian multiplier. The augmented Lagrangian function of problem (1.1) is defined by
where λ ∈ R m is the Lagrangian multiplier and β > 0 is a penalty parameter. For a given (y k , λ k ), the iterative scheme of alternate minimization method based on augmented Lagrangian function for solving optimization problem (1.1) reads as follows:
where L β (x, y, λ ) is defined by (1.2). The method (1. 3) is also called as the alternating direction method of multipliers (ADMM). In (1.3), the main task is to solve the subproblem of (1.3) to get the iteration point (x k+1 , y k+1 ). An effective method is to regularize the subproblem by using quadratic proximal term. Without loss of generality, we only discuss the case where the y-subproblem of (1.3) is regularized as follows:
    
x k+1 = argmin L β (x, y k , λ k ) | x ∈ X , y k+1 = argmin L β (x k+1 , y, λ k ) + 1 2 y − y k 2 D | y ∈ Y , λ k+1 = λ k − β Ax k+1 + By k+1 − b .
(1. 4) In (1.4), 1 2 y − y k 2 D is the quadratic proximal regularization term and D ∈ R n 2 ×n 2 is the proximal matrix, which is usually required to be positive definite in the literature; see, e.g., [23, 25] and the references therein. Observe that it is also probable to consider the case when the x-subproblem and y-subproblem are both proximally regularized; see, e.g., [10] . When Y = R n 2 , if the proximal matrix D in (1.4) is defined by
then the y-subproblem in (1.4) can be replaced by
Hence, (1.4) with D given in (1.5) can be equivalently reformulated as
where q k is given in (1.6).
Recently, He, Ma and Yuan [14] proposed the possibility of relaxing the positive definiteness requirement of (1.4) and affirmatively gave that it was not necessary to require the positive definiteness of the proximal matrix D in (1.4) . The parameter γ determines the step size for solving the y-subproblem in (1.4) . If the choice of (1.5) is relaxed to
where γ > β B B and τ ∈ (0, 1), then the quadratic proximal term 1 2 y − y k 2 D with D in (1.8) plays a lighter weight in the objective and y can be updated with a large step size. Finally, they suggested choosing an optimal choice that is τ = 0.8.
Recently, it has been mentioned that the large step length may accelerate the convergence empirically in the literature. He, Ma and Yuan [15] investigated the step length for updating the variable in the augmented Lagrangian method (shortly, ALM), and proposed the positive-indefinite proximal ALM (shortly, PIDP-ALM) with a general step size for updating the dual variable:
In order to ensure the convergence of PIDP-ALM (1.9), they deduced the relationship between the two step size parameters τ and γ, i.e., τ > 2+γ 4 . Based on the Peaceman-Rachford splitting method (shortly, PRSM), He et al. [11] introduced a relaxed factor α for ensuring the strictly contraction of the Peaceman-Rachford splitting method, i.e.,
(1.10)
They also established the worst-case O(1/t) convergence rate of this strictly contractive PRSM in a nonergodic sense and gave some applications in statistical learning and image processing. Motivated by the works [11, 14, 15] , we develop the convergence and iteration complexity of the alternate minimization method with the positive-indefinite proximal regularization terms for solving problem (1.1):
where α ∈ [0, 1), γ ∈ (0, 2), D 0 is defined by
with an arbitrarily given positive-definite matrix D ∈ R n 2 ×n 2 and τ ∈ (0, 1]. Clearly, D 0 defined by (1.12) is not necessarily positive definite when τ ∈ (0, 1).
In (1.11) , one of the primary purpose is to obtain the relationships among the step length parameters τ, α, γ and the penalty parameter β . Besides, the convergence and iteration complexity of the method (1.11) are established under suitable conditions. It is observed that method (1.11) is different from method (1.9) since it fully does exploit the separable structure of problem (1.1). Moreover, method (1.11) covers some existing algorithms as special cases. It is easy to see that if α = 0, γ = 1 and τ = 1 in (1.11), then (1.11) is reduced to positive definite linearized ADMM (1.4); if α = γ ∈ (0, 1) and τ satisfies D 0 = 0 for column full rank B in (1.11), then (1.11) is reduced to the strictly contractive PRSM (1.10); if α = 0 and γ = 1 in (1.11), then (1.11) is reduced to the form of positive indefinite linearized ADMM in [14] with different proximal matrix D defined by (1.8) .
The rest of this paper is organized as follows. In Section 2, we recall some preliminaries for the considered problem. The variational characterization of the proposed method (1.11) is presented in Section 3. In Section 4, we analyze the convergence properties of the proposed method (1.11) and the relationship among two step size parameters τ, α, γ and the penalty parameter β to ensure the convergence of the proposed method (1.11). In Section 5, the iterative complexity of the proposed method is established in the Ergodic sense.
PRELIMINARIES
In this section, we recall some definitions and basic results. A pair ((x * , y * ), λ * ) is called a saddle point of the Lagrangian function iff,
It is easy to reformulate (2.1) as the variational inequalities:
The above variational characterization can be rewritten as the compactly form of finding ω * ∈ Ω such that
where
We denote by Ω * the solution set of mixed variational inequality (2.2). For the convenience, we present the following notations:
and the signum function of a real number z is defined as follows:
It is easy to check that the mapping F is affine and (ω − ω) (F(ω) − F(ω)) = 0 for all ω, ω ∈ Ω. So, Ω * is convex because of the convexity of θ 1 and θ 2 . Therefore, ω * ∈ Ω is a solution of (2.2) if and only if it is a solution of the following mixed variational inequality:
It thus yields that
In view of this, we next define the approximate solution of the variational inequality (2.2) with the accuracy ε > 0.
) ω ∈ Ω is an approximation solution of (2.2) with the accuracy ε > 0 iff it satisfies
In the sequel, the following result will be frequently used. 
if and only if
VARIATIONAL CHARACTERIZATION OF ALGORITHM (1.11)
In this section, we will give a variational characterization of algorithm (1.11) from the perspective of variational inequalities, which can facilitate the understanding of the major difficulty in the convergence analysis of the proposed method.
Let (x k+1 , y k+1 , λ k+1 ) be generated by the algorithm (1.11) with the given essential variables (y k , λ k ). For the convergence analysis of algorithm (1.11), we give some auxiliary variables:
We first show the difference between the auxiliary variable ω k and a solution of variational inequality (2.2) Proposition 3.1. Let ω k+1 be generated by (1.11) with the given v k , and let ω k be defined by (3.1). Then
Proof. It follows from Fact 2.1 that the subproblems of (1.11) can be respectively formulated as
Also, (3.5) is equivalent to the following:
Accordingly, the inequalities (3.4) and (3.6) can be equivalently reformulated respectively as
and
By the definition of λ k , we have
Adding the left sides of the inequalities (3.7)-(3.9), we have
i.e.,
as required.
Remark 3.1. It is noted that the matrix Q defined by (3.3) is not symmetric and strong positive (or, psdplus matrix) because of the positive indefinite D 0 in particular, when τ ∈ (0, 1); the definition of strong positive/psd-plus matrix refer to the references [4, 18, 26] . So, the variational characterization (3.2) is different from the auxiliary principle in [4, 26] .
We next present the connections between the essential variable v k updated by the algorithm (1.11) and the auxiliary variable v k .
Let ω k+1 be generated by (1.11) with the given v k , and let v k be defined by (3.1) .
Proof. The proof is similar to that of [13, Lemma 3.2]. So, it is omitted.
(1) According to Propositions 3.1 and 3.2, algorithm (1.11) can be regarded as a prediction-correction method, whose new iterate is generated by the correcting point v k satisfying auxiliary variational inequality (3.2) and the prediction point v k satisfying (3.10). From (1.11), we can see that only v k is used to generate the next iteration and x k plays an intermediate role in the iteration process. This is the reason that the convergence results of various ADMM were established in terms of only the variable v k ; see, e.g., [1, 2, 8, 9, 10, 13, 14, 15] and the references therein. Also, the variables x and (y, λ ) in the literature were called intermediate and essential variables, respectively. Here we do emphasize that the prediction-correction interpretation of the algorithm (1.11) is only assisted for the theoretical analysis and there is not necessary to adopt this prediction-correction process to implement the scheme (1.11) practically.
In view of this, we will focus on analyzing the properties of the term:
where M −1 is the inverse matrix of M. Hence, we have
After calculation, one has
For the sake of brevity, we set
where the matrices Q and M are defined respectively by (3.3) and (3.11). Then (3.2) is equivalent to the following:
It is easy to verify that H is a positive definite matrix for all (τ, α, γ) ∈ P, where
By the definition of H, we have HM = Q and so, M HM = M Q. Then
Generally, the matrix G is not necessary positive definite for all (τ, α, γ) ∈ P.
THE CONVERGENCE ANALYSIS
In this section, we focus on the convergence analysis of algorithm (1.11) . In order to establish the convergence of algorithm (1.11), we give some useful preliminaries results.
Proposition 4.1. Let (ω k ) k∈N be the sequence generated by (1.11) and let ω k be defined by (3.1). Then
where G is defined by (3.14) .
Proof. The proof is similar to that of [14, Lemma 4.1] and so, it is omitted.
It is well-known that if the matrix G defined by (3.14) is positive definite, then inequality (4.1) essentially yields the convergence and its worst-case convergence rate; see, e.g., [2, 8, 13, 17, 22] and the references therein. Unfortunately, The G defined by (3.14) generally is not positive definite for (τ, α, γ) ∈ P. So, inequality (4.1) can not be directly applied to obtain the convergence and convergence rate. This difficulty makes the convergence analysis for algorithm (1.11) more challenging than that for the existing linearized ADMM (1.7). For dealing with the trouble resulted from the positive-indefiniteness of the matrix G defined by (3.14) , we intend to relax the crossing term
where ψ(·, ·) and ϕ(·, ·) are both nonnegative functions. The terms ψ(v k , v k+1 ) and ψ(v k−1 , v k ) in the right side of (4.2) can be manipulated consecutively between iterates, and the term ϕ(v k , v k+1 ) should be such an error bound that can measure how much ω k+1 fails to be a solution of the mixed variational inequality (2.2). If one gets such functions suiting (4.2), it follows from (4.1) that
for all ω ∈ Ω. Let us first refine the crossing term
Proposition 4.2. Let (ω k ) k∈N be the sequence generated by (1.11) and let ω k be defined by (3.1). Then
Proof. By the definition of G and y k = y k+1 , we have
and then
Hence, we have
Therefore, (4.4) is derived by substituting (4.6) and (4.7) into (4.5).
We next continue to estimate the crossing term 2(γ−α)
Proposition 4.3. Let (ω k ) k∈N be the sequence generated by (1.11) and let ω k be defined by (3.1). Then
Proof. Substituting λ k+1 = λ k+ 1 2 − γβ (Ax k+1 + By k+1 − b) into the inequality (3.5), we have
Taking y = y k and y = y k+1 in (4.8) for the (k + 1)-th and k-th iterations, respectively, and adding them, it follows that
Taking into account that
we obtain
By re-arranging the terms of the above formula and dividing by α + γ > 0, we have
Again, from λ k+ 1 2 = λ k − αβ (Ax k+1 + By k − b), we deduce that
Consequently,
which together with (4.9) obtains
Recall that 2) .
Using the Cauchy-Schwartz inequality, we conclude (1.12) ), by the Cauchy-Schwartz inequality for τ ∈ (0, 1], we have
The conclusion therefore follows directly from (4.12), (4.13), (4.14) and (4.15) .
For the sake of brevity, we set Γ := (1 − γ) sgn (1 − γ) in the rest of this paper. The following result follows directly from Propositions 4.2 and 4.3.
Proposition 4.4. Let (ω k ) k∈N be the sequence generated by (1.11) and ω k be defined by (3.1). Then
16)
We next give the statements on how to construct the functions ψ(·, ·) and ϕ(·, ·) in (4.2) and show the relations among parameters α, γ, τ and penalty parameter β ensuring the nonnegativity of ψ(·, ·) and ϕ(·, ·).
Remark 4.1.
(1) (Constructing functions ψ(·, ·) and ϕ(·, ·)) In (4.16), if we set
then inequality (4.16) is in the form of (4.2). (2) (Parameters α, β , τ and γ for ensuring the nonnegativity of ψ(·, ·) and ϕ(·, ·)) Note that the functions ψ(·, ·) and ϕ(·, ·) are nonnegative in (4.2). Clearly, if the coefficients in (4.16) are all nonnegative, then the functions ψ(·, ·) and ϕ(·, ·) defined respectively by (4.19) and (4.20) are nonnegative. Observe that Γ = (1 − γ) sgn (1 − γ) ≥ 0 and 1 − τ ≥ 0 for all γ > 0 and τ ∈ (0, 1]. Hence ψ(·, ·) defined by (4.19) is nonnegative whenever γ ≥ α. So, we only require that c 1 ≥ 0 and c 2 ≥ 0 under the condition γ ≥ α.
If c 1 ≥ 0, then
It follows that
If c 2 ≥ 0, then
So, 2 ≥ α + γ. We next split into two cases: Case I: If 2 = α + γ, then γ = α = 1, β > 0. Case II: If 2 > α + γ, then we have from (4.22) that (a) γ = α, β > 0 or, γ = 1, β > 0; (b) γ > α, γ = 1 and
In turn, since τ ≤ 1, it follows from (4.21) and simple calculation that
Clearly, if γ = 1, β > 0, (4.23) holds. Besides, if γ = α < 1 , 3α 3 − α 2 − 5α + 1 ≤ 0 and β > 0, then (4.23) holds. If γ > α, γ = 1 and 2 > α + γ, then (4.23) holds whenever parameters (α, β , γ) satisfy the following inequalities:
Altogether, if parameters (α, β , γ, τ) belong to the following set:
then c 1 ≥ 0 and c 2 ≥ 0. This together with Remark 3.2 3 yields that if parameters (α, β , γ, τ) ∈ S 1 , where 
then H defined by (3.12) is positive definite matrix, c 1 ≥ 0 and c 2 > 0.
Theorem 4.1. Let (α, β , γ, τ) satisfy (4.24). Let (ω k ) k∈N be the sequence generated by (1.11) and let ω k be defined by (3.1). Then 
where c 1 is defined by (4.17) and c 2 is defined by (4.18).
Proof.
Letting ω := ω * = (x * , v * ) ∈ Ω * in (4.26) and rearranging terms, we have
Since ω * is a solution of variational inequality (2.2), we obtain
This together with (4.27) yields the desired result.
We now present the main result on the convergence of the proposed method (1.11).
Theorem 4.2. Let (α, β , γ, τ) satisfy (4.25) and let (ω k ) k∈N be the sequence generated by (1.11) . Then the sequence (v k ) k∈N converges to an elementv ∈ V * .
Proof. Let us first show that the sequence (v k ) k∈N is bounded. Let v * ∈ V * . By Proposition 4.5, we have
Since (α, β , γ, τ) satisfies (4.25), we have
where v 0 = (y 0 , λ 0 ) and v 1 = (y 1 , λ 1 ) are the initial and the first generated iterates, respectively. Therefore, the sequence (v k ) k∈N is bounded.
Next, we show that v k − v k+1 → 0 as k → +∞. Adding both sides of the inequality (4.28) over all k, we have
Since D and H are positive definite, the above inequality implies that Finally, we show that the sequence (v k ) k∈N converges to some point V * . It follows from (4.32) and Proposition 3.2 that
Since M is non-singular, (4.33) implies that v k − v k → 0. According to the boundedness of (v k ) k∈N , ( v k ) k∈N is also bounded. Letv be a cluster point of ( v k ) k∈N and letx be the vector accompanied witĥ v = (ŷ,λ ) ∈ V . Then there exists a subsequence ( v k j ) j∈N of ( v k ) k∈N such that v k j →v. Hence, using (4.26) yields thatω
namely,ω is a solution of variational inequality (2.2) and its essential partv ∈ V * . Taking into account that v k − v k → 0, there exists a subsequence (v k j ) j∈N of (v k ) k∈N corresponding to the subsequence ( v k j ) j∈N such that v k j →v. Setting v * :=v ∈ V * in (4.29) and (4.30), we deduce that the sequence
Therefore, the sequence v − v k 2 H k∈N is convergent. Since H is positive definite, the sequence v − v k k∈N is convergent too. Accordingly, one has
i.e., the sequence (v k ) k∈N converges tov.
We next give an example to show that the sequence the sequence (v k ) k∈N generated by the proposed method (1.11) diverges when α + γ ≥ 2. Throughout this paper, all codes are written in Matlab and all experiments are performed in Matlab R2012b on a workstation with an Intel(R) Pentium(R) CPU 2117U (1.80 GHz) and 4GB RAM. Then D 0 = − 1 2 is negative definite. The numerical simulation curves of sequences (y k ) k∈N , (λ k ) k∈N and (v k ) k∈N = (y k , λ k ) k∈N generated by the proposed method (1.11) with initial point (y 0 , λ 0 ) = (1, 1) see Figures 1, 2 and 3 , which also illustrate the divergence of (v k ) k∈N and (λ k ) k∈N with different α, γ and α + γ ≥ 2. However, if α and γ with the given β = 2 and τ = 1 2 satisfy (4.25), then the sequence (ω k ) k∈N generated by (1.11) indeed is convergent to some element of V * . The numerical computational results are reported in Table 1 with the terminate condition v k+1 − v k < 10 −6 . From Table 1 , we can see that (v k ) k∈N = (y k , λ k ) k∈N and (ω k ) k∈N = (x k , y k , λ k ) k∈N are convergent to (1, 0) and (1, 0, 0), respectively. Actually, it is easy to verify that V * = {(1, 0)} and (x, y) = (1, 0) is the unique solution of the problem (1.1). (1,1) 1.0000 0.0000 3.0361e −07 31 7.5740 (2/5, 1.1) (1,1) 1.0000 0.0000 3.0041e −07 23 6.1340 (2/5, 0.8) (1,1) 1.0000 0.0000 7.7824e −08 11 3.0367
COMPLEXITY
In this section, we concentrate on the iteration complexity of the objective data for the proposed method (1.11) in the ergodic sense.
Theorem 5.1. Let (α, β , γ, τ) satisfy (4.24). Let (ω k ) k∈N be the sequence generated by (1.11) and let ω k be defined by (3.1). Then after t iterations of method (1.11), ω t is an approximation solution of (2.2) with the accuracy O(1/t), i.e., ω t ∈ Ω and
where B ω t defined by (2.4), 
This completes the proof.
