We introduce the concept of index for regular Dirichlet forms by means of energy measures, and discuss its properties. In particular, it is proved that the index of strong local regular Dirichlet forms is identical with the martingale dimension of the associated diffusion processes. As an application, a class of self-similar fractals is taken up as an underlying space. We prove that first-order derivatives can be defined for functions in the domain of the Dirichlet forms and their total energies are represented as the square integrals of the derivatives.
Introduction
The concept of dimensions with regard to stochastic processes has been studied in various contexts. For example, Motoo and Watanabe [15] considered a class M of martingale additive functionals of general Markov processes, and proved that there exists a basis {x n } of M such that every element in M can be represented as a sum of stochastic integrals based on {x n } and a discontinuous part. This is a broad extension of the study by Ventcel' [21] , where the Brownian motion on R d was considered. The number of elements constituting the basis is sometimes called the martingale dimension, which coincides with the usual dimension of the underlying state space in typical cases. Some related arguments are found in the papers by Kunita and Watanabe [9] , Cramér [1] , and so on. Later, as a variation, Davis and Varaiya [2] introduced the concept of multiplicity of filtration in a more abstract setting, that is, on filtered probability spaces.
As another variation of these studies, in the first part of this article, we introduce the concept of index of regular Dirichlet forms (E, F ) using energy measures of functions in F . This definition is purely analytic. We then prove some of its properties; among others, we describe the identification of the index with the martingale dimension of the diffusion process associated with (E, F ) when the Dirichlet form is strong local. This fact has been proved by Kusuoka [10, 11] when the underlying space is a self-similar fractal (although the original definition of the index is equivalent to but different from that in this article). Our result is regarded as a natural generalization of Kusuoka's one.
In the latter part of this article, we focus on the case that the underlying space K is a fractal set. In such a case, it is difficult to obtain an explicit value of the index (in other words, the martingale dimension) of canonical Dirichlet forms, unlike the case of spaces with differential structures. Thus far, the only result that has been obtained is that Dirichlet forms (E, F ) associated with regular harmonic structures on post-critically finite (p.c.f.) self-similar fractals with some extra assumptions have an index of one ( [10, 6] ). As an application of this fact, we prove that every function f in F has a "first-order derivative" almost everywhere with respect to a minimal energy-dominant measure, and the total energy of f (namely, 2E(f, f )) is described as the square integral of the derivative. This representation appears as if the Dirichlet form were defined on a one-dimensional object, which can be regarded as a reflection of the property that the index is one. Here, of course, derivatives in the usual sense do not exist since the underlying space K does not have a differential structure. Instead, we take a good reference function g from F and define the derivative of f ∈ F as the infinitesimal ratio of the fluctuation of two functions f and g. From another viewpoint, we have a Taylor expansion of f with respect to g up to the first order. The concept that the total energy of f can be described as a square integral of a type of vector-valued gradient was first introduced by Kusuoka [10, 11] (see also [20] for a related work). The contribution of this paper is the observation that only one good reference function is sufficient for the study of the infinitesimal behaviour of every function in F and almost every point in K when the index is one. Recently, Pelander and Teplyaev [17] studied a topic similar to the one addressed in this article and proved the existence of derivatives of a type of smooth function on some self-similar fractals. In their results, the existence of the derivative is assured almost everywhere with respect to self-similar measures, while in this paper, the derivative is proved to exist almost everywhere with respect to some energy measures. Since self-similar measures and energy measures are mutually singular in many cases ( [5, 7] ), these results are not comparable.
As a general theory, a good reference function can be taken from a certain dense subset of F . Exactly what function we can take is not obvious. We will provide a partial answer to this problem; in the case of non-degenerate generalized Sierpinski gaskets, we prove that every nonconstant harmonic function can be taken as a reference function. As a byproduct of this result, the energy measures of arbitrary nonconstant harmonic functions are mutually absolutely continuous. This fact is new even for the case of a two-dimensional standard Sierpinski gasket.
This article is organized as follows. In section 2, we introduce the concept of index of regular Dirichlet forms and study its properties. In section 3, the index is characterized in terms of the martingale dimension when the Dirichlet form is strong local. In section 4, we review the theory of self-similar Dirichlet forms on p.c.f. self-similar fractals; we then discuss the index of such fractals and related topics. In the last section, we prove the existence of derivatives of functions on p.c.f. fractals when the index is one. Some properties of Sierpinski gaskets are also investigated in detail.
Concept of index of regular Dirichlet forms
Let K be a locally compact, separable, and metrizable space, and µ, a σ-finite Borel measure on K with full support. We denote the Borel σ-field of K by B(K). Let C(K) denote the set of all continuous real-valued functions on K, and C 0 (K), the set of all functions in C(K) with compact support. 
Proof. If f is a linear combination of f 1 , . . . , f N for some N ∈ N, then ν f ≪ ν by using (2.2). From Lemma 2.2, ν f ≪ ν for all f ∈ F. Therefore, assumption (i) in Definition 2.1 holds. Next, suppose that a σ-finite Borel measure ν ′ on K satisfies (i) in Definition 2.1 with ν replaced by Proof. The only if part is obvious from the definition of the minimal energy-dominant measure. Suppose that ν f (B) = 0 for every f ∈ F. Take
′ is a minimal energy-dominant measure by Lemma 2.3. Since ν ′ and ν are mutually absolutely continuous and ν ′ (B) = 0, we obtain ν(B) = 0.
For a signed Borel measure µ 1 and a σ-finite Borel measure µ 2 on K such that µ 1 ≪ µ 2 , we denote the Radon-Nikodym derivative of µ 1 with respect to µ 2 by dµ1 dµ2 (or dµ 1 /dµ 2 ).
Lemma 2.5. Let ν be a minimal energy-dominant measure and f, g ∈ F.
Proof. (i) Since dν sf −tg /dν ≥ 0 ν-a.e. for all s, t ∈ R, we have, for ν-a.e., for all s, t ∈ Q,
Therefore,
The assertions are derived from this inequality.
(ii) Since ν f,g = (ν f +g − ν f −g )/4, it is sufficient to consider the case that f i = g i for all i and f = g. From (2.3), we have
which converges to 0 as i → ∞.
be a sequence in F and ν, a minimal energy-dominant measure. For i, j ∈ N, denote the Radon-Nikodym derivative dν fi,fj /dν by Z i,j . When ν is a finite measure, one of the concrete ways to construct Z i,j is as follows. Let
, and each B n is generated by finitely many Borel subsets of K. For each n ∈ N, B n is provided by a partition of K consisting of finitely many disjoint Borel sets B 1 n , . . . , B
Mn n for some M n ∈ N. Then, for each i, j ∈ N, the Radon-Nikodym derivative Z i,j n of ν fi,fj | Bn with respect to ν| Bn is defined by
Here, 0/0 := 1 by convention. We define
From the martingale convergence theorem, ν(K \ K 0 ) = 0. For each i, j ∈ N, we define
Then, Z i,j is a Borel measurable function on K and it is equal to dν fi,fj /dν. We thus have the following claim which is evident from the manner in which Z i,j (x) is constructed.
(ii) For every N ∈ N and x ∈ K, the N × N matrix
is symmetric and nonnegative definite.
Even if ν is an infinite measure, it is evident to see that we can define a version of Z i,j = dν fi,fj /dν such that the claims of Lemma 2.6 hold. Hereafter, we always take a version of the Radon-Nikodym derivatives Z i,j for given
and ν in this manner. Denote the usual real ℓ 2 -space by ℓ 2 , namely,
The canonical inner product and the norm on ℓ 2 will be denoted by (·, ·) ℓ2 and · ℓ2 , respectively. We define
Proof. It is sufficient to prove that dν f /dν > 0 ν-a.e. for f in some dense subset of F , where ν is an arbitrarily fixed minimal energy-dominant measure.
Take a c.o.n.s.
3, ν is a minimal energy-dominant measure with ν(K) < ∞. We define K 0 and Z i,j for i, j ∈ N as (2.5) and (2.6), respectively. Then, by construction,
In particular, the following holds:
Fix a Gaussian measure κ on ℓ 2 such that the support of κ is ℓ 2 and κ does not charge any proper closed subspaces of ℓ 2 . Let a = (a i ) i∈N ∈ ℓ 2 and define
Here, the infinite sum given above converges in F . Indeed,
We denote the map ℓ 2 ∋ a → g ∈ F by Ψ, which is a contraction operator. Then, from Lemma 2.
This implies that (dν gN /dν)(x) converges as N → ∞ for x ∈ K. The limit must be (dν g /dν)(x) for ν-a.e. x. We define
From this domination,
provides a bounded nonnegative definite and symmetric bilinear form on ℓ 2 . Then, there exists a bounded nonnegative definite and symmetric operator A x on ℓ 2 such that
The kernel of A x , which is denoted by ker A x , is equal to {a ∈ ℓ 2 | Φ x (a, a) = 0}. When x ∈ K 1 , A x = 0 from (2.8), which implies that ker A x is a proper closed subspace of ℓ 2 . Therefore, κ(ker A x ) = 0 for x ∈ K 1 , in particular, for ν-a.e. x. Now, we set
This is a Borel subset of K × ℓ 2 . The above observation together with the Fubini theorem implies (ν ⊗ κ)(X) = 0. Then, ν(X a ) = 0 for κ-a.e. a ∈ ℓ 2 , where
Consequently, there exists some S ⊂ ℓ 2 with κ(ℓ 2 \ S) = 0 such that for a ∈ S, dν g /dν > 0 ν-a.e., where g = Ψ(a). That is, ν g is a minimal energy-dominant measure for such g. The map Ψ : ℓ 2 → F is contractive, and Ψ(ℓ 2 ) is dense in F . Since S is dense in ℓ 2 , Ψ(S) is also dense in F . This completes the proof.
Remark 2.8. In the proof of Proposition 2.7, it is not necessary for the measure κ to be Gaussian. It is sufficient for the proof that κ has a full support and that it does not charge any proper closed subspaces of ℓ 2 .
Fix a minimal energy-dominant measure ν of (E, F ). Let Z + denote the set of all nonnegative integers. Definition 2.9. (i) The pointwise index p(x) of (E, F ) is defined as a measurable function on K taking values in Z + ∪ {+∞} such that the following hold: (a) For any N ∈ N and any f 1 , . . . , f N ∈ F,
(ii) The index p of (E, F ) is defined as p = ν-ess sup x∈K p(x) ∈ Z + ∪ {+∞}. In other words, p is the smallest number satisfying the following: for any N ∈ N and any f 1 , . . . , f N ∈ F,
This definition is independent of the choice of a minimal energy-dominant measure ν. The pointwise index p(x) is unique up to ν-equivalence. Its existence is assured by the following proposition.
is the pointwise index of (E, F ).
Proof. It is sufficient to prove that for any M ∈ N and g 1 , .
.
which is equal to the (k, l)-th component of the matrix
Next, suppose that g k ∈ F for every k. Take {g
. By taking a subsequence if necessary, we may assume that this convergence is also in ν-a.e. sense. From the lower semi-continuity of rank, we have
This completes the proof.
Proposition 2.11. The pointwise index p(x) is greater than 0 for ν-a.e. x. In particular, unless E(f ) = 0 for every f ∈ F, the index p is greater than 0.
Proof. Let B = {x ∈ K | p(x) = 0}. Take any f ∈ F. Since the rank of the 1 × 1 matrix ((dν f /dν)(x)) is 0 for ν-a.e. x in B, dν f /dν = 0 ν-a.e. on B. Therefore, ν f (B) = 0. From Lemma 2.4, ν(B) = 0. The latter assertion arises from the fact that ν does not vanish unless E(f ) = 0 for every f ∈ F.
For p ∈ N, let (·, ·) R p and | · | R p denote the standard inner product and the Euclidean norm on R p , respectively.
and Z i,j be the same as in Proposition 2.10. Then, the index of (E, F ) is less than or equal to p if and only if there exists a sequence
, and ζ j k (x) = 0 for all j ∈ N and k > p(x), where
Proof. First, we prove the if part. Let
ν-a.e. x, and thus its rank is less than or equal to p(x). Therefore, the index of (E, F ) does not exceed p. Next, we prove the only if part. We may assume that p(x) is defined as in Proposition 2.10. Let r, N ∈ N and S r N = {A | A is a nonnegative definite and real symmetric matrix of size N and rank A ≤ r}.
where U is an orthogonal matrix of size N and
is a real diagonal matrix of size N such that d i,i ≥ 0 for all i and d i,i = 0 when i > r. Then, by letting G = √ DU , we have A = t GG and all the components of the i-th row of G are zero for i > r. Therefore, it suffices to define ξ j ∈ R r so that its i-th component is the
, which is regarded as a closed subset of R N×N (with the product topology).
for every i and j}.
We will prove
for all i, j = 1, . . . , N . By the diagonalization argument, we can take an increasing sequence
In the same manner, we can prove that K A is a compact set of (R r ) N with the product topology. Moreover, if a sequence 
Remark 2.13. When p = 1, the only if part of Proposition 2.12 is proved in a simpler and more elementary manner as follows. We define K(0) = ∅ and
We will discuss the stability of the pointwise index. Recall that a regular Dirichlet form
for any f, g ∈ F as long as both supp f and supp g are compact and g is constant on a neighborhood of supp f . Here, supp f is defined as the support of the measure |f | · µ on K.
Proposition 2.14. Suppose that (E, F ) and (Ẽ,F ) are both strong local regular Dirichlet forms on L 2 (K, µ). If these are equivalent, namely, F =F and there exist positive constants c 1 and c 2 such that
then ν is also a minimal energy-dominant measure of (Ẽ,F ), and the pointwise indices of (E, F ) and (Ẽ,F) coincide for ν-a.e. x.
Proof. Letν f denote the energy measure of f with respect to (Ẽ,F ). From [12, Proposition 1.5.
Therefore, ν is also a minimal energy-dominant measure of (Ẽ,F ).
. For n = 1, . . . , N , denote the n-th eigenvalue of Z N (x) (resp.Z N (x)) from below by λ n (x) (resp.λ n (x)). From the minmax principle,
Here, G N,n (R) is the Grassmann manifold consisting of all n-dimensional subspaces of R N . Note that by the separability of G N,n (R), we may replace G N,n (R) and M \ {0} in the above equations by countable dense subsets. Since
Therefore, c
x. This implies that rank Z N (x) = rankZ N (x) for ν-a.e. x, which completes the proof. 
where
and the Lebesgue measure can be taken as a minimal energydominant measure. From Proposition 2.12, the index is less than or equal to d. For R > 0, let ϕ(t) be a C ∞ -function on R with compact support such that ϕ(t) = 1 on [−R, R] and
Since R is arbitrary, the pointwise index is d dx-a.e. and the index is d. From Proposition 2.14, the same is true for the Dirichlet
where σ(x) is a d × d matrix valued measurable function on R d such that there exist some positive numbers c 3 and c 4 satisfying
When σ(x) is degenerate or unbounded, the pointwise index p(x) should be equal to rank σ(x) dx-a.e. as long as the domain of the Dirichlet form contains sufficiently many functions so that the argument similar to the above one is valid.
In the example above, the index can be calculated easily because the Dirichlet form is given by the square integral of the gradient. Otherwise, determining the index is not straightforward and it may be difficult to determine. For instance, it is an open problem to determine the index of the canonical Dirichlet forms on Sierpinski carpets, which are typical infinitely ramified self-similar fractals.
Probabilistic counterpart of index
In this section, we discuss the probabilistic interpretation of the index of (E, F ). For this purpose, let us review the theory of additive functionals associated with (E, F ) on L 2 (K, µ), following [3, Chapter 5] . The capacity Cap associated with (E, F ) is defined as In what follows, we consider only the case that (E, F ) is strong local. From the general theory of regular Dirichlet forms, we can construct a diffusion process {X t } on K ∆ defined on a filtered probability space (Ω, F ∞ , P, {P x } x∈K∆ , {F t } t∈[0,∞) ) associated with (E, F ). Here, K ∆ = K ∪ {∆} is a one-point compactification of K and {F t } t∈[0,∞) is a minimum completed admissible filtration. Any numerical function f on K extends to K ∆ by letting f (∆) = 0. The relationship between {X t } and (E, F ) is explained in such a way that the operator f → E x [f (X t )] produces the semigroup associated with (E, F ), where E x denote the expectation with respect to P x . We may assume that for each t ∈ [0, ∞), there exists a shift operator θ t : Ω → Ω that satisfies X s • θ t = X s+t for all s ≥ 0. Denote the life time of
is referred to as an additive functional if the following conditions hold:
-There exist a set Λ ∈ σ(F t ; t ≥ 0) and an exceptional set N ⊂ K such that P x (Λ) = 1 for all x ∈ K \ N and θ t Λ ⊂ Λ for all t > 0; moreover, for each ω ∈ Λ, A · (ω) is right continuous and has the left limit on [0,
, and
The sets Λ and N referred to above are called a defining set and an exceptional set of the additive functional A, respectively. A finite (resp. continuous) additive functional is defined as an additive functional such that 
Further, if two positive continuous additive functionals A (1) and A (2) have the same Revuz measures, then A
(1) and A (2) coincide up to the natural equivalence. Let P µ be a measure on Ω defined as P µ (·) = K P x (·) µ(dx). Let E µ denote the integration with respect to P µ . We define the energy e(A) of additive functional A as
if the limit exists. Let M be the space of martingale additive functionals of {X t } that is defined as
M is a finite additive functional such that M · (ω) is right continuous and has a left limit on [0, ∞) for ω in a defining set of M , and for
Due to the assumption that (E, F ) is strong local, any M ∈ M is in fact a continuous additive functional ([3, Lemma 5.5.1 (ii)]). Each M ∈ M admits a positive continuous additive functional M referred to as the quadratic variation associated with M that satisfies
t ], t > 0 for q.e. x ∈ K, and the following equation holds:
We set
M is a Hilbert space with inner product
, which is a unique element in
We may write
The space N c of the continuous additive functionals of zero energy is defined as
e. x ∈ K and t > 0 .
For each u ∈ F, we have a quasi-continuous modificationũ of u in the restricted sense, that is, u =ũ µ-a.e., and for any ε > 0, there exists an open subset • M and N [u] ∈ N c such that
t , t > 0, P x -a.e. for q.e. x.
is equal to the energy measure ν u of u. Therefore,
(3.5)
We recall the following claim. 
By using this lemma, we can prove some basic properties for Revuz measures as follows. 
and In addition, µ M,M ′ ≪ ν from (3.2). Equations (3.6) and (3.7) follow from an argument similar to the proof of Lemma 2.5 (i).
(ii): This claim is proved in exactly the same manner as Lemma 2.5 (ii).
Definition 3.3 (cf. [6] ). The AF-martingale dimension of {X t } (or of (E, F )) is defined as a smallest number p in Z + satisfying the following: there exists a sequence
M has a stochastic integral representation
If such p does not exist, the AF-martingale dimension is defined as +∞.
This definition is basically consistent with the works by Motoo and Watanabe [15] and Davis and Varaiya [2] . From now on, we will omit the symbol AF (an abbreviation of "additive functionals") and only write martingale dimension. 
For x ∈ K, let ℓ Z(x) be the set of all equivalent classes of ℓ 0 with respect to the equivalent relation ∼ x derived from pre-inner product ·, · Z(x) . That is, ℓ Z(x) = ℓ 0 / ∼ x , where a ∼ x b if and only if a − b, a − b Z(x) = 0.
Lemma 3.5. The dimension of ℓ Z(x) is equal to the pointwise index p(x) of (E, F ) for ν-a.e. x.
Proof. Fix x ∈ K and take
. Then, it is an elementary fact that
where a ∼ x,N b is defined as
By letting N → ∞, we obtain dim ℓ Z(x) = p(x) for ν-a.e. x from Proposition 2.10.
Each g i is a bounded Borel function on K, and there exists some n ∈ N such that g i = 0 for all i ≥ n .
Note that for g ∈ C, g(x) = (g i (x)) i∈N belongs to ℓ 0 for each x ∈ K. We define a pre-inner product ·, · Z on C by
For g = (g i ) i∈N ∈ C, we define
We note that the sum above is in fact a finite sum. Proof. For g = (g i ) i∈N ∈ C and g ′ = (g ′ i ) i∈N ∈ C, from (3.1), (3.4), and (3.5),
By virtue of Lemma 3.1 and the fact that the linear span of {f
Borel function on K, and (g i (x)) i∈N ∈ ℓ 0 for ν-a.e. x}.
Lemma 3.7. Suppose that the index p of (E, F ) is finite and nonzero. Then, there exist
where p(x) is the pointwise index of (E, F ).
Proof. The proof is based on the Gram-Schmidt orthogonalization. Let
which is dense in ℓ Z(x) for ν-a.e. x ∈ K. Here, by abuse of notation, an element of ℓ 0 is also regarded as its equivalent class in ℓ Z(x) . We regard each element of ℓ Q as an ℓ 0 -valued constant function on K and ℓ Q as a subset of D. Since ℓ Q is a countable set, we can write
We define h (1) = R(u (1) ) and
inductively. By taking account of Lemma 3.5, for ν-a.e. x, there exists a unique n 1 < n 2 < · · · < n p(x) , n i ∈ N for each i, such that
for k = 1, . . . , p. Here, note that n k depends on x. Then, g (1) , . . . , g (p) satisfy the desired properties.
Proof of Theorem 3.4.
First, we prove that the martingale dimension is less than or equal to the index p. It suffices to assume 1 ≤ p < ∞. Take g (1) , . . . , g (p) in Lemma 3.7, and define
is a nondecreasing sequence and ν (K \ ∞ l=1 K l ) = 0. Let k ∈ {1, . . . , p} and l ∈ N. Keeping in mind that ( 
Note that ∞ i=1 in the above equation can be replaced by
Here, the infinite sums are actually finite sums. From this, {M
is a Cauchy sequence in (
• M, e). We denote the limit by M (k) . From a calculation similar to (3.9), we have µ M
by letting l → ∞. Now, we will prove that any M ∈
• M is expressed as
Here, since
from Lemma 3.2 (i) and (3.
is well-defined. To begin with, suppose that M is described as
, where i ∈ N and u is a bounded Borel function on K such that u = 0 on K \ K l for some l ∈ N.
(3.13)
We may assume l ≥ i. In order to prove (3.12), it suffices to prove that the Revuz measures of both sides coincide. We have
(from (3.10) and (3.11))
k=1 is an orthonormal basis of ℓ Z(x) . Therefore,
Combining these equalities, we conclude that µ M = µ p k=1 h k •M (k) and (3.12) holds. The set of all linear combinations of additive functionals M expressed as (3.13) is dense in • M, which is proved in the same manner as Lemma 3.1. Thus, (3.12) holds for every M ∈ • M by approximation. Therefore, the martingale dimension is less than or equal to p.
Next, we prove that the index is less than or equal to the martingale dimension p. We may assume 1 ≤ p < ∞. Then, there exist
. Take arbitrary finitely many functions g 1 , . . . , g N from
, and U (x) is a p × N matrix and R(x) is a p × p matrix provided by
This implies that rank Z N (x) ≤ p ν-a.e. x. Thus, the index is less than or equal to p.
constructed in the first part of the proof satisfy
where p(·) is taken to be Borel measurable, and in particular,
t , P x -a.e. for q.e. x. This is consistent with the definition of the multiplicity of filtration in [2] . ( 
Index of p.c.f. fractals
In this section, we take self-similar fractals as K. We follow [8] to provide a framework. Let K be a compact metrizable topological space, N be an integer greater than one, and set S = {1, 2, . . . , N }. Further, let ψ i : K → K be a continuous injective map for i ∈ S. Set Σ = S N . For i ∈ S, we define a shift operator σ i : Σ → Σ by σ i (ω 1 ω 2 · · · ) = iω 1 ω 2 · · · . Suppose that there exists a continuous surjective map π : Σ → K such that ψ i • π = π • σ i for every i ∈ S. We term L = (K, S, {ψ i } i∈S ) a self-similar structure.
We also define W 0 = {∅}, W m = S m for m ∈ N, and denote m≥0 W m by W * . For w = w 1 w 2 · · · w m ∈ W m , we define ψ w = ψ w1 • ψ w2 • · · · • ψ wm and K w = ψ w (K). By convention, ψ ∅ is the identity map from K to K. For w = w 1 w 2 · · · w m ∈ W m and w ′ = w
is a filtration on K and the σ-field generated by {B m | m ≥ 0} is equal to B(K).
where σ m : Σ → Σ is a shift operator that is defined by σ m (ω 1 ω 2 · · · ) = ω m+1 ω m+2 · · · . The set P is referred to as the post-critical set. We assume that K is connected and the self-similar structure (K, S, {ψ i } i∈S ) is post-critically finite (p.c.f.), that is, P is a finite set. Figure 1 shows some typical examples of p.c.f. self-similar sets K, where the set of black points is V 0 . The three-dimensional Sierpinski gasket is realized in R 3 , and other sets are realized in R 2 .
Figure 1. Examples of p.c.f. self-similar sets. From the upper left, two-dimensional standard Sierpinski gasket, two-dimensional level-3 S. G., three-dimensional standard S. G., Pentakun (pentagasket), snowflake, heptagasket, the Vicsek set, and Hata's tree-like set.
Let
For a finite set V , let l(V ) be the space of all real-valued functions on V . We equip l(V ) with an inner product (·, ·) l(V ) defined by (u, v) l(V ) = q∈V u(q)v(q). Let D = (D′ ) q,q ′ ∈V0 be a symmetric linear operator on l(V 0 ) (also considered to be a square matrix of size #V 0 ) such that the following conditions hold: (D1) D is nonpositive definite, (D2) Du = 0 if and only if u is constant on
. This is a Dirichlet form on l(V 0 ), where l(V 0 ) is identified with the L 2 space on V 0 with the counting measure ([8, Proposition 2.
1.3]).
For r = {r i } i∈S with r i > 0, we define a bilinear form E (m) on l(V m ) as
Here, r w = r w1 r w2 · · · r wm for w = w 1 w 2 · · · w m and r ∅ = 1. We refer to (D, r) as a harmonic structure if for every v ∈ l(V 0 ),
Then, for m ∈ Z + and u ∈ l(V m+1 ), we obtain E (m) (u| Vm , u| Vm ) ≤ E (m+1) (u, u). We consider only a harmonic structure that is regular, namely, 0 < r i < 1 for all i ∈ S. Several studies have been conducted on the existence of regular harmonic structures such as [13, 4, 16] . We only remark here that all nested fractals have canonical regular harmonic structures. Nested fractals are self-similar sets that are realized in Euclidean spaces and have good symmetry. For the precise definition, see [13, 8] . All the fractals shown in Figure 1 except Hata's tree-like set are nested fractals. Hata's tree-like set also has regular harmonic structures; see Proposition 4.6 below.
We assume that a regular harmonic structure (D, r) is given. Let µ be a Borel probability measure on K with full support. We can then define a strong local and regular Dirichlet form
(See the beginning of [8, section 3.4].) For a map ψ : K → K and a function f on K, ψ * f denotes the pullback of f by ψ, that is,
The Dirichlet form (E, F ) constructed above satisfies the self-similarity: 
where, in general, Osc x∈B f (x) := sup x∈B f (x) − inf x∈B f (x) for B ⊂ K. By utilizing this inequality, it is easy to prove that the capacity associated with (E, F ) of any nonempty subset of K is uniformly positive (see, e.g., [6 (ii) The measure ν f has no atoms. In particular, ν f (V * ) = 0.
(iii) For w ∈ W * and a Borel subset B of K w ,
In addition, note that since 1 ∈ F and E(1, 1) = 0,
The underlying measure µ does not play an important role with regard to the energy measures since they are independent of the choice of µ.
For each u ∈ l(V 0 ), there exists a unique function h ∈ F such that h| V0 = u and E(h) = inf{E(g) | g ∈ F, g| V0 = u}. Such a function h is termed a harmonic function. The space of all harmonic functions is denoted by H. For any w ∈ W * and h ∈ H, ψ * w h ∈ H. By using the linear map ι : l(V 0 ) ∋ u → h ∈ H, we can identify H with l(V 0 ). In particular, H is a finite dimensional subspace of F , and the norm · F on H is equivalent to (ι 5) which is also considered as a square matrix of size #V 0 . Let I be the set of all constant functions on K, which is a one-dimensional subspace of H. Let Q be an arbitrary projection operator from H to I. Define P = Id − Q, where Id is an identity operator on H. For each i ∈ S, set A
. By convention, A ∅ = Id and A ′ ∅ = P . Let 1 ∈ l(V 0 ) be a constant function on V 0 with value 1. Since each A i has an eigenvalue 1 with 1 as eigenfunctions,
In addition, since DQ = 0 and D is symmetric,
For m ≥ 0, let H m denote the set of all functions f in F such that ψ * w f ∈ H for all w ∈ W m . Let H * = m≥0 H m . Functions in H * are referred to as piecewise harmonic functions. From [6, Lemma 2.1], H * is dense in F . Lemma 4.2. Let w ∈ W * and f, h ∈ H. Then, In what follows, we fix a minimal energy-dominant measure ν with ν(K) < ∞. For the proof of (4.9), take x ∈ K w \ V * and n ≥ m. Then, from Lemma 4.1,
Letting n → ∞, we obtain (4.9).
. Then, the index of
Proof. It suffices to prove that the index is less than or equal to p. Take a sequence
from H * such that the linear span of
. From Proposition 2.10, it is sufficient to show that ν-ess sup 
where ν ′ m is provided in Proposition 4.3. Therefore, ν-ess sup x∈Kw rank Z N (x) ≤ p. Since w ∈ W m is arbitrary, we obtain (4.10).
For determining the index of (E, F ), the following result is the most general one available at present, which is an extension of the result described in [10] . 
]).
Suppose that for each q ∈ V 0 , q is a fixed point of ψ i for some i ∈ S and K \ {q} is connected. Then, the index (or equivalently, the martingale dimension) of (E, F ) is one.
The author expects that the index is always one without the assumption of Theorem 4.5, but does not know the proof nor the counterexamples at the moment. All nested fractals satisfy the assumption of Theorem 4.5 (see e.g. [8, Theorem 1.6.2 and Proposition 1.6.9] for the proof). A typical example that does not satisfy the assumption is Hata's tree-like set (shown in the lower right-hand side of Figure 1 ). More precisely, let c ∈ C \ R such that 0 < |c| < 1 and 0 < |1 − c| < 1. Hata's tree-like set is a unique nonempty compact subset K of C such that K = ψ 1 (K) ∪ ψ 2 (K), where ψ 1 (z) = cz and ψ 2 (z) = (1 − |c| 2 )z + |c| 2 for z ∈ C. Then, V 0 = {c, 0, 1} and c is not a fixed point of ψ 1 nor ψ 2 . However, even in this case, we can prove that the index is one by the following direct computation. 
for a > 0, 0 < r < 1 and rh = 1 (cf. [8, Example 3.1.6]), where we identify l({c, 0, 1}) with R 3 . We may assume a = 1 to prove the claim. Then, the matrices A 1 and A 2 defined by (4. 
ν-a.e. x as n → ∞ by the martingale convergence theorem, and
and Proposition 2.11, the index is one.
Remark 4.7. The index discussed in this section may be different from that defined in [17] . The author does not know whether these two definitions are equivalent or not.
Derivatives of functions on p.c.f. fractals
In this section, we discuss the concept of derivatives of functions on p.c.f. self-similar fractals. We use the same notations as those in the previous section.
Lemma 5.1. There exists a constant c 6 > 0 such that for any f ∈ F, x ∈ K \ V * , and n ∈ Z + ,
Proof. From (4.3), (4.4), and Lemma 4.1 (iii), we have
For n ∈ Z + , define a map H n : F → H n so that H n (f ) is a unique function in H n satisfying f = H n (f ) on V n . Note that E(H n (f )) ≤ E(f ) for all n and f − H n (f ) F → 0 as n → ∞. We write H for H 0 .
Let g ∈ F dom , where F dom is defined in (2.7). Let g n denote H n (g) for n ∈ Z + . Take a sequence {n(k)} ↑ ∞ such that
Here, by convention, 0/0 := 1.
Proof. For each k ∈ N, from (2.4),
with respect to ν g for given B n(k) , that is,
where the right-hand side is defined as 0 if
Therefore, for ν g -a.e. x,
we obtain the claim. 
Proof. From Lemma 5.2, for ν g -a.e. x, there exists k 0 (x) ∈ N such that
Since H is a finite dimensional space and both of the maps H ∋ h → Osc y∈V0 h(y) ∈ R and H ∋ h → E(h) ∈ R provide norms on H, there exists a constant c 8 > 0 depending only on (E, F ) such that for every h ∈ H,
This inequality also holds for h ∈ H.
Combining (5.2) and (5.3), we obtain the first claim.
To prove the second claim, let
is fundamental system of neighborhoods of each x ∈ K \ V * , B is nothing but K \ (V * ∪ supp ν g ). Therefore, ν g (B) = 0. This and the first claim imply the second claim.
The following is one of the main theorems of this section.
Theorem 5.4. Suppose that the index of (E, F ) is one. Let g ∈ F dom . Then, for every f ∈ F, for ν g -a.e. x, there exists a unique real number
where R x (y) is negligible in the following sense:
where the sequence {n(k)} ↑ ∞ is taken so that (5.1) holds. In particular,
Moreover, it holds that
and the map 
Proof. Take an arbitrary c.o.n.s.
of F , and define Z i,j = dν fi,fj /dν g for i, j ∈ N. From Proposition 2.12 and the assumption that the index is one, there exists a sequence
for ν g -a.e. x and K dν f,h dν g (x) ν g (dx) = ν f,h (K) = 2E(f, h), which imply that γ is not only well-defined as a bounded linear operator from F to L 2 (K, ν g ) but it also satisfies the relation γ(f )γ(h) = dν f,h dν g ν g -a.e. (5.8) for every f, h ∈ F. In particular, |γ(g)| = 1 ν g -a.e. We write γ f for γ(f ).
Take f ∈ F and define a(x) = γ f (x)γ g (x). We will show that we can take a(x) as df dg (x). For x ∈ K, define In cases (1) and (3), the matrices A i are explicitly calculated and are proved to be invertible. In case (2), the author checked the nondegeneracy by numerical computation with the aid of computers. For the proof, we prepare a series of lemmas. For i ∈ {1, . . . , d + 1}, define h i ∈ H so that
Lemma 5.7. Measure ν is a minimal energy-dominant measure.
Proof. Since A i : l(V 0 ) → l(V 0 ) is bijective for every i ∈ S, ψ * w : H → H is also bijective for every w ∈ W * .
Let m ∈ Z + and f ∈ H m . For any w ∈ W m , ψ d+1 i=1 a i h i satisfies (dν g /dν)(x) > 0 ν-a.e. x. Therefore, ν g is a minimal energy-dominant measure. Then, for k ∈ N,
Therefore, ν v (B) = 0. This concludes that ν u ⊥ ν v .
Lemma 5.10. Let f 1 , f 2 ∈ F and suppose ν f1 ⊥ ν f2 . Then, for any w ∈ W * , ν ψ * w f1 ⊥ ν ψ * w f2 .
Proof. There exists a Borel set B of K such that ν f1 (B) = 0 and ν f2 (K \ B) = 0. From Lemma 4.1 (iii), This implies the claim.
Proof of the Theorem 5.6. Take g ∈ H ∩ F dom , which is possible by Lemma 5.8. We may assume ν g (K) = 1. Let h be an arbitrary nonconstant function in H. Define B = {x ∈ K | (dν h /dν g )(x) = 0}. Note that ν h (B) = 0. In order to prove that ν h is also a minimal energydominant measure, it suffices to show that ν g (B) = 0.
We will derive a contradiction by assuming ν g (B) > 0. For n ∈ Z + , let Y n be the conditional expectation of 1 B with respect to ν g given B n , that is,
Then, from the martingale convergence theorem, Y n converges to 1 B ν g -a.e. In particular, there exists y ∈ B \ V * such that Y n (y) converges to 1 as n → ∞. For n ∈ Z + , define g n = ψ *
[y]n g,
