The Role of the Cooling Prescription for Disk Fragmentation: Numerical
  Convergence & Critical Cooling Parameter in Self-Gravitating Disks by Baehr, Hans & Klahr, Hubert
Draft version October 11, 2018
Preprint typeset using LATEX style emulateapj v. 05/12/14
THE ROLE OF THE COOLING PRESCRIPTION FOR DISK FRAGMENTATION:
NUMERICAL CONVERGENCE & CRITICAL COOLING PARAMETER IN SELF-GRAVITATING DISKS
Hans Baehr1 and Hubert Klahr
Max Planck Institute for Astronomy, Ko¨nigstuhl 17, 69117 Heidelberg, Germany
Draft version October 11, 2018
Abstract
Protoplanetary disks fragment due to gravitational instability when there is enough mass for self-
gravitation, described by the Toomre parameter, and when heat can be lost at a rate comparable to
the local dynamical timescale, described by tc = βΩ
−1. Simulations of self-gravitating disks show that
the cooling parameter has a rough critical value at βcrit = 3. When below βcrit, gas overdensities will
contract under their own gravity and fragment into bound objects while otherwise maintaining a steady
state of gravitoturbulence. However, previous studies of the critical cooling parameter have found
dependence on simulation resolution, indicating that the simulation of self-gravitating protoplanetary
disks is not so straightforward. In particular, the simplicity of the cooling timescale tc prevents
fragments from being disrupted by pressure support as temperatures rise. We alter the cooling law so
that the cooling timescale is dependent on local surface density fluctuations, a means of incorporating
optical depth effects into the local cooling of an object. For lower resolution simulations, this results
in a lower critical cooling parameter and a disk more stable to gravitational stresses suggesting the
formation of large gas giants planets in large, cool disks is generally suppressed by more realistic
cooling. At our highest resolution however, the model becomes unstable to fragmentation for cooling
timescales up to β = 10.
Subject headings: hydrodynamics — instabilities — planets and satellites: formation — planets and
satellites: gaseous planets — protoplanetary disks
1. INTRODUCTION
Between the two major theories of planet formation,
core accretion and gravitational instability (GI), only
the latter shows a tendency to form gas giant planets
in wide orbits around young stars. The core accretion
scenario, whereby the coagulation of dust particles forms
larger objects like planetesimals and eventually cores, is
the dominant mode of planet formation (Janson et al.,
2011). It is particularly efficient at forming solid objects
within 10 au due to the amount of solid material and
high collision rate (Safronov, 1969; Pollack et al., 1996).
However, it is a slow process in outer regions, forming
planetary cores with masses > 10M⊕ at timescales longer
than the lifetime of the disk (106 to 107 years), whereas
the timescale for generating dense gaseous clumps by
gravitational instability is significantly shorter at around
1000 years (Boss, 1997). At distances beyond around
30 au, protoplanetary disks become gravitationally un-
stable when they accrete enough mass such that regions
within the disk collapse due to self-gravity, creating frag-
ments that can accumulate solid material to form cores
of Jovian planets or possibly form low mass stars (Boss,
1997). Thus discoveries of planets with large orbital radii
(Rameau et al., 2013; Marois et al., 2008) suggest that
GI may be a feasible formation mechanism to form plan-
ets where core accretion has trouble operating, but not
common enough to form planets at higher rates than via
core accretion (Janson et al., 2011, 2012).
Gravitational instability becomes a significant factor in
the disk when enough cold gas is present for strong self-
gravitation and the disk cools efficiently (Gammie, 2001;
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Durisen et al., 2007). These two conditions are measured
by the Toomre parameter Q and a simple cooling rela-
tion tc, respectively. The Toomre parameter represents
a balance of the local centripetal and gravitational forces
on a contracting fragment of the disk and is defined by
Toomre (1964) as:
Q =
csΩ
piGΣ
, (1)
where Ω =
√
GM/R3 is the orbital Keplerian frequency
of the disk, which stabilizes the disk to large wavelength
density perturbations and cs is the local speed of sound,
which stabilizes the disk to shorter density perturbations
(Durisen et al., 2007). Protoplanetary disks are generally
considered thin, so the surface density is the vertically in-
tegrated density Σ ≈ ρH, where H is the scale height of
the disk. Regions of the disk with values below Q ≈ 1
are unstable to axisymmetric perturbations and will con-
tract into denser clumps, while a region with Q > 1 will
remain stable to gravitational collapse (Toomre, 1964).
When stable, a disk tends to stay close to Q ≈ 1 as
higher values mean there is more heat to be lost and the
disk will cool faster and contract. Falling below Q ≈ 1
results in strong shock heating which raises the tempera-
ture and returns the disk to marginal stability (Balbus &
Papaloizou, 1999). This gravitoturbulent situation arises
when these effects balance each other and the simulation
settles for several orbital periods.
When a fragment has formed it must remain bound
under its own gravity and must remain cool enough so
that a clump can collapse on a free-fall timescale shorter
than shear can disrupt it (Kratter & Murray-Clay, 2011).
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2Therefore a short cooling law
tc = βΩ
−1 (2)
is the second condition for creating an non-fragmenting
disk, as a disk that can dump enough energy will form
collapsed fragments which can withstand being torn
apart by shocks and tidal shearing forces. Sufficient cool-
ing has been an issue for the applicability of GI in the
past (Rafikov, 2005), but it has been shown that short
enough cooling times (Tomley et al., 1991, 1994), rep-
resented in this paper by values below the critical value
of βcrit = 3 (Gammie, 2001), it is possible to form grav-
itationally bound clumps that survive the shear of the
disk.
Meru & Bate (2011) found βcrit changes with reso-
lution, first for global smoothed particle hydrodynamic
(SPH) simulations and later followed by local finite-
difference shearing sheet models of Paardekooper (2012).
These results would indicate that the critical cooling
timescale may be significantly longer, up to tc = 20Ω
−1,
extending the GI formation domain to regions of the disk
within 30 au (see Figure 2 of Janson et al. (2012)). This
conflicts with our current understanding of formation
regimes of core accretion and gravitational instability,
suggesting that GI may be more common than detected
by current observations (Janson et al., 2011, 2012). Ad-
ditionally, this is a significant problem to the applicabil-
ity of previous results as a resolution dependent solution
implies that all previous studies at different resolutions
produce different fragmentation conditions.
The widely used simple cooling law cools every loca-
tion at the same rate, failing to account for the effects
of optical depth on cooling efficiency or the increased
strength of surface density fluctuations with resolution.
To account for the varying optical depth with density,
we alter the cooling to include a linear dependence on
the local surface density in the disk. This is expected
to suppress the formation of fragments from strong den-
sity fluctuations which will cool slower and be supported
against collapse by higher internal temperature. Con-
versely, underdense regions will cool faster and prone to
collapse, perhaps leading to convergence of the fragmen-
tation boundary with resolution.
Other studies of thermodynamics on disk stability have
focused on different methods, such as radiative cooling
(Boley et al., 2006; Cai et al., 2006) and modifications
to the equation of state (Laughlin et al., 1998) or have
concentrated on different sources of heat such as irradi-
ation from external sources (Rice et al., 2011; Kratter
& Murray-Clay, 2011; Vorobyov et al., 2015). The clos-
est approach to what is carried out here, Paardekooper
(2012), showed with two-dimensional finite difference
shearing sheet simulations, a simple cooling scheme does
not lead to a converged critical cooling parameter for
fragmentation. Rice et al. (2014) attempted to attain
convergence by adjusting the numerical cooling and vis-
cosity with a SPH code, but the critical cooling param-
eter identified therein does not agree with the results of
both Gammie (2001) and this paper.
The aim of this paper is to investigate the relation
between the cooling law of the disk and the simulation
resolution and their effect on formation conditions of gas
giants planets. This means implementing a more real-
istic cooling relation per grid cell in local simulations,
one dependent on the local surface density to mimic the
change in optical depth for varying densities. This paper
will proceed with an overview of the important equations
in hydrodynamic simulations, the shearing sheet approx-
imation and other theoretical considerations in Section 2
followed by the specifics of the numerical setup in Sec-
tion 3. Finally, we look at the results of simulations and
how they differ from previous attempts in Section 4 and
discuss the limitations and implications in Section 5.
2. THEORY
To obtain high resolution simulations of disk dynam-
ics the situation needs to be reduced to an numerically
less expensive problem. Here we consider a fully gaseous
disk with minimal magnetization, so the physical laws
are the normal hydrodynamic (HD) equations. Since a
very cool, thin disk is being considered, the equations
and simulations here are only in radial and azimuthal
directions. Like many astrophysical fluids, we treat the
disk as a fluid with a high Reynolds number so we can
describe its behavior in a disk around a young stellar
object (YSO) using Eulers equation for the conservation
of momentum and the typical equations for mass and
energy conservation.
∂Σ
∂t
+∇ · (Σv) = 0 (3)
∂v
∂t
+ (v · ∇)v = −∇P
Σ
−∇Φ (4)
∂
∂t
+∇ · (v) = −P∇ · v, (5)
Since we are studying GI we consider the disk to be
self-gravitating, defined by a potential Φ which is the
solution to the Poisson equation for a razor-thin disk
∇2Φ = 4piGΣδ(z), (6)
which is solved in Fourier space by transforming the sur-
face density to find the potential at the scale of wavenum-
ber k and transforming the solution back into real space.
The solution to the Poisson equation in Fourier space is
Φ(kx, ky, t) = −2piGΣ(kx, ky, t)|k| . (7)
In these simulations we smooth self-gravity on the grid
scale and do not limit small wavelength modes in the
calculation of self-gravity.
Finally, we consider the gas in the disk to be ideal, with
surface density Σ, internal energy , and 2D specific heat
ratio γ
P = (γ − 1)Σ. (8)
The selection of the specific heat ratio has an effect on
the cooling rate required for fragmentation (Rice et al.,
2005). Higher values of γ result in a stiffer equation of
state that requires a lower cooling time for fragmenta-
tion. A ratio of γ = 1.6 is used here which compared
to the value of γ = 2 by Gammie (2001) might result
in fragmentation at a slightly higher value of the critical
cooling timescale βcrit.
32.1. Shearing Sheet Model
From these initial equations we move to a local de-
scription of a small section of the disk using a sheering
sheet approximation. The disk is modeled locally on a
small radial-azimuthal patch of the disk, transforming
the global cylindrical coordinates to local Cartesian co-
ordinates co-rotating with the disk (Goldreich & Lynden-
Bell, 1965). These assumptions allow for the modeling of
the local properties of the disk while following the evolu-
tion of fragments that form when using periodic bound-
ary conditions. This approximation ignores other prop-
erties of the disk such as accretion, non-local stresses and
migration, which are saved for global simulations. Fol-
lowing this model, the relevant equations are similar to
the conservation equations as above but with additional
terms for the Coriolis effect 2Ω×u and centripetal force
qΩvxyˆ as well as heating H and cooling terms C in the
equation for conservation of energy. Additionally, the
Pencil code used for these simulations uses entropy s as
the thermodynamic variable in the conservation of en-
ergy equation.
∂Σ
∂t
− qΩx∂Σ
∂y
+∇ · (Σu) = fD(Σ) (9)
∂u
∂t
− qΩx∂u
∂y
+ u · ∇u =
− ∇P
Σ
+ qΩvxyˆ − 2Ω× u−∇Φ + fν(u) (10)
∂s
∂t
− qΩx∂s
∂y
+ (u · ∇)s =
1
ΣT
(
2ΣνS2 − Λ + fχ(s)
)
(11)
In these equations, u = (vx, vy + qΩx)
T is the perturbed
velocity in the disk due to the shear in the local box. Vis-
cous heat is generated by H = 2ΣνS2, with rate-of-strain
tensor S, and radiated away by an approximation Λ de-
scribed in greater detail later in Section 2. The source
terms fD(Σ), fν(u), fχ(s) for hyperdiffusion, hypervis-
cosity, and hyperconductivity respectively are explicit
terms to keep the solution well-behaved when shocks
arise and will be expanded upon in Section 3.
2.2. The α-parameter
An important disk parameter to be determined by our
shearing sheet model is the α stress, a means to mea-
suring and comparing the sources of turbulence in a disk
(Shakura & Sunyaev, 1973). This formalism relies on the
assumptions that the disk is thin and that angular mo-
mentum is transported locally through a dimensionally
defined viscosity ν = αcsH (Pringle, 1981). A thin disk
means that the only non-vanishing term of the vertically
integrated stress tensor T is
Trφ = −rΣν dΩ
dr
, (12)
which, when adding the above description of viscosity,
becomes
Trφ = −αP d ln Ω
d ln r
. (13)
This shows the total stress in the disk comes only from
the pressure and therefore viscosity is mostly local. Solv-
ing for α and defining the stress as the sum of the average
gravitational and Reynolds stress tensors (Cossins et al.,
2009) gives:
α = −
(
d ln Ω
d ln r
)−1 〈Gxy〉+ 〈Hxy〉
Σc2s
, (14)
which allows us to calculate the α generated by the sim-
ulation, where
〈Gxy〉 =
∫ ∞
−∞
gxgy
4piG
dz (15)
and
〈Hxy〉 = 〈Σuxuy〉. (16)
The analytic expression of α based solely on input pa-
rameters γ and β is given by Gammie (2001):
α =
4
9
1
γ(γ − 1)tcΩ (17)
which gives a prediction for the stress in a gravitoturbu-
lent viscously heated disk. From equations (17) and (14)
we are able to compare theoretical expectations of the
gravitoturbulent state with the stresses generated by our
simulations.
2.3. Heating and Cooling
For a disk to become unstable and its fragments to
survive, it needs to cool fast enough to overcome the
stabilizing effects of shocks and shearing motions. This
means one needs a careful description of how the disk
is treated thermodynamically; how and where heat is
generated and released from the disk. The only active
sources of heating come from viscous heating and shock
dissipation, the first and third terms on the right side of
equation (11). Passive heating comes in the form of irra-
diation by the central star or other nearby stars, which
limits the cooling from the surface.
A more physically accurate model currently in use is
full radiative transfer, which typically requires three di-
mensional simulations with intricate opacities (see Boss
(2001), Boley et al. (2006) and Cai et al. (2006)). Sim-
ulating cooling by radiative transfer is complicated, re-
quiring significant computational resources with results
differing on whether there is enough cooling to form frag-
ments by gravitational instability. The effect of varying
opacities with a simple cooling timescale has been inves-
tigated by Johnson & Gammie (2003) but without look-
ing into the effect of varying resolutions and the stronger
surface density perturbations which arise with increasing
resolution.
To use computational resources more efficiently, simu-
lations in this paper are run with a cooling law such that
each grid cell loses an amount of heat per time given by
the cooling law in the form Λ = U/tc
Λ =
Σ(c2s − c2s,irr)
(γ − 1)tc , (18)
where U = Σ(c2s − c2s,irr)/(γ − 1) is the two-dimensional
energy density with a non-zero background irradiation
term c2s,irr. A disk with no irradiation will allow the gas
to cool to a lower temperature and thus have less support
from gravitational collapse.
4The simple cooling time is derived by the assump-
tion that the cooling timescale tc is proportional to the
shearing or dynamical timescale Ω−1. This means that
β = tcΩ will be near unity to allow for dense clumps to
collapse before tidal disruption. This assumes however,
that surface density fluctuations are small compared to
the initial value Σ0, but density fluctuations will become
larger with increased resolution, making a constant cool-
ing parameter less viable with higher resolutions.
Here we re-examine this approximation, providing a
rationale for a cooling timescale which varies with surface
density for each grid cell, cooling denser regions slower
and less dense regions faster, offering a more realistic
approach to disk cooling. In this way, cooling is not only
more appropriate for the physical system, it also scales
according to stronger surface density fluctuations with
increased resolution.
To approximate the heat lost by the disk through ra-
diation, we assume heat is lost at a rate per unit surface
area according to the Stefan-Boltmann law
Λ(Σ, U,Ω) = 2σT 4e , (19)
with Stefan-Boltzmann constant σ and effective disk
temperature Te. From the Hubeny (1990) treatment of
an radiative transfer in a optically thick disk by the diffu-
sion approximation, one can express the effective surface
temperature in terms of the midplane temperature Tc
and the Rosseland mean optical depth τR of the inter-
vening disk material
T 4e =
8
3
T 4c
τR
. (20)
This yields a heat loss relationship in terms of the mid-
plane temperature and the passive heating due to irradi-
ation from the star (Rafikov, 2015)
Λ =
16
3
σ(T 4c − T 4irr)
τR
. (21)
From this and the internal energy U one can write the
cooling timescale
tc =
U
Λ
=
3
16
UτR
σ(T 4c − T 4irr)
≈ 3
16
UΣκ
σ(T 4c − T 4irr)
, (22)
where the optical depth is estimated in the optically
thick regime by τR ≈ Σκ. This approximation produces
an additional surface density dependence of the cooling
timescale compared to the standard cooling prescription.
Since we are considering the cool region of the disk where
opacities are dominated by ice grains, κ has no additional
Σ dependence only a dependence on temperature which
we ignore for now (Bell & Lin, 1993).
Therefore, we approximate the cooling timescale in
equation (18) by including a linear dependence on surface
density
tc = β (Σ/Σ0) Ω
−1. (23)
This replaces equation (2), which is specific to constant
optical depths whereas equation (23) will take into con-
sideration the changing optical depths in the disk due
to local surface densities over the course of the simula-
tion. Previous studies using the simple cooling law (2),
notably Gammie (2001), have found a critical value of
β ' 3 where disks tend to fragment for β values below
this critical value and will not fragment above it. It is
important to note that this critical value is found for sim-
ulations with 1024× 1024 grid cells, and will differ with
changing resolution, which is the focus of this investiga-
tion.
2.4. Fragmentation
Gravitational instability does not necessarily result in
fragmentation; if 1 ≤ Q ≤ 2 the disk will be unstable to
nonaxisymmetric perturbations, or spiral arms, that will
transport angular momentum, but not collapse into frag-
ments, a so-called gravitoturbulent state (Bodenheimer
& Lin, 2002; Armitage, 2011). Additionally, clumps may
become overdense only to fall apart and allow a disk to
settle to a steady state. Therefore, fragments need to
both be able to form and survive disruption for a few or-
bits (Kratter et al., 2010). A fragment survives when its
density is above the Roche limit, where the self-gravity
of the fragment is sufficient to keep from being sheared
apart by the tidal forces of the protostar(Shi & Chiang,
2013; Chandrasekhar, 1963)
ρRoche = 3.5
M∗
R3
, (24)
where M∗ is the mass of the central star and R is the
radial distance between the fragment and star.
Since all presented simulations are local and take no
consideration of any absolute central mass, one can use
the Keplerian frequency Ω =
√
GM/R3 of the shear-
ing box and the sound speed cs = HΩ to formulate an
expression for the Roche surface density in terms of sim-
ulation scale quantities and gravitational constant G
ΣRoche = 7
c2s
HG
, (25)
where ΣRoche = 2ρRocheH (Vorobyov & Basu, 2009).
Fragments have formed when clump density is greater
than the Roche surface density for more than a few cool-
ing timescales tc.
3. NUMERICAL METHODS
The local simulation of a disk is conveniently handled
by a finite difference, partial differential equation solver
for compressible MHD equations. Used for my investiga-
tions is the Pencil Code2 (Brandenburg, 2001), which is
chosen for its high-order numerical scheme and its mod-
ularity. As a finite difference code the simulation domain
is divided into a grid of cells where physical quantities
are calculated and advanced in discrete time-steps.
The length of the time-step is determined by the
Courant criterion with Courant constant C0 = 0.4, which
must be satisfied for convergence to be possible
δt = C0min
(
δx
|ux|+ cs ,
δy
|uy|+ cs
)
, (26)
which is calculated over the entire domain to calculate a
single time-step to advance the entire system uniformly.
For a two-dimensional simulation this means that the
derivatives for each basic physical quantity is calculated
2 http://pencil-code.nordita.org/
5in each grid cell with an upwinding scheme to eliminate
spurious Nyquist signals
f
′
0 =
−2f−3 + 15f−2 − 60f−1 + 20f0 + 30f1 − 3f2
60δx
− δx
5f (6)
60
= D(up,5) +O(δx6). (27)
The code then proceeds to the next time step determined
by the Courant condition.
Shocks present problems in hydrodynamical simula-
tions as discontinuities cannot be represented by high-
order polynomials, leading to additional minimums and
maximums. Therefore explicit dissipation terms are
added to the conservation equations above to smooth
out the waves so they do not hinder the performance of
the simulation. These terms have two parts, one being a
sixth-order hyper dissipation method and the second be-
ing a localized shock-capturing method, active in regions
with large negative velocity divergences. The hyperdif-
fusion term looks like
fD(Σ) = ζD(∇6Σ), (28)
with analogous forms for both hyperviscosity fν(u) and
hyperconductivity fχ(s). The shock-capturing portions
for each dissipative term are
fD(Σ) = ζD(∇2Σ +∇ ln ζD · ∇Σ) (29)
fν(u) = ζν(∇(∇ · u) + (∇ ln Σ +∇ ln ζν)∇ · u) (30)
fχ(s) = ζχ(∇2s+∇ ln ζχ · ∇s), (31)
where the ζ term for each is analogous to the following
viscous example
ζν = νsh〈max3[(−∇ · u)+]〉[min(δx, δy, δz)]2. (32)
3.1. Boundary Conditions
Typical of shearing sheet simulations, the boundary
conditions are periodic along y = 0 and y = L which
means ghost zones are used to give conditions for grid
cells near these boundaries (Stone & Norman, 1992).
Derivatives are not calculated in these regions, only the
values of density, velocity, etc. so that physical properties
and their derivatives maybe calculated near the borders.
f(x, y, t) = f(x, y + L, t) (33)
The boundaries x = 0 and x = L require a different
boundary condition on account of the shear velocity uy =
vy +
3
2Ωx (Hawley et al., 1995).
f(x, y, t) = f(x+ L, y − 3
2
ΩLt, t) (34)
When calculating this over a shear periodic x-boundary,
the displacement due to the shear is taken into account
by shifting the entire y-direction to make the x-direction
periodic before proceeding with the transform in the x-
direction. After the calculation of the potential in Fourier
space the process is reversed to get back to real space.
3.2. Initial Conditions
The Pencil Code uses dimensionless scale parameters
for all physical values and constants. This helps keep
numbers from getting too large or too small for the code
to handle. The variables and constants can be scaled
back to physical units after the computation is complete.
The Keplerian frequency Ω =
√
GM∗/R3 is one of the
more important parameters because it relates the shear-
ing box to its surroundings, with R the distance to the
central massive object and M∗ being the mass of the
central object.
The initial state of the disk is set so that the Toomre
value throughout is on the borderline of stability and
instability Q = 1. By equation (1), this condition is
met by setting the gravitational constant G, the Keple-
rian orbital frequency Ω, and the uniform surface den-
sity distribution Σ0 = 1. Furthermore, the sound speed
cs is initially set to pi which means the constant back-
ground irradiation set by c2s,0 in equation (18) is pi
2.
The physical length of the simulation needs to be longer
than the critical wave length λcrit = 2c
2
s/GΣ0 (Toomre,
1964) and so the physical length of the shearing box is
Lx = Ly = (160/pi)H for all runs, which also ensures
a resolution of one scale height by at least 10 grid cells.
The ratio of specific heats is set to the 2D adiabatic case
γ = 1.6, which maps to a 3D adiabatic index of between
1.6 and 1.9 depending on the self-gravitation in the disk
(Johnson & Gammie, 2003).
4. RESULTS
Simulations of self-gravitating disks have used simple
cooling (2) as a useful starting point to model disk cool-
ing, but as a simple mathematical relationship between
the cooling and dynamic timescales it does not remain
consistent for changing resolutions because it does not
consider that optical depths vary in the disk. Naturally
the general inclination of these simulations is to push for
higher resolution with the hope that the fragmentation
boundary will eventually level off at some higher resolu-
tion, but this expectation is not realistic. Surface density
fluctuations will continue to increase but without a phys-
ically motivated solution there is no way to adequately
scale with resolution.
Here we will show that our initial setup is consistent
with previous results, e.g. the fragmentation boundary
varies with resolution and this boundary is ' 3 for the
smallest number of grid cells considered Nx = Ny =
1024. Finally we will show that changing the way the
disk cools according to Section 2 results in a disk that
fragments at shorter cooling timescales, without demon-
strating convergence.
4.1. Previous Results
Initial simulations run with Nx = 1024 and Ny = 1024
are established with a uniform surface density distribu-
tion, linear velocity shear and subsequently heated by
shocks that develop from trailing density structures and
cooled assuming large constant optical depth. At this
resolution all simulations were adjusted to be consistent
with the fragmentation criterion βcrit=3, in which case
a simulation with a cooling parameter of β = 10 does
not fragment. The simulation on the left of Figure 1
demonstrates the steady state of such a disk with non-
axisymmetric density structures and roughly constant
overall Toomre stability.
The behavior of the gravitoturbulent simulation is
shown as the solid red line in Figure 2, showing the
6Fig. 1.— Logarithmic surface densities of two different outcomes of self-gravitating disks. On the left is the stable gravitoturbulent state
where heating and cooling are in balance and produce density waves. On the right is the case where cooling is short enough to allow an
overdense clump to survive tidal shearing and become a bound fragment.
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Fig. 2.— A plot of maximum surface density over time shows
the change in the fragmentation behavior two identical simulations
aside from the resolution. The N = 2048 case should not fragment
if the critical cooling criterion is β = 3 according to Gammie (2001).
maximum surface density to observe incidences of frag-
mentation. As discussed in Gammie (2001), initial small
random velocities develop into non-linear fluctuations in
surface density, velocity and gravitational potential be-
fore settling to a steady state in the non-fragmenting
case, shown on the left of Figure 2 or continuing to grow
in the fragmenting case, shown on the right of Figure 2.
As can be seen in the Figure 2, in the stable gravito-
turbulent case clumps are continuously forming but are
torn apart before they are allowed to reach Roche density
where they will be able to withstand further disruption.
The trailing density structures lead to a finite α viscos-
ity. By equation (17), α = 0.046 for disks with cooling
criterion β = 10, and is observed in the stable case.
In the gravitationally unstable case (solid blue line of
Figure 2), fragments cool faster than they can be torn
apart by tidal shear and collapse into one or more over-
densities that may continue to grow or merge through
collisions. Such behavior is expected for simulations with
resolution N = 1024 and cooling parameter β . 3, as a
clump will be able to collapse to a compact density before
being sheared apart over a few dynamical timescales. A
disk is considered to fragment when it has surpassed the
Roche surface density, indicated by the dashed lines for
each simulation in Figure 2, as defined in Section 2.
The difference between the two simulations shown in
Figures 1 and 2 is that the total number of grid cells is
quadrupled, which should not lead to such a drastic shift
towards fragmentation. This is consistent with simula-
tions by Meru & Bate (2011) and Paardekooper (2012),
which indicate the critical cooling criterion of Gammie
(2001) may be as high as βcrit = 10. Thus a constant
cooling parameter does not adequately scale with resolu-
tion and a new approach to cooling is needed to observe
a convergent fragmentation boundary.
4.2. Results with adjusted cooling
The results here use parameters identical to the sim-
ulations in the previous section, besides the modifica-
tion to the cooling law described in Section 2 by equa-
tion (23). Figure 3 shows the case where β = 10 is
shown for four different resolutions, all of which show
non-fragmentation. These simulations are a direct com-
parison to the two shown in Figure 2 and in particu-
lar, the significant change between the behavior of the
N = 1024 and N = 2048 cases shows the effect of alter-
ing the cooling prescription.
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N=1024, β=10
N=2048, β=10
N=4096, β=10
Roche density
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Fig. 3.— The maximum surface densities of the two simulations
shown in figure 2, but with cooling prescription changed to ac-
count for the varying optical depths in the disk. The dashed lines
are the corresponding Roche densities which are a fragmentation
threshold.
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Fig. 4.— Maximum density evolution of the three simulations
from Table 1 with β = 2. Under the fragmentation criterion of
Gammie (2001) these simulations should fragment, but are instead
gravitoturbulent with the change of cooling.
TABLE 1
Simulations using the new cooling prescription.
Name Grid Cells (N2) β Fragmentation
hk10Q1 5122 10 No
hk2Q1 5122 2 No
hkp5Q1 5122 0.5 No
1k10Q1 10242 10 No
1k5Q1 10242 2 No
1kp5Q1 10242 0.5 No
2k10Q1 20482 10 No
2k5Q1 20482 2 No
2kp5Q1 20482 0.5 Yes
4k10Q1 40962 10 Yes
4k2Q1 40962 2 Yes
This is expected because defining the cooling accord-
ing to equation (23) creates an effective cooling time for
each grid cell. When the disk cools according to the old
cooling law tc = βΩ
−1, all regions in the disk lose the
same amount of heat at the same timescale tc. However,
since one expects a clump to have a higher optical depth
τ ≈ Σκ cooling efficiency should change from one loca-
tion to another depending on the surface density. This
motivates the alteration to the cooling timescale, which
causes denser regions of the disk to have a higher op-
tical depth and retain their heat, stabilizing to gravita-
tional collapse. On the other hand, underdense regions
will have a lower relative optical depth, cool faster and
clump into dense structures easier.
Figure 6 shows the total α stress in a disk with adjusted
cooling and the calculated value matches the expectation
of the analytical prediction (17). At early times, non-
axisymmetric perturbations become unstable and con-
tract causing a small drop in the total value of α just
after tc = 40Ω
−1. After this initial burst which is domi-
nated by the shocks and self-gravity of the formed density
structures, cooling takes over and the simulation settles
to the expected gravitoturbulent α-value.
The convergent behavior continues to lower cooling pa-
rameter values as well, Figure 4 showing the results of
three simulations with different resolutions at β = 2.
Previously these simulations would have been expected
to fragment, but here all show consistent steady gravi-
toturbulence. This begins to show the shift of the frag-
mentation boundary towards shorter cooling timescales.
Figure 5 shows the results of simulations at even short
timescales with a new fragmentation boundary antici-
pated at around β = 0.5.
5. DISCUSSION
The results here show that the convergence issue of
fragmentation in protoplanetary disks can not be ap-
proached by refining the numerical methods but by using
more sophisticated physics. As simulations reach higher
resolutions, they will likely need improved physical mod-
els to approach convergence. Additionally, the results
here keep the formation regime of gravitational insta-
bility in the outer regions of disks where cooling times
are sufficiently short. This is is contrary to other re-
sults which obtain convergence and see longer cooling
timescale possible for the formation of planets, moving
the formation region to shorter radii.
5.1. Convergence
Whereas the old cooling timescale showed drastic dif-
ferences in fragmentation behavior between two resolu-
tions as seen in Figure 2, the simulations here are consis-
tent with each other over similar cooling timescales, cool-
ing reaching a gravitoturbulent state at similar rates and
settling at similar densities. This can be attributed to
the sensitivity to density of the new cooling method em-
ployed here. When overdensities cool slower than other
regions, they retain more heat and are more likely to
be disrupted, decreasing the fragment density below the
Roche density threshold and are suppressed from further
fragmentation.
However this does not mean a new fragmentation
boundary has been attained. Figure 5 shows different
fragmentation behavior for varying cooling times and
resolutions and the lack of convergence is particularly
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Fig. 5.— Plot of cooling parameter β against number of grid cells in one direction N for all simulations run with the new cooling
prescription from Table 1. The dashed line at βcrit = 3 is the fragmentation boundary as defined by Gammie (2001). The dotted line is
the proposed new fragmentation boundary based on the simulations carried out here.
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Fig. 6.— The calculated (solid black line) versus predicted value
(solid red line) of α for simulation named 2k10Q1 which is a high
resolution (N = 2048) gravitoturbulent disk with adjusted cooling.
Also plotted are the hydrodynamic and gravitational constituents
of the α stress.
noticeable in the cases where β = 0.5. The N = 1024
simulation appears closer to fragmentation than the N =
512 case and might be considered borderline fragmenta-
tion, where a clump surpasses the Roche density, but is
sheared apart in less than an orbit (2piΩ−1) (Meru &
Bate, 2011). This is not the case for N = 512 as a clump
here never reaches Roche density and at the highest reso-
lution studied (N = 2048) the disk fragments. This may
be due to the fact that assuming a simple linear relation
in surface density does not fully capture the dependence
of the cooling timescale on surface density. Also, as the
cooling rate is a function of orbital frequency Ω, surface
density Σ and temperature T there may be an additional
dependence on temperature that must be explored in the
future.
Paardekooper (2012) confirmed the non-convergence
shown in SPH simulations with a finite difference code,
which led to the assertion that fragmentation might be
a stochastic process in circumstellar disks. The implica-
tion is that planet formation by GI is inevitable and the
only reason that GI is not more prevalent is because the
timescale for clumps in weakly cooling disks to achieve
fragmentation is longer than the lifetime of the disk. This
assumes that once fragmented, clumps do not fall apart
and there is no process in the disk that could lead to
the disruption of a successfully fragmenting clump. Our
cooling implementation becomes weaker for a fragment
as it increases in density, offering the necessary resistance
to the stochastic formation of growing overdensities such
that fragmentation is no longer an eventuality.
Consider the case of a clump which hovers very close to
its Roche density, such as the solid blue line in figure 4.
In this case the simulation forms a clump which should
have a better chance of crossing the threshold into be-
coming a fragment and remaining so. However, even as
it manages to form a clump which crosses this threshold
once, it still returns to a gravitoturbulent state at simu-
lation time t = 50Ω−1, a result of the local cooling time.
For this reason, these simulations do not indicate frag-
mentation is a strictly stochastic process independent on
9the strength of fluctuations.
Meru & Bate (2011) and Lodato & Clarke (2011) have
suggested that the lack of convergence may be an effect of
the numerical setups used, however Rice et al. (2014) did
not find an issue with the artificial viscosity. Rice et al.
(2014) does however alter they way in which an SPH
method cools, using kernel smoothing to spread released
heat around to neighboring particles. At high densities
this has a similar effect to the cooling used here, with
clusters of particles able to share their heat among each
other so that dense clumps retain heat and resist col-
lapse. At lower densities cooling is unchanged and this
shows in their resulting critical cooling criterion which
increases to 7 ≤ β ≤ 9 compared to the reduction of
the criterion in this study. Additionally, the ability of
this cooling modification to remain consistent with par-
ticle number is uncertain, as it introduces a parameter,
smoothing length, which should be scaled with resolu-
tion.
Rice et al. (2005) suggests that fragmentation is the
result of the disk being unable to withstand the com-
bined Reynolds and gravitational stresses which results
in a fragmentation boundary at α ≈ 0.1. The simula-
tions here do not support a fragmentation boundary at
this value as some disks remain stable at values as high
as α = 1. For simulations with the altered cooling time
it is expected that the disk can remain stable to higher
stresses because the localized cooling time stabilizes frag-
ments and the disk as a whole.
5.2. Giant Planet Formation
The theories of how planets are formed are slowly start-
ing to come to some agreement. Planetesimals formed
by binary accretion of solid objects leads to the forma-
tion of rocky planets within 30 au of a young star with
massive cores able to accumulate significant gaseous en-
velopes may become gas giant planets (Mordasini et al.,
2010). This does not explain how to form large gas plan-
ets in outer regions of the disk, but disk instability of-
fers a niche formation mechanism that can form planets
in these regions given the right conditions. Since these
distant gas planets are not very common and planet for-
mation by instability is not an easy process, it appears
that for now this is a reasonable explanation.
A suggestion by Meru & Bate (2011) is that the non-
convergence of the critical cooling parameter could lead
to large gas giants forming at longer cooling timescales,
which implies shorter orbital radii. While the effect of
shifting the inner boundary of gravitational instability
would be minimal in the case of a single system, the
effect on a large population could be more significant.
If such a shift becomes more significant it could affect
whether the formation regime of gravitational instability
is in fact as restricted as observations seem to indicate.
The fragmentation boundary using the cooling scheme
presented here shows a significant change compared to
that of Gammie (2001) and others. This means that
the planet formation by disk instability is more restric-
tive than previously thought and certainly not heading in
the direction of longer cooling timescales. This keeps the
formation region of gravitational instability in a narrow
region where the dominant theory for planet formation
cannot form planets fast enough by the current under-
standing (Janson et al., 2011, 2012).
5.3. Limitations
In this investigation, only a small modification has
been made to the physics of the circumstellar disk and
should not be expected to be a final solution to the con-
vergence issue regarding gravitational instability. There
are still some drawbacks to this approach though, as
numerous assumptions and simplifications were made
for the sake of efficient computation of high resolution
physics and these might influence the evolution of the
disk simulation as well as the fragmentation criteria.
As local simulations, these results do not take into
account global parameters like accretion or long-range
interactions, offering only a limited view of the disk.
Therefore, these simulations do not take into consider-
ation the chance that fragments may migrate or consider
how the disk got to that state (Kratter & Murray-Clay,
2011). Fortunately, this does not seem to have a sig-
nificant effect on the results of fragmentation criteria,
with both local and global simulations in agreement on
fragmentation criteria in general in its previous imple-
mentation (Durisen et al., 2007).
Radiative transfer is a more physically complete de-
scription of the cooling in the disk, but due to its relation
to realistic opacities and the need for an additional di-
mension for effective simulation makes it a complicated
option. Implementing radiative transfer in addition to
adding a vertical computational direction significantly
increases the amount of processing power needed for res-
olutions similar to what is implemented here. Using a
simple cooling timescale in 3D leads to the same fragmen-
tation behavior as Gammie (2001) (Mej´ıa et al., 2005),
but including radiative transfer has not been shown to
lead to consistent fragmentation, with cooling by radia-
tive transfer too slow to form fragments as in Cai et al.
(2006) and Boley et al. (2006), but not in Boss (2001).
Questions have been raised about the razor-thin disk
approximation and the calculation of self-gravity in such
an approximation with Young & Clarke (2015) finding
that the fragmentation boundary depends strongly on
the gravitational smoothing used. Some studies of self-
gravitating disks are smoothed on the grid scale (includ-
ing those carried out here) which exaggerate the strength
of self-gravity on small scales and may cause fragmenta-
tion at longer cooling timescales at higher resolutions and
may be the cause of the non-convergence of the fragmen-
tation boundary.
There are still some improvements which can be made
to simulations which use simple cooling. A stronger de-
pendence of the cooling timescale on surface density is
possible due to an additional factor of Σ in the energy
density U of equation (22). While opacity remains in-
dependent of surface density at low temperatures, the
temperature dependence varies greatly at low tempera-
tures (Bell & Lin, 1993) and is difficult to model with this
simple cooling prescription. For this reason we have only
considered surface density in the cooling timescale and
a more complete description would handle the changing
temperature dependence of opacity.
6. CONCLUSIONS
The current understanding of planet formation is that
core accretion is the dominant planet forming process.
Core accretion shows the ability to form terrestrial and
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gaseous planets in a wide range of sizes in regions nearby
the central star. But this mechanism does not explain the
formation of a few gas giant planets that have formed at
very large radii where core accretion takes far too long
to occur before the gas in the disk is blown away. Thus,
gravitational instability shows the ability to fill this niche
by forming massive gas giant planets at radii beyond 50
au.
This picture of planet formation is generally well-
formed, but recent results had suggested that it is not as
clear as believed. Since gravitational instability showed
to occur at shorter radii than expected, its formation re-
gion encroached on that of core accretion, possibly blur-
ring the lines formation regions of the two mechanisms.
We have carried out 2D hydrodynamic simulations of
self-gravitating disks which show:
• At low resolutions, a cooling timescale with sur-
face density dependency results in a disk more sta-
ble to fragmentation by self-gravity, with a critical
cooling timescale around β ≈ 0.5. This means no
clumps had a local cooling time short enough to
overcome disruption from tidal shear.
• The increased stability we find in our simula-
tions suggests fragmentation preferentially in re-
gions with short thermal relaxation times.
• At our highest resolution however, simulations
fragment even for long cooling timescales (up to
β = 10) indicating that our approach with a sur-
face density dependent cooling timescale did not
result in convergence of the fragmentation bound-
ary.
• Many of the gravitoturbulent simulations are sta-
ble up to α = 1, with the gravitational stress com-
ponent dominating the Reynolds component, and
thus stable to very short cooling timescales.
For these reasons we have not found convergence of
the fragmentation boundary by using a cooling timescale
dependent on the surface density to mimic the effects of
varying optical depth.
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