ABSTRACT Gait pattern performance is a very important issue in the field of humanoid robots, and more and more researchers are now engaged in such studies. However, the tuning processes of the parameters or postures are very tedious and time-consuming. In order to solve this problem, an artificial bee colony (ABC) learning algorithm for a central pattern generator (CPG) gait produce method is proposed in this paper. Furthermore, the fitness of the bee colony is considered through environmental impact assessment, and it is also estimated from the cause of colony collapse disorder from the results of recent investigations in areas, such as pesticides, electromagnetic waves, viruses, and the timing confusion of the bee colony caused by climate change. Each environmental disaster can be considered by its adjustable weighting values. In addition, the developed biped gait learning method is called the ABC-CPG algorithm, and it was verified in a self-developed high-integration simulator. The strategy systems, motion control system, and gait learning system of the humanoid robot are also integrated through the proposed 3-D simulator. Finally, the experimental results show that the proposed environmental-impact-assessed ABC-CPG gait learning algorithm is feasible and can also successfully achieve the best gait pattern in the humanoid robot.
I. INTRODUCTION
Robots have become irreplaceable assistants ever since automatic production became widespread throughout the world. By taking advantage of mechanical techniques and control theories, robots can accomplish heavy or complicated work easily. Creatures demonstrate excellent abilities worth imitating because of undergoing biological evolution over thousands of years, so biomimetic robots are one of the most essential projects in this field. Humanoid robots in particular are the most interesting subject among biomimetic robots. Based on medicine and biology, the development of humanoid robots and artificial intelligence helps people further understand how human beings think and how they react to their environment.
Compared with multi-legged animals, creatures that walk on two legs have more difficulty keeping balance. How to make robots walk fast and steadily is the essential issue in developing humanoid robots. Many methods have been proposed to solve this tough problem, including center of pressure (COP) [1] , zero moment point (ZMP) [2] - [11] , dynamic walking control [12] - [14] , gait reference generation [15] - [17] , biological inspiration [18] , [19] , and others. In this paper, the neural oscillator, which is also called the central pattern generator (CPG), is adopted to produce a legged locomotion. The basic idea of CPG comes from observation of animal rhythmic activities and experimentation [20] , [21] . Based on reference [22] , which applies the neural oscillator model to simulate the walking pattern of biped robots, CPG has become a powerful tool for generating a gait pattern for humanoid robots. The literature [23] presents a center of gravity (CoG) based CPG gait pattern generator; however, the real CoG of the robot cannot be obtained precisely, and the walking speed is slow. Reference [24] also presents a CPG based solution for passive dynamic models. However, this solution is hard to apply to a server motor based humanoid robot. CPG-inspired workspace trajectory generation for quadruped robots is also present in [25] . This approach can accomplish locomotion control in four-legged robots, but it is hard to implement in biped robots.
In previous research, particle swarm optimization (PSO) [26] and fuzzy policy gradient learning (FPGL) [27] , [28] have been used in robots for them to learn a walking pattern. FPGL is characterized by its quick convergence with a small number of experiences, but it gets trapped in a local minima result easily. In addition, the initial motion critically affects the learning result of FPGL, and so this is not close to becoming a general method depending on the experience of the operator. On the other hand, swarm intelligence as PSO is a good way to search for a global optimal solution. However, it is shown in [29] that the convergence rate of PSO is lower than that of ABC. Therefore, we introduce the artificial bee colony (ABC) algorithm [29] - [31] to search for the best parameters for CPG.
In this paper, an environmental impact assessed ABC-CPG biped gait learning algorithm is proposed to solve this problem. In recent years, a strange phenomenon has spread around the world, which is that the collectives of bees are suddenly and mysteriously disappearing. Bee experts call this phenomenon, colony collapse disorder (CCD) [32] .
Benjamin and McCallum wrote a book, A World Without
Bees [33] , to explore such issues. Moreover, Einstein predicted, ''If the bee disappeared off the surface of the globe, then man would only have four years of life left [33] .'' This issue also appeared on the cover of Time Magazine on August 19, 2013 [34] . However, the cause of CCD has still not been fully determined; experts generally agree that this phenomenon is caused by a number of factors such as pesticides, electromagnetic waves, viruses, and the timing confusion of the bee colony caused by climate change. This ecological catastrophe shows that the living requirements of bees are not only defined by the source of their food; the more important condition is environmental pollution. Therefore, the environmental impact should be considered if we want to apply the ABC algorithm to solve some problems. In this paper, the ABC-CPG gait learning algorithm will take into consideration the impact of food, environmental pollution, and time sequence on the living environment of bees. All the fitness functions can basically be defined by these impacts, where the degree of timing confusion is calculated by the waveform alignment technique, called dynamic time warping (DTW) [35] . It is worth mentioning that the gait of the robot can become more stable using the DTW method. Robots can search appropriate CPG parameters according to the weighting values of these fitness functions.
On the other hand, if one wants to design an adult-sized humanoid robot to attend a robot competition, for example, the FIRA RoboWorld Cup [36] or RoboCup [37] , this team usually has only one robot, which mainly leads to two problems. One is that a new technique is not easily tried on the robot and the team members have to assess the risk of the robot getting damaged; the other is that the robot must accomplish many tasks but team members cannot conduct different testing at the same time. Both problems slow down the research and development, so a simulator plays a role in offering a good and convenient testing environment, where various methods can be evaluated and examined. In the end, only the methods which can be successfully implemented in the simulator are worth applying to real applications.
The simulator developed in this paper is constructed with Open Graph Library (OpenGL) [38] and Open Dynamic Engine (ODE) [39] . We focus on the application of biped gait learning, human-machine systems, and simulating the strategies of FIRA RoboWorld Cup and RoboCup competitions. By utilizing this 3D simulator, our robot, David II, won the championship in the technical challenge competition in the 2013 RoboCup Japan Open; the championship in the all-round competition in the 2013 FIRA RoboWorld Cup held in Kuala Lumpur, Malaysia; and the high technology robot competition at the 2013 International Robot Contest held in Seoul, South Korea.
The major contributions of this paper are 1) proposing a novel environmental impact assessed concept to determine the fitness functions of the gait learning algorithm; 2) using the ABC algorithm to figure out the best parameters of CPG for the humanoid robot; 3) developing an integrated 3D simulator to verify the gait learning algorithm and strategy systems of the robot soccer competitions; and 4) presenting the feasibility and practicality of the proposed 3D simulator and ABC-CPG gait learning method. This paper is organized as follows. In Section II, the CPG method and inverse kinematics of the robot are introduced. The overview of the ABC algorithm, DTW, and environmental impact assessment method are described in Section III. The humanoid robot simulation system is depicted in Section IV. In Section V, the experimental results of ABC-CPG gait learning are presented to demonstrate the feasibility of the proposed learning method. Section VI concludes the paper.
II. CPG BASED GAIT LOCOMOTION
The locomotion of animals is executed by serial signals from the cerebellum and vertebrae. Based on this concept, in robotic research, CPG is used to create the gait pattern. Thus, CPG is also one kind of neural systems, and it is a feasible way to make robots move with a stable locomotion. The inverse kinematics of the robot and CPG method are addressed as follows.
A. INVERSE KINEMATICS OF THE ROBOT
In this paper, the CPG model, which contains two pairs of neurons, is utilized to generate the trajectory of the ankle, a concept which is similar to [40] and [41] . This is an easy and intuitive way to execute biped locomotion with inverse kinematics by using Denavit-Hartenberg (D-H) representation [42] . Fig. 1 shows the leg structure and corresponding coordinates of David II, where the robot leg is designed with the parallelogram four-bar linkage mechanism (PFLM) [43] . The transformation matrices of Link 3 to Link 5 are just simple translation matrices instead of applying the D-H transformation matrix. Actually, taking advantage of PFLM to simplify the process of calculating inverse kinematics is a good idea. θ 7 and θ 8 in Fig. 1 do not affect the position of the ankle but rather the gait stability. To make sure that the soles are parallel to the ground when the robots step on the ground, θ 7 is decided by θ 2 and x-axis of gyro, and θ 8 is decided by y-axis of gyro. Another benefit of parallelizing is reducing the load of the 7th and 8th motors. Since the soles of David II are rectangular-shaped, this may cause a large torque if fulcrum exists, a problem which would be more serious for some heavy robots equipped with huge soles. The derivations of inverse kinematics of the robot are described in the Appendix.
B. CPG METHOD
The positions of both ankles of a humanoid robot, which are (p l x , p l y , p l z ) and (p r x , p r y , p r z ), are represented in the Cartesian coordinate system. In equations (1)- (3), (X 0 , Y 0 , Z 0 ) is a position offset, and (A x , A y , A z ) is the amplitude scaling factor respecting the three directions.
The two couples oscillator model with mutual inhibitions, which is responsible for making outputs q x , q y and q z , is shown in Fig. 2 . The biped gait motion control with its oscillator is described in Fig. 3 . While the robot is walking, q z and q y are in the same phase but have different magnitudes (q y = K scale_z2y × q z ). p l x and p l z are controlled in a symmetrical manner with a π radian phase difference with respect to p r x and p r z . The mathematical model of the quad-element neural oscillator shown in Fig. 3 is written in equation (4)
where outputs q x , q y and q z of CPG can be further decided by q x = y 2 − y 3 , q z = y 0 − y 1 , and q y = K scale_z2y × q z . Moreover, in order to create a propulsive motion, the target leg trajectory in the sagittal plane would be similar to an ellipsoid. Two coupled oscillators are combined together with a uni-direction circular inhibitory neural connection, which makes the oscillator output q z have π/2 radian phase difference with respect to q x . Fig. 4 shows the demonstration of this quad-element neural oscillator with β = 4.9, c = 2.5, τ = 0.219, τ = 0.23, w 01 = w 10 = w 23 = w 32 = s2.5, w 30 = w 13 = w 21 = w 02 = 2. Compared to the wave composed by a sine or cosine wave, neural oscillators are more elastic for producing many kinds of cyclic motions. 
III. ABC-CPG GAIT LEARNING
Because of the fast convergence speed, the ABC algorithm is applied in this paper to gait learning to find the best parameters of CPG. Also, the overview of the ABC algorithm and the proposed concept of the environmental impact assessment are introduced in the following subsections.
A. OVERVIEW OF ABC ALGORITHM
The artificial bee colony algorithm is one of many optimization methods based on the swarm activities of insects or animals. ABC is similar to PSO, which imitates the flocking behavior of fish or birds, as well as ant colony optimization, which imitates the activity of ants finding food. This is inspired by the nectar gathering of bees. Each potential solution to the problem under consideration is represented by a bee. In the ABC algorithm, the colony of bees includes three kinds of bees: employed bees, onlookers, and scouts. Each employed bee is responsible for each food source and is followed by onlookers, while the business of scouts is searching for food sources randomly. Fig. 5 shows the flow chart of the ABC algorithm.
In the initial step, the scouts are scattered about seeking nectar among possible ranges. After that, all the scouts become artificially employed bees and share their information with the onlookers. The onlookers choose one employed bee to follow depending on the probability value associated with each food source. The probability value is calculated by:
where p i , fit i , and SN are the probability, fitness, and number of ith food sources, respectively. The fitness value fit i , which is calculated by the corresponding employed bee, is proportional to the summation of the fitness values of all food sources. The number of food sources SN is equal to the number of employed bees. In order to find a better food position, the updated equation of the candidate food position is written as: where v ij is the candidate food position, and
D is the number of optimization parameters, and φ ij is a random number between [−1, 1]. Equation (8) shows that one employed bee or onlooker, which was located in food source i originally, would either move toward or move far away from the randomly chosen food source k. The direction is randomly decided by φ ij . The food source would be replaced by a new candidate food position with a higher fitness value. When the difference in parameters between food position x ij and x kj is shortened, the perturbation of x ij would decrease. Hence, the step length would be gradually reduced as the search approached the optimum solution. Finally, if candidate food positions produced by previous operations continuously had lower fitness values than the number of user-defined iterations, the corresponding employed bee would abandon this place to find a new one as a scout and keep searching for the optimal solution again. But usually, researchers still record a result of this kind with local minima as a reference instead of really ''abandoning'' it.
In summary, employed bees gradually move to better food sources found by the onlookers that follow or by themselves around the previous position in each cycle. If one food source is exhausted, the corresponding employed bee becomes a scout and finds a new one. Users of the ABC algorithm can set maximal iteration numbers or target fitness values as stopping conditions. However, the search spaces of the parameters of ABC are always not known in advance. Users have to guess a possible solution by themselves and choose a higher convergence rate, which may sacrifice the performance of the results, or vice versa.
B. OVERVIEW OF DTW
DTW is a method generally applied to speech reorganization through comparing different speech patterns. However, the novel concept of applying DTW in gait pattern generation provides a good solution for improving the stability of the robot's gait. In gait learning, walking stability is the most important issue. Even though the walking speed is relatively fast, a robot with an unstable gait pattern may cause danger during the walking cycle.
The main function of DTW is finding an optimal alignment between two time-dependent sequences under certain restrictions. Moreover, in the field of data mining and information retrieval, DTW is a useful technique for automatically dealing with time deformations and timedependent data with different speeds. The idea of DTW addressed in [35] and is briefly summarized as follows.
The goal of DTW is to find an alignment which has a minimal cost between two sequences X :=(x 1 ,x 2 , . . . , x N ) and Y :=(y 1 , y 2 , . . . , y N ). Fig. 6 illustrates the alignment of two time-dependent sequences. The length of both sequences can be different, but here we only discuss the condition N = M . The feature space is denoted by F, so x n , y m ∈ F for n ∈ {1, 2, . . . , N } and m ∈ {1, 2, . . . , M }. In order to compare the similarity between the two sequences, a local cost measure c(x n , y m ), which is also called local distance measure, is needed. c(x n , y m ) would be low if x n and y m are similar; otherwise, c(x n , y m ) would be large. A cost matrix C(nm):=c(x n , y m ) can be obtained by calculating each pair of elements of X and Y . Different alignments between the two sequences can be represented by different warping paths P:=(p 1 , . . . , p L ) with all the chosen points p l = (n l , m l ). Three conditions of alignment aredefined in the following statements.
1) Boundary condition:
The total cost of a warping path is denoted by C P (X , Y ), and the best warping path with minimal cost c P * (X , Y ) just represents the final result of DTW described by
For finding the best warping path, an accumulated cost matrix D is utilized. Equation (10) shows the definition of D for fitting the step size condition.
Therefore, by computing in reverse order of the indices starting with p L = (N , M ), the optimal warping path P * :=(p 1 , . . . , p L ) can be determined by
C. ENVIRONMENTAL IMPACT ASSESSMENT
Biped gait learning is a fundamental issue for humanoid robots. Researchers have tried to figure out how humans walk with balance, and they want to apply this to humanoid robots. However, a universal method which can be used in all robots with different designs does not exist yet. It is quite a hard task to generate a locomotion pattern for biped robots so they can walk smoothly, steadily, and fast. A simpler and more direct way is to apply acceptable hand-tuning motions according to expert experience. Nevertheless, the health of the motors decreases fast as the motors are used and so may lead to unpredictable risks. Furthermore, a fixed biped gait motion usually has low adaptability to different terrains. If robots cannot learn to adjust their walking pattern by themselves, their practicality in the future will be unreliable. Therefore, techniques for gait learning are extremely necessary and important.
In the process of learning, the definition of fitness function is quite important. A bad rule for calculating fitness value may not only cause the algorithm to be divergent but may VOLUME 3, 2015 even bring about a worse result than the original one. There are some typical definitions of fitness for gait learning, such as walking speed and walking efficiency. Although these definitions of fitness may lead to an acceptable performance for gait learning, there is still a need for a better definition that can match the characteristics of CPG.
All the causes of CCD such as pesticides, electromagnetic waves, viruses, and timing confusion of the bee colony caused by climate change are assessed in the fitness functions in this paper. Both the failure and success of foraging are examined.
1) FAILURE OF FORAGING
Every attempt in the gait learning process can be considered as a foraging behavior of a bee. However, sometimes bees cannot find food. Therefore, the fitness value of the bee will be very low in this situation. In the aspect of ABC-CPG gait learning, the robot may directly fall down while testing a random set of CPG parameters. In such a case, we can consider it as a failure of foraging. Thus, the longer the time the robot maintains balance without falling, the higher the fitness it can get. The fitness Fit failure is computed from the testing time and belongs to the interval [0, 100]. The fitness function in which the robot falls down is defined as follows.
where T max denotes the maximal testing time and T failure is the time when the robot falls down.
2) SUCCESS OF FORAGING
On the other hand, if the bee finds food successfully, which means the robot can walk successfully, another calculating method of the fitness function is given. In this paper, three categories -food, environmental pollution, and time sequenceare considered for defining the fitness value. These three criteria are chosen to judge the performance of a motion. It is hoped that after learning, the robot can walk straight forward without shifting and turning and as quickly as possible. The information used in the fitness function is illustrated in Fig. 7 . The factor of food means the walking distance of the robot, and the larger value leads to good results, where walking distance means the final position with respect to the x-axis of the world coordinate. However, environmental pollution, such as pesticides, electromagnetic waves, and viruses, are of great harm to bees and may drive them in unexpected directions or to other regions. Therefore, the side offset, orientation offset, and degree of shaking during the walking process belong to the environmental pollution factor. The side offset denotes the sum of the position offset with respect to the y-axis of the world coordinate during walking. The fitness of the orientation offset presents the sum of the orientation offset along the z-axis (yaw-axis) of the robot coordinate during walking. The degree of shaking means the sum of the inclination along the x-axis (roll-axis) of the robot coordinate during walking.
In particular, confusion of the time sequence between the weather and the bees is also considered. When the time sequence between the climate and the bees does not match, the bees will begin to have problems. For example, when premature blossoming occurs, the bees cannot collect enough nectar in time; then they fall into a food crisis, which causes the group to die. So this is really a very serious problem. In the aspect of biped gait learning, it is easy to observe that sometimes the output of CPG does not match with the vibration of the robot's body. If the CPG output is the time sequence of the bee and the body vibration of the robot is the time sequence of the weather, the larger dissimilarities between the two sequences lead to a more unstable gait. Therefore, the factor of time sequence is the dissimilarity between the output of CPG and the vibration of the robot body, and the dissimilarities between these two sequences can be calculated by the DTW method.
Obviously, for a good gait pattern, the value of the food fitness should be large, and the others should be small. The total fitness value sums the above fitness function with the individual weight, and the range of Fit Success will be in the interval [ 
where P xw is the final x-axis position of the robot with respect to the world coordinate, and P xw t arget is the target position defined by the user. Besides, the definition of Fit ep can be defined as (15) . 
Dis Shift_norm = min(max(Diff Shift /Diff Shift_max , 0), 1),
where P yw (t) is the y-axis trajectory of the robot with respect to the world coordinate at time t, and Diff Shift_max is the empirical maxima of Diff Shift
Dis Rot_norm = min(max(Diff Rot /Diff Rot_max , 0), 1),
where R zr (t) is the data of the z-axis rotation of the robot with respect to the robot coordinate at time t, and Diff Rot_max is the empirical maxima of Diff Rot .
Dis Shake_norm = min(max(Diff Shake /Diff Shake_max , 0), 1),
where R xr (t) is the data of the x-axis rotation of the robot with respect to the robot coordinate at time t, and Diff Shake_max is the empirical maxima of Diff Shake . Finally, the definition of sFit ts is presented by
Dis DTW _norm = min(max(Diff DTW /Diff DTW _max , 0), 1),
where Diff DTW is the matching difference between q z and V y related to perfect alignment, and it is calculated by DTW [35] ; q z is the CPG z-axis output, and V y is the velocity of the robot's waist. Besides, Diff DTW _max is the empirical maxima of Diff DTW . It should be noticed that except for the term of food, the other terms are reciprocal to the fitness function since the values of these terms should be small for a good gait pattern. The setting of the weights is listed in Table 1 . Adjusting the weights of the fitness leads to different learning results according to the requirements. The weights of the environmental pollution (W ep ) and the time sequence (W ts ) are set as the highest weights to confirm the stability of the gait pattern. However, even the same CPG gait pattern may have totally different performances in different trials. Thus, we test one set of CPG parameters three times and calculate the average fitness value.
IV. HUMANOID ROBOT SIMULATION SYSTEM
In this section, the entire architecture and function of the simulator are introduced. Open Dynamic Engine (ODE) is a powerful free library, and it is usually used to simulate a collision event in academic research. In order to make the simulation system more elastic and efficient, it is separated into two processing systems, simulating and rendering. Also, according to the user's preference in the ''.NET'' framework environment, the operation interface can be modified easily. Therefore, the developmental scalability of the simulator can be much more promoted. In addition, developers could show simulating information on the interface. And the work of rendering is implemented by OpenGL. Fig. 8 shows that it would be very convenient to directly combine the simulator with other software which has been built, such as competition strategy system or human-machine interface (HMI), and it is not necessary to rewrite any program again. Fig. 9 shows the main interface of the simulator. If the users need more information or setting function, they can open many different windows by clicking the drop-down menu in block (A). In block (B), there are three buttons, which are called ''Initial,'' ''Start,'' and ''Stop,'' respectively. These buttons mainly control the running state of ODE. In the end, the simulation result would be displayed on a picture box in block (C). 
A. HUMANOID ROBOT SIMULATOR

B. ROBOT MODEL
The construction process of the robot model is shown in Fig. 10 . The mechanism of the robot implemented in a 3D Computer Aided Design (CAD) software program, SolidWorks [44] , must be designed first. Moreover, taking into account the overall performance of the robot, the weight estimation and stress testing of the components are executed in this state. Then, all the mechanism components will be manufactured in corresponding materials and combined with suitable mediums. Finally, according to the sizes and weights of all the real robot's partitions, the robot model is built in the simulator, as shown in Fig. 10(c) . Besides, all the sizes and weights can be adjusted. If a new robot is born or some components of the robot are changed, the robot model in the simulator can be reconstructed by just modifying some parameters. In these situations, the applications of the simulators are very simple and helpful for researchers. Fig. 11 gives an overview of the relationship between the Self-Developed Software and the robots. There are two main processing cores in the virtual robot: one is ODE for motor characteristic simulation and sensor value grabbing, while the other one is OpenGL for the robot camera scene rendering. In addition, the web camera is used for image grabbing in a real robot, and all the motion controls deal with the motion control board. The motor and sensor information are all inputted into STM32. Besides, in the aspect of self-developed software, the strategy system and HMI are communicated through the simulator by shared memory techniques, and they can also link up with the real robot from the RS232 interface.
C. COMBINATION WITH OTHER SYSTEMS
As Fig. 12(b) shows, the communication media is replaced by shared memory, which refers to creating a block of random access memory (RAM) which can be accessed by different CPUs in a multiple-processor computer system. Comparing Fig. 12(a) with Fig. 12(b) , it is clear that the entire framework of communication between the strategy system and the robot does not need to be modified. Fig. 13 gives a view of the robot's camera. By rendering multiple images simultaneously, it is possible to transmit images from the simulator to a strategy system program. As a result, the strategy programmer can deal with the images to turn the following decisions into real ones. The human-machine interface, shown in Fig. 14 , consists of a motion editor, remote control system, and posture editor system. Fig. 14(a) is the window for editing the whole motion of the robot. If the user needs to fine-tune the posture, the window which is shown in Fig. 14(b) can be applied to complete this mission. All the statuses of the motors on the robot are displayed in this window, and they are also simple to adjust. If the user completes the adjusting, as can be observed in Fig. 15(a) , the virtual robots will act in the posture the user desires. Besides, all the data transmission can be monitored in the simulator, as shown in Fig. 15(b) .
The flow chart of biped gait learning for humanoid robots in the simulator is shown in Fig. 16 . We focus on finding appropriate CPG parameters for a propulsive motion. In the gait learning mode, the execution of the simulator is divided into three cores: OpenGL, ODE, and gait learning. These three cores are parallel processed on the computer. OpenGL is responsible for displaying the current situation of the robot, and all the testing motions are obtained from ODE. Whenever the new parameters are generated by the gait learning algorithm, ODE will use these new parameters to test the performance. Also, the sensor information from ODE is recorded and sent to the gait learning system for calculating the fitness values. Then the gait learning system will produce new parameters according to the fitness values for another try.
V. EXPERIMENTAL RESULTS
In this section, two parts of the experiments are illustrated briefly. Part A is the results for ABC-CPG gait learning, and Part B is the demonstration for the RoboCup soccer game. Finally, other competition configurations of the proposed simulator are also addressed.
A. ABC-CPG GAIT LEARNING
The total time for testing the gait pattern in every trial is 10 seconds. The robot takes steps in the first 3 seconds to have a dynamic equilibrium, and after that, the output q y of CPG starts to affect the motion. Therefore, the actual time walking forward is 7 seconds. Fig. 17(a) shows that the walking result in fitness = 30. The robot still cannot walk in this situation. Even though the robot is just taking steps in the same position, eventually it still falls down. After several iterations of learning, the robot can walk for a very short distance in the case of fitness = 60, as shown in Fig. 17(b) . The stability is very low in this case, and the robot falls down in a short period of time. When the fitness value is increased to 100, the robot can start to walk for a longer distance. However, the walking result is not stable enough; the robot still falls down in the end, as depicted in Fig. 17(c) . Besides, if the robot is going to fall, it will be put back in the original position for another try. In Fig. 17(d) , the robot can walk successfully with fitness = 119, but the walking direction is not straight enough. Compared with the initial direction, the robot turns almost 90 degrees in the final step. Fig. 17(e) describes the walking result with fitness = 153. It is apparent that the robot is walking forward in a straight direction and the body is swaying in a normal way. After the learning process, we take the best CPG parameters for the experiment, as illustrated in Fig. 18 . The robot can walk stably and continuously in a straight direction. Furthermore, there is no slip phenomenon on the soles of the robot. By using DTW, Fig. 19 shows three cases of the alignment of the y-axis velocity V y of the robot's waist and CPG output q z . As shown in Fig. 19(a) and (b), these two sequences are extremely unmatched in the case of fitness = 100, and the difference becomes lower in the case of fitness = 119. As depicted in Fig. 19(c) , one can find that while the fitness approaches to 153, these two sequences are almost matched, and the distance between them is shown on the right side of Fig. 19 . This figure shows that the alignment of CPG output and waist speed of the robot has a great relationship with the stability of the robot's gait. These two signals with a smaller difference make the learning results become more stable. And the feasibility and effectiveness of the DTW method is also validated in the simulation results.
After about 40 iterations of training, compared with past results, the walking speed of the robot improves from 14.5 cm/s to 18.5 cm/s. Most of all, the robot can remain in high stability while doing long-distance walking. Table 2 describes the learning results of the parameters, and Fig. 20 shows the learning curve of the ABC-CPG gait learning. The total fitness is steadily increased with the increment of learning iterations. This means a better gait pattern is continuing to be searched. Along with the increment of the fitness value, the performance of the gait pattern also becomes more stable. These simulation results show that the proposed learning algorithm indeed provides robustness in the biped gait learning process. Fig. 21(a) shows the initialization of the setting position of both teams' robots and soccer balls in the RoboCup soccer game. An attacking robot should stand in the center of the field, and the goalkeeper (defending robot) should stand in front of the goal center. Both of them must face each other at the beginning. A soccer ball is be put anywhere on the kick-off line by the referee. After the referee gives the signal to ''PLAY'' or whistles, the attacker must go back to the kick-off line and kick the ball until it crosses the halfway line of the field. Then the attacking robot is allowed to shoot. The pictures shown in Fig. 21 demonstrate that the strategies for running in a real competition (right) are almost the same as those in a simulator (left).
B. ROBOCUP SOCCER
C. OTHER COMPETITION CONFIGURATIONS
After the user chooses the competition field, the appearance of the field will also change. Besides, the objects corresponding to the game will be created in the simulator. All the objects in the simulator can be moved and rotated by the user. As shown in Fig. 22 , there are 10 field configurations built in the proposed 3D simulator. On the left of each sub-picture is the scene in the simulator, and on the right is the real competition site. Fig. 22(a) and (b) are the competition configurations for the RoboCup, and the pictures on the right side are the real competition circumstances at the 2013 RoboCup Japan Open. Fig. 22 is quite complete for testing all the strategies in the competition.
After a series of strategy testings in the simulator, we had plenty of time to prepare the game, and all the strategies obtained good results in the contests. David II won the championships in the technical challenge competition at the 2013 RoboCup Japan Open and the HuroCup all-round competition at the 2013 FIRA RoboWorld Cup.
VI. CONCLUSIONS
Since the ZMP method needs a lot of highly accurate sensor information, CPG is chosen as a more practical way to generate biped leg locomotion. By setting two coupled oscillators, three dimensional outputs of CPG, which are decided on the position of the robot's ankles and the angular position of each leg joint, can be figured out with inverse kinematics.
In terms of learning, ABC is a good way to find an optimal solution for obtaining the best CPG parameters. In fact, the learning method is one of the keys, and the determination of the fitness functions is especially significant because all the results evolve by these fitness values. Therefore, in order to determine the appropriate fitness functions and make the gait pattern more stable, a novel environmental impact assessed method is proposed in this paper; its concept is inspired by the cause of CCD. The experimental results have demonstrated that the ABC-CPG gait learning method is feasible and effective. In addition, a highly integrated 3D simulator for the humanoid robot has been developed and applied to the biped gait learning system, human-machine interface, and strategy system in this paper. The developed simulator has strong practicability and operability for robotics research and preparation for robot competitions. Also, the practicality and performance of the developed simulator has received good validations at the 2013 RoboCup Japan Open Tokyo, the 2013 FIRA RoboWorld Cup, and the 2013 International Robot Contest held in Seoul, South Korea.
APPENDIX
The transformation matrices can be written as following equations. 
