An inductive realization of Loop Vertex Expansion is proposed and is applied to the construction of the φ 4 1 theory. It appears simpler and more natural than the standard one at least for some situations.
Introduction
Loop Vertex Expansion (LVE) [6, 9, 11 ] is a new constructive method for bosonic field theories, based on the auxiliary field representation and BKAR forest formula [1, 3] . Contrary to the traditional techniques such as cluster expansion and Mayer expansion, it needs no space-time discretization at all and thus greatly simplifies the constructions.
However, the standard LVE requires some modifications to adapt to different situations [10, 12, 13, 14] . In [7] , to extract the exponential decay of connected Schwinger functions, one performs some expansion on the resolvent and integration by parts with respect to the auxiliary field, which destroy the simplicity of LVE to a certain extent. Although an extra large/small field expansion [4] can be used to replace the integration by parts, as point out in [7] , it unfortunately reintroduces some discretization of space-time and appears rather heavy.
In this paper, we provide an inductive realization of LVE, which also relies on the use of the auxiliary field. However, instead of explicitly applying the BKAR forest formula, we derive a functional integral equation for the theory with the auxiliary field, in which the tree structure and the combinatorial core are hidden. After a proper decomposition of the physical quantities, the functional integral equation turns into a series of normal equations and then can be solved inductively. One of the advantages of our method is that some finer tree structures can be obtained naturally from further decompositions of the physical quantities. Also we give a pointwise estimate for the resolvent instead of a norm one and then totally avoid the resolvent expansion. These two points seemly lead to a simpler proof of the exponential decay of connected Schwinger functions. As an example, we construct two point Schwinger function of the one dimensional φ 4 theory in this new way and leave the 2n-point functions with n > 1 to a future paper. We also consider the pressure of the theory in order to check the flexibility of this method.
Description
Let us consider the one-dimensional φ 4 theory (φ 4 1 ). For mathematical rigor, we at first restrict the interacting party of the theory to the finite interval [−L, L] and then take the limit as L → ∞ in some way. The generating functional of the restricted φ 4 1 theory is
with the source J in the Schwartz space S(R), where
and dµ C is the Gaussian measure on the space of tempered distributions S ′ (R) with covariance C. Introducing an auxiliary source σ and a parameter t ∈ [0, 1] into the theory, we have
which reduces to Z L [J] when t = 1 and σ = 0. Also we have
with the initial condition 5) where
with the initial condition
is independent of L.) As pointed out in [1, 2] , this equation can be rewritten as a functional integral equation
where dν t,L is the Gaussian measure on S ′ (R) with covariance
satisfies (2.8) formally. We now go to the full φ 4 1 theory. Let dν t be the Gaussian measure on S ′ (R) with covariance tδ(x−y) for t ≥ 0, which is the formal limit of dν t,L as L → ∞.
for M+N > 0, if the limit exists. Then the Schwinger functions of the full theory can be decomposed into n≥0 W
at least formally and, by the Z 2 symmetry of the φ-interactions, they vanish for M odd. Here we consider the case M = 2 (i.e. the two pint function) only for simplicity and postpone the cases M = 4, 6, . . . to a future paper. For n = 0, direct calculation shows
and then, in generally, 13) where S N is the set of all permutations of {1, . . . , N }. For n ≥ 1, we have, at least formally,
and similarly have
Also, in generally, we get
where N is an abbreviation for {1, 2, . . . , N }.
(2.18)
. This means that the two point function of the full theory has the absolutely convergent expansion n≥0 W (n) 1,y1,y2 [0] and exhibits exponential decay in |y 1 − y 2 |. Also, the bound we give here is more explicit than those in previous works (such as [7] ).
We are also interested in the pressure of the full φ 4 1 theory, which is defined
and, by (2.8),
(2.20)
Then, by translation invariance, the pressure of the full theory can be expressed as
at least formally, which is independent of x.
Theorem
Proofs of Theorem 1 and 2
First we must ensure the well-definedness of G[σ] in some sense, which is one of the standpoints of our derivations. Moverover we need a good bound for it.
Proof. Using the Wiener integral representation [5] , we have, for
where dW Let
Assuming x ≤ y without loss of generality and using the facts
we have
we obtain that, for ε 2 > ε 1 > 0,
which goes to 0 as ε 2 goes to 0. Thus
, dν t ) and the lemma follows.
By Lemma 1 and Fubini's theorem, we have that G[σ 1 +· · ·+σ n ] x,y is well defined dν t1 ×· · ·×dν tn -a.e with the same bound C ′ x,y . Also we need the following two combinatorial results:
11)
where |K| denotes the cardinality of the set K.
Proof. Comparing the coefficient of x N on either side of 12) we obtain the combinatorial identity 13) which is equivalent to the required one.
Let A n be the nth Catalan number [8] , i.e. A 0 = 1 and
Lemma 3. The generating function for (A n ) n≥0 is
and the generating function for (B n,m ) n≥0 is
, we have g 0 = 1 and
h=0 g h g n−h−1 for n ≥ 1. Thus g is the generating function for (A n ) n≥0 and (xg)
m is the generating function for (B n,m ) n≥0 . We complete the proof by comparing the coefficient of x n−1 on either side of
We are now ready to start the inductions. First we get a bound for the integrand of W [σ] is gotten in Lemma 6. All these lemmas are proved inductively.
Proof. We use induction on n. If n = 0,
Assuming it holds for 0 ≤ n ≤n−1, we consider the case n =n:
by the inductive assumption and Lemma 2. Sincē
we can advance the induction.
We define recursively for m > n and
where the number of nonzero summands is finite.
Proof. The lemma is proved by induction on n and is trivial for n = 0. Assuming it holds for n = 0, . . . ,n−1, we consider the case n =n:
which advances the induction.
Lemma 6.
where (P +Q)!/Q! can be interpreted as
Proof. We use induction on n. If n = 0, we need only to prove the lemma for m = 0 and N ′ = 0:
Assuming it holds for 0 ≤ n ≤n−1, we consider the case n =n and need only to prove the lemma for 1 ≤ m ≤n. By Lemma 4 and the inductive assumption, 
