Introduction
[2] An important part of understanding the mechanics of plate boundaries is measuring the motions that take place along them. With the development of precise measurement techniques, especially the methods of space geodesy, and most notably the Global Positioning System (GPS), such measurements are being made across most plate boundaries that are not underwater. These data provide the best available estimates of deformation over years and decades, which makes them crucial to our understanding of earthquake mechanics, and to estimating earthquake hazard.
[3] In California, tectonic deformation was first measured after the 1906 earthquake, though reliable estimates of deformation between earthquakes only began with trilateration measurements, which started about 1960 and were greatly expanded and improved after 1970. Space-geodetic measurements began with very long baseline interferometry (VLBI) experiments in 1979. Survey-mode GPS measurements for crustal deformation began in 1986, and expanded rapidly thereafter. Permanent GPS measurements began at about the same time, initially with a few tracking stations; a regional network of ten stations was in place by 1994 and grew rapidly thereafter, with over 250 stations by the end of the century.
[4] Subsets of these geodetic data have been used to study secular deformation [Savage, 1983; King and Savage, 1983, 1984; Savage et al., 1986; Minster and Jordan, 1987; Lisowski et al., 1991; Larson and Agnew, 1991; Larson and Webb, 1992; Larsen and Reilinger, 1992; Saucier and Humphreys, 1993; Donnellan et al., 1993; Shen and Jackson, 1993; Feigl et al., 1993; Savage and Lisowski, 1995a; Shen et al., 1996; Bennett et al., 1996; Bock et al., 1997; Savage and Lisowski, 1998; Walls et al., 1998; Argus et al., 1999; Wdowinski et al., 2001; Dixon et al., 2000; Gan et al., 2000; Miller et al., 2001; McClusky et al., 2001; Gonzalez-Garcia et al., 2003; Savage et al., 2004; Schmalzle et al., 2006; Plattner et al., 2007] , coseismic deformations Bennett et al., 1995; Hudnut et al., 1996; Bawden et al., 1997; Donnellan and Webb, 1998; Agnew et al., 2002; Rolandone et al., 2006] , and postseismic deformation [Shen et al., 1994; Savage and Svarc, 1997; Donnellan and Lyzenga, 1998; Pollitz et al., 2000; Owen et al., 2002; Savage et al., 2003] . However, none of these analyses used all the data available, and some of the early GPS analyses have been superseded by improvements in GPS processing.
[5] The Southern California Earthquake Center (SCEC) has therefore supported the development of improved estimates of current earth motion, under the name of the Crustal Motion Model, or CMM (originally known as the Horizontal Deformation Velocity Map). The CMM is one of a number of SCEC community models, all of which aim to provide a consensus result for use by a wider community. The goal of the Crustal Motion Model is to combine precise geodetic data to estimate the motions of a large number of points in southern California. Version 1 of the CMM was released in October 1996, Version 2 in July 1998, and Version 3 in 2003. These versions have been used in a number of analyses [Jackson et al., 1995 [Jackson et al., , 1997 Shen-Tu et al., 1999; Hager, 2005a, 2005b; Becker et al., 2005; Parsons, 2006; McCaffrey, 2005; Ward, 2007; Shen et al., 2007; Wdowinski et al., 2007] . These earlier versions did not include vertical motion, or treat postseismic motions adequately.
[6] This paper describes Version 4 of the CMM, which includes many GPS data not used before: both additional survey-mode data, and longer spans of data from permanent GPS sites. As in previous versions, the analysis also included precise trilateration data from the Crustal Strain project of the US Geological Survey (1970 -1992 and VLBI data collected by the NASA Crustal Dynamics Program (1979 Program ( -1992 . The data analyzed end in mid-2004, just before the Parkfield earthquake in that year. Estimates of motion for the period since 2004 are produced routinely by several groups, notably the Plate Boundary Observatory (PBO: http://pboweb.unavco.org) and the NASA REASoN program (http://reason.scign.org). These more recent estimates contain data only from continuous GPS sites; this is appropriate because very few survey-mode GPS data have been collected since 2004 (Spinler et al. [2010] describes the one main exception). Although the PBO added substantially to the number of continuous GPS sites, the spatial density of these remains much less than the density of sites we have analyzed ( Figure S1 of the auxiliary material).
1 Our aim has been to make use of this denser but more heterogeneous network to give the best possible estimate of motions over a long time period, as well as to describe the geodetic signals from the large earthquakes of the 1990's.
[7] We describe the procedures used to estimate velocities, discuss the decisions that were made in data selection and combination, explain the basis for the error estimates, and address some of the issues that have arisen. We have analyzed a wider range of data over a longer time span than have been used in most estimates of crustal motion. This longer time span has been needed in large part because several large earthquakes have occurred in the region of interest: the Landers earthquake (M w 7.3, June 28, 1992), the Northridge earthquake (M w 6.7, January 17, 1994), and the Hector Mine earthquake (M w 7.1, October 16, 1999). Allowing for the effects of these has significantly complicated the estimation of velocities, and has required us to address issues that arise only when processing a large and heterogeneous data set. The result, however, is a more rigorous representation than ever before of the crustal deformation field, one that includes secular velocities, coseismic displacements, and postseismic motion.
Data Sets and Their Preparation
[8] We first describe the different data we have used. Figure 1 shows the spatial coverage of each data type, and Figure 2 their temporal distribution.
Trilateration Data
[9] The first use of trilateration measurements to measure crustal motion was by the California Department of Water Resources (CDWR) [Hofmann, 1968] ; their measurement program was continued by the California Division of Mines and Geology (CDMG). These measurements used a Geodimeter with refraction corrections made using endpoint and sometimes midpoint measurements [Savage, 1975; King et al., 1987] . Trilateration measurements were greatly expanded and improved by the US Geological Survey (USGS), who used a Geodolite with refraction corrections made from measurements made along the line of observation, giving an accuracy of about 10 −7 [Savage and Prescott, 1973] . The USGS program began in 1970; the last measurements were collected after the Landers earthquake in 1992. Johnson et al. [1994] analyzed the southern California trilateration data to find the regional strain patterns. Comparisons of trilateration and GPS measurements, after correcting the trilateration data for a scale difference [Savage et al., 1996] , generally show steady motion over the entire time span [Savage and Lisowski, 1995b; Anderson et al., 2003; Rolandone et al., 2008] .
[10] Dong [1993] used the USGS measurements to estimate rates of change (and offsets as needed) for many trilateration lines, and used these rate data to estimate horizontal station velocities by imposing loose constraints on the rotation and translation of the network, a method that avoids any need to correct for the different scale factors. Section 3.5 describes how we combined this solution with the GPS and VLBI data.
VLBI Data
[11] High-quality measurements with VLBI began in 1979, with installations of the dual-frequency Mark III The distribution in southern California of the four data types used in the CMM: for trilateration, the actual lines measured, and for GPS and VLBI the points occupied. All trilateration lines and GPS points are colored by the total time span covered for each one; the time spans are chosen to give nearly equal numbers in each class (quartiles). (e) The coloring applied to the cumulative distribution of time spans; the time spans for each quartile depend on the data type: for example, for survey-mode GPS (SGPS) one quarter of the points (shown in red) have time spans of 9 years or more. (f ) The continuous GPS and VLBI stations outside of southern California; these were used to tie the reference frame to stable North America. system as part of the NASA Crustal Dynamics Program. Southern California was one of the regional focus areas for this program, so relatively dense measurements were made. In the area shown in Figure 1 , high-quality VLBI data were collected from four fixed radiotelescopes: three at the NASA Deep-Space Complex in the Mojave Desert, and one at Vandenberg Air Force Base. A pair of mobile systems [Davidson and Trask, 1985] observed roughly annually at ten sites [Gordon et al., 1993] . Data observed at some sites span more than 10 years, and the velocities have uncertainties of 1-2 mm/yr. While the VLBI stations were few, they capture the deformation field before the 1992 Landers earthquake.
Survey-Mode GPS Data
[12] Because testing of the GPS satellite constellation took place at the Yuma Proving Grounds, close to southern California, this region had relatively good coverage even during the early period of the system. The first precise measurements for crustal deformation were made in 1986 by the USGS, by the National Geodetic Survey (NGS), and by the Jet Propulsion Laboratory (JPL). A joint program of scientists from four universities [Feigl et al., 1993] made repeat measurements of about 30 sites between 1986 and 1992. Starting in 1988, NGS and university scientists [Bennett et al., 1996] made similar measurements in the Salton Trough and Riverside County. In 1991 the NGS and the California Department of Transportation made a statewide survey that was partly repeated in later years. The USGS Crustal Strain project collected GPS data over southern California, from 1990 on, most notably making regular postseismic measurements around several large earthquakes. The US Navy Geothermal Program Office collected a large volume of data spanning an important part of the Eastern California Shear Zone [McClusky et al., 2001] . A very large volume of data was collected by various groups as part of the studies referenced in section 1. There have also been many measurements made, both by academic groups and by local government agencies, that have not been formally described in the literature, but which were of sufficiently high quality (5 or more hours of occupation with dual-frequency receivers each time) to be of potential value, even if not collected explicitly to measure crustal motion; Parks and Dial [1997] is an example. At six sites (6024, 6050, 6052, 6056, 6072 , and 6106) we utilized single-frequency data in finding coseismic offsets from the Landers earthquake.
[13] We started by assembling these GPS data, and archiving them with correct metadata, notably the receiver and antenna type, antenna height, and station identification. Given the very heterogeneous nature of the data collection, this was a substantial (if nominally straightforward) task. In practice the information needed was available only on logsheets filled out when the data were collected. We therefore developed software to catalog these logsheets, to match logsheets with particular data files, to efficiently enter the relevant data into the RINEX header, and to match RINEX files with monument locations (using point positioning), since the names given to the files were often not a useful guide. A by-product of this effort was an index to all monuments observed, with consistent (and unique) identifiers. Altogether this archiving effort involved some 24,000 files (and 16,000 logsheets, now stored at IGPP/Scripps) collected at more than 1800 monuments. The final RINEX files, and indices to the data, are available through the SCEC Data Center (http://pfostrain.ucsd.edu/scecgps/gps_page. html).
Continuous GPS Data
[14] The first continuously operating GPS receiver in California was operated as part of the National Geodetic Survey tracking network from 1986 through 1992. Additional stations were added at NASA sites in 1989; as new generations of receivers became available it became feasible to install more stations, specifically for monitoring crustal motion. The lead in this was taken by the Permanent GPS Geodetic Array (PGGA), which had installed nine more sites by the start of 1994 [Bock et al., 1997] . In response to the Northridge earthquake, additional funding became available: this went first to a denser array in the Los Angeles area, and eventually to the SCIGN (Southern California Integrated GPS Network) array; when this was completed in 2001 there were more than 250 continuous sites in southern California. We used data from all of these, along with data from neighboring arrays of continuous GPS sites: the BARD network in central and northern California; the PANGA network in northern California, Oregon, and Washington; and the BARGEN network in Nevada. Most importantly, we have used data from 21 continuous sites in the stable part of the North America plate; these define our realization of a reference frame fixed to the North America plate [Blewitt et al., 2005]. 3. Data Processing and Analysis 3.1. GPS Data Processing 3.1.1. Phase Processing and Combination
[15] The first steps in our GPS processing used the GA-MIT and GLOBK software packages (http://www-gpsg.mit. edu [Herring et al., 2010] ). We first used the GPS phase observations to estimate daily station positions simultaneously with orbital and atmospheric parameters. We included all survey-mode data and up to a dozen continuous sites with broad regional spread and consistently available data. We processed the data in 24-hour spans, usually starting at zero hours UTC, though if the survey-mode data were in short spans across this boundary the start time would be moved to avoid splitting the data. An initial solution used moderate a priori constraints on orbital and station parameters to resolve integer phase ambiguities [Dong and Bock, 1989; Feigl et al., 1993] . We weighted GPS data proportionally to the square of the sine of the elevation angle and omitted data below 10°. The carrier beat phase is converted to double-differences between satellite and station pairs [Bock et al., 1986; Schaffrin and Bock, 1988 ] to estimate site positions, satellite orbits, Earth orientation parameters (EOP), and tropospheric delays. We obtained orbital positions of the satellite by numerically integrating the initial conditions using a force model which includes lunar and solar perturbations, GEM-T3 gravity model truncated to degree and order 8 [McCarthy, 1992] , and a nine-parameter model for the direct effects of solar radiation [Springer et al., 1999] . In modeling the motion of the stations, we included solid-Earth tides according to the IERS standards [McCarthy, 1992] , and ocean loading interpolated from a global 0.5 × 0.5 degree grid provided by H.-G. Scherneck [http://froste. oso.chalmers.se/loading/ref], computed for the tides given in the CSR4 ocean-tide model. Our model of the delay in the GPS signal due to the neutral atmosphere began with the model of Saastamoinen [1972] assuming a surface pressure of 1013.25 hPa), a surface temperature of 20°C, and a water vapor partial pressure of 8.32 hPa. This zenith delay was mapped to the elevation angle of the satellite using the expressions of Niell [1996] . We then estimated corrections to this model every two hours using the Niell mapping function for the water vapor component. We also estimated constant E-W and N-S gradients in atmospheric delay for each session [Chen and Herring, 1997] .
[16] For 1986-1989, when no accurate a priori orbits were available, we started from the broadcast ephemeris and used only loose constraints. After 1989 we used initial orbits from the Scripps Orbit and Permanent Array Center (SOPAC) (http://sopac.ucsd.edu/processing/gamit [Nikolaidis, 2002] ) whenever available. A final solution, with constraints relaxed and ambiguities resolved, provided daily estimates of station and orbital parameters free of reference-frame assumptions.
[17] The loosely constrained estimates of these parameters, with their covariances, become "quasi-observations" to be combined with similar estimates from other processing [Dong et al., 1998 ]. Prior to 1993, we included all of the available regional and global data in the same GAMIT analysis. For most surveys after 1993, we processed the survey-mode data separately, and then used the GLOBK software to combine them with quasi-observations produced from global and regional continuous data by SOPAC.
[18] Perhaps surprisingly, the very earliest data, in 1986, were not much more difficult to analyze than more recent data: in particular, cycle slips could be removed using automatic editing. The weaknesses of these early data are the sparse constellation of satellites and sparse network of global tracking stations used for orbits. For data collected in 1990 and 1991, processing became more challenging because of higher ionospheric activity; the limitations of codeless receivers used in both global tracking networks and in California surveys; and a difference of 0.08 s in the sampling times of different types of receivers [Feigl et al., 1991] . To address these last two problems, we processed separately the global and regional data from each group of receivers that shared a common time tag, and combined the solutions through orbit and Earth orientation parameters. The difficulties with data from the 1990-91 period are especially unfortunate given the relatively large volume of data collected then, as well as the importance of these data for getting station velocities before the 1992 Landers earthquake.
[19] A separate receiver timing issue was a time-tag offset of about 45 microseconds in the L1 and L2 phase data for the early Ashtech L-series receivers; Appendix A describes the effects of this, and how we corrected for it.
[20] To save subsequent computation time and to generate more meaningful long-term statistics, we aggregated these daily solutions into multiday combinations, where the time span implied by "multiday" varied from one day (immediately after large earthquakes) to forty days; Figure S2 of the auxiliary material shows the distribution of times. During aggregation we included a priori secular site velocities (found from previous solutions) to minimize biases from averaging over time. The final multiday combinations were again loosely constrained positions and EOP, with their covariances.
Data Editing
[21] We next generated time series of the daily and multiday GPS position estimates for editing. In both cases we defined a reference frame for the daily or aggregated solutions using a seven-parameter transformation: translation, rotation, and scale at each epoch to minimize the differences in position for six or more stations from a priori coordinates determined from a previous solution. This procedure was necessarily iterative since the number of stations with known coordinates and velocities for the early years was limited. We began by using North American stations from the International Terrestrial Reference Frame, epoch 2000 (ITRF2000) [Altamimi et al., 2002] , but eventually added both continuous and survey-mode stations from our own solutions. As we added stations to the reference frame, the time series became increasingly stable. This approach has the advantage that a large number of stations are available at each epoch to estimate the translation, rotation, and scale parameters, allowing easy exclusion of outliers. We believe that this approach is quite robust and powerful compared to solutions relying on a few fiducial sites.
[22] Using the resulting time series, we edited the data, removing outliers and identifying steps due to changes in instrumentation (mostly antennas). The generation of the time series, including the choice of reference stations, and the subsequent editing, were performed independently at UCLA, using the QOCA software (http://gipsy.jpl.nasa.gov/ qoca [Dong et al., 1998] ), and at MIT, using GLOBK. Although both analyses used a three-sigma criterion for removing outliers, the editing was not exactly the same because of choices made for reference stations and downweighting of noisy data. As described below, the final CMM result came only from the QOCA combination, the GLOBK combination being used as a check. 3.1.3. Estimating Secular, Coseismic, and Postseismic Motions
[23] After data editing, we combined all of the multiday quasi-observations into a single solution in which we modeled station position in each coordinate as a function of time by an initial position x 0 at time t 0 , a velocity v, coseismic (and when needed instrumental) steps a i , and postseismic displacements D j : with time-dependence
where the first sum includes earthquakes and other steps at times t i , the second sum includes only some earthquakes, and T j is a time constant, assumed to be the same for all stations for each earthquake. This part of the analysis was performed independently at UCLA and MIT with different assumptions about the model. The UCLA analysis estimated coseismic offsets for stations for which the slip models given in Table 1 predicted displacements greater than 3 mm. We used these predicted offsets as a priori constraints, with uncertainties given by [(0.6A i ) 2 + (0.3A j ) 2 + (0.3A k ) 2 ] 0.5 for the i-th component, with A i , A j , and A k being the predicted offsets for any combination of the east, north, and up components. We found that these constraints are loose enough to have little Figure 3
effect if the data constrain the offset, but stabilize the solution if they do not. We included postseismic displacements only for sites whose predicted coseismic displacements exceeded 30 mm (for survey-mode sites) and 20 mm (for continuous sites). The amplitude D was constrained a priori to be 10% of the predicted coseismic offset, with an uncertainty of
0.5 ; again, this uncertainty stabilizes the solution without biasing it. The time constant T was not estimated explicitly; trial and error showed that a value of 10 days fits most postseismic displacements adequately. Figure 3 shows the fit of the logarithmic function to several time series of station positions. The reference frame for the UCLA solution was realized by a seven-parameter transformation of the velocities of 20 continuous stations, to minimize the differences from the velocities given in the Stable North American Reference Frame (SNARF 1.0) [Blewitt et al., 2005] , which gives positions and velocities of continuous GPS stations corrected for motion caused by glacial isostatic adjustment (GIA).
[24] The MIT analysis included no parameters for postseismic motion but omitted the observations for the period following each earthquake in which non-linear motion was apparent in the times series (2.5 years for Landers, 3.5 months for Northridge, and 2.2 years for Hector Mine). The reference frame was defined with only nine stations minimally affected by GIA. Figure S3a of the auxiliary material shows the differences in horizontal velocity between the UCLA and MIT solutions. There is a systematic difference of −0.6 mm/yr (UCLA-MIT) in east, and 0.6 mm/yr in north, which likely results from a combination of different choices of reference stations, and differences in editing the data from the reference stations chosen. After removing this bias, most of the differences are less than 1 mm/yr; those greater than 2 mm/yr are mostly stations for which the error of the difference is relatively large. (For example, about 70% of the differences that are less than 2 mm/yr have errors less than 1.5 mm/yr; 70% of the differences that are more than 2 mm/yr have errors that exceed this level). Figure S3b of the auxiliary material shows where stations with larger differences are located: these tend to be in regions around the three large earthquakes, for which the velocity difference may reflect the different approaches to handling post-seismic motion. Other sites with large differences probably reflect different choices in data editing.
[25] In our final estimate of velocities, we have made ties in velocity between stations within 1.5 km, since we expect negligible tectonic deformation between them; in section 4 we discuss the inter-site motions for these pairs if no ties are made. We have excluded from our results any velocities with horizontal uncertainties greater than 3 mm/yr, coseismic steps with uncertainties greater than 0.1 m, and postseismic displacements with uncertainties greater than 5 mm. We also removed some velocity outliers that are clearly at odds with neighboring sites and are likely of non-tectonic origin (section 4.3). The final result has 1003 GPS site velocities in the area studied; since there are 73 GPS-GPS local ties the number of independent GPS velocities is 930.
[26] As a final step in the GPS analysis, we regenerated the time series, this time using as reference stations for the seven-parameter transformation all of the stations in the solution for which the data have not been edited and the velocity uncertainty was less than 2.0 mm/yr. The a priori values of initial positions, velocities, and coseismic and postseismic motions for these stations were taken from the final GPS solution, and postfit residuals of the sevenparameter transformations are minimized in the least squares sense.
Combining GPS, Trilateration, and VLBI Velocity Solutions
[27] Our next step was to combine the GPS velocity estimates with the results from the other data types discussed in section 2. There have been many GPS measurements at trilateration stations or at locations nearby; these points (shown in Figure S4 of the auxiliary material) provide ties between the trilateration and GPS solutions. We combined the trilateration solution (section 2.1) with GPS-based velocities using 70 tie points, giving station velocities at 190 trilateration stations, again after removing outliers and sites with velocity uncertainties greater than 3 mm/yr. We did not find any detectable systematic differences between the GPS and trilateration velocity fields, though it is not clear if this is because the large number of ties forces the trilateration velocities to match the GPS velocity field, or because the secular velocity field has not changed.
[28] The VLBI data analysis (T. A. Herring, unpublished manuscript, 1995) estimated vector baselines between pairs of stations from the VLBI group delay; these were aggregated into a solution for station velocities with covariances (see Herring et al. [1990] and Ma and Kusznir [1994] for methods). We then combined the VLBI velocity solution with the GPS one by tying the horizontal velocities of six GPS-VLBI co-located stations in North America; this added 16 VLBI site velocities in southern California and helped strengthen the reference frame of some GPS sites which were surveyed during the early years only.
[29] The final CMM4 velocity field thus combined the loosely constrained GPS solution produced at UCLA with the trilateration and VLBI solutions. The velocities were referenced to SNARF 1.0 through a seven-parameter transformation that minimizes the residual velocities for the 20 sites indicated in the table of site velocities, in the auxiliary material. The auxiliary material also contains tables giving the site locations, coseismic and postseismic displacements, and the times and amounts of estimated instrumental offsets at GPS sites; the auxiliary material also contains the time series of GPS station positions, expressed as residuals from the model.
Error Analysis
[30] One of the most challenging aspects of this analysis has been to produce realistic errors for the parameters estimated. It is very important for the errors to be correct, since we can decide that significant motion takes place between two points only on the basis of both the velocities and their errors. Nominal errors can be found by starting with the residual RMS of the fit to the original GPS doubledifferenced carrier-beat-phase, and propagating these errors forward into the final parameter fits. But since this formal procedure neglects other sources of variability, it invariably underestimates the true uncertainty, and also usually assumes the errors to be uncorrelated over time.
[31] We assess errors in the following ways: first, we examine possible systematic errors; next, we discuss the error models that have been applied to propagate different sources of noise into the final parameter estimates. We then examine the solution to evaluate the errors, both by comparing nearby stations and by examining the residuals from a tectonic model. We also describe how we edited data and eliminated outliers by evaluating the spatial coherency of the deformation fields and the displacement time series.
Systematic Errors
[32] We define systematic errors as biases in position or velocity estimates that are common to one of the measurement techniques or, for a given technique, common to a particular region or period of time. Scale bias between trilateration and GPS, mentioned earlier, is a clear example, but one that can be accounted for by estimating a scale parameter in the combination. A more difficult scale problem arises in GPS because of the evolution of the satellite constellation. Between 1986 and 1989, the constellation was dominated by Block I satellites, which were gradually replaced by Block II and IIA (1989-1997) and then Block IIR. These four satellite designs each had a different antenna, and the pre-launch specifications do not adequately model the phase pattern of any of them. Changes in the constellation thus caused changes in apparent distance to the satellites (and hence scale) over the span of our measurements [Zhu et al., 2003; Ge et al., 2005] . While some of this mismodeling may be corrected by future reprocessing of the global and southern California data sets, the necessary corrections are unlikely to be available for the Block I satellites; our results thus may have time-dependent scale errors that could bias vertical rates by 1-2 mm/yr. There may also be centimeter-level errors in modeling of the phase centers of many antennas used for survey-mode measurements, and unidentified discontinuities in the continuous time series due to changes in instrumentation. Finally, the reference frame (SNARF) is itself uncertain, especially in the vertical, because of incomplete modeling of vertical and horizontal motions caused by GIA in North America.
[33] For horizontal velocities, the most important systematic error is a bias or distortion of a network of sites used for a single survey, leading to spatially coherent changes in velocities that can mimic crustal deformation. These errors can arise from errors in orbital modeling or unmodeled satellite signal propagation delays that affect fiducial stations used to define the reference frame for a survey; they are far more likely to have occurred for the earliest measurements when the satellite constellation and the fiducial network were much more sparse. The most reliable way to avoid these errors is to have long and well-populated time series and to look for inconsistencies between velocities of nearby sites estimated from data from different time periods. In our current analysis, we have included stations measured as few as three times over at least two years, but rely on stations with many more measurements to check these poorly observed stations.
Error Models
[34] Studies of continuous GPS observations have shown that the error spectrum for most stations can be reasonably represented by a combination of white noise and flicker noise, that is, a noise component that is constant at all averaging times and one that increases as the inverse of the sampling frequency [see Williams et al., 2004, and references therein] . Although the flicker noise component can be estimated from time series, it cannot easily be implemented in a simultaneous estimation of parameters from all of the data. However, a random walk process (noise increasing as the inverse square of the frequency) can be implemented in both QOCA and GLOBK and provides a useful surrogate for processes with lower spectral index, particularly since the relevant errors for secular motion are the ones that dominate at the longest time spans.
[35] For 286 of the 359 continuous stations in our solution (most with spans greater than 4 years), we determine the random walk to be applied using the "realistic sigma" algorithm of Herring [2003] and described by Reilinger et al. [2006] . In essence, this algorithm evaluates the decrease in scatter as a function of averaging time and compares this with the decrease to be expected for white noise. From these values, we then estimate parameters of a first-order Gauss-Markov process that can be used to obtain the random-walk value that best predicts the velocity uncertainty for the span. Ninety percent of the random-walk values for the horizontal component at these 286 continuous stations range from 0.25 to 0.65 mm/ ffiffi ffi a p , with a median of 0.35 mm/ ffiffi ffi a p . For stations observed either episodically, or continuously for short time spans, we use a set of constant values of 1.0, 1.0, and 2.0 mm/ ffiffi ffi a p for the east, north and up components, determined by evaluation of the velocity residuals, as described in section 4.4. In a few cases we assigned lower or higher values to survey-mode sites, either because they had especially dense time series or because the time series revealed excessive variability.
[36] The uncertainties in the initial trilateration data (line lengths) were taken to be the errors assigned by Savage and Prescott [1973] to the individual data values. As described by Dong [1993] , an analysis of the scatter of the data around a linear trend, conducted for different subnetworks of the trilateration stations, showed a slightly higher distanceindependent error [see also Johnson et al., 1994] , but this difference was small enough that the Savage and Prescott values were deemed acceptable.
Data Editing and Removal of Outliers
[37] As mentioned earlier, bad position estimates were detected during the analysis steps, and were screened, edited, and/or removed in an objective way. We began by examining the station time series after fitting the model (1) and removing, as outliers, values that deviated more than three standard deviations from their model predicted values. These outliers were usually caused by blunders in antenna setups, incorrect ambiguity resolution, large satellite orbital errors, or large errors in modeling of troposphere time delay. For continuous sites we also estimated offsets at times recorded in the processing logs maintained by SOPAC. Some time series, mostly from sites in geothermal areas, showed transient displacements; we enlarged the uncertainties of the corresponding components by a factor of 10 to 100, depending on the scale and frequency of the transient signals.
[38] Finally, we inspected the spatial consistency of the horizontal velocity, coseismic, and postseismic deformation fields, and removed site velocities which were clearly incompatible with their neighbors, except in regions spanning significantly creeping faults such as the San Andreas fault in central California and the Imperial fault. In general these discrepant results were not obvious in the time series because of too few station occupations; they may indicate local instability or a single poor observation. We have included these velocities in a separate table in the auxiliary material.
Evaluating the Uncertainties in the Velocity Estimates
[39] If our error model and data weighting are correct, we expect that, if there is no deformation, the standardized velocity residuals (velocity estimates with the true value subtracted, and the residual scaled by the standard error) will be distributed with zero mean and unit variance, and that this distribution will be approximately Gaussian. Of course, a direct test of this is not possible because all our stations are in a deforming area and the "true values" there are not known. One test is to compare our velocities with those computed by other methods for the same stations. Two other tests compare velocities in situations in which we believe there should be little deformation: one case is closely spaced stations, and the other is regions for which the deformation can be modeled with many fewer free parameters than the number of stations. This last method, used by McClusky et al. [2000] , Davis et al. [2003], and McCaffrey et al. [2007] is the most complete, but also the most dependent on assumptions, since an inadequate model may produce a larger scatter in the residuals than is correct, while if the model absorbs measurement errors the residuals from it will have an unrealistically small scatter, causing the errors to appear too large. Using regions with large crustal blocks, simple geometries, and slow-moving faults gives the most confidence that the residuals from a model accurately represent errors in the measurements.
[40] In part because we included data from many sources, we have a relatively large number of velocities at stations spaced closely enough that we expect no significant tectonic motion between them: in many cases such pairs include one survey-mode and one continuous site. For a separation distance of 1500 m or less, we had 88 such pairs, for which Figure 4 . Q-Q plots of the standardized velocity differences, for each component, between closely spaced GPS points, in a solution in which such points were not tied. The red crosses are the differences; the solid line is the expected distribution if the errors are correct, while the dashed lines correspond to increasing the errors by 10% and 20%.
we calculated the velocity differences, normalized by the combined standard errors from each site. As noted above, if the errors assigned are correct, the results should appear to be Gaussian random variables with zero mean and unit variance. Figure 4 shows the actual distribution of the differences for the three components of velocity, plotting the empirical cumulative distribution function (cdf) against that for a standardized Gaussian. The cdf lies close to the 45-degree line in each case, showing that the differences have the appropriate distribution; applying a Kolmogorov-Smirnov (K-S) test to the empirical cdf confirms that there is no significant departure. While the plot suggests that the distribution for the differences in the vertical has a smaller variance (by 30%) than would be expected, the K-S test also shows that the observed distribution in that case is still acceptably close to a unit-variance Gaussian.
[41] To assess the uncertainties more broadly, we used velocities for a block model that used the methods of McCaffrey [2005] , but that was fit to the CMM data (R. McCaffrey, personal communication, 2007 ) to remove block rotations and elastic strain from the CMM, and examined three areas where the resulting velocity residuals appeared to be nearly random. These areas are shown in Figure 5 : they include eastern California and Nevada (N), the region of the central San Jacinto and Elsinore faults (M), and the onshore region south and west of the Elsinore fault, including northern Baja California (S). In all the three regions, we examined the number of residuals that fell outside the 70% error ellipse for velocity estimates found during test runs with different default values for the random-walk parameter applied to the survey-mode and short-span continuous stations. The normalized residuals for a value of random-walk noise of 0.5 mm/ ffiffi ffi a p produced error ellipses that were too small; in region N the normalized residuals for survey-mode stations in California were more consistent with a random-walk value of 1.0 mm/ ffiffi ffi a p (our final choice) than with one of 0.75 mm/ ffiffi ffi a p . We note that the 14 Nevada stations in region N are part of the western Basin and Range network [Wernicke et al., 2000; Davis et al., 2003] , which have operated under nearly ideal conditions for GPS Figure 5 . Figure 5b shows Q-Q plots of the residuals, for the two horizontal components, between the CMM velocities and a block-model prediction of them, scaled by their errors, and shown for stations in the three regions shown on the map (Figure 5a ). The solid line is the expected distribution if the errors are correct, while the dashed lines correspond to increasing the errors by 30% and 60%. See text for discussion.
measurements: a long span of observations (5.5 years for our analysis) on deep-drilled braced monuments in a very arid region. The random walk values we estimated for these stations are all roughly 0.4 mm/ ffiffi ffi a p ; but even these appear to be too large to represent the true uncertainties, since 85% of the velocity residuals fall within the 70% error ellipses. Figure 5 shows Q-Q plots of the normalized velocities within each region; these indicate that for regions N and M the scatter is consistent with the errors given (in region M there is a nonzero mean, but this does not affect the analysis of errors); in region S the normalized velocity residuals suggest that the errors may be underestimated by about 30%.
[42] We conclude that the errors given for horizontal velocities in the CMM are appropriately scaled. Since there is some evidence that they may be underestimated in some regions, users of the results may wish to scale the errors up by a factor of 1.1 to 1.3 if they wish to be conservative in their conclusions.
[43] We have compared our horizontal velocities with the velocities estimated by the Plate Boundary Observatory, for those stations (largely the SCIGN continuous sites) that have been used in both solutions. For the PBO analysis we used (release date 09/30/2008) the PBO data extend from 2004.0 through 2008.6, and are thus largely independent of the CMM data, which end at 2004.73; the analyses of the data are completely independent. Figure 6 shows the scatterplot of differences in horizontal velocity. There is a systematic difference of −0.97 mm/yr in the east, and 0.06 mm/ yr in the north. After allowing for this most of the differences are less than 1 mm/yr, though there are a few stations with larger discrepancies. Figure S5 of the auxiliary material shows the locations of these sites; those with large differences do not appear to have any systematic distribution, aside from a concentration around the location of the Parkfield earthquake (2004.74).
Vertical Motions
[44] As described in section 4.1, there are several additional sources of error in vertical rates measured with GPS; for survey-mode stations yet another is that observers are more likely to err in measuring antenna height than in centering the antenna over the mark. We are thus less certain of the true uncertainties in vertical velocities. Nevertheless, we have included these estimates in the CMM. Figure 7 shows the vertical velocities for 464 GPS stations with consistent time series and uncertainties less than 1.95 mm/ yr. Because of the possibility of reference frame bias, we have removed a mean value of −1.1 mm/yr from the tabulated rates before plotting, to show relative rates more clearly. We also believe that actual ground motion should be inferred from these estimates only if the velocities are spatially coherent across a broad area. We see downward motion in the Salton Trough, which is what would be expected for an area of rifting; and also in parts of the Los Angeles region in which groundwater withdrawal is known to be causing subsidence . There appears to be a region of uplift running north-south across the eastern end of the Transverse Ranges and into the area of the Landers earthquake, and, less definitely, along the Ranges as a whole.
[45] As with the horizontal velocities, we have compared our vertical velocity estimates with those available from the PBO analysis for stations that both solutions have in common. Figure S6 of the auxiliary material shows the result in map form. The weighted mean of the difference, excluding the stations in the Parkfield region, is −2.8 mm/ yr; after removing this, two-thirds of the vertical velocities (72 stations out of 112) differ by 1 mm/yr or less, and 90% by 2 mm/yr or less.
Discussion
[46] The main purpose of the paper is to present the results of CMM4, not to offer models or interpretations. However, we can report several new results; we also summarize the general features of the velocity field.
[47] Our first result is that it is possible to get very good estimates of horizontal, and even of vertical, motion using only occasional ("campaign" or "survey-mode") GPS measurements. GPS data recorded continuously at permanent sites is a vital tool for examining seismic or aseismic transients. But if the only expected result from measurements is the long-term velocity, it may be desirable to trade the cost of running a permanent network for the lower cost (but longer time needed) of survey-mode data, especially because correlated noise means that the number of measurements is much less important than the length of time they span [Johnson and Agnew, 1995] . Figure 8 shows what is possible in estimating vertical velocities. The left panel shows that the distribution of vertical velocities from the survey-mode sites with the lowest errors is very close to the Figure 6 . Scatterplot of horizontal velocity difference for stations in the CMM solution that have also been processed as part of the Plate Boundary Observatory, excluding stations in the Parkfield area (and AVRY, which is known to have been unstable). Note that there is little temporal overlap in these solutions. Stations with the largest discrepancies are labeled. The dashed lines show the weighted mean of the differences, excluding the labeled stations. Figure S6 of the auxiliary material shows these differences (including stations not shown here) in map form. distribution of velocities from permanent sites. The right panel displays the survey-mode sites in terms of the total time span of data and the number of epochs, and shows that low enough errors can be obtained with several measurements spanning a decade.
[48] Figure 9 summarizes the CMM results for coseismic and postseismic motions for the two largest earthquakes (Landers and Hector Mine); Figure S7 of the auxiliary material does the same for the two other earthquakes for which we estimated postseismic motions. These plots show that for all four large earthquakes, the postseismic motions are mostly in the same direction as the coseismic ones, with the amplitude ratio of coseismic to postseismic clustering around a value of 10-20. It is notable that this behavior is common to all the events analyzed, even though two of them are strike-slip and two others are thrusts; this result suggests that the early postseismic motions modeled by equation (1) may be primarily caused by slip similar to the coseismic rupture.
[49] Finally, Figure 10 shows the horizontal velocity field, which on this broad scale is best displayed in coordinates parallel and perpendicular to the local direction of plate motion. Plotting velocity vectors gives an uninterpretable jumble; we instead display the velocities in a series of profiles perpendicular to the direction of plate motion, showing plate-parallel and plate-normal profiles separately. Moving from northwest to southeast along the boundary:
[50] 1. Profile A shows the abrupt step in velocity across the creeping section of the San Andreas fault, with little deformation east of it and a small amount to the west [Rolandone et al., 2008] , while profile B shows the broadening of the zone of deformation associated with the transition to a locked fault at Parkfield [Segall and Harris, 1987; Murray and Langbein, 2006] .
[51] 2. The western end of profile C shows the fully developed zone of strain accumulation around the Carrizo segment of the San Andreas fault, including the puzzling asymmetry of the velocity profile [Schmalzle et al., 2006] . To the east, this profile, though sparse, clearly indicates the stable region of the Sierra Nevada microplate, terminated on the east by the Eastern California Shear Zone (ECSZ) in the Owens Valley. [52] 3. Profiles D and E, which include the Transverse Ranges and the Mojave ("Big Bend") portion of the San Andreas, have the broadest region of deformation. Comparing D and E shows the merger of the ECSZ into the overall plate boundary (see Spinler et al. [2010] for a more detailed view). These two profiles also show the largest amount of motion perpendicular to the direction of plate motion, associated with compression along the Transverse Ranges and motion parallel to the San Andreas along the Big Bend.
[53] 4. The motion in Profile F is almost purely plateparallel, though the zone of deformation is over 200 km wide because it includes not just the San Andreas but also the San Jacinto and Elsinore faults. In addition, though not shown here, as much as 10 mm/yr of motion remains to be taken up offshore in the California Borderlands.
[54] 5. Most of the deformation in profile G occurs over a much narrower zone associated with the Imperial fault and the Salton Trough, though again there is significant deformation well to the west, and in this profile the North American plate extends almost to the Imperial Fault. Further south, in profile H, the zone of deformation associated with the main plate boundary (the Cerro Prieto fault) appears to be even narrower, though this may be an artifact of the very sparse sampling in this region.
Conclusions
[55] Through a unified analysis of various types of geodetic data collected in southern California for the period 1970-2004, we have created a spatially dense field of interseismic velocities for this area and time period, along with reliable estimates of the associated errors. We have also estimated coseismic displacements and postseismic motions from the four large earthquakes that occurred during this time period; these suggest that the pattern of immediate postseismic motion tends to resemble that of the coseismic displacements. Aside from these earthquake-related motions we do not see any indication of time variations. The interseismic velocities outline the concentration of strain around the San Andreas and associated faults, and also show the extension of deformation to the Eastern California Shear Zone north of the Transverse Ranges, and west to the California Borderlands south of the ranges. Vertical velocities, many obtained from survey-mode GPS data, show that over most of this region there is little vertical motion, with the main exception being in the Salton Trough, and (for probably non-tectonic reasons) in parts of the Los Angeles basin.
Appendix A: Time-Tag Errors in Ashtech Codeless Receivers
[56] While analyzing survey-mode data collected between 1991 and 1996 by several groups in southern California, MIT analysts noted an apparent bias in the east component of position when using data from Ashtech receivers that did not acquire the P2 code. The IGS code for these is ASHTECH L-XII; we term these "L2-codeless" receivers. To test for a timing error in these instruments, we used doubledifferenced phase data to estimate clock offsets between an Ashtech Z-12 and six codeless receivers within 50 km of it during two days in 1994. The estimates ranged from 22 to 64 microseconds, with uncertainties of 5 to 10 microseconds, with the best results (from two nearly co-located receivers) being 45 ± 5 microseconds. A large batch of southern California data acquired between mid-1992 and Argus et al. [2010] . On the left, the stations are plotted in an oblique Mercator projection [McKenzie and Parker, 1967] so that the y-axis is the local direction of plate motion; the zero of the x-axis is 7390 km from the pole of rotation, and active faults are in purple. In both plots survey-mode GPS stations are red horizontal lines, continuous GPS stations are blue vertical lines, trilateration points are brown circles, and VLBI sites are green squares. The boxes on the right, which correspond to regions outlined on the left, show velocities parallel (large box) and perpendicular (small box) to the direction of plate motion; the dashed line in each plate-parallel box is the amount of plate motion as a function of x. The velocity scales are the same for all boxes. The gray line on the map to the left is the main plate boundary: from NW to SE, the San Andreas fault, Imperial fault, Cerro Prieto fault, and its extension into the Gulf of California. The gray region in each box on the right shows the range of x values covered by this boundary, from very small in the region around Parkfield (box B) to very large in the Big Bend area (boxes D and E).
1995 were then reprocessed assuming no offset (case A), an estimated offset (case B), and a fixed offset of 45 microseconds (case C). The baseline components for cases B and C generally agreed to within 1 mm, compared with 20-30 mm offsets, mostly in the east component, for case A.
[57] Because of changes in the Ashtech firmware to deal with Y2K problems, it was not possible to verify the offset using zero-baseline tests. Ashtech engineers (J. Ladd and R. Lorenz, personal communication, 2000) believe that a timing error would mostly likely come from a combination of hardware and software delays, and would be constant within 20-50 ns.
[58] This timing error means that Ashtech data must be examined to determine whether or not they came from codeless receivers. In principle, this can be done by looking for an absence of P1 and P2 data and for half-cycle slips in the phase. However, some RINEX translators allow P1 and P2 to be inserted into the header even if these observables are not present, or allow P1 and P2 observations to be omitted from the file if they are not requested in the translation. Codeless receivers can almost always be identified by the RINEX header containing a receiver code of LM-XII, L-XII, LM-XII, L-XII3, or LM-XII3, or firmware codes 6A or 7A. The difficulty is to distinguish the L2-codeless systems from the "P-12" code-tracking receivers, which used P2 and do not have a time-tag error; these have IGS codes ASHTECH LM-XII3 and ASHTECH P-XII3. Such "P-12" receivers usually have firmware versions 6C, 6G, or 6M and channel version P6, but RINEX files from them sometimes have the same firmware and receiver designations as the L2 codeless systems. For the CMM we could often use serial numbers to correct errors in these designations, reliably identifying codeless receivers.
