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We study the different phases of a system of monodispersed hard rods of length k on a cubic lattice
using an efficient cluster algorithm which can simulate densities close to the fully-packed limit. For
k ≤ 4, the system is disordered at all densities. For k = 5, 6, we find a single density-driven transition
from a disordered phase to high density layered-disordered phase in which the density of rods of one
orientation is strongly suppressed, breaking the system into weakly coupled layers. Within a layer,
the system is disordered. For k ≥ 7, three density driven transitions are observed numerically:
isotropic to nematic to layered-nematic to layered-disordered. In the layered-nematic phase, the
system breaks up into layers, with nematic order in each in each layer, but very weak correlation
between the ordering direction between different layers. We argue that the layered-nematic phase
is a finite-size effect, and in the thermodynamic limit, the nematic phase will have higher entropy
per site.
I. INTRODUCTION
The study of entropy driven phase transitions in
systems of long hard rods has a long history dating
back to Onsager’s demonstration of a phase transition
from an isotropic phase to an orientationally ordered
nematic phase with increasing density [1]. At even
higher densities, a system of spherocylinders will show
a smectic/columnar phases with partial translational or-
der along with orientational order [2, 3] and solid-like
phases [4]. In two dimensions, there is no true ordered
phase, but a system of needles undergoes a Kosterlitz-
Thouless type transition into a high density phase with
power law correlations [5–7]. Physical systems where
such transitions are observed include aqueous solutions
tobacco mosaic viruses [8], liquid crystals [9], oxygen
monolayers adsorbed on molybdenum surfaces [10], car-
bon nanotube nematic gels [11] and chlorine atoms ad-
sorbed on silver [12].
The corresponding problem on lattices where the ori-
entation of rods are restricted to the lattice directions
(also known as Zwanzig model) has also been studied
in parallel. Consider a system of monodispersed rods of
length k that occupy k consecutive lattice sites along any
one of the lattice directions. Two rods cannot overlap.
Early work based on virial expansion [13], high density
expansions [14] and the Guggenheim approximation [15],
predicted a transition from the low-density disordered
phase to a nematic-ordered phase, as the density is in-
creased. However, not much is known about the nature
of the high-density phase in this model. At densities near
full packing, nematic order is not expected to survive, as
there are exponentially many disordered configurations
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[9, 16]. In two dimensions, numerical simulations have
shown that the high-density disordered phase has no ori-
entational long-range order, but it is not clear whether
some subtle kind of order exists or not. In three dimen-
sions, what is the nature of different phases in the lattice
model of hard rods? This is the primary question that
we address in this paper. We find that the high-density
phase does not have nematic ordering, where rods prefer-
entially align themselves parallel to each other. Instead,
for k > 4, they develop a smectic-like order, where two
of the three orientations have large, nearly equal values,
and the density of rods of third orientation is very small
and the different layers are nearly independent. This way,
entropy is maximised, while satisfying the packing con-
straints at high density. We do obtain a nematic phase,
but only at intermediate densities, and only for k ≥ 7.
The determination of the rich structure of different possi-
ble orderings in this simple model is the main new finding
of this paper. We expect that the behavior in dimensions
d > 3 would be qualitatively similar.
We first summarize known results for the model in two
and three dimensions. In two dimensions, for k = 2
(dimers), it may be shown rigorously that the system
is disordered at all densities [17], while at full packing,
the system is power-law correlated [18, 19]. For k ≤ 6,
Monte Carlo simulations show that the system is disor-
dered at all densities [16]. For k ≥ 7, the system un-
dergoes two transitions: first from a low-density disor-
dered phase to an intermediate density nematic phase,
and second from the nematic phase to a high density
disordered phase [16, 20, 21]. While the first transition
belongs to the Ising and 3-state Potts universality classes
on square [22–24] and triangular lattices [23, 25] respec-
tively, the universality class of the second transition has
been difficult to resolve [20, 21]. For large enough k,
the existence of the nematic phase may be rigorously
proved [26]. The model may also be solved exactly on
a tree-like lattice, corresponding to a Bethe approxima-
2tion, and shows a nematic phase for k ≥ 4, but does not
exhibit a second transition [27]. Density functional the-
ory for rods give a similar result [28]. The problem of rods
may also be generalized to hard rectangles of size m× d
or hard squares of size m×m. For large aspect ratio, the
system of rectangles shows four phases with increasing
densities: disordered to nematic to columnar to solid-like
phases. The detailed phase diagrams for different choices
of m and d, and the asymptotic behavior of the phase
boundaries may be found in Ref. [29–32]. The m × m
hard square models undergo a single density-driven tran-
sition from a disordered phase to a high-density columnar
phase [33–42].
In three dimensions, dimer models (k = 2) at full pack-
ing on bipartite lattices are known to show a Coulomb
phase, with algebraic decay of orientational correlations
[19], while for non-bipartite lattices, the correlations de-
cay faster, and in some exactly solved cases, correlations
are strictly zero beyond a finite range [43]. Not much is
known for larger values of k. It would be expected that,
like in the continuum, there will be an isotropic-nematic
transition as the density is increased above zero. How-
ever, the minimum value of k is for such a transition to
occur is not known. Also, the nature of ordering at still
higher densities is not studied much.
In this paper, we study the problem of a monodis-
persed system of rods of length k using grand canonical
Monte Carlo simulations that implements an algorithm
with cluster moves. For k ≤ 4, we find that the sys-
tem remains disordered and is in the isotropic phase at
all densities. When k = 5, 6, we observe a single tran-
sition from a low density disordered phase in which the
the fractional number of different orientations is nearly
equal, to a layered-disordered phase in which the frac-
tional number of one orientation becomes very small, and
system develops a layer-like structure, where each layer
is a plane with most of the rods being of two orienta-
tions lying within the plane, and very weak correlations
between different layers. When k ≥ 7, at intermediate
densities, we numerically observe two other phases: a
nematic phase, and a new phase that we call the layered-
nematic phase. In the layered-nematic phase, each plane
has two dimensional nematic order, but there is no over-
all bulk nematic order. We argue that the existence of
this layered-nematic phase is a finite size effect, and that
in the thermodynamic limit, parallel orientation between
different layers will be regained.
The rest of the paper is organized as follows. In
Sec. II, we define the model precisely and describe the
grand canonical Monte Carlo scheme that is used to
simulate the system. Section III describes the different
phases – isotropic, nematic, layered-nematic and layered-
disordered – that we observe in our simulations. In
Sec. IV, we use perturbation theory to argue that the
layered-nematic phase observed in simulations is an ar-
tifact of finite system sizes, and the observed behav-
ior should cross over to nematic order for length-scales
greater that some crossover scale L∗(ρ), where ρ is the
density of covered sites. Section V consists results of de-
tailed simulations for systems with k = 2, 3, . . . , 7. The
minimum length of rods that is needed for each of the
phases to exist is determined. The critical densities and
chemical potentials, and other critical parameters are de-
termined for k = 5, 6, 7. We end with a summary and
discussion of results in Sec. VI.
II. MODEL DESCRIPTION AND
MONTE-CARLO ALGORITHM
Consider a cubic lattice of size L×L×L with periodic
boundary conditions. The lattice sites may be occupied
by rods that occupy k consecutive lattices sites in any
one of the three mutually orthogonal directions. The
rods interact only through excluded volume interactions,
i.e., a lattice site may be occupied by at most one rod.
We associate a weight eµ with each rod, where µ is the
chemical potential rescaled by temperature. We will call
a rod oriented in the x-, y- and z-directions as x-mer,
y-mer, and z-mer respectively. The site of a rod with the
smallest x-, y-, and z-coordinates will be called its head.
The aim of the paper is to determine the different
phases in the hard rod model as the density, or the
rod-length k is varied. This is done primarily through
grand canonical Monte Carlo simulations. Conventional
algorithms with local evaporation and deposition moves
fail to equilibrate the system (within available computer
time) at large densities because the system gets stuck in
long-lived metastable states. Instead, we implement a
Monte Carlo algorithm with cluster moves [20, 44] that
has recently proved useful in equilibrating systems of
hard particles with large excluded volume interactions
at densities close to one [20, 44] or at full packing [39].
The Monte Carlo algorithm that we use is the follow-
ing: remove all the x-mers, leaving all y-mers and z-mers
undisturbed. The empty intervals in each row in the x-
direction, separated from each other by y-mers or z-mers,
is now re-occupied by x-mers with the correct equilibrium
probabilities. The calculation of these probabilities re-
duces to a one dimensional problem which may be solved
exactly (see Refs. [20, 39, 45] for details). The evapo-
ration and deposition move satisfies detailed balance as
the transition rates depend only on the equilibrium prob-
abilities of the new configuration. Following evaporation
and deposition of x-mers, we repeat the set of steps with
y-mers, and then with z-mers.
To reduce equilibration and autocorrelation times at
high densities, we also implement a flip move. If there
is a k × k square, that is fully covered by k parallel k-
mers, then we can flip the orientation of k-mers, within
this square, without affecting any other rods, as shown in
the schematic diagram in Fig. 1. Clearly, the flip move
does not violate the hard-core constraint and satisfies
detailed balance. We define one Monte Carlo time step
as updating every row in the x-, y- and z- directions
(total of 3L2 rows), and L3(in case of small system sizes)
3(a) (b)
FIG. 1. A schematic diagram illustrating the flip move in the
Monte Carlo algorithm. If there is a k × k square, that is
fully covered by k parallel k-mers as shown in (a), then the
orientations of the k-mers within the square are flipped to the
configuration shown in (b).
 0.918
0.920
 0.922
 0.924
 0.926
 0.928
0.930
0
 2x106  4x106  6x106  8x106
ρ
t
with flip
without flip
FIG. 2. The temporal evolution of the density ρ in a system
with k = 7, when the system is evolved using the evaporation-
deposition algorithm with and without the flip move. The
initial configuration has nematic order while the equilibrium
configuration has layered order. The data are for system size
L = 112 and µ = 6.0.
or L3/k2(in case of large system sizes) flip moves.
The flip move is crucial for equilibrating the system at
densities close to full packing. Figure 2 shows the time
evolution of density ρ for a system with k = 7, starting
from nematic initial conditions in which most of the rods
lie in the x-direction, using the evaporation-deposition
algorithm with and without the flip move. The value
of µ is such that the equilibrium configuration does not
have nematic order (see Sec. V for details). When the
flip move is present, ρ reaches its equilibrium value in
about 3 × 105 Monte Carlo steps. On the other hand,
when the flip move is absent, the system does not reach
equilibrium even after 107 Monte Carlo steps.
The algorithm is easily parallelized as all the rows can
be updated simultaneously. The flip move may also be
parallelized by choosing a plane and then choosing one of
the k2 sublattices randomly. All k × k squares with left
bottom corner lying in this sublattice may be updated
simultaneously. All the data presented in the paper is
obtained through a parallelized implementation of the
algorithm.
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FIG. 3. (a) Time evolution of the densities of rods along
the three orientations in the nematic phase when µ = 0.3 for
k = 7 and L = 56. The initial configuration is disordered. (b)
Snapshot of a randomly chosen xy plane after equilibration,
showing dominance of x-mers.
III. DIFFERENT PHASES
In this section, we describe and define the different
phases that we observe in our Monte Carlo simulations.
Let ρx, ρy and ρz be the density of sites occupied by
x-mers, y-mers and z-mers respectively. Consider the
two-dimensional vector
Q = |Q|eiθ = ρx + ρy e
2pii
3 + ρz e
4pii
3 . (1)
We define the nematic order parameters as
QN = 〈|Q|〉, (2)
P2 = 〈cos (3θ)〉, (3)
where 〈· · · 〉 denotes average over the equilibrium proba-
bilities and ρ = ρx + ρy + ρz is the total fraction of sites
occupied by k-mers.
Isotropic phase: In the isotropic phase, the system is
disordered with ρx ≈ ρy ≈ ρz. The probability distri-
bution of Q is centered about the origin and the order
parameters take the value QN ≈ 0 and P2 ≈ 0.
Nematic phase: In the nematic phase, a majority of the
rods are of one orientation, while the rods of the other
two orientations have smaller, roughly equal densities. If
x- is the preferred direction, then ρx ≫ ρy ≈ ρz , as can
be seen in the temporal evolution of three densities shown
in Fig. 3(a). A snapshot of a randomly chosen xy plane,
as shown in Fig. 3(b), clearly shows that most rods are
x-mers. In the nematic phase, QN ≈ ρ and P2 ≈ 1.
Layered-Nematic phase: In the layered-nematic phase,
there is a spontaneous symmetry breaking, and one of
the xy, yz or zx planes is selected, and the density of
rods that are oriented perpendicular to this plane is sup-
pressed [see Fig. 4(a)], making the system layered. If the
chosen plane is the xy plane, then ρx ≈ ρy ≫ ρz. In
the layered-nematic phase, within a xy-plane, the rods
have two-dimensional nematic order. This may seen in
the snapshots, shown in Fig. 4(b)–(d), of three randomly
4chosen xy planes. Each of the planes has two-dimensional
nematic order, but could be majority x-mers ory-mers.
To quantify further, we show the time evolution of the
local nematic order parameter nx(z)−ny(z), where nx(z)
and ny(z) are the densities of sites occupied by x-mers
and y-mers in layer z, for four planes in Fig. 4(e). Each
of the planes has nematic order which could change sign
during the time evolution. There are roughly equal num-
ber of planes with majority x-mers and majority y-mers,
as may be seen from the double-peaked probability dis-
tribution function P (nx − ny), shown in Fig. 4(f), which
is obtained by averaging over the different xy planes
and over time. If the system has layered-nematic phase,
QN ≈ ρ/2 and P2 ≈ −1.
Layered-Disordered phase: In the layered-disordered
phase, like in the layered-nematic phase, majority of
the rods lie in one of the xy, yz or zx planes [see
Fig. 5(a)]. Let the chosen plane be the xy plane, i.e.,
ρx ≈ ρy ≫ ρz. In the layered-disordered phase, unlike
the layered-nematic phase, the rods within a xy plane do
not have nematic order, i.e., nx(z) ≈ ny(z) for each layer
z. This may seen in the snapshots, shown in Fig. 5(b)–
(d), of three randomly chosen xy planes, where in each
of the planes, there are roughly equal number of x-mers
and y-mers present. The nematic order in each plane
fluctuates about zero, as may be seen from the time evo-
lution of the nematic order of four planes as shown in
Fig. 5(e)] as well as probability distribution [see Fig. 5(f)]
of the local nematic order parameter nx(z) − ny(z). In
the layered-disordered phase, QN ≈ ρ/2 and P2 ≈ −1.
The order parametersQN and P2 fail to distinguish be-
tween the layered-nematic and layered-disordered phases
and take the values QN ≈ ρ/2 and P2 ≈ −1 for both
phases. Though we observe both these phases in our sim-
ulations, we argue in the next section that the layered-
nematic phase has lower entropy per site that the nematic
phase, and is thus a metastable phase.
IV. THE INSTABILITY OF THE
LAYERED-NEMATIC PHASE
In this section, we discuss the instability of the layered-
nematic phase. We argue that the layered-nematic phase
seen in our simulations is the result of finite size of our
samples, and different layers would be expected to de-
velop alignment and hence the usual nematic order if we
could study samples of much larger sizes.
We start by considering a system in which the chemical
potential of rods in different directions are different: in
the x- and y-directions, it is µ, but in the z-direction it
is µ′. We start with the case when z′ = eµ
′
= 0. In this
case, different z-layers decouple, and the problem reduces
to the problem of k-mers on a two dimensional square
lattice. We assume that µ is such that in each layer
there is nematic ordering, but in different layers, it may
be in different directions. We consider the spontaneous-
symmetry broken state {σ}, where the ordering direction
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FIG. 4. (a) Time evolution of the densities of rods along the
three orientations in the layered-nematic phase when µ = 5.55
for k = 7 and L = 112. The initial configuration has nematic
order, where most of the rods are in x-direction. (b)–(d) Snap-
shots of three randomly chosen xy planes after equilibration.
In each of the planes, either horizontal or vertical rods are in
majority. (e) Time evolution of nx(z) − ny(z), where nx(z)
and ny(z) are the densities of x-mers and y-mers is layer z,
for z = 0, 24, 49, 74. The nematic order in each plane keeps
switching between majority x-mers and majority y-mers. (d)
The probability distribution P (nx(z)− ny(z)), averaged over
time and all planes, exhibits two symmetric peaks.
in the layer z = i is σi, taking values ±1, depending
on the mean orientation being in the x- or y-directions.
There are 2L such states, for the L × L × L lattice, say
with fixed boundary conditions that enforce the specified
layered order.
When z′ = 0, the states with different {σ} are de-
generate. Now, we develop a perturbation theory for
the partition function Ω{σ}(µ, µ, µ
′) in powers of z′ =
exp(µ′) [32, 38].
Ω{σ}(µ, µ, µ
′) = Ω{σ}(µ, µ,−∞) exp
[
Az′ +Bz′2 + ...
]
.
(4)
Explicit expressions for the coefficients A and B can be
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FIG. 5. (a) Time evolution of the densities of rods along
the three orientations in the layered-disordered phase when
µ = 6.0 for k = 7 and L = 112. The initial configuration
has nematic order, where most of the rods are in x-direction.
(b)–(d) Snapshots of three randomly chosen xy planes after
equilibration. In each of the planes, there are roughly equal
number of x-mers and y-mers. (e) Time evolution of nx(z)−
ny(z), where nx(z) and ny(z) are the densities of x-mers and
y-mers is layer z, for z = 0, 24, 49, 74. It fluctuates about zero
for all z. d) The probability distribution P (nx(z) − ny(z)),
averaged over time and all planes, is peaked about 0.
written down in terms of expectation values of appropri-
ate operators in the state {σ}. We find that A = ǫk,
independent of {σ}, where ǫ is the density of holes in the
problem. Hence any difference between different layer-
orderings only shows up in the B.
Explicit expression for B involves unperturbed proba-
bility weight of configurations that have holes that allow
two z-rods to be put in. Consider two z-mers that have
in plane coordinates (x, y) and (x + ∆1, y + ∆2). The
probability that we can place these two rods breaks up
into products of weights that in the ith layer, the sites
(x, y, i) and (x + ∆1, y + ∆2, i) are both not occupied
by in-plane rods. If this probability is α(~r) or β(~r) for
x and y-orderings in the plane, with ~r = (∆1,∆2), the
term B is a sum of terms of the form αrβs, where r is
the number of planes with x-ordering that intersect both
rods, and s is the corresponding number of planes with
y-ordering. By symmetry in the x and y directions, there
will also be a term αsβr for the same {σ} corresponding
to separation ~r′ = (∆2,∆1) between the rods. But we
notice that, for all α, β ≥ 0, and integers r, s ≥ 0,
αrβs + αsβr ≤ αr+s + βr+s. (5)
This implies that the second correction term, when all
in-plane nematic orientations are parallel is greater than
the term when they are not. Thus, the concentration of
z-rods induces an effective aligning interaction between
nearby layers. Note that this interaction term is propor-
tional to the volume of the system, and would dominate
over the degeneracy 2L term coming from the number of
different states {σ}. This is an order-by-disorder mech-
anism, where the degeneracy between different equal-
weight states {σ} is lifted, once the perturbation z′ is
introduced.
However, the excess free energy in the ordered ne-
matic state per unit volume is only of O([ρ′/k]2), where
ρ′/k is the number density of z-mers. In our simula-
tions, for larger values of µ, ρ′ becomes very small, for
instance in L = 112 and k = 7, from Fig. 6, we see
that ρ′(µ = 5.42) = 0.023 and ρ′(µ = 5.43) = 0.0009,
just beyond onset of the layered nematic phase, repre-
senting an order of magnitude decrease in ρ′ as µ is in-
creased, so that one expects to see configurations with
non-parallel nematic order between layers with signifi-
cant weight if the disordering term L ln 2 is of same or-
der as the the ordering term L3ρ′2. Hence, we expect
that for L > L∗ ∼ k/ρ′, the ordering term will win, and
nematic ordered state will dominate. However, in our
simulations, for µ = 5.42, k = 7, ρ′ ≈ 0.023, and so, L∗ is
of order 300. For lower values of µ, ρ′ is larger, and we
do see the nematic order. In the other case of µ = 5.43,
L∗(ρ′ = 0.0009) ∼ 7000. This is much higher than the
system size L = 112, implying that the layered-nematic
phase is favored for µ = 5.43.
V. PHASE DIAGRAM AND CRITICAL
BEHAVIOR
We numerically determined the order parameters QN
[see Eq. (2)] and P2 [see Eq. (3)] as function of ρ for
different k as shown in Fig. 7. We first determine kmin,
the minimum value of k required for each of the phases
to appear.
A. kmin
From Fig. 7, it is evident that for k ≤ 4, both QN
and P2 are zero for all values of ρ. There are no phase
transitions and the system is in the disordered isotropic
phase for all densities.
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FIG. 6. (a) The variation of 〈ρ′〉, the minimum of the densi-
ties of the rods of different orientations, with µ for L = 112
and k = 7 in the vicinity of transition from nematic phase to
a layered-nematic phase. ρ′ has a discontinuity as µ changes
from µ = 5.42 to µ = 5.43, representing the onset of a layered
phase. The lower values of 〈ρ′〉 stabilizes the layered-nematic
phase for finite system sizes. (b) Corresponding probability
distribution P (QN) near the vicinity of nematic-layered tran-
sition. The peak of P (QN) jumps as µ changes from µ = 5.42
to µ = 5.43.
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FIG. 7. The order parameters (a) QN [see Eq. (2)] and (b) P2
[see Eq. (3)] as a function of mean density 〈ρ〉 for k = 2, . . . , 7.
The data are for systems with L = 10k.
For k = 5 and k = 6, QN increases from 0 to 0.5 at high
densities, while P2 simultaneously decreases from 0 to
−1. These values are indicative of the layered phase, and
show that the system undergoes a single transition from
an isotropic phase to a layered phase. Thus, for observing
a layered phase k ≥ klayeredmin = 5. We note that there is
no nematic phase when k = 5, 6. The critical values for
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FIG. 8. The order parameters (a) QN and (b) P2 for k = 5
as a function of µ for two different system sizes. The data is
very weakly dependent on the system size.
the isotropic-layered transition are: µc(5) ≈ 3.82 and
ρc(5) ≈ 0.874 and µc(6) ≈ 1.0 and ρc(6) ≈ 0.68.
When k = 7, it may be seen from Fig. 7 that QN in-
creases from zero to ≈ ρ and then decreases to QN ≈ ρ/2.
Simultaneously, P2 increases to 1 and then drops sharply
to −1. These values are indicative of nematic and lay-
ered phases. We conclude that a nematic phase exists
for k ≥ knematicmin = 7. Numerically we find that the lay-
ered phase may be further divided into layered-nematic
and layered-disordered phases, which is presumably an
artifact of the small sizes of our system, as discussed in
Sec. IV.
B. k = 5, 6
Rods of length k = 5 are the smallest to show the
layered-disordered phase at high densities. We first show
that this phase is stable and that the Monte Carlo algo-
rithm equilibrates the system at these densities. To show
the stability, we compare the order parameters QN and
P2 for two different system size in Fig. 8. The data has
only a very weak dependence on the system size, show-
ing that the finite size effects are not important and that
the layered phase is stable in the thermodynamic limit.
The critical values for the transition is µc(5) ≈ 3.82 and
ρc(5) ≈ 0.874.
To check that at the high values of µ and densities
ρ, our simulations do not suffer from slow down due to
jamming problems, we observed the evolution with two
different initial conditions: one corresponding to a ne-
matic phase and the other corresponding to an isotropic
phase and check that the final state is independent of
the initial conditions. The time evolution of |Q| is shown
in Fig. 9 for both of these initial conditions. Clearly,
the system loses memory of the initial conditions quite
rapidly, and the order parameter reaches a value close to
0.5, indicative of the layered phase.
We now study of the isotropic to layered-disordered
transition. There are three symmetric ordered states. By
analogy to the three state Potts model, we expect that
this transition should be first order. The numerical data
is consistent with a first order transition. First, we show
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FIG. 9. The time evolution of |Q| when the phase at time
t = 0 is nematic or isotropic. IC in the legends is an acronym
for initial conditions. The data are for L = 70, k = 5, and
µ = 6.0. The system loses memory of its initial state within
105 Monte Carlo steps, and equilibrates into a layered phase
characterized by 〈|Q|〉 ≈ ρ/2.
in Fig. 10(a) the probability distribution of the order pa-
rameter QN near the transition point. The distribution
has two peaks for values of µ close to the transition point,
one near QN ≈ 0, corresponding to the isotropic phase
and the other close to QN ≈ 0.25, corresponding to the
layered phase. Double peaked distribution are a signa-
ture of first order transitions and co-existence. This can
be further confirmed by looking at two-dimensional den-
sity plots of P (Q), as shown in Fig 10(b)–(e), where as
µ is increased, the simultaneous presence of peaks at the
origin and and at π/3, π and 5π/3 can be seen in Fig 10(c)
and (d).
Further evidence of the first order nature may be ob-
tained by studying the Binder cumulant
UN = 1−
〈|Q|4〉
2 〈|Q|2〉2
. (6)
UN is zero in the isotropic phase and 1/2 in the com-
pletely ordered phase. The variation of UN with µ is
shown in Fig. 11. The Binder cumulant becomes negative
near the transition point, with its minimum decreasing
with system size. Binder cumulant becoming negative is
a strong signature of the transition being first order.
The results for k = 6 are very similar to that for k = 5.
The system undergoes a single transition from isotropic
to layered phase with critical parameters are approxi-
mately µc(6) ≈ 1.0 and ρc(6) ≈ 0.68. We note that the
critical values are smaller than that for k = 5.
C. k = 7
When k = 7, the systems undergoes a transition from
an isotropic phase to a nematic phase at low densities and
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FIG. 10. (a) The probability distribution P (|Q|) near the
isotropic-layered transition for L = 50 and k = 5. (b)–(e)
The two dimensional color plots for P (Q) for different values
of µ near the isotropic layered transition for L = 50 and k = 5.
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FIG. 11. The variation of the Binder cumulant UN [see
Eq. (6)] with µ for two different system sizes. The data are
for k = 5 near the isotropic-layered transition. UN becoming
negative is suggestive of a first order transition.
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FIG. 13. Probability distribution P (QN) for k = 7 and L =
112 near the I-N transition. P (QN) is unimodal and the peak
position shifts continuously to the right with increasing µ.
from nematic phase to a layered phase at high densities
(see Fig. 7). Here, we analyze the nature of the transi-
tions as well as the nature of the layered phase. We first
discuss the isotropic-nematic transition. There are three
symmetric nematic phases corresponding to the three dif-
ferent orientations. By analogy with the three state Potts
model, we expect that the transition will be first order
in nature. The dependence of the order parameter QN
and the Binder cumulant UN on µ for different system
sizes are shown in Fig. 12. QN does not show any sign
of a discontinuity, nor does the Binder cumulant become
negative, both being signatures of a first order transition.
Likewise, the probability distribution for QN , shown in
Fig. 13 does not show a bimodal distribution for all val-
ues of µ near the critical point. From the crossing of
the Binder cumulants, we conclude that the critical pa-
rameters are µc ≈ −0.23 corresponding to ρc ≈ 0.556.
The three state Potts model in 3-dimensions has a very
weak first order transition that is difficult to detect in
numerical simulations and we expect that the same dif-
ficulty holds for the problem of rods. Our simulations
do not five a clear evidence of the nature of this phase
transition.
We now examine the transition from nematic to lay-
ered phase. For k = 7 and L = 112, we find a range of
µ (5.43 < µ < 5.60) for which the system finds itself in
the layered-nematic phase. We check that this phase is
stable by simulating systems with initial condition that is
isotropic, nematic and layered-disordered. Also, we no-
tice that the transition from nematic to layered nematic
is accompanied by a is a sharp decrease in ρ′. However,
as we do not expect this to be a thermodynamic phase
transition, we did not undertake a detailed study of the
layered-nematic phase.
VI. SUMMARY AND DISCUSSION
To summarize, we studied the problem of monodis-
persed hard rods on a three dimensional cubic lattice
using grand canonical Monte Carlo simulations and the-
oretical methods to obtain the phases for rods of length
k. We showed that for k ≤ 4, the system is in a dis-
ordered isotropic phase at all densities ρ, and there are
no phase transitions. For k = 5, 6, the system undergoes
a single transition into a high density layered-disordered
phase, where the system breaks up into two dimensional
layers, but disordered within a layer. For k = 7, we find
that as density is increased, the system makes a transi-
tion into a nematic phase. Further increase of density
results in a layered-disordered phase. We also observe a
layered-nematic phase between the nematic and layered-
disordered phases, which we have argued is a finite-size
effect.
For values of k > 7, we expect that the phase diagram
remains qualitatively the same as that for k = 7. We
expect the critical density for the isotropic-nematic tran-
sition to decrease with increasing k, as is confirmed by
Monte Carlo simulations of systems with k = 8, 9, 10. As
seen from Fig. 14, ρc decreases from 0.556 for k = 7 to
0.364 for k = 10. For large k, we expect that ρc ∼ k
−2, as
can be seen by assuming that near the transition point,
number of rods per k × k × k cube should be of of or-
der 1. The nematic-layered transition is essentially a two
dimensional transition, as different layers are nearly in-
dependent. Thus, we expect that the critical density for
this transition varies as 1 − a/k2 for large k as in two
dimensions [16].
These arguments are easily extended to higher dimen-
sions. For large enough k, we will expect a isotropic-
nematic transition at a critical density that scales as
k−(d−1). A nematic phase may be thought of a union of
parallel lines, with hard core constraint along a line, and
the problem becomes essentially one dimensional, with
weak correlations between different lines. In the high-
density phase, we expect that the system will break to
two-dimensional layers, with only weak interaction be-
tween different layers. This critical density will vary as
1− a/k2 for large k. Preliminary simulations in four di-
mensions are consistent with the above observations.
From the results of the paper, it is clear that for
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FIG. 14. The behavior of the order parameters QN near the
isotropic-nematic transition for k = 8, 9, 10. The data are for
L = 10k.
k ≥ 5, the fully packed phase shows spontaneous sym-
metry breaking by selecting the layering plane. It is thus
qualitatively different from the k ≤ 4. Extending the
problem of rods to cuboids would result in a much richer
phase diagram, as expected from the corresponding case
of hard rectangles in two dimensions. However, simula-
tions of such systems is a challenging task.
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