The generalized k-connectivity κ k (G) of a graph G was introduced by Hager before 1985. As its a natural counterpart, we introduced the concept of generalized edge-connectivity λ k (G), recently. In this paper we summarize the known results on the generalized connectivity and generalized edge-connectivity. The paper is divided into the following nine categories: the generalized (edge-)connectivity of some graph classes, algorithms and computational complexity, sharp bounds of κ k (G) and λ k (G), graphs with large generalized (edge-)connectivity, Nordhaus-Gaddum-type results, graph operations, extremal problems, and some results for random graphs and multigraphs. It also contains some conjectures and open problems for further studies.
Introduction
In this introductory section, we will give both theoretical and practical motivation for introducing the concept of generalized (edge-)connectivity of graphs. Some definitions on graph theory are also given.
Motivation and definition
Connectivity is one of the most basic concepts of graph-theoretic subjects, both in a combinatorial sense and an algorithmic sense. As we know, the classical connectivity has two equivalent definitions. The connectivity of G, written κ(G), is the minimum order of a vertex set S ⊆ V (G) such that G \ S is disconnected or has only one vertex. We call this definition the "cut" version definition of connectivity. A well-known theorem of Whitney provides an equivalent definition of connectivity, which can be called the "path" version definition of connectivity. For any two distinct vertices x and y in G, the local connectivity κ G (x, y) is the maximum number of internally disjoint paths connecting x and y. Then κ(G) = min{κ G (x, y) | x, y ∈ V (G), x = y} is defined to be the connectivity of G. In contrast to this parameter, κ(G) = max{κ G (x, y) | x, y ∈ V (G), x = y}, first introduced by Bollobás (see [12] for example), is called the maximum local connectivity of G. As we have seen, the connectivity and maximum local connectivity are two extremes of the local connectivity of a graph. A invariant lying between these two extremes is the average connectivity κ(G) of a graph, which is defined to be κ(G) = x,y∈V (G) κ G (x, y)/ n 2 ; see [9] . Similarly, the classical edge-connectivity also has two equivalent definitions. The edge-connectivity of G, written λ(G), is the minimum size of an edge set M ⊆ E(G) such that G\M is disconnected. We call this definition the "cut" version definition of edge-connectivity. Whitney also provides an equivalent definition of edge-connectivity, which can be called the "path" version definition. For any two distinct vertices x and y in G, the local edge-connectivity λ G (x, y) is the maximum number of edge-disjoint paths connecting x and y. Then λ(G) = min{λ G (x, y) | x, y ∈ V (G), x = y}, λ(G) = max{λ G (x, y) | x, y ∈ V (G), x = y} and λ(G) = x,y∈V (G) κ G (x, y)/ n 2 are the edgeconnectivity, maximum local edge-connectivity and average edge-connectivity, respectively. For connectivity and edge-connectivity, Oellermann gave a survey paper on this subject; see [92] .
Although there are many elegant and powerful results on connectivity in graph theory, the classical connectivity and edge-connectivity cannot be satisfied in practice use. So people tried to generalize these concepts. For the "cut" version definition of connectivity, we find that the above minimum vertex set does not regard to the number of components of G\S. Two graphs with the same connectivity may have different degrees of vulnerability in the sense that the deletion of a vertex cut-set of minimum cardinality from one graph may produce a graph with considerably more components than in the case of the other graph. For example, the star K 1,n and the path P n+1 (n ≥ 3) are both trees of order n + 1 and therefore connectivity 1, but the deletion of a cut-vertex from K 1,n produces a graph with n components while the deletion of a cut-vertex from P n+1 produces only two components. The above statement suggest a generalization of the connectivity of a graph. In 1984, Chartrand et al. [20] generalized the "cut" version definition of connectivity. For an integer k (k ≥ 2) and a graph G of order n (n ≥ k), the k-connectivity κ ′ k (G) is the smallest number of vertices whose removal from G of order n (n ≥ k) produces a graph with at least k components or a graph with fewer than k vertices. Thus, for k = 2, κ ′ 2 (G) = κ(G). For more details about k-connectivity, we refer to [20, 29, 92, 93] . If two graphs have the same edge-connectivity, then the removal of an edge set of minimum cardinality from either graph produces exactly two components. On the other hand, disconnecting these graphs into three components may require the removal of considerably more edges in the one case than the other. Take for example, if H 1 is obtained from two copies of complete graph K n (n ≥ 2) by joining two vertices (one from each copy of K n ) by an edge and H 2 is a path of order 2n, then both graphs have order 2n and edge-connectivity 1. However, n edges need to be removed from H 1 and only two from H 2 to produce a graph with three components. This observation suggest a generalization of the "cut" version definition of classical edge-connectivity. For an integer k (k ≥ 2) and a graph G of order n (n ≥ k), the k-edge-connectivity λ ′ k (G) is the smallest number of edges whose removal from G of order n (n ≥ k) produces a graph with at least k components. Thus, for k = 2, λ ′ 2 (G) = λ(G). The k-edge-connectivity was initially introduced by Boesch and Chen [11] and subsequently studied by Goldsmith in [36, 37] and Goldsmith et al. [38] . In all these papers, the computational difficulty of finding λ ′ k (G) for ℓ ≥ 3 lead to the development of heuristics and bounds for approximating this parameter. For more details on k-edge-connectivity, we refer to [8, 91] .
The generalized connectivity of a graph G, introduced by Hager, is a natural generalization of the 'path' version definition of connectivity. For a graph G = (V, E) and a set S ⊆ V (G) of at least two vertices, an S-Steiner tree or a Steiner tree connecting S (or simply, an Stree) is a such subgraph T = (V ′ , E ′ ) of G that is a tree with S ⊆ V ′ . Note that when |S| = 2 a Steiner tree connecting S is just a path connecting the two vertices of S. Two Steiner trees T and T ′ connecting S are said to be internally disjoint if E(T ) ∩ E(T ′ ) = ∅ and V (T ) ∩ V (T ′ ) = S. For S ⊆ V (G) and |S| ≥ 2, the generalized local connectivity κ G (S) is the maximum number of internally disjoint Steiner trees connecting S in G, that is, we search for the maximum cardinality of edge-disjoint Steiner trees which contain S and are vertex-disjoint with the exception of the vertices in S. For an integer k with 2 ≤ k ≤ n, the generalized kconnectivity (or k-tree-connectivity) is defined as κ k (G) = min{κ G (S) | S ⊆ V (G), |S| = k}, that is, κ k (G) is the minimum value of κ G (S) when S runs over all k-subsets of V (G). Clearly, when |S| = 2, κ 2 (G) is nothing new but the connectivity κ(G) of G, that is, κ 2 (G) = κ(G), which is the reason why one addresses κ k (G) as the generalized connectivity of G. By convention, for a connected graph G with less than k vertices, we set κ k (G) = 1, and κ k (G) = 0 when G is disconnected. Note that the generalized k-connectivity and the k-connectivity of a graph are indeed different. Take for example, the graph G 0 obtained from a triangle with vertex set {v 1 , v 2 , v 3 } by adding three new vertices u 1 , u 2 , u 3 and joining v i to u i by an edge for 1 ≤ i ≤ 3. Then κ 3 (G 0 ) = 1 but κ ′ 3 (G 0 ) = 2. We knew this concept in [21] for the first time. There the authors obtained the exact value of the generalized k-connectivity of complete graphs. Recently, from [43, 44] , we know that the concept was introduced actually by Hager in his another paper, but we do not know whether his this paper has been published, yet. Except for the concept of tree-connectivity, Hager also introduced another tree-connectivity parameter, called the pendant tree-connectivity of a graph in [43] . For the tree-connectivity, we only search for edge-disjoint trees which include S and are vertex-disjoint with the exception of the vertices in S. But pendant tree-connectivity further requests the degree of each vertex of S in a Steiner tree connecting S is equal to one. Note that it is a specialization of the generalized connectivity (or treeconnectivity). For results on the generalized connectivity (or tree-connectivity), we refer to [21, 23, 24, 35, 41, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 73, 77, 78, 79, 80, 81, 82, 94] .
As a natural counterpart of the generalized connectivity, we introduced the concept of generalized edge-connectivity in [79] . For S ⊆ V (G) and |S| ≥ 2, the generalized local edgeconnectivity λ(S) is the maximum number of edge-disjoint Steiner trees connecting S in G. For an integer k with 2 ≤ k ≤ n, the generalized k-edge-connectivity λ k (G) of G is then defined as λ k (G) = min{λ(S) | S ⊆ V (G) and |S| = k}. It is also clear that when |S| = 2, λ 2 (G) is nothing new but the standard edge-connectivity λ(G) of G, that is, λ 2 (G) = λ(G), which is the reason why we address λ k (G) as the generalized edge-connectivity of G. Also set λ k (G) = 0 when G is disconnected. Results on the generalized edge-connectivity can be found in [75, 79, 81] .
In fact, Mader [86] studied an extension of Menger's theorem to independent sets of three or more vertices. We know that from Menger's theorem that if S = {u, v} is a set of two independent vertices in a graph G, then the maximum number of internally disjoint u-v paths in G equals the minimum number of vertices that separate u and v. For a set S = {u 1 , u 2 , · · · , u k } of k (k ≥ 2) vertices in a graph G, an S-path is defined as a path between a pair of vertices of S that contains no other vertices of S. Two S-paths P 1 and P 2 are said to be internally disjoint if they are vertex-disjoint except for the vertices of S. If S is a set of independent vertices of a graph G, then a vertex set U ⊆ V (G) with U ∩ S = ∅ is said to totally separate S if every two vertices of S belong to different components of G \ U . Let S be a set of at least three independent vertices in a graph G. Let µ(G) denote the maximum number of internally disjoint S-paths and µ ′ (G) the minimum number of vertices that totally separate S. A natural extension of Menger' s theorem may well be suggested, namely: If S is a set of independent vertices of a graph G and |S| ≥ 3, then µ(S) = µ ′ (S). However, the statement is not true in general. Take the above graph G 0 for example. For S = {u 1 , u 2 , u 3 }, µ(S) = 1 but µ ′ (S) = 2. Mader proved that µ(S) ≥ 1 2 µ ′ (S). Moreover, the bound is sharp. Lovász conjectured an edge analogue of this result and Mader proved this conjecture and established its sharpness. For more details, we refer to [86, 87, 91] .
The generalized edge-connectivity is related to two important problems. For a given graph G and S ⊆ V (G), the problem of finding a set of maximum number of edge-disjoint Steiner trees connecting S in G is called the Steiner tree packing problem. The difference between the Steiner tree packing problem and the generalized edge-connectivity is as follows: The Steiner Tree Packing Problem studies local properties of graphs since S is given beforehand, but the generalized edge-connectivity focuses on global properties of graphs since it first needs to compute the maximum number λ(S) of edge-disjoint trees connecting S and then S runs over all k-subsets of V (G) to get the minimum value of λ(S).
The problem for S = V (G) is called the spanning tree packing problem. Note that spanning tree packing problem is a specialization of Steiner tree packing problem (For k = n, each Steiner tree connecting S is a spanning tree of G). For any graph G of order n, the spanning tree packing number or ST P number, is the maximum number of edge-disjoint spanning trees contained in G. From the definitions of κ k (G) and λ k (G), κ n (G) = λ n (G) is exactly the spanning tree packing number of G (For k = n, both internally disjoint Steiner trees connecting S and edge-disjoint Steiner trees connecting S are edge-disjoint spanning trees). For the spanning tree packing number, we refer to [95, 96] . Observe that spanning tree packing problem is a special case of both the generalized k-connectivity and the generalized k-edge-connectivity. This problem has two practical applications. One is to enhance the ability of fault tolerance [32, 49] . Consider a source node u that wants to broadcast a message on a network with ℓ edge-disjoint spanning trees. The node u copies ℓ messages to different spanning trees. If there are no more than ℓ − 1 fault edges, all the other nodes can receive the message. The other application is to develop efficient collective communication algorithms in distributed memory parallel computers [5, 83, 110] . If the above source node has a large number of data to transmit, we can let every edge-disjoint spanning tree be responsible for only 1/ℓ data to increase the throughput. For any graph G, the maximum number of edge-disjoint spanning trees in G can be found in polynomial time; see [105] (Page 879). Actually, Roskind and Tarjan [103] had proposed an O(m 2 ) time algorithm for finding the maximum number of edge-disjoint spanning trees in an arbitrary graph, where m is the number of edges in the graph.
In addition to being natural combinatorial measures, the generalized connectivity and generalized edge-connectivity can be motivated by their interesting interpretation in practice as well as theoretical consideration.
From a theoretical perspective, both extremes of this problem are fundamental theorems in combinatorics. One extreme of the problem is when we have two terminals. In this case internally (edge-)disjoint trees are just internally (edge-)disjoint paths between the two terminals, and so the problem becomes the well-known Menger theorem. The other extreme is when all the vertices are terminals. In this case internally disjoint trees and edge-disjoint trees are just spanning trees of the graph, and so the problem becomes the classical Nash-Williams-Tutte theorem. Theorem 1.1 (Nash-Williams [89] ,Tutte [109] ) A multigraph G contains a system of k edge-disjoint spanning trees if and only if
holds for every partition P of V (G), where G/P denotes the number of edges in G between distinct blocks of P.
The next theorem is due to Nash-Williams. Theorem 1.2 [90] Let G be a graph. Then the edge set of G can be covered by t forests if and only if, for every nonempty subset S of vertices of G,
The following corollary can be easily derived from Theorem 1.1.
Corollary 1.3
Every 2ℓ-edge-connected graph contains a system of ℓ edge-disjoint spanning trees.
Kriesell [53] conjectured that this corollary can be generalized for Steiner trees. [53] ) If a set S of vertices of G is 2k-edge-connected (see Section 1.2 for the definition), then there is a set of k edge-disjoint Steiner trees in G.
Conjecture 1.4 (Kriesell
Motivated by this conjecture, the Steiner Tree Packing Problem has obtained wide attention and many results have been worked out, see [53, 54, 112, 51, 58] . In [79] we set up the relationship between the Steiner tree packing problem and the generalized edge-connectivity.
The generalized edge-connectivity and the Steiner tree packing problem have applications in V LSI circuit design, see [39, 40, 106] . In this application, a Steiner tree is needed to share an electronic signal by a set of terminal nodes. Steiner tree is also used in computer communication networks (see [30] ) and optical wireless communication networks (see [25] ). Another application, which is our primary focus, arises in the Internet Domain. Imagine that a given graph G represents a network. We choose arbitrary k vertices as nodes. Suppose one of the nodes in G is a broadcaster. All other nodes are either users or routers (also called switches). The broadcaster wants to broadcast as many streams of movies as possible, so that the users have the maximum number of choices. Each stream of movie is broadcasted via a tree connecting all the users and the broadcaster. So, in essence we need to find the maximum number Steiner trees connecting all the users and the broadcaster, namely, we want to get λ(S), where S is the set of the k nodes. Clearly, it is a Steiner tree packing problem. Furthermore, if we want to know whether for any k nodes the network G has above properties, then we need to compute λ k (G) = min{λ(S)} in order to prescribe the reliability and the security of the network.
The strength of a graph G is defined as
where the minimum is taken over whenever the denominator is non-zero and ω(G) denotes the number of components of G. From Nash-Williams-Tutte theorem, a multigraph G contains a system of k edge-disjoint spanning trees if and only if for any
One can see that the concept of the strength of a graph may be derived from the Nash-WilliamsTutte theorem for connected graphs. By Nash-Williams-Tutte theorem, κ n (G) = λ n (G) = ⌊η(G)⌋ for a simple connected graph G. For more details, we refer to [19, 42, 111] . In addition, the generalized (edge)-connectivity and the strength of a graph can be used to measure the reliability and the security of a network, see [27, 88] .
Similar to the strength of a graph, another interesting concept involving the vertex set is the toughness of a graph. A graph G is t-tough if |S| ≥ tω(G − S) for every subset S of the vertex set V (G) with ω(G − S) > 1. The toughness of G, denoted by τ (G), is the maximum value of t for which G is t-tough (taking τ (K n ) = ∞ for all n > 1). Hence if G is not complete, then τ (G) = min{ |S| ω(G−S) }, where the minimum is taken over all cut sets of vertices in G. Bauer, Broersma and Schmeichel had a survey on this subject, see [7] .
Notation and terminology
All graphs considered in this paper are undirected, finite and simple. We refer to book [17] for graph theoretical notation and terminology not described here. For a graph G, let V (G), E(G), e(G), L(G) and G denote the set of vertices, the set of edges, the size, the line graph and the complement of G, respectively. As usual, the union, denoted by G ∪ H, of two graphs G and H is the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H). The disjoint union of k copies of the same graph G is denoted by kG. 
For two distinct vertices x, y in G, let λ(x, y) denote the local edge-connectivity of x and y.
an XY -linkage is defined as a set of k vertexdisjoint paths x i P i y i for every i with 1 ≤ i ≤ k. The Linkage Problem is the problem of deciding whether there exists an XY -linkage for given sets X and Y .
The Cartesian product (also called the square product) of two graphs G and H, written as G H, is the graph with vertex set V (G) × V (H), in which two vertices (u, v) and (u ′ , v ′ ) are adjacent if and only if u = u ′ and (v, v ′ ) ∈ E(H), or v = v ′ and (u, u ′ ) ∈ E(H). Clearly, the Cartesian product is commutative, that is, G H ∼ = H G. The lexicographic product of two graphs G and H, written as G • H, is defined as follows:
, and two distinct vertices (u, v) and (u ′ , v ′ ) of G • H are adjacent if and only if either (u, u ′ ) ∈ E(G) or u = u ′ and (v, v ′ ) ∈ E(H). Note that unlike the Cartesian product, the lexicographic product is a non-commutative product since G • H is usually not isomorphic to H • G.
A decision problem is a question whose answer is either yes or no. Such a problem belongs to the class P if there is a polynomial-time algorithm that solves any instance of the problem in polynomial time. It belongs to the class N P if, given any instance of the problem whose answer is yes, there is a certificate validating this fact, which can be checked in polynomial time; such a certificate is said to be succinct. It is immediate from these definitions that P ⊆ N P, inasmuch as a polynomial-time algorithm constitutes, in itself, a succinct certificate. A polynomial reduction of a problem P to a problem Q is a pair of polynomial-time algorithms, one of which transforms each instance I of P to an instance J of Q, and the other of which transforms a solution for the instance J to a solution for the instance I. If such a reduction exists, we say that P is polynomially reducible to Q, and write P Q. A problem P in N P is N P-complete if P ′ P for every problem P ′ in N P.
3-DIMENSIONAL MATCHING(3-DM): Given three sets U , V and W of equal cardinality, and a subset T of U × V × W , decide whether there is a subset M of T with |M | = |U | such that whenever (u, v, w) and (u ′ , v ′ , w ′ ) are distinct triples in M , then u = u ′ , v = v ′ , and w = w ′ ? BOOLEAN 3-SATISFIABILITY (3-SAT): Given a boolean formula φ in conjunctive normal form with three literals per clause, decide whether φ is satisfiable ?
Results for some graph classes
The following two observations are easily seen.
Chartrand, Okamoto and Zhang in [21] proved that if G is the complete 3-partite graph K 3,4,5 , then κ 3 (G) = 6. They also got the exact value of the generalized k-connectivity for complete graph K n . Theorem 2.3 [21] For every two integers n and k with 2 ≤ k ≤ n,
In [79] , Li, Mao and Sun obtained the explicit value for λ k (K n ). One may not expect that it is the same as κ k (K n ).
Theorem 2.4 [79] For every two integers n and k with 2 ≤ k ≤ n,
From Theorems 2.3 and 2.4, we get that λ k (G) = κ k (G) for a complete graph G. However, this is a very special case. Actually, λ k (G) − κ k (G) could be very large. For example, let G be a graph obtained from two copies of the complete graph K n by identifying one vertex in each of them.
Okamoto and Zhang [94] investigated the generalized k-connectivity of a regular complete bipartite graph K a,a . Naturally, one may ask whether we can compute the value of generalized k-connectivity of a complete bipartite graph K a,b , or even a complete multipartite graph. For k = n, Peng, Chen and Koh [98] , and Peng and Tay [99] later, obtained the ST P number of a complete multipartite graph. Theorem 2.5 [98, 99] For a complete multipartite graph G, the ST P number of G is
The above result means that for a complete multipartite graph G, λ n (G) = κ n (G) = e(G)
Recently, Li, Li and Li [69, 70, 74] devoted to solving this problem for a general k. Restricting to simple graphs, they rediscovered the result of Theorem 2.5 for complete bipartite graphs and complete equipartition 3-partite graphs. But, it is worth to point out that their proof method, called the List Method, is more constructive, different from that of Peng et al., and can exactly give all the 
It is not easy to obtain the exact value of generalized k-connectivity of a complete multipartite graph. So they focused on the complete equipartition 3-partite graph and got the following theorem.
Theorem 2.7 [70] Given any positive integer b ≥ 2, let K 3 b denote a complete equipartition 3-partite graph in which every part contains exactly b vertices. Then we have the following results:
, if , otherwise. vertices not in S. The number of vertices in each part but not in S is the same.
), in the part U there are b − 
). And if
). In both cases, the number of vertices in each part but not in S is almost the same.
So, W. Li proposed the following two conjectures in her Ph.D. thesis [74] .
Conjecture 2.8 [74]
For a complete equipartition a-partite graph G with partition (X 1 , X 2 , · · · , X a ) and integer k = ab + c, where b, c are integers and
Conjecture 2.9 [74] For a complete multipartite graph G, we have κ k (G) = κ(S), where S is a k-subset of V (G) such that the number of vertices in each part but not in S are almost the same.
Algorithm and complexity
As it is well known, for any graph G, we have polynomial-time algorithms to get the connectivity κ(G) and the edge-connectivity λ(G). A natural question is whether there is a polynomialtime algorithm to get the κ k (G) and the λ k (G).
Results for κ k
For a graph G, by the definition of κ 3 (G), it is natural to study κ(S) first, where S is a 3-subset of V (G). A question is then raised: for any fixed positive integer ℓ, given a 3-subset S of V (G), is there a polynomial-time algorithm to determine whether κ(S) ≥ ℓ ? They gave a positive answer by converting the problem into the k-Linkage Problem [102] . From this together with κ 3 (G) = min{κ(S)}, the following theorem can be easily obtained. The following two corollaries are immediate from the relation κ 3 ≤ κ ≤ δ.
Corollary 3.2 [73]
Given a fixed positive integer κ, for any graph G with connectivity κ, the problem of deciding κ 3 (G) can be solved by a polynomial-time algorithm.
Corollary 3.3 [73] Given a fixed positive integer δ, for any graph G with minimum degree δ, the problem of deciding κ 3 (G) can be solved by a polynomial-time algorithm.
Furthermore, for a planar graph they derived the following result.
Proposition 3.4 [73] For a planar graph G with connectivity κ(G), the problem of determining κ 3 (G) has a polynomial-time algorithm and its complexity is bounded by O(n 8 ).
They mentioned that the above complexity is not very good, and so the problem of finding a more efficient algorithm is interesting. The complexity of the problem of determining κ 3 (G) for a general graph is not known: Can it be solved in polynomial time or N P-hard ? Nevertheless, they derived a polynomial-time algorithm to determine it approximately with a constant ratio.
Proposition 3.5 [73] The problem of determining κ 3 (G) for any graph G can be solved by a polynomial-time approximation algorithm with a constant ratio about Later, Li and Li [71] considered to generalize the result of Theorem 3.1 to that for general k and obtained the following theorem. For k a fixed integer but ℓ an arbitrary integer, Li and Li proposed the following problem.
Problem 3.7 [71] Given a graph G, a 4-subset S of V (G) and an integer ℓ (ℓ ≥ 2), decide whether there are ℓ internally disjoint trees connecting S, namely decide whether κ(S) ≥ ℓ?
At first, they proved that Problem 3.7 is N P-complete by reducing 3-DM to it. Next, they showed that for a fixed k ≥ 5, in Problem 3.7 replacing the 4-subset of V (G) with a k-subset of V (G), the problem is still N P-complete, which can be proved by reducing Problem 3.7 to it. Thus, they obtained the following result.
Proposition 3.8 [71] For any fixed integer k ≥ 4, given a graph G, a k-subset S of V (G) and an integer ℓ (ℓ ≥ 2), deciding whether there are ℓ internally disjoint trees connecting S, namely deciding whether κ(S) ≥ ℓ, is N P-complete.
As shown in above proposition, Li and Li [71] only showed that for any fixed integer k ≥ 4, deciding whether κ(S) ≥ ℓ is N P-complete. For k = 3, the complexity is yet not known. So, S. Li in her Ph.D. thesis [68] conjectured that it is N P-complete.
Conjecture 3.9 [68] Given a graph G and a 3-subset S of V (G) and an integer ℓ (ℓ ≥ 2), deciding whether there are ℓ internally disjoint trees connecting S, namely deciding whether κ(S) ≥ ℓ, is N P-complete.
Since κ k (G) = min{κ(S) | S ⊆ V (G), |S| = k}, it follows that the problem of deciding whether κ k (G) ≥ ℓ is as hard as the problem of deciding whether κ(S) ≥ ℓ. So Chen, Li, Liu and Mao confirmed that Conjecture 3.12 is also true. Theorem 3.13 [23] For a fixed integer k (k ≥ 3), given a graph G and an integer ℓ (ℓ ≥ 2), the problem of deciding whether κ k (G) ≥ ℓ, is N P-complete.
Li and Li turned to considering the case that ℓ is a fixed integer but k is an arbitrary integer, and they employed another problem.
Problem 3.14 [71] Given a graph G, a subset S of V (G), decide whether there are two internally disjoint trees connecting S, namely decide whether κ(S) ≥ 2?
By reducing the 3-SAT to Problem 3.14, they also verified that Problem 3.14 is N P-complete. Next they showed that for a fixed integer ℓ ≥ 3, similar to Problem 3.14 if we want to decide whether there are ℓ internally disjoint trees connecting S rather than two, the problem is still N P-complete, which can be easily proved by reducing Problem 3.14 to it. Then they got the following theorem.
Theorem 3.15 [71] For any fixed integer ℓ ≥ 2, given a graph G and a subset S of V (G), deciding whether there are ℓ internally disjoint trees connecting S, namely deciding whether κ(S) ≥ ℓ, is N P-complete.
Results for λ k
In the same paper [23] , Chen, Li, Liu and Mao considered the computational complexity of the generalized edge-connectivity λ k (G). They first focused on λ k (G) for given two fixed positive integers k and ℓ, and got the following result.
Theorem 3.16 [23] Given two fixed positive integers k and ℓ, for any graph G the problem of deciding whether λ k (G) ≥ ℓ can be solved by a polynomial-time algorithm.
They studied the problem of deciding whether λ k (G) ≥ ℓ, for k ≥ 3 a fixed integer but ℓ an arbitrary integer. At first, they denoted the case when k = 3 by the following problem.
Problem 3.17 [23] Given a graph G, a 3-subset S of V (G), and an integer ℓ (ℓ ≥ 2), decide whether there are ℓ edge-disjoint trees connecting S, that is, λ(S) ≥ ℓ ?
Notice that the reduction from Problem 3.10 to the problem in Proposition 3.11 can also be used to be the reduction from Problem 3.10 to Problem 3.17. So they proved that Problem 3.17 is N P-complete. Next, they showed that for a fixed integer k ≥ 4, replacing the 3-subset of V (G) with a k-subset of V (G) in Problem 3.17, the problem is still N P-complete, which can be proved by reducing the above problem to it. Similar to the argument in the proof of Conjecture 3.12, we conclude that if k ≥ 3 is a fixed integer but ℓ is an arbitrary integer, the problem of deciding whether λ(S) ≥ ℓ is N P-complete. From λ k (G) = min{λ(S) : S ⊆ V (G), |S| = k}, they obtained the following theorem.
Theorem 3.18
For a fixed integer k ≥ 3, given a graph G and an integer ℓ (ℓ ≥ 2), the problem of deciding whether λ k (G) ≥ ℓ is N P-complete.
Finally, they turned to the case that ℓ is a fixed integer but k is an arbitrary integer. As usual, they first considered the case ℓ = 2, and denote it by the following problem.
Problem 3.19 [23] Given a graph G, a subset S of V (G), decide whether there are two edgedisjoint trees connecting S, that is, λ(S) ≥ 2 ?
They showed that Problem 3.19 is N P-complete by reducing the 3-SAT to it, and for a fixed integer ℓ (ℓ ≥ 3) the problem is still N P-complete, which can be proved by reducing Problem 3.19 to it. Thus they obtained the following theorem.
Theorem 3.20 For any fixed integer ℓ (ℓ ≥ 2), given a graph G, a subset S of V (G), deciding whether there are ℓ edge-disjoint trees connecting S, namely deciding whether λ(S) ≥ ℓ, is N P-complete.
Sharp bounds for the generalized connectivity
From the last section we know that it is almost impossible to get the exact value of the generalized (edge-)connectivity for a given arbitrary graph. So people tried to give some nice bounds for it, especially sharp upper and lower bounds.
From Theorems 2.3 and 2.4, i.e., κ k (K n ) = n − ⌈k/2⌉ and λ ( K n ) = n − ⌈k/2⌉, one can see the following two consequences since any connected graph G is a subgraph of a complete graph.
Proposition 4.1 [79] Let k, n be two integers with 2 ≤ k ≤ n. For a connected graph G of order n, 1 ≤ κ k (G) ≤ n − ⌈k/2⌉. Moreover, the upper and lower bounds are sharp.
Proposition 4.2 [79]
Let k, n be two integers with 2 ≤ k ≤ n. For a connected graph G of order n, 1 ≤ λ k (G) ≤ n − ⌈k/2⌉. Moreover, the upper and lower bounds are sharp.
For the above two propositions, one can easily check that the complete graph K n attains the upper bound and any tree T n attains the lower bound.
People mainly focus on sharp upper and lower bounds of κ k (G) and λ k (G) in terms of κ and λ, respectively. Li and Mao [75] 
Moreover, the lower bound is sharp.
In order to show the sharpness of this lower bound for k = n, they showed that the Harary graph H n,2r attains this bound. For a general k (3 ≤ k ≤ n), one can check that the cycle C n can attain the lower bound since
It seems difficult to get the sharp lower bound of κ k (G). So, Li, Li and Zhou focused on the case k = 3. By their method, called the Path-Bundle Transformation method, they obtained the following result. To show that the lower bound of Theorem 4.4 is sharp, they gave the following example. Example 1. For κ(G) = 4k+2i with i = 0 or 1, they constructed a graph G as follows (see Figure  4 .1 (a) ): Let Q = Y 1 ∪Y 2 be a vertex cut of G, where Q is a clique and |Y 1 | = |Y 2 | = 2k +i, G−Q has 2 components C 1 , C 2 . C 1 = {v 3 } and v 3 is adjacent to every vertex in Q; C 2 = {v 1 }∪{v 2 }∪X, |X| = 2k + i, the subgraph induced by X is an empty graph, each vertex in X is adjacent to every vertex in Q ∪ {v 1 , v 2 }, v i is adjacent to every vertex Y i for i = 1, 2. It can be checked that κ(G) = 4k + 2i and κ 3 (G) = 3k + i, which means that G attains the lower bound.
For κ(G) = 4k+2i+1 with i = 0 or 1, they constructed a graph G as follows (see Figure 4 .1 (b) ): Let Q = Y 1 ∪Y 2 ∪{y 0 } be a vertex cut of G, where Q is a clique and |Y 1 | = |Y 2 | = 2k +i. G−Q has 2 components C 1 , C 2 . C 1 = {v 3 } and v 3 is adjacent to every vertex in Q; C 2 = {v 1 }∪{v 2 }∪X, |X| = 2k + i, the subgraph induced by X is an empty graph, each vertex in X is adjacent to every vertex in Q ∪ {v 1 , v 2 }, v i is adjacent to every vertex Y i for i = 1, 2, and both v 1 and v 2 are adjacent to y 0 . It can be checked that κ(G) = 4k + 2i + 1 and κ 3 (G) = 3k + i + 1, which means that G attains the lower bound.
Kriesell [53] obtained a result on the Steiner tree packing problem: Let t ≥ 1 be a natural number and G a graph, and let {a, exists a system of t edge-disjoint {a, b, c}-spanning trees. Using his result, Li, Mao and Sun derived a sharp lower bound of λ 3 (G) and gave graphs attaining the bound. With this lower bound, they got some results for line graphs (see Section 7) and planar graphs. They gave the following graph class to show that the lower bound is sharp.
Example 2. For λ = 4s with s ≥ 1, let P = X 1 ∪ X 2 and Q = Y 1 ∪ Y 2 be two cliques with |X 1 | = |Y 1 | = 2s and |X 2 | = |Y 2 | = 2s. Let x, y be adjacent to every vertex in P, Q, respectively, and z be adjacent to every vertex in X 1 and Y 1 . Finally, they finished the construction of G by adding a perfect matching between X 2 and Y 2 . It can be checked that λ = 4s and λ(S) ≥ 3s. One can also check that for other three vertices of G the number of edge-disjoint trees connecting them is not less than 3s. So, λ 3 (G) = 3s and the graph G attains the lower bound. For the case s = 0, G = P n satisfies that λ(G) = λ 3 (G) = 1; G = C n satisfies that λ(G) = 2 and λ 3 (G) = 1; G = H t satisfies that λ(G) = 3 and λ 3 (G) = 2, where H t denotes the graph obtained from t copies of K 4 by identifying a vertex from each of them in the way shown in Li, Mao and Sun gave a sharp upper bound of λ k (G).
Theorem 4.7 [68] Let G be a connected graph of order n ≥ 6. Then for 3 ≤ k ≤ 6, κ k (G) ≤ κ(G). Moreover, the upper bound is always sharp for 3 ≤ k ≤ 6.
A natural question is why κ k (G) ≤ κ(G) is not true for k ≥ 6 ? One may want to solve this problem by proving κ k (G) ≤ κ k−1 (G) for 3 ≤ k ≤ n, namely, considering whether κ k is monotonically decreasing in k. Unfortunately, Li found a counterexample G such that κ 4 (G) ≥ κ 3 (G). See the graph G shown in Figure 4 .1 (a) for i = 1. Li showed that κ(G) = 4k + 2 and κ 3 (G) = 3k + 1. It can be checked that the generalized 4-connectivity κ 4 (G) = 3k + 2, which means that κ 4 (G) ≥ κ 3 (G) for a graph G.
She also gave a graph
where k ≥ 6 and t ≥ 1. Such a graph also indicates that the monotone property of κ k , namely,
Proposition 4.8 [68] For any two integer k ≥ 6 and t ≥ 1, κ k+2 (H(k + 1, t)) ≥ κ k+1 (H(k, t)).
However, for cubic graphs the conclusion holds.
Li and Mao [75] showed that the monotone property of λ k is true for 2 ≤ k ≤ n although it is not true for κ k .
Proposition 4.10 [75]
For two integers k and n with 2 ≤ k ≤ n − 1, and a connected graph G,
Actually, Li, Mao and Sun [79] showed that the graph Li and Mao [78] gave a sufficient condition for λ k (G) ≤ δ − 1. Li [68] obtained similar results on the generalized k-connectivity.
Proposition 4.11 [78] Let G be a connected graph of order n with minimum degree δ. If there are two adjacent vertices of degree δ, then λ k (G) ≤ δ − 1 for 3 ≤ k ≤ n. Moreover, the upper bound is sharp.
Proposition 4.12 [68] Let G be a connected graph of order n with minimum degree δ. If there are two adjacent vertices of degree δ, then κ k (G) ≤ δ − 1 for 3 ≤ k ≤ n. Moreover, the upper bound is sharp.
With the above bounds, we will focus on their applications. From Theorems 4.4 and 4.7, Li, Li and Zhou derived the sharp bounds for planar graphs.
Motivated by constructing graphs to show that the upper and lower bounds are sharp, they obtained some lemmas. By the well-known Kuratowski's theorem [17] , they verified the following lemma.
Lemma 4.14 [73] For a connected planar graph G with κ 3 (G) = k, there are no 3 vertices of degree k in G, where k ≥ 3.
They also studied the generalized 3-connectivity of four kinds of graphs.
Lemma 4.17 [73] Let G be a 4-connected graph and let H be a graph obtained from G by adding a new vertex w and jointing it to 3 vertices of G. Then κ 3 (H) = κ(H) = 3.
Lemma 4.18 [73] If G is a planar minimally 4-connected graph, then κ 3 (H) = 3.
If G is a connected planar graph, then 1 ≤ κ(G) ≤ 5 by Theorem 4.13. Then, for each 1 ≤ κ(G) ≤ 5, they gave some classes of planar graphs attaining the bounds of κ 3 (G), respectively. For every graph in Figure 4 .4, the vertex in the center has degree 4 and it can be checked that for any 2 vertices there always exist four pairwise internally disjoint paths connecting them, which means that κ(G) = 4. It can also be checked that for any 3 vertices there always exist four pairwise internally disjoint trees connecting them. Combining this with Theorem 3.13, one can get that κ 3 (G) = 4. Therefore, the graphs attain the upper bound. Moreover, we can construct a series of graphs according to the pattern of Figure 4 .4, which attain the upper bound. 
Graphs with large generalized connectivity
From the last section, we know that 1 ≤ κ k (G) ≤ n − ⌈k/2⌉ and 1 ≤ λ k (G) ≤ n − ⌈k/2⌉ for a connected graph G. Li, Mao and Sun [79] considered to characterize graphs attaining the upper bounds, namely, graphs with κ k (G) = n − ⌈k/2⌉ or λ k (G) = n − ⌈k/2⌉. Since a complete graph K n possesses the maximum generalized (edge-)connectivity, they wanted to find out the critical value of the number of edges, denoted by Ø, such that the generalized (edge-)connectivity of the resulting graph will keep being n − ⌈k/2⌉ by deleting Ø edges from a complete graph K n but will not keep being n − ⌈k/2⌉ by deleting Ø + 1 edges. By further investigation, they conjectured that Ø may be 0 for k even and Ø may be k−1 2 for k odd. First, they noticed that for arbitrary S ⊆ V (G) there are two types of edge-disjoint trees connecting S: A tree of Type I is a tree whose edges all belong to E(G[S]); a tree of Type II is a tree containing at least one edge of E G [S,S]. We denote the set of the edge-disjoint trees of Type I and Type II by T 1 and T 2 , respectively. Let
They found that |E (G[S] ) ∪ E G [S,S]| is fixed once the graph G is given whatever there exist how many trees of Type I and how many trees of Type II. From Lemma 5.1, each tree will use certain number of edges in E (G[S] ) ∪ E G [S,S]. Deleting excessive edges from a complete graph K n will result in that the remaining edges in E (G[S] ) ∪ E G [S,S] will not form n − ⌈k/2⌉ trees. By using such an idea, they proved that
2 (k is odd). Next, they only need to find out n − ⌈k/2⌉ internally disjoint trees connecting S in G, where
for k odd. Obviously, it only needs to consider the case that k is odd. But the difficulty is that each edge of E (G[S] ) ∪ E G [S,S] belongs to a tree connecting S and can not be wasted. Fortunately, NashWilliams-Tutte theorem provides a perfect solution. They first derived the following lemma from Theorem 1.1. As a continuation of their investigation, Li and Mao later turned their attention to characterizing the graph with κ k (G) = n − ⌈
Different from the proof of Theorem 5.3, in order to find n − Theorem 5.6 [80] Let n and k be two integers such that k is even and 2 ≤ k ≤ n, and G be a connected graph of order n. Then λ k (G) = n − k 2 − 1 if and only if G = K n \ M where M is an edge set satisfying one of the following conditions:
By Nash-Williams-Tutte theorem, they luckily characterized the graphs attaining the upper bound and graphs with κ k (G) = n − ⌈ k 2 ⌉ − 1 and κ k (G) = n − ⌈ k 2 ⌉ − 1 for k even. But, for k odd, it is not easy to characterize the graphs with κ k (G) = n − ⌈ k 2 ⌉ − 1. So, Li, Li, Mao and Sun considered the case k = 3, namely, they considered graphs with κ 3 (G) = n − 3.
Theorem 5.7 [65] Let G be a connected graph of order n (n ≥ 3). Then κ 3 (G) = n − 3 if and only if G is a graph obtained from the complete graph K n by deleting an edge set M such that
But, for the edge case, Li and Mao [78] showed that the statement is different.
Theorem 5.8 [78] Let G be a connected graph of order n. Then λ 3 (G) = n − 3 if and only if G is a graph obtained from the complete graph K n by deleting an edge set M such that
Nordhaus-Gaddum-type results
Let G(n) denote the class of simple graphs of order n and G(n, m) the subclass of G(n) having graphs with n vertices and m edges. Give a graph parameter f (G) and a positive integer n, the Nordhaus-Gaddum (N-G) Problem is to determine sharp bounds for: (1) f (G) + f (G) and (2) f (G) · f (G), as G ranges over the class G(n), and characterize the extremal graphs. The Nordhaus-Gaddum type relations have received wide attention; see a recent survey paper [3] by Aouchiche and Hansen.
Alavi and Mitchem in [2] investigated Nordhaus-Gaddum-type results for the connectivity and edge-connectivity in G(n). Achuthan and Achuthan [1] considered the same problem in G(n, m). [75] investigated the Nordhaus-Gaddum type relations on the generalized edgeconnectivity. At first, they focused on the graphs in G(n).
Li and Mao
Theorem 6.1 [75] Let G ∈ G(n), and k, n be two integers with 2 ≤ k ≤ n. Then
Moreover, the upper and lower bounds are sharp.
The following observation indicates the graphs attaining the above lower bound.
For n ≥ 5, G 1 n is a graph class as shown in Figure 6 .1 (a) such that λ(G) = 1 and
n is a graph class as shown in Figure 6 .1 (b) such that λ(G) = 2 and d G (u 1 ) = n − 1 for G ∈ G 2 n , where u 1 ∈ V (G); G 3 n is a graph class as shown in Figure 6 .1 (c) such that λ(G) = 2 and
n is a graph class as shown in Figure 6 .1 (d) such that λ(G) = 2.
As we know, it is not easy to characterize the graphs with λ k (G) = 1, even with λ 3 (G) = 1. So, Li and Mao wanted to add some conditions to attack such a problem. Motivated by such an idea, they hope to characterize the graphs with λ k (G) + λ k (G) = 1. Actually, the NorhausGaddum-type problems also need to characterize the extremal graphs attaining the bounds. 1 if and only if G (symmetrically, G) satisfies one of the following conditions:
n and there exists a component
• G ∈ {P 3 , C 3 } for k = n = 3, or G ∈ {C 4 , K 4 \e} for k = n = 4, or G = K 3,3 for k = n = 6, or G = K 2,n−2 for k = n − 1 and n ≥ 5, or G = C 4 for k = n − 1 = 3, or G ∈ {K + 2,n−2 , K 2,n−2 } for k = n and n ≥ 5 where K + 2,n−2 denote the graph obtained from the complete bipartite graph K 2,n−2 by adding one edge in the part with n − 2 vertices.
Let us focus on (1) of Theorem 6.1. If one of G and G is disconnected, we can characterize the graphs attaining the upper bound by Theorem 5.4. If both G and G are connected, we can obtain a structural property of the graphs attaining the upper bound although it seems too difficult to characterize them.
Proposition 6.4 [75] For any graph
One can see that the graphs with λ k (G) + λ k (G) = n − ⌈ k 2 ⌉ must have a uniform degree distribution. By this property, they constructed a graph class to show that the two upper bounds of Theorem 6.1 are tight for k = n. Example 3. Let n, r be two positive integers such that n = 4r +1. From Theorem 2.5, we know that κ n (K 2r,2r+1 ) = λ n (K 2r,2r+1 ) = r. Let E be the set of the edges of these r spanning trees in K 2r,2r+1 . Then there exist 2r(2r + 1) − 4r 2 = 2r remaining edges in K 2r,2r+1 except the edges in E. Let M be the set of these 2r edges. Set G = K 2r,2r+1 \ M . Then λ n (G) = r, M ⊆ E(G) and G is a graph obtained from two cliques K 2r and K 2r+1 by adding 2r edges in M between them, that is, one endpoint of each edge belongs to K 2r and the other endpoint belongs to K 2r+1 . Note that E(G) = E(K 2r ) ∪ M ∪ E(K 2r+1 ). Now we show that λ n (G) ≥ r. As we know, K 2r contains r Hamiltonian paths, say P 1 , P 2 , · · · , P r , and so does K 2r+1 , say P ′ 1 , P ′ 2 , · · · , P ′ r . Pick up r edges from M , say e 1 , e 2 , · · · , e r , let
+ 2r = 4r 2 + 2r and each spanning tree uses 4r edges, these edges can form at most ⌊ 4r 2 +2r 4r ⌋ = r spanning trees, that is, λ n (G) ≤ r. So λ n (G) = r. Clearly, λ n (G) + λ n (G) = 2r = n−1
Next they focused on the graphs in G(n, m). Let us begin with another problem, called the maximum connectivity of a graph. It was pointed out by Harary [46] that given the number of vertices and edges of a graph, the largest connectivity possible can also be read out of the inequality κ(G) ≤ λ(G) ≤ δ(G).
Theorem 6.6 [46] For each pair n, m with
where the maximum is taken over all graphs G ∈ G(n, m).
Li and Mao considered the similar problem for the generalized edge-connectivity.
Corollary 6.7 [75] For any graph G ∈ G(n, m) and 3 ≤ k ≤ n, λ k (G) = 0 for m < n − 1;
Although the above bound of λ k (G) is the same as λ(G), the graphs attaining the upper bound seems to be very rare. Actually, we can obtain some structural properties of these graphs.
Proposition 6.8 [75] For any G ∈ G(n, m) and 3
By Theorem 1.1 and Corollary 6.7, they derived the following theorem.
where 
otherwise.
Li, Mao and Sun [79] were concerned with analogous inequalities involving the generalized k-connectivity for the graphs in G(n).
Theorem 6.10 [79]
Let G ∈ G(n), and k, n be two integers with 2 ≤ k ≤ n. Then
Results for graph operations
In this section we will survey the results for line graphs and graph products.
For line graphs
Chartrand and Steeart [22] investigated the relation between the connectivity and edgeconnectivity of a graph and its line graph. They proved that if G is a connected graph, then
With the help of Proposition 4.5, Li, Mao and Sun also considered the generalized 3-connectivity and 3-edge-connectivity for line graphs.
First, they proved (1) of this theorem. Next, combining Proposition 4.5 with (1) of Proposition 7.1, they derived (2) and (3) of Proposition 7.1. One can check that (1) of this proposition is sharp since G = C n can attain this bound.
The next statement follows immediately from Proposition 7.1 and a routine application of induction. 
For graph products
Product networks were proposed based upon the idea of using the cross product as a tool for "combining" two known graphs with established properties to obtain a new one that inherits properties from both [28] . Recently, there has been an increasing interest in a class of interconnection networks called Cartesian product networks; see [4, 28, 56] . In [56] , Ku, Wang and Hung studied the problem of constructing the maximum number of edge-disjoint spanning trees in Cartesian product networks, and gave a sharp lower bound of κ n (G H).
Theorem 7.3 [56]
For two connected graphs G and H, κ n (G H) ≥ κ n (G) + κ n (H) − 1. Moreover, the lower bound is sharp.
But the upper bound of κ n (G H) is still unknown. A natural question is to study the following problems:
• Give sharp upper and lower bounds of κ k (G * H), where * is a kind of graph product.
• Give sharp upper and lower bounds of λ k (G * H), where * is a kind of graph product.
Sabidussi in [104] derived a result on the connectivity of Cartesian product graphs: for two connected graphs G and H, κ(G H) ≥ κ(G) + κ(H). But we mention that it was incorrectly claimed in [45] (p-308) that κ(G H) = κ(G) + κ(H) holds for any connected G and H. In [107] ,Spacapan proved that κ(G H) = min{κ(G)|V (H)|, κ(H)|V (G)|, δ(G) + δ(H)} for two nontrivial graphs G and H.
In [67] , Li, Li and Sun investigated the generalized 3-connectivity of Cartesian product graphs. Their results could be seen as a generalization of Sabidussi's result. As usual, in order to get a general result, they first began with a special case.
Proposition 7.4 [67]
Let G be a graph and P m be a path with m edges. The following assertions hold:
. Moreover, the bound is sharp.
Moreover, the bound is sharp.
Note that Q n ∼ = P 2 P 2 · · · P 2 , where Q n is the n-hypercube. They got the following corollary.
Corollary 7.5 [67] Let Q n be the n-hypercube with n ≥ 2. Then κ 3 (Q n ) = n − 1. Example 4. Let H 1 and H 2 be two complete graphs of order n, and let V (
We now construct a graph G as follows:
They showed that the bounds of (1) and (2) Next, they studied the generalized 3-connectivity of the Cartesian product of a graph G and a tree T , which will be used in Theorem 7.7.
Proposition 7.6 [67] Let G be a graph and T be a tree. The following assertions hold:
The bounds of (1) and (2) in proposition 7.6 are sharp by Example 4 and Corollary 7.5.
They mainly investigated the generalized 3-connectivity of the Cartesian product of two connected graphs G and H. By decomposing H into some trees connecting 2 vertices or 3 vertices, they considered the Cartesian product of a graph G and a tree T and obtained Theorem 7.7 by Proposition 7.6. Theorem 7.7 [67] Let G and H be connected graphs such that κ 3 (G) > κ 3 (H). The following assertions hold:
Moreover, the bound is sharp. κ 3 (H) . Moreover, the bound is sharp.
They also showed that the bounds of (1) and (2) in Theorem 7.7 are sharp. Let K n be a complete graph with n vertices, and P m be a path with m vertices, where m ≥ 2. Since κ 3 (P m ) = 1 and κ 3 (K n ) = n − 2, it is easy to see that κ 3 (K n P m ) = n − 1. Thus, K n P m is a sharp example for (1). For (2), Example 4 is a sharp one.
Lexicographic product is one of the standard products, which are studied extensively; see [45] . Recently, some applications in networks of the lexicographic product were studied; see [10, 31, 62] . Yang and Xu [113] investigated the classical connectivity of the lexicographic product of two graphs: For two graphs G and H, if G is non-trivial, non-complete and connected, then κ(
Using Fan Lemma ( [112] , p-170) and Expansion Lemma ( [112] , p-162), Li and Mao [77] obtained the following lower bound of κ 3 (G • H), which could be seen as an extension of Yang and Xu' result.
Theorem 7.8 [77] Let G and H be two connected graphs. Then
For a tree T and a connected graph H, they showed that κ 3 (T • H) = |V (H)|, which can be seen an improvement of Theorem 7.8. From Theorem 7.7, one may wonder whether κ 3 (T H) = κ 3 (T ) + κ 3 (H) − 1 for a connected graph H and a tree T (note that κ 3 (T ) = κ(T ) = 1). For example, let T = P 3 and H = K 4 . Then κ 3 (T ) = κ(T ) = 1 and κ 3 (H) = 2. One can check that κ 3 (T H) = 3 > 2 = κ 3 (T ) + κ 3 (H) − 1. So the equality does not hold for the Cartesian product of a tree and a connected graph.
Like [56] for Cartesian product, Li, Li, Mao and Yue [66] investigated the spanning tree packing number of lexicographic product graphs and hoped to obtain a lower bound of σ(G•H). Usually, in order to give such a lower bound, one must find out as many spanning trees in G • H as possible. The following two procedures are given in their paper:
• Graph decomposition: Decompose the graph G • H into desired small graphs, such as parallel forests, good cycles, and trees in G • H corresponding to the spanning tree of G or H (see [66] ).
• Graph combination: The above small graphs are divided into groups each of which contains different kind of small graphs. Then, combine the small graphs in each group to obtain a spanning tree of G • H.
After the second procedure, they obtained the maximum number of edge-disjoint spanning trees in G • H, which is a lower bound of κ n (G • H).
Theorem 7.9 [66] Let G and H be two connected graphs. κ n (G) = k, κ n (H) = ℓ, |V (G)| = n 1 , and |V (H)| = n 2 . Then
Moreover, the lower bounds are sharp.
To show the sharpness of the above lower bounds of Theorem 7.9, they considered the following example.
Example 5.
(1) Let G and H be two connected graphs with |V (G)| = n 1 and |V (H)| = n 2 which can be decomposed into exactly k and ℓ edge-disjoint spanning trees of G and H, respectively, satisfying 
Moreover, the lower bound is sharp. The graph P n • P 3 (n ≥ 4) indicates that both the lower bound of Theorem 7.8 and the upper bound of Theorem 7.11 are sharp.
In the same paper, they also derived the following upper bound of κ 3 (G H) from Theorems 4.4 and 4.7, andSpacapan's result. mod 4) . Moreover, the bound is sharp.
The graph P n • P m (n ≥ 4, m ≥ 4) is a sharp example for the above theorem.
In [81] , Li, Yue and Zhao also obtained an upper bound of λ 3 (G • H).
Theorem 7.13 [81] Let G be a connected graph, and H be a non-trivial graph. Then
Moreover, the upper bound is sharp.
The P t • P n−t is a sharp example for both Theorem 7.10 and Theorem 7.13.
Extremal problems
In this section, we survey the results on the extremal problems of generalized connectivity and generalized edge-connectivity.
The minimal size of a graph with given generalized k-(edge-)connectivity
Li, Li and Shi [72] determined the minimal number of edges among graphs with κ 3 (G) = 2, i.e., graphs G of order n and size e(G) with κ 3 (G) = 2, that is Theorem 8.1 [72] If G is a graph of order n with κ 3 (G) = 2, then e(G) ≥ ⌈ 6 5 n⌉. Moreover, the lower bound is sharp for all n ≥ 4 but n = 9, 10, whereas the best lower bound for n = 9, 10 is ⌈ 6 5 n⌉ + 1.
They constructed a graph class to show that the bound of Theorem 8.1 is sharp.
Example 6. For a positive integer t = 2, let C = x 1 y 1 x 2 y 2 · · · x 2t y 2t x 1 be a cycle of length 4t. Add t new vertices z 1 , z 2 , · · · , z t to C, and join z i to x i and x i+t , for 1 ≤ i ≤ t. The resulting graph is denoted by H. Then κ 3 (H) = 2; see Figure 8 .1.
Later, Li and Mao [78] considered a generalization of the above problem. Let s(n, k, ℓ) and t(n, k, ℓ) denote the minimal number of edges of a graph G of order n with
From Theorem 8.1, one can see that s(n, 3, 2) = ⌈ 6 5 n⌉ for all n ≥ 4 but n = 9, 10. From Theorems 5.3 and 5.4, we know that
From Theorems 5.5 and 5.6, we know that for k even s(n, k, n − ⌈k/2⌉ − 1) = n 2 − k + 1 and t(n, k, n − ⌈k/2⌉ − 1) = n 2 − ⌊n/2⌋.
Li and Mao [78] investigated t(n, 3, ℓ) and derived the following result.
Theorem 8.2 [78]
Let n be an integer with n ≥ 3. Then
2ℓ+1 n for n ≥ 11 and 2 ≤ ℓ ≤ n − 4. Moreover, the bound is sharp.
The complete bipartite graph G = K ℓ,ℓ+1 is a sharp example for the bound of Theorem 8.2.
In [68] , Li focused on the following problem: Given any positive integer n ≥ 4, is there a smallest integer f (n) such that every graph of order n and size e(G) ≥ f (n) has κ 3 (G) ≥ 2 ? She proved that every graph G of order n and size e(G) = n 2 2 − 3n 2 + 3 can be regarded as a graph obtained from K n by deleting n − 3 edges. Since
On the other hand, let G be a graph obtained from K n−1 by adding a vertex v and joining v to one vertex of K n−1 . Clearly, the order is n and the size is 
Recall that a graph G is minimal for κ k (G) = t if the generalized k-connectivity of G is t but the generalized k-connectivity of G − e is less than t for any edge e of G. Though it is easy to find the sharp lower bound of e(G), a little progress has been made on the sharp upper bound. So, Li phrased an open problem as follows.
Open Problem: Let G be a graph of order n and size e(G) such that G is minimal for κ 3 = 2. Find the sharp upper bounds g(n) of e(G).
She proved that 2n − 4 ≤ g(n) ≤ 3n − 10, but the exact value of g(n) is still unknown.
Maximum generalized local connectivity
Recall that κ(G) = min{κ G (x, y) | x, y ∈ V (G), x = y} is usually the connectivity of G. In contrast to this parameter, κ(G) = max{κ G (x, y) | x, y ∈ V (G), x = y}, introduced by Bollobás, is called the maximum local connectivity of G. The problem of determining the smallest number of edges, h(n; κ ≥ r), which guarantees that any graph with n vertices and h(n; κ ≥ r) edges will contain a pair of vertices joined by r internally disjoint paths was posed by Erdös and Gallai, see [6] for details. Bollobás [12] considered the problem of determining the largest number of edges, f (n; κ ≤ ℓ), for graphs with n vertices and local connectivity at most ℓ, that is, f (n; κ ≤ ℓ) = max{e(G) | |V (G)| = n and κ(G) ≤ ℓ}. One can see that h 1 (n; κ ≥ ℓ + 1) = f (n; κ ≤ ℓ) + 1. Similarly, let λ G (x, y) denote the local edge-connectivity connecting x and y in G. Then λ(G) = min{λ G (x, y) | x, y ∈ V (G), x = y} and λ(G) = max{λ G (x, y) | x, y ∈ V (G), x = y} are the edge-connectivity and maximum local edge-connectivity, respectively. So the edge version of the above problems can be given similarly. Set g(n; λ ≤ ℓ) = max{e(G) | |V (G)| = n and λ(G) ≤ ℓ}. Let h 2 (n; λ ≥ r) denote the smallest number of edges which guarantees that any graph with n vertices and h 2 (n; κ ≥ r) edges will contain a pair of vertices joined by r edge-disjoint paths. Similarly, h 2 (n; λ ≥ ℓ + 1) = g(n; λ ≤ ℓ) + 1. The problem of determining the precise value of the parameters f (n; κ ≤ ℓ), g(n; λ ≤ ℓ), h 1 (n; κ ≥ r), or h 2 (n; κ ≥ r) has obtained wide attention and many results have been worked out; see [12, 13, 14, 59, 60, 61, 84, 85, 108] .
Similar to the classical maximum local connectivity, Li, Li and Mao [63] introduced the parameter κ k (G) = max{κ(S) | S ⊆ V (G), |S| = k}, which is called the maximum generalized local connectivity of G. There we considered the problem of determining the largest number of edges, f (n; κ k ≤ ℓ), for graphs with n vertices and maximal generalized local connectivity at most ℓ, that is, f (n; κ k ≤ ℓ) = max{e(G) | |V (G)| = n and κ k (G) ≤ ℓ}. They also considered the smallest number of edges, h 1 (n; κ k ≥ r), which guarantees that any graph with n vertices and h 1 (n; κ k ≥ r) edges will contain a set S of k vertices such that there are r internally disjoint S-trees. It is easy to check that h 1 (n; κ k ≥ ℓ + 1) = f (n; κ k ≤ ℓ) + 1 for 0 ≤ ℓ ≤ n − ⌈k/2⌉ − 1.
The edge version of these problems are also introduced and investigated by Li and Mao in [76] . For S ⊆ V (G) and |S| ≥ 2, the generalized local edge-connectivity λ(S) is the maximum number of edge-disjoint trees connecting S in G. For an integer k with 2 ≤ k ≤ n, the generalized edgeconnectivity [79] 
, |S| = k} is called the maximum generalized local edge-connectivity of G. Similarly, g(n; λ k ≤ ℓ) = max{e(G) | |V (G)| = n and λ k (G) ≤ ℓ}, and h 2 (n; λ k ≥ r) is the smallest number of edges, h 2 (n; λ k ≥ r), which guarantees that any graph with n vertices and h 2 (n; λ k ≥ r) edges will contain a set S of k vertices such that there are r edge-disjoint S-trees. Similarly, h 2 (n; λ k ≥ ℓ + 1) = g(n; λ k ≤ ℓ) + 1 for 0 ≤ ℓ ≤ n − ⌈k/2⌉ − 1.
In order to make the parameter f (n; λ k ≤ ℓ) to be meaningful, we need to determine the range of ℓ. In fact, with the help of the definitions of κ k (G), κ k (G), λ k (G), λ k (G) and Theorems 2.3 and 2.4, Li and Mao obtained the following observation, which implies that 1 ≤ ℓ ≤ n−⌈k/2⌉. Observation 8.4 [76] Let k, n be two integers with 3 ≤ k ≤ n. For a connected graph G of order n, 1 ≤ κ k (G) ≤ λ k (G) ≤ n − ⌈k/2⌉. Moreover, the upper and lower bounds are sharp.
Let us now introduce a graph class G * n by a few steps. For r ≥ 5,
r , H 6 r , H 7 r } is a class of graphs of order r (see Figure 8 .2 for details). Li, Li and Mao introduced a graph operation. Let H be a connected graph, and u a vertex of H. They defined the attaching operation at the vertex u on H as follows:
• identifying u and a vertex of a K 4 ;
• u is attached with only one K 4 .
The vertex u is called an attaching vertex.
be the class of graphs, each of them is obtained from a graph H i r by the attaching operation at some vertices of degree 2 on H i r , where 3 ≤ r ≤ n and 1 ≤ i ≤ 7 (note that H i n ∈ H i n ). G * n is another class of graphs that contains G n , given as follows: Figure 8.3 for details) .
The graphs for Theorem 8.5
They obtained the following theorem.
Theorem 8.5 [63] Let G be a connected graph of order n such that
with equality if and only if G ∈ G * n .
By the definition of f (n; κ k ≤ ℓ), the following corollary is immediate.
Corollary 8.6 [63] f (n; κ 3 ≤ 2) = 2n − 2 if n = 4; 2n − 3 if n ≥ 3, n = 4.
For a general ℓ, they constructed a graph class to give a lower bound of f (n; κ 3 ≤ ℓ).
Example 7. Let n, ℓ be odd, and G ′ be a graph obtained from an (ℓ − 3)-regular graph of order n − 2 by adding a maximum matching, and
One can see that for ℓ = 2 this bound is the best possible (f (n; κ 3 ≤ 2) = 2n − 3). Actually, the graph constructed for this bound is K 2 ∨ (n − 2)K 1 , which belongs to G * n . Li and Zhao [82] investigated the exact value of f (n; κ k = 1). They introduced the following operation and graph class: Let H 1 and H 2 be two connected graphs. We obtain a graph H 1 + H 2 from H 1 and H 2 by joining an edge uv between H 1 and H 2 where u ∈ H 1 , v ∈ H 2 . We call this operation the adding operation. {C 3 } i + {C 4 } j + {C 5 } k + {K 1 } l is a class of connected graphs obtained from i copies of C 3 , j copies of C 4 , k copies of C 5 and ℓ copies of K 1 by some adding operations such that 0 ≤ i ≤ ⌊ n 3 ⌋, 0 ≤ j ≤ 2, 0 ≤ k ≤ 1, 0 ≤ ℓ ≤ 2 and 3i + 4j + 5k + ℓ = n. Note that these operations are taken in an arbitrary order.
The following graphs shown in Figure 8 .4 will be used later. Figure 8 .4 Graphs for f (n; κ k = 1).
At first, they studied the exact value of f (n; κ 3 = 1) and characterized the graphs attaining this value.
Theorem 8.7 [82] Let n = 3r + q (0 ≤ q ≤ 2), and let G be a connected graph of order n such that κ 3 (G) = 1. Then e(G) ≤ 4n − 3 − q 3 with equality if and only if G ∈ G q n .
The graph class G q n is defined as follows:
Next, they investigated the exact value of f (n; κ 4 = 1) and characterized the graphs attaining this value. with equality if and only if G ∈ H q n .
The graph class {A}
is composed of another connected graph class by some adding operations satisfying the following conditions:
• D i and F j are not simultaneously in a graph belonging to this graph class where 1 ≤ i ≤ 3, 1 ≤ j ≤ 4;
The graph class H q n is defined as follows:
For a graph G, we say that a path
P is an open ear; otherwise P is a closed ear. In their proofs of Theorems 8.7 and 8.8, they got necessary and sufficient conditions for κ k (G) = 1 with k = 3, 4 by means of the number of ears of cycles. Naturally, one might think that this method can always be applied for k = 5, i.e., every cycle in G has at most two ears, but unfortunately they found a counterexample.
Example 8. Let G be a graph which contains a cycle with three independent closed ears. Set C = u 1 u 2 u 3 , P 1 = u 1 v 1 w 1 u 1 , P 2 = u 2 v 2 w 2 u 2 , and P 3 = u 3 v 3 w 3 u 3 . Then, κ 5 (G) = 1. In fact, let S be the set of chosen five vertices. Obviously, for each i, if v i and w i are in S, then κ k (S) = 1. So, only one vertex in P i \ u i can be chosen. Suppose that v 1 , v 2 , v 3 have been chosen. By symmetry, u 1 , u 2 are chosen. It is easy to check that there is only one tree connecting {u 1 , u 2 , v 1 , v 2 , v 3 }. The remaining case is that all u 1 , u 2 and u 3 are chosen. Then, no matter which are the another two vertices, only one tree can be found.
For a general k with 5 ≤ k ≤ n − 1, they obtained the following lower bound of f (n; κ k (G) = 1) by constructing a graph class as follows: 
Actually, Li and Zhao also got the exact value of f (n; κ k = 1) for k = n. Corollary 8.13 [82] For n ≥ 5, f (n; κ n = 1) = n−1 2
Later, Li and Mao continued to study the above problems. Note that for k = n we have 1 ≤ ℓ ≤ ⌊ n 2 ⌋ by Observation 8.4. With the help of Theorem 1.1 (due to Nash-Williams and Tutte), they determined the exact value of f (n; κ k ≤ ℓ) for k = n. Theorem 8.14 [76] Let G be a connected graph of order n (n ≥ 6).
2 ⌋ and n is even;
2 ⌋ and n is odd; 2 ⌋ where G n is a graph class obtained from a complete graph K n−1 by adding a vertex v and joining v to ℓ vertices of K n−1 ; G = K n \ e where e ∈ E(K n ) for ℓ = ⌊ n−2 2 ⌋ and n even;
From the definition of f (n; κ n ≤ ℓ) and g(n; λ n ≤ ℓ), the following corollary is immediate.
2 ⌋ and n is odd;
2 ⌋ by Observation 8.4. In order to determine the exact value of f (n; κ n−1 ≤ ℓ) for a general ℓ (1 ≤ ℓ ≤ ⌊ Theorem 8.16 [76] Let G be a connected graph of order n (n ≥ 12).
2 ⌋ and n is even; 2 ⌋ where H n be a graph class obtained from the complete graph of order n − 2 by adding two nonadjacent vertices and joining each of them to any ℓ vertices of K n−2 ; G = K n \ M where |M | = n − 1 for ℓ = ⌊ n−3 2 ⌋ and n odd; G ∈ H n for ℓ = ⌊ n−3 2 ⌋ and n even; G = K n \ e where e ∈ E(K n ) for ℓ = ⌊ 
Applying Theorem 8.16 and the relation between κ k and λ k , we investigated the edge case and derived the following result.
Theorem 8.18 [76] Let G be a connected graph of order n (n ≥ 12).
Remark 8.20 It is not easy to determine the exact value of f (n; κ k ≤ ℓ) and g(n; λ k ≤ ℓ) for a general k. So we hope to give a sharp lower bound of them. We construct a graph G of order n as follows: Choose a complete graph
For the remaining n − k + 1 vertices, we join each of them to any ℓ vertices of K k−1 . Clearly, κ n−1 (G) ≤ λ n−1 (G) ≤ ℓ and e(G) = k−1 2
+ (n − k + 1)ℓ. From Theorems 8.16 and 8.18, we know that these two bounds are sharp for k = n, n − 1.
For random graphs
In this section, we survey the results for random graphs. The two most frequently occurring probability models of random graphs are G(n, M ) and G(n, p). The first consists of all graphs with n vertices having M edges, in which the graphs have the same probability. The model G(n, p) consists of all graphs with n vertices in which the edges are chosen independently and with probability p. Given sequences a n and b n of real numbers (possibly taking negative values), we write a n = O(b n ) if there is a constant C > 0 such that |a n | ≤ C|b n | for all n; write a n = o(b n ) if lim n→∞ a n /b n = 0. Write a n = Ω(b n ) if a n ≥ 0 and b n = O(a n ); a n = ω(b n ) if a n ≥ 0 and b n = o(a n ); a n = Θ(b n ) if a n ≥ 0, a n = Ω(b n ) and a n = Θ(b n ). We say that an event A happens almost surely if the probability that it happens approaches 1 as n → ∞, i.e., P r[A] = 1 − o n (1). Sometimes, we say a.s. for short. We will always assume that n is the variable that tends to infinity. Given a sequence of events (E n ) n∈N , we say that E n happens asymptotically almost surely (a.a.s.) if P r(E n ) → 1 as n → ∞.
For a graph property P , a function p(n) is called a threshold function of P if:
• for every r(n) = O(p(n)), G(n, r(n)) almost surely satisfies P ; and
• for every r ′ (n) = o(p(n)), G(n, r ′ (n)) almost surely does not satisfy P .
Furthermore, p(n) is called a sharp threshold function of P if there exist two positive constants c and C such that:
• for every r(n) ≥ C · p(n), G(n, r(n)) almost surely satisfies P ; and
• for every r ′ (n) ≤ c · p(n), G(n, r ′ (n)) almost surely does not satisfy P .
Results for k = n
The spanning tree packing problem has long been one of the main motives in graph theory. Frieze and Luczak [34] firstly considered the spanning tree packing number of a random graph and they obtained that for a fixed integer k ≥ 2 the random graph G k−out almost surely has k edge-disjoint spanning trees. Moreover, Palmer and Spencer [97] proved that in almost every random graph process, the hitting time for having k edge-disjoint spanning trees equals the hitting time for having minimum degree k, for any fixed positive integer k. In other words, considering the random graph G(n, p), for any fixed positive integer k, if p(n) ≤ log n+k log log n−ω (1) n (which is the maximal p for which δ(G(n, p)) ≤ k a.s.), the probability that the spanning tree packing number equals the minimum degree approaches to 1 as n → ∞. On the other hand, in Catlin's paper [18] it was found that if the edge probability was rather large, then almost surely the random graph G(n, p) has λ n (G) = ⌊|E(G)|/(n − 1)⌋, which is less than the minimum degree of G. We refer papers [18] and [96] to the reader for more details.
A natural question is whether there exists a largest p(n) such that for every r ′ (n) ≤ p(n), almost surely the random graph G(n, p) satisfies that the spanning tree packing number equals the minimum degree.
In [24] , Chen, Li and Lian partly answered this question by establishing the following two theorems for multigraphs. The first theorem establishes a lower bound of q(n) with q(n) ≥ (1.1 log n)/n. Note that this bound for p will allow the minimum degree to be a function of n, and in this sense they improved the result of Palmer and Spencer.
Theorem 9.1 [24] For any p such that (log n + ω(1))/n ≤ p ≤ (1.1 log n)/n, almost surely the random graph G ∼ G(n, p) satisfies that the spanning tree packing number is equal to the minimum degree, i.e.
The second theorem gives an upper bound of q(n) with q(n) ≤ (51 log n)/n. Theorem 9.2 [24] For any p such that p ≥ (51 log n)/n, almost surely the random graph G ∼ G(n, p) satisfies that the spanning tree packing number is less than the minimum degree, i.e. lim n→∞ Pr(λ n (G) < δ(G)) = 1.
Remark 9.3 From Theorems 9.1 and 9.2, one can see that log n/n is a sharp threshold function for the graph property that the spanning tree packing number is equal to the minimum degree.
Later, Gao, Pérez-Gimsénez and Sato strengthened the previous results. In order to introduce their work, we first need more notations and concepts. Letd(G) = 2m(G)/(|V (G)| − 1). Note thatd(G) differs from the average degree of G by a small factor of |V (G)|/(|V (G)| − 1). In particular, in their paper, all constants involved in these notations do not depend on p under discussion. For instance, if we have a n = Ω(b n ), where b n may be an expression involving p = p(n), then it means that there are constants C > 0 and n 0 (both independent with p), such that a n ≥ C|b n | uniformly for all n ≥ n 0 and for all p in the range under discussion. For any graph G, let T (G) and A(G) denote the maximum number of edge-disjoint spanning trees in G (possibly 0 if G is disconnected) and the minimum number of subforests of G which cover the whole edge set of G, respectively. This number A(G) is known as the arboricity of G.
They proved that for all p ∈ [0, 1], the STP number is a.a.s. the minimum between δ and m/(n − 1), where δ and m respectively denote the minimum degree and the number of edges of G(n, p).
Note that the quantities δ and m/(n − 1) above correspond to the two trivial upper bounds observed earlier for arbitrary graphs, so this implies that we can a.a.s. find a best-possible number of edge-disjoint spanning trees in G(n, p). Their argument uses several properties of G(n, p) in order to bound the number of crossing edges between subsets of vertices with certain restrictions, and then applies the characterization of the STP number by Tutte and NashWilliams stated in Theorem 1.1. Moreover, they determined the ranges of p for which the STP number takes each of these two values: δ and m/(n − 1). In spite of the fact that the property {δ ≤ m/(n − 1)} is not necessarily monotonic with respect to p, they showed that it has a sharp threshold at p ∼ β log n/n, where β ≈ 6.51778 is a constant defined in the following theorem.
Theorem 9.5 [35] Let β = 2/ log(e/2) ≈ 6.51778. Then
and so T (G(n, p)) = δ(G(n, p));
and so T (G(n, p)) = δ (G(n, p) ).
Below this threshold, the STP number of G(n, p) is a.a.s. equal to δ; and above the threshold it is a.a.s. m/(n − 1). In particular, this settles the question raised by Chen, Li and Lian [24] .
They further considered the random graph process G 0 , G 1 , · · · , G ( They also included a stronger version of these results in the context of the random graph process in which p gradually grows from 0 to 1 (or, similarly, the edges are added one by one). This provides a full characterization of the STP number that holds a.a.s. simultaneously during the whole random graph process. The argument combines a more accurate version of the same ideas used in the analysis of the STP number of G(n, p) together with multiple couplings of G(n, p) at different values of p. In addition, the article contains several results about the arboricity of G(n, p). As an almost direct application of their result on the STP number, for p above the threshold log n/n, they determined the arboricity of G(n, p) to be a.a.s. equal to m/(n − 1). This significantly extends the range of p in the result by Catlin, Chen and Palmer [18] . They further proved that for all other values of p, the arboricity of G(n, p) is concentrated on at most two values. (2) For all p = Θ(1/n), then a.a.s A(G(n, p)) = (1 + Θ(1))pn/2. Moreover, there exists a k > 0 (depending on p), such that a.a.s. A(G(n, p)) ∈ {k, k + 1}. In order to prove this for the case pn → ∞, they added o(n) edges to G(n, p) in a convenient way that guarantees a full decomposition of the resulting graph into edge-disjoint spanning trees. This construction builds upon some of the ideas previously used to study the STP number. The case pn = O(1) uses different proof techniques which rely on the structure of the k-core of G(n, p) together with the Nash-Williams characterization of arboricity stated in Theorem 1.2.
Finally, some of the aforementioned results on the arboricity are also given below in the more precise context of the random graph process, similarly as they did for the STP number. 
Results for k = 3
As well-known, for the vertex connectivity, Bollobás and Thomason [16] gave the following result. Gu, Li and Shi [41] focused their attention on the generalized 3-connectivity of random graphs for simple graphs. They got the following theorem, which could be seen as a generalization of Theorem 9.10. At first, they proved that there exists a constant c such that if p ′ < c log n+(ℓ+1) log log n−log log log n n then κ 3 (G(n, p)) < ℓ almost surely holds. Then, they showed that for any three vertices in G(n, p), where p = log n+(ℓ+1) log log n−log log log n n , there almost surely exist three trees of some typical depths rooted at these three vertices, respectively. Combining some branches of these trees, ℓ internally disjoint trees connecting any three vertices can be constructed, which implies that κ 3 (G(n, p) ) ≥ ℓ. Hence, they derived the result as follows.
Theorem 9.11 [41] Let ℓ ≥ 1 be a fixed integer. Then p = log n+(ℓ+1) log log n−log log log n n is a sharp threshold function for the property κ 3 (G(n, p)) ≥ ℓ.
An application problem
For a network, we usually want to search for a minimum network such that some local parts has the connectivity we want and the other parts only need to be connected.
Li, Li and Mao [64] noticed an interesting problem: What is the smallest number of edges f (n, k, ℓ) for a connected graph G of order n that contains ℓ edge-disjoint S-Steiner trees for given k vertices of G. In their paper, they determined the exact value of the parameter f (n, k, ℓ) and characterize all the graphs attaining this value.
This problem has its strong application backgrounds. Suppose that G is a secure informationgathering network. We denote S by the set of core departments and each department wants to exchange important information with others. So we need some Steiner trees to connect them. But for a vertex not belonging to an Steiner tree, we let it be an agent. Usually an agent only needs to connect to its superior leader. So the global network should be connected.
A graph G is called a (k, ℓ)-minimum connected graph if |V (G)| = n, e(G) = f (n, k, ℓ) and there exist ℓ edge-disjoint S-trees for some S ⊆ V (G) with |S| = k.
They obtained the exact value of f (n, k, ℓ).
Theorem 10.1 For 3 ≤ k ≤ n, f (n, k, ℓ) = (k − 1)ℓ + n − k.
Motivated by characterizing the (k, ℓ)-minimum connected graphs, they first introduced the notion of an initial graph and three graph operations.
The initial graph. Let k and ℓ be two integers, and K 1,k−1 be a star. Assume that u 1 is the center of the star K 1,k−1 , and u 2 , u 3 , . . . , u k−1 are the leaves of the star. A (k, ℓ)-initial graph is a graph obtained from the star K 1,k−1 by replacing each edge of K 1,k−1 by ℓ multiple edges. Clearly, the graph G contains ℓ edge-disjoint spanning trees T 1 , T 2 , · · · , T ℓ such that each T i is a star K 1,k−1 , that is, u 1 u 2 ∪ u 1 u 3 ∪ ∪u 1 u k−1 . The edge-disjoint spanning trees T 1 , T 2 , · · · , T ℓ are called (k, ℓ)-initial trees. Note that G = ℓ i=1 T i and G has k vertices and (k − 1)ℓ edges. Operation I. For a tree T i , we add an edge e to T i such that e ∈ E(T i ) and e joins two vertices of T i . Thus T i + e contains a unique cycle, say C. Pick up an edge e ′ ∈ E(C)(e ′ = e), and we obtain a new tree T ′ i by deleting e ′ from T i + e. Set T i := T ′ i and G := 
