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Improving our understanding of hurricane inter-annual variability and the impact of climate 
change (e.g., doubling C02 andlor global warming) on hurricanes brings both scientific and 
computational challenges to researchers. As hurricane dynamics involves multiscale interactions 
among synoptic-scale flows, mesoscale vortices, and small-scale cloud motions, an ideal 
numerical model suitable for hurricane studies should demonstrate its capabilities in simulating 
these interactions. The newly-developed multiscale modeling framework (MMF, Tao et al., 
2007) and the substantial computing power by the NASA Columbia supercomputer show 
promise in pursuing the related studies, as the MMF inherits the advantages of two NASA state- 
of-the-art modeling components: the GEOS41fvGCM and 2D GCEs. This article focuses on the 
computational issues and proposes a revised methodology to improve the MMF's performance 
and scalability. It is shown that this prototype implementation enables 12-fold performance 
improvements with 364 CPUs, thereby making it more feasible to study hurricane climate. 
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A current, challenging topic in hurricane research is how to improve our 
understanding of hurricane inter-annual variability and the impact of climate change on 
hurricanes. Paired with the substantial computing power of the NASA Columbia 
supercomputer, the newly-developed multi-scale modeling framework (MMF, Tao et al., 
2007) shows potential for the related studies. The MMF consists of two NASA state-of- 
the-art modeling components, including the finite-volume General Circulation Model 
(fvGCM, Lin et al., 2004) and the Goddard Cumulus Ensemble model (GCE, Tao et al., 
1993, 2003). For hurricane climate studies, the MMF's computational issues need to be 
addressed. After introducing a meta grid system, we integrate the GCEs into a meta- 
global GCE in this grid-point space, and apply a 2D domain decomposition. A prototype 
parallelism implementation shows very promising scalability, giving a super-linear 
speedup as the number of CPUs is increased from 30 to 364. This scalability 
improvement makes it more feasible to study hurricane climate. 
1, Introduction 
Studies in hurricane inter-annual variability and the impact of climate change (e.g., 
global warming) on hurricanes have received increasing attention (Kerr, 2006), 
particularly due to the fact that 2004 and 2005 were the most active hurricane seasons in 
the Atlantic while 2006 was not as active as predicted. Thanks to recent advancements in 
numerical models and supercomputer technology, these topics can be addressed better 
than ever before. 
Earth (atmospheric) modeling activities have been conventionally divided into three 
major categories based on scale separations: synoptic-scale, meso-scale, and cloud 
(micro)-scale. Historically, partly due to limited access to computing resources, hurricane 
climate has been studied mainly with general circulation models (GCMs) (Bengtsson et 
al., 2006 and references therein) and occasionally with regional mesoscale models 
(MMs). The former have the advantage of simulating global large-scale flow, while the 
latter make it possible to simulate realistic hurricane intensity and structure with fine grid 
spacing. However for hurricane climate studies, the resolutions used in GCMs and MMs 
were still too coarse to resolve small-scale convective motion, and therefore "cumulus 
parameterizations" (CPs) were required to emulate the effects of unresolved subgrid-scale 
motion. For example, a CP and cumulus momentum transport parameterization were still 
applied in the high-resolution hurricane simulations by Oouchi et al. (2006), who studied 
tropical cyclone climatology by running a global model at a resolution of 20km on the 
Japan Earth Simulator. Because the development of CPs has been slow, their 
performance is a major limiting factor in hurricane simulations. 
Though hurricane formation and intensification mechanisms are still not fully 
understood, it is widely accepted that "cooperative" as opposed to "competitive" 
interaction between large-scale flow and cloud-scale convection leads to hurricane 
intensification. Therefore, accurate representation of non-hydrostatic cloud-scale 
convection and its interactioli with envirormental flows is crucial in hurricar~e studies. 
Cloud-resolving models (CFWs) have been extensively developed to achieve this, aimed 
at advancing the development of CPs. For example, in the Global Energy and Water 
Cycle Experiment (GEWEX), C M s  were chosen as the primary approach to improve 
the representation of moist processes in large-scale models (Randall et al., 2003a). 
However, all CRMs, with only one exception1, are still executed in limited areas, making 
difficult to understand hurricane statistics at large temporal and spatial scales. 
During the last several years, an innovative approach that applies a massive number 
of CRMs in a global environment has been proposed and used to overcome the CP 
deadlock in GCMs (Randall et al., 2003b; Tao et al., 2007). This approach is called the 
multiscale modeling framework (MMF) or super-parameterization, wherein a CRM is 
used to replace the conventional CP at each grid point of a GCM. Therefore, the MMF 
has the combined advantages of the global coverage of a GCM and the sophisticated 
microphysical processes of a CRM and can be viewed as an alternative to a global CRM. 
Currently, two MMFs with different GCMs and CRMs have been successfully developed 
at Colorado State University (CSU) and NASA Goddard Space Flight Center (GSFC), 
and both have produced encouraging results in terms of a positive impact on simulations 
of large-scale flows via the feedback of resolved convection by CRMs. Among them is 
the improved simulation of the Madden-Julian Oscillation (MJO, Tao et al., 2007), which 
could potentially improve long-term forecasts of tropical cyclones through deep 
convective feedback. However, this approach poses a great computational challenge for 
performing multi-decadal runs to study hurricane climate, because nearly 10,000 copies 
of the CRM need to run concurrently. These tremendous computing requirements and the 
limited scalability in the current Goddard MMF restrict the GCMYs resolution to about 2 
degree, which is too coarse to capture realistic hurricane structure. In this report, 
computational issues and a revised model coupling approach will be addressed with the 
aim of improving the Goddard MMF's capabilities for hurricane climate studies. 
2. The Goddard MMP on the NASA Columbia Supercomputer 
1 The Erst global cloud-resolving model is being running at the Japan Eal-th Sin~ulator 
Center (e.g., Tolnita et al., 2005). However, it is still challenging to study hur~icane 
climate with this model from both scientific and computational perspectives (e.g., Miura 
et al., 2007). 
In late 2004, the Columbia Supercomputer (Biswas et al., 2007) came into operation with 
a theoretical peak performance of 60 TFLOPs (trillion floating-point operations per 
second) at the NASA Arnes Research Center (ARC). It consists of twenty 5 12-cpu nodes, 
which give 10,240 CPUs and 20 tera-bytes (TB) of memory. Columbia achieved a 
performance of 5 1.9 TFLOPs with the LINPACK (Linear Algebra PACKage) benchmark 
and was ranked second on the TOP500 list in late 2004; it was still ranked at No. 8 in late 
2006. The cc-NUMA (cache-coherence non-uniform memory access) architecture 
supports up to 1 TB shared memory per node. Nodes are connected via a high-speed 
InfiniBand interconnect, and each node can be operating independently. These unique 
features enable complex problems to be resolved with large-scale modeling systems. 
The Goddard MMF is based on the NASA Goddard finite-volume GCM (fvGCM) 
and the Goddard Cumulus Ensemble model (GCE). W l e  the fvGCM has shown 
remarkable capabilities in simulating large-scale flows and thus hurricane tracks (Atlas et 
al., 2005; Shen et al., 2006a,b,c), the GCE is well known for its superior performance in 
representing small cloud-scale motions and has been used to produce more than 90 
referreed journal papers (e.g., Lang et al., 2003; Tao et al., 2003). The fvGCM is running 
at a 2Ox2.5' resolution, and 13,104 GCEs are "embedded" in the fvGCM to allow explicit 
simulation of cloud processes in a global environment. Currently, only thermodynamic 
feedback between the fvGCM and the GCEs is implemented. The time step for the 
individual 2D GCE is ten seconds, and the fvGCM-GCE coupling interval is one hour at 
this resolution. Under this configuration, 95% or more of the total wall-time for running 
the MMF is spent on the GCEs. Thus, wall-time could be significantly reduced by 
efficiently distributing the large number of GCEs over a massive number of processors 
on a supercomputer. 
Over the past few years, an SPMD (single program multiple data) parallelism has 
been implemented in both the fvGCM and GCE with good parallel efficiency separately 
(Putman et al., 2005; Juang et al., 2004). Therefore, in addition to the massive number of 
GCEs that need to be coupled, different parallelisms in these two models make coupling 
very challenging. In the following sections, both the GCE and fvCCM are introduced as 
well as a revised strategy for coupling these two model components. 
2.1 The Goddard Cumulus Ensemble model (GCE) 
Over the last two decades, the Goddard Cumulus Ensemble model (GCE) has been 
developed in the mesoscale dynamics and modeling group, led by Dr. W.-K. Tao, at 
NASA Goddard Space Flight Center. The GCE has been well tested and continuously 
improved. The model's main features were described in detail in Tao and Simpson (1993) 
and Tao et al. (1993), and its recent improvements were documented in Lang et al. (2003) 
and Tao et al. (2003). Table 1 gives a summary of the major characteristics of the GCE. 
Typical model runtime configurations are (a) (256, 256) grid points in the (x, y) 
directions with a grid spacing of 1-2 krn; (b) 40-60 vertical stretched levels with a model 
top at 10-50 hPa; (c) open or cyclic lateral boundary conditions; and (d) a time step of 6 
or 12 seconds. Fig. 1 shows a cloud visualization from a high-resolution simulation. 
The GCE has been implemented with a 2D domain decomposition using MPI-1 
(Message Passing Interface version 1) to take advantage of recent advances in 
supercomputing power (Juang et al., 2007). To minimize the changes in the GCE, 
implementation was done with a separate layer added for data communication, which 
preserves all of the original array indices. Therefore, not only code readability for 
existing modelers/users but also code portability for computational researchers is 
maintained. In addition to "efficiency" enhancement, tremendous efforts were made to 
ensure reproducibility in simulations with different CPU layouts. Without this, it would 
be difficult for model developers to test the model with new changes and to compare 
long-term simulations generated with different numbers of CPUs. 
The scalability and parallel efficiency of the GCE's parallelism implementation was 
extensively tested on three different supercomputing platforms: an HP/Compaq 
(HALEM), an IBM-SP Powel-4, and an SGI Origin 2000 (CHAPmN). For both 
anelastic and compressible versions of the GCE, 99% parallel efficiency can be reached 
with up to 256 CPUs on all of the above machines (Fig. 2). Recently, the 3-U version of 
the GCE was ported onto the NASA Columbia supercomputer, and an attempt to scale 
the model beyond one 5 12-cpu node is being made, which can be used to help understand 
the applicability of running massive numbers of 3D GCEs in the MMF environment. 
2.2 The finite-volume General Circulation Model (fvGCM) 
Resulting from a development effort of more than ten years, the finite-volume 
General Circulation Model (fvGCM) is a unified numerical weather prediction @WP) 
and climate model that can run on daily, monthly, decadal, or century time-scales. It has 
the following major components: (1) finite-volume dynamics (Lin, 2004), (2) physics 
packages from the NCAR Community Climate Model Version 3 (CCM3, Kiehl et al., 
1996), and (3) the NCAR Community Land Model Version 2 (CLM2, Dai et al., 2003). 
The model was originally designed for climate studies at a coarse resolution of about 
2x2.5 degree in the 1990s, and its resolution was increased to 1 degree in 2000 and 112 
degree in 2002 for NWP (e.g., Lin et al., 2003,2004). 
The parallelization of the fvGCM was carefully designed to achieve efficiency, 
scalability, flexibility, and portability. Its implementation had a distributed- and shared- 
memory two-level parallelism2, including a coarse grained parallelism with MPI (MPI- 1, 
MPI-2, MLP, or SHMEM) and fine grained parallelism with OpenMP (Putman et al., 
2005). The model's dynamics, which require a lot of inter-processor communication, 
have 1D MPIIMLPISHMEM domain decomposition in the y direction and OpenMP 
multithreading in the z direction. One of the prominent features in the implementation is 
to allow multi-threaded data communication. The physical part was parallelized with the 
1D domain decomposition in the y direction inherited from the dynamics part and further 
During the early stages of the parallelization of the fvGCM, the multiple-level 
parallelism (MLP) with a collection of Unix forWmmap functions (Taft 2001) was first 
implemented for data communication. Thus, the two-level parallelism indeed becomes 
shared- and share-memory payallelism. Later, asynchronous two-sided communication 
with MPI- I and one-sided co unication with either iMPI-2 or SHMEM were 
implemented. To simplify discussion in this article, the term ""MPI" used along with the 
fvGCM will be referred to as any one of these communication paradigms. 
enhanced with an OpenMP loop-level parallelism in the decomposed latitudes. CLM2 
was also implemei~ted with both MPI and OpenMP parallelism, allowing its grid cells to 
be distributed among processors. Between the dynamical grid cells and land patches, a 
data mapping (or redistribution) is required. 
The fvGCM can be executed either in a serial, pure MPI, pure OpenMP, or MPI- 
OpenMP hybrid mode, and has been ported and tested across a variety of platforms (e.g., 
IBM SP3, SGI 03K, SGI Altix, Linux boxes, etc) with different Fortran compilers (e.g., 
Intel, SGI, IBM, DEC ALPHA, PGI, Lahey, etc). Bit-by-bit reproducibility is ensured on 
the same platform with different CPU layouts andlor different communication protocols. 
All of these capabilities speedup model development and tests, thereby making the model 
very robust. Fig. 3 shows the model's performance and scalability based on benchmarks 
with 7-day NWP runs at a 0.5' resolution3 on three different platforms: Columbia (SGI 
Altix 4700), Halem (DEC ALPHA), and Daley (SGI 03K). Remarkable scalability was 
obtained with up to about 250 CPUs. In terms of throughput, the fiGCM could simulate 
11 10 model days (3+ years) per wall-clock day (dayslday) with 240 CPUs on Columbia, 
521 dayslday with 288 CPUs on Halem, and 308 dayslday with 300 CPUs on Daley. 
Even though these results are not listed for direct comparison due to different 
interconnect and CPU technologies (e.g., different CPU's clock speeds and cache sizes, 
etc), it should be noted that a 20% performance increase on Columbia is obtained with 
the recent upgrades (e.g., an upgrade to the Altix 4700 from the Altix 3000). 
2.3 Application of the fvGCM to hurricane forecasts 
After being substantially improved and tested, the fvGCM at 0.5' resolution was first 
run in a weather mode experimentally in early 2002 (e.g., Lin et al., 2003). As Columbia 
was being built in early 2004, a higher resolution (0.25') fvGCM was deployed to 
perform quasi-realtime hurricane forecasts. Though hurricane prediction poses a 
A resolution of 2x25" is being used in the fvGCM within the MMF, and I" is the 
target resolution in this study. Thus, 0.5' should be sufficient for now. Benchmarks at 
higher resolution (e.g., 0.25') are being performed on Columbia and will be documented 
in a separate study. 
challenge for GCMs because of insufficient horizontal resolution, the 0.25" fvGCM, 
which doubles the resolution adopted by major weather centers at that time, was one of 
the first GCMs that could produce realistic tropical weather systems and remarkable 
hurricane forecasts (e.g., Atlas et al., 2005). While doubling the resolution of a global 
(NWP) model requires an 8-16X increase in computational power, the unprecedented 
computing capacities afforded by the NASA Columbia supercomputer allowed for a 
rapid increase in resolution of the fvGCM to 0.125' in early 2005 (e.g., Shen et al., 
2006a) and to 0.08' in the middle of 2005, making it as one of a few global mesoscale 
models. As shown in Fig. 4, the first global 5-day forecast of total precipitable water with 
the 0.125" fvGCM produced not only an accurate forecast of the large-scale flow but also 
very realistic fine structures for tropical systems, including the landfalling hurricane 
Frances (2004). 
The 2005 Atlantic hurricane season was the most active in recorded history. There 
were twenty-eight tropical storms and fifteen hurricanes, four of which were Category 5 
hurricanes. Though hurricane track forecasts have been steadily improved, progress on 
intensity forecasts has been very slow over the past decades. The performance of the 118 
degree fvGCM on hurricane intensity predictions was first demonstrated with six 5-day 
forecasts of Hurricane Katrina, showing remarkable forecasts with errors in central 
pressure of only 2 12 hPa (Shen et al., 2006b). Accurate 5-day track forecasts and 
realistic vertical structures for Katrina are shown in Figs. 5 and 6,  respectively. A 
systematic study on the model's ability to accurately predict the track and intensity of 
intense hurricanes in 2004 and 2005 is being conducted; preliminary analyses have been 
documented in Shen et al. (2006~). It was found that the global mesoscale model shows 
promise in improving short-term hurricane predictions. However, for hurricane climate 
studies, long-term simulations with enabled or disabled CPs still hold uncertainties. In 
comparison, the MMF with the combined advantages of the fvGCM and GCE might 
provide an alternative solution, if its capabilities can be extended as discussed below. 
3, Restslits and Disclassion on the Ershaaaced MMF 
The Goddard MMF implementation consists of the fvGCM at 2°x2.50 resolution and 
13,104 GCEs, each of which is embedded in one grid cell of the fvGCM (Fig. 7). Since it 
would require a tremendous effort to implement an OpenMP parallelism into the GCE or 
to extend the ID domain decomposition to 2 0  in the fvGCM, the MMF only inherited the 
fvGCM's 1D MPI parallelism, though the fiGCM was parallelized with both MPI and 
OpenMP paradigms. This single-component approach limited the MMF's scalability to 
30 CPUs, and thereby posed a challenge for increasing the resolution of the hGCM 
andlor extending the GCE's dimension from 2D to 3D. To overcome this difficulty, a 
different strategic approach is needed to couple the fvGCM and GCEs. 
From a computational perspective, the concept of "embedded GCEs" should be 
completely forgotten, as it restricts the view on the data parallelism of the fvGCM. 
Instead, the 13,104 GCEs should be viewed as a meta global GCE (mgGCE) in a meta 
gridpoint system, which includes 13,104 grid points. This grid system, which is not tied 
to any specific grid system, is assumed to be the same as the latitude-longitude grid 
structure in the fvGCM for convenience. With this concept in mind, each of the two 
distinct parts (the hGCM and mgGCE) in the MMF could have its own scaling 
properties (Fig. 8). Since most of wall-time was spent on the GCEs, the wall-time could 
be substantially reduced by deploying a highly scalable mgGCE andlor coupling the 
mgGCE with the fvGCM using an MPMD (multiple programs multiple data) parallelism. 
Data parallelism in the mgGCE indeed becomes a task parallelism, namely 
distributing 13,104 GCEs among processors. Because cyclic lateral boundary conditions 
are used in each GCE, the mgGCE has no ghost region in the meta grid system and can 
be scaled "embarrassingly" with a 2D domain decomposition. For the coupled MMF, 
which has major overhead only in data redistribution (or data regridding) between the 
fvGCM and the mgGCE, its scalability and performance will depend mainly on the 
scalability and performance of the mgGCE and the coupler, which is the interface 
between the fvGCM and rngGCE. Under this current definition, a grid inside each GCE, 
rulminy, at one meta grid, becomes a child grid (or sub-grid) with respect to the parent 
(meta) grid (Fig. 8). Since an individual GCE can still be executed with its native 2D MPI 
implernentation in the child grid-point space, this second level of parallelism can greatly 
expand the number of CPUs. Potentially, the coupled MMF along with the mgGCE could 
be scaled at a multiple of 13,104 CPUs. Having two different components, this coupled 
system is also termed a multi-scale multi-component modeling framework in this study. 
Another advantage of introducing the mgGCE component is to allow the adoption of 
the idea of land-sea masks used in a land model. For example, if computing resources are 
limited, a cloud-mask file can be used to specify limited regions where the GCEs should 
be running. A more sophisticated cloud-mask implementation in the mgGCE will enable 
one to choose a variety of GCEs (2D vs. 3D, bulk vs. bin microphysics) depending on 
geographic location. Thus, computational load balances can be managed efficiently. 
To achieve all of the aforementioned functionalities, a scalable and flexible coupler 
and a scalable parallel 110 module need to be developed. The coupler should be designed 
carefully in order: (I) to minimize the changes in the GCE and permit it as a stand-alone 
application or a one elementJcomponent in the mgGCE; (2) to seamlessly couple the 
mgGCE and fvGCM to allow for a different CPU layout in each of these components; (3) 
to allow the mgGCE to be executed in a global, channel, or regional environment with a 
suitable configuration in the cloud-mask file. A scalable (parallel) I10 module needs to be 
implemented in the meta grid-point space, since it is impractical to have the individual 
GCE to do its 110. 
As a stand-alone model, the mgGCE can be also tested offline with large-scale 
forcing derived from model reanalysis [e.g., from the Global Forecast System (GFS) at 
the National Centers for Environmental Prediction (NCEP)] or from high-resolution 
model forecasts (e.g., the fvGCM). To assure the implementation in the mgGCE is 
correct, simulations with the mgGCE at a single meta point should be identical to those 
with a regular GCE. One potential application of the mgGCE is to investigate the short- 
term evolution of hurricane Katrina's (2005) precipitation by performing simulations 
driven by the NCEP GFS T382 (-35km) reanalysis data at a 6h time interval. This 
approach can be further extended by replacing the GFS reanalysis by 1/8" ~IJGCM 
forecasts at a smaller time interval (see more detailed information about these forecasts in 
Shen el: al., 2006b). 
At this time, a prototype MMF including the mgGCE, fvGCM and coupler has been 
successfully implemented. The technical approaches are briefly summarized as follows: 
(1) a master process allocates a shared memory arena for data redistribution between the 
fvGCM and mgGCE by calling the Unix mmap function; (2) the master process spawns 
multiple (parent) processes with a ID domain decomposition in the y direction by a series 
of Unix fork system calls; (3) each of these parent processes then forks several child 
processes with another 1D domain decomposition along the x direction; (4) data 
gathering in the mgGCE is done along the x direction and then the y direction; (5) 
synchronization is implemented with the atomic s y n c  - add - andfetch function call on 
the Columbia supercomputer. While steps (I), (2), and (5) were previously used in MLP 
(multiple level parallelism) by Taft (2001), this methodology is now extended to the 
multi-component system. 
Fig. 9 shows preliminary benchmarks with very promising scalability up to 364 
CPUs. Here the speedup is determined by T30/T, where T is the wall time to perform a 5- 
day forecast with the MMF and T30 the time spent using 30 CPUs. The run with 30 CPUs 
was chosen as a baseline simply because this configuration was previously used for 
production runs. A speedup of (3.93, 7.28, and 12.43) is obtained for (91, 182, and 364) 
CPUs, respectively. As the baseline has load imbalance and excessive memory usage in 
the master process, it is not too surprising to obtain a super-linear speedup. Further 
analysis of the MMF's throughput indicates that it takes about 164 minutes to finish a 5- 
day forecast using 364 CPUs, which meets the requirement for performing realtime 
numerical weather prediction. A yearly simulation would only take 8 days to run with 
364 CPUs as opposed to 96 days with 30 CPUs. This makes it far more feasible for 
studying hurricane climate. 
4 Concluding Remark  
Improving our understanding of hurricane inter-amual variability and the impact of 
climate change (e.g., doubling C 0 2  and/or global warming) on hurricanes brings both 
scientific and computational challenges to researchers. As hurricane dynamics involves 
multiscale interactions among synoptic-scale flows, mesoscale vortices, and small-scale 
cloud motions, an ideal numerical model suitable for hurricane studies should 
demonstrate its capabilities in simulating these interactions. The newly-developed multi- 
scale modeling framework (MMF, Tao et al., 2007) and the substantial computing power 
by the NASA Columbia supercomputer show promise in pursuing the related studies, as 
the MMF inherits the advantages of two NASA state-of-the-art modeling components: 
the fvGCM and 2D GCEs. This article focuses on the computational issues and proposes 
a revised methodology to improve the MMF's performance and scalability. It has been 
shown that this prototype implementation can improve the MMF's scalability 
substantially without the need to make major changes in the fvGCM and GCEs. 
To achieve these goals, the concept of a meta grid system was introduced, grouping a 
large number of GCEs into a new component called the mgGCE. This permits a 
component-based programming paradigm to be used to couple the fvGCM and mgGCE. 
A prototype MMF is then implemented for data redistribution between these two 
components. This revised coupled system is also termed a multiscale multicomponent 
modeling framework as both the fvGCM and mgGCE are separate components with their 
own parallelism. This proof-of-concept approach lays the groundwork for a more 
sophisticated modeling framework and coupler to solve unprecedentedly complex 
problems with advanced computing power. For example, the cloud-mask idea associated 
with the mgGCE will enable GCEs to run with a variety of choices, including different 
dimensions (2D vs. 3D) and different microphysical packages (e.g., bulk or bin). The 
next step is to conduct hurricane climate studies by performing long-term MMF 
simulations with a channel mgGCE and 1°xl .25O fvGCM. A global channel ranging from 
45's to 45% requires only 26024 3D GCEs with respect to 52128 GCEs for a whole 
globe and becomes more computationally affordable with current computing resources. 
It is well known that a latitude-longitude grid system has issues such as 
efficiency/perfor~nance and convergence problems near the poles. As the meta grid 
system in the mgGCM is no longer bound to the fvGCM's grid system, this meta-grid 
concept could help avoid the performance issues by implementing a quasi-uniform grid 
system (such as a cube grid or geodesic grid) into the mgGCE. Such a deployment should 
lead to a substantial performance increase since 95% of the computing time for the MMF 
is spent on the mgGCE. 
The fundamental communication paradigm for data redistribution in this 
implementation is similar to the MLP which was developed by Taft (2001) and used for 
parallelization in single-component models with tremendous benefits. The methodology 
is extended here to a multi-component modeling system, showing an alternative and easy 
way for coupling multiple components. Further improvements in the implementation 
include an adoption of a more portable communication paradigm (such as MPI-1 or MPI- 
2) andlor a sophisticated modeling framework. While the current implementation in 
process management, data communication/redistribution, and synchronization is solely 
done with Unix system calls, earlier experiences with the parallelism implementation in 
the firGCM have proven that this can be easily extended with an MPI-2 implementation 
(Putman et al., 2005). A survey on existing frameworks such as ESMF or PRISM is 
being conducted; however, it is too early to make a final selection. First of all, no 
framework has demonstrated its superior scalability with a large number of model 
components and secondly this modeling system is so complex and "innovative" that it 
would take time for framework developers to include the MMF's requirements in their 
frameworks. Finally, as the bulk of the computing is done in the mgGCE, which has no 
ghost points, the next version of MMF with the mgGCE is envisioned to be a good 
candidate for meta- (grid-) computing just like the SETI@home project4. Namely 
computations in the mgGCE could be distributed among available personal- and super- 
computers connected via the Internet. 
SET1 stands for Search for Extraterrestrial Intelligence, which is a scientific experiment 
with computing available over the Internet. For more information see 
http://setiathome.berkeley .edu/ 
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CLM: Community Land Model 
CPS: Cumulus Parameterization Scheme 
CRM: Cloud-Resolving Model 
CSU: Colorado State University 
fvGCM: finite-volume General Ciculation Model 
GCE: Goddard Cloud Ensemble Model 
GCM: General Circulation Model 
GFS: Global Forecast System 
GSFC: Goddard Space Flight Center 
mgGCE: meta global GCE 
MM: Mesoscale Model 
MMF: Multi-scale Modeling Framekwork 
MJO: Madden Julian Oscillation 
MLP: Multiple Level Parallelism 
MPMD: Multiple Program Multiple Data 
MPI: Message Passing Interface 
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NCEP: National Centers for Environmental Prediction 
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Table 1 
Initialization 
ParametersIProcesses 
Dynamics 
Vertical Coordinate 
Explicit Microphysical Processes 
Implicit Convective Processes 
Numerical Methods 
Initial Conditions with Forcing 
from ObservationsILarge-Scale Models 
GCE Model 
Anelastic or compressible 
2D (slab- and axis-symmetric) and 3D 
z (PI 
2-class water & 2-moment 
4-class ice, 2- or 3-class ice 
Spectral-Bin Microphysics * 
Betts & Miller or Kain & Fritsch 
Positive Definite Advection for Scalar Variables; 
4-th Order for Dynamic Variables 
Radiation I (8 bands) 
FDDA 
I Explicit Cloud-radiation Interaction 
Nudging 
k-distribution and four-stream discrete-ordinate scattering 
I 
Sub-Grid Diffusion 
I 
7-Layer Soil Model (PLACE) 
TKE (1.5 order) 
Topography 
Two- Way Interactive Nesting 
Surface Energy Budget I CLM - LIS 
Sigma-z(p)* * 
Radiative-Type* 
I TOGA COARE Flux Module 
Parallelization I OPEN-MP and MPI 
Figure 1 : High-resolution simulation of the 23 Feb 1999 TRMM LBA 
case with the Goddard Cloud Ensemble model. Image by J. Williams of 
the NASA GSFC Scientific Visualization Studio. 
X IBM-SP COMPRESSIBLE 
$- IBM-SP ANELASTIC 
C] HALEM COMPRESSIBLE 
0 HALEM ANELASTIC 
CHAPMAN COMPRESSIBLE 99%- 
CHAPMAN ANELASTIC 
number of processors 
Figure 2: GCE speedup on different platforms (after Juang et al. 2007). 
1 
Number of Processors 
Figure 3: fiGCM's throughput (model days per wall-clock day) based on 
7-day numerical weather forecasts at a 0.5°x0.6250 resolution. 
Figure 4: This global view shows total precipitable water fkom 5-day forecasts 
initialized at 0000 UTC September 1 2004 with the 118 degree fiGCM. 
Fi~ure 5: (a) 5-day track forecasts of 
hurricane Katrina (2005) initialized at 1200 
UTC August 25,2005 with the fvGCM at 
different resolutions: e32 (114 degree), g48 
(1/8 degree), and g48ncps (118 degree 
without cumulus parameterizations). 
(courtesy American Geophysical Union, 
Shen et al. 2006b) 
Fi~ure 6: Simulated vertical structure of 
Katrina (2005) from 96h simulations with no 
CPs along lat=28.5'. The vertical axis 
represents the model's levels. This figure shows 
realistic features such as horizontal maximum 
winds (white) near the top of the boundary 
layer, a narrow eyewall, and an elevated warm 
core (shaded). 
I 1 -D MPI parallelism 
Coupler 
Figure 7: Schematic diagram of the fvGCM, GCEs, and MMF coupler. 
Multi-scale Multi-component 
Modeling Framework Coupler 
Handles data redistribution 
Responsible for i/o (optional) 
Provides large-scale forcing 
Runs with a MPI-OpenMP 
two-level parallelism 
Manages GCEs on the meta grid 
Handles i/o on the meta grid 
Runs with a 2-D MPI parallelism 
Figure 8: Schematic diagram of the meta-global GCE and a revised MMF coupler. 
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Figure 9: Scalability of the Goddard MMT? with a revised parallelism. 
