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Introduction: Asynchronous arm crank ergometry (ACE) is a viable mode 
of exercise testing for specific groups (e.g. wheelchair-bound individuals, 
kayakers) and is employed within clinical settings for the purpose of 
rehabilitation. This study aimed to; (1) investigate peak physiological 
responses to three ACE tests varied with respect to ramp rate, (2) from 
these to identify an optimal test based upon the attainment of vo2 peak. 
and (3) to assess the extent of test-retest reliability for each selected 
parameter. This was achieved by way of requiring individuals to repeat 
their optimal test. Methods: Eighteen healthy men performed three 
exercise tests, differentiated in ramp rate, in a random order. These 
consisted of a standard 4 min warm-up after which time the workload 
increased by 6 (T1), 10 (T2) or 12 W.min-1 (T3). An imposed crank rate of 
80 rev.min-1 was maintained throughout all tests. The optimal test (Topt) for 
each subject was defined as that which elicited the highest value of 
oxygen consumption ( V02 peak). In order to assess test-retest reliability Topt 
.. 
was repeated. Systematic bias for all parameters between T1, T2 and T3 
was assessed using separate one-way ANOVA tests with repeated 
measures. Reliability of the parameters was assessed using a number of 
conventional statistical procedures. Results: Peak power output (PPO) 
was significantly higher (P<0.05) with the 12 W·min-1 ramp test. Peak 
lactate (Hlapeak), peak respiratory exchange ratio (RERpeak) and PPO were 
significantly lower (P<0.05) in T1. There was no systematic change 
between test-retest (P>0.05) and all measures were within 10% variation 
as determined by 95% confidence intervals (95%CI). Conclusions: T2 
and T3 are both equally appropriate for eliciting peak physiological 
responses in ACE while T3 is most appropriate for peak functional 
capacity. Traditional reliability measures suggested an appropriate level of 
test-retest reproducibility. 
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Chapter 1: Introduction 
Physical inactivity in the UK and the USA as been identified as a major 
health concern and one of the principal contributors to lifestyle related 
diseases (CENSUS, 2001; ACSM, 2000). Due to such reports, physical 
activity is increasingly recognised as being central to maintain and/or 
improve quality of life. Over the past few decades, there has been 
plethora of research showing that: 
• Individuals of both genders and all ages can benefit from physical 
activity 
• The treatment of individuals with chronic diseases and disabilities 
greatly benefits from physical activity 
• Sedentary individuals can improve their health, fitness and well being 
by becoming moderately active 
• Health benefits can be enhanced by increasing the intensity, frequency 
or duration of physical activity 
• Physical activity reduces the risk of cardiovascular mortality and 
coronary heart disease, obesity, hypertension, breast and colon 
cancer and diabetes mellitus 
• Physical activity improves mental health and is important to the health 
of bones, joints and muscles (ACSM, 2000) 
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Physical activity also carries risks, and when in excess, is more likely to 
precipitate musculo-skeletal complications, cardiovascular events or other 
adverse reactions (ACSM, 2000; Powers and Howley, 1994). In order to 
optimise the therapeutic effects of physical activity and reduce the risks it 
is essential to accurately identify the physical and functional capacity of an 
individual (Myers and Bellin, 2000). Exercise testing has been found to be 
a valuable way of gathering such information in clinical, research and field 
settings (ACSM, 2000; Myers and Bellin, 2000; Powers and Howley, 1994). 
Various tests have been designed to assess different aspects of fitness, 
however the testing of cardio-respiratory (CR) fitness is thought to be that 
most related to health. Low levels of CR fitness have been linked with 
increased risk of premature death, while increases in CR fitness are linked 
with lower mortality rate from all causes. High CR· fitness is also 
associated with higher levels of physical activity, which is related with 
many health benefits (Blair eta/., 1989, 1995; Paffenbarger eta/., 1993). 
The criterion measure for assessment of CR fitness is a maximal or peak 
oxygen uptake ( V02 max I V02 peak) test. In healthy individuals, this 
measurement is usually made by performing a graded exercise test (GXT) 
until volitional exhaustion (Bird and Davidson, 1997; ACSM, 2000). This 
form of testing provides. a direct assessment of aerobic capacity, which 
can be the basis to prescribe programmes of exercise training and 
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rehabilitation, as well as monitoring CR fitness (ACSM, 2000; Myers and 
Bellin, 2000). 
Comprehensive guidelines and validated standard exercise testing 
protocols are available for athletes, healthy individuals and specific clinical 
groups (Bird and Davidson, 1997; Australian Sports Commission, 2000; 
ACSM, 2000; Myers and Bellin, 2000). The majority of such testing 
guidelines and standard exercise protocols involve lower-body exercise 
(e.g . cycling, walking/running) . However, for many individuals lower-body 
exercise testing may not be relevant or even possible (e.g. kayakers, 
wheel-chair users and hand-cyclists). Moreover, a range of maximal and 
sub-maximal physiological responses to upper and lower -body exercise 
have been shown to be dissimilar thus invalidating a direct application of 
lower-body based research into upper-body testing (Miles et a/., 1989; 
Noble and Robertson, 1996). Arm crank ergometry (ACE) has been 
accepted as a valuable generic tool to evaluate physiological and 
metabolic responses to upper-body exercise (Sawka, 1986; Miles eta/., 
1989; ACSM, 2000; Leon, 2000; Myers and Bellin, 2000). Upper-body 
based exercise is valuable to both sporting and clinical populations (Miles 
eta/., 1989; Smith eta/., 2004). In the clinical context, ACE can be used 
by individuals with coronary heart disease and other cardiopulmonary 
conditions (Myers and Bellin, 2000; Shaw et a/., 1974), as well as for 
patients who present ischaemic symptoms during leg exercise and/or have 
painful peripheral claudication (Sawka, 1986). 
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31.6 Differences between upper and lower body exercise 
One of the main features of the cardiovascular response to dynamic 
exercise is the strong association between cardiac output and systemic 
metabolic demand (Miles et a/., 1989). Cardiac output increases by 
approximately 6 litres with each litre of increased V02 (Clausen, 1976). 
In addition, at any corresponding sub-maximal vo2 I cardiac output for 
cycling and ACE is similar (Miles eta/., 1981, 1984). Interestingly, this 
correlation is reached through an inverse response of the heart rate and 
stroke volume. In comparison with cycling, ACE has a higher heart rate 
response and lower stroke volume (Miles eta/., 1984; Sawka, 1986). This 
difference in heart rate at the same relative vo2 is most likely the result of 
a greater sympathetic stimulation in ACE (Davies et a/., 1974). Stroke 
volume in lower body cycling increases by 40-60% up to a peak work 
capacity of 60%, while in ACE there is only small increase or none at all 
(Franklin, 1985; Sawka, 1986). The relatively larger amount of inactive 
muscle mass in ACE (i.e. legs) is likely to reduce the venous return to the 
heart, which results in a reduced ventricular end-diastolic volume (Miles et 
a/., 1989). The difference in size of inactive muscle mass for a similar 
V0 2 also results in a greater peripheral resistance. There is a sympathetic 
effect of vasoconstriction on the non-exercising muscles before and during 
exercise. There is also an inverse correlation between this sympathetic 
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effect and the active muscle mass (i.e. higher muscle mass results in 
lower effect) (Biomqvist eta/., 1981). In the exercising muscles, the local 
control mechanisms override this effect. As ACE utilises comparatively 
less muscle mass than the lower body equivalent, the overall effect is an 
increase in total body vascular cross-sectional area. Therefore, there is 
an increase in peripheral resistance that is reflected in higher systolic and 
diastolic blood pressures for ACE (Miles et a/., 1989). The isometric 
exercise component added by the gripping of the crank and the torso 
stabilisation, further contributes to an elevated blood pressure (Sawka, 
1986). 
One must also consider that when comparing with lower body exercise for 
any given sub-maximal workload, ACE has a lower amount of muscle 
mass involved. This means that the muscles involved have to produce a 
greater muscle tension, therefore increasing mechanical compression of 
the vasculature (Sawka, 1986). This fact has great relevance to the use of 
upper body GXT. With increases in workload, the intramuscular pressure 
exceeds perfusion pressure, thus increasing vascular resistance and 
resulting in reduced blood flow to the active areas (Miles eta/., 1989). 
Ultimately these differences result in upper body exercise peak cardiac 
output being approximately 30% lower than that of lower body exercise 
(Clausen, 1976). Peak heart rates tend to be 90 to 95% of those reported 
for lower body exercise (Clausen, 1976; Sawka, 1986) and diastolic blood 
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pressure 10-15% higher (Miles eta/., 1989). The highest V0 2 achieved 
during ACE being only 60-80% of lower body exercise (Sawka et a/., 1983; 
Franklin, 1985). Pulmonary ventilation and blood lactate during peak 
ACE also tend to be 80% lower than during lower body GXT (Miles et a/., 
1989). 
The differences in peak responses have implications in the terminology for 
describing the highest results and criteria for achieving maximal CR 
responses through a GXT. Individuals usually achieve the highest 
physiological responses through running GXT. For this reason the 
terminology V02 max is commonly used for running GXT while V02 peak is 
used for cycling and arm crank ergometry GXT. 
Some of the criterion factors traditionally used to help determine if V0 2 max 
has been attained during lower body GXT include may not be appropriate 
in ACE GXT. The achievement of a V0 2 plateau, described as an 
increase in vo2 within two consecutive workloads of less than 2 ml.kg-
1.min-1 (Hale eta/., 1988) or less than 100 ml (Hunt eta/., 1998) rarely 
happens in ACE GXE (Washburn and Seals, 1983; Kang eta/., 2004). 
The lower peak heart rate values for ACE mean that age predicted 
maximum is often not reached (Hale et a/. , 1988; Miles et a/., 1989; Hunt 
et a/., 1998). The comparatively lower post-exercise blood lactate levels 
may also prevent reaching a concentration greater than 8 mmol.r1 
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(Astrand, 1952), although these have been reported in the literature for 
ACE (Mossberg eta/., 1999; Smith eta/., 2001). 
Rate of perceived exertion (RPE) scores in ACE for the cardio-respiratory 
system have been reported as approximately 16 on the Borg 6-20 point 
scale (Smith eta/., 2001). Reaching a rate of perceived exertion (RPE) 
greater than 18 on the Borg scale (Hunt et a/., 1998) only becomes 
achievable during ACE if one uses it to reflect localized muscular fatigue 
(localized RPE) (Smith eta/., 2001). Further peak results from ACE GXT 
reported in the literature that have been used as criteria for achieving 
vo2 peak include: 
( 1) Heart rate stabilising prior to the last workload completed 
(Weissland et a/., 1997) 
(2) Respiratory exchange ratio greater than 1.15 (lssekutz, et a/., 
1962; Price and Campbell, 1997; Smith eta/., 2001, 2004) 
Reported termination criteria for ACE are the inability to maintain the 
target crank rate for 15 seconds (Kang eta/., 2004) or allowing it to drop 5 
rev.min-1 below the specified (Smith eta/., 2001, 2004). 
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1.2 Arm Crank Exercise Protocols for Assessment of 
Aerobic Functions 
1.2.1 Continuous and Discontinuous Protocols 
Previous studies have employed continuous (Sawka et a/., 1983; Price 
and Campbell, 1997; Smith et a/. , 2001) or discontinuous exercise 
protocols (Schwade et a/., 1977; Sawka et a/., 1983; Washburn et a/., 
1983). Continuous exercise protocols use progressive uninterrupted 
increments in exercise intensity until test termination criteria and/or 
volitional exhaustion are achieved (Bird and Davidson, 1997). The 
increments can be in a step or a ramp format and can be diagnostic 
sensitive, proving particularly useful in the clinical setting (Noble and 
Robertson, 1996). By requiring one single session continuous exercise 
protocols are also less resource intensive. A discontinuous exercise 
protocol progressively increments exercise intensity with rest periods in 
between stages of progression. This format has traditionally been used in 
the experimental setting to optimise the validity of maximal physiological 
response (Noble and Robertson, 1996). However, discontinuous protocols 
can be more time consuming and have not been shown to offer 
20 
advantages over continuous protocols (Sawka et a/., 1983; Washburn and 
Seals, 1983; Walker eta/., 1986; Noble and Robertson, 1996). 
1.2.2 Asynchronous and Synchronous Arm Crank Ergometry 
Asynchronous ACE (cranks at 180° relative to each other) is the most 
common form of assessing upper body aerobic functions (Miles et a/., 
1989). This is most likely the result of arm crank ergometers being 
originally developed from modified leg cycle ergometers (Mossberg et a/., 
1999). However, hand cyclists (arm cranking on a wheel chair) often 
prefer synchronous cranks (parallel to each other) (Dallmeijer eta/., 2004). 
Comparative investigations between asynchronous and synchronous ACE 
have reported no significant differences during sub-maximal intensities 
(Hopman eta/. , 1995; Mossberg eta/., 1999). Hand cycling studies on the 
other hand have showed that the synchronous system can allow for higher 
efficiency (Woude et a/., 2000; Dallmeijer et a/., 2004). The different 
results between ACE and hand cycling can be due to the inherent extra 
stabilization required by the asynchronous setting in hand cycling 
(Oallmeijer et a/., 2004). When comparing peak responses to ACE 
between both crank settings Mossberg eta/., (1999) reported significantly 
higher power, test time and blood lactate concentration with the 
asynchronous crank setting. Mossberg and colleagues (1999) also found 
a non-significant tendency for higher peak cardio-respiratory responses in 
asynchronous ACE. 
21 
1.2.3 Workload Increments and Crank Rate 
It has been demonstrated that by altering the workload increments or/and 
the crank rate of an exercise test one can observe different physiological 
responses (Sawka, 1983; Price and Campbell, 1997; Smith eta/., 2001). 
Current ACSM (2000) guidelines for ACE testing recommend work rate 
increments of 1 0 W every 2 to 3 minutes at a cranking rate of 60 
revolutions per minute (rev.min·\ These guidelines reference the work of 
Balady eta/., (1990) although this work utilised a protocol with an imposed 
crank rate of 75 to 80 rev.min-1. The Australian Sports Commission 
physiological testing guidelines, (ASC, 2000) and the current BASES 
(British Association of Sport and Exercise Sciences) guidelines, (Bird and 
Davidson, 1997) do not address the use of ACE for assessment of aerobic 
functions while a previous edition recommended that a crank rate of 60 
rev.min-1 (Hale eta/., 1988). However, more recent work has shown that 
the use of 70 and 80 rev.min"1 elicits more valid peak physiological 
responses (Price and Campbell, 1997; Smith eta/., 2001). 
Several studies (Haskell et a/., 1982; Webster and Sharpe, 1989; Myers 
and Froelicher, 1990; Myers et a/., 1991) recommend an individualised 
approach to exercise testing. This approach has involved the manipulation 
of crank rate, starting work rate and workload increments in order to 
standardise test time. Current BASES guidelines also recommend that all 
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exercise protocols to exhaustion fall within 9 and 15 minutes (Bird and 
Davidson, 1997). For the purposes of peak cardio-pulmonary assessment 
in treadmill and cycle ergometry it has been recommended the test time of 
8 and 17 minutes (Buchfuhrer eta/., 1983). 
1.2.3.1 Crank Rate 
Power output or work rate achieved using a friction-braked arm ergometer 
is calculated as the product of the resistance applied to the flywheel (kg), 
the crank rate (rev.min-1) and the distance of the flywheel. Due to this 
calculation, one can increase the rev.min-1 while decreasing the resistance 
to maintain the same overall power output. Therefore, a slower crank rate 
could need higher levels of activation causing greater muscular tension 
(Keyser et a/., 1988). A faster crank rate may lead to an increase of 
muscular friction but it is most likely to require lower levels .of motor-neuron 
unit activation per duty cycle for a given power output (Donovan and 
Brookes, 1977; Keyser et a/., 1988). This factor is thought to be of 
importance when considering the haemodynamic responses to exercise. 
The faster crank rate may elicit more favourable haemodynamic 
responses, with particular regard to blood flow and perfusion of the active 
muscle mass (Hagberg eta/., 1981; Sawka eta/., 1983; Gotshall eta/. , 
1996). Conversely, a slower crank rate may result in the intramuscular 
tension exceeding perfusion pressure, which would decrease blood flow to 
the muscles and limit the aerobic metabolism (Sawka, 1983). From a 
perceptual perspective faster crank rates appear to evoke an increased 
central rate of perceived exertion (RPE) while resulting in a decrease in 
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localised RPE (Smith eta/., 2001). This factor is thought to be of great 
importance to ACE because localised fatigue is in most instances the 
limiting factor in peak exercise protocols (Smith eta/., 2001). Localised 
fatigue is related to the availability of enough oxygen to offset the 
transition to the anaerobic metabolism. When there is an increased 
concentration of muscle metabolites there is a stimulation of the central 
nervous centre through the muscle chemoreflex. The sympathetic 
nervous system then increases heart rate, left ventricle contractility and 
blood pressure. These are an attempt to compensate for deficiencies in 
muscle perfusion pressure and oxygen delivery (Rowell and Sheriff, 1988). 
The vasoconstriction in the inactive muscle mass and the intra-muscular 
pressure of the working muscles limit the effect of these haemodynamic 
adaptations (Miles eta/., 1989). Blonqvist eta/., (1981) suggested that the 
size of the active muscle mass is the main determinant of haemodynamic 
responses. In the case of ACE it appears that the elevated peripheral 
resistance prevents adequate blood flow to the active muscles (Sawka et 
a/.,· 1983) before the cardio-respiratory system is fully stressed (Miles eta/., 
1989). 
Early studies investigating physiological responses to cycling exercise 
mostly utilised a crank rate of 60 rev.min-1 (Asmussen and Hemmingsen, 
1958; Astrand, 1952, 1956, 1961; Bevegard eta/., 1966; Ekblon eta/., 
1968, 1972). In light of these studies early upper-body based 
investigations developed protocols utilising 40 rev.min-1 (Shaw et a/., 
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1974), 50 rev.min-1 (Schwade eta/., 1977), 60 rev.min-1 (Reybrouck eta/., 
1975). Initial direct comparisons of different crank rates (60 and 85 
rev.min-1) reported no significant differences (Hermansen and Saltin, 1969; 
Reybrouck et a/., 1975). Although valuable, one must take into 
consideration that Reybrouck and colleagues, (1975) utilised only one 
subject. Walker eta/., (1986) provided a comparison of three protocols 
(40, 50 and 80 rev.min-1). Although there was a difference in the type of 
workload increments that prevents a direct comparison of crank rates, it is 
interesting to find that the protocol with faster crank rate (80 rev.min-1) 
elicited higher vo2 peak· 
Latter studies supported the suggestion of more favourable 
haemodynamic responses to faster crank rates by showing that crank 
rates of 70 rev.min-1 allowed subjects to achieve higher work rates and 
physiological responses than 30 rev.min-1 (Keyser et a/., 1988; Sawka, 
1983) and 50 rev.min-1 (Sawka, 1983). These investigations 
demonstrated that, when comparing large variations in crank rates, one 
can observe different peak physiological values. However when 
comparing 70 and 60 rev.min-1 Keyser eta/., (1988) found no significant 
differences in peak systolic blood pressure (SBP), V0 2 peak and work rate 
while heart rate was significantly higher with 70 rev.min-1. One must note 
that Keyser and colleagues (1988) utilised a discontinuous exercise 
protocol where systolic blood pressure (SBP) was measured after each 
test stage wile the subject rested . This workload increment design was 
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inconsistent with later studies that utilised a continuous protocol design 
and found significant differences in the peak physiological responses to 70 
and 60 rev.min-1 (Price and Campbell, 1997; Smith et a/., 2001). The 
more recent investigations demonstrated that crank rates of 70 and 80 
rev.min-1 elicited higher values of vo2 peak, peak heart rate and a 
prolonged time to exhaustion compared to 60 rev.min-1 (Price and 
Campbell, 1997; Smith et a/., 2001). These results concur with the 
findings of Weissland et a/., (1997) who investigated the physiological 
effects of self-chosen crank rate and .±1 0%. They found that the higher 
crank rate (+10%) elicited greater vo2 peak and interestingly the crank 
rates spontaneously chosen by the subjects varied from 74.4 to 81 .4 
. -1 rev.m1n . 
Smith et a/., (2001) also reported a higher minute ventilation volumes ( VE) 
with 80 rev.min-1 which, suggests a greater neural drive to increase 
ventilation that is related to the frequency of limb movement. This 
occurrence has also been reported in lower limb exercise by Kelsey and 
Duffin, (1992). Unpublished work by Collins and colleagues (2001) 
suggests that the faster crank rate of 90 rev.min-1 causes premature 
fatigue when compared to the use of 70 rev.min-1. 
The results here reviewed suggest that a crank rate ranging between 70 
and 80 rev.min-1 should allow participants to reach greater vo2 peak in part 
due postponement of localised neuromuscular fatigue (Smith et a/., 2001 ). 
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1.2.3.2 Workload increments 
One of the most widely used tests in the clinical setting was the Bruce or 
Modified Bruce protocol (Bruce, 1971). These protocols are continuous 
with stepwise workload increments. The Bruce protocol offers the 
advantage of the extensive amount of functional and prognostic data that 
has been reported over the years and the normative values that have 
been published based on it (Market a/., 1987; Weiner eta/., 1987). The 
disadvantage of this protocol is that it involves relatively large and unequal 
workload increments that have been reported to compromise accurate 
estimates of exercise capacity (Myers eta/., 1991; Tamesis eta/., 1994; 
Bader eta/., 1999). Several studies have suggested that protocols with 
large or disproportionate increments in work cause disruptions in the 
normal relationship between V0 2 and work rate (Davis et a/., 1982; Myers 
eta/., 1991; Myers and Bellin, 2000). These have been shown to result in: 
• Tendency to overestimate exercise capacity (Myers et a/. , 1991 ; 
Tamesis eta/., 1994) 
• Lower protocol reliability to study the effects of therapy 
(Redwood eta/., 1971 ; Webster and Sharp, 1989; Myers and 
Froelicher, 1994) 
• Decreased sensitivity in detection of coronary disease (Okin 
and Kligfield, 1989; Myers eta/., 1991 ; Panza eta/., 1991) 
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In the past cycling ergometry was mainly performed on a friction-braked 
cycle ergometer were the resistance was applied to flywheel by means of 
a rope and weights. Arm crank ergometers tended to be table mounted 
modified cycling ergometers. With this set-up gradual rampwise 
increments in power output are impractical. With the development of 
electronically braked ergometers researchers are no longer confined to a 
stepwise increase in workload. It has became possible to develop exercise 
protocols where the rate of workload increase is constant throughout the 
test (ramp protocols) regardless of the crank rate (Smith eta/., 2001 ). 
Whipp et a/., (1981), was the first to investigate the validity of a ramp 
exercise protocol on a cycle ergometer to assess vo2 max. anaerobic 
threshold, work efficiency and the time constant for 02 kinetics. A 4-8 
minutes duration ramp test was compared to a stepwise workload increase 
test, a constant-load test, and a steady-state incremental work test. The 
protocols were compared in their ability to determine the four parameters. 
The investigators reported a reproducible response of the ventilatory 
threshold (VT) and a linearity of V0 2 response both below and above VT. 
When comparing work efficiency, time constant for V0 2 kinetics, VT and 
vo2 peak there was no significant difference between the protocols. 
Subsequent studies supported these findings when reporting similar HRmax, 
SBP, V0 2 peak and V02 at VT in healthy women (Bhadha et a/., 1995}, 
obese women (Mcinnis eta/., 1999) and patients over 60 years old with 
known or suspected coronary artery disease (Bader eta/., 1999). These 
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studies compared the Bruce (or modified Bruce) and individualised ramp 
protocols. When comparing step and ramp tests with the same average 
workload increments researchers found similar ability to: 
• Predict V0 2 peak in healthy males and females (Kaminsky and 
Whaley, 1998) 
• Similar peak values for vo2 I HR and RER in healthy male 
subjects (Astorino et a/., 2000; Smith et a/. , 2004) 
• Equivalent work efficiency, time constant for V0 2 kinetics, VT 
and V0 2 peak (Smith eta/., 2004). 
Myers et a/., ( 1991) investigated both clinical (coronary artery disease -
CAD, Angina and coronary heart failure - CHF) and healthy population 
groups. This was done comparing three treadmill protocols (Bruce, Balke 
and individualised ramp) and three cycle protocols (25w.min·1, 50w.min·1 
and individualised ramp). As with previous studies peak cardio-pulmonary 
responses were not-significantly different. However, close examination of 
the relationship between vo2 and work rate (defined as the slope for each 
protocol) revealed that the protocols with larger increments in workload 
(Bruce, Balke, 25w.min·1 , 50w.min-1) caused a lower degree of 
V0 2 change with work rate. Conversely the individualised ramp protocols 
lead to a higher V0 2 response with work rate. The variance of the 
V02 response with the work rate increase was also significantly lower in 
the ramp protocols. These results suggested that: 
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1. vo2 can be overestimated when protocols with large step 
increments in workload are used 
2. The variability in estimating V02 from workload is also greater 
in protocols with large step increments in workload (Myers et a/., 
1991) 
Myers et a/., (1991), showed that healthy subjects had a significantly 
greater vo2 response when compared with clinical groups, however 
analysis of the ramp slopes alone reveals a significant improvement in the 
V0 2 response of the clinical population observed. These results were 
later supported by Tamesis and colleagues, (1993) when comparing the 
Bruce and the Cornell protocols with the Asymptomatic Cardiac Ischemia 
Pilot (ACIP) and modified ACIP. When analysing a CAD group these 
authors found the slopes of the ACIP and modified ACIP to reflect a 
greater vo2 response. 
Zhang et a/., (1991) and Bogaard et a/., (1996) provided further 
understanding of this area by comparing ramp and step protocols of the 
same average workload increase in cycling. The results showed a slower 
0 2 uptake kinetics of protocols using larger step increments although peak 
physiological values were similar. The ramp and 1 minute step protocols 
displayed no differences in the 02 uptake kinetics and peak physiological 
parameters. Recent results support these findings in ACE were step (2 
minutes) and ramp protocols with the same cumulative work done showed 
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similar sub-maximal 0 2 kinetics and peak physiological responses (Smith 
eta/., 2004). 
The ramp protocol is suggested to offer the following advantages (Okin et 
a/., 1989; Panza eta/., 1991; Myers eta/., 1991, 1992, 1994; Tamesis et 
a/. , 1993; Kaminsky eta/., 1998): 
• Estimation of V02 is more accurate 
• The relationship between exercise test time ischaemia and 
ambulatory ischaemia is stronger 
• There is a wider time distribution before the occurrence of 
ST -segment depression 
• The haemodinamic and gas exchange responses to exercise 
are more uniform 
• The impact of external cues that may result in fatigue is 
reduced. 
These have particular relevance to the clinical setting by improving the 
performance of diagnostic exercise tests. With a more accurate estimation 
of exercise capacity one improves the ability of the test to estimate 
prognosis and develop exercise prescription. There is also an improved 
ability to assess sub-maximal responses (Myers and Bellin, 2000) . 
One of the issues that stand out from the literature reviewed is the 
importance of individualising the protocol. When utilising ramp protocols it 
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has been shown that in lower-body exercise testing, ramp rates that cause 
volitional exhaustion close to 10 minutes (8-17 minutes/ 9-15 minutes) 
elicit the highest cardio-pulmonary responses (Buchfuhrer et a/., 1983; 
Bird and Davidson, 1997). Tests that last less than 8 minutes usually 
result in lower V0 2 max possibly due to limiting force production. Tests 
lasting for longer than 17 minutes are likely to be affected by higher body 
temperature, dehydration, different subtract utilisation, discomfort and 
ventilatory muscle fatigue (Buchfuhrer eta/., 1983). Tests that fall outside 
the recommended time may not satisfy criteria for attainment of 
V02 peak/ V0 2 max· 
In order to estimate peak power output and individualise the ramp protocol 
appropriately most studies employed an initial peak test (Buchfuhrer et a/., 
1983; Myers and Bellin, 2000). This may not be possible when the 
resources are limited, the population group being tested has limited 
availability (e.g. athletes) and/or the risks associated to peak exercise 
must be minimised (i.e. clinical populations). 
Smith and colleagues, (2004) compare ACE protocols that differ only in 
the type workload increments (step vs ramp) maintaining the same 
average increase in workload. It was concluded that there were no 
significant differences between peak responses to types of workload 
increments. These authors also demonstrated that within a healthy male 
population the use of 10 W.min-1 ramp rate for ACE allows most 
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participants to reach peak physiological responses within the 
recommended test time (Smith eta/., 2004). 
M ost research has focused on physiological responses to d \fferent ramp 
protoco\s \n treadm\\\ and cyc\e ergometers (Da'l\es et al , 1981; 
Buchfuhrer et at., 1983i Webster and Sharpe, 1988; Campbell eta/., 1989\ 
Myers et a /., 1991; Zhang et a/., 1991; Myers et al ., 1992; Boggard eta/., 
1996; Bader eta/., 1999). Arm crank ergometry is characterised by lower 
peak power output when compared with both cycling and treadmill GXT. 
For this reason direct application of ramp protocols developed for lower 
body exercise would most likely cause exhaustion outside the 
recommended test time. Moreover, the key role of peripheral muscular 
fatigue in ACE differs from both treadmill and cycle GXT. were the cardio-
respiratory system is more active (Miles at a/., 1989). To date and to the 
knowledge of this author there are also no per reviewed studies that 
compare ramp protocols in ACE, which differ only in ramp rate. 
1.3 Establishing Reliability 
1.3.1 Definition of Terminology 
It is of critical importance to ensure that the measurements taken as part 
of research have acceptable reliability. This section presents an analysis 
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of accepted reliability standards and issues regarding the determination of 
those standards as mentioned in the literature. 
According to Safrit and Wood, (1989) reliability can be defined as the 
consistency of measurements, the consistence of an individual's 
performance on a test, or the absence of measurement error. In reality, a 
certain amount of variability/error is always present in all measurements. 
Taking this into consideration one could say that reliability is the amount of 
variability in a recorded value that is considered acceptable for the 
practical use of a measurement tool and/or a test protocol (Atkinson and 
Nevill, 1998). 
Each recorded value represents a combination of the actual individuals 
capacity and some amount of measurement error. This error is caused by 
a combination of equipment error, individual biological variance, 
atmospheric variables such as temperature and humidity and variance in 
test administration. Such error is random and a constant addition to the 
true values. In light of these, each recorded value can have the following 
representation: 
Observed value = True value + Error value 
(Thomas and Nelson, 1996) 
A high error value causes a masking effect on the true results of a test 
deeming it unreliable. Inversely by establishing standard measures to 
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control most sources of error, it is possible to reduce the error value and 
therefore have greater confidence that the observed values are a 
reflection of the subjects' capacity (Atkinson and Nevill, 1998; Thomas and 
Nelson, 1996). 
The extreme physical demands of the test used in this study and the 
limited resources, lead to a test re-test design with tests being performed 
on separate days. In order to reduce the chances of systematic bias a 
habituation test was included (Atkinson and Nevill, 1998; Thomas and 
Nelson, 1996). This design is congruent with previous reliability studies 
involving quantitative analysis of ratio-type data (Price and Campbell , 
1997; Ahmaidi eta/., 1999; Doyle and Martinez, 1998). 
The research design used in this study can also be identified as a test of 
absolute reliability as it allows the determination of the individuals degree 
of variation in the repeated measurements (Baumgarter, 1989). 
Baumgarter, (1989) further defines reliability in terms of the source of 
measurement error, in which case the present study would provide an 
analysis of stability reliability. This reliability analysis refers to day-to-day 
variability in measurements as apposed to variability between 
measurements in the same day (consistency reliability) (Baumgarter, 1989; 
Atkinson and Nevill, 1998). For this type of study Atkinson and Nevill , 
(2001) suggest a random sample of at least 20 individuals of the 
population group of interest. 
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1.3.2 Statistical analysis for reliability 
Sports and exercise science literature presents a varied spectrum of 
methods to assess and/or represent reliability. This was demonstrated at 
the conference of the American College of Sports Medicine (ACSM, 1996) 
as illustrated in Table 1. Some of the studies investigated validity (method 
comparison) but the vast majority investigated reliability issues. The most 
common methods involve hypothesis testing and employ such analyses as 
paired t-test, repeated measures ANOVA and/or Pearson's correlation . 
Table 1 reflects an emphasis on analysing systematic change in the mean 
and re-test correlation, however more recent discussions have also 
advocated the analysis of within subject random variation (Bland and 
Altman, 1999; Hopkins, 2000; Atkinson and Nevill, 2001 ). 
Several authors have dedicated extensive studies to the estimation of 
reliability and the implications of such estimates, resulting on an array of 
terminology and approaches. Most authors appear to agree that when 
esti.mating reliability it is good practice to provide a range of statistical 
analyses that complement each other (Hopkins, 2000; Atkinson and Nevill, 
2001). 
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Table 1. Summary of statistical methods used to assess reliability in 
studies presented at the 43rd meeting of the ACSM. 
Type of analysis Number of studies 
Hypothesis testing for bias (i.e. paired t-test, 
ANOVA) 
Pearson's correlation coefficient (r) 
ICC 
Hypothesis testing and Pearson's correlation 
coefficient 
Hypothesis testing and ICC 
cv 
Absolute error 
Regression 
Total 
16 
17 
3 
11 
9 
4 
7 
3 
70 
ANOVA = analysis of variance; CV = coefficient of variation; ICC = 
intraclass correlation. 
All parametric statistical tests assume that the analysed data is drawn from 
a normally distributed population group (Thomas and Nelson, 1996). In 
order to analyse for data normality one can use a Kolmogorov-Smirnov 
test (Field, 2001; Doherty et a/., 2000). If the data has a positively 
skewed distribution one can take logarithms (Log) (Altman, 1999). Log 
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transformation of the data is likely to give the data a more symmetrical 
distribution (Altman, 1999). 
In the following sections the various considerations applicable to this study 
are critically discussed and were appropriate, the mathematical calculus of 
relevant statistical analysis is presented (Atkinson and Nevill, 2001 ): 
1 . Sample size 
2. Systematic error 
3. The nature of the relationship between measurement error and 
magnitude of measured value 
4. Within subject measurement error 
5. Confidence intervals for the measurement error: statistics 
6. Test- retest correlation 
7. Sensitivity analyses 
8. Impact on individual measurements 
1.3.3 Sample Size 
The estimation of measurement error is an estimation of a parameter. For 
this reason it is important for the studies sample size to permit a precise 
estimate by the error measurement parameter for the chosen population 
group (Atkinson and Nevill, 2001). It is also essential that the study design 
reflects current research and measurement practices within the field of 
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study, as this allows direct application of error estimates (Hopkins, 2000). 
Atkinson and Nevill (2001 ), suggest a sample size of 20 to 50 subjects for 
this purpose. 
1.3.4 Test for Systematic Error 
Change in the mean value between two trials can provide a measure of 
reliability. The recorded change will have two components, random 
change and systematic bias I change. Random change refers to sampling 
errors and tends to be smaller with larger sample sizes because the error 
of each individual tends to cancel each other out. Systematic bias is a 
change that applies to all participants. Examples of this are learning 
effects from one test to the other or lack of recovery ·causing fatigue. In 
the case of test re-test, a paired t-test statistic can be used to identify 
significant systematic bias (Hopkins, 2000; Atkinson and Nevill, 1998). 
When utilising this method one must be aware that the formula utilised to 
calculate the t-value, and therefore determine significant difference, is 
affected by the amount of random variation between the tests. If large 
amounts of random variation are present, the test is less likely to detect 
any systematic bias (Atkinson and Nevill, 1998). In order to estimate this 
random variation one can calculate the confidence interval (CI) for the 
mean difference between repeated tests (Atkinson and Nevill, 2001). 
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Data that presents a non-normal distribution can be analysed by the 
Wilcoxon matched-pairs signed-ranks test. This non-parametric test 
determines and ranks the size of the differences between scores (Thomas 
and Nelson, 1996). The null hypothesis is that the population group has 
the same location in both samples (Sokal and Rohlf, 2003). 
1.3.5 Determine the Nature of the Relationship between 
Measurement Error and Magnitude of Measured Value 
In some instances when a subject scores low, the absolute measurement 
error is lower than that of a subject that scores high, while the relative 
measurement error stays the same. When the measurement error is the 
same throughout the total range of scores, the data can be classified as 
homoscedastic. On the other hand, if higher scores have larger random 
error the data is classified as heteroscedastic. It is essential to determine 
the nature of the error in order to choose the appropriate statistical 
analysis. Homoscedastic data can be analysed for within subject 
measurement error by calculating the standard error of measurement 
(SEM) and/or the 95% limits of agreement (LoA) (Atkinson and Nevill , 
1998). The analysis of heteroscedastic data is more appropriate after log-
transformation of the measures. Within subject measurement error can 
than be analysed by calculating the coefficient of variation (CV) and/or the 
95% LoA (Hopkins, 2000; Atkinson and Nevill, 1998). One can determine 
whether data is hetero/homoscedastic by plotting each participants 
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difference score against the mean for the two trials and calculating the 
correlation coefficient. If the difference scores have a trend towards larger 
values for participants at one end of the plot then heteroscedasticity is 
present (Hopkins, 2000). 
1.3.6 Estimate Within Subject Measurement Error 
Within subject measurement error indicates absolute reliability, and is 
regarded, by Hopkins (2000), as the most important of the reliability 
measures because it affects the precision of the change estimation in a 
measurement. One can estimate within subject measurement error by 
calculating any of the following; 'standard error of measurement' (SEM) 
(Thomas and Nelson, 1996; Atkinson and Nevill, 1998), 'typical error' (TE) 
(Hopkins, 2000), 'coefficient of variation' (CV) (Atkinson and Nevill, 1998; 
Hopkins, 2000) and 95% 'limits of agreement' (95% LoA) (Bland and 
Altman, 1986). 
In principle, a smaller within subject variation allows a more accurate 
detection of a change in the results of relevant test parameters. Ideally, 
one would make an infinite number of measures on a single individual to 
obtain a normal distribution of values with a mean (M) and standard 
deviation (SO;) (Dahlberg, 1940). In these conditions future 
measurements for this individual are 95% likely to lie within the mean .:!: 2 
SO; (ASC, 2000). Dahlberg, (1940) also showed that if an infinite number 
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of subjects undertook an infinite number of paired measures, the 
differences between the two measurements would have a mean of zero 
and the standard deviation of the differences (SDd;t) would be equal to SO; 
x --./2 . Rearranging, one could say that the SO; of an individual measure is 
SO; = SDdif I --./2. Due to the impossibility of the referred conditions one can 
use duplicate measurements on a group of subjects to estimate the 
standard 'error of a single determination (Dahlberg, 1940; Hopkins, 2000). 
More recently, Hopkins (2000) advocated the same calculation terming it 
'Typical Error' (TE). It has been argued that if one SO covers 68% of the 
differences then when dividing by square root of 2 (the same as 
multiplying by 0. 707) SO covers approximately 52% (i.e. seven-tenths) of 
the differences (Atkinson, 2000). This must be taken into consideration if 
one is to compare reported TE to other more conservative estimations that 
cover 68 and 95% (i.e. SEM and LoA respectively) of test re-test 
differences. 
The most common method of estimating within subject random variation is 
the 'standard error of measurement' (SEM) (Thomas and Nelson, 1996; 
Atkinson and Nevill, 1998). The classic SEM formulae is: 
SEM = SO--./ (1 - r) 
Were SO = standard deviation of all measurements and r = intraclass 
correlation. By analysing the data this way, (as with TE), one is able to 
estimate the precision of the measurement in its actual units. The draw 
back of this calculation is partially cancelling out the inter-individual 
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variation used in the calculation of intraclass correlation (Atkinson and 
Nevill, 1998). One must also be aware that SEM is sensitive to data 
heteroscedasticity (i.e. the amount of random error increases as the 
measured values increase) (Atckinson and Nevill, 1998; Oenegar and Ball , 
1993). Therefore, it is only appropriate to use SEM when the error is 
independent of the test score (i.e. data displays homoscedasticity) 
(Atkinson and Nevill, 1998). This statistic also carries the assumption that 
there is a normal population of measurements for each individual (i.e. 
SEM approximates to the mean SO for repeated measures in an 
individual). It is also assumed that the population is normally distributed 
and that there are no carry over effects between repeated trials (Payne, 
1989; Atkinson and Nevill, 1998). As long as these parameters are 
satisfied, one can analyse SEM as a standard deviation, which is defined 
as an average deviation from the mean value. Therefore, there is a 
68.26% chance that one individual's true score will fall within the range of 
the measured score plus or minus the SEM (true score = measured score 
.:t SEM) and a 95.44% chance that it is within the range of measurement 
score plus or minus two times the SEM (true score = measured score .± 2 
SEM) (Thomas and Nelson, 1996; Hopkins, 2000). 
In order to compare SEM across protocols or equipment in the case of test 
re-test one can express it as a 'coefficient of variation' (CV) (Hopkins, 
2000). One can calculate CV by dividing the SEM by the mean of both 
trials and multiply by 100 (CV = (SEM/M)*1 00) (Atkinson & Nevill, 1998; 
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Hopkins, 2000). When the data is heteroscedastic the calculation of CV 
should be performed with log-transformed values (Hopkins, 2000). Once 
CV is calculated it can be analysed similarly to the SEM. 
A more conservative approach to estimate within subject measurement 
error are the 95% LoA This measure calculates the range within which an 
individual's difference scores is 95% of the time. In other words, assuming 
unchanged true score, LoA represent 95% likely limits or confidence limits 
for an individual's true change of score (Hopkins, 2000). One can further 
understand this concept by examining the relation between true score, 
observed score and LoA (Hopkins, 2000): 
-LoA<observed- true< +LoA 
In a more relevant format: 
observed - LoA < true < observed + LoA 
In order to calculate LoA Hopkins (2000) draws on the relationship 
between typical error (TE) and LoA When there is a large sample group 
(n>120), one can simplify the calculation to: 
Mdiff .:!: 1. 96 TE .Y2 or 
Mdiff.:!: 2.77 TE (Hopkins, 2000) 
This calculus is more conservative than the formulae introduced by Bland 
and Altman, (1999) (Mdiff .:!: 1.96 SDd;ff). It is important to consider that for 
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this study as well as in most sport & exercise science applied research 
that involves human participants, degrees of freedom tend to be of less 
than 120. 
If the data presents heteroscedasticity one must log-transform the data 
before performing the described analysis. Other transformations like 
square roots or reciprocals could be utilised, however Jog transformation 
has the advantage of allowing the results to be analysed in relation to the 
original data (Bland and Altman, 1999). Once the LoA are calculated one 
can take the LoA antilogs for the representation of 95% of the ratios: 
Mdiff * or I to.975.dt SDditt 
Price and Campbell, (1997) report acceptable 95% LoA for V02peak in ACE 
(similar population group) as ±0.50 L.min-1. The authors use the term 
'coefficient of reliability' to describe the 95% LoA. The basis of appropriate 
LoA was V02peak values for both tests falling within this coefficient, as 
demonstrated by the Bland-Aitman plot. It is important to note that due to 
the inherent calculus of the 95% LoA most values (at least 95%) will 
always be within the LoA, regardless of how wide they may be. The 
Bland-Aitman plot provides an excellent graphical representation of this 
fact. However, it can only be used as a tool to help determining 
homos/heteroscedasticity of data (Atkinson and Nevill, 1998). 
1.3. 7 Estimate Confidence Intervals for the Measurement Error 
Statistics 
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Confidence intervals (CI) can be used to indicate the precision of the 
difference between two sample means as an estimate of the overall 
population value (Gardner and Altman, 1995). This is achieved by 
subtracting and adding to the sample statistic a multiple of its standard 
error (SE) (Gardner and Altman, 1995). SE is estimated dividing the 
standard deviation of the differences between trial 1 & 2 by the square root 
of the number of subjects (SDditr!v'n). Assuming that the data has normal 
distribution, 95% Cl can be calculated using the t distribution (Gardner and 
Altman, 1995; Hopkins, 2000; Atkinson and Nevill, 2001): 
Mditt ~ [(SE)* t o.925,n-1] 
Were Mditt is the mean of the differences between trial 1 and trial 2. 95% 
Cl can be interpreted by stating that there is 95% certainty that the true 
value for the mean difference between the repeated tests lies somewhere 
within the calculated range (Atkinson and Nevill, 2001 ). 
If the data are skewed, one must logarithmically transform it before the 
calculations can be performed as described previously. The Cl must then 
be transformed back (anti-log) representing an estimate of the ratio of the 
two trials means. In other words, the anti-log of the Cl for the differences 
provides a Cl for this ratio. It is also worth noticing that in the case of test 
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re-tests the Cl should be represented without units (Gardner and Altman, 
1995). 
1.3.8 Establish Test- Retest Correlation 
A correlation coefficient can represent how similar are the values of two 
trials. If the values achieved are equal the correlation is 1.00 and therefore 
the test has perfect reliability. If on the contrary there is great difference 
from trial 1 to trial 2 the correlation approaches 0.00. The closer it is to 
zero the least reliable it is. The issue with this form of expressing reliability 
is its sensitivity to the heterogeneity of the values analysed. A sample in 
which there is a large spread of values will have a stronger correlation 
than a more homogenous sample (Hopkins, 2000). Two commonly used 
correlations are interclass (Pearson's correlation) and intraclass (ICC) 
correlation. 
Pearson's Product Moment Correlation 
The Pearson's correlation coefficient is one of the most widely used 
techniques to report and assess reliability within sport and exercise 
sciences (Atkinson and Nevill, 1998). Previous studies have reported 
correlation coefficients of r-0.92 (Davies eta/., 1976) and r-0.94 (Bar-Or 
and Zwiren, 1975). This correlation has the main problem of being unable 
to detect systematic bias in repeated measures leading to overestimation 
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of reliability (Denegar and Ball, 1993). This measure is a bivariate statistic 
(i.e. used for correlating two different variables) (Thomas and Nelson, 
1996). In the case where two test values for the same variable (univariate) 
are used this type of correlation is not appropriate (Thomas and Nelson, 
1996; Denegar and Ball, 1993). 
I ntraclass Correlation 
lntraclass correlation (ICC) is a univariate measure. A correlation 
coefficient >0.9 would indicate a high degree of reliability, while >0.7 and 
<0.8 would indicate questionable reliability. Lower values would indicate 
poor reliability (Vincent, 1994). Atkinson and Nevill (1998), have identified 
at least 6 ways of calculating ICC, all resulting in different values. 
Denegar and Ball, (1993) provide a detailed analysis of the different ways 
to calculate ICC. It is suggested that to choose the most appropriate 
calculus one must answer two questions: 
1 . Are the participants a random sample of a larger population 
group? 
2. Is the number representing each measurement a mean of 
several values or a single value? 
For example, a test-retest design, with a random sample of an active and 
healthy student population group, where the number representing each 
measurement is a single value. In this case, through the calculation of 
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repeated measures ANOVA one can use the following formula to 
determine ICC: 
R = (BMS- EMS) I [BMS + (k-1) EMS+ k ((TMS- EMS)/ n)] 
Were BMS is between-subjects mean square, EMS is error mean square, 
k is number of trials, n is number of subjects and TMS is Trials Mean 
Squares (Oenegar and Ball, 1993). 
Hopkins (2000) interprets the definition of reliability correlation from Bartko, 
( 1966) and adapts it to his concept of typical error, representing ICC by: 
R = (pure subject variance)/(pure subject variance+ typical error variance) 
Assuming that pure subject variance is represented by between subject 
SO (S) (average SO of all trials) and that typical error variance is 
represented by typical error (te), than: 
R = (S2 - te2)/S2 
=1 - (te/S) 2 
This simplified calculation allows one to observe that when analysing a 
large range of participants S will tend to be greater than s. This means 
that (s/S) 2 approaches 0 and ICC approaches 1. Inversely if a more 
homogeneous population group is used, there is less variation in the 
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results causing a smaller S, for a similar te, meaning (te/S) 2 approaches 1 
and the ICC approaches 0 (Hopkins, 2000). 
An ICC of r=0.94 for V02peak has been reported as acceptable when 
analysing reliability of ACE (Price and Campbell, 1997). 
When the parametric assumptions can not be met one may utilise the 
Spearman rank-difference correlation coefficient. By converting the data 
to ranks one can then investigate the relationship between the two sets of 
ranks (Thomas and Nelson, 1996; Sokal and Rohlf, 2003). 
1.3.9 Sensitivity Analyses 
Early studies established guidlines to determine acceptable reliability such 
as ICC > 0.85 and CV < 10% (Atkinson eta/., 1999). However, these 
guidelines are arbitrary and fail to establish a relation between error and 
the real uses of what is being investigated (Atkinson & Nevill, 2001 ). Once 
the measurement error has been quantified, through the processes 
described in the sections above, one must investigate its practical 
significance. Ultimately the statistical analysis must determine if the error 
is small enough for typical 'analytical goals' to be detected. One such 
analytical goal can be a measurement error small enough for the test to 
detect a given difference between treatments in further experiments with a 
practical number of subjects (Atkinson eta/., 1999; Doherty eta/., 2000). 
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Katch and colleagues, (1982) has reported the biological variation of 
V02 max as ±5.6% for 68% of the time and 11 .2% for 98% of the time. This 
has been reported to be the equivalent of 0.16 J.min-1 and 0.31 J.min-1 
respectively, for an ACE step protocol at 60 rev.min-1 (Price and Campbell, 
1997). 
1.3.10 Impact on Individual Measurements 
Finally, one must discuss the impact of the error on an average individual 
measurement. In the case of Heteroscedastic data, one must also include 
the impact on both low and high results (Atkinson & Nevill, 2001 ). 
1.4 Summary 
Available research indicates the need for an individualised ACE protocol to 
assess aerobic function both at maximal and sub-maximal levels (Myers 
and Bellin, 2000). Previous investigations suggest that a crank rate of 70 
to 80 rev.min-1 will optimise peak physiological responses while minimising 
subject discomfort (Weissland et a/., 1997; Price and Campbell, 1997; 
Smith eta/., 2001). From the studies reviewed, it is also suggested that 
sub-maximal responses to exercise are more reliable when individualised 
ramp protocols are used (Myers eta/., 1991; Davies eta/. , 1982; Myers 
and Bellin, 2000). Moreover, general guidelines for optimal test time 
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include 9-15 minutes (Bird and Davidson, 1997) and 8-17 minutes 
(treadmill and cycle ergometer) (Buchfuhrer et a/., 1983). Previous ACE 
studies have established that a ramp rate of 10 W.min-1 is suitable for the 
purpose of eliciting peak physiological responses within the specified time 
frame (Smith eta/., 2004; Price and Campbell, 1997). A healthy and 
active male population group offers a wide range of physical ability (Smith 
eta/., 2004; Price and Campbell, 1997). For that reason it is plausible for 
some individuals to benefit from ramp rates that are slightly above (12 
W.min-1) and slightly below (6 W.min-1) 10 W.min-1. Due to the difference 
in test times that each subject is likely to achieve for a given ramp protocol, 
it is reasonable to expect one of the protocols to elicit higher peak 
physiological responses (Buchfuhrer eta/. , 1983). Such test would then 
be repeated in order to analyse reliability of the measurements. 
Having reviewed the literature, it is apparent that a combined approach, 
which involves a variety of statistical methods, will provide a better 
estimation of reliability. Such tests would include: 
1. Checks for normality in data sets. 
2. Checks for systematic bias using appropriate repeated-measures 
analyses. 
3. An assessment of whether the data is heteroscedastic or not. 
4. The assessment of the degree of within subject random variation. 
5. An indication of the precision of measurement for a parameter. 
(Atkinson and Nevill, 2001) 
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Once the measurement error has been estimated one can assess its' 
impact on individual results and determine if it would allow for minimal 
worthwhile effects to be detected (Atkinson and Nevill, 2001 ). 
The principal objectives of this study are: 
1. To investigate peak physiological responses to three ACE tests 
varied with respect to ramp rate. 
2. From the initial tests, it will be possible to identify an optimal test, 
which will be based upon the attainment of 'i0 2 peak· 
3. To assess the extent of the test-retest reliability for each selected 
parameter. This will be achieved by way of requiring individuals to 
repeat their optimal test. 
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Chapter 2: Materials & Methods 
2.1 Subjects 
Eighteen physically active, although non-specifically trained males 
volunteered to participate in this study. The subjects' mean (±standard 
deviation) age, height and body mass were 31 (7.8) years, 1.79 (0.07) 
metres and 84.4 (12.5) kg respectively. Prior to any data collection the 
study gained ethical approval from the University's Research Committee, 
and all subjects provided written informed consent (appendix 1 ). 
2.2 Procedures 
All tests were performed on an electrically braked arm crank ergometer 
(Lode Angio, Groningen, Netherlands) that was wall-mounted using a 
height adjustable bracket. Subjects sat on a chair central to the ergometer 
with the centre of the shoulder joint at approximately the same height as 
the centre of the ergometer's crankshaft. The chair was placed at a 
distance that allowed the subjects arm to be slightly bent when griping the 
ergometer's handle at the furthest position of the duty cycle. Subjects 
were instructed to sit back into the chair to maintain form during the test. 
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The legs were not braced throughout the test, however subjects were 
instructed to maintain the feet flat on the floor in front of the chair (Figure 
1 ). 
Figure 1. Subject performing an arm crank ergometer test, fitted with gas 
analysis system. 
All subjects were familiarised with the laboratory setting and testing 
procedures on a separate day prior to their first test. During this 
familiarisation visit, subjects were instructed on the use of RPE scale 
(Rate of Perceived Exertion) to determine overall or systemic RPE (ORPE) 
and localised (referring to muscular fatigue) RPE (LRPE). Prior to each 
subsequent visit, subjects were instructed to abstain from alcohol 
consumption and strenuous physical activity for at least 24 hours. 
Subjects were also instructed to have a light snack two to three hours 
before each test. Each visit was separated by a minimum of 48 hours and 
the order of the tests was randomised. Each subject performed all tests at 
similar time of the day, although for practical reasons this varied between 
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subjects. Verbal encouragement was given to the subjects throughout the 
duration of each test. 
2.3 Exercise protocols 
Preceding each test, the subjects rested in a sitting position for 5 minutes. 
The exercise tests consisted of a standard 4 min warm-up starting at an 
intensity of 50 W and increasing at a rate of 1 W per 12 seconds up to 70 
W. The warm up was proceeded by a 2 minutes recovery period were the 
subjects were asked to remain seated. After this period, the workload 
started at 60 W and increased by 6 W.min-1 (1W per 10sec) (T1), 10 
W.min-1 (1W per 6sec) (T2) or 12 W.min-1 (1W per Ssec) (T3) until 
volitional exhaustion (Figure 2). Once each of the exercise protocols was 
performed the test that elicited highest peak oxygen consumption was 
repeated for analysis of reliability. An imposed crank rate of 80 rev.min-1 
was maintained throughout all tests and fatigue was deemed to have 
occurred when subjects were not able to maintain the crank rate above 75 
. -1 rev.m1n . 
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Figure 2. Graphical representation of the ramp protocols with workload 
increments of 12 W.min-1, 10 W.min-1 and 6 W.min-1. 
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2.4 Criterion factors for attaining V02 peak 
Subjects were deemed to have achieved V02 peak when test termination 
criteria were reached and one or more of the following was recorded: 
• Age predicted maximal heart rate (220-age) 
• Post-exercise peak blood lactate concentration greater than 8 
mmol.l"1 
• Respiratory exchange ratio greater than 1.15 
• localised RPE greater than 18 on the Borg 6-20 scale 
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2.5 Cardio-pulmonary measurements 
Subjects were fitted with a short-range telemetric heart rate (HR) monitor 
(Polar Sports Tester, Kempel!, Finland) that recorded beats per minute 
each 5 seconds throughout the test. Respiratory data, including oxygen 
consumption ( V0 2 ), minute ventilation ( VE) and respiratory exchange ratio 
(RER) were collected continuously and breath-by-breath, using an online 
gas analysis system (SensorMedics, Vmax 29C, CA, USA) (appendix 2). 
These data were recorded up to the point of volitional exhaustion. The 
highest heart rate and the highest 30 seconds average respiratory data 
were used for statistical analysis. 
2.6 Determination of whole blood lactate concentration 
Capillary blood samples were collected from the ear lobe (20 IJI) for 
determining duplicate whole blood lactate concentration. These were 
collected at rest and for peak values, 5 minutes after volitional exhaustion. 
Samples were analysed utilising a fully automated system (Biosen 5030, 
EKF lndustrie-Eiektronik Gmbh, Barleben, Germany). 
2. 7 Subjective ratings of perceived exertion 
Peak ratings of perceived exertion were taken at the point of volitional 
exhaustion. Subjects were asked to identify ORPE followed by LRPE. 
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2.8 Performance measures 
Test time (T,;m) was recorded to the nearest second and peak power (PPO) 
(W) represented the workload at the point of volitional exhaustion. Peak 
minute power (PMP) (W) represents the average value between PPO and 
the workload precisely one minute previously. Total work done (lWD) 
represented in kJ, was calculated through the following: 
[(PPO - 60)/2]* Tlim 
2.9 Statistical analysis 
Analysis were carried out utilising the Statistical Package for Social 
Sciences (SPSS, Version 10.0, Chicago, IL, USA) and Excel 2000 
(Microsoft Corporation, USA). 
Normality of all data was examined by the Kolmogorov-Smirnov test of 
normality. When distribution was found to be significantly different from 
the expected normality Jog-transformation of the data was carried out. 
Log-transformed data was analysed for normality of distribution and when 
compliant parametric analyses. When after Jog-transformation the data 
distribution was still not normal non-parametric statistical tests were 
utilised. 
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2.9.1 Systematic Bias 
Systematic bias between the T1 (6 W.min-1) , T2 (10 W.min-1) and T3 (12 
W.min-1) was examined through the peak measurements and using 
separate one-way ANOVA tests with repeated measures. Significance 
was accepted at P<0.05 and follow up tests, using Bonferroni adjusted, 
pair-wise comparisons were used to pinpoint where differences lay. 
Non-normally distributed results were analysed for significant differences 
by a Friedman two-way ANOVA by ranks (P<0.05). Comparisons between 
the two RPE measurements for each test (LRPE and ORPE) were 
performed for significant differences utilising the Mann-Whitney U test 
(P<0.05). 
2.9.2 Reliability of selected parameters 
Each subject repeated Topt in order to assess reliability, which was 
achieved using a range of statistical methods that could then be used to 
determine the usefulness of selected parameters. 
Where the data did not conform to normality it was log-transformed. If the 
log-transformed data was found to be normally distributed a paired-
samples T-Test was performed to check for systematic bias. Confidence 
Intervals (95% Cl) for the average difference between the two tests were 
calculated in order to estimate random variation and a one-way random 
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effect intraclass correlation coefficient (single measures) (ICC) was also 
calculated. 
The nature of measurement error (homoscedasticity/heteroscedasticity) 
was examined by calculating Pearson's product moment correlation 
coefficients between the mean, and difference scores. 
Within-subject measurement error was calculated in the form of standard 
error of measurement (SEM) and 95% limits of agreement (loA). The 
SEM was calculated using the formula: 
SDmean [.V(1- r)] 
Where SOmean is the mean SO of both tests and r the result of ICC. The 
SEM was also represented and reported as a percentage value for the 
purposes of comparison. 
The 95% LoA were calculated using the formula: 
Mdiff + 1.96 sDdiff 
Where Mditt represents the mean difference scores and SDdiff the SO of the 
difference scores (Bland and Altman, 1999). In the case of log-
transformed data, anti-logs were taken to represent the ratio LoA. 
Data that did not conform to normality standards were analysed with non-
parametric statistical tests. Distribution of the data was analysed for 
significant differences through the Wilcoxon two-samples test and rank 
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order analysis was provided by the Spearman's rank difference correlation 
coefficient (Sokal and Rohlf, 1995; Thomas and Nelson, 1996). 
2.9.3 Analytical Goals 
Practical applications relating to the analyses were examined by 
estimating the sample sizes (n) required to detect precise percentage 
changes in test outcome for each parameter. This was done with the 
assistance of a nomogram derived by Atkinson and colleagues, (1999) 
from the equations of sample size estimates published by Zar, (1995). 
The estimation was performed primarily by calculating the Log-
transformed LoA followed by the calculation of the Anti-logs. These 
allowed the expression of the 95% LoA as a ratio (Atkinson eta/., 1999). 
The monogram was then utilised to estimate the required sample size to 
detect a 10% and 5% change in V02 peak, PPO, Tlim and TWO. 
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Chapter 3: Results 
3.1 Normality 
The Kolmogorov-Smirnov test was used to analyse normality of data 
(appendix 3). Total work done (TWO) and rate of perceived exertion 
(LRPE and ORPE) were found to not have a normal distribution of data 
(P<0.05). After log-transformation TWD data was normalized but RPE 
was still not normal in its distribution. All other peak data was found to 
have no significant difference between normal value distribution and 
measured value distribution (P>0.05). 
3.2 Comparison of three ramp protocols 
The results for comparison of the three ramp protocols are outlined in 
Table 2. 
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Table 2. A summary of means (±SO) of peak measurements for 6 (T1 ), 10 
(T2), 12 (T3) W.min-1. 
T1 T2 T3 
PPO (W) 146 (26)* 161 (28) 166 (27)** 
T1im (sec) 848.5 (259. 7)* 623.5 (165.3) 570.6 (153) 
TWO (kJ) 39.6 (25.3)*** 33.3 (17.6) 31 .6 (15.5) 
V0 2 peak (L·min-1) 2.92 (0.46) 3.02 (0.53) 3.02 (0.66) 
HRpeak (beats·min-1) 179 (14) 180 (13) 180 (15) 
Hla peak (mmoi·L-1) 10.7 (2.5)* 11.8 (2.1) 11.9 (2) 
VE peak (L·min-1) 105 (16) 111 (18) 111 (21) 
RER peak 1.14 (0.05)* 1.18 (0.05) 1.20 (0.06) 
ORPE 17.6 (1.6) 17 (1.9) 17.5 (1.3) 
LRPE 19.7 (0.7) 19.5(1) 19.5 (1) 
* denotes difference (P<0.05) compared to T2 and T3 
**denotes difference (P<0.05) compared to T1 and T2 
*** denotes difference (P<0.05) compared to T2 
Performance in T1 (6 W.min-1) was found to be significantly (P<0.05) lower, 
as determined by PPO and although Tlim was significantly higher (P<0.05) 
than T2 and T3. A significantly (P<0.05) higher PPO was achieved with 
T3 (12 W.min-1). Hla peak and RER were also found to be significantly 
lower in T1 . HR peak and V0 2 peak were found to be non-significantly 
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(P>O.OS) different between the three protocols all tests. Values of RPE 
(both LRPE and ORPE) were found to be non-significantly (P>O.OS) 
different between the three ramp protocols. Comparisons of LRPE versus 
ORPE demonstrated significant differences between the measurements 
on all tests (P~0 .0001) (Figure 3). 
Figure 3. Comparison of the means (+SO) of overall RPE (ORPE) with 
localised RPE (LRPE) for 6 W.min-1 (T1 ), 10 W.min-1 (T2) and 12 
W.min-1 (T3). 
20.0 
c 
0 18.0 :e 
Cl) 
)( 
16.0 w 
"C 
Cl) 14.0 -> 
"ii 
~ 12.0 Cl) 
a.. 
-
10.0 0 
Cl) 
- 8.0 Ill 0:: 
6.0 -,-
T1 T2 T3 
[II ORPE • LRPE ] Exercise Protocol 
* LRPE was found to be significantly higher than ORPE (P<0.0001). 
3.3 Reliability Analysis 
The test that elicited the highest V02 peak was repeated for analysis of 
reliability. For n=3 the optimal ramp rate (Topt) was 6 W.min-1, while for 
n=8 it was 10 W.min-1 and for n=7 it was 12 W.min-1 (Figure 4). 
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Figure 4. Number of subjects for each ramp rate that was selected as 
optimal and repeated for reliability analysis. Test 1 equates to the 
ramp rate of 6 W.min-1, 2 is 10 W.min-1 and 3 is 12 W.min-1. 
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Test 
There was no significant (P>0.05) systematic bias found in between trials 
for T1im. PPO, PMP, LogTWD, V0 2 peak, V E peak, HR peak, Hlapeak and 
RERpeak as determined by a paired samples T-test (Table 3). The 
Wilcoxon two-sample test also showed no systematic bias (P>0.05) for 
LRPE and ORPE peak values (Table 4). Means and standard deviations 
of all measurements are presented for comparison in Table 5. 
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Table 3. Results of paired samples T-Test for the analysed peak 
measures. Confidence intervals (95%) of the difference are all within 
10% of the mean. All values were non-significantly different (P>O.OS). 
T Sig . (2-tailed) 95% Cl 
vo2 peak 1.435 .169 ± 0.15 
HR peak .424 .677 ± 2.21 
Hla peak 1.492 .155 ± 0.69 
YE peak .775 .449 ±7.03 
RERpeak .720 .481 ±0.02 
Tlim -.774 .449 ± 19.31 
PPO -.997 .333 ± 3.06 
PMP -1.077 .296 ± 3.15 
LogTWD -.697 .495 ± 5.07 
Table 4. Wilcoxon z values and corresponding P values showing no 
systematic bias for localised RPE and overall RPE (P>O.OS). 
LRPE ORPE 
z 0.412 1.399 
p 0.680 0.162 
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Table 5. A summary of means (±SO) of peak measurements for test and 
re-test. All differences are non-significant (P>0.05). 
Topt1 Topt2 
PPO (W) 162.6 (29.5) 164.1 (31.1) 
T1im (sec) 622.2 (153.3) 628.6 (160.6) 
TWO (kJ) 33.1 (15.6) 34.1 (17.2) 
V0 2 peak (L·min-1) 3.2 (0.6) 3.1 (0.6) 
HRpeak (beats·min-1) 180.7 (12.7) 180.2 (14.7) 
Hla peak (mmoi·L-1) 12.1 (1.7) 11.6 (2.3) 
VE peak (L·min-1) 117 (18.8) 114 (19.3) 
RER peak 1.19 (0.05) 1.18 (0.06) 
ORPE 17.6 (1.6) 17 (1.9) 
LRPE 19.5 (1.0) 19.6 (1.0) 
3.3.1 Correlations 
In line with recommendations made by Vincent (1994) , ICC for PPO, PMP, 
Tlim, LogTWO, V0 2 peak and HRpeak were favourable with all values 
exceeding 0.85. The magnitude of ICC for YEpeak and Hlapeak suggest 
questionable reliability (0.7< r <0.8) while with r<7 RERpeak is suggested to 
have poor reliability (Table 6) (Vincent, 1994). For the purposes of the 
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presented investigation, the more conservative 'single measure analysis' 
(for ICC) was utilised. Non-parametric analysis of correlation using the 
Spearman rank correlation coefficient (rs) revealed a statistical significance 
(P<0.01) for peak LRPE (rs = 0.52) and ORPE (rs = 0.55). 
Table 6. lntraclass correlation coefficients (ICC) for the 'One-Way Random 
Effect single measures analysis' procedure for all peak measurements. 
ICC 
vo2 peak 0.86 
HR peak 0.73 
Hla peak 0.95 
YEpeak 0.74 
RERpeak 0.67 
Tlim 0.98 
PPO 0.98 
FMP 0.98 
LogTWD 0.97 
3.3.2 Confidence Intervals (95%) 
The 95% Cl's for the peak measurements presented in Table 3 provide an 
estimation of were the true value for the average difference between the 
two tests is. All values are within 10% variation from the mean. 
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3.3.3 Homoscedasticity of Data 
The measurement error for all data was similar throughout the range of 
measured values. For this reason the relationship between measurement 
error and magnitude of measured values was considered homoscedastic 
(appendix 4). 
3.3.4 Within Subject Measurement Error 
Standard error of measurement (SEM, 2SEM) and limits of agreement 
(95% LoA) for all the peak measures are presented in Table 7. When 
expressed as a percentage of SEM the coefficient of variation (CV) was 
found to be below 10% for all measured parameters (Table 7). It is 
imperative to note that these percentages are simply a relative 
representation of the SEM for the purpose of comparison and must not be 
applied to any other data. 
Data Homoscedasticity permits an application of the SEM and LoA in the 
measurement's units. The calculated standard error of measurement for 
each peak value can be added and subtracted to the related measured 
score of any subsequent tests of the same population group. One can 
than be certain that the true score is likely to be within the range provide 
68% of the time (SEM) or 95% of the time (2SEM) (Hopkins, 2000). As an 
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example, if the vo2 peak of an individual of similar population group 
performing the presented exercise protocol was 2.60 L.min-1 than one can 
be 68% certain that the true value is within 2.38 and 2.82 L.min-1 and 95% 
certain that is found within 2.16 and 3.04 l.min-1. 
The 95% LoA in Table 6 offer the range within which the difference score 
is likely to be 95% of the time. In other words, it gives an estimation of 
total error that can be added and subtracted to any one relevant result 
(Hopkins, 2000). Utilising the previous example one would say with 95% 
certainty that the true value can be (worst case scenario) as low as 1.912 
or as high as 3.088 l.min-1 (Doherty et al., 2000). 
Table 7. Test retest results of standard error of measurement (SEM and 
2SEM for 68 and 95% of the population respectively), coefficient of 
variation (CV) and 95% limits of agreement (95% LOA). 
SEM CV(%) 2SEM Bias ± 95% LoA 
vo2 peak 0.22 7.1 0.44 -0.1 ± 0.59 
(L.min.1) 
HR peak 3.06 1.8 6.12 -0.44 ± 8.72 
(beats.min.1) 
HLa peak 1.47 8.5 2.94 -0.52 ± 2.7 
(mmoi.L-1) 
VE peak 9.90 9.4 19.8 -2.58 ± 27.7 
(L.min-1) 
RER peak 0.03 2.7 0.06 -0.01 ± 0.1 
Tlim 22.2 4.8 44.4 6.33 ± 76.09 
(seconds) 
PPO 4.36 2.8 8.72 1.44 ± 12.05 
(W) 
PMP 4.21 2.9 8.42 1.61 ± 12.4 
(W.min-1) 
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When expressed as a proportion of the mean of the two trials the 95% LoA 
represent changes (in worst case scenarios) of 10% (HR peak), 14.8% 
(RERpeak), 47% (HLapeak) , 52.3% ( VEpeak), 39.4% ( V0 2 peak) , 16.3% (PMP), 
15.4% (PPO) and 26.5% (Tiim) (Hartshorn and Lamb, 2004). 
3.3.5 Sensitivity Analysis 
The ratio 95% LoA calculated for V02 peak, Tlim, PPO and TWO were 1.2, 
1.14, 1.08 and 1.2 respectively. These ratios corresponded to the 
approximate sample sizes of 15 ( V0 2 peak), 5 (Tiim), 2 (PPO) and 15 (TWO) 
to detect a 10% change and 60 ( V0 2 peak), 22 (Tiim), 5 (PPO), 60 (TWO) to 
detect a 5% change in performance. 
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Chapter 4: Discussion 
4.1 Comparison of the Three Protocols 
The principal findings from comparing the three protocols are the 
significantly (P<0.05) higher PPO achieved with the faster 12 W.min-1 
ramp rate (T3), and the non-significant (P<0.05) difference in V0 2 peak · 
The vo2 peak, HRpeak. RERpeak and Y Epeak values of T1 ' T2 and T3 were 
found to correspond to those of previous studies with 80 rev.min-1 crank 
rate utilising healthy, non-specifically trained individuals (Smith eta/., 2001 , 
2004). They were also similar to the findings of Price and Campbell, (1997) 
and Sawka et a/. , (1983) for the 70 rev.min-1 protocol. These further 
support these authors findings suggesting the utilisation of crank rates of 
70 to 80 rev.min-1 when the main objective of the test is to record the 
highest cardio-respiratory responses. 
For a similar population group V0 2 peak and HRpeak values were found to 
be lower than expected for lower body exercise (Potiron-Josse, 1983). 
This corresponds with previous studies suggestions of a peripheral 
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limitation to vo2 peak due to localised fatigue rather than central circulatory 
factors (Drory eta/., 1990; Price and Campbell, 1997; Smith eta/. , 2001). 
The RPE results further support this suggestion by showing higher 
localised RPE when compared with overall or centralised RPE. These are 
also in line with the findings of Smith and colleagues, (2001). The 
significantly different (P<0.05) results of overall RPE from localised RPE 
further establish that muscular fatigue is the main limiting factor in ACE. 
Muscular fatigue occurs before the cardio-respiratory systems are fully 
stressed. This is due to the relatively high degree of stabilisation required 
(Mossberg et a/. 1999), the isometric griping of the crank (Sawka, 1986) 
and the relatively smaller muscle mass involved in the exercise (Miles et 
a/., 1989). The inactivity of the larger muscle mass leads to a 
vasoconstriction of its blood vessels (Biomqvist eta/. , 1981 ). These factors 
are likely to limit the oxygen supply to the working muscles leading to the 
localised fatigue of these before the cardio-respiratory systems are fully 
engaged. 
The values of HRpeak were also found to be lower than values obtained 
from upper-body trained athletes (191±6 b.min-1 and 194±9 b.min-1) (Heller 
eta/., 1984; Lutoslawka eta/. , 1990) that approached those expected for 
treadmill running (Price and Campbell, 1997). Upper-body trained athletes 
are most likely to have larger cross sectional area of the working muscles 
as well as greater oxidative capacity of these (Heller eta/., 1984). Both 
these factors allow better haemodynamic responses (Biomqvist et a/., 
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1981). The active muscle mass is able to maintain sufficient blood supply 
for a longer relative proportion of the test, therefore postponing the 
accumulation of metabolites that stimulate the muscles chemoreflex. As a 
result the increase in HR, left ventricle contractility and blood pressure 
more fully represent the work being performed. Therefore peripheral 
fatigue is postponed and the cardio-respiratory system is stimulated further, 
reaching HR values closer to maximal capacity. 
Interestingly the V0 2 peak values for Topt here reported are quite similar to 
those found by Price and Campbell, (1996) (3.19±0.38 L.min-1) when 
testing nationally ranked canoeists. As the results for T1 , T2 and T3 were 
similar to those found in subjects of similar background to the ones tested 
here, it is plausible that the optimised ramp protocol was the principal 
factor responsible for the higher V02 peak- This was despite T3 having the 
significantly higher PMP and T1 the significantly higher TWO. This inverse 
relationship between PMP and TWO is likely to be related to the high 
localised fatigue component as described by Smith et a/., (2001). It is 
plausible that a lower ramp rate (T1) would bring about volitional 
exhaustion at a lower PMP simply by extending the time each subject is 
exposed to the increased workload, as reflected by TWO. Inversely the 
faster ramp rate would allow subjects to reach higher PMP due to the 
decreased time of exposure to the load, also reflected in TWO. Test 1 
also displayed significantly lower Hlapeak and RERpeak when compared 
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with T2, T3 and Topt. This is likely to be related to the lower FMP and 
indicates a lesser anaerobic component. 
The significantly higher V02 peak with Topt is most likely an artefact of the 
experimental design. Since the criteria for T opt was the individual 
achievement of higher vo2 peak when comparing all three performances, it 
is perhaps expected that the values of Topt would be greater. 
The PMP, of T2 and T3 were similar to previously reported values by 
Smith eta/., (2001, 2004), while T1 was significantly lower and more in line 
with previous results for protocols utilising slower crank rates (Smith eta/., 
2001; Price and Campbell, 1997; Sawka eta/., 1983). The slower ramp 
rate of T1 resulted in a significantly longer T1im when compared to T2, T3 
and previous findings (Smith eta/., 2004), although still being within the 
recommended time. This increased the TWO significantly, which means 
one would need to produce much higher cumulative external work in T1 to 
achieve the same PMP produced in T2 or T3. 
4.2 Test-Retest Reliability 
Analysis of systematic change in the mean was favourable with no 
significant differences being found between tests for all peak 
measurements. One can therefore be confident there was no learning 
effect between trials and there was sufficient recovery not to negatively 
76 
influence performance (Atkinson and Nevill, 1998). The bias present was 
similar to that of previous studies and considered acceptable (Smith eta/., 
2004). As the calculation of the t-test is affected if a large amount of 
random variation is present, one must consider the analysis of systematic 
bias with the calculation of the average difference between the two tests 
(Atkinson and Nevill, 2001 ). All variables with the exception of YEpeak were 
found to be within ±10% of variation (95%CI) from the mean. The average 
difference of the vo2 peak was within the biological variation suggested by 
Katch eta/., (1982) and in agreement with the values reported by Price 
and Campbell, (1997) for ACE. 
Due to lack of normality of the residuals' distribution, analysis of RPE was 
completed using non-parametric analysis. These results also showed a 
favourable non-significant difference between tests for both LRPE and 
ORPE. Analysis of rank correlation showed a statistically significant 
correlation (P<0.05) between tests. These results suggest that both LRPE 
and ORPE presented appropriate stability in their rank position, or in other 
words the participant with the higher scores in the first test maintained 
higher scores in the second test and the participant with lower scores in 
the first test maintained lower scores in the second test (Thomas and 
Nelson, 1996). 
Parametric correlation analysis (ICC) supported these findings for V0 2 peak, 
HRpeak and the performance measurements (T1im , TWO, PMP and PPO) by 
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showing r>0.85 (Vincent, 1984; Atkinson eta/. , 1999). Y Epeak and Hlapeak 
showed questionable correlation and RERpeak showed low correlation 
(Vincent, 1984). Correlation coefficients are common measures of 
reliability (Atkinson et a/., 1999) but are susceptible to concealing large 
variation when a wide range of abilities is present in the sample. Inversely 
they can suggest poor reliability simply due to a homogenous sample 
(Hopkins, 2000). One must also point out that there is a wide range of 
calculations available to estimate correlations. In this analysis a 'single 
measure analysis intraclass correlation' (SPSS10.0) was chosen as its 
results corresponded to the more conservative option suggested by 
Denegar and Ball, (1993). Unfortunately to this author's knowledge, 
seldom is the calculus reported. It is interesting to note that if in the 
present study one used the 'average measure intraclass correlation ' 
(SPSS 1 0.0), all measures would show r greater than 0.80. When 
comparing with relevant studies vo2 peak correlation coefficient was found 
to be slightly lower than previously reported for arm exercise (Bar-Or and 
Zwiren, 1975; Magel eta/., 1975; Davis eta/. , 1976; Price and Campbell, 
1997), however it is unclear what ICC calculation was used by previous 
researchers. 
One other common measure of acceptable reliability is a CV of less than 
10% (Atkinson and Nevill, 1998). This measure is most appropriately used 
in the presence of heteroscedastic data (Bland, 1996; Atkinson and Nevill, 
1998; Doherty eta/., 2000). The data here discussed was found to be 
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homoscedastic allowing therefore the direct application of within-subject 
measurement error while using the actual measurement units (Hopkins, 
2000). The CV on the other hand tends to be applied as a percentage to 
any score regardless of value, which means a high score has the same 
relative error as a low score (Atkinson and Nevill, 1998). In the case of the 
data studied here, the error is the same absolute value regardless of the 
score rating, therefore it would be misleading to apply within-subject error 
as a percentage to individual scores. The error is presented as a 
percentage of SEM purely for comparison purposes so that one can make 
conclusions about the reliability of the measures and compare with CV 
from other studies. Taking these into consideration one can state that all 
peak measurements show favourable CV being below 1 0% (Atkinson et a/., 
1999). The CV of PPO, PMP and Tr;m also correspond to the CV of 
performance measures calculated and reviewed by Hopkins eta/. , (2001). 
Although favourable one must take into consideration that it covers only 
68% of the population which means approximately 32% is not described 
and can be greater than 10% (Atkinson and Nevill, 1998). 
In order to actually apply the results one must revert to statistics that allow 
a direct application either to the individual measurement (for decisions 
relating to performance improvement), or to the development of 
appropriate sample size for further research studies (Atkinson eta/., 1999; 
Hopkins, 2000). The estimations of SEM and 95% LoA allow one to make 
such direct applications (Atkinson et a/., 1999; Hopkins, 2000). As an 
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example if one individual from the population group here studied recorded 
a V0 2 peak of 2.60 L.min-1 in one of the studied protocols. SEM was 
calculated to be ±0.22 L.min-1 therefore, one could say that there is 
approximately 68% chances this individuals true score is within 2.38 and 
2.82 L.min-1 or 95% (2SEM) chances to be within 2.16 and 3.04 L.min-1. If 
one decides to apply the 95% LoA calculated here, taking the bias into 
consideration (-0.1±0.59 L.min-1), then that individual's error value is 95% 
likely to be within 1.912 and 3.088 L.min-1 (Hopkins, 2000; Doherty et a/. , 
2000). This is the equivalent of affirming that in the worst case scenario 
that an individual's score could be within that range (Atkinson eta/. , 1999). 
As one can appreciate there is a difference between the ranges calculated 
for 2SEM and 95% LoA. The question is, what is the most appropriate 
method? 
The SEM (and CV) represent a different statistical philosophy from 95% 
LoA (Atkinson and Nevill, 1998). Both 95% LoA and SEM/CV are 
described in the literature (Atkinson and Nevill, 1997) as indicators of 
absolute reliability. The main difference between these measurements is 
in their basic assumptions. While the 95% LoA assume a population of 
test re-test differences, the CV/SEM assume a population of repeated 
measurements around each subject's true value. Therefore, one can say 
that 95% LoA represent an 'error interval' while CV/SEM represent a 
'tolerance interval' (Chatburn, 1996). 
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The representation of Bias±95%LoA is often used to perform the Bland-
Aitman plot, providing a visual indication of systematic error and the 
magnitude of the scatter around the zero (Bland and Altman, 1986; 
Atkinson and Nevill, 1998; Doherty et a/, 2000). Although it should only 
be used to effectively identify heteroscedasticity, some studies have 
accepted appropriate reliability when only a few of the test re-test 
differences are outside the 95% LoA lines (Atkinson and Nevill, 1998). 
This deduction is incorrect because the 95% LoA lines are in effect 
determined by the scatter that represents the test-retest differences. The 
95% LoA can, however, be applied to new individual measurements as 
exemplified above (Atkinson and Nevill, 1998; Doherty et a/. , 2000). The 
most appropriate calculation and application of both 95% LoA and SEM is 
a topical matter of contention in the recent literature (Atkinson and Nevill, 
2000; Hopkins, 2000). The mere definition of the LoA has been argued 
with Atkinson and Nevill, (2000) emphasising the origins of the LoA and 
therefore, the reference to the population's error score, while Hopkins, 
(2000) focus on how they can be applied, defining it for the individual's 
error score. When specifically considering the utilisation of either SEM or 
95% LoA to estimate were the real score for an individual is likely to be, it 
can be argued that SEMis more appropriate because it does not deal with 
a change score (Hopkins, 2000). Therefore, one is tempted to suggest that 
when dealing with single measurements the use of SEM appears to be 
more appropriate in it's statistical philosophy of representing true score 
error while 95% LoA may be more appropriate to understand test-retest 
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variation scenarios. The 95% LoA are also much more conservative, 
which has lead Hopkins, (2000) to suggest that for clinical situations 50% 
LoA represented by SEM (or Typical Error - terminology of the referred 
author) may be more useful. 
A direct comparison of the 95% LoA here reported with previous studies is 
not without reservations because few have used this statistic to analyse 
reliability and none for ACE with ramp exercise protocols. Nevertheless, 
with the exception of HRpeak. all the values here reported have 
unacceptably wide 95% LoA The level of agreement for the peak values 
of V02 peak, HRpeak, RERpeak, and PMP, were slightly narrower than 
previously reported by Smith eta/. , (2004) when comparing two different 
types of exercise protocols for ACE. In order gain better understanding of 
the variation represented by the 95% LoA the author represented these as 
a percentage of the mean (Ali et a/., 1995). This revealed that with the 
exception of HRpeak. all other measurements have a variation much greater 
than 10%. HRpeak is therefore the only measurement that could be 
considered to have an acceptable level of agreement - if one defines it as 
a variation of 10% or less. The 95% LoA for HRpeak were found to be 
narrower than those reported and considered acceptable by Buckley et a/. , 
(2004) (-2±10) for the Chester step test. 
Perhaps a more useful application of the 95% LoA could be to estimate 
future experiments sample size in accordance with the smallest worthwhile 
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effect of a study (10%) (Hopkins et al, 1999; Atkinson eta/. , 1999; Doherty 
eta/., 2000). In the present study, one has calculated the ratio 95% LoA 
in order to estimate what would be the necessary sample size to detect an 
effect of 5% and 10% (Atkinson et a/., 1999; Doherty et a/., 2000). For 
further studies to be able to detect a 10% change in score for VO 2 peak and 
TWO they would require and estimated 15 subjects, while for PPO and T1im 
they would only require 2 and 5 subjects respectively. In order to detect a 
5% change one would require an estimated 60 ( V0 2 peak) , 22 (T,im) , 5 (PPO) 
and 60 (TWO). These allow researchers to make decisions as to the 
usefulness of the presented equipment and exercise protocols to further 
develop our understanding of this field. The sample size estimated to 
detect a 10% change falls well within what is reported in this field , while for 
the detection of 5% the variables V0 2 peak and TWO may be unrealistic for 
some population groups. 
4.3 Limitations 
The main practical limitation to this study is probably an issue that most 
physiologists face, the system used for measurement of expired gases. 
All issues appear to have stemmed from the sensor that measured 
ventilation volume. The sensors are extremely sensitive to sterilization 
procedures and occasionally appeared to be measuring slightly above or 
below what one would expect for a given subject. This would increase the 
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amount of measurement error which would mainly impact on both VE and 
vo2 reliability. 
Regarding the design of the study, it would have been ideal to compare a 
8 W.min-1 ramp rather than 6 W.min-1 which, would facilitate the 
comparison between protocols. However, the nature of the equipment 
software and the difficulty in equally dividing 8 watts across 60 seconds 
prevented this choice. A greater difference between ramp rates (e.g. 5, 10 
and 15 W.min-1) would also be likely to revealed greater differences 
between protocols. 
Subject numbers is usually an issue for this type of studies (Atkinson and 
Nevill, 2001), and even though n=18 is a realistic number of subjects for 
most studies in the field Altman, (1996) argues that for more accurately 
estimate reliability one should use n=50. 
One final pertinent limitation was the estimation of n for future research. 
The graphical representation provided by Atkinson eta/. , (1999) although 
likely to be accurate only allows for visual estimations of sample sizes (n). 
As one can appreciate this is open to human error. It would be 
appropriate to investigate this matter further and perhaps to use a 
calculation that could more accurately estimate sample size in a more 
objective way. 
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4.4 Recommendations 
Based on the results presented and discussed one recommends further 
analysis of the ramp protocol design and the manner in which Topt is 
determined. Possible avenues are: 
•!• Investigating the ability of a sub-maximal warm-up to accurately 
determine optimal ramp rate. Sub-maximal variation in 
physiological measures may be able to predict the most appropriate 
ramp rate for attainment of accurate peak physiological responses. 
•!• Investigate the reliability of sub-maximal responses to Topt· 
•!• Investigate the sub-maximal responses at the same absolute and 
relative work done/power output during the different ramp protocols 
here studied. 
•!• Investigate the effect of nutritional supplementation on peak 
physiological responses. Since the limiting factor for ACE is 
localised fatigue, as demonstrated by LRPE, it is plausible that 
nutritional aids such as carbohydrates, creatine or caffeine could 
individually affect peak physiological responses and perception of 
effort. 
•!• Once a sub-maximal method of determining optimal ramp rate has 
been validated, one must investigate its effectiveness with special 
population groups such as wheelchair bound individuals, coronary 
heart disease patients and athletes. 
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•!• Further work can then be orientated towards optimizing training 
programmes for the referred population groups based on the results 
from the validated ramp exercise protocols. 
•!• When specifically considering athlete population groups one can 
further investigate the biomechanical aspects of the support 
provided by the lower-body in ACE. A set up were the lower-body 
is restrained (e.g. kayak and wheelchair) may cause different 
results from the setting used in this study. 
Related with this issue would also be the upper-body muscle 
activation patterns throughout a maximal ramp test and their effect 
on peak physiological responses. Throughout the course of this 
study the investigator noticed that some subjects preferred to push 
on the cranks while others pulled. It could be relevant to investigate 
different techniques and their effects on performance. These data 
can be gathered with the use of electromyography (EMG), three-
dimensional (3D) motion analysis and force place information. 
Chapter 5: Conclusions 
Regarding the peak physiological responses to the three ACE protocols 
the primary conclusion is that the 12 W.min-1 ramp protocol is the more 
appropriate test to establish functional capacity due to the significantly 
higher (P<0.05) PPO. If the objective of exercise testing is to establish 
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peak physiological responses, the ramp rates of 10 and 12 W.min-1 are 
appropriate. The protocol with the ramp rate of 6 W.min-1 lead to the 
lowest mean physiological responses and PPO, while still being within the 
recommended test times (BASES, 1997). This protocol also recorded the 
longest T1im suggesting that optimal duration of peak exercise tests should 
be revised for ACE. One can also conclude that in ACE, the principal 
limiting factor is peripheral fatigue regardless of the ramp protocol and it is 
advisable to distinguish from localised RPE and general RPE. 
For the purpose of determining V0 2 peak an individualised protocol in terms 
of ramp rate (W.min-1) appears to be the best choice. The means by which 
one should optimise a ramp rate needs further investigation. 
Regarding the extent of test-retest reliability to each subjects optimal test 
one can conclude based on a 'hypothesis testing' approach (results based 
on absence of systematic error and CV of less than 1 0%) that there was 
appropriate reliability (Atkinson and Nevill, 1998). However, as discussed 
in this study, such approach has many limitations leading to the 
consideration of further analysis. The 95% LoA confirm appropriate 
reliability for HRpeak but demonstrate that all other peak measures have 
unacceptably wide error ranges. Conversely when applying the 95% LoA 
for future research to detect 10% changes in performance (as determined 
by V0 2 peak. PPO or Tlim) by estimating subject numbers, one finds 
acceptable numbers. 
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Perhaps the most relevant conclusion of the reliability analysis is that 
reliability studies should analyse both 'traditional' reliability measures and 
investigate the application of SEM/CV and 95% LoA to the development of 
future research as well as its effect on individual tests. 
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Appendices 
Appendix 1: Informed Consent Form and Medical 
Health Questionnaire 
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Department of Sport, Exercise and Biomedical Sciences 
Informed Consent Form 
Subject: Nrune ______________ __ Sex: M I F 
Date of birth 
-----------
Investigators:------------
(Student) (Member of Staff) 
Ethical Approval Gained? Yes I No 
Title of the Study: Reliability of peak oxygen consumption with arm crank 
ergometry 
Brief description of procedures and objective of the study. 
The objective of this practical is to detennine if an optimised protocol using arm 
crank ergometry is reliable in detennining peak oxygen consumption. 
Procedures to be undertaken during the course of this study include exercising 
until volitional exhaustion is reached on four different occasions. During the 
exercise heart rate, expired air and rate of perceived exertion will be monitored. 
Blood will also be colJected by means of a pinprick to the ear lobe. The blood 
will be used to monitor for lactate levels. 
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The University and its staff accept no liability for any matters arising, either 
directly or indirectly, from the information and recommendations given to you as 
a result of the outcomes of your test. It is the responsibility of the athlete to 
ensure that the Sport Scientist is aware of any medical conditions or other 
information that might affect either the test itself or the interpretation of the 
results and subsequent recommendations. 
Statement by the subject: 
I have been made fully aware of the risks and benefits involved in partaking in the 
present study. I understand that I run free to withdraw from the study at any time 
and that the results of the study will be treated with total confidentiality. 
I have had my attention drawn to the document produced by the American 
College of Sports Medicine (1997) entitled "Policy Statement Regarding the use 
of Human Subject and lnfonned Consent". It has been made clear to me that if I 
feel my rights are being infringed and I or my interests are being ignored, 
neglected or denied, I should infonn the chainnan of the University Research 
Committee who will undertake to investigate my complaint. 
Signed: Date: 
----------------
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(Subject's signature) 
I certify that the details of the study have been fully explained and described in 
writing to , and this information has been fully 
understood by him I her *. 
(Subject' s name, printed) 
Signed: Date: _______ _ 
(Independent witness' signature) 
* delete as appropriate 
Human Physiology Laboratory, Pre-test Medical 
Questionnaire. 
Subject's details: 
Name: 
--------------------
Age: ___ _ 
Date of birth: I I 
As you have agreed to act as a subject in this laboratory, it is 
imperative that you complete the following questions honestly. This 
information will help us to decide whether or not you are suitable to 
complete the exercise outlined below. Your co-operation in this is 
greatly appreciated. 
Any information contained herein will be treated in the strictest confidence. 
I). How would you describe your present level of activity? 
sedentary I moderate I active I highly active 
2). How would you describe your present level of fitness? 
unfit I moderately fit I trained I highly trained 
3). How would you consider your present body weight? 
underweight I ideal I slightly overweight I very overweight 
4 ). Smoking habits. Currently non-smoker YES I NO 
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Previous smoker YES I NO __per 
day 
Occasional smoker 
Regular smoker 
5). Consumption of alcohol. Do you drink alcohol? 
If yes, do you: Have the occasional drink 
Have one drink per day 
YES I NO _ ___.per day 
YES I NO per day 
YES I NO 
YES I NO 
YES I NO 
Have more than one per day YES I NO 
6). Have you had to consult your doctor within the last 6 months? YES I NO 
7). Are you presently taking any form of medication? 
8). Have you ever suffered from 
Diabetes? 
Asthma? 
Bronchitis? 
A heart complaint? 
YES I NO 
YES I NO 
YES I NO 
YES I NO 
YES I NO 
9). Is there a history of heart disease in your family? YES I NO 
1 0). Have you had cause to suspend your normal training in the YES I NO 
past two weeks prior to this session? 
Any Special Conditions? e.g. any nutritional supplements to be 
administered etc .. ____________________ _ 
Signature of subject: -------------Date: ___ _ 
Signature of supervisor: Date: ___ _ 
Appendix 2: Sample Raw Data from On-line Gas 
Analysis 
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Table 7. Sample respiratory data from on-line gas analyser for 1 test of 1 
95 
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00:07:20 R 20.84 18.0 1 2.65 42 93.7 2.537 3.086 1.2 2174.5 113 147.5 
00:07:3 R 20.84 18.0 1 2.723 43 97.3 2.636 3.183 1.21 175 114 140.5 
00:07:4 R 20.83 17.9 5 2.612 42 90.8 2.50 1 3.035 1.21 176 117 134.5 
00:07:5 R 20.83 17.9S 2.718 41 93.9 2.54 3.1 1.22 176 11S 13C 
00:08:00 R 20.83 18.0 7 2.743 4 104.3 2.746 3.35 1.22 177 160w 119 126 
00:08:1C R 20.84 18.12 2.435 49 99.1 2.577 3.135 1.22 17 118 120.5 
00:08:2 R 20.83 18.07 2.451 48 98.1 2.602 3.134 1.21 17 117 11S 
00:08:3 R 20.82 17.97 2.643 44 97.6 2.67 3.241 1.21 17S 112 119.5 
176 111 115 
167 170w 113 112 
Lev ~E(S vco 
Test el FI02 FE02 ~t RR IJ"PD) ~02 2 RQ 162 
Liter Umi Umi 
HH:MM %, %, s BPM n Umin n 240 163 
Test #NA hr 
Stage ME? 10s 163 
20.80 17.371 1.577 27.33 1.12ti 
00:03:10 w 5 67 5 333 35.05 1.175 1.322 667 103._5 163 
20.78 1.393 1.037 
70-80 e s 17.452 s 27.2 31.16 1.045S 8 0.99~ 103.6 163 
20.81 1.927 
~0-100 e s 17.286 2 26.4 41.96 1.4382 1.61 1.11S 119.4 162 
2.35(] 2.435 
110-120 e 20.81 17.78 8 34.2 66.42 1.8842 2 1.29 15(] 161 
160 
peak 
ve 161 
104.3 161 
99.1 162 
98.1 164 
mean 100.5 166 
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Appendix 3: Kolmogorov-Smirnov normality tests 
Table 8. Peak Measurements 
Kolmo!; orov-Smirnov 
Statistic df Sig. 
TlimT1 .111 18 .200 
rrlim T2 .138 18 .200 
FMPT1 .132 18 .200 
FMPT2 .113 18 .200 
PPT1 .119 18 .200 
PPT2 .115 18 .200 
I\I02oeak T1 .195 18 .069 
1\102oeak T2 .084 18 .200 
HRpeak T1 .177 18 .140 
HRpeak T2 .162 18 .200 
RERpeak T1 .131 18 .200 
RERpeak T2 .171 18 .176 
RPEI T1 .372 18 .000 
RPEI T2 .432 18 .000 
RPEg T1 .163 18 .200 
RPEg T2 .295 18 .000 
1\/epeak T1 .158 18 .200 
1\/epeak T2 .131 18 .200 
HBLapeakT1 .129 17 .200 
HBLapeakT2 .127 17 .200 
trwon .213 18 .030 
rwDT2 .176 18 .147 
T bl 9 L T a e og f rans orme d T t I W k D ne oa or 0 
Kolmogorov-Smirnov(§! 
-
Statistic df Sig. 
LOGTWD1 
.143 18 .200(*) 
LOGTWD2 
.116 18 .200(*) 
* Th1s IS a lower bound of the true s1gmficance. 
a Lilliefors Significance Correction 
T bl 1 0 Sl d ,-2 a e ope an va ues 
Kolmogorov-Smirnov 
Statistic d Sig. 
V02SLT1 .15S 17 .2QQ 
V02SLT2 .157 17 .20_Q 
V02R2T1 .268 17 .002 
V02R2T2 .298 17 .000 
VESLT1 .095 17 .200 
VESLT2 .168 17 .20_Q 
VER2T1 .26S 17 .002 
VER2T2 .341 17 .000 
HRSLT1 .130 17 .200 
HRSLT2 .090 17 .200 
HRR2T1 .263 17 .003 
HRR2T2 .139 17 .200 
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Appendix 4: Sample Analysis of Hetero I 
Homoscedasticity 
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T bl 11 C I I f f b" t a e a cu a ton o su ljec means an 1 erence scar es 
[vo2 Peak values 
lf1 lr2 mean t1 t2 ldiference score 
3.477 3.608 3.5425 0.131 
3.49 1 3.424 3.4575 -0.067 
3.135 3.56 3.352 0.434 
2.991 2.897 2.944 -0.094 
2.992 3.051 3.0215 0.059 
4.921 4.268 4.5945 -0.653 
3.243 3.292 3.2675 0.049 
2.451 2.771 2.611 0.32 
2.665 2.099 2.382 -0.566 
2.533 2.442 2.4875 -0.091 
3.486 3.758 3.622 0.272 
2.832 2.598 2.715 -0.234 
4.009 3.783 3.89€ -0.226 
3.092 2.904 2.998 -0.18§ 
2.594 2.373 2.4835 -0.221 
3.176 3.182 3.179 O.OOE 
3.299 3.097 3.198 -0.202 
3.133 2.603 2.868 -0.53 
M 3.20 3.10 !average sd 3.15 -0. 10 
~D 0.58 0.57 0.577 0.56 0.30 
Figure 1. Analysis of heteroscedasticity/ homoscedasticity by plotting 
subject difference scores against mean scores. 
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Appendix 5: Abstract Presented at the BASES 
Annual Student Conference, Coventry University 
2003 
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Physiological responses to three different ramp rates during arm 
crank ergometry 
Ivan B. do Amaral and Paul M. Smith 
Department of Sport, Exercise and Biomedical Science, University of Luton, 
Luton, LUI 3JU, UK. 
Arm crank ergometry (ACE) is a viable mode of exercise testing for specific 
groups such as (i.e. wheelchair-bound individuals) and could be employed within 
a clinical setting for the purpose of rehabilitation (Leon, 2000. Exercise Following 
Myocardial Infraction. Sports Medicine, 29, 301-311). Previous work has 
suggested that an individualised approach to ramp style protocol would be 
preferable to elicit peak physiological responses (Myers and Bellin, 2000. Ramp 
Exercise Protocols for Clinical and Cardiopulmonary Exercise Testing. Sports 
Medicine, 30, 23-29). Therefore, the aim of this study was to determine peak 
physiological responses to ACE using three tests employing different ramp rates. 
Eighteen healthy men volunteered to participate in the study. Ethical approval and 
informed consent were obtained prior to the start of the study. Having undergone 
a familiarisation trial, all participants performed three further tests in a random 
order. The exercise tests consisted of a standard 4 min warm-up after which 
workload increased by 6 (Tl), 10 (T2) or 12 W.min- 1 (T3). An imposed crank rate 
of 80 rev.min- 1 was maintained throughout all tests. Peak values for final minute 
power (FMP; W), oxygen consumption (VOz), minute ventilation (VE), 
respiratory exchange ratio (RER), blood lactate (BLa) and heart rate (HR) were 
recorded. All data were analysed using separate one-way ANOVA tests with 
repeated measures. Within these analyses Tl, T2 and T3 were compared against 
the exercise test that elicited the highest V02 peak value for each subject. This 
was considered to be the optimal test (Topt) for each individual. Significance was 
accepted at P<0.05 and follow up tests, using Bonferroni adjusted, pair-wise 
comparisons were used to pinpoint where differences Jay. 
The peak physiological and metabolic responses to the different exercise tests are 
summarised in Table 1. Information is presented as mean (±s). The three different 
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ramp rates, taken separately, were equally effective (P>0.05) in eliciting peak 
mean values of V02 and HR. However, Topt resulted in a higher (P<0.05) value 
of V02 peak compared to all other tests. The mean values of peak BLa and RER 
were lowest (P<0.05) in Tl compared to all other test. Furthermore VE was lower 
(P<0.05) during Tl compared to Topt. Interestingly, however, the mean value of 
FMP was highest (P<0.05) using the 12W·min-1 ramp test. 
Table 1. A summary of peak physiological responses using Tl, T2, T3 and Topt. 
T1 T2 T3 
FMP(W) 146 (26) $ 161 (28) 166 (27) # 
V02 (L·min-1) 2.92 (0.46) 3.02 (0.53) 3.02 (0.66) 
HR (beats·min-1) 179(14) 180 (13) 180 ( 15) 
BLa (mmoi·L-1) 10.7 (2.5) $ 11.8 (2.1) 11.9 (2) 
VE (L-min-1) 105 (16) £ I II (1 8) I I I (21) 
RER 1.14 (0.05) $ 1.18 (0.05) 1.20 (0.06) 
$ denotes different (P<0.05) compared to all other tests 
#denotes different (P<0.05) compared to T2 
£denotes different (P<0.05) compared to Topt 
Topt 
163 (29) 
3.20 (0.58) $ 
181 ( 13) 
12. 1 ( I. 7) 
116 (2 1) 
1.19 (0.05) 
We recommend that if V02 peak is the principal variable of interest it would be 
worth considering the use of an individualised approach to ramp testing. However 
further work is required to determine how exactly to prescribe a suitable ramp rate. 
Alternatively, functional capacity can be assessed simply by means of eliciting the 
highest value of final minute power, in which case, the faster ramp rate of 
12W·min-1 could be employed. Further work is required in order to determine the 
reproducibility of peak physiological responses elicited using ramp testing during 
ACE. 
104 
References 
ACSM. (2000) ACSM's Guidelines for Exercise Testing and Prescription. 
Sixth Edition. London: Lippincott Williams & Wilkins. 
Ahmaidi, S., Comte, D., Topin, N., Hayot, M., Delanaud, S., Ramonatxo, 
M., His, N., Vardon, G., Freville, M., Libert, J., Prefaut, C., (1999). 
Reliability of a new device to assess the oxygen consumption of human 
respiratory muscles. Medicine & Science in Sports & Exercise. 31(7) pp. 
1076-1082. 
Ali, S.M., Egeblad, H., Saunamaki, K., Carstensen, S., Steensgard-
Hansen, F., Haunso, S., (1995) Reproducibility of digital exercise 
echocardiograpy. European Heart Journal. 16(11) pp.1510-1519. 
Asmussen, E, Hemmingsen, I, (1958). Determination of maximum working 
capacity at different ages in work with the legs or with the arms. 
Scandinavian Journal Clinical Lab Investigation. 10 pp. 67-71. 
Astrand, P., (1952) Experimental studies of physical working capacity in 
relation to sex and age. Copenhagen: Manksgaard. In: Powers, S. , 
Howley, E., (1997) Exercise Physiology: theory and application to fitness 
and performance. 3rd Edition. London: Brown & Benchmark. 
Astrand, P., (1956). Human physical fitness with special reference to sex 
and age. Physiology Review. 36 pp. 307-335 In: Reybrouck, T., 
Heigenhauser, G., Fraulkner, J. (1975). Limitations to maximal oxygen 
uptake in arm, leg and combined arm-leg ergometry. Journal of Applied 
Physiology. 38 pp. 774-779. 
105 
Astrand, P., (1958). Experimental studies of physical working capacity in 
relation to sex and age. Copenhagen: Munksgaard. In: Reybrouck, T. , 
Heigenhauser, G., Fraulkner, J. (1975). Limitations to maximal oxygen 
uptake in arm, leg and combined arm-leg ergometry. Journal of Applied 
Physiology. 38 pp. 774-779. 
Astrand, P., Saltin, (1961). Maximal oxygen uptake and heart rate in 
various types of muscular activity. Journal of Applied Physiology. 16 pp. 
977-981. In: Reybrouck, T., Heigenhauser, G., Fraulkner, J. (1975). 
Limitations to maximal oxygen uptake in arm, leg and combined arm-leg 
ergometry. Journal of Applied Physiology. 38 pp. 774-779. 
Atkinson, G., Nevill, A., (1998). Statistical methods for assessing 
measurement error (reliability) in variables relevant to sports medicine. 
Sports Medicine. 26(4) pp. 217-238. 
Atkinson, G., Nevill, A, Edwards, B., (1999) What is an acceptable amount 
of measurement error? The application of meaningful 'analytical goals' to 
the reliability analysis of sports science measurements made on a ratio 
scale. Journal of Sports Sciences. Conference communications: 18. 
Atkinson, G., Nevill, A, Hopkins, W., (2000). Typical error versus limits of 
agreement. Sports Medicine. 30(5) pp. 375-381. 
Atkinson, G., Nevill, A (2001) Selected issues in the design and analysis 
of sport performance research. Journal of Sports Sciences. 19 pp. 811-
827. 
106 
Australian Sports Commission, (2000). Physiological Tests for Elite 
Athletes. Human Kinetics, Champaign, Illinois. 
Bader, D., Maguire, T., Balady, G., (1999). Comparison of Ramp Versus 
Step Protocols for Exercise Testing in Patients 2! 60 Years of Age. 
American Journal of Cardiology. 83 pp. 11-14. 
Bar-Or, 0., Zwiren, L.D., (1975). Maximal oxygen consumption test during 
arm exercise: reliability and validity. Journal of Applied Physiology. 38(3) 
pp. 424-426. 
Baumgarter, T., (1989). Norm-referenced measurement: reliability. pp. 45-
72. In: Safrit, M., Wood, T., (eds), (1989). Measurement concepts in 
physical education and exercise science. Champaign: Human Kinetics. 
Bevegard, B., Freyschuss, U., Strandell, T., (1966). Circulatory adaptation 
to arm and leg exercise in supine and sitting position Journal of Applied 
Physiology. 21 pp. 37-46. In: Reybrouck, T., Heigenhauser, G., Fraulkner, 
J. (1975). Limitations to maximal oxygen uptake in arm, leg and combined 
arm-leg ergometry. Journal of Applied Physiology. 38 pp. 774-779. 
BirdS, Davidson R (eds), (1997). British Association of Sport and Exercise 
Science Physiological Testing Guidelines. 3rd edition. Leeds: National 
Coaching Foundation 
Bland, M., Altman, D., (1986). Statistical methods for assessing agreement 
between two methods of clinical measurement. Lancet. I pp. 307-310 .. 
Blair, S., Kohl, H. , Paffenbarger Jr, R., Clark, D., Cooper, K., Gibbons, L. , 
(1989). Physical fitness and all cause mortality: a prospective study of 
healthy men and women. Journal of the American Medical Association. 
262 pp. 2395-2401. 
107 
Blair, S., Kohlt, H. , Barlow, C., Paffenbarger Jr, R. , Gibbons, L. , Macera, 
C. , (1995). Changes in physical fitness and all cause mortality: a 
prospective study of healthy and unhealthy men. Journal of the American 
Medical Association. 273 pp. 1093-1098. 
Blomqvist, C., Lewis, S. , Taylor, W., Graham, R. , (1981). Similarity of the 
haemodynamic responses to static and dynamic exercise of small muscle 
groups. Circulation Research. 48(1) pp. 1-87-1-92. 
Boggard, H., Woltjer, H., van Keimpema, A. , Serra, R. , (1996). 
Comparison of the respiratory and hemodynamic responses of healthy 
subjects to exercise in three different protocols. Occupational Medicine. 
46(4) pp. 293-298. 
Bruce , R., (1971). Exercise testing for patients with coronary heart 
disease. Annals of Clinical Research. 3 pp. 323-330. 
Buchfuhrer M. , Hansen, J., Robinson, T. , Sue, D. , Wasserman , K., Whipp, 
B., (1983) . Optimizing the exercise protocol for cardiopulmonary 
assessment. Journal of Applied Physiology. 55(5) pp. 1558-1564. 
Campbell, M., Hughson, R. , Green, H., (1989). Continuous Increase in 
Blood Lactate Concentration During Different Ramp Exercise Protocol. 
Journal of Applied Physiology. 66(3) pp. 1104-1107. 
Chatburn, (1996). Evaluation of instrument error and method agreement. 
American Association Nurse Anaesthetics Journal. 64(3) pp. 261-268. In: 
Atkinson, G., Nevill, A. , (1998). Statistical methods for assessing 
measurement error (reliability) in variables relevant to spots medicine. 
Sports Medicine. 26(4) pp. 217-238. 
108 
CENSUS, (2001). Physical activity: by gender and age, 1998: Social 
Trends 30. http:www.statistics.gov.uk 
Clausen, J., (1976). Circulatory adjustments to dynamic exercise and 
effect of physical training in normal subjects and in patients with coronary 
heart disease. Progress in Cardiovascular Diseases. 18 pp. 459-495. 
Davies, C., Few, Foster, J., Sargeant, A., (1974) . Plasma catecholamine 
concentration during dynamic exercise involving different muscle groups. 
European Journal of Applied Physiology. 32 pp. 195-206. 
Davis, J., Whipp, 8., Lamarra, N., Huntsman, D., Frank, M., Wasserman, 
K., (1982). Effect of Slope on determination of aerobic parameters from 
the ramp exercise test. Medicine & Science in Sports & Exercise. 14(5) pp. 
339-343. 
Denegar, C., Ball, D., (1993). Assessing reliability and precision of 
measurement: an introduction to intraclass correlation and standard error 
of measurement. Journal of Sport Rehabilitation. 2 pp. 35-42. 
Doherty, M., Smith, P., Scroder, K., (2000). Reproducibility of the 
maximum accumulated oxygen deficit and run time to exhaustion during 
short-distance running. Journal of Sports Sciences. 18 pp. 331 -338. 
Doyle, J., Martinez, A. ,(1998). Reliability of a protocol for testing 
endurance performance in runners and cyclists. Research Quarterly for 
Exercise and Sport. 69(3) pp. 304-307. 
Drory, Y., Ohry, A. , Brooks, M., Dolphin, D., Kallermann, J., (1990). Arm 
crank ergometry in chronic spinal cord injured patients. Archives of 
Physical Medicine and Rehabilitation. 71 (6) pp. 389-392. 
109 
Ekblom, B. , Hermansen, L. , (1968) . Cardiac output in athletes. Journal of 
Applied Physiology. 25 pp. 619-625. In: Reybrouck, T., Heigenhauser, G., 
Fraulkner, J. (1975). Limitations to maximal oxygen uptake in arm, leg and 
combined arm-leg ergometry. Journal of Applied Physiology. 38 pp. 774-
779. 
Faulkner, J. , Roberts, D., Elk, R., Conway, J. , (1971). Cardiovascular 
responses to submaximum and maximum effort cycling and running . 
Journal of Applied Physiology. 30(4) pp. 457-461 . 
Field, (2001 ). Discovering statistics using SPSS for windows. London: 
Sage Publications. 
Franklin, B., (1985). Exercise testing, training and arm ergometry. Sports 
Medicine. 2(2) pp. 100-119. 
Fraulkner, J. (1975). Limitations to maximal oxygen uptake in arm, leg and 
combined arm-leg ergometry. Journal of Applied Physiology. 38 pp. 774-
779. 
Gardner, M., Altman, D., (1995). Statistics with confidence - confidence 
intervals and statistical guidelines. BMJ. London. 
Hale, T., Armstrong, N. , Hardman, A. , Jakeman, P., Sharp, N., Winter, E. , 
(1988). Brithish Association of Sports Science Physiology Laboratory 
Guidelines. Leeds: White Line Press. 
Hagberg, J. , Mullin, J., Giese, M., Spitznagel, E. ,(1981). Effects of 
pedalling rate on submaximal exercise responses of competitive cyclists. 
Journal of Applied Physiology, 51 pp. 447-451. 
110 
Haskell W, Savin W, Oldridge N, DeBusk R. (1982). Factors influencing 
estimated oxygen uptake during exercise testing soon after myocardial 
infraction. American Journal of Cardiology. 50 pp. 299-304. 
Hartshorn, J., Lamb, K., (2004). The reproducibility of perceptually 
regulated exercise responses during short-term cycle ergometry. 
International Journal of Sports Medicine. 25 pp. 362-367. 
Hermansen, L., Saltin, B., (1969). Oxygen uptake during maximal treadmill 
and bicycle exercise. Journal of Applied Physiology. 26 pp. 31-37. In: 
Reybrouck, T., Heigenhauser, Fraulkner, J. (1975). limitations to maximal 
oxygen uptake in arm, leg and combined arm-leg ergometry. Journal of 
Applied Physiology. 38 pp. 774-779. 
Hopman, M., van Teeffelen, W., Brouwer, J., Houtman, S., Binkhorst, R. , 
( 1995). Physiological responses to asynchronous and synchronous arm 
cranking exercise. European Journal of Applied Physiology. 72 pp. 111-
114. 
Hopkins, (2000). Typical error versus limits of agreement. Sports 
Medicine. 30(5) pp. 375-381 . 
Hunt, B., Davy, K., Jones, P., DeSouza, C., Van Pelt, R. , Tanaka, H., 
Seals, D., (1998). Role of circulatory factors in the fat-free mass-maximal 
aerobic capacity relation across age. American Journal of Physiology -
Heart and Circulatory Physiology. 275 pp. H1178-H1182. 
lssekutz, B., Birkhead, N., Rodahl, K., (1962). The use of respiratory 
quotients in assessment of aerobic power capacity. Journal of Applied 
Physiology. 17 pp. 47-50. 
111 
Kang, J., Hoffman, J., Wendell, M., Walker, H., Hebert, M., (2004). Effects 
of contraction frequency on energy expenditure and substrate utilisation 
during upper and lower body exercise. British Journal of Sports Medicine. 
38 pp. 31-34. 
Keyser, R., Andres, F., Wojta, D., Gullett, S., (1988). Variations in 
cardiovascular response accompanying differences in arm-cranking rate. 
Archives of Physical Medicine and Rehabilitation. 69 pp. 941-945. 
Magel, J., Forglia, G., McArdle, W., Gutin, B., Pechar, G. , Katch, F. , (1975). 
Specificity of swim training on maximum oxygen uptake. Journal of 
Applied Physiology. 38( 1) pp. 151-155. 
Mark, D., Hlatky, M., Harell Jr, F., Lee, K., Califf, R. , Pryor, D., (1987). 
Exercise treadmill score for predicting prognosis in coronary artery disease. 
Annals Internal Medicine. 106 pp. 793-800. 
Miles, D., Sawka, M., Wilde, S., Doerr, B., Frey, M., Glaser, R., (1981). 
Estimation of cardiac output by electrical impedance during arm exercise 
in women. Journal of Applied Physiology. 51 pp. 1488-1492. 
Miles, D., Sawka, M., Hanpeter, D., Foster, J., Doerr, B., Frey, A., (1984) . 
Central haemodynamics during progressive upper and lower body 
exercise and recovery. Journal of Applied Physiology. 57 pp. 366-370. 
Miles, D., Cox, M., Bomze, J., (1989). Cardiovascular responses to upper 
body exercise in normal and cardiac patients. Medicine and Science in 
Sports and Exercise. 21 (5) pp. S126-S131. 
112 
Mossberg, K., Willman, C., Topor, M., Crook, H. , Patak, S., (1999). 
Comparison of asynchronous versus synchronous arm crank ergometry. 
Spinal Cord. 37 pp. 569-574. 
Myers J, Froelicher VF. (1990). Optimisation of exercise test for 
pharmacologic investigations. Circulation. 82 pp. 1839-1846. 
Myers J, Buchanan N, Walsh D, Kraemer M, McAuley P, Hamilton-
Wessler M, Froelicher VF. (1991) Comparison of the ramp versus 
Standard exercise protocols. Journal of American College of Cardiology. 
17 pp. 1334-1342. 
Myers, J., Buchanan, N., Smith, D., Neutel, J., Bowes, E. , Walsch, D., 
Froelicher, V., (1992). Individualized Ramp Treadmill : Observations on a 
New Protocol. Chest. 101(5) pp 236S-241S. 
Myers J, DoD, Herbert W, Ribisl P, Froelicher F. (1994) A Nomogram to 
predict exercise capacity from a specific activity questionnaire and clinical 
data. American Journal of Cardiology. 73 pp. 591-596. 
Myers, J., Bellin, D., (2000). Ramp exercise protocols for clinical and 
cardiopulmonary exercise testing. Sports Medicine. 30(1): 23-29. 
Noble, B., Robertson, R.,{1996) Perceived Exertion. Human Kinetics. 
Paffenbarger, R., Hyde, R., Wing, A., Lee, 1., Jung, D., Kampert, J., (1993). 
The association of changes in physical activity level and other lifestyle 
characteristics with mortality among men. New England Journal of 
Medicine. 328 pp. 538-545. 
113 
Powers, S., Howley, E., (1997) Exercise Physiology: theory and 
application to fitness and performance. 3rd Edition. London: Brown & 
Benchmark. 
Price, M., Campbell, 1., (1997). Determination of peak oxygen uptake 
during upper body exercise. Ergonomics, 40 pp. 491-499. 
Reybrouck, T., Heigenhauser, G., Fraulkner, J . (1975). Limitations to 
maximal oxygen uptake in arm, leg and combined arm-leg ergometry. 
Journal of Applied Physiology. 38 pp. 774-779. 
Rowell, L., Sheriff, D., (1988). Are muscle chemoreflexes functionally 
important? News Physiology and Science. 3 pp. 250-253. 
Safrit, M., Wood, T., (1989) Measurement concepts in physical education 
and exercise science. Champaign (ll). Human Kinetics. 
Sawka, M., Foley, M., Pimental, N. , Toner, M. , Pandolf, K., (1983) . 
Determination of maximal aerobic power during upper-body exercise. 
Journal of Applied Physiology. 54 pp. 113-117. 
Sawka, M., (1986). Physiology of upper body exercise. Exercise and Sport 
Science Review. 14 pp. 175-211. 
Schwade, J., Blonkvist, C., Shapiro, W., (1977). A comparison of the 
response to arm and leg work in patients with ischemic heart disease. 
American Heart Journal. 94 pp. 203-208. 
Shaw, D., Crawford, M., Karliner, J., DiDonna, G., Carleton, Ross, 
O'Rourke, (1974) Arm crank ergometry: a new method for the evaluation 
of coronary heart disease. American Journal of Cardiology. 33 pp. 801-
805. 
114 
Smith, P., Price, M., Doherty, M., (2001). The influence of crank rate on 
peak oxygen consumption during arm crank ergometry. Journal of Sports 
Sciences. 19 pp. 955-960. 
Smith, P., Doherty, M., Drake, D., Price, M., (2004). The influence of step 
and ramp type protocols on the attainment of peak physiological 
responses during arm crank ergometry. International Journal of Sports 
Medicine. 25 pp. 616-621. 
Sakal, R., Rohlf, F., (1995). Biometry: principles and practice of statistics 
in biological research. 3rd Edition. New York: W.H. Freeman and Company. 
Swain P., (2000). Energy cost Calculations for Exercise Prescription. 
Sports Medicine. 30(1) pp. 17-22. 
Walker, R., Powers, S., Stuart, M. , (1986). Peak Oxygen uptake in arm 
ergometry: effects of testing protocol. British Journal of Sports Medicine. 
20 (1) pp. 25-26. 
Washburn, R., Seals, 0., (1983). Comparison of continuous and 
discontinuous protocols for the determination of peak oxygen uptake in 
arm cranking. European Journal of Applied Physiology. 51 pp. 3-6. 
Webster, M., Sharp, D., (1989). Exercise testing in angina pectoralis: the 
importance of protocol design in clinical trials. American Heart Journal. 
117 pp. 505-508. 
Weiner, 0 ., Ryan, T., McCabe, C., Chaitman, B., Sheffield, L. , Fisher, L. , 
Tristani, F., (1987). Value of exercise testing in determining the risk 
classification and the response to coronary artery bypass grafting in three-
115 
vessel coronary artery disease: a report from the Coronary Artery Surgery 
Study (CASS) registry. American Journal of Cardiology. 60 pp. 262-6. 
Weissland, T., Pelayo, P., Vanvelcenaher, J., Marais G., Lavoie, J., Robin, 
H. , (1997). Physiological effects of variations in spontaneously chosen 
crank rate during incremental upper-body exercise. European Journal of 
Applied Physiology. 76 pp. 428-433. 
Woude, L., Bosmans, 1., Bervoets, B., Veeger, H. , (2000). Handcycling : 
different modes and gear ratios. Journal of Medical Engineering and 
Technology. 24 pp. 242-249. 
Vincent, J., (1994). Statistics in Kinesiology. Champaign: Human Kinetics. 
Zar, (1995). Biostatistical Analysis. New York: Prentice-Hall. 
Zhang, Y., Johnson II, Chow, N., Wasserman, K., (1991) . Effects of 
exercise testing on parameters of aerobic function. Medicine and Science 
in Sports and Exercise. 23(5) pp. 625-630. 
