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YAMADA POLYNOMIAL AND KHOVANOV
COHOMOLOGY
V. V. VERSHININ AND A. YU. VESNIN
Abstract. For any graphG we define bigraded cohomology groups
whose graded Euler characteristic is a multiple of the Yamada poly-
nomial of G.
1. Introduction
Mikhail Khovanov [6] constructed a bigraded homology group for
links such that its graded Euler characteristic is equal to the Jones
polynomial. The essential point of the construction is the state sum
formula for the Jones polynomial suggested in [5]. Since then many as-
pects of Khovanov’s construction were studied and generalized in vari-
ous ways (see [1, 7, 11] and references therein). The existence of state
sum descriptions for diverse polynomial invariants gives the possibility
to make analogues of Khovanov’s construction in other situations. In
particular, the similar constructions can be done in the cases of some
polynomial invariants of graphs.
In [3] L. Helme-Guizon and Y. Rong constructed a cohomology the-
ory that categorifies the chromatic polynomial for graphs, i. e. the
graded Euler characteristic of the constructed chain complex and the
corresponding homology groups is the chromatic polynomial. E.F. Jas-
so-Hernandez and Y. Rong [4] did the same for the Tutte polynomial
of graphs. It is natural to ask if similar constructions can be made for
other graph polynomials.
In the present paper we suggst a categorification for the two vari-
ables Yamada polynomial of graphs, which is universal among graph
invariants satisfying the deletion-contraction relation. More precisely,
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for each graph G we define bigraded cohomology groups whose Euler
characteristic is a multiple of the Yamada polynomial of G.
Our construction starts in Section 3 with rewriting the Yamada poly-
nomial in a state sum which is more friendly for a chain complex set
up. Section 4 is devoted to the construction of our cohomology theory
and proving main properties. In many aspects our construction follows
the ideas of the works [3] and [4]. In Section 5 we give a simple example
that illustrates the construction.
2. Polynomials of graphs
Let G be a finite graph with the vertex set V (G) and the edge set
E(G). For a given edge e ∈ E(G) let G − e be the graph obtained
from G by deleting the edge e, and G/e be the graph obtained by
contracting e to a vertex (i. e. by deleting e and identifying its ends to
a single vertex). Recall that e is called a loop if e joins a vertex to itself,
and is called an isthmus if its deleting from G increases the number of
connected components of the graph. Two graphs are said to be 2-
isomorphic if there is a bijection between their edges which induces a
one-to-one correspondence between their cycles [13]. A graph function
is said to be 2-invariant if it assigns to 2-isomorphic graphs the same
value.
Let f be a 2-invariant graph function with values in some ring R.
We will assume that a function f satisfies the following conditions:
10. “Deletion-contraction relation”. If an edge e is not a loop or
an isthmus then f(G) = Af(G/e) +Bf(G− e), where the coefficients
A ∈ R and B ∈ R do not depend on the choice of e.
20. If H ·K is a union of two subgraphs H and K which have only
a common vertex then f(H ·K) = Cf(H)f(K), where the coefficient
C ∈ R does not depend on the subgraphs H and K.
30. If T1 is a tree with a single edge on two vertices then f(T1) = D,
for some D ∈ R.
40. If L1 is a single-vertex graph with only loop then f(L1) = E, for
some E ∈ R.
Thus, f is determined by five coefficients A, B, C, D, and E. Ap-
plying the above properties of the function f , we may immediately
calculate f for the simplest classes of graphs:
– if Tn is a connected tree with n edges, then f(Tn) = C
n−1Dn;
– if Ln is a single vertex with n edges, then f(Ln) = C
n−1En;
– if Dn consists of two vertices joined by multiple n edges, then
f(Dn) = B
n−1D + AE
Bn−1 − (CE)n−1
B − CE
;
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– if a graph Pn is a simple cycle with n edges, then
f(Pn) = A
n−1E +BD
An−1 − (CD)n−1
A− CD
.
For some particular values of coefficients (see the table below) the
graph function f coincides with classical graph invariants: the Tutte
polynomial, the chromatic polynomial, and the flow polynomial (see
[10] for definitions); the Negami polynomial [9]; and the Yamada poly-
nomial [14].
The polynomial A B C D E
Tutte polynomial T (G; x, y) 1 1 1 x y
chromatic polynomial P (G;λ) −1 1 1
λ
λ(λ− 1) 0
flow polynomial F (G;λ) 1 −1 1 0 λ− 1
Negami polynomial N(G; t, x, y) x y 1
t
t(x+ ty) t(x+ y)
Yamada polynomial h(G; x, y) 1 − 1
x
1
x
0 xy − 1
One can try to use well-known state sum formulae for these polyno-
mials to categorify them. For each S ⊆ E(G) let [G : S] be the graph
whose vertex set is V (G) and whose edge set is S. The graph [G : S]
will play a role of a state in our constructions. Let b0([G : S]) denotes
the number of connected components of [G : S] (that is the zeroth Betti
number of the graph), and b1([G : S]) denotes the first Betti number of
[G : S]. The following state sum formula for the chromatic polynomial:
PG(λ) =
∑
S⊆E(G)
(−1)|S| λb0([G:S]) =
∑
i≥0
(−1)i
∑
S⊆E(G),|S|=i
λb0([G:S])
was used in [3] for its categorification. We denote the chain complex
constructed in [3] by {C iP}.
The following well-known state sum formula for the Tutte polynomial
(see, e.g. [12]):
T (G; x, y) =
∑
S⊆E(G)
(x− 1)−b0(G)+b0([G:S]) (y − 1)b1([G:S])
was used in [4] for a categorification of a version of the Tutte polyno-
mial. We denote by {C iT} the chain complex constructed in [4].
In the present paper we categorify a multiple of the Yamada poly-
nomial h(G; x, y) by constructing of a corresponding chain complex
{C iY }.
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3. The Yamada polynomial
The Yamada polynomial of G, denoted by h(G; x, y), is defined by
the following formula [14]:
(1) h(G; x, y) =
∑
F⊆E
(−x)−|F | xb0(G−F ) yb1(G−F ),
where F ranges over the family of all subsets of E = E(G), and |F |
is the number of elements in F ; b0 and b1 are the Betti numbers in
dimensions 0 and 1. In particular for the empty graph G = ∅ we have
h(∅) = 1.
Let S be the complement of F in E, i. e. S = E − F . We denote
by [G : S] the graph with vertex set V (G) and edge set S. Then the
Yamada polynomial can be written as follows:
(2) h(G; x, y) =
∑
S⊆E
(−x)−|E|+|S| xb0([G:S]) yb1([G:S]).
It is obvious that h(G; x, y) is a 2-variable Laurent polynomial in x and
y with nonnegative degrees on y.
Let us define a polynomial g˜(G, x, y) by the formula
g˜(G, x, y) = (−x)|E|h(G; x, y)
=
∑
S⊆E
(−1)|S|x|S|+b0([G:S]) yb1([G:S]).(3)
Clearly, each monomial of g˜(G, x, y) has nonnegative degrees on x and
y. Let us make change of variables x = 1 + t, y = 1 + w and define
g(t, w) = g˜(1 + t, 1 + w) =
∑
S⊆E
(−1)|S|(1 + t)|S|+b0([G:S]) (1 + w)b1([G:S]).
We intend to construct the chain complex and homology (in the sense
of Khovanov) corresponding to this polynomial.
The following evident statement was pointed out in [4].
Lemma 3.1. Let G = (V,E) and S be a subset of E. Suppose that
e ∈ E − S, and denote S ′ = S ∪ {e}. Then one of the following two
cases occurs.
(i) If endpoints of e belong to one component of [G : S] then
b0([G : S
′]) = b0([G : S]) and b1([G : S
′]) = b1([G : S]) + 1.
(ii) If endpoints of e belong to different components of [G : S] then
b0([G : S
′]) = b0([G : S])− 1 and b1([G : S
′]) = b1([G : S]).
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4. The chain complex
4.1. Algebraic prerequisite. Let R be a commutative ring with unit.
Recall (see [2] or [8] for example) that a Z-graded R-module or simply
graded R-module M is an R-module with a family of submodules Mn
such that M is a direct sum M = ⊕n∈ZMn. Elements of Mn are called
homogeneous elements of degree n.
If R = Z and M = ⊕n∈ZMn is a graded Z-module (abelian group)
then the graded dimension of M is the power series
q dimM =
∑
n
qn · dimQ(Mn ⊗Q).
In the same way a Z⊕Z-graded or bigraded R-module is a R-module
M with a family of submodules Mn,k, n, k ∈ Z such that
M = ⊕(n,k)∈Z⊕ZMn,k.
Elements of Mn,k are called homogeneous elements of bidegree (n, k).
The graded dimension of M over Z is the 2-variable power series
q dimM =
∑
n,k
xnyk · dimQ(Mn,k ⊗Q).
4.2. The general construction. Let M be a bigraded module over
the ring R equipped with an associative multiplication
m :M ⊗M → M
and a map
u : R→ M,
which even not necessary to be a unit for the multiplication m. Let N
be any bigraded module over R. For each integer ν ≥ 0, let
fν : N
⊗ν → N⊗(ν+1)
be a degree preserving module homomorphism. Given such M,N and
fν , we can construct cohomology groups in the following manner which
is standard for Khovanov’s approach.
As in Section 2 we consider a graph G = (V (G), E(G)) and |E(G)| =
n. In Khovanov construction for links an ordering of all crossings
was done. Such an ordering is usual in homological constructions.
Here for graphs an ordering of edges of G is fixed: e1, · · · , en. To
visualise Khovanov construction Bar-Natan [1] suggests to consider
the n-dimensional cube with vertices {0, 1}n. For each vertex α =
(α1, . . . , αn) of the cube there corresponds a subset S = Sα of E(G),
where ei ∈ Sα if αi = 1. Bar-Natan defines a height of the vertex
α = (α1, . . . , αn) as |α| =
∑
αi, which is equal to the number of edges
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in Sα. Each edge ξ of the cube {0, 1}
E Bar-Natan labels by a sequence
(ξ1, . . . , ξn) in {0, 1, ∗}
E with exactly one “∗”. The tail αξ(0) of ξ is
obtained by setting ∗ = 0 and the head αξ(1) is obtained by setting
∗ = 1. The height |ξ| is defined to be equal to the number of 1’s in
the sequence presenting ξ. We consider a subgraph [G : S] of G (see
Section 2) and take a copy of the R-module M for each edge of S and
each connected component of [G : S] and then take a tensor product
of copies of M over the edges and the components. Let Mα(G) be
the resulting bigraded R-module, with the bigrading induced from M .
Thus,
Mα(G) ∼=M⊗λ ⊗M⊗µ,
where λ = |S| and µ = b0([G : S]). Suppose N
α(G) = N⊗ν , where
ν = b1([G : S]). We define
Cα(G) =Mα(G)⊗Nα(G) =M⊗λ ⊗M⊗µ ⊗N⊗ν .
So for each vertex α of the cube, we associated the bigraded R-module
Cα(G) (also denoted by CS(G), where S = Sα). The i
th chain module
of the complex is defined by
(4) C i(G) := ⊕|α|=i C
α(G).
The differential maps
di : C i(G)→ C i+1(G)
are defined using the multiplication m on M , the map u, and the
homomorphisms fν as follows.
Consider the edge ξ of the cube which joins two vertices αξ(0) (the
starting point) and αξ(1) (its terminal). Denote the corresponding
subsets of E(G) by S0 = Sαξ(0) and S1 = Sαξ(1). The edge of the graph
e ∈ E(G) is such that S1 = S0 ∪ {e}. Let us define now the per-edge
map
dξ : C
αξ(0)(G)→ Cαξ(1)(G).
Denote λi = |Si|, µi = b0([G : Si]), and νi = b1([G : Si]) for i = 0, 1.
Then we present
dξ = d
M
ξ ⊗ d
N
ξ :M
⊗λ0 ⊗M⊗µ0 ⊗N⊗ν0 → M⊗λ1 ⊗M⊗µ1 ⊗N⊗ν1,
with dMξ :M
⊗λ0 ⊗M⊗µ0 →M⊗λ1 ⊗M⊗µ1 and dNξ : N
⊗ν0 → N⊗ν1 .
Obviously, λ1 = λ0 + 1. Suppose that d
M
ξ acts on the factor M
⊗λ0
of the tensor product M⊗λ0 ⊗M⊗µ1 by the map u:
M⊗λ0 = M ⊗ · · · ⊗M ⊗R ⊗M ⊗ · · · ⊗M
→ M ⊗ · · · ⊗M ⊗M ⊗M ⊗ · · · ⊗M =M⊗(λ0+1) =M⊗λ1 ,
where the position of R is determined by the number of the edge e.
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There are two possibilities which correspond to two cases in Lemma 3.1.
If endpoints of e belong to one component of [G : S0] then µ1 = µ0
and ν1 = ν0 + 1. So, we put that d
M
ξ acts on the factor M
⊗µ0 of
M⊗λ0 ⊗ M⊗µ0 by the identity map and dNξ : N
αξ(0)(G) = N⊗ν0 →
Nαξ(1)(G) = N⊗ν1 acts by the homomorphism fν0 : N
⊗ν0 → N⊗(ν0+1).
Thus, the per-edge map dξ = d
M
ξ ⊗ d
N
ξ : C
αξ(0)(G) → Cαξ(1)(G) is
defined.
If endpoints of e belong to different components of [G : S0], say E0
and E1, then µ1 = µ0 − 1 and ν1 = ν0. In this case we suppose that
dMξ acts on the factor M
⊗µ0 of M⊗λ0 ⊗ M⊗µ0 by the multiplication
map m : M ⊗M → M on tensor factors corresponding to E0 and E1,
and by the identity map on tensor factors corresponding to remaining
components. Put that dNξ : N
αξ(0)(G) = N⊗ν0 → Nαξ(1)(G) = N⊗ν1 =
N⊗ν0 acts by the identity map. Thus, the per-edge map dξ = d
M
ξ ⊗d
N
ξ :
Cαξ(0)(G)→ Cαξ(1)(G) is defined.
Now we define the differential
di : C i(G)→ C i+1(G)
as usual by
di =
∑
|ξ|=i
sign(ξ) dξ,
where sign(ξ) = (−1)
P
i<j ξi and j is the position of “∗” in the sequence
(ξ1, . . . , ξn) presenting ξ.
If Γ is a subgraph of G then there exists a chain projection map
pi : C i(G)→ C i(Γ)
defined by
pi(x) =
{
x, if x ∈ Cα such that Sα ⊂ E(Γ) ,
0, otherwise.
Denote the complex that we constructed by {C iY }.
The difference of our construction with that of [4] for {C iT} is the
presence of the factor M⊗λ in each term Cα of C i. We define a chain
map
φ : C iT → C
i
Y
using the maps u⊗λ on each term.
Suppose now that there exists a map
η :M → R
such that its composition with u,
η ◦ u : R→M → R,
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is identity. Then there exists a chain map
ψ : C iY → C
i
T
constructed using the maps η⊗λ on each term. The composition of φ
and ψ is the identity map of {C iT} and so it becomes a direct summand
of {C iY }. Denote by H
i
T (G) the cohomology theory constructed in [3]
and by H iY (G) the cohomology theory defined by our complex {C
i
Y }.
Theorem 4.1. (a) The modules C iY (G) and the homomorphism d
i
form a chain complex of bigraded modules whose differential preserves
the bidegree
0→ C0Y (G)
d0
→ C1Y (G)
d1
→ · · ·
dn−1
→ CnY (G)→ 0.
Denote it by CY (G) = CY,M,N,fν(G).
(b) The cohomology groups H iY (G)(= H
i
Y,M,N,fν
(G)) are invariants of
the graph G, they are independent of the ordering of the edges of G. The
isomorphism type of the graded chain complex CY (G) is an invariant
of G.
(c) If the graded dimensions of the modules M and N are well defined,
then the graded Euler characteristic is equal
χq(CY (G)) =
∑
0≤i≤n
(−1)iq dim(H iY )
=
∑
0≤i≤n
(−1)iq dim(C iY )
= g(G; q dimM − 1, q dimN − 1)
(d) There is a morphism φ of chain complexes CT (G)→ CY (G) which
generates a morphism of graded modules H iT (G)→ H
i
Y (G).
(e) If there exists a map η : M → R such that its composition with u
is identity, then there exists a chain map
ψ : C iY → C
i
T
such that its composition with φ is the identity map of {C iT} and it
becomes a direct summand of {C iY }. The same is true for the coho-
mologies H iY (G) and H
i
T (G).
(f) The constructions above are functorial with respect to inclusions of
subgraphs Γ ⊂ G.
Proof. We follow the proofs of analogous statements for categorifica-
tions of the chromatic polynomial and the Tutte polynomial from [3]
and [4].
(a) The map d is degree preserving since it is built on the degree
preserving maps. It remains to show that d · d = 0. Let S ⊆ E(G).
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Consider the result of adding two edges ek and ej to S where ek is
ordered before ej. It is enough to show that
(5) d(...1...∗...)d(...∗...0...) = d(...∗...1...)d(...0...∗...)
The proof of (5) consists of checking various situations, depending on
how many components we have with or without ek and ej . Consider,
for example the case when ek joins the edges of the same component,
and ej joins this component with the other one. Then we have
CS(G) =M⊗λ ⊗M⊗µ ⊗N⊗ν ,
CS∪{ek}(G) =M⊗(λ+1) ⊗M⊗µ ⊗N⊗(ν+1),
CS∪{ej}(G) =M⊗(λ+1) ⊗M⊗(µ−1) ⊗N⊗ν ,
CS∪{ek,ej}(G) =M⊗(λ+2) ⊗M⊗(µ−1) ⊗N⊗(ν+1),
and the per-edge maps act on factors of the tensor products as follows:
d(...∗...0...) = (u, id, fν), d(...1...∗...) = (u,m, id),
d(...0...∗...) = (u,m, id), d(...∗...1...) = (u, id, fν).
This implies di · di+1 = 0.
(b) The proof is the same as the proof of Theorem 2.12 in [3]. For
any permutation σ of {1, .., n}, we define Gσ to be the same graph but
with labels of edges permuted according to σ. It is enough to prove the
result when σ = (k, k + 1). Define an isomorphism f of complexes
f : C∗(G)→ C∗(Gσ)
as follows. For any subset S of E with i edges, there is a summand in
C i(G) and one in C i(Gσ) that defined by S. Let α = (α1, . . . , αn) be the
vertex of the cube that corresponds S in G and fS be the map between
these two summands that is equal to −id if αk = αk+1 = 1 and equal
to id otherwise. We define f : C i(G) → C i(Gσ) d by f = ⊕|S|=i fS.
Obviously, f is an isomorphism.
This shows that the isomorphism class of the chain complex is an
invariant of the graph.
(c) It follows from homological algebra that∑
0≤i≤n
(−1)iq dim(H i(G)) =
∑
0≤i≤n
(−1)iq dim(C i(G)).
We use (4) and the equality
q dimCα(G) = (q dimM)|S|+b0([G:S])(q dimN)b1([G:S])
which is exactly the contribution of the state [G : S] in g(G; t, w).
Proofs of statements (d), (e), and (f) follow obviously from the above
considerations. 
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4.3. The special case. Let R = Z, and the role of M and N play
the algebras A = Z[t]/(t2) and B = Z[w]/(w2), where deg t = (1, 0)
and degw = (0, 1). Algebras A and B are bigraded algebras with
q dimA = 1+ t and q dimB = 1+w. The map uA : Z→ A is given by
(6) uA(1) = 1,
and the map ηA : A→ Z is given by
(7) ηA(1) = 1, ηA(t) = 0.
Note that A⊗m ⊗B⊗n is a bigraded Z-module whose graded dimen-
sion is q dimA⊗m ⊗B⊗n = (1+ t)m(1 +w)n. The algebra structure on
B is not used, and the map
B⊗k → B⊗(k+1)
is constructed by the map uB : Z→ B is analogous to uA:
uB(1) = 1.
Applying Theorem 4.1 to this case we get
Theorem 4.2. The analogues of items (a) and (b) of Theorem 4.1
hold. The item (c) is precised in the following form:
(c′) The graded Euler characteristic is equal
χq(CY (G)) =
∑
0≤i≤n
(−1)iq dim(H iY ) =
∑
0≤i≤n
(−1)iq dim(C iY ) = g(G; t, w).
As for the items (d) and (e) we have the following
(d′ ∪ e′) There are morphisms of chain complexes φ : CT (G)→ CY (G)
and ψ : CY (G) → CT (G) with the composition equals to the iden-
tity of {C iT}, so it becomes a direct summand of {C
i
Y }. These mor-
phisms generate morphisms of graded modules H iY (G) → H
i
T (G) and
H iY (G) → H
i
T (G), with the composition equal to the identity of {H
i
T},
so it becomes a direct summand of {H iY }.
5. The Example
Let us illustrate the above constructions for the graph P2 consisting
of two vertices connected by two edges, that is, the bigon: . Thus,
n = 2 and for vertices α of {0, 1}2 we get the following table:
α |α| λ µ ν Cα
(0, 0) 0 0 2 0 A⊗ A
(1, 0) 1 1 1 0 A⊗ A
(0, 1) 1 1 1 0 A⊗ A
(1, 1) 2 2 1 1 A⊗A⊗ A⊗ B
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Therefore, C0 = A ⊗ A, C1 = A⊗ A ⊕ A⊗ A, C2 = A ⊗ A⊗ A⊗ B.
The corresponding chain complex is:
(8) 0→ A⊗ A
d0
→ A⊗ A⊕ A⊗ A
d1
→ A⊗ A⊗A⊗B→0
Where the differential map d0 = d(0,∗) + d(∗,0) acts as follows:
t⊗ t 7→ (0, 0)
1A ⊗ 1A 7→ (1A ⊗ 1A, 1A ⊗ 1A)
t⊗ 1A 7→ (t⊗ 1A, t⊗ 1A)
1A ⊗ t 7→ (1A ⊗ t, 1A ⊗ t)
The kernel of d0 is generated by the elements t⊗ t and t⊗ 1A− 1A⊗ t.
Thus H0Y (P2)
∼= A{(1, 0)} ∼= Z(1, 0)⊕ Z(2, 0). Here A{(1, 0)} denotes
the module A with the bidegrees shifted by (1, 0).
The differential map d1 = d(∗,1) − d(1,∗) acts as following:
(1A ⊗ 1A, 0) 7→ −1A ⊗ 1A ⊗ 1A ⊗ 1B,
(1A ⊗ t, 0) 7→ −1A ⊗ 1A ⊗ t⊗ 1B,
(t⊗ 1A, 0) 7→ −t⊗ 1A ⊗ 1A ⊗ 1B,
(t⊗ t, 0) 7→ −t⊗ 1A ⊗ t⊗ 1B,
(0, 1A ⊗ 1A) 7→ 1A ⊗ 1A ⊗ 1A ⊗ 1B,
(0, 1A ⊗ t) 7→ 1A ⊗ 1A ⊗ t⊗ 1B,
(0, t⊗ 1A) 7→ 1A ⊗ t⊗ 1A ⊗ 1B,
(0, t⊗ t) 7→ 1A ⊗ t⊗ t⊗ 1B.
The kernel of d1 is generated by the elements (1A ⊗ t, 1A ⊗ t) and
(1A⊗ 1A, 1A⊗ 1A). Two them lie in the image of d
0, thus H1Y (P2)
∼= 0.
We have
H2Y (P2)
∼= Z(2, 0)⊕ Z(3, 0)⊕ Z(0, 1)⊕ 3Z(1, 1)⊕ 3Z(2, 1)⊕ Z(3, 1).
Clearly H iY (P2) = 0, for i ≥ 3. Hence
χ(H∗(P2)) = t + 2t
2 + t3 + w + 3tw + 3t2w + 3t3w
= −(1 + t)2 + (1 + t)3(1 + w)
= g(P2; t, w).
Let us compare this with the cohomology of E. F. Jasso-Hernandez
and Y. Rong [4]. They have the complex
(9) 0→ A⊗ A
d0
→ A⊕ A
d1
→ A⊗ B
d2
→ 0
which is evidently the direct composant of (8) as well as cohomol-
ogy groups Thus H0T (P2)
∼= Z(1, 0) ⊕ Z(2, 0), H1T (P2)
∼= 0, H2T (P2)
∼=
Z(0, 1)⊕ Z(1, 1).
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