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Abstract 
Morgan numbers of fractional orders are defined by the relation 
k 
/=0 
where k is an integer and n is a positive real number. Such numbers arose, quite unexpectedly, in 
our previous tudy of correlation properties of queueing lengths at arrival instants for multi- 
phase queues with infinite number of channels in each phase. Here we consider asymptotics of
these numbers and their relations to other combinatorial objects. 
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O. Introduction 
Classical combinatorial Morgan numbers are defined usually by the relation 
k 
/=0 
where n and k are positive integers, and arise in many combinatorial problems. Main 
properties of these numbers and their relations with other combinatorial objects are 
discussed in [4, 9, 15]. In particular, Morgan numbers can be expressed via Stirling 
numbers of the second kind S(n, k) by the formula 
AkO n = k!S(n, k). (2) 
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With the help of this relation, one can easily obtain various properties of Morgan 
numbers from the corresponding properties of Stirling numbers, and vice versa. 
Various generalizations of the classical Stifling numbers of the second kind are 
suggested in literature (see [3] for an extensive bibliography). The corresponding 
generalizations of the Morgan numbers can be obtained by (2). 
In this paper, generalized Morgan numbers are defined directly by (1) for 
real positive n and integer positive k. These combinatorial numbers are called 
Morgan numbers of fractional orders. They are introduced in our paper [17] 
concerning correlation properties of Doob transformations for Poisson flows. 
This problem is connected intimately to correlation properties of queueing lengths 
at arrival instants for multiphase queues with infinite number of channels in each 
phase. 
Morgan numbers of fractional orders are treated in [2] (see also [11]), where 
different relations with the corresponding Stirling numbers, Bell numbers, and also 
B-splines are established. Below we consider asymptotics of these numbers when 
n and k tend to infinity. 
For the case of integer nand k, the problem is studied in [1, 8, 10, 12, 13, 16]. All the 
results are obtained for the case n > k; in the case n < k, one readily sees that 
S(n, k) = 0. This is not the case for Morgan numbers of fractional orders; as it was 
shown in [17], the most interesting Morgan numbers of fractional orders arise when 
n > 0 is noninteger and n < k. 
This paper is arranged as follows. To develop the asymptotics, we need an integral 
representation for Morgan numbers of fractional orders. Such a representation is 
obtained in Section 1. In Section 2 we study the asymptotic behavior of Morgan 
numbers of fractional orders in several ranges of values of the parameters. 
1. Integral representation for Morgan numbers of fractional orders 
Theorem 1. For all positive real n and integer k >1 1, Morgan numbers of fractional 
orders possess the following integral representation: 
AkOn _ r(n 2~i + 1) fc u-n-  l(eU - 1)k du' (3) 
where C is a contour beginning at the point Uo = - oo, making one turn around the point 
u = 0 in the positive direction, and coming back to Uo, while the major branch of the 
function u -n- 1 is considered. 
Proof. By Hankel's theorem (see [14]), for all complex z one has 
1 
F(z) -- 2~i e't - ~ dt, (4) 
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where C is as defined in the statement of the theorem, and the branch of the function 
t-z is major. Substituting lu instead of t in (4), one obtains for all l >~ 0 and z i> 0 
lZ F(z + 1) ~ u- z- 1 et, du. 
2hi Jc 
Substituting this expression into (1) and summing over l, one obtains integral 
representation (3) [] 
Corollary 1 (Sachkov [15, p. 164]). For all integer n > 0 and k > 0, one has 
AkO, = F(n + 1) f u_,_X(e~ _ l)kdu. 
2hi lul =o 
(5) 
Proof. Let us consider the contour going first along the negative real semiaxis from 
- oo to - p, then along the circle of radius p centered at the origin in the positive 
direction, and then along the negative real semiaxis from - p to - oo; evidently, this 
contour can be obtained from C via a deformation. Since in our case u-" -  1 is analytic 
in C\{0}, the integrals over the first and the third parts of the above contour 
annihilate ach other. [] 
In particular, it follows from (5) that for integer n, k, 1 ~< n < k, one has AkO n =-- O, 
since the integrand is nonsingular at the origin. 
Corollary 2 (Vainshtein and Kreinin [17]). For all non-integer n > 0 and integer 
k > n, one has 
AkOn = F(--n)l fo ° u - " - l (e  -u -- 1) k du. (6) 
Proof. Let us consider the deformation of the contour C described in the proof of the 
previous corollary. Let p--* 0. Then for the integral over the circle of radius p 
one has 
fi.,=o u-" - l (e" - - l )kdu=ipk- " f  ~. e-ietn-k)(1 + O(p)) dip p-+o'0 
On the upper side of the cut, one has 
r (n  + 1) ~.o 
u- "- l (e u _ 1)k du 
2~i J_ 
_ F(n 2rfi + 1) f ;  (_u)_._l(e_" _ 1)*du 
_ F(n 2rfi + 1) ei,(,+l) fo  u - " - l (e - "  - 1)*du; 
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similarly, on the lower side of the cut, one has 
r (n+l )  f0 u- " - l (e"- l )  kdu 
2~i J_ o~ 
_ F(n 27ti + 1)e_in(n+l ) fO u - " - i (e - "  -- 1)kdu" 
Therefore, 
1) (ei~n + fo ° dkO. = F(n + 1) _ e-i~t.+l)) u-n-X(e-U _ 1)kdu 
27ti 
= F(n + 1) sin + 1) f f  u_ ._ i (e_ .  _ 1)kdu. 
Using the reflection formula (see [14]), one obtains integral representation (6). [ ]  
2. Asymptotics for Morgan numbers of fractional orders 
Morgan numbers behave quite differently in the domain 0 < k < n as compared to 
the domain 0 < n < k. In the first of the above domains they behave rather simply, as 
described by the following proposition. 
Proposition. For each f ixed inteoer k, k > 0, the numbers AkO" increase monotonously in 
n for n >~ k -1 .  
Proof. Differentiating (1) over n, one obtains that the derivative of AgO n can be 
represented asthe sum of k - 1 exponential functions with constant coefficients. It is 
easy to prove by induction that such a sum can have at most k -  2 real roots. 
However, as it was mentioned above, AkO" = 0 for n = 1, 2 . . . . .  k -- 1. Therefore, all 
k - 2 roots of the derivative lie in the interval 1 ~< n ~< k - 1. [] 
The above proposition allows to hope that in the domain 0 ~< k ~< n, natural 
generalizations of the assertions for the classical Stifling numbers (see [1, 8, 13, 16]) 
and the corresponding assertions for Morgan numbers are true. An example of such 
a generalization is given by 
Theorem 2. Let n ~ 0% n - k > ½ Inn. Then one has 
r (n  + 1) . (e  e - 1) k 
AkO" "~ V/2r~n(~ + 1 -- n/k) 5" ' (7) 
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where ~ < n/k is the unique positive root of the equation 
z n 
l _e -Z -k  
Proof. Let us denote 
305 
(8) 
1 fl u-n-l(eu-- 1)kdu' I I (p )=~i  ul=p 
I2(0) = sin~(n + 1) u_._l(e_ u _ 1)kdu, 
with arbitrary positive p. Then, using the same deformation of the contour as 
described in the proof of Corollaries 1 and 2, one can rewrite integral representation 
(3) in the following form: 
AkO" = F(n + 1)(Ii(p) + Iz(p)), p > O. 
Evidently, for n > k the second integral satisfies the inequality 
1 (e -  t -  " -1 1 - -e -a ' \k  I 
II2(p)I ~<- rc 1~ e_-- ~ dt 
- (1 - e-P)k I f  t- '"-~'- l / ~ p - - \ t(ll- e-P'-- e-=~ ) ]~k dt. 
Since 1 - e -pt ~< t(1 - e -p) holds for t/> 1, one obtains 
Ih(O)l ~< (1 -_ e-°) k t-~.-kl-1 dt = ~(n k)o ~ ~pn _ " 
Now, put p = ~, where ~ is the unique positive root of Eq. (8). Then, according to 
1-13, 16], the following asymptotic formula holds, provided lim,-.~(n - k) = ~: 
1 (e z -  1) k 
x/2gn(~ + 1 -- n/k) z" 
Now to prove (7), it suffices to satisfy the condition 
(1 - e -~)  k ~" 
l im n(n - k)e"" (1 - et) k x/2~n(e + 1 - n/k) = 0. (9) 
Since n/k - 1 < ~ < n/k (see [15, p. 165]), (9) follows easily from 
lim x/n = 0, 
~ e"-k(n - -  k) 
while the latter relation is an immediate consequence of the inequality 
n-k>½1nn.  [] 
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In the domain 0 < n < k Morgan numbers of fractional orders behave in a more 
complicated way: for each k they oscillate, vanishing at all integer points. 
The asymptotic behavior of the considered numbers inside an arbitrary closed 
angle in the domain 0 < n < k is given by the following statement. 
Theorem 3. Let k ~ oo and let a = (n + 1)/k be bounded below by some a, > 0 and 
above by some ~* < 1. Then one has 
AkO. 1 / 27t . ~-"  
r ( -n )  V (n + 1)(~-+ (n + 1)/k - 1) 6-+ (n + 1)/k) ~' 
where t is the unique positive root of the equation 
t n+l  
e t - 1 k 
P roo f .  Corollary 2 implies that 
A(n, k) = F ( -  n)AkO" = fo  u-" -  1(1 -- e-")kdu 
=foexp(k ln lue -U)du .  
Consider the function h(u) = ln((1 - e-")/u=). It is easy to verify that for a < 1 the 
equation 
1 
h'(u) = - -  = 0 
e" - 1 u 
has a unique positive root ti. By a direct calculation, one obtains 
h"(a) = ~ (1 - a - a). 
Hence (see [6, p. 21]) for each a ~ [%, a*] 
A ( n, k) ,~ o& ( ~ + ot - 1) \~~ J ti. 
Taking into account he above relation and the fact that a varies inside a compact 
domain, one obtains the assertion of the theorem. [] 
Now we describe asymptotics for Morgan numbers of fractional orders inside an 
arbitrary strip along the diagonal of the first quadrant. 
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Theorem 4. Let k - n be positive and bounded as k ~ oo, n be noninteger. Then 
Akon~F(k -n) ' (~)  k - " ' F (  - ) 
Proof. The integral in (6) can be represented as 
A(n,k) foU-" -x (1  e-")kdu foUC-Xexp(k ln l - -ue - "  ) = - = du, 
where c = k - n > O. It is easy to see that the function h(u) = ln((1 - e-")/u) satisfies 
the following conditions: 
(1) h(u) is a real-valued function for all u/> 0 and continuous at u = O; 
(2) h'(u) is continuous and negative on the positive semiaxis; 
(3) h'(u) ,~ - ½ as u ~ 0; h(0) = 0. 
Applying the generalized Laplace theorem (see [5, p. 37]), one obtains that for 
each c, 
A(n, k) ~ F(c)(2/ky. (10) 
Since c varies inside a finite closed interval, (10) and integral representation (5) imply 
the assertion of the theorem. []  
Finally, let us consider the case of bounded variation of n as k -~ oo. 
Theorem 5. Let n be bounded and take noninteger values as k ~ oo. Then 
-1  AkO" ,~ 
F(1 - n)ln" k" 
Proof. Let us consider the integral 
B(n, k) = fo  u-" - l (1  - e-")kln(1 e-U)du. 
Changing the variables 1 - e -"  = e -t, one obtains 
B(n, k) = - fo  Iln(1 - e- ' ) l  - " -~ e -kt 1 te-~_ -t dt. 
One can rewrite the latter relation in the following way: 
fo  e-  kt B(n,k) = -- i lnt l .+lf(n,t)dt,  
where 
Ilntl .+1 te -t 
f(n, t) = I l n (1 -e - ' ) l  "+1 1 -e  -t" 
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It is easy to verify that 
f (n , t )~C 1[0, ~)  and l imf (n , t )= l .  
t~O 
Then (see [7, p. 46]) for n fixed one has 
-1  
B(n, k),., k lnn+ 1 ~  (ll) 
as k ~ ~.  Note that by (6) 
~A(n, k) 
B(n, k) = 3k ' 
where A(n, k) = F( - -  n)AkO n as before. Integrating (11) over k and using the integra- 
tion theorem for asymptotic expansions ( ee I-5, p. 16]), one obtains 
ln-nk 
A(n, k) ~ -  
n 
for any fixed n. This implies the assertion of the theorem. [] 
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