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Given a geometric graph G = (S, E) in Rd with constant dilation t, and a positive
constant ε, we show how to construct a (1 + ε)-spanner of G with O(|S|) edges using
O(sort(|E|)) memory transfers in the cache-oblivious model of computation. The main
building block of our algorithm, and of independent interest in itself, is a new cache-
oblivious algorithm for constructing a well-separated pair decomposition which builds such
a data structure for a given point set S ⊂Rd using O(sort(|S|)) memory transfers.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A geometric network on a set S of n points in d-dimensional space is an undirected weighted graph G(S, E) with vertex
set S and with edges e ∈ E of weight wt(e). The edges in a geometric graph are straight-line segments connecting pairs
of points in S and the weight of an edge e = {p,q} is equal to the distance |pq| between its two endpoints p and q.
Often the space considered is the Euclidean plane, but other metrics and/or higher dimensions can be considered as well.
Geometric networks naturally model many real-life networks, such as transport networks and communication networks.
When designing a network for a given set S of points, several criteria can be taken into account. In many applications it
is important to ensure a fast connection between every pair of points in S . For this it would be ideal to have a direct
connection between every pair of points but in most applications this is unacceptable due to the high costs. This leads to
the concept of spanners, as deﬁned next.
Let δG(p,q) denote the length of the shortest path in a graph G(S, E) between two points p and q in S . A graph G with
vertex set S is a t-spanner for S if δG(p,q) t|pq| for any two points p and q of S . The minimum value t such that G is a
t-spanner for S is called the dilation, or stretch factor, of G . A subgraph G ′ of G is a t′-spanner of G , if δG ′ (p,q) t′ · δG(p,q)
for any two points p and q of S .
✩ A preliminary version of this paper considering only the external-memory model of computation has been presented at the Japan Conference on Discrete
and Computational Geometry 2004 in Gudmundsson and Vahrenhold (2005) [29].
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topology design, distributed systems, design of parallel machines, and many other areas, and have been subject to con-
siderable research [2,7,15,17,31]. Recently, spanners found interesting practical applications in areas such as metric space
searching [36,37] and broadcasting in communication networks [3,32].
Many algorithms are known that compute t-spanners with O(|S|) edges that have additional properties such as bounded
degree, small spanner diameter (i.e., any two points are connected by a t-spanner path consisting of only a small number
of edges), low weight (i.e., the total length of all edges is proportional to the weight of a minimum spanning tree of S), and
fault-tolerance; see e.g., the book by Narasimhan and Smid [35] and the surveys [18,24,28,38]. Chen et al. [16] showed that
the lower bound for computing any t-spanner for a given set S of points in Rd is Ω(|S| log |S|) in the algebraic decision
tree model of computation.
For the analysis in this paper we use the cache-oblivious model [21], which is a variant of the standard two-level I/O model
introduced by Aggarwal and Vitter [1]. The standard two-level I/O model deﬁnes the following parameters:
N = # of objects in the problem instance,
M = # of objects ﬁtting in internal memory,
B = # of objects per disk block,
where N  M and 1  B  M/2. An input/output operation (or simply I/O) consists of reading a block of B contiguous
elements from disk into internal memory or writing such a block from internal memory to disk. Computations can only be
performed on objects in internal memory. This model of computation captures the characteristics of working with massive
data sets that are too large to ﬁt into main memory and thus are stored on disk. Examples of massive graphs include the
“web graph”, telecommunication networks, or social networks [11,19].
In the two-level I/O model, we measure the eﬃciency of an algorithm by the number of I/Os it performs, the amount of
disk space it uses (in units of disk blocks), and the internal memory computation time. Aggarwal and Vitter [1] developed
matching upper and lower I/O bounds for a variety of fundamental problems such as sorting and permuting. For example,
they showed that sorting N items in external memory requires Θ( NB logM/B
N
B ) I/Os while scanning N items in external
memory can obviously be done in Θ( NB ) I/Os. The upper bounds for sorting and for scanning N items are often abbreviated
as O(sort(N)) = O( NB logM/B NB ) and as O(scan(N)) = O( NB ), and we will use these notations throughout this paper.
Recently, a variety of results has been obtained in the cache-oblivious model of computation introduced by Frigo et
al. [21]. In this model, we also have the parameters N , M , and B for the analysis of an algorithm, but in the design-phase
of an algorithm, the parameters of M and B must not be used. Another difference is that the cache-oblivious model usually
assumes that M  B2 holds. This assumption, which we will also make in this paper, is the so-called tall cache assumption.
Nevertheless, the I/O model can be seen as a special instance of the cache-oblivious model, and any algorithm that is optimal
for any N and unknown M and B will be optimal in the I/O model (but not vice-versa). Furthermore, an algorithm that
is eﬃcient in the cache-oblivious model will be eﬃcient on any two successive levels of a multilevel hierarchical memory,
as the algorithm does not depend on the speciﬁc values of M and B that are valid for the two levels in question. Frigo
et al. developed a number of cache-oblivious algorithms; for example, they showed that sorting N items can be done in
Θ(sort(N)) memory transfers, i.e., the complexity of sorting remains the same even if M and B are unknown.
I/O-eﬃcient and cache-oblivious algorithms have been developed for several problem domains, including computational
geometry, graph theory, and string processing. The practical merits of the developed algorithms have been explored by a
number of authors. In the literature, general surveys [4,40] as well as more speciﬁc surveys considering, for example, I/O-
eﬃcient graph algorithms [30,39] can be found. Results related to I/O-eﬃciently constructing (planar) spanners for point
sets, sometimes allowing Steiner points and/or respecting polygonal obstacles in the plane, have been obtained by several
authors [23,33,34].
In this paper, we consider the problem of eﬃciently pruning a given t-spanner in the presence of memory hierarchies if
the spanner has a super-linear number of edges. That is, given a geometric graph G = (S, E) in Rd with constant dilation t
and a positive constant ε, we consider the problem of constructing a (1+ ε)-spanner of G with O(|S|) edges.2
In the internal memory model, two algorithms are known to solve this problem in time O(|E| log |S|). The greedy algo-
rithm [17,25] can be used to compute a (1+ε)-spanner G ′ of G . However, eﬃcient implementations of the greedy algorithm
are very complex. Gudmundsson et al. [25], for example, partition the edge set into a logarithmic number of sets that are
processed in phases. In each phase, a cluster cover and a cluster graph is computed by running Dijkstra’s algorithm in par-
allel from all the cluster centers. A simpler approach uses the well-separated pair decomposition [14] and produces such a
(1+ ε)-spanner G ′ of G having O(|S|) edges within the mentioned time bound [26].
The algorithm presented in this paper is inspired by the latter algorithm. More speciﬁcally, given a geometric graph
G = (S, E) in Rd with constant dilation t , and a positive constant ε, we will show how to eﬃciently construct a (1 + ε)-
spanner of G with only O(|S|) edges using O(sort(|E|)) memory transfers in the cache-oblivious model. This bound matches
the (internal memory) complexity of the algorithm given by Gudmundsson et al. [26]. Similar to this algorithm, the main
2 The constants hidden in the “Big-Oh” notation depend on roughly (1/ε)d .
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which is of independent interest.
2. Preliminaries
2.1. Well-separated pair decompositions
We start by specifying some deﬁnitions associated with the well-separated pair decomposition (WSPD) [12,14]. Let S be
a point set in Rd . A hyperrectangle is a Cartesian product of the form R = [x1, x′1] × · · · × [xd, x′d] ⊂ Rd of a set of closed
intervals. The length of R in dimension i is deﬁned as li(R) = x′i − xi and we use lmax(R) and lmin(R) to denote the maximum
and minimum lengths of R , respectively. The bounding hyperrectangle R(S) of S is the smallest hyperrectangle containing all
points of S .
Given two point sets A, B ⊂ Rd and a real number s > 0, we say that A and B are well-separated with respect to s if
there are two disjoint balls B(a,r) and B(b,r) with radius r  0 and centers a,b ∈ Rd such that R(A) ⊂ B(a,r), R(B) ⊂ B(b,r)
and the distance between B(a,r) and B(b,r) is at least sr. We refer to s as the separation ratio. Callahan and Kosaraju [14]
deﬁned a well-separated pair decomposition (WSPD) for the point set S with respect to a real constant s > 0 as a sequence
{{A1, B1}, . . . , {Am, Bm}} of pairs of non-empty subsets of S such that
1. Ai ∩ Bi = ∅ for all i = 1, . . . ,m,
2. for each unordered pair {p,q} of distinct points of S , there is exactly one pair {Ai, Bi} in the sequence, such that
(i) p ∈ Ai and q ∈ Bi or (ii) q ∈ Ai and p ∈ Bi ,
3. Ai and Bi are well-separated with respect to s for all i = 1, . . . ,m.
The integer m is called the size of the WSPD.
A tree T associated with a point set S is a binary tree whose leaves are in a one-to-one correspondence to the points
in S . Furthermore, an internal node of T represents the subset of S corresponding to the leaves of T that are descendants
of the node. For simplicity of exposition, and following the notation used by Govindarajan et al. [23], we refer to a node
representing the subset A ⊆ S also as A, i.e., we use the denotation for nodes and subsets interchangeably whenever the
meaning is clear from the context. A split tree of S is a binary tree associated with S and is deﬁned recursively as follows: If
|S| = 1, then T consists of a single node representing the singleton. Otherwise, T consists of the root S and two subtrees that
are split trees for two sets on either side of an arbitrary splitting hyperplane that is perpendicular to one of the coordinate
axes.
The outer hyperrectangle Rˆ(A) of a node A in T is deﬁned as follows: For the root S of T , the outer hyperrectangle Rˆ(S)
is the (hyper)cube with length lmax(R(S)) and with the same center as R(S). For any other node A, consider the hyperplane
that is used for the split of the parent node of A, denoted p(A), and which divides Rˆ(p(A)) into two hyperrectangles. The
outer hyperrectangle Rˆ(A) of A is deﬁned as the hyperrectangle that contains A.
A fair split of A is a split of A where the splitting hyperplane H has a distance of at least lmax(A)/3 from each of the
two sides of Rˆ(A) parallel to it, where lmax(A) is the length of the longest side of R(A). A split tree T obtained by using
only fair splits is called a fair split tree. A partial fair split tree T ′ of S is a subtree of T containing the root of T , i.e., its leaves
can correspond to subsets of S consisting of more than one element.
2.2. Pruning dense spanners in internal memory
As mentioned above, our cache-oblivious algorithm for pruning dense spanners stems from the internal memory al-
gorithm presented by Gudmundsson et al. [26]; their algorithm uses a well-separated pair decomposition constructed for
the vertex set of the dense graph to decide which edges can be pruned. We therefore brieﬂy review this internal memory
algorithm.
The primary component of the internal memory algorithm is the eﬃcient construction of a WSPD. Callahan and
Kosaraju [14] showed that a WSPD for a point set S ⊂ Rd with separation ratio s > 0 and having size O(sd|S|) can be
computed in O(|S| log |S| + sd|S|) time. Each pair {Ai, Bi} of the WSPD is represented by two nodes of a fair split tree T
associated with S . In the ﬁrst phase of their algorithm, such a tree T is computed in O(|S| log |S|) time. In the second
phase, this tree is used to compute the WSPD of size O(sd|S|) in linear time.
Theorem 1. (See [14].) Let S be a set of points in Rd and let s > 0 be a real number. AWSPD for S with respect to s having size O(sd|S|)
can be computed in O(|S| log |S| + sd|S|) time.
Now, assume that we are given a t-spanner G = (S, E) and a real constant ε > 0. Gudmundsson et al. compute a WSPD
{{A1, B1}, . . . , {Am, Bm}} for S with separation ratio s = 4(1 + (1 + ε)t)/ε and size m = O(sd|S|). Let G ′ = (S, E ′) be the
graph that contains, for each pair {Ai, Bi} of the WSPD, exactly one (arbitrary) edge {xi, yi} ∈ E with xi ∈ Ai and yi ∈ Bi
or yi ∈ Ai and xi ∈ Bi , provided such an edge exists. It can be shown that G ′ is a (1 + ε)-spanner of G and that the edge
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selection process can be performed in O(|E| log |S|) time resulting in an overall runtime of O(sd|S|+|S| log |S|+|E| log |S|) =
O(|E| log |S|) for the pruning algorithm [26].
Theorem 2. (See [26].) Given a real constant ε > 0 and a t-spanner G = (S, E) in Rd for some real constant t > 1, one can compute a
(1+ ε)-spanner G ′ of G with O(sd|S|) edges in O(|E| log |S|) time.
It should be noted that it is possible to compute such a sparse (1 + ε)-spanner from scratch, i.e., starting with only the
vertices and adding O(|S|) edges, in O(|S| log |S|) time [27]. The beneﬁt of pruning, however, is that we are able to start
from a given spanner, i.e., that the algorithm can be easily modiﬁed to respect prescribed edges that should appear in
the ﬁnal graph. As our cache-oblivious pruning algorithm is inspired by the approach depicted above, we will omit giving
further details of the corresponding algorithm.
3. Pruning dense spanners in hierarchical memory
Similar to the internal memory algorithm, our cache-oblivious algorithm for pruning dense spanners consists of two
phases: In the ﬁrst phase, we compute a WSPD for the vertex set S of the t-spanner G = (S, E) with respect to s =
4(1+ (1+ ε)t)/ε and having size O(sd|S|). The output is a sequence {{A1, B1}, . . . , {Am, Bm}} of pairs of non-empty subsets
of S . In the second phase, we traverse this sequence and collect, for each pair {Ai, Bi} of the WSPD, the (possibly empty)
set Ei of all edges in E that connect a vertex in Ai with a vertex in Bi . If Ei contains more than one edge, we prune all
edges but (an arbitrary) one from Ei . With E ′ :=⋃mi=1 Ei , the desired pruned spanner graph then is G ′ := (S, E ′), and we
have |E ′| = O(sd|S|).
The major algorithmic ingredient that allows for eﬃcient pruning in the cache-oblivious model is to restate the pruning
problem as a special range reporting problem on a two-dimensional integer grid. The grid and the point data are obtained
by labeling each node with a unique integer in {1, . . . , |S|} derived from the fair split tree and by representing each edge
by the pair of it’s nodes’ labels. The pairs of the WSPD then are transformed into “matching” query ranges obtained from
the split tree as well, and we will show how to process these query ranges to obtain no more than one edge per pair of the
WSPD.
For the sake of exposition, we will assume that we are able to compute a WSPD cache-eﬃciently and defer the formal
proof to Section 4. Thus, it remains to discuss how to use the fair split tree returned by this computation to ﬁnd the
labels and query ranges mentioned above and how to use these ranges to solve the pruning problem. The main challenge
associated with processing the fair split tree is that the construction algorithm returns the tree in an edge-list representation
and that we have no inﬂuence over the blocking of these edges. Furthermore, when extracting the labels we need to
synchronize the processing of the nodes corresponding to the subsets of the WSPD with the traversal of the tree to avoid
having to perform one memory transfer per node, i.e., Ω(|S|) memory transfers in total.
3.1. Tree-labeling and applications
Before divulging the details of the cache-oblivious pruning algorithm, we will present three lemmas that demonstrate
how to label a tree in a hierarchical manner and thus to address the above mentioned problems. The tree-labeling tech-
niques will be used to eﬃciently compute all edges (of the graph which has to be pruned) assigned to a speciﬁc pair {Ai, Bi}
of the WSPD (of the graph’s vertices).
Let T be an ordered, undirected tree. The breadth-ﬁrst-search (BFS) level of a node v in T is the number of edges on the
path from the root of the tree to v . The BFS-numbering of the nodes in T is deﬁned by the order in which the nodes are
visited in a BFS traversal of T . The BFS-levels and BFS-numbers are illustrated in Fig. 1.
The ﬁrst tree labeling technique labels the leaves of a given (ordered) tree in a “left-to-right” manner:
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memory transfers in the cache-oblivious model.
Proof. We start by computing an Euler tour for T using the results of Arge et al. [6], who have shown that such a tour can
be computed cache-obliviously in O(sort(N)) memory transfers. Based upon this tour, we compute a labeling of the nodes
according to the maximum number of BFS-levels of T . By rescanning T , we can detect all leaves of T as their BFS-levels
correspond to local maxima and, in the course of this traversal, we can label each leaf with respect to the designated left-
to-right order (we note in passing that this labeling function is injective). The correctness of this labeling follows from the
fact that each node in the tree is visited in pre-order and thus, each node is visited before its right sibling. The cost for all
traversals is dominated by the computation of the Euler tour. Hence, we can perform the labeling using O(sort(N)) memory
transfers. 
The next lemma shows that such a left-to-right labeling can be propagated upwards eﬃciently:
Lemma 2. Given a tree T with N nodes whose leaves are labeled in left-to-right order, we can label each internal node v with an
interval [lowv ,highv ], lowv ,highv ∈ N, such that the following holds:
1. Each leaf in the subtree rooted at v is labeled with some integer (v) ∈ [lowv ,highv ].
2. The interval [lowv ,highv ] is the minimal interval having this property.
The computation of this labeling can be performed using O(sort(N)) memory transfers in the cache-oblivious model.
Proof. We will prove this lemma by giving an algorithm which computes the labeling with the desired properties and
which causes O(sort(N)) memory transfers. The approach of this algorithm is to label the tree bottom-up and to assign
each internal node the minimal interval encompassing the intervals assigned to its children. For the “base case” of our
algorithm we transform the label (v) assigned to a leaf v into an interval [(v), (v)]. This labeling obviously conforms
with the requirements of the lemma.
To propagate these levels upwards, we ﬁrst sort the nodes of the tree according to their BFS-level in decreasing order
and also label each node with its BFS-level, its BFS-number, and the BFS-number of its parent. Computing the BFS-level, the
BFS-number, and the parents’ BFS-number for each node can be done using Euler tour techniques in O(sort(N)) memory
transfers.
Starting with i set to the maximum BFS-level, we repeatedly extract all nodes on BFS-level i and i − 1 from the sorted
array. We sort all nodes on BFS-level i according to the BFS-number of their parent and sort all nodes on BFS-level i − 1
according to their BFS-number. We then simultaneously scan both arrays and update each node v on BFS-level i − 1 with
the minimum interval encompassing the intervals assigned to the nodes on BFS-level i having v as their parent (i.e., v ’s
children).
Inductively, we see that the correctness of the labeling follows from the correctness of the labeling on leaf level. The
overall amount of caused memory transfers is O(sort(N)) as the algorithm performs a constant number of Euler tour
computations and as each node participates in a constant number of sorting steps. 
Note that the labeling in Lemma 2 can be applied to a split tree T built for the vertices of a geometric graph G = (S, E).
The process described in (the proof of) Lemma 1 then implies a relabeling of the graph’s vertices, i.e., each vertex s ∈ S is
labeled with a unique integer (s) ∈ {1, . . . , |S|}. The following observation shows that this labeling can be mapped cache-
obliviously to the edges in an eﬃcient manner.
Observation 1. Given a unique relabeling of the vertices of a geometric graph G = (S, E), we can relabel the edges in E
such that each edge e = {p,q} ∈ E is labeled with {(p), (q)}, where (p), (q) ∈ {1, . . . , |S|} are the unique labels assigned
to p and q. Given the set E of edges and a tree storing the labeled vertices in its leaves, we can relabel all edges using
O(sort(|E|)) memory transfers in the cache-oblivious model.
3.2. The pruning algorithm
We are now ready to describe our algorithm for eﬃciently pruning a dense t-spanner G = (S, E) in a cache-oblivious
manner such that the resulting graph is a (1 + ε)-spanner of G with O(sd|S|) edges. The framework of the algorithm
is given by the function PruneSpanner (Algorithm 3.1): We start by computing a WSPD {{A1, B1}, . . . , {Am, Bm}} of size
m = O(sd|S|) with separation ratio s = 4(1+ (1+ ε)t)/ε. The WSPD is represented by a set {{A1, B1}, . . . , {Am, Bm}} of pairs
of nodes of the appropriate fair split tree T associated with S . In Steps 2 and 3, the tree-labeling techniques presented in
the previous three lemmas are used to label T , to relabel the vertices in S and to map this relabeling to the edge set E . After
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Require: A t-spanner G = (S, E) with constant dilation t > 1 and S ⊂Rd and a real constant ε > 0
Return: A (1+ ε)-spanner G ′ = (S, E ′) of G with E ′ ⊆ E and |E ′| = O(sd |S|)
1: E ′ = ∅.
2: Compute a WSPD {{A1, B1}, . . . , {Am, Bm}} of S with separation ratio s = 4(1 + (1 + ε)t)/ε. The WSPD is represented by a set {{A1, B1}, . . . , {Am, Bm}}
of pairs of nodes of the appropriate fair split tree T . (See Section 4 below.)
3: Label each node of T based on the labeling-techniques depicted in the proofs of Lemmas 1 and 2. After performing the labeling, every vertex p ∈ S is
labeled with a number (p) ∈ {1, . . . , |S|}.
4: Use Observation 1 to map the above labeling of S to the edge set E . After this mapping, every directed edge (p,q) ∈ E can be identiﬁed with a point
M(p,q) = ((p), (q)) ∈ {1, . . . , |S|} × {1, . . . , |S|}.
5: Construct the point set E = {((p), (q)) | (p,q) ∈ E}.
6: Construct the query set Q = {[lowAi ,highAi ] × [lowBi ,highBi ] | i ∈ {1, . . . ,m}}.
7: Select for every query rectangle R ∈ Q with R ∩ E 
= ∅ exactly one point M(p,q) ∈ R ∩ E .
8: Add for each point M(p,q) selected in Step 7 the corresponding undirected edge {p,q} ∈ E to E ′ .
9: return G ′ = (S, E ′)
Algorithm 3.1. Pruning algorithm in the cache-oblivious model.
the application of these techniques, every directed edge3 (p,q) ∈ E can be identiﬁed with a point M(p,q) = ((p), (q)) ∈
{1, . . . , |S|} × {1, . . . , |S|}. The key idea of the pruning algorithm is based on the following lemma:
Lemma 3. The labeling of the nodes in the split tree as described in Lemma 2 has the property that each set C ∈ {Ai, Bi} of a well-
separated pair corresponds to an interval [lowC ,highC ] and that the points whose labels fall into [lowC ,highC ] are exactly the members
of the set C .
Proof. Fix a set C of a given well-separated pair {Ai, Bi}. By the deﬁnition of the split tree, there exist two nodes Ai and
Bi in T corresponding to the two sets. Let v be the node corresponding to C , and let [lowv ,highv ] be the interval assigned
to v by the algorithm given in the proof of Lemma 2, and set [lowC ,highC ] := [lowv ,highv ].
To prove the ﬁrst inclusion (every point in C is labeled with an integer in [lowC ,highC ]), we ﬁx a point p ∈ C (note that
C 
= ∅ due to the properties of a WSPD). By the deﬁnition of the split tree, this point is stored in (a leaf of) the subtree
rooted at v , and thus Property 1 of Lemma 2 guarantees that (p) ∈ [lowC ,highC ].
For the reverse inclusion (every point labeled with an integer from [lowC ,highC ] is a member of C ) assume that there
exists a point p that is not stored in the subtree rooted at v (hence, not a member of C ) whose label (p) falls into
[lowv ,highv ] (= [lowC ,highC ]). As the points are labeled according to the left-to-right order of the leaves and since the
labeling is an injective function (see Lemma 1), this means that the labels of points in the subtree rooted at v are either
all strictly less than or strictly greater than (p), say strictly less than (p). Let max be the maximum label of all elements
in the subtree rooted at v . Then the labels of all elements in the subtree rooted at v are contained in [lowv , max]. As
max < (p) highv , we derive a contradiction to the property that [lowv ,highv ] is minimal (see Lemma 2). This completes
the proof. 
The internal memory pruning algorithm of Gudmundsson et al. [26] prunes a dense spanner by only keeping one edge
connecting the two sets of each well-separated pair {Ai, Bi}. Based upon Lemma 3, we can restate this pruning process as a
special case of the range-reporting problem: In Step 5 of function PruneSpanner, we construct the point set E of mapped
edges and in Step 6, we construct a query set Q. Using this terminology, we can derive the following corollary to Lemma 3,
see Fig. 2:
Corollary 1. Let T be a split tree of S whose nodes have been labeled with intervals according to Lemma 2 and let {Ai, Bi} be a pair of
nodes of T that corresponds to a well-separated pair {Ai, Bi}. A directed edge e = (p,q) ∈ E connects two vertices p ∈ A j and q ∈ Bi
if and only if (p) ∈ [lowAi ,highAi ] and (q) ∈ [lowBi ,highBi ].
The above corollary allows us to perform the pruning algorithm for each well-separated pair {Ai, Bi} corresponding to
two nodes Ai and Bi in the split tree by performing an orthogonal range reporting query with query range [lowAi ,highAi ]×[lowBi ,highBi ] on the set E while reporting exactly one point (if existent), i.e., we can conduct the whole pruning process
by reporting for each R ∈ Q with R ∩ E 
= ∅ exactly one edge {p,q} corresponding to a point M(p,q) ∈ R ∩ E .
It remains to show that all queries can be performed eﬃciently in the cache-oblivious model. Using the cache-oblivious
algorithm for constructing a WSPD (see Section 4), Step 2 of function PruneSpanner takes O(sort(|S|)) memory transfers.
Further, the application of the labeling techniques in Steps 3 and 4 can be conducted in O(sort(|S|)) and O(sort(|E|)),
respectively. Concerning the range queries, the construction of the set E in Step 5 can be done using the algorithm behind
Observation 1. In a similar way, we can construct query ranges [lowAi ,highAi ]×[lowBi ,highBi ] for all pairs {Ai, Bi} in Step 6:
We extract the labels of all nodes in the split tree and use two successive sort-and-merge steps to generate the set Q of
3 We identify the undirected graph G with a directed graph having two directed edges (p,q) and (q, p) for each undirected edge {p,q}.
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O(sd|S|) query ranges in O(sort(|S|)) memory transfers. The next lemma shows that we can process all |Q| range queries
and thereby the overall pruning process in Steps 7 and 8 eﬃciently in a cache-oblivious manner:
Lemma 4. Considering the set Q of orthogonal range queries on the set E of points in function PruneSpanner (Algorithm 3.1), we
can process all queries spending O(sort(|E |)) memory transfers in the cache-oblivious model.
Proof. The range searching instance and the query ranges can each be constructed in a single scan which is cache-oblivious
per se. To process these queries eﬃciently, we use the results of Brodal and Fagerberg [10] who have shown that, given a
set of Q of orthogonal range queries on a set E of points in the plane with |Q| = O(|E |), one can answer these queries
performing O(sort(|E |) + T /B) memory transfers, where T is the number of reported points. Due to the properties of a
WSPD, the total number of reported points in PruneSpanner is bounded by O(|E |). Hence, we can process all queries using
an overall number of O(sort(|E |) + |E |/B) = O(sort(|E |)) memory transfers. 
Since the size of the WSPD is O(sd|S|), the edge set E ′ of the returned graph G = (S, E ′) has size O(sd|S|). This yields
the following intermediate result:
Lemma 5. Given a geometric graph G = (S, E) which is a t-spanner for S for some constant t > 1 and given a constant ε > 0, we can
compute a (1 + ε)-spanner G ′ = (S, E ′) of G with E ′ ⊆ E and |E ′| ∈ O(sd|S|) using – in the cache-oblivious model – O(sort(|E|))
memory transfers in addition to the memory transfers needed to compute a well-separated pair decomposition for S.
4. A cache-oblivious algorithm for constructing a well-separated pair decomposition
In this section, we will prove that it is indeed possible to eﬃciently construct a WSPD in the cache-oblivious model of
computation using only O(sort(|S|)) memory transfers.
An I/O-eﬃcient algorithm has been developed by Govindarajan et al. [23] who proved the following:
Theorem 3. (See [23].) Given a set S of points in Rd and a separation constant s > 0, a well-separated pair decomposition for S with
separation ratio s having size O(sd|S|) can be computed using O(sort(|S|)) I/Os and O(|S|/B) blocks of external memory in the I/O
model.
A large part of their algorithm is based on scanning and sorting or on techniques which have a cache-oblivious coun-
terpart. However, some parts of their algorithm use the values of M and B (which cannot be used in the design-phase of
an algorithm in the cache-oblivious model) or take advantage of data structures having no (direct) cache-oblivious corre-
spondence. In particular, Govindarajan et al. make use of two types of cache-aware data structures, namely buffer trees [5]
and topology buffer trees [20,41]. The replacement of components involving these data structures by eﬃcient cache-oblivious
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Require: A non-empty point set S ⊂Rd , a cube R0 with S ⊂ R0, and a real constant α ∈ [1− 14d ,1)
Return: A fair split tree T of S
1: if |S| = 1 then
2: Construct a fair split tree consisting of a single node.
3: else
4: Apply the function PartialFairSplitTree (Algorithm 4.2) to S, R0, and α to get a partial fair split tree T ′ of S . Let S1, . . . , Sk be the leaves of T ′ .
Each leaf Si has size at most |S|α .
5: for i = 1 to k do
6: Apply the function FairSplitTree recursively to the point set Si , the outer hyperrectangle Rˆ(Si), and the constant α to compute a fair split tree
Ti of Si .
7: end for
8: T = T ′ ∪ T1 ∪ · · · ∪ Tk
9: end if
10: return T
Algorithm 4.1. Construction of a fair split tree in the cache-oblivious model.
computation steps constitutes a major part of our modiﬁcations. In the following, we will describe our cache-oblivious
method by outlining the original I/O-algorithm along with the necessary modiﬁcations.4
In a nutshell, Govindarajan et al. [23] compute a WSPD of a given point set S as follows: They start by constructing a fair
split tree T of S . The idea is to build T recursively. First, a partial fair split tree T ′ whose leaves have size at most |S|α for
some constant 1− 12d  α < 1 is constructed. Subsequently, they recursively build the split trees for the leaves, proceeding
with the optimal internal memory algorithm for every leaf whose size is at most M . After the computation of the split tree
they simulate the internal memory algorithm of Callahan and Kosaraju [14] for constructing the pairs {Ai, Bi} in external
memory by applying the time-forward processing technique [5].
In the remainder of this subsection, we will describe our cache-oblivious algorithm for constructing a WSPD. As men-
tioned above, we can beneﬁt from the original I/O-algorithm as most of the building blocks can be adopted directly. To
keep the exposition self-contained, yet as concise as possible, we will only sketch these parts and refer the reader to the
work of Govindarajan et al. [23] for a more detailed description of them. Whenever a part of the I/O-algorithm has to be
changed, we will outline the I/O-eﬃcient implementation of each part along with the modiﬁcations necessary to make it
cache-oblivious.
4.1. Construction of a fair split tree
As for the internal memory algorithm, and the I/O-algorithm, the well-separated pairs of the WSPD for a given point
set S ⊂ Rd will be represented by nodes of a fair split tree T associated with S . Hence, we will start by presenting a
cache-oblivious method for constructing such a tree. The algorithm is given as the function FairSplitTree (Algorithm 4.1).
To construct the desired split tree, we initially provide it with the point set S , a cube R0 containing S , and a constant
α ∈ [1 − 14d ,1). The cube has side length lmax(R(S)) and its center coincides with the one of R(S). The fair split tree T is
then computed recursively.
The structure and the analysis of function FairSplitTree are close to those of the original I/O-eﬃcient algorithm. How-
ever, we do not stop the recursion at a leaf of size M , as this value cannot be used in the cache-oblivious model for the
design of algorithms. Moreover, we chose the constant α from [1− 14d ,1) instead of from [1− 12d ,1), thus effectively but not
asymptotically slowing down the recursion. This seemingly minor modiﬁcation is essential for our approach and will enable
the replacement of components using the buffer and topology buffer trees mentioned above. More precisely, this modiﬁca-
tion will allow for a surprisingly simple, yet asymptotically eﬃcient, application of a nested-loop approach to solving two
subproblems in Step 2(b) of our algorithm – see Section 4.2.2.2. Note that none of our modiﬁcations affects the solution of
the recurrence for the number of memory transfers:
Lemma 6. Given a set S of points in Rd, function FairSplitTree (Algorithm 4.1) computes a fair split tree of S using O(sort(|S|))
memory transfers and O(|S|/B) blocks of memory in the cache-oblivious model.
Proof. Assuming that the function PartialFairSplitTree (Algorithm 4.2) requires at most c · sort(|S|) memory transfers for
an appropriate chosen constant c > 0, we obtain the same recurrence as Govindarajan et al. for the total number of memory
transfers caused by the application of FairSplitTree:
I(|S|) c · sort(|S|)+
k∑
i=1
I(|Si |
)= O(sort(|S|)).
4 A detailed description of all modiﬁcations can be found in the thesis of Gieseke [22].
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Require: A non-empty point set S ⊂Rd , a box R0 (i.e., a hyperrectangle R0 with lmax(R0) 3 · lmin(R0)) with S ⊂ R0, and a real constant α ∈ [1− 14d ,1)
Return: A partial fair split tree T ′ of S whose leaves have size at most |S|α
1: Compute a compressed pseudo split tree Tc of S , where every node represents a box.
2: Expand Tc to the pseudo split tree T ′′ .
3: Remove every node of T ′′ that does not contain any points of S and compress every path of nodes having one child into a single edge to obtain T ′ .
4: return T ′
Algorithm 4.2. Construction of a partial fair split tree in the cache-oblivious model.
In Algorithm 4.2 it will be shown that the function PartialFairSplitTree computes a valid partial fair split tree T ′ of S .
Thus, the overall algorithm correctly computes the desired split tree T of S performing O(sort(|S|)) memory transfers.
The linear bound for the space consumption follows from the fact that the function PartialFairSplitTree uses O(|S|/B)
space [23] and from the fact that
∑k
i=1 |Si | = |S|. 
4.2. Construction of a partial fair split tree
It remains to show that the function PartialFairSplitTree (Algorithm 4.2) causes O(sort(|S|)) memory transfers and
uses O(|S|/B) blocks of memory. The framework of this function is identical to that of the original I/O-eﬃcient algorithm
for computing the partial fair split tree T ′ . In the ﬁrst step, a binary tree Tc , called compressed pseudo split tree, is computed
whose nodes correspond to boxes. Note that a hyperrectangle R is called a box if and only if lmax(R)  3 · lmin(R). In the
second step, the tree Tc is expanded to a tree T ′′ , called a pseudo split tree. In the last step, leaves whose boxes do not
contain any points of S are removed and paths consisting of nodes having one child are compressed to single edges. The
resulting tree is the desired partial fair split tree T ′ of S .
We will next describe and analyze each step of function PartialFairSplitTree in detail.
4.2.1. Step 1: Construction of Tc
Govindarajan et al. [23] observe that, in principle, the tree Tc could be obtained by recursively splitting smaller and
smaller hyperrectangles where the root of Tc would correspond to the starting hyperrectangle R0. The recursion could be
stopped as soon as a hyperrectangle contains at most |S|α points of S . However, this two-way recursive approach would
not be eﬃcient in the I/O model. To obtain an I/O-eﬃcient algorithm, and following the ideas presented by Callahan [12],
Govindarajan et al. ﬁrst partition every dimension of the starting hyperrectangle R0 into slabs each containing at most |S|α
points. For each dimension, these slabs are bounded by |S|1−α + 1 axis-parallel hyperplanes, called the slab boundaries.
The two extreme slab boundaries in each dimension are positioned in such a way that they contain the two sides of the
starting hyperrectangle R0 in this dimension. The construction of the tree Tc is only based on the information provided by
these slab boundaries. Once the partition is given, Govindarajan et al. consider three cases based on which a hyperrectangle
R is split into one or two smaller hyperrectangles at each step of the recursion approach depicted above while maintaining
certain invariants, see Figs. 3 and 4. Let R ′ denote the largest hyperrectangle which is completely contained in R and whose
sides lie in slab boundaries. Then, the invariants maintained by Govindarajan et al. can be stated as follows:
1. For each dimension, at least one side of R coincides with a slab boundary.
2. For all i = 1, . . . ,d, either li(R ′) = li(R) or li(R ′) 23 li(R), where li(R) is the length of R in dimension i.
3. lmin(R) 13 lmax(R), where lmin(R) and lmax(R) are the lengths of the shortest and longest sides of R , respectively.
The key observation leading to an I/O-eﬃcient algorithm is the following: Each hyperrectangle side obtained by a split
can be described uniquely using a constant number of slab boundaries and a constant amount of additional information. As
this is also true for the starting hyperrectangle R0 (each of its sides is contained in a slab boundary), any hyperrectangle
that can be obtained from R0 through a sequence splits can be described using a constant number of slab boundaries
and a constant amount of extra information. The key idea of their I/O-eﬃcient algorithm is to construct the set of all
hyperrectangles that can be described this way. Callahan [12] calls these hyperrectangles constructible and gives a bound for
the total number of them (which is slightly improved by Govindarajan et al. [23]):
Theorem 4. (See [12,23].) There are O(|S|2d(1−α)) constructible hyperrectangles.
Hence, by setting the value for the constant α ∈ [1− 12d ,1), Govindarajan et al. get O(|S|) constructible hyperrectangles.
Note that, due to our modiﬁcation of the value of α, we can bound the number of all constructible hyperrectangles by
O(√|S| ). Ultimately, this will allow us to replace both the use of buffer trees as well as the use of topology buffer trees by
eﬃcient cache-oblivious computation steps.
Aiming at an I/O-eﬃcient construction of Tc , Govindarajan et al. construct a graph Γ with nodes corresponding to the set
of constructible hyperrectangles and with an edge set deﬁned as follows: There exists a directed edge (R1, R2) between two
constructible hyperrectangles R1 and R2 if and only if R1 is intersected by at least one slab boundary in every dimension
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In each of the cases depicted in Fig. 3, the thick hyperrectangle is the current hyperrectangle R which has to be split into one or two smaller
hyperrectangles. Let imax(R) denote a dimension such that limax(R)(R) = lmax(R). The gray solid hyperrectangle is R ′ . The slab boundaries are depicted
as dashed lines. Further, the area between the two dotted vertical (longer) lines is the middle third of R in dimension imax(R) and the small dotted
hyperrectangle in the lower left corner has side length 427 lmax(R). Govindarajan et al. consider three cases:
Case 1: lmax(R) = limax (R ′): If there exists a slab boundary in the middle third in dimension imax(R), then this slab boundary is used to split R into
two new hyperrectangles (Case 1a). Otherwise, we split R into two equal halves in this dimension (Case 1b). Hence, this case “produces”
two new hyperrectangles. If R does not satisfy Case 1, then limax (R
′) < 23 lmax(R) holds due to the invariants speciﬁed by Govindarajan
et al. and exactly one of the sides of R in dimension imax lies in a slab boundary. Let H denote this slab boundary.
Case 2: lmax(R ′) 427 lmax(R): If limax(R)(R ′) 13 lmax(R) (Case 2a), we split R along the slab boundary containing the side of R ′ farthest away
from H . Otherwise (Case 2b), we split R along a hyperplane having a distance of 23 (
4
3 )
j
lmax(R ′) from H , where j is the unique integer
such that 12 lmax(R) <
2
3 (
4
3 )
j
lmax(R ′) 23 lmax(R). As j satisﬁes 0 j −log 427 / log 43 , there are only O(1) choices for j. For technical
reasons, this case produces only one new hyperrectangle, namely the one that contains R ′ .
Case 3: lmax(R ′) < 427 lmax(R): Due to the invariants speciﬁed by Govindarajan et al., R
′ shares a unique corner with R and we construct a cube C
that contains R ′ , shares the same corner with R ′ and R and has side length l(C) = 32 lmax(R ′). Thus, this case produces only one new
hyperrectangle as well.
Fig. 4. Rules for splitting a hyperrectangle R fulﬁlling speciﬁc invariants into one or two smaller hyperrectangles fulﬁlling these invariants as well.
and R2 can be obtained from R1 by performing one of the three mentioned cases. Govindarajan et al. observe that the
graph Γ is a directed acyclic graph and that each node has out-degree at most two, which guarantees that the total size
of the graph is linear in the number of nodes, i.e., in the number of constructible hyperrectangles. Concerning the tree Tc ,
they observe that Tc consists of all nodes of Γ that are accessible from R0 along with their outgoing edges. The two main
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tree Tc afterwards. We will now outline these I/O-eﬃcient computation steps along with our modiﬁcations to obtain a
cache-oblivious version of them.
4.2.1.1. Step 1a: Constructing Γ . Govindarajan et al. compute the slab boundaries by iterating over all d dimensions. For each
dimension they sort the points with respect to this dimension and subsequently scan the resulting sorted list to place a slab
boundary between the ( j · |S|α )-th and the ( j · |S|α +1)-th point for 1 j  |S|1−α. Moreover, they place two extreme slab
boundaries that contain the two sides of R0 in this dimension. As the overall process is only based on sorting and scanning,
it can be implemented in a cache-oblivious manner such that it uses O(d · sort(|S|)) = O(sort(|S|)) memory transfers.
The vertex set of Γ , i.e., the set of all constructible hyperrectangles, can be constructed based on the information given
by the slab boundaries. Govindarajan et al. do this by performing O(d) nested scans using O(scan(|Γ |)) I/Os each. After
these scans, every vertex of Γ stores a complete representation of the d-dimensional hyperrectangle it represents. In the
face of the construction of the edge set of Γ , Govindarajan et al. augment every vertex R with a description of the largest
hyperrectangle R ′ which is contained in R and which is bounded by slab boundaries (see Fig. 3). In addition, they augment
every vertex R per dimension i with a description of the slab boundary, that comes closest to the “middle” of R in this di-
mension. For both tasks and for each dimension, they build a buffer tree [5] over the appropriate list of slab boundaries and
answer standard search queries on the constructed tree. The overall process of augmenting the vertices takes O(sort(|S|))
I/Os. After this augmentation every node R of Γ stores a complete representation of the hyperrectangles R and R ′ and the
slab boundary that comes closest to splitting R in half in dimension imax(R). Based on the information stored in each vertex
of Γ , Govindarajan et al. show how to construct the edge set of Γ by a single scan over the vertex set of Γ , resulting in an
overall procedure for the construction of Γ taking O(sort(|S|)) I/Os.
The vertex set of Γ can be constructed in a cache-oblivious manner using O(d) nested scans as well. Observe that,
due to our choice of α, and since d  1, the resulting algorithms performs only O(scan(|S|1−α)) = O(scan(√|S| )) memory
transfers during this step. Instead of using buffer trees, we apply a brute-force approach for augmenting the nodes of Γ with
the appropriate information as follows. Let R = [x1, x′1] × · · · × [xd, x′d] be one of the vertices of Γ . By scanning the (sorted)
list of slab boundaries in the i-th dimension, we can ﬁnd the slab boundary whose projection s onto the i-th coordinate
axis minimizes the distance to xi and satisﬁes s − xi  0. Simultaneously, the slab boundary whose projection s′ onto the
i-th coordinate axis minimizes the distance to x′i and satisﬁes x
′
i − s′  0, can be found. By processing all d dimensions,
the vertex R can be augmented with a description of the resulting hyperrectangle R ′ . Due to our choice of α, each vertex
of Γ can be processed this way using an overall number of O(d · scan(|S|1−α)) = O(scan(√|S| )) memory transfers. The
augmentation of each vertex R with the information about the slab boundary that comes closest to the “middle” of R in
the appropriate dimensions can be done analogously using O(scan(√|S| )) memory transfers per vertex. Thus, the overall
process for all O(√|S| ) vertices of Γ requires O(scan(|S|)) memory transfers.
To construct the edge set of Γ , Govindarajan et al. observe that for each hyperrectangle R , at most two outgoing edges
have to be found and that the information computed for each hyperrectangle by the above augmentation procedure is
suﬃcient to distinguish between all cases depicted in Fig. 3. Hence, the edge set of Γ can be obtained by a single scan over
the vertex set of Γ taking at most O(scan(|Γ |)) = O(scan(√|S| )) memory transfers. We store the edge set of Γ in the
same way as Govindarajan et al., i.e., we represent the edges implicitly by storing all nodes of Γ as triples. If a node R has
two children R1 and R2, then the triple has the form (R, R1, R2). Otherwise, if R has only one child R1, the triple has the
form (R, R1,null), and, if R has no children, the triple has the form (R,null,null). This completes the construction of Γ .
4.2.1.2. Step 1b: Extracting Tc from Γ . The I/O-eﬃcient extraction of Tc from Γ can be implemented using the time-forward
processing technique. To apply this technique, the graph Γ needs to be sorted topologically [5]. Govindarajan et al. do this by
sorting the nodes of Γ by their sums of their side lengths in decreasing order. Subsequently, they process Γ “downwards” to
extract Tc consisting of all nodes that are accessible from R0 along with their outgoing edges. The sorting step, applying the
time-forward processing technique and a scan over the vertex set, can be performed in O(sort(|Γ |)) I/Os [5]. As all these
techniques can be implemented eﬃciently in the cache-oblivious model [6,9], the extraction of Tc can be done the same
way by performing O(sort(|Γ |)) memory transfers. Hence, taking the value of α into account, this step takes O(sort(√|S| ))
memory transfers.
4.2.2. Step 2: Constructing T ′′
Given the compressed pseudo split tree Tc for S , Govindarajan et al. construct the pseudo split tree T ′′ in three phases:
In the ﬁrst phase (see Step 2a), they attach the leaves to Tc which were discarded during the construction of Tc . Considering
the obtained tree, they observe that every point in S is either contained in a leaf or in a region R \ C , where (R,C) is a
so-called compressed edge (a compressed edge is an edge induced by Case 3). Hence, they distribute all points of S to the
hyperrectangles and regions in the second phase (see Step 2b). Finally, in the third phase (see Step 2c), they replace every
compressed edge by a sequence of splits which results in the desired tree T ′′ . We will now give the details of the three
steps along with their cache-oblivious implementations.
4.2.2.1. Step 2a: Attaching missing leaves. A split with respect to Case 2 results in only one hyperrectangle R1 fulﬁlling the
invariants speciﬁed by Govindarajan et al. and containing the hyperrectangle R ′ . The other hyperrectangle R2 = R \ R1 is
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in at least one dimension and therefore contains at most |S|α points of S . Hence, it is possible to attach these discarded
boxes directly to Tc without violating the constraint that no leaf contains more than |S|α points.
Govindarajan et al. observe that, as complete representations of the hyperrectangles R and R ′ are stored in each node
of Tc , a single scan over the vertex set of Tc is suﬃcient to detect and to attach all discarded boxes. During this process,
every triple (R, R1,null) representing such a split induced by Case 2 is modiﬁed to the triple (R, R1, R2) and for each such
modiﬁcation, a new vertex (R2,null,null) is added to the vertex set of Tc . As at most one child is attached to each node of
Tc , the resulting graph, called T+c , has size O(|Tc |) as well. Thus, the overall process takes O(scan(|Tc |)) I/Os and can be
implemented eﬃciently in the cache-oblivious model using the same amount of memory transfers. Taking the new value
for α into account, this step takes O(scan(√|S| )) memory transfers.
4.2.2.2. Step 2b: Distributing the points of S. Considering T+c , every point of S is either contained in a leaf of T+c or in a
region R \ C , where (R,C) is a compressed edge induced by Case 3. To distribute the points of S to these boxes and regions,
Govindarajan et al. answer so-called deepest containment queries on T+c for all points in S using a topology buffer tree [20,
41]. The distribution of all points takes O(sort(|S|)) I/Os.
Instead of using a topology buffer tree, we apply the following brute-force approach for distributing the points which
is inspired by Callahan’s parallel approach [12]: Subdivide the space into cells bounded by the hyperplanes which occur
as boundaries for the constructible hyperrectangles. Using the same argument as for bounding the number of constructible
hyperrectangles ensures that there are only O(|S|2d(1−α)) = O(√|S| ) cells of this type. Furthermore, a list of these cells can
be constructed using O(d) nested scanning and sorting steps using O(sort(√|S| )) memory transfers. By sorting the points
and the list of hyperplanes with respect to the i-th coordinate and by subsequently scanning both sorted lists, we can label
each point with the pair of adjacent hyperplanes in this dimension, which determines the slab that contains it. Processing
all points and all d dimensions this way takes O(sort(|S|)) memory transfers and labels each point with a description
of the cell that contains it. After computing this correspondence between the points in S and the cells, we compute an
appropriate correspondence between the cells and the hyperrectangles and regions. Note that, by construction, each cell is
either contained in a hyperrectangle being a leaf of T+c or in a region R \ C , where (R,C) is a compressed edge of T+c .
As the number of cells and the number of hyperrectangles and regions are bounded by O(√|S| ), this correspondence can
be obtained by a brute-force approach performing O(scan(|S|)) memory transfers. To compute the desired correspondence
between the points in S and the hyperrectangles and regions, we ﬁrst sort both lists lexicographically according to the cell
entries. By scanning both sorted lists, we can subsequently augment each point with a representation of the hyperrectangle
rather or region which contains the point. Both steps can be performed in O(sort(|S|)) memory transfers.
4.2.2.3. Step 2c: Expanding compressed edges. As already mentioned, the third case produces only one hyperrectangle when
applied to a hyperrectangle R in Tc . More precisely, applying the third case to a hyperrectangle R results in a cube C with
side length 32 lmax(R
′) which shares a corner with R and R ′ . The edge (R,C) is a compressed edge and needs to be replaced
with a sequence of splits. Govindarajan et al. replace all these compressed edges I/O-eﬃciently by simulating one phase of
the internal memory algorithm [14] for constructing a fair split tree for each compressed edge (R,C). In the process, such
an edge is replaced by a tree T (R,C) whose leaves form a partition of R into boxes and which consists of a path from R
to C with an extra leaf attached to each node on the path except C .
Govindarajan et al. prove that the resulting tree T ′′ has size O(|S|). Further, they provide an I/O-eﬃcient implementation
based on scanning and sorting which uses O(sort(|S|)) I/Os. Hence, the expansion of all edges can be performed cache-
obliviously using O(sort(|S|)) memory transfers as well.
4.2.3. Step 3: Construction of T ′
Given the pseudo split tree T ′′ of S , Govindarajan et al. apply time-forward processing to remove every node R with
R ∩ S = ∅ from T ′′ and to compress all paths consisting of nodes having one child to a single edge in the resulting tree. The
overall process is only based on scanning, sorting and time-forward processing and can therefore be implemented eﬃciently
in the cache-oblivious model using O(sort(|S|)) memory transfers. The obtained tree is the desired fair split tree of S . As
the bound for the space consumption follows from the layout of the algorithm, this completes the proof of the following
lemma and, hence, also Lemma 6:
Lemma 7. Given a set S of points in Rd and a constant α ∈ [1 − 14d ,1), function PartialFairSplitTree (Algorithm 4.2) computes a
partial fair split tree T ′ of S using O(sort(|S|)) memory transfers and O(|S|/B) blocks of memory in the cache-oblivious model. Each
leaf of T ′ represents a subset of S with at most |S|α points.
4.3. Construction of the well-separated pairs
Once a fair split tree for the point set S is computed, Govindarajan et al. simulate the internal memory algorithm
for constructing the pairs {Ai, Bi} of the designated WSPD in external memory by applying the time-forward processing
technique performing an overall number of O(sort(|S|)) I/Os. Besides time-forward processing, the I/O-eﬃcient algorithm
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O(sort(|S|)) memory transfers as well.
As we followed the framework of Govindarajan et al. [23], the correctness of our algorithm for constructing a WSPD
follows directly. Hence, we have shown the following theorem:
Theorem 5. Given a set S of points in Rd and a separation constant s > 0, a well-separated pair decomposition for S with separation
ratio s having size O(sd|S|) can be computed using O(sort(|S|)) memory transfers and O(|S|/B) blocks of memory in the cache-
oblivious model.
5. Conclusions
Combining Theorem 5 with the results summarized in Lemma 5, we obtain our main result:
Theorem 6. Given a geometric graph G = (S, E) which is a t-spanner for S for some constant t > 1 and given a constant ε > 0,
we can compute a (1 + ε)-spanner G ′ = (S, E ′) of G with E ′ ⊆ E and |E ′| ∈ O(sd|S|) using O(sort(|E|)) memory transfers in the
cache-oblivious model.
We conclude by noting that the cache-oblivious algorithm for constructing a WSPD is of independent interest. For ex-
ample, constructing t-spanners with a linear number of edges can be performed easily in a cache-oblivious manner using
the WSPD: Given a set S of points in Rd and a real constant t > 1, construct a WSPD for S with separation ratio s = 4 t+1t−1
having size O(sd|S|) and add, for each pair {Ai, Bi} of the WSPD, exactly one (arbitrary) pair {x, y} of points with x ∈ Ai and
y ∈ Bi to an initially empty edge set E . It has been shown by Callahan and Kosaraju [13] that the resulting graph G = (S, E)
is a t-spanner for S with a linear number of edges. Furthermore, Arya et al. [8] show that one can construct a t-spanner of
spanner diameter at most 2 log |S| by ﬁrst selecting a special representative r(A) ∈ A for each node A of the corresponding
fair split tree and by subsequently adding the edge {r(Ai), r(Bi)} for every pair {Ai, Bi} of the WSPD to the initially empty
edge set E . An I/O-eﬃcient algorithm for choosing the representatives for each pair of the WSPD is given by Govindarajan
et al. [23]. Their approach is only based on scanning, sorting, and time-forward processing and can therefore be imple-
mented in an eﬃcient cache-oblivious manner as well. Using Theorem 5, we can restate their result [23, Theorem 4] in the
cache-oblivious model of computation.
Corollary 2. Given a point set S ⊂ Rd and some constant t > 1, we can compute a t-spanner G = (S, E) of linear size and diameter at
most 2 log |S| using O(sort(|S|)) memory transfers in the cache-oblivious model.
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