This paper is concerned with localization properties of coherent states. Instead of classical uncertainty relations we consider`generalized' localization quantities. This is done by introducing measures on the reproducing kernel. In this context we may prove the existence of optimally localized states. Moreover, we provide a numerical scheme for deriving them.
to pulses with Gaussian envelope function. But this is dicult to implement too and, moreover, allows no exibility in specifying more sophisticated localization attributes; e.g., in order to obtain an accurate spatial resolution while allowing a certain frequency uncertainty, the ambiguity function Π should have fast decay with respect to range and a moderate decay with respect to doppler frequency, e.g. −4 (1 + log(1 + |φ|)) −1 .
|Π(φ, τ )| ≤ (1 + |τ |)
(1.1)
With the theory presented here in the paper at hand, we may now proceed as follows: given the specic localization characteristic (1.1) in the range doppler plane, compute the optimal waveform to be transmitted. To be more general, we consider measures of uncertainty or delocalization in phase space (range doppler plane) and we shall prove the existence of optimally localized states (waveforms).
In principle, general wavelet transforms
associated with the square integrable irreducible representation U of a locally compact group G provides a one to one correspondence between the state Hilbert space H and a reproducing kernel Hilbert space over the group. The reproducing kernel is up to a normalization the wavelet transform of the wavelet itself
This kernel can be interpreted as the Heisenberg box of the phase space. In this paper we shall be concerned with localization properties of these reproducing kernels. In fact the reproducing kernel of wavelet analysis cannot be arbitrarily well localized. For instance, there is no wavelet such that the associated reproducing kernel is compactly supported. Obviously here is no universal way of quantifying localization. Instead we propose to quantify localization through the following and similar families of cost functionals
where w is some positive weight, decaying at ∞. We will prove that this functional and similar localization functionals are weakly lower semi-continuous. It therefore has a minimizer over any weak* compact set. In other words: for any such measure of localization there is at least one optimal state. Localization of wavelet transforms has been considered before, see e.g. [17, 15, 9, 8] . In [9, 8] the authors consider localizing wavelet coecients with respect to some preassigned analyzing wavelet and a compact subset in the wavelet plane. In their approach the analyzing wavelet was xed. In this paper, however, we consider the nonlinear problem of optimizing the localization of the reproducing kernel. Since the reproducing kernel depends quadratically on the underlying wavelet, this problem is by nature highly nonlinear and therefore an explicit expression of the optimal state seems to remain a pipe dream. However, in the last section we discuss a numerical procedure to approximately compute such optimally localized states.
The basic formulas
Let us recall the basic formulas of continuous wavelet transform associated with a square integrable group representation. We only recall the few facts that are necessary for this paper. For more details we refer to, e.g., [10] , [13] . Let G be a non-compact, locally compact, and σ compact topological group and G g → U (g) a unitary, strongly continuous, irreducible, square integrable representation in some Hilbert space H. The wavelet transform of s ∈ H with respect to g ∈ H is point-wise dened for
The left and the right invariant Haar measures are denoted by dλ and dρ. They are dened up to some positive factor. Over G we consider the two Hilbert spaces L 2 (G, dλ) and L 2 (G, dρ). We suppose that dλ and dρ are scaled suitably so that the mapping
) is an isometry between these two Hilbert spaces. A wavelet is called
(G, dλ). Thanks to the formula
(G, dρ). We denote the set of all admissible wavelets by A. For g, h ∈ A and s, u ∈ H the following equation holds
where C is a densely dened, closed, positive quadratic form. Its form domain is precisely A. We write c g,h = C(g, h) and c g = C(g, g). By the rst representation theorem there is a closed, linear operator T such that for all u ∈ D(T ) and v ∈ A we have
The space A is in general a non-closed subspace of H. However, since C is a closed quadratic form it becomes a Hilbert space with respect to
Convergence in A will be understood with respect to this norm. From equation (2.1) it follows that in particular W g is for admissible, non-zero g a multiple of an isometry
The adjoint of the wavelet analysis is a wavelet synthesis
Formally it can be written as follows
We have for
The combination W g M h can be written as non-commutative convolution operator. If we dene on L
In particular we will use the following formula over and over
General Localizations
Before formulating the general existence theorem we consider the particular case of localization measures through a weighted L ∞ norm. Consider therefore a positive function w : G → R + . We suppose that w is symmetric
and invariant under the G action in that for all y ∈ G we can nd a c > 0 such that
. Moreover, we consider weights, for which either of both (and hence both) of the following holds
A natural measure for the localization of a function r over G with respect to w is the following weighted norm sup
|r|.
Note that Σ h may contain non-admissible vectors. The admissible wavelets in Σ h are reconstruction wavelets for h :
We introduce the following functional on H.
whenever the right hand side is nite. In all other cases we set Φ[s] = ∞. We now can formulate the rst theorem.
Theorem 1 Let h ∈ H, h = 0, be such that Φ[h] < ∞. Then there exists a wavelet
g ∈ Σ h such that for all u ∈ Σ h we have
In other words, the localization functional Φ has a minimizer in each Σ h , for all h, which have some regularity as expressed through |W h h| ≤ w. Note that we have to require, that Φ[h] < ∞. This ensures, that the set of functions having a w localization is not empty. In turn, this is a requirement for w in which it should not be decaying too fast (e.g. compactly supported weights are not possible).
Actually this kind of results can be generalized to a more abstract setting as follows:
of functions over G with continuous embeddings. B should be a lattice, || |s| || B = ||s|| B . We then can dene a localization with respect to B simply as
We include the value Φ = ∞ in the natural way. For B and K we further suppose that the following holds:
Invariance of B B should be G bi-invariant: for all y ∈ G there is an b > 0 such that
It should be stable under inversion
Then we have u(x) = s(y
Semi-continuity of B norm Suppose further that the following inequality holds for the norm in B : if s n ∈ B is any sequence of non-negative functions s n ≥ 0 then consider s = lim inf n→∞ s n . Then we require that
In classical L p spaces this is a direct consequence of Fatou's lemma
Compact embedding of K For the space K we suppose that the following compact embedding property holds:
Convolution mapping The two spaces B and K are linked through the following convolution property: for xed r ∈ B the convolution product with r is a linear operator
and it is bounded ||r * u|| K ≤ d||u|| B , with d depending only on r.
Nonempty We suppose that there is at least one
. and thanks to the following lemma.
Lemma 1 Let h ∈ A, h = 0 be given. Then g ∈ H is actually in A if and only if
The square root of the left hand side denes a norm which on A is equivalent to the norm of A : c
Thanks to the formula
and the isometric property of the wavelet transform we may conclude.
Under the above conditions, the following theorem holds.
Theorem 2 There is a g ∈ Σ h ∩ A such that for all u ∈ Σ h we have
This function g then satises
Typical examples for such spaces B are as follows. As space B we take the functions for which we have
We write also B w,∞ for this space. For the space K we take the analogue space of functions with weight u = w * w. If now u ∈ L 2 (G, dλ + dρ) then we are in the setting of the rst theorem. We only have to convince ourselves that all properties of the stated spaces are satises. The only non-trivial property is now the compact embedding. On each K m we can therefore nd a uniformly convergent subsequence. Therefore upon choosing a suitable diagonal subsequence we may suppose that for m > m
We therefore have
and thus s m is a Cauchy sequence. Its pointwise limit exists, and thanks to Fatou lemma is in L
A second family is given by
We denote by and B w,2 the associated Banach space. This means, we consider localization quantities of the form
If w is such that
and thus we have B w,2 * B w,2 ⊂ B η,∞ . Therefore the theorem applies if we choose for the space K = B η,∞ . and we have the existence of an optimally localized reconstruction wavelet. We now prove the theorem. To start we analyze the mapping properties of Φ. We denote by ∆ the domain of Φ.
∆ = {s ∈ H : Φ[s] < ∞} ⊂ A.
Lemma 3 The functional Φ is strongly H -lower semi-continuous on ∆. More precisely
Proof. Since W un u n → W u u point-wise and thus by hypothesis of semi-continuity of the B-norm
We even have Lemma 4 The functional Φ is H-weakly lower semi-continuous on ∆\ {0}. More precisely, for any H-weak convergent sequence ∆ g n → g ∈ H, g = 0 with g n ∈ ∆ we have
Proof. Let
Clearly γ ≥ 0. In the case that γ = ∞ the lemma holds true and we may suppose 0 ≤ γ < ∞. We may nd a subsequence which denote by g n with Φ[g n ] < ∞, and
. By hypothesis there is an h ∈ D(T ) with Φ[h] < ∞. By the invariance of B it follows thanks to
that the whole orbit of h has the same properties. Since the representation is irreducible and T has dense range, we may suppose that c g,h = (g, T h) H = 0. For s ∈ A we have by continuity of the convolution We can even prove the following optimal localization result.
By weak convergence we have c g
Theorem 3 There is g with ||g|| H = 1, such that for all u ∈ H, with ||u|| H = 1we have
Proof. As before, we nd a weekly convergent sequence g n → g weekly with Φ[g] = inf ||s||=1 Φ[s]. Now as in the proof of lemma 4 we see that there is a strongly convergent subsequence g m(n) → g and thus ||g|| = 1.
The numerical approximation of localized states
As we have shown in the previous section, for each weight function satisfying certain conditions, there exists an optimally localized wavelet g. The term`optimality' is strongly connected with the associated Banach space norm · B .
Before providing a receipt of how to derive those optimally localized wavelets, we wish to be more concrete and to give a few examples of typical Banach spaces and weight functions to which our theory can be applied. To this end, let us consider the class of αmodulation spaces which are usually dened by means of the exible Gaborwavelet transform, see [3] ,
Since this transform is based on square integrability modulo quotients, we limit the subsequent consideration to the cases α = 0 and α = 1 (which ts then quite nicely with our framework, see below). For α = 0, the family {U (σ(x))g} is a Gabor system and W [2, 14] . In particular, one characterizes α-modulation spaces as follows (for simplicity we consider the wavelet transform of functions over R): for s ∈ R, for all 1 ≤ p, q ≤ ∞, and for α ∈ [0, 1) The numerical scheme developed below is limited to case p = q = 2 and applies thus not to all situations.
Let us now consider a concrete case which is a little beyond the above mentioned examples. Let L 2,w −1 with symmetric weight function
be the space under consideration. Then, in accordance with Theorem 3, the optimization problem can be casted as follows
In order to discretize the problem somehow, we may represent g by means of some frame
Consequently, the goal is to reconstruct a sequence {g λ } λ∈Λ = g ∈ 2 for which Φ(g) ≤ Φ(s), for all s ∈ H. Introducing for some x ∈ G the innite matrix
H , and thus we may write
Since the optimization problem is no longer convex, we have to apply adequate strategies for nonlinear problems. We suggest to make use of a Tikhonov-based iteration method for nonlinear problems which was developed in [16] . The technology to be applied here will always nd a critical point of Φ, and under additional assumptions on F and the solution one can assure that the critical point is a global minimizer. The method borrowed from [16] goes now as follows: Firstly, in order to obtain a problem which is hopefully easier to solve, we replace Φ by
where a is some auxiliary element in 2 . So far its not clear whether Φ s is positive or even bounded from below. Following the lines in [16] , i.e. choosing for α > 0 a ball around the origin K r and C adequately large (in dependence on F and Φ(a)), one can assure for all
The iteration process is now obtained by picking some initial g 0 = a and therewith some proper C > 0 and by deriving a sequence {g k } k∈N via
From this iteration we expect convergence at least towards a critical point of Φ. First, we have to make sure that the sequence of functionals is properly dened:
Lemma 5 Let a be given and K r , C be dened as in [16] . Then for all k ∈ N, Φ s (g; g k ) are bounded from below, and, moreover, for the minimizers g k+1 holds g k+1 ∈ K r . Let now A be the shorthand for A(e). A simple calculation shows: Lemma 6 The necessary condition for a minimum of (4.1) reads as The hope is that the right hand side of (4.2) denes a contraction. A straightforward computation shows,
To bound this quantity requires the Lipschitz-continuity of F [g], or in other words, the niteness of |||A(·)||| L 2,w −1 which is dicult to prove, but can be veried numerically: we may consider the spectral radius ρ (A(a, b) ) (for a particular frame, see below) as a function of (a, b) ∈ G. Figure 1 shows a sucient decay of ρ (A(a, b) ) and assures therewith that, for C large enough, the convergence of the xed point iteration (4.2) towards a unique minimizer g k+1 of Φ s (g; g k ) can be achieved. Moreover, we have with the help of [16] that the sequence {g k } converges at least towards a critical point of Φ. If we could impose more smoothness on F and on the solution g to be reconstructed, we could also achieve uniqueness.
Next, we have to ensure that g n+1 2 H = 1 (the index n stands now for the xed point iteration) holds true through the whole xed point iteration process, i.e. we have to determine α in each iteration step: 
))) 2 , we obtain Now we can summarize an algorithm for computing a critical sequence g for the minimization problem inf g H =1 Φ[g]:
• pick some initial g 0 (not too far o the expected solution) and some C > 0 (large enough)
• compute g k+1 = arg min g Φ In what follows we aim to illustrate the computation of an optimally localized wavelet. For sake of simply computing the operators A(x), we have chosen a (nite dimensional) Cauchy wavelet frame {ψ λ } ⊂ L 2 (R) of order N (here N=3). Thus, A(x) can be derived for each x ∈ G explicitly, see Figure 2 . The resulting iteration process to reconstruct at least a critical g is illustrated in Figure 3 , and the nal approximation with the time representation in Figure 4 . 
