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abstract
In current IR approaches documents are retrieved only according to the terms speciﬁed in
the query. The same answers are returned for the same query whatever the user and the
search goal are. In reality, many other contextual factors strongly inﬂuence document’s rel-
evance and they should be taken into account in IR operations. This paper proposes a
method, based on language modeling, to integrate several contextual factors so that docu-
ment ranking will be adapted to the speciﬁc query contexts. We will consider three contex-
tual factors in this paper: the topic domain of the query, the characteristics of the
document collection, as well as context words within the query. Each contextual factor
is used to generate a new query language model to specify some aspect of the information
need. All these query models are then combined together to produce a more complete
model for the underlying information need. Our experiments on TREC collections show
that each contextual factor can positively inﬂuence the IR effectiveness and the combined
model results in the highest effectiveness. This study shows that it is both beneﬁcial and
feasible to integrate more contextual factors in the current IR practice.
 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Consider a traveler who wants to ﬁnd information about ‘‘bus services in Java” prior to a travel to Java Island. He inputs the
query ‘‘bus service in Java” to a search engine, e.g. Google. The documents returned are those that contain the words ‘‘bus”,
‘‘service”, and ‘‘Java”. However, most returned documents talk about ‘‘enterprise service bus in Java”, a particular technology in
Java language: among the top 100 answers from Google,
1 99 concerns ‘‘Java language” and only one is related to ‘‘transporta-
tion” (however, it talks about bus service in Sri Lanka, which is irrelevant to the information need).
The overwhelming number of documents about ‘‘Java language” on the Web is not the only reason that leads to the above
result. Another important reason is the fact that the search engine only used the keyword bus, service and Java to determine
the results. No consideration is made on the user’s retrieval context: its domain of interest, i.e., travel. By and large, the
search behavior of the current search engines is context- and user-independent. It uses the ‘‘one-ﬁts-all” principle: the same
answers are returned for the same query for whatever user and for whatever search goal.
In reality, the query submitted by the user is not the only information about the underlying information need. In most
cases, query is only a very partial speciﬁcation of the information need. Many other contextual factors also provide useful
information about the information need (Saracevic, 1975; Metzler & Croft, 2005). To better satisfy the user, an IR system
should adapt itself to the particular retrieval context. That is, when it decides whether to retrieve a document, it should take
into account the contextual factors so as to make a decision as closely related to the user’s relevance judgment as possible.
Looking at the nature of user relevance judgment, we know that a document can be judged relevant by the user for several
reasons. It can provide (Zhang, Anghelescu, & Yuan, 2005):
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journal homepage: www.elsevier.com/locate/infoproman– Direct evidence, which explicitly gives an answer to a user’s question.
– Indirect evidence, which lets the user infer an answer to the question.
– Contextual evidence, which provides peripheral or background information surrounding an answer.
– Comparative evidence, which provides a basis for interpretation or inspires some answer through perceived similarity to
the question.
The current approaches to IR only consider the ﬁrst type of relevancy – direct relevancy. In addition, this type of relevancy
is determined in a rather simplistic manner: a document is retrieved if it contains each of the query terms. Thus, the retrieval
process is basically implemented as a word matching process.
We see here a clear gap between the ultimate goal of IR and its implementations. The study described in this paper aims
at developing an approach to IR that integrates some contextual factors.
As the study in Zhang et al. (2005) shows, the desired documents are highly inﬂuenced by the speciﬁc context in which
the query is issued. In this paper, we consider an adaptive IR system as the one that ﬁts in the query context and deﬁnes a
document ranking function according to the query context. So, our basic task is to make the ranking function dependent on
the contextual factors as much as possible.
There are various types of contextual factor for an information need. Some typical ones are as follows:
1. On the one hand, the domain of interest of the user (for the given query) provides useful hints to help interpret ambig-
uous query words such as ‘‘Java”. It also provides a set of background terms that are often used in the domain, but usually
omitted in the query. For example, the term computer rarely appears in a computer-related query. We will call this type of
contextual factor the domain context.
2. On the other hand, a query is submitted to a system to retrieve documents from a given collection. A collection covers a
particular set of documents. They deal with some particular topics, in certain domains, for a certain period of time, etc.
The query topic can be rarely or frequently covered by documents in the collection. Topics can also be developed together
with other related topics. These characteristics of the document collection also inﬂuence the way that the documents
should be ranked for a query. For example, if the query topic is developed frequently with another topic in the collection,
then a document on the second topic could also be relevant to the query.
Both above contextual factors provide what is called contextual evidence in Zhang et al. (2005). They are related to the
background of the query topic or peripheral events. According to Zhang et al. (2005), documents covering these related
topics can also be desired by the user.
3. In addition, the query itself can often provide useful information about the information need. For example, the fact that
Java co-occurs with program in a query strongly suggests that it concerns Java language rather than Java Island. This infor-
mation has not been fully exploited in previous IR approaches, in particular in query expansion: Usually, the expansion
terms are determined from each of the original query terms independently. In this study, we put a special emphasis on
this type of the query context. The terms that appear together with another term in a query implicitly help specify a par-
ticular meaning for the second term. Therefore, when we try to expand a query, context terms should be taken into
account in order to reduce ambiguity.
Previous studies have found many other useful contextual factors in IR such as the user’s task at hand, the time constraint,
and so on. In this paper, we will focus on the three contextual factors mentioned above, i.e., the topic domain of the query,
the collection characteristics, and the context information already speciﬁed in the query. The last type of context is speciﬁed
within the query. So we will also call it intra-query context, to contrast with the other two, which we call extra-query contexts.
The basic hypothesis in this study is that the imprecise retrieval results are largely due to the short and imprecise descrip-
tion of the information need by the query. In particular, little contextual information is included in the query. A solution to
this problem is to extend the query description so as to create a better and more complete description of the information
need in which contextual information is integrated. The query completion process is geared to add more contextual infor-
mation into the query. Therefore, we use this approach as a means to implement adaptive IR.
To illustrate that query expansion is a reasonable means to implement adaptive IR and to enhance the current IR
approaches, let us consider again the previous information need on ‘‘bus service in Java”. We now take into account the
current search context, i.e., the user is preparing a travel. We try to determine the relevant additional terms to add into
the query to make it more complete. Assume that we have determined ‘‘transportation” as a relevant term and expand
the query to ‘‘bus service inJava, transportation”. By adding this term, the query becomes less ambiguous, and it is more likely
(than before) to arrive at the correct interpretation. Indeed, if we submit the expanded query to Google again, 3 among the 20
top results become relevant. If we add more words such as ‘‘hotel” and ‘‘ﬂight” related to the Travel domain, even more
relevant documents are found: 12 results among the top 20 from Google deal with ‘‘bus transportation services in Java
Island”.
This example shows the potential impact of introducing more related terms into the query: they render the query less
ambiguous and more representative of the appropriate context. The above process is commonly called query expansion.I t
is usually believed that query expansion is a means to increase recall. In this study, we will use it as a means to increase
precision as well, as the above example illustrates.
The proposed framework is illustrated in Fig. 1, where the query is enhanced by different contextual factors.
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ristic or manual setting. In this paper, we will use the language modeling framework as the basic framework to integrate
contextual factors. Our implementation is more principled than most previous ones. In addition, more contextual factors
can be integrated in a similar way.
The choice of the language modeling framework is due to its robustness and its capability of capture the most important
characteristics from noisy data. In our case, the contextual factors are often loosely speciﬁed or are hidden in the large set of
text data. Statistical language models seem indicated in such a situation. In addition, recent studies in IR also show that lan-
guage models can achieve high retrieval effectiveness compared to other models.
Another contribution of this study is that we will show that the integration of multiple contextual factors can be per-
formed in the same framework, and more contextual factors can result in higher retrieval effectiveness. This suggests a
promising avenue for adaptive IR by integrating more contextual factors in the future.
In the remaining sections, we will ﬁrst describe the related approaches in the literature in Section 2. Then a general con-
text-dependent model is proposed in Section 3. It is built using a language modeling approach. In Section 4 the proposed
approach is then tested on several TREC collections. We will show that the proposed approach can signiﬁcantly improve
the retrieval effectiveness. Finally, some conclusions and future work will be presented in Section 5.
2. Related work
We will review three families of approaches directly related to this study: query expansion, pseudo relevance feedback
and use of user proﬁle.
2.1. Query expansion using term relations
Query expansion is a general approach that aims to improve query expression by adding related terms to the query. The
addition of new terms extends the original query so that it has a wider coverage than the original query. This method can
provide a solution to the short query problem in IR. Two key questions in query expansion are: (1) which terms are related
and should be added? (2) how are new terms weighted and integrated into the query?
Several types of resource have been used to determine related terms: thesauri, co-occurrence statistics and pseudo relevance
feedback.
A thesaurus contains a set of relations deﬁned between terms. Intuitively, it is good resource for query expansion. How-
ever, their effect in practice can be surprisingly low (Vechtomova & Karamuftuoglu, 2007; Voorhees, 1993, 1994). Some of
the reasons are as follows:
– Although a thesaurus such as Wordnet contains many relations validated by human experts, the coverage is far from
complete for the purposes of IR: not only linguistically motivated relations, but also association relations, are useful in
IR. For example, there may not be a formal linguistic or semantic relation between ‘‘peace talk” and ‘‘Middle East”, but
this association relation can be very useful for IR.
– Another problem is the lack of information about the appropriate context to apply relations. For example, Wordnet con
tains two synsets for ‘‘computer”, one for the sense of ‘‘machine” and another for ‘‘human expert”. It is difﬁcult to auto-
matically determine the correct synset to expand the word ‘‘computer” in a query in Computer Science area.
Co-occurrence relations or association relations are another type of relation commonly used, either to complement a the-
saurus or to replace it. It is assumed that two terms that co-occur frequently are associated to each other (Jing & Croft, 1994;
Smeaton & van Rijsbergen, 1983; Van Rijsbergen, 1977). Typically, one extracts co-occurrence relations between two single
words, for example, ‘‘york ? new”, because the term new often co-occurs with york. One should notice that such co-occur-
rence relations are very noisy: frequently co-occurring terms are not necessarily related. For example, in newspaper articles,
common words such as ‘‘year”, ‘‘time” and ‘‘report” often have strong co-occurrence relations with many words, but they are
not truly related to these latter.
User profile:
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Fig. 1. Illustration of context-dependent IR.
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van Rijsbergen, 1983). In Grefenstette (1992), it is shown that when queries are expanded using term co-occurrence infor-
mation, worse system effectiveness can be obtained. Smeaton and van Rijsbergen (1983) also did not observe a noticeable
improvement using co-occurrence relations for query expansion, and this was believed to be due to the limited amount of
data. Peat and Willett (1991) observed that statistical relations usually link terms of similar frequency of occurrences in doc-
ument collection. They have similar degree of generality or speciﬁcity to the application area. Adding such a related term into
a query does not make the original query more speciﬁc or more general. Therefore, it does not bring much new information
to the query. In addition, as users tend to use frequent words in their queries, the added words also tend to be frequent
words, which have poor discriminative value to distinguish a document from the others.
We observe that another important reason lies in the fact that co-occurrence relations are highly ambiguous. Indeed,
co-occurrence relations are usually established between single words such as ‘‘Java ? programming”. The validity of such a
relation is strongly context-dependent: the above relation is valid only in computer-related context. However, the appro-
priate application context is not at all speciﬁed in this relation. Therefore, when the word ‘‘Java” is encountered in a query,
the relation is always applied and the term programming added, leading unavoidably to much noise for non-computer-
related queries. Attempts have been made to select the best expansion terms considering all the query terms. For example,
one may sum up the relations of the candidate expansion term to all the query terms (Qiu & Frei, 1993). However, this
does not provide a radical solution to the problem because the term relations summed up are still created between the
expansion term and each of the single query terms. It is possible that an expansion term accumulates a strong sum with
the query terms, yet it is inappropriate for expanding the query in the query context. For example, the term year may have
relatively strong relations with the words in the query space program because it co-occurs often with the latter in docu-
ments. Yet this term is an inappropriate (and useless) expansion term for the query. This example shows that the ap-
proach proposed in Qiu and Frei (1993) is ineffective in ﬁltering out common terms that are inappropriate for query
expansion.
Lau, Bruza, and Song (2004) propose a logical approach to deal with this problem. They deﬁne logical relations to encode
domain knowledge (i.e., relations between terms) in different contexts. For example, in Computer Science, we have
‘‘Java ? programming” and in Volcanology, we have ‘‘Java ? Merapi” and ‘‘Java ? volcano”. In order to distinguish them,
Lau et al. propose to add stronger logical conditions to the relations, such as ‘‘Java ^: computer ? Merapi” and Java ^ com-
puter ? programming”. Although this approach can prevent the relations from being applied in a wrong context, it is difﬁcult
to use it in practice because of the difﬁculty to determine the strong logic conditions required (e.g. the negated terms).
An alternative is to use domain-speciﬁc relations to expand queries in the corresponding domain. For example, we can
include ‘‘Java ? programming” in the Computer Science domain and ‘‘Java ? Merapi” in the Volcanology domain. For a query,
the appropriate relations are applied. However, in many situations only general relations are available.
In this study, we propose to use context-dependent term relations that are less strict than those deﬁned in Lau et al.
(2004). In particular, we will not require that the logical relations between terms are clearly speciﬁed. We only require a
loose condition that some word appears in the same context (i.e., text window). This less strict relation is easy to identify
in practice. More speciﬁcally, we propose to add some context words into the condition of an implication such as in {com-
puter,Java} ? programming. That is, instead of concluding, from Java ? programming, that programming is always related to
Java, we will conclude that programming is related only if we observe both computer and Java in a query.
This approach shares a common virtue with some existing studies: the consideration of the relationships between terms
in the same context. For example, Gao, Nie, Wu, and Cao (2004) explicitly model dependencies between query terms and
document are required to contain the same term dependencies. Vechtomova and Karamuftuoglu (2007) uses lexical chains
as a measure of term dependency, while Metzler and Croft (2005) use term proximity instead. In Metzler and Croft (2005),
the proximity criterion is used on all combinations of query terms. In Possas et al. (2005), instead, useful subsets of query
terms are determined and term dependency is considered only for these subsets.
The above family of approaches considers term dependency from a different perspective than ours: term dependency is
considered between the query terms and it is used as an additional requirement to single terms for relevant documents –
relevant document should not only contain single query terms, but the query terms should have strong dependencies as
in the query. In our case, we also consider a contextual term dependency, but for the purpose of suggesting related terms
for expansion. This aspect is complementary to the previous one.
2.2. Pseudo relevance feedback and collection characteristics
Pseudo relevance feedback is another common method to determine expansion terms. These terms are extracted from the
top-ranked documents returned with the original query.
It is interesting to compare query expansion and pseudo relevance feedback. Both aim to expand the original query, how-
ever, from different perspectives. In the ﬁrst case, we indeed exploit the general relationships between terms, either the rela-
tionships are created manually in a thesaurus or extracted automatically from a document collection. In the second case, the
extraction of terms is circumvented within a subset of documents that are returned by the system. The term extraction pro-
cess can be considered to be similar to a co-occurrence analysis within these documents, since the terms that occur fre-
quently within these documents also have high co-occurrence counts with the query terms in these documents.
However, an important difference between them is that co-occurrence only reﬂects the relation between a term and another
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(1996) called the two cases global and local context analysis, respectively.
Instead of blindly using all the feedback documents, Kurland, Lee, and Domshlak (2005) try to group the feedback doc-
uments into several clusters, and only some clusters are selected and used to expand the query. Liu and Croft (2004) use
a similar approach, but on document: they use the document cluster corresponding to a document to enhance (smooth with)
that document.
All the above approaches, as well as those based on co-occurrence analyses, exploit implicitly collection characteristics.
The co-occurrence relations extracted from a document collection reﬂect the way that terms are used in the collection: they
are often used together with some other terms. The implicit exploitation of collection characteristics is even stronger in
pseudo relevance feedback. The subset of documents used to determine expansion terms are those that are related to the
query in the given collection. These documents strongly reﬂect the way that the query topic is developed and described
within the collection. The query topic can be described together with some other topics. For example, in a collection of news-
paper articles covering the period of the event of ‘‘9–11”, the term ‘‘New York” is strongly related to ‘‘terrorism”, ‘‘air hijack-
ing”. Therefore, the feedback documents for the query ‘‘New York” would likely contain these terms. On the other hand, from
another document collection covering a different period of time, the feedback documents would more likely describe ‘‘stock
exchange”. Therefore, feedback documents implicitly reﬂect some collection characteristics related to the query topic. The
collection characteristics extracted from the feedback documents can also be used to expand the query.
2.3. User proﬁle and domains of interest
A user may be interested in some particular (preferred) topics. These latter can be speciﬁed by the user or deduced auto-
matically through his/her past queries and browsing history (Dumais et al., 2003; Kim & Chan, 2005; Schamber, Eisenberg, &
Nilan,1990;Teevan,Dumais,&Horvitz,2005).Inpreviousstudies,auserproﬁlehasbeenconsideredasasetofweightedterms
(or a vector, a statistical language model, etc.). It is used to re-rank the results returned by the system so as to favor those that
correspond to the proﬁle. The hypothesis made in this approach is that a user tends to be interested in the same topics.
However, in previous studies, one single user proﬁle is usually created for a user. For a user who has stable topics of inter-
est and for a new query that concerns the same topics, such a personalization method is useful. Problems arise if the user is
interested in a large variety of topics or if the new query concerns an independent topic. In this case, a document related to a
preferred topic in the user proﬁle may be unduly favored.
A few studies have tried to exploit several topic domains for queries (Liu, Yu, & Meng, 2002; Wei & Croft, 2007). Liu et al.
(2002) deﬁned a set of omains using ODP directories. The domains related to a query are identiﬁed automatically according
to the query and used to re-rank the retrieval results. A similar approach is used in Wei and Croft (2007), where domain
models are created using ODP categories and user queries are manually mapped to them. However, the experiments showed
variable results. In some of the cases, improvements are observed whereas in other cases, no improvement or even degra-
dation is observed. It remains unclear whether domain models can be effectively used in IR.
Weobservethatmostpreviousstudieshaveoftenlimitedthemselvestoconsideronlyonecontextualfactor.Infact,various
contextual factors act simultaneously on the query, and they specify, together with the query, the information need. It is re-
quiredthatvariouscontextualfactorsbeconsideredtogetherduringIRoperations.Thisistheapproachproposedinthisstudy.
When multiple contextual factors are considered, they can act on the query simultaneously and may interfere with each
other. For example, the topic domain of the query has a strong inﬂuence on the relevant term relations to be applied; and the
related terms suggested by considering term relations may overlap with those extracted from the feedback documents.
However, in this paper, we will take a rather simple approach: We assume that each contextual factor tries to specify an
information need from a different perspective and its effect is stochastically independent from those of the other contextual
factors.
3. A language model for integrating several context factors
The inﬂuence of a contextual factor can be modeled and used in different ways. For example, one can integrate the topic
domain factor into a strong logical framework as in Lau et al. (2004). One can also use each factor as a means to re-rank re-
turned documents. It is also possible to use it to determine related terms to expand the query. In this paper, we will use the
query expansion approach due to the following reasons:
1. The query expansion approach is easy to implement. It is consistent with the current IR implementation and does not
require a radical change of the latter.
2. The approach can be effective to orient the search to the documents in the appropriate context. This has been illustrated
by the example we showed in Section 1.
3. The document re-ranking approach used in previous studies can be considered as a special case of query expansion.
Indeed, both try to deﬁne a new scoring function for documents, but this only affects the top-ranked documents for doc-
ument re-ranking, while it affects all the documents in query expansion. So, query expansion is a general way to take into
account additional factors for scoring.
J. Bai, J.-Y. Nie/Information Processing and Management 44 (2008) 1901–1922 1905Our goal is to create an enhanced query by integrating all the related terms suggested by different contextual factors. We
will use statistical language modeling (LM) as the basic framework. As we mentioned earlier, this framework has the qual-
ities that we require: the robustness and the capability of capturing the most important features from a large set of data. It
seems to be an appropriate framework to implement our approach.
The basic LM approach deﬁnes a ranking score according to the negative KL-divergence as follows:
ScoreðQ;DÞ¼
X
t2Q
PðtjhQÞlogPðtjhDÞ
where PðtjhQÞ and P(tjhD) are, respectively, the language model for the query Q and for the document D. The idea of using KL-
divergence can be roughly explained by the following principle: if we observe a large divergence between the document
model and the query model, then the document is considered not to correspond well to the query. Therefore, the negative
KL-divergence can be used as a ranking function.
The most basic query model is deﬁned by Maximum Likelihood Estimation (MLE). We will denote this model for query Q
by h
0
Q. On the other hand, the document model should be smoothed to avoid the zero-probability problem. One can ﬁnd sev-
eral smoothing methods for IR in Zhai and Lafferty (2001). So, the traditional LM approach can be formulated as follows:
ScoreðQ;DÞ¼
X
t2Q
Pðtjh
0
QÞlogPðtjhDÞ
We now assume that each of the contextual factors, when acting on a query Q, will create an additional language model for Q
as follows:
– Knowledge model: This is the result of applying term relations to the query. We call this model knowledge model
because the term relations that we apply here correspond to the general knowledge. However, we will distinguish
two types of term relations: context-independent and context-dependent relations, as we discussed in Section 2.3.
In particular, we will advocate the utilization of the second type of relation. By applying term relations, some addi-
tional terms will be suggested. These terms deﬁne a new language model h
K
Q for query Q and we have Pðtjh
K
QÞ such
that
P
t2VPðtjh
K
QÞ¼1.
– User proﬁle and domain of interest: Every query is submitted in a speciﬁc domain of interest (e.g. sport or politics). The
domain of interest of the query can be used to suggest useful background terms in the domain. The background terms are
the common terms subsumed by the given domain and for any query in this domain. A domain model h
Dom
Q is a language
model that speciﬁes the common terms used in the domain of the query.
– Collection characteristics: A document is retrieved from a collection, which can contain documents covering a certain per-
iod of time and in certain areas. In a collection, a topic is often described together with some other topics. These latter are
considered to be the related topics in the given collection. We use a set of feedback documents to reﬂect the collection
characteristics related to the query. A feedback model h
FB
Q will be constructed from the feedback documents.
Once all theses models are constructed, the ﬁnal query model can be deﬁned by combining them as a linear mixture mod-
el as follows:
PðtjhQÞ¼
X
i2X
aiPðtjh
i
QÞ
where X = {0,K,Dom,FB} is the set of all component models, i.e., the original query model, the knowledge model, the domain
model and the feedback model. The parameter ai (with
P
i2Xai ¼ 1) deﬁnes a mixture weight for each component model. The
mixture weight denotes the relative contribution of the corresponding model. So, the ﬁnal query model can also be seen as a
weighted combination of all the component models.
Given the above ﬁnal query model, we use the following score function based on KL-divergence to score documents:
ScoreðQ;DÞ¼
X
t2V
X
i2X
aiPðtjh
i
QÞ
"#
logPðtjhDÞ¼
X
i2X
ai
X
t2V
Pðtjh
i
QÞlogPðtjhDÞ
We can further deﬁne the following score function according to each of the component models (i 2 X):
ScoreiðQ;DÞ¼
X
t2V
Pðtjh
i
QÞlogPðtjhDÞ
Then, the ﬁnal document score can be rewritten as follows:
ScoreðQ;DÞ¼
X
i2X
aiScoreiðQ;DÞ
This combination of the scores can more explicitly show the relationship with document re-ranking, which also combines
additional scores to deﬁne a ﬁnal score.
Let us now describe each of the component context models – knowledge model, domain model and feedback model.
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A knowledge model is constructed from a set of term relations. Let us consider the following general form of term
relations:
f...tj;tk ...g!ti
which means when we observe the terms {tj,tk,...} together, we can conclude that term ti is related. Here {...tj,tk...} simply
means that these terms appear together in a query or within a window. No other constraint is imposed on the relationship
between them in this paper (although stricter relations could be imposed). The traditional context-independent term rela-
tion tj ? ti is a special case of the above general form.
For example, {Java,language} ? programming means that when we observe Java and language in the same query, then the
term programming can be deduced. This is a weaker relation than the logical relations used in Lau et al. (2004). Indeed, the
proposed type of relation follows the same principle as Yarowsky’s study (1995), which tried to determine the appropriate
word sense according to one relevant context word in the sentence. However, the goal here is not word sense disambigua-
tion (i.e., to determine the exact meaning of a word), but rather word sense discrimination (Schütze & Pedersen, 1997) (i.e.,
to distinguish between different meanings for a word). The purpose of our word sense discrimination is to determine the
related terms in the given context, and not the exact meaning of the terms.
Notice that we do not consider the case that the conclusion is also a set of terms or compound terms, although this is not
precluded in principle. The reason is the current LM approach uses a unigram model. For comparability to previous ap-
proaches, we have restricted the experimental work in this paper to a unigram representation, but it is of course possible
to extend the approach in the future to include the compound term aspect.
The condition part of the above relation can be arbitrarily long. In practice, however, we do not need to create long con-
ditions. This is because:
– In most cases of ambiguous words, the addition of one useful context word sufﬁces to disambiguate it.
– When the condition of a relation becomes longer, its applicability also becomes more limited.
– The extraction of relations with a longer condition is more complex to extract in time and space. So, one should limit the
size of the condition.
Therefore, we will advocate the utilization of relations whose condition contains two terms:
ftj;tkg!ti
In our experiments, we will show that it is not more helpful to include more than 2 terms in the condition of the relation. In
our subsequent discussions, we will refer to the above relation as context-dependent relation, and to the traditional co-occur-
rence relation as simple co-occurrence relation or context-independent relation.
Term relations have been used in several recent language models in IR, either for document expansion or for query expan-
sion. For example, Berger and Lafferty (1999) proposed a translation model that expands the document model. This approach
is further extended in Cao, Nie, and Bai (2005) to include more types of relation. The same approach can also be used to ex-
pand the query model (Bai, Nie, Bouchard, & Cao, 2007). Following the principle of Berger and Lafferty (1999), we can inte-
grate the simple co-occurrence relation to create a new query model as follows:
Pðtijh
co
Q Þ¼
X
tj2V
Pðti;tjjh
co
Q Þ¼
X
tj2Q
Pcoðtijtj;h
co
Q ÞPðtjjh
0
QÞ
By assuming Pcoðtijtj;h
co
Q Þ PcoðtijtjÞ, we have
Pðtijh
co
Q Þ¼
X
tj2V
Pðti;tjjh
co
Q Þ¼
X
tj2Q
PcoðtijtjÞPðtjjh
0
QÞ
where Pco(tijtj) represents the context-independent co-occurrence relation between tj and ti. In this case, the model h
co
Q rep-
resents a probabilistic term distribution: only the terms with Pco(tijtj) > 0 has a non-zero-probability in this model.
A way to estimate the probability Pco(tijtj) is by using the traditional co-occurrence relation between two terms, which is
deﬁned as follows:
PcoðtijtjÞ¼
cðti;tjÞ
P
tl cðtl;tjÞ
where c(ti,tj) denotes the co-occurrence counts of two terms in text windows of ﬁxed size.
The above approach can be directly extended to context-dependent query expansion. To distinguish from the previous co-
occurrence model, we call this model knowledge model and denote it by h
K
Q. It is deﬁned as follows:
Pðtijh
K
QÞ¼
X
ðtjtkÞ2Q
PKðtijtjtkÞPðtjtkjh
0
QÞ
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follows:
PKðtijtjtkÞ¼
cðti;tj;tkÞ
P
tlcðtl;tj;tkÞ
where c(ti,tj,tk) denotes the co-occurrence count of three terms in text windows of ﬁxed size.
The probability Pðtjtkjh
0
QÞ can be determined in several ways. The simplest way is to assign a uniform value to all the word
couples in the query, i.e.
PðqiqkjQÞ¼
1
jQjB
where jQjB is the number of word couples in Q. Another possible way is to determine it according to the strength of connec-
tion between the two terms (e.g. by mutual information). It is also possible to try to select a subset of groups that cover min-
imally the whole query (similar to minimal spanning tree). However, our tests do not show any advantage using the latter
approaches. So, we will use the uniform assignment in this paper.
The document score according to the knowledge model is then deﬁned as follows:
ScoreKðQ;DÞ¼
X
ti2V
Pðtijh
K
QÞlogPðtijhDÞ¼
X
ti2V
X
ðtjtkÞ2Q
PKðtijtjtkÞPðtjtkjh
0
QÞlogPðtijhDÞ
Notice that in the above score function, we have to look at all the terms in the vocabulary ti 2 V. This is time-consuming and
unrealistic. In practice, however, we observe that only a small set of terms are strongly related to the query, and most weakly
related terms are indeed noise and it is usually better not to retain them as expansion terms. Therefore, we can keep only a
subset E of strongest expansion terms (E is set at 100 in our case). Then the score function becomes:
ScoreKðQ;DÞ 
X
ti2E
X
ðtjtkÞ2Q
PKðtijtjtkÞPðtjtkjh
0
QÞlogPðtijhDÞ
The number of relations determined in this way can be very large, with a theoretical upper bound of O(jVj
3). However, many
relations have very low probabilities and are often noise. Therefore, we further apply the following ﬁltering criteria on
relations:
– The mutual information between the terms MIðtj;tkÞ¼log
Pðtj;tkÞ
PðtjÞPðtkÞ > 0.
– P(tijtjtk)>d (d = 0.0001 in our case).
By these ﬁltering criteria, we are able to reduce considerably the number of relations. For example, on a collection of
about 200 MB, with a vocabulary size of about 148 K, we only keep about 137 M such relations, which remain tractable. No-
tice also that the increase in the actual number of relations will not be polynomial to the increase of the vocabulary. Indeed,
the later added terms are relatively rare terms. As rare terms can only be combined with a small number of other terms, the
number of new relations generated will be small.
To see the impact of adding a context word in the relations, let us consider one of the test queries ‘‘space program” and
compare the expansion terms they suggest. Using context-dependent relations, we can determine the following expansion
terms (the related terms are in bold):
{space,program}?
shuttle:0.0174 soviet:0.0146 nation:0.0124 station:0.0105 US:0.0098 man:0.0093 year:0.0082 nasa:0.0076
launch:0.0069 ﬂight:0.0069 administration:0.0065 defense:0.0064 develop:0.0063 challenger:0.0055 billion:0.0053
america:0.0050 budget:0.0047 center:0.0046 aeronautic:0.0044 president:0.0043 base:0.0043 mission:0.0042
war:0.0041 include:0.0039 missil:0.0038 rocket:0.0038 research:0.0037 state:0.0037 astronaut:0.0037 agence:0.0037
science:0.0037 house:0.0035 star:0.0035 american:0.0034 money:0.0033 ofﬁce:0.0033 increase:0.0032 spend:0.0031
explorer:0.0031 work:0.0031 reagan:0.0030 unit:0.0030 support:0.0029 fund:0.0029 time:0.0028 million:0.0028
bush:0.0027 cut:0.0027 discovery:0.0027 satellite: 0.0022 booster: 0.0022 orbit: 0.0022...
Using the traditional context-independent co-occurrence relations, the following sets of terms are derived:
space?
shuttle:0.0140 launch:0.0091 nation:0.0078 soviet:0.0076 program:0.0075 ﬂight:0.0065 year: 0.0064 center:0.0064
station:0.0064 nasa:0.0060 administration:0.0057 mission:0.0048 aeronautic:0.0043 astronaut:0.0042 agency:0.0041
US:0.0040 rocket:0.0040 ofﬁce:0.0038 orbit:0.0036 challenger:0.0035 satellite:0.0034 system:0.0033 time:0.0032 dis-
covery:0.0032 man:0.0032 plan:0.0030 defense:0.0030 million:0.0030 day:0.0030 develop:0.0029 base:0.0029
state:0.0029 president:0.0029 air:0.0028 work:0.0026 research:0.0026 earth:0.0026 test:0.0026 missil:0.0025
include:0.0024 american:0.0023 unit:0.0023 ofﬁce:0.0023 report:0.0022 make:0.0021 engin:0.0021 people:0.0021
build:0.0021 crew:0.0020...
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year:0.0085 state:0.0055 million:0.0054 govern:0.0047 federal:0.0040 nation:0.0040 billion:0.0037 drug:0.0036
school:0.0034 include:0.0033 house:0.0032 percent:0.0032 people:0.0031 president:0.0030 educate:0.0029
depart:0.0029 work:0.0029 bush:0.0029 time:0.0028 develop:0.0028 ofﬁce:0..0028 US:0.0028 plan:0.0028 aid:0.0027
call:0.0026 report:0.0026 fund: 0.0026 service:0.0025 administration:0.0025 cut:0.0025 cost:0.0023 company:0.0023
support:0.0023 make:0.0023 television:0.0022 money:0.0022 show:0.0021 part:0.0021 space:0.0021 spend:0.0021 bud-
get:0.0021 congress:0.0020 increase:0.0020 propose:0.0020 student:0.0020 health:0.0020 american:0.0020
soviet:0.0019 country:0.0019 test:0.0019 new:0.0019...
Combining the two sets of expansion terms, we have
space program?
year:0.0074 shuttle:0.0073 nation:0.0059 launch:0.0049 soviet:0.0048 million:0.0042 state:0.0042 administra-
tion:0.0041 program:0.0037 center:0.0037 station:0.0037 ﬂight 0.0035 US:0.0034 ofﬁce:0.0033 nasa:0.0032 gov-
ern:0.0030 time:0.0030 president:0.0029 agency:0.0029 plan:0.0029 develop:0.0029 billion:0.0028 include:0.0028
work:0.0027 people:0.0026 house:0.0025 mission:0.0025 system:0.0025 federal:0.0024 report:0.0024 defense:0.0024
day:0.0024 percent:0.0023 bush:0.0023 test:0.0022 call:0.0022 make:0.0022 aeronautic:0.0022 astronaut:0.0021 amer-
ican:0.0021 base:0.0021 school:0.0021 unit:0.0020 research:0.0020 challenger:0.0020 drug:0.0020 depart:0.0019
air:0.0019 company:0.0019 month:0.0019 ...
Comparing the above list with that of {space,program}, we can see that the context-dependent expansion terms are more
related to the query: Not only the related terms are generally ranked higher, but also several new related terms (the under-
lined words) such as ‘‘science”, ‘‘explore”, ‘‘satellite”, ‘‘orbit” are found. We can expect that the corresponding query expansion
with context-dependent terms is more effective. This will be conﬁrmed by our experiments.
3.2. Extra-query context: domain of interest
We will exploit multiple topic domains of queries instead of a single user proﬁle. A topic domain is considered to provide
a background for the interpretation of a query. One can see at least two types of useful element in a domain:
1. A domain contains a set of domain-speciﬁc term relations. For example, in Computer Science,‘ ‘ Java?programming”i sa
valid relation, thus can be included in computer science-related domain.
2. A domain contains a set of frequently used speciﬁc terms. For example ‘‘pollution”, ‘‘rain”, ‘‘greenhouse”, etc. are such
terms for the domain of Environment. These terms are often implicitly assumed when a user issues a query in the Envi-
ronment domain such as ‘‘waste cleanup”.
These two types of element suggest two possible utilizations of domain: (1) using domain-speciﬁc term relations for
query expansion; (2) using domain-speciﬁc terms to complement the query. In the ﬁrst case, a term is considered to be
related to a query if it is connected with a term or a term combination through the term relations in that domain. So,
the related terms are both domain- and query-speciﬁc. In the second case, all the terms speciﬁed in the domain model
are considered to be related to any query in the corresponding domain. Therefore, the expansion process is domain-
speciﬁc.
The ﬁrst utilization is similar to the utilization of general term relations in query expansion we just described, ex-
cept that general term relations are now replaced by domain-speciﬁc relations. Intuitively, this approach seems to be a
reasonable way to deal with ambiguities in query expansion. For example, one can extract co-occurrence term relations
from a speciﬁc domain, and use these relations to expand queries in that domain. However, the domain-speciﬁc rela-
tions can be limited in coverage: queries can also contain general terms in addition to domain-speciﬁc terms, to which
domain-speciﬁc knowledge does not apply. In addition, domain-speciﬁc knowledge may overlap the general knowledge.
When the later is already disambiguated by the introduction of additional context words, they play a similar role to
domain-speciﬁc knowledge. Therefore, we will focus on the utilization of domain model as a set of speciﬁc terms
(although we will also test the other method). This strategy has been used in most previous studies on personalized
IR.
Let us denote the domain model for the query as h
Dom
Q . The score function according to the domain model is as follows:
ScoreDomðQ;DÞ¼
X
t2V
Pðtjh
Dom
Q ÞlogPðtjhDÞ 
X
t2E
Pðtjh
Dom
Q ÞlogPðtjhDÞ
In order to use the domain models as above, we have to deal with two problems:
  How to construct a model for each domain?
  How to select the corresponding domain model for a query?
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A domain model – a probability distribution over terms, can be constructed using a set of documents in the domain. To do
this, we assume that each domain contains a set of documents classiﬁed in it. These documents can be identiﬁed in two dif-
ferent ways: (1) using some existing deﬁnition of domains; (2) deﬁne one’s own domains.
One can take advantages of an existing domain hierarchy such as ODP and Yahoo! Directory, which also contain a set of
documents manually classiﬁed in each of the domains. The documents manually classiﬁed can be used to build domains
models. However, it is required that the user adhere to the existing domains. It is possible that the existing domain hierarchy
is inappropriate for a user and the user has to deﬁne his own categories. In some cases, the user’s own domains can be man-
ually mapped to an existing domain hierarchy. This is the approach used in Wei and Croft (2007). However, this approach is
not always feasible.
An alternative is to allow the user deﬁne his own domains and ask him to assign a domain DomðQÞ to his queries for a
period of time in order to collect example documents for each domain. In this case, we can collect example documents in
several ways:
– The user can judge the relevance of the documents to a query. The relevant documents can be classiﬁed into the domain
DomðQÞ of the query and then used in the construction of the domain model. However, the approach is difﬁcult to imple-
ment as most users consider the judgment of relevance as a burden and are not willing to do it.
– As an alternative, we can collect the documents that the user chooses to read or browse through for a query and include
them in the domain DomðQÞ. This strategy is similar to those that exploit user logs to guess the intent of the user, and is
more feasible in practice.
– One can also assume that the top-ranked documents are closely related to the query, thus should be classiﬁed into the
domain DomðQÞ.
In our experiments, we will simulate and compare the ﬁrst and the third approaches using TREC data. In the third ap-
proach, we will use the top 100 retrieved documents for each query. The second approach cannot be tested in our study be-
cause the lack of browsing information in the test data (TREC collections) we have. This will be an interesting approach to be
tested in the future.
Note that the third approach above is different from the feedback model: the third approach constructs a language model
for the domain using the top-ranked documents of all the queries in the domain; while the feedback model is constructed for
a single query. However, similar processes are used to construct both models.
Given a set of documents in a domain, the simplest approach to constructa domain modelis to use MLE. However, the doc-
uments in a domain do not only contain domain-speciﬁc terms. General terms in a language also occur frequently. Therefore,
byMLE,bothdomain-speciﬁcandgeneraltermswillbemixedup.Whatwedesire,however,isadomainmodelthatfocuseson
domain-speciﬁc terms only. It is then necessary to purify the domain model so that common terms can be ﬁltered out.
To do this, we employ expectation maximization (EM) (Dempster, Laird, & Rubin, 1997) algorithm to extract the speciﬁc
part of the domain. This process is the same as that used in Zhai and Lafferty (2001) for the extraction of the feedback model.
In this process, we assume that each document in the domain is the result of generation from both the domain-speciﬁc
model (to be extracted) and the general language model (approximated by the collection model). The goal of the EM process
is to extract the domain model such that the likelihood of the domain documents can be maximized.
More speciﬁcally, the likelihood of a domain document D is expressed as the following generation from a mixture of the
domain model and the collection model:
PðDjh
0
DomÞ¼
Y
t2D
½kDomPðtjhDomÞþð 1   kDomÞPðtjhCÞ 
tfðt;DÞ
where tf(t,D) is the term frequency of t in document D and kDom is a smoothing parameter. We ﬁx the parameter kDom at 0.5 as
advocated in Zhai and Lafferty (2001), where the same process is used to extract a feedback model. The reason to set kDom is
the same as in Zhai and Lafferty (2001): we assume that each document in the domain to be generated partly from the do-
main model and partly from the collection model, which represents the noise; and the relative contributions of the two parts
are assumed to be ﬁxed. This setting will force the noise part to be considered in this process, whereby, common noise terms
in the language can be attracted by the collection model and the domain model can be puriﬁed.
The EM algorithm is used to extract the domain model hDom that maximizes PðDomjh
0
DomÞ (where Dom is the set of doc-
uments in the domain), that is:
hDom ¼ argmax
hDom
PðDomjh
0
DomÞ¼argmax
hDom
Y
D2Dom
Y
t2D
½kDomPðtjhDomÞþð 1   kDomÞPðtjhCÞ 
tfðt;DÞ
During the EM process, the updating functions are as follows:
w
ðnÞðtÞ¼
kDomP
ðnÞðtjhDomÞ
½kDomP
ðnÞðtjhDomÞþð 1   kDomÞPðtjhCÞ 
ðE-stepÞ
P
ðnþ1ÞðtjhDomÞ¼
P
D2Domtfðt;DÞwðnÞðtÞ
P
D2Dom
P
tj2Dtfðtj;DÞwðnÞðtjÞ
ðM-stepÞ
where the superscript (n) means the value at step n. To start, we can assign P
(0)(tjhDom) is assigned the MLE value.
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before and after EM iterations (after 12 iterations).
We can see in the left part that the probabilities of domain-speciﬁc terms are much increased, while those of the general
terms in the right part are largely reduced. The domain model after the EM process can reﬂect the speciﬁc terms used in the
domain much better than with the MLE model.
3.2.2. Determining query domain
Once a set of domain models has been built, the next question is to assign the appropriate domain to a new query. We can
continue asking the user to assign a domain to each of his queries; however, this approach is not always realistic. An alter-
native is to determine the query domain automatically.
Query classiﬁcation is similar to text classiﬁcation, except that a query is much shorter than a text. Query classiﬁcation
has been investigated in several studies, for example (Shen et al., 2006). Several approaches can be used, such as SVM, Naïve
Bayes, etc. In our implementation we use language modeling to classify a query. This approach is an extension to the Naïve
Bayes approach, and has been used in Peng, Schuurmans, and Wang (2004) Bai, Nie, and Paradis (2004). We use this ap-
proach because we already have the domain model constructed. So, a classiﬁcation using language modeling does not re-
quire much additional cost. This approach can be described as follows: Given a set of domain models, we select the
closest one which has the highest score with the query, i.e.:
h
Dom
Q ¼ argmax
hDom
X
t2Q
Pðtjh
0
QÞlogPðtjhDomÞ
3.3. Extra-query context: feedback model and query’s collection context
Another extra-query context is collection characteristics related to the query. Many attempts have been made in IR to
create query-speciﬁc proﬁles that reﬂect some collection characteristics. The most common method is based on implicit
feedback or blind feedback (Croft, Cronen-Townsend, & Lavrenko, 2006; Kurland et al., 2005; Shen, Tan, & Zhai, 2005; Xu
& Croft, 1996; Zhai & Lafferty, 2001). In this study, we use the same approach. Given a set of blind feedback documents, a
feedback model Pðtjh
FB
Q Þ is extracted from it. The process is the same as the one used in Zhai and Lafferty (2001) to extract
the feedback model. The process is the same as we described for the extraction of domain models. So, we will not give more
details here. In our implementation, we will use the top 10 documents as pseudo feedback documents, and we will keep 100
top terms as expansion terms.
3.4. Parameter tuning
As several component models are combined to form the ﬁnal query model, an additional question concerns the setting of
the mixture weights. Two methods can be used to tune these parameters: with a training dataset containing queries and
relevance judgments, or without relevance judgments.
3.4.1. Tuning with relevance judgments
We assume that we have a set of training queries with relevance judgments. Using such a training data, we can directly
try to determine the best parameters that maximize the ﬁnal objective function, that is, the mean average precision (MAP), on
the training dataset.
Assume a set of parameters   a ¼h a0;aK;aDom;aFBi. The query model is described as:
PðtjhQ;   aÞ¼
X
i2X
aiPðtjh
i
QÞ
where X = {0,K,Dom,FB}. The document score is determined as follows:
ScoreðQ;D;   aÞ¼
X
t2V
X
i2X
aiPðtjh
i
QÞlogPðtjhDÞ¼
X
i2X
aiScoreiðQ;DÞ
Table 1
Term probabilities before/after EM
Term Initial Final Change Term Initial Final Change (%)
Air 0.00358 0.00558 +56% Year 0.00357 0.00052  86
Environment 0.00213 0.00340 +60% System 0.00212 7.13   e
 6  99
Rain 0.00197 0.00336 +71% Program 0.00189 0.00040  79
Pollution 0.00177 0.00301 +70% Million 0.00131 5.80   e
 6  99%
Storm 0.00176 0.00302 +72% Make 0.00108 5.79   e
 5  95
Flood 0.00164 0.00281 +71% Company 0.00099 8.52   e
 8  99
Tornado 0.00072 0.00125 +74% President 0.00077 2.71   e
 6  99
Greenhouse 0.00034 0.00058 +72% Month 0.00073 3.88   e
 5  95
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  a ¼ argmax
  a
MAPð  aÞ
This maximization problem cannot be solved using methods such as gradient descent because the objective function MAPð  aÞ
is not smooth. Instead, the MAP function can be viewed as a multi-dimensional function. For the latter, line search is a com-
mon method for its maximization (Possas et al., 2005). The basic idea of line search is to try to maximize each of the param-
eters in turn while keeping the other parameters unchanged in each iteration, until reaching the maximum MAP.
It is known that this algorithm can be trapped in a local maximum. In order to avoid this situation to some extent, we
repeat the line search 10 times, each from a random starting point. The best values among the 10 runs are kept. This ap-
proach has been used in IR and turned out to be effective (Gao, Qi, Xia, & Nie, 2005).
The above training process determines the values of the parameters on a training dataset. Then we assume that the same
parameters can be used on different test queries. In our experiments, we will see that the values we obtain in this process are
reasonable for a new dataset. These values are often close to the optimal values. So the parameters seem to be quite stable
across document collections and queries.
3.5. Tuning without relevance judgments
In many cases, we do not have relevance judgments. In this situation, we can exploit the set of feedback documents as
pseudo relevant documents and try to determine the parameters   a such that they maximize the likelihood of the feedback
documents. This principle has been widely used in IR, especially in the language modeling framework (Kurland et al., 2005;
Lavrenko & Croft, 2001; Zhai & Lafferty, 2001). We follow the same principle here.
Given a set of feedback documents FB, its log-likelihood according to the query model is deﬁned as follows:
LLðFBÞ¼
X
D2FB
PðDjhQÞ¼
X
D2FB
X
t2V
tfðt;DÞ
X
i2X
aiPðtjh
i
QÞ
However, the above likelihood cannot be maximized because of the zero-probability problem. We need to smooth the query
model with the collection model as follows:
LLðFBÞ¼
X
D2FB
X
t2V
tfðt;DÞ
X
i2X
aiPðtjh
i
QÞþaCPðtjhCÞ
"#
where aC þ
P
i2Xai ¼ 1.
We will further ﬁx the weight aC at some value (0.5) for the same reason as for kDom. The best mixture weights can be
determined using EM algorithm. These update functions derived are as follows (where X0 = {0,Dom,K,FB,C}):
w
ðnÞði;tÞ¼
a
ðnÞ0
i Piðtjh
i
QÞ
P
i2X0a
ðnÞ
i Piðtjh
i
QÞ
ðE-stepÞ
a
ðnþ1Þ
i ¼
P
D2FB
P
t2Vtfðt;DÞwðnÞði;tÞ
P
D2FB
P
t2Vtfðt;DÞ
ðM-stepÞ
This EM process is performed for each query. The training process is done online (during the retrieval time). Therefore, time
is critical. Fortunately, the EM process is guaranteed to converge and in practice, it converges rapidly. On average, about the
convergence occurs within 12 iterations. So, we set 12 as the limit of iteration in our implementation. In addition, the num-
ber of feedback documents is limited: we use the top 20 retrieved documents. So the calculation of the likelihood is also very
fast. In all, the EM process takes about 5 s in our experiments.
4. Experiments
The experiments aim to test whether the consideration of the contextual factors is beneﬁcial, i.e., whether it produces
higher retrieval effectiveness than the basic retrieval method. They also allow us to see if the proposed approaches to model
and to use the contextual factors are feasible in practice.
4.1. Test collections
The main dataset are those from TREC Disks 1–3 ad hoc tracks, including topics 1–150. This collection is chosen because
the topics 1–150 contain a manually speciﬁed domain for each topic. This is the only set of TREC topics with such domain
information. This allows us to test and compare different methods for query domain identiﬁcation. We use topics 1–50 as our
training topics, while topics 51–150 are used as test topics. Thirteen domains are deﬁned for these topics and assigned to
these queries: Environment, Finance, Science and technology, etc. Fig. 2 shows their distributions among the training and test
topics.
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We choose to use only the title of topic as our query because this corresponds to a more realistic situation – user queries
are usually very short.
The approaches described in the previous sections have been integrated with the Lemur toolkit.
2 We have extended this
toolkit to build different component query models and to integrate them. In all experiments, terms are stemmed using the
Porter stemmer and stopwords are removed.
As additional test collections, we also use the collections of TREC 7 and 8, for which no domain is manually indicated for
queries. These data are mainly used to test whether we can automatically assign a domain to each query and whether this is
helpful. Some statistics of the data are described in Table 2.
Notice that some queries only contain one word: there are, respectively, 4, 5 and 3 such single-word queries in the three
test query sets. For these queries, context-dependent term relations do not apply.
For each query, we will retrieve 1000 documents. These documents are used to evaluate the average precision (AvgP). In
addition, we also provide the precision at 10 documents (P@10) and recall (the number of retrieved relevant documents) as
additional measures.
4.2. Baseline methods
Two baseline models are used: the classical unigram model without any expansion, and the model expanded with the
feedback model. This latter model is also used as a baseline because this is a common method in current IR, and it produces
the state-of-the-art effectiveness.
The second baseline method is exactly the approach that expands the original query by the feedback model.
In all the experiments, document models are smoothed by Jelinek-Mercer smoothing. This choice is made according to the
observation made in Zhai and Lafferty (2001) that this smoothing performs very well for long queries. In our case, as queries
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Fig. 2. Distribution of domains.
2 http://www.lemurproject.org/.
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of baseline models.
Table 3 shows the retrieval effectiveness on all the collections with the two baseline methods. As found in many previous
studies, the model with feedback performs much better than the basic unigram model. The differences between them are
statistically signiﬁcant.
In addition to the increase in average precision, we also observe that P@10 and Recall are also increased. This shows that
the integration of the feedback model does not only increase recall (as one usually suggests), but also precision.
This experiment conﬁrms the advantage of considering the feedback model often shown in previous studies. As we dis-
cussed, the feedback model reﬂects indeed some query-related collection characteristics. Therefore, this experiment also
shows the advantage of considering query-related collection characteristics.
4.3. Using knowledge model
Let us ﬁrst test the integration of a knowledge model. We compare the utilization of context-dependent relations with the
simple co-occurrence relations. The column Without FB is compared to the baseline model without feedback, while With FB
is compared to the baseline with feedback. t-Test is performed for statistical signiﬁcance: ++ and + mean signiﬁcant changes
in t-test with respect to the baseline without feedback at the level of p < 0.01 and p < 0.05, respectively, while ** and * are
compared to the baseline model with feedback.
Table 3
Baseline models
Collection Measure Unigram model
Without FB With FB
Disks 1–3 AvgP 0.1570 0.2344 (+49.30%)
Recall/48,355 15,711 19,513
P@10 0.4050 0.5010
TREC 7 AvgP 0.1656 0.2176 (+31.40%)
Recall/4674 2237 2777
P@10 0.3420 0.3860
TREC 8 AvgP 0.2387 0.2909 (+21.87%)
Recall/4728 2764 3 237
P@10 0.4340 0.4860
Table 2
TREC collection statistics for second series of experiments
Collection Document sources Size (G) Vocab. # of Doc. Query
Training (Disk 2) AP (1988), FR (1988), WSJ (1990–1992), Ziff-Davis (1989–1990) 0.86 350,085 231,219 1–50
Disks 1–3 AP (1988–1990), DOE, FR (1988–1989), WSJ (1987–1992),
Ziff-Davis (1989-1990), PAT, SJM (1991)
3.10 785,932 1,078,166 51–150
TREC 7 (Disks 4–5) FBIS (1994), FR (1994), FT (1991–1994), LAT (1989–1990) 1.85 630,383 528,155 351–400
TREC 8 (Disks 4–5) 1.85 630,383 528,155 401–450
Table 4
Integration of knowledge model
Collection Measure Context-independent Context-dependent
Without FB With FB Without FB With FB
Disks 1–3 AvgP 0.1884 (+20.00%)++ 0.2432 (+3.75%)** 0.2164 (+37.83%)++ 0.2463 (+5.08%)**
Recall/48,355 17,430 20,020 18,944 20,260
P@10 0.4640 0.5160 0.5050 0.5120
TREC 7 AvgP 0.1823 (+10.08%)++ 0.2350 (+8.00%)* 0.2157 (+30.25%)++ 0.2401 (+10.34%)**
Recall/4674 2329 2933 2709 2985
P@10 0.3780 0.3760 0.3900 0.3900
TREC 8 AvgP 0.2519 (+5.53%) 0.2926 (+0.58%) 0.2724 (+14.12%)++ 0.3007 (+3.37%)
Recall/4782 2829 3279 3090 3338
P@10 0.4360 0.4940 0.4720 0.5000
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improvements, varying from 5.53% to 20.00% However, context-dependent relations can produce much larger improvements
in all cases, ranging from 14.12% to 37.83%.
When the feedback model is added, we still observe some additional improvements with both types of relation, however,
the improvement scales are reduced. This is not surprising because the feedback model and the knowledge model can suggest
some expansion terms in common. Despite this, the improvements generated by addition of the knowledge model are still
statistically signiﬁcant in 4 cases out of 6. This indicates that another part of the effects produced by feedback model and
knowledge model is different and complementary.
On Recall, we also observe improvements in all the cases when the knowledge model is added. This conﬁrms the positive
impact of query expansion using knowledge model on recall.
On P@10, in most cases, we also observe improvements when the knowledge model is added, except the case of TREC8/
Context-Independent/With FB case: it is slightly reduced from 0.3860 to 0.3760. A possible reason for this is that our training
process for parameter tuning tries to optimize the MAP, without considering P@10. So the optimal parameters for MAP could
be different from the optimal ones for P@10.
Despite this exception, we can still conclude that the expansion with the knowledge model usually improves precision for
the top-ranked documents.
We also tested context-dependent term relations with three terms in the condition part, i.e., relations of the type
{ti,tj,tk} ? t. However, the effectiveness is lower than relations with two terms in the condition. This can be explained by
the following facts: (1) Relations with a longer condition have an increased problem of coverage – many interesting relations
cannot be found through co-occurrences. (2) There are fewer queries containing more than two terms. So, more complex
relations are less applicable. (3) The addition of one context word in term relations is usually sufﬁcient to disambiguate
the meaning of query words. The addition of more context words is often unnecessary. Therefore, the relations with two
terms in the condition seem to represent a good compromise, especially considering the higher time and space complexity
required for longer conditions.
4.4. Using domain model
In this section, we test several strategies to create and to use domain models.
Strategies for creating domain models:
– Manual collection (C1): With this strategy, we collect documents that are classiﬁed manually into domains. To simu-
late this process, we use the relevant documents manually judged for queries in the domain to select example documents
for each domain. In order to avoid bias, when we test on a query, only the relevant documents for the other queries are
used to build domain models.
– Automatic collection (C2): This strategy simulates the situation where we do not have manually judged documents in
domains. However, the user is willing to indicate the domain of his queries during the period of domain construction. To
collect documents for different domains, we simply use the top-100 documents retrieved with the queries in the corre-
sponding domain. This is a strategy similar to those which observe the user’s interactions with the system in order to
perform personalized IR. Again, we exclude the current test query in the domain construction process.
Strategies for using domain models:
– Manual classiﬁcation (U1): The domain model for a test query is determined by the user manually. This strategy can
be tested on the ﬁrst dataset (TREC Disks 1–3).
– Automatic classiﬁcation (U2): The domain model for a test query is determined by the system automatically using
query classiﬁcation. This strategy can also be tested on the second and third datasets (TREC 7 and 8).
4.4.1. Comparison between methods of creation of domain models
We compare strategies C1 and C2 for domain model creation. In this series of tests, each of the queries 51–150 is used in
turn as the test query while the other queries and their relevant documents (C1) or top-ranked retrieved documents (C2) are
used to create domain models.
In Table 5, we use manual identiﬁcation of query domain for Disks 1–3 (U1), but automatic identiﬁcation for TREC 7 and 8
(U2). For TREC 7 and 8 queries, we assume that the desired domains are those deﬁned for Disk 1-3, and the models are cre-
ated using the documents in Disk 1-3.
First, it is interesting to observe that the incorporation of domain models can generally improve retrieval effectiveness in
all the cases. The improvements on Disks 1–3 and TREC 7 are statistically signiﬁcant. However, the improvement scales are
smaller than using feedback and knowledge models (see Table 4). The smaller improvements can be partly explained by the
fact that we do not have sufﬁcient training data to create domain models. Looking at the distribution of the domains (Fig. 2),
we can see that we only have few training queries in several domains. In addition, topics in the same domain can vary
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can only cover a few topics in the domain. It is expected that this problem can be partly solved when the number of docu-
ments in a domain grows: the coverage of the topic domain will become better.
Second, we observe that the two methods to create domain models (C1 and C2) perform equally well. In other words,
providing relevance judgments for queries or performing a manual classiﬁcation does not add much advantage for the pur-
pose of creating domain models. This may seem surprising. However, an analysis immediately shows the reason: a domain
model (in the way we created) only captures term distribution in the domain. By using the documents judged relevant to the
queries in the domain, we can certainly ﬁlter out all the documents outside the domain. In this case, the domain model ex-
ploits the truly in-domain documents. However, when we use the top-ranked documents, we should also notice that the top-
ranked documents are usually related to a query of the domain to some extent. Even if some of them are irrelevant to the
query, this does not mean that they are not in the corresponding domain. For example, a document about ‘‘New York stock
exchange” may be irrelevant to a query on ‘‘insider trading”, but it is certainly within the domain of the corresponding do-
main – Economics. These irrelevant but in-domain documents can also be useful to determine the most commonly used
terms in the corresponding domain. Therefore, for the purpose of domain model construction, we do not need to judge if
the documents are relevant to queries in the domain. They are only required to be related to the queries. This result opens
the door for a simpler method to exploit user’s search history without requiring relevance judgments.
Finally, we can observe that in both cases with and without feedback models, the impact of the domain model is steady –
the improvement scales are comparable. This indicates that the effects of the feedback model and the domain model differ
and are complementary. It is thus beneﬁcial to combine them together.
4.4.2. Determining query domain automatically
Here, we examine the possibility to identify the query domain automatically, once domain models have been constructed.
Table 6 shows the results with this strategy using both ways to construct domain models. We can observe that with auto-
matic domain identiﬁcation, the effectiveness is only slightly lower than those produced with manual identiﬁcation of query
domains (see For TREC 7 and 8 queries, we assume that the desired domains are those deﬁned for Disk 1–3, and the models
are created using the documents in Disk 1–3 Table 5).
This shows that automatic domain identiﬁcation is a feasible alternative to the manual identiﬁcation. Therefore, once do-
main models are constructed, the user can issue queries as usual without having to indicate their domains, and the domain
model constructed previously can be automatically used to enhance these queries.
Looking at the accuracy of the automatic domain identiﬁcation, however, we observe a quite low accuracy: for queries
51–150, only 38% of the domains determined automatically correspond to the manually identiﬁed ones. Table 7 shows more
details about the correctness of automatic domain identiﬁcation.
This is much lower than the 80% rates reported in Liu et al. (2002). A detailed analysis reveals that the main reason is the
closeness of several domains deﬁned for TREC topics. For example, International relations, International politics, Politics can all
contain similar terms. In this case, a query in one of these domains can be easily classiﬁed into a wrong domain.
Table 5
Different ways to create and use domain models
Collection Measure C1 C2
Without FB With FB Without FB With FB
Disks 1–3 (U1) AvgP 0.1700 (+8.28%)++ 0.2454 (+4.69%)** 0.1718 (+9.43%)++ 0.2456 (+4.78%)**
Recall/48,355 16,517 20,141 16,558 20,131
P@10 0.4370 0.5130 0.4300 0.5140
TREC 7 (U2) AvgP 0.1715 (+3.56%)++ 0.2389 (+9.79%)* 0.1765 (+6.58%)++ 0.2395 (+10.06%)**
Recall/4674 2270 2965 2319 2969
P@10 0.3720 0.3740 0.3780 0.3820
TREC 8 (U2) AvgP 0.2442 (+2.30%) 0.2957 (+1.65%) 0.2434 (+1.97%) 0.2949 (+1.38%)
Recall/4728 2796 3308 2772 3318
P@10 0.4420 0.5000 0.4380 0.4960
Table 6
Automatic query domain identiﬁcation (U2)
Coll. Measure Dom. with rel. doc. (C1) Dom. with top-100 doc. (C2)
Without FB With FB Without FB With FB
Disks 1–3 (U2) AvgP 0.1650 (+5.10%)++ 0.2444 (+4.27%)** 0.1670 (+6.37%)++ 0.2449 (+4.48%)**
Recall/48,355 16,343 20,061 16,414 20,090
P@10 0.4270 0.5100 0.4090 0.5140
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less. For example, even when a query in International relations is classiﬁed into International politics, the latter domain can
still suggest useful terms to expand the query. Therefore, the relatively low classiﬁcation accuracy does not necessarily mean
low usefulness of the domain models.
The above observation shows that query classiﬁcation can be performed in a much more ﬂexible way. A query can be
classiﬁed into several domains. In addition, the manually deﬁned domains can also be replaced by automatically identiﬁed
clusters. Indeed, a cluster grouping similar documents dealing with similar topics can reﬂect the background terms equally
well to our classiﬁcation approach. This observation is coherent with the clustering-based approaches used in Kurland et al.
(2005) and Liu and Croft (2004), which use document clusters to complement the query or the document representation. The
utilization of clusters as query domains is an interesting aspect to study in the future.
4.4.3. Extracting term relations within domains
We mentioned that one possible approach to select more relevant expansion terms is to use domain-speciﬁc term rela-
tions. In the following experiments, we will test whether it is better to exploit term relations from documents in each
domain.
Again, we use the relevant documents judged for the other queries to constitute a domain. Both simple and context-
dependent co-occurrence term relations are extracted from the documents in the domain only. We can then expect that
these terms are more domain-speciﬁc than the general term relations extracted from the whole collection. The domain-spe-
ciﬁc term relations are used to expand queries in the same way as general term relations. Table 8 shows the results using
domain-speciﬁc relations.
Let us ﬁrst compare the two ways to exploit a set of in-domain documents: use them to construct a domain model (as a
term distribution) and using them to extract domain-speciﬁc term relations. From this table, we can see that the second
method can make a larger impact on retrieval effectiveness than the former. This may show that the domain model we used
can be too large for a particular query: for a query in a domain, it may not be the best strategy to add all the strong terms into
that query. Some of these terms may not be related to the query, even though they are commonly used in the domain. For
example, the term ‘‘exchange” is commonly used in the domain of Economics, but it is not necessarily a useful expansion
term for the query ‘‘airbus subsidiary”. In contrast, when we apply the relations extracted from the domain, only the terms
related to the query are added. So, we can expect adding better expansion terms.
It is interesting to compare domain-speciﬁc term relations with the term relations extracted from the whole document
collection. Comparing Table 8 to Table 4 on context-independent relations, we can see that the domain-speciﬁc co-occur-
rence relations perform slightly better than those extracted from the whole collection. This suggests that for this type of rela-
tion, which is highly ambiguous, it is useful to restrict its extraction within a speciﬁc domain.
However, for context-dependent term relations, the relations extracted from the whole collection are better than domain-
speciﬁc ones. This can be explained by the fact that the context-dependent relations are much less ambiguous by nature.
Even if context-dependent relation is extracted from the whole collection, it runs much less danger to be applied in a wrong
context. The fact that we restrict the extraction within a domain will simply reduce the coverage of the relations. Many
Table 7
Correctness of query classiﬁcation
Domain Number Domain Number
Environment 2/4 Medical and biological 6/8
Finance 0/4 Military 5/7
International economics 4/16 Politics 0/3
International ﬁnance 0/1 Science and technology 8/16
International politics 8/11 US Economics 2/7
International relations 3/10 US Politics 0/3
Law and government 0/10
Table 8
Domain-speciﬁc term relations (C1)
Coll. Measure Domain Domain-speciﬁc simple co-occurrence Domain-speciﬁc context-dependent co-occurrence
Disks 1–3 (U1) AvgP 0.1700 0.1908 (+12.24%)++ 0.1979 (+16.41%)++
Recall/48,355 16,517 17,886 18,176
P@10 0.4370 0.4760 0.4740
TREC 7 (U2) AvgP 0.1715 0.1847 (+7.70%)+ 0.1847 (+7.70%)+
Recall/4674 2270 2427 2403
P@10 0.3720 0.3860 0.3800
TREC 8 (U2) AvgP 0.2442 0.2552 (+4.50%) 0.2531 (+3.64%)
Recall/4728 2796 2839 2833
P@10 0.4420 0.4300 0.4300
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context-dependent relations.
This result also validates our earlier hypothesis that by adding some context words into terms relations, the relations be-
come less ambiguous and can be applied in the correct contexts.
4.5. Complete model
The results with the complete model are shown in Tables 9 and 10. This model integrates all the components described in
this paper: original query model, domain model, knowledge model and feedback model. The results are compared to both base-
line methods. The improvements indicated in ( ) and [ ] are, respectively, over unigram model with or without feedback
model.
In these experiments, the parameters are tuned using the line search method (Press, Teukolsky, Vetterling, & Flannery,
1992) on queries 1–50. The values of the parameters are: a0 = 0.1, aK = 0.2, aDom = 0.1 and aFB = 0.6. These values are used
for the other test collections.
Our ﬁrst observation is that the complete models always produce better results (AvgP) compared to the other cases where
only some of the query models are used. All the improvements over both the baseline models (with or without feedback) are
statistically signiﬁcant. This result conﬁrms that the integration of other contextual factors is beneﬁcial.
Lookingatthemixtureweights,wesee thatthemostimportantfactoris feedbackmodel.Thisis alsothesingle factorwhich
produced the highest improvements over the original query model. However, even with lower weights, the other models do
have strong impacts on the ﬁnal effectiveness. This demonstrates the beneﬁt of integrating more contextual factors in IR.
Table 9
Complete models (C1)
Collection Measure Man. dom. id. (U1) Auto. dom. id. (U2)
Disks 1–3 AvgP 0.2501 [+59.30%]++ (+6.70%)** 0.2489 [+58.54%]++ (+6.19%)**
Recall/48,355 20,514 20,367
P@10 0.5200 0.5230
TREC 7 AvgP N/A 0.2462 [+48.67%]++
(+13.14%)**
Recall/4674 3014
P@10 0.3960
TREC 8 AvgP N/A 0.3029 [+26.90]++ (+4.13%)**
Recall/4728 3321
P@10 0.5020
Table 10
Complete models (C2)
Collection Measure Man. dom. id. (U1) Auto. dom. id. (U2)
Disks 1–3 AvgP 0.2502 [+59.36%]++ (+6.74%)** 0.2495 [+58.92%]++ (+6.44%)**
Recall/48,355 20,474 20,419
P@10 0.5220 0.5190
TREC 7 AvgP N/A 0.2469 [+49.09]++ (+13.47%)**
Recall/4674 3014
P@10 0.4020
TREC 8 AvgP N/A 0.3022 [+26.60]++ (+3.88%)**
Recall/4728 3322
P@10 0.4960
Table 11
Summary of experiments (AvgP)
Coll. UM UM + Dom UM + K UM + FB Complete
C1 C2 C1 C2
Disks 1–3 (U1) 0.1570 0.1700** (+8.28%) 0.1718** (+9.43%) 0.2164** (+37.83%) 0.2344** (+49.30%) 0.2501** (+59.30%) 0.2502** (+59.36%)
TREC 7 (U2) 0.1656 0.1715** (+3.56%) 0.1765** (+6.58%) 0.2157** (+30.25%) 0.2176** (+31.40%) 0.2462** (+48.67%) 0.2469** (+49.09%)
TREC 8 (U2) 0.2387 0.2442 (+2.30%) 0.2434 (+1.97%) 0.2724** (+14.12%) 0.2909** (+21.87%) 0.3029** (+26.90%) 0.3022** (+26.60%)
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increased along the increase in AvgP. The case of TREC 8 is slightly different. For the complete model, both Recall and P@10
can be slightly lower than some of the partial models. For example, the Recalls for the complete model using C1 and C2 are,
respectively, 3321 and 3322, which are slightly lower than 3338 obtained with the partial model that integrates only the
feedback and the context-dependent relations (Table 4). P@10 for the complete model using C2 (0.4960) is also slightly lower
than the same partial model. This observation shows that recall and P@10 do not always increase when AvgP increases. As
we discussed earlier, the main reason may be the fact that all our settings in these experiments try to maximize AvgP. They
are not tuned to maximize Recall and P@10. For precision-oriented IR, the parameters can be set to maximize P@10.
Let us summarize all the experiments presented so far in Table 11.
Table 11 shows the following trend on all the collections:
Complete > ðUM þ FBÞ > ðUM þ KÞ > ðUM þ DomÞ > UM
From this, we can conclude that the more we incorporate contextual factor, the more the ﬁnal model is effective.
On individual contextual factors, we can also observe the following general order:
FB > K > Dom
4.6. Sensibility of the mixture weights
We have performed an exhaustive test on all the possible combinations of mixture weights on different test collections.
The best settings are very similar in all the cases. They are always in the following ranges: 0.1 6a0 6 0.2, 0.1 6 aK 6 0.2,
0.1 6 aDom 6 0.2 and 0.5 6 aFB 6 0.6. More speciﬁcally, for both manual and automatic identiﬁcations of query domain
(U1 and U2), the best settings are:
TREC Disks 1–3: a0 = 0.1, aK = 0.2, aDom = 0.1 and aFB = 0.6;
TREC 7: a0 = 0.1, aK = 0.2, aDom = 0.1 and aFB = 0.6;
TREC 8: a0 = 0.2, aK = 0.2, aDom = 0.1 and aFB = 0.5.
Table 13
Complete models with unsupervised EM tuning (C2)
Collection Measure Manu. dom. Id. (U1) Auto. dom. Id. (U2)
Disks 1–3 AvgP 0.2473 [+57.52%]++ (+5.50%)** 0.2472 [+57.45%]++ (+5.46%)**
Recall/48,355 20,129 20,082
P@10 0.5260 0.5220
TREC 7 AvgP N/A 0.2380 [+43.72%] ++ (+9.38%)
Recall/4674 2954
P@10 0.3940
TREC 8 AvgP N/A 0.2733 [+14.50%] ( 6.05%)
Recall/4728 3271
P@10 0.4700
Table 12
Complete models with unsupervised EM tuning (C1)
Collection Measure Manu. dom. Id. (U1) Auto. dom. Id. (U2)
Disks 1–3 AvgP 0.2474 [+57.58%]++ (+5.55%)** 0.2469 [+57.26%]++ (+5.33%)**
Recall/48,355 20,143 20,076
P@10 0.5240 0.5260
TREC 7 AvgP N/A 0.2374 [+43.36%]++ (+9.10%)
Recall/4674 2953
P@10 0.3920
TREC 8 AvgP N/A 0.2738 [+14.70%] ( 5.88%)
Recall/4728 3270
P@10 0.4700
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ing dataset to determine them.
4.7. Using unsupervised training
We also tested the utilization of EM algorithm to tune the mixture weights for each query. Tables 12 and 13 describe the
results.
From the above tables, we can observe that in general, the retrieval effectiveness is slightly lower than that with the
weights trained on the training data. This is not surprising because we now use an unsupervised learning. However, we still
obtain quite strong improvements in general, except for TREC 8. The improvement on the ﬁrst collection is statistically sig-
niﬁcant. However, on the third collection, the effectiveness is lower than the baseline with feedback. This means that the
addition of the knowledge model and the domain model to the feedback model leads to a decrease in retrieval effectiveness.
This decrease can be explained by the fact that we have tuned the parameters to maximize the likelihood of the feedback
documents. This training process is biased toward the feedback model. It cannot result in the best parameters to maximize
the retrieval effectiveness. This indicates that the likelihood of the feedback documents may not be the best objective func-
tion to maximize in an unsupervised learning for IR.
Overall, the comparison between the two training methods indicates that if we have a training data with relevance judg-
ments, then a supervised training is preferred to an unsupervised training. Especially, we have observed that the optimal
parameters are quite stable across collections. In absence of such a training data, an unsupervised training can be used as
a reasonable alternative.
5. Conclusion
Traditional IR approaches usually consider the query as the only element available about user’s information need. In real-
ity, other contextual factors exist and they help specify the information need from different perspectives.
In this paper, we consider that IR adaptation should go through the consideration of more contextual factors. A document
ranking function that considers all the contextual factors is the one that is adapted to the particular retrieval context. To inte-
grate different contextual factors, we proposed the utilization of language modeling as the general framework. In particular,
each contextual factor is used as a means to expand the query. We showed that the query expansion approach is general, and
more contextual factors can be integrated using the same principle.
In this study, we exploited several contextual factors to suggest good expansion terms for the query. We proposed to cre-
ate three types of language model using context-dependent term relations, the background terms in the topic domain of the
query and pseudo feedback documents that reﬂect the collection characteristics related to the query. The expansion of query
aims to increase not only recall, but also precision. As our experiments have shown, when relevant terms are added into a
query, the retrieval effectiveness is increased on all recall levels, including for the top-ranked documents in most cases.
Previous studies have also tried to add terms into queries, basically through the following approaches: query expansion
using terms relation, query expansion using pseudo relevance feedback, personalization. In comparison to these existing
methods, we have developed new approaches to use these contextual factors and to integrate them. These approaches con-
stitute our main contributions in this study.
Intra-query context – knowledge model:
We observed that in traditional approaches to query expansion using term relations, the relations are usually cre-
ated between two single terms. This led to the application of inappropriate relations. The key problem that we observed
is the lack of context in the relations. Therefore, we proposed the creation of context-dependent term relations, which
contain more terms in the condition of a relation that help specify the correct situation to apply the relation. Our exper-
iments showed that this new type of relation is more effective than traditional term relations. In addition, there is no need
to add many context terms. With only one additional term in the condition part of relations, we can obtain the best
results.
Extra-query context – domain model:
User proﬁle is often created to indicate the general interests of the user. However, we observed that such a user proﬁle
that mixes up all topic domains may not be effective for new queries not related to the topic. Therefore, we proposed to
model topic domains instead of creating one single user proﬁle.
We have tested two different ways to create and two use domain models. We have shown that the example documents
collected for domain model training do not need to be judged manually. Simple methods can be used, for example, by
gathering the top-ranked documents for queries in the domain. We have also shown that once the domain models are
constructed, queries can be automatically classiﬁed into domains.
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tiple contexts can be used and they are often complementary. A general model has been proposed to integrate all the
contextual factors that we considered. We have shown that the complete model integrating all the contextual factors
outperforms any partial model. This clearly shows the beneﬁce of taking into account as many contextual factors as
possible.
  Language modeling framework: Our general model is created using the language modeling framework. We have fur-
ther extended the basic language modeling framework to integrate different contextual factors. This framework has
proven to be ﬂexible for the integration of different factors. It seems to be a suitable tool for integrating more contex-
tual factors.
Overall, our study aimed at the consideration of contextual factors in IR operations. We have successfully shown that this
is feasible and it can produce a large impact on the retrieval effectiveness.
This work has explored several aspects of context-sensitive IR. On each of the aspects, our approaches can be further
improved.
Different contextual factors are considered to be independent. They are combined using a simple interpolation. In reality,
contextual factors may interfere with each other. It would be interesting to investigate other ways to combine different con-
textual factors.
We have used topic domains to replace user proﬁle. In reality, domain and user proﬁle can be used together. For example,
a user proﬁle can indicate the importance of each domain for the user, according to his interests. Then given a query, it can be
classiﬁed into one of the domains in the user proﬁle. In this way, we can take advantage of domain models to apply the
appropriate terms to a particular query. On the other hand, we also have a better idea about the preferred topic domains
of the user. This will allow query classiﬁcation to better choose the domains for the user. In addition, the user’s preferences
cannot be always classiﬁed in terms of topic domains only. Many preferences are not related to topic domains, such as the
preferred medium, document source, and so on. Therefore, other types of user models are required for them. The approaches
using a general user proﬁle could be used to deal with some of these problems by creating a non-topic user proﬁle to reﬂect
user preferences and behavior.
Our investigation is based on the language modeling framework. It is also limited by this. In particular, we only used uni-
gram language models. This is a limitative model. Even though the limitation leads to a higher efﬁciency, it is insufﬁcient to
account for term dependencies. Traditional n-gram models do not seem to solve this problem, as (Song et al., 1999) showed.
A possible solution may lie in the integration of NLP techniques within the language modeling framework as in Gao et al.
(2004).
In this paper, we have considered only three contextual factors. Many other factors exist. More contextual factors can be
investigated. In addition, the interactions between different contextual factors should be investigated.
Finally, we have tested our approach using TREC data, which do not contain all the characteristics of Web search. It would
be interesting to investigate the impact of this approach in real Web search environment with real users. In addition, more
contextual factors, such as the previous search history of the user, could also be integrated.
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