We investigate asymptotic behaviour of probabilities of large deviations for normalized combinatorial sums. We find a zone in which these probabilities are equivalent to the tail of the standard normal law. Our conditions are similar to the classical Bernstein condition. The range of the zone of the normal convergence can be of power order.
Introduction
Let { X nij , 1 i, j n, n = 2, 3, . . .} be a sequence of matrices of independent random variables and { π n = (π n (1), π n (2), . . . , π n (n)), n = 2, 3, . . .} be a sequence of random permutations of numbers 1, 2, . . . , n. Assume that π n has the uniform distribution on the set of permutations of 1, 2, . . . , n and it is independent with X nij for all n. Define the combinatorial sum S n by relation
Under certain conditions, a sequence of distributions of combinatorial sums converges weakly to the standard normal law. Every such result is called a combinatorial central limit theorem (CLT).
Investigations in this direction have a long history. One can find results on combinatorial CLT in Wald and Wolfowitz [1] , Noether [2] , Hoeffding [3] , Motoo [4] , Kolchin and Chistyakov [5] . Further, non-asymptotic Esseen type bounds have been derived for accuracy of normal approximation of distributions of combinatorial sums. Such results have been obtained in Bolthausen [6] , von Bahr [7] , Ho and Chen [8] , Goldstein [9] , Neammanee and Suntornchost [10] , Neammanee and Rattanawong [11] , Chen, Goldstein and Shao [12] , Chen and Fang [13] , Frolov [14, 15] , and in Frolov [16] for random combinatorial sums.
Note that if X nij are identically distributed for all 1 j n and n, then the combinatorial sum has the same distribution as that of independent random variables. This case is well investigated, but one has to take it into account for estimation of optimality of derived results.
Besides some partial cases, combinatorial sums have not independent increments. Hence, it is difficult to use classical methods of proofs for Esseen type inequalities those are based on bounds for differences of characteristic functions (c.f.). One usually applies the Stein method. For combinatorial sums, it yields Esseen type inequalities for random variables with finite third moments. Applying of the truncation techniques, Frolov [14, 15] derived generalizations of these results to the case of finite moments of order 2 + δ and for infinite variations as well.
Every bound in CLT similar to the Esseen inequality yields results on asymptotic behaviour for large deviations coinciding with that for tail of the normal law in a logarithmic zone. Such results are usually called moderate deviations. Moderate deviations for combinatorial sums have been investigated in Frolov [17] .
In this paper, we derive new results on the asymptotic behaviour for large deviations of combinatorial sums in power zones. Note that ranges of power zones are powers from some characteristic similar to the Lyapunov ratio. Indeed, we deal with non-identically distributed random variables. Even for sums of independent random variables, ranges of zones of the normal convergence depend on the Lyapunov ratios. For identically distributed random variables, this yields that the ranges are powers from the number of summands. But the last case corresponds to the classical theory for sums of independent random variables and it is not new therefore.
In our proofs, we will use the method of conjugate distributions. Note that von Bahr [7] developed a method to bound distances between c.f.'s of normalized combinatorial sums and normal law. Assuming that random variables are bounded or satisfy certain analogue of the classical Bernstein condition, we conclude that moment generating functions (m.g.f.) of normalised combinatorial sums are analytic in a circle of the complex plane. Adopting the Bahr's method, we will bound the difference between m.g.f.'s in some circle. In view of the analytic property, this will also give bounds for derivatives of m.g.f.'s. Hence, we will arrive at desired asymptotics for m.g.f.'s and their first and second logarithmic derivatives which are means and variations of random variables being conjugate for normalized combinatorial sums. Then we will estimate a closeness of distributions of conjugate random variables and the standard normal law. Using relationship between distributions and conjugate ones, we will derive the asymptotics of large deviations under consideration.
Results
Let { X nij , 1 i, j n, n = 2, 3, . . .} be a sequence of matrices of independent random variables such that
for all n. Let { π n = (π n (1), π n (2), . . . , π n (n)), n = 2, 3, . . .} be a sequence of random permutations of numbers 1, 2, . . . , n. Assume that π n has the uniform distribution on the set of permutation P n and it is independent with X nij for all n. Put
It is not difficult to check that
Hence, condition (1) yields that combinatorial sums are centered at zero. Moreover,
If DS n → ∞ as n → ∞, then the main part of the variance is the normalized sum of second moments
Therefore, in the sequel, we will use {B n } as norming sequence for S n . Our main result is as follows.
Theorem 1. Let {M n } be a non-decreasing sequence of positive numbers such that for s = 1, 2, 3, inequalities
hold for all k s, 1 i, j n and n 2, where D is an absolute positive constant. Put
Then for every sequence of positive numbers {u n } with u n → ∞,
holds, where Φ(x) is the standard normal distribution function.
Note that γ n 1. This follows from the inequality max
EX 2 nij < B n , we arrive at the incorrect inequality
Bahr [7] proved the following Esseen type inequality:
where A is an absolute positive constant. Hence the condition u 3 n = o( √ n/γ n ) as n → ∞ is natural for relation (3), giving exact (non-logarithmic) asymptotics of large deviations. For identically distributed X nij , this condition turns to
Theorem 1 is stronger than the results in Frolov [14] since the zone of normal convergence may be of power order while it is logarithmic in [14] . Of course, this requires stronger moment assumptions.
Condition (2) is an analogue of the Bernstein condition which is a form of existence for the exponential moment. In classical theory, one mainly deals with centered random variables and the Berstein condition yields that the logarithm of the m.g.f. is asymptotically a quadratic function at zero. For combinatorial CLT, it is principally important that summands could be non-centered and even degenerate sometimes. In this case, the logarithm of m.g.f. may be a linear function in a neighbourhood of zero provided the mean is not zero.
One can rewrite inequalities (2) for k 3 as follows:
Hence, the Lyapunov inequality implies that the next condition is sufficient for (2): the inequalities EX 2 nij 2DM n E|X nij | and
hold for all k 3, 1 i, j n and n 2. Consider two important examples in which condition (2) is satisfied. 1. Bounded random variables. If there exists a non-decreasing sequence of positive constants {M n } such that P(|X nij | M n ) = 1 for all 1 i, j n and n 2, then condition (2) holds. For degenerate case with P(X nij = c nij ) = 1 for all 1 i, j n and n 2, condition (2) is fulfilled with M n = max i,j |c nij | for every n.
2. Exponential random variables. Let ξ and η be random variables having the exponential distributions with the parameters α and β correspondingly. Assume that each random variable in every matrix X nij has one from four distributions of random variables ξ, −ξ, η and −η. Since Eξ k = α −k and Eη k = β −k for all k, condition (2) holds with с M n = 1/ min(α, β). One can easily expand this example for a larger number of exponential distributions using for construction of matrices of X's. Parameters of these distributions may depend on n. Moreover, one can easily replace exponential distributions by Gamma ones.
Note that γ n has an order of max{ √ n/B n , ( √ n/B n ) 3 } in the last example. It is also clear that the behaviour of γ n will be similar when every random variable X nij has one from k given distributions. In the last case, one says about k-sequences of matrix { X nij }.
Proofs
For all i, j and n, put
where C is the set of complex numbers. We have
Note that the last sum is the permanent of the matrix 1 + b nij . To investigate its behaviour we will use the following result.
Lemma 1. Let X be a random variable such that for s = 1, 2, 3 the inequalities
hold for all k s, where D and M are positive constants. Then Ee uX is an analytic function in the circle |u| 1/(4M ) and for every u, v ∈ C with |v| 1/2 and |u| 1/(8M ), the inequalities
hold, where constants C i depends on D and do not depend on M .
Proof. By inequality (5) and Stirling's formula, we have
for all k 1, where the constant D 1 depends on D, M and E|X|. Hence, the series
Then e n (|uX|) ↑ e |uX| a.s. The monotone convergence theorem yields that
In view of |e uX | e |uX| , the Lebesgue dominate convergence theorem implies that
For s = 1, 2, 3 and k s, we have
where
By inequalities (5), we get
−k+s for all k s and s = 1, 2, 3.
Since |v| 1/2, we have
The first inequality follows. Making use of the inequality 2a a 2 +1 for a = |u||EX|, the Lyapunov inequality and |v| 1/2, we obtain
It follows that
The second inequality is proved. Applying the inequality 2a a 2 +1 for a = |u||EX| and the Lyapunov inequality, we have
Using 2a a 2 + 1 for a = |u| 2 EX 2 , the Lyapunov inequality, inequality (5) and |v| 1/2, we further get
for all k 3. It yields that
The lemma is proved. ✷ Proof of Theorem 1. By Lemma 1 with X = X nij , u = z/ √ B n , v = z/ √ n and M = M n , for all n, i and j, the inequalities
hold for every z in the circle |z| min{ √ n, √ B n /M n }/8. Relations (7) and (1) imply that
and
It follows from relations (8) and (1) that
From relations (6) and (9) (11), the definition of γ n and γ n 1, we have
Note that the function ϕ n (it), t ∈ R, is the c.f. for the normalized combinatorial sum. In Bahr [7] , relations (4) and (12) (15) for z = it and t 0 have been used to bound the distance between ϕ n (it) and the c.f. of the standard normal law. The bounds for b nij from there will coincide with our ones provided we change t by |z|. Hence, we borrow one further bound from [7] with a formal replacing t by |z|. We use the first formula from p. 137 in [7] with 2C 3 γ n instead of δ. Then we have
, where C 4 is an absolute positive constant. Hence,
for all z in the circle |z| C 7 min{ √ n/γ n , √ B n /M n } = y n . Let {x n } be a sequence of positive numbers that will be chosen later. Assume that x n y n /16. The function f n (z) = e − z 2 2 ϕ n (z) − 1 is analytic in the circle |z| 16x n . Hence,
where by the Cauchy inequalities, the coefficients a nk satisfy to the relations
Then, in the circle |z| 4x n , the inequalities
hold. This and inequality (16) yield that
for |z| 4x n . Hence,
for |z| 4x n . Further, making use of relations (17)-(19), we get
for |z| 4x n . It follows that
for |z| 4x n . Let {h n } be a sequence of positive numbers. Let S n be a random variable conjugate to S n / √ B n , i.e. S n has the following distribution function
Note that ES n = m n (h n ) and DS n = σ 2 n (h n ). In the sequel, we take h n such that relations (19) и (20) will yield m n (h n ) = h n + o(1) and σ 2 n (h n ) = 1 + o(1). Hence, we investigate the distance between the standard normal law and the distribution of S n centered at and normalized by main terms of the mean and the variance. Denote
and estimate
It is clear that ψ n (it) is a c.f. of the random variable S n − m n (h n ).
We have
we obtain |(z +h n ) k −h k n | k|z|(4x n ) k−1 for |z|+h n 4x n . It follows from relations (16) and (17) that
for all |t| 2x n and |h n | 2x n . By the Esseen inequality, we have
Furthermore,
Put x n = u n ̺ n , where ̺ n → ∞ enough slowly to satisfy x n → ∞, x 3 n = o( √ n/γ n ) and x n = o( √ B n /M n ). Note that in view of relation (16), we have g n (8x n ) = o(1). Let h n be a solution of the equation
The function m n (h) is strictly increasing, m n (0) = 0 and, by relations (19) and (16), the inequalities m n (4x n ) = 4x n + o(x −1 n ) 2x n > u n hold for all sufficiently large n. It follows that the unique solution of equation (25) Theorem 1 is proved. ✷ Finally, we mention some unsolved problems. In Frolov, Martikainen and Steinebach [18] , one can find more exact results on large deviations for sums of independent random variables in the scheme of series. In there, the conditions are imposed on the logarithms of m.g.f.'s of summands. Now we can not adopt the techniques from there to combinatorial sums. We see from relation (4) that the m.g.f. of S n / √ B n is the permanent of the matrix Ee zX nij / √ Bn . Above, the method of the investigation of the behaviour for this permanent implied bounds with γ n / √ n instead of analogues of the Lyaponov ratios. The second problem is that the proof in [18] involves some bounds in CLT which variants for combinatorial sums are unknown. Solutions of these problems could yield more exact results under weaker conditions.
