Abstract. The moduli space of Riemann surfaces of genus g ≥ 2 is (up to a finiteétale cover) a complex manifold and so it makes sense to speak of its Dolbeault cohomological dimension. The conjecturally optimal bound is g − 2. This expectation is verified in low genus and supported by Harer's computation of its de Rham cohomological dimension and by vanishing results in the tautological intersection ring. In this paper we prove that such dimension is at most 2g − 2. We also prove an analogous bound for the moduli space of Riemann surfaces with marked points. The key step is to show that the Dolbeault cohomological dimension of each stratum of translation surfaces is at most g. In order to do that, we produce an exhaustion function whose complex Hessian has controlled index: in the construction of such a function some basic geometric properties of flat surfaces come into play.
1. Introduction 1.1. Cohomological dimension of M g,n . The moduli space M g,n of compact connected Riemann surfaces of genus g ≥ 2 with n ≥ 0 distinct marked points is a non-compact orbifold and so it makes sense to speak of its de Rham cohomological dimension coh-dim dR (M g,n ), that is the greatest degree for which its de Rham cohomology with coefficients in some flat vector bundle does not vanish. Using topological methods, Harer [12] proved that coh-dim dR (M g,n ) = 4g − 5 + n + ς n , where ς 0 = 0 and ς n = 1 for n > 0. In a similar fashion, as M g,n can also be given the structure of a complex-analytic orbifold, it makes sense to speak of Dolbeault cohomology with coefficients in a holomorphic vector bundle and of Dolbeault cohomological dimension (see Sections A. 1 
and A.2).
Question (Looijenga) . Is coh-dim Dol (M g,n ) = g − 2 + ς n ?
A few pieces of evidence support the above conjecture:
(1) using the (twisted) holomorphic de Rham complex, it would imply Harer's result; (2) it would imply Diaz's result [6] that a compact holomorphic subvariety of M g has dimension at most g − 2; (3) it would imply Looijenga's vanishing [15] (proven to be sharp by Faber in [7] ) of the tautological classes of degree q > g − 2, which live in H 0,q ∂ (M g , Ω q Mg ); (4) it is verified in the unmarked case for g ≤ 5 in [10] (see also [9] ).
Conversely, Lemma A.2 together with Harer's theorem gives coh-dim Dol (M g,n ) ≥ coh-dim dR (M g,n ) − dim C (M g,n ) = (4g − 5 + n + ς n ) − (3g − 3 + n) = g − 2 + ς n . The same conclusion can be drawn from Faber's non-vanishing result of κ g−2+ςn 1 ∈ H 0,g−2+ςn ∂ (M g,n ; Ω g−2+ςn
Mg,n ), where κ 1 is the class of a certain Kähler form. Remark 1.1. Because M g,n is also a Deligne-Mumford stack, one could also consider cohomology with coefficients in an algebraic coherent sheaf. The same conjecture on such an "algebraic cohomological dimension", namely whether coh-dim alg (M g,n ) ≤ g − 2 + ς n , supported by the same pieces of evidence mentioned above, is open too. However, in this paper we will only deal with Dolbeault cohomological dimensions. Remark 1.2. From this point of view, the situation for the moduli spaces M 0,n of Riemann surfaces of genus 0 with n ≥ 3 distinct marked points and for M 1,n with n ≥ 1 is completely understood. Indeed, M 0,n is an affine algebraic variety and M 1,n has an affine finiteétale cover. Hence, they have Dolbeault and algebraic cohomological dimension 0. Remark 1.3. These conjectures have also been formulated for suitable partial compactifications of M g,n , such as the moduli space of surface of compact type, of surfaces with rational tails, of surfaces with at most k rational components, of irreducible surfaces. Ionel [13] and Graber-Vakil [11] proved the analogous of Looijenga's vanishing theorem; the parallel topological vanishing results for de Rham cohomology follow from Harer's work and were analyzed in [17] .
At present there seem to be three basic ideas to prove similar vanishing theorems for the (Dolbeault or algebraic) cohomology of X in degrees greater or equal than q, namely:
(a) exhibiting a cover of X made of at most q + 1 open affine (or just Stein) subsets; (b) exhibiting a stratification of X made of at most q + 1 layers, such that each locally closed stratum is affine; (c) exhibiting an exhaustion function on X whose complex Hessian has index at most q.
The classical example of a stratification of M g with g − 1 layers (and of M g,1 with g layers) is due to Arbarello [2] . However, though the smallest stratum is affine because it coincides with the hyperelliptic locus and the top-dimensional stratum is also affine (as remarked in [8] ), in most cases the other strata are not (see [3] ).
Main results.
As M g,n is irreducible and not compact, clearly coh-dim Dol (M g,n ) < dim C (M g,n ) = 3g − 3 + n. Though we are not able to answer Looijenga's question, we can improve the above bound. The following is the first main result of the paper.
Theorem A. Coh-dim Dol (M g,n ) ≤ 2g − 2 + ς n for all g ≥ 2 and n ≥ 0.
The idea of the proof is to bound the cohomological dimension of the projectivized Hodge bundle PH g,n , consisting of triples (C, P, [ϕ]), where (C, P ) ∈ M g,n is a Riemann surface C endowed with distinct marked points P = {p 1 , . . . , p n } ֒→ C and ϕ is a nonvanishing holomorphic (1, 0)-form on C. As PH g,n → M g,n is a holomorphic P g−1 -fibration and as the cohomological dimension behaves well under such fibrations, the above theorem is equivalent to the following.
Theorem B. Coh-dim Dol (PH g,n ) ≤ 3g − 3 + ς n for all g ≥ 2 and n ≥ 0. Now we exploit a stratification of PH g,n well-known to people in translation surfaces (and described in Section 2), whose locally closed strata are the loci PH n (m 1 , . . . , m n+k ) of triples (C, P, [ϕ]) such that (i) P ∪ Z(ϕ) consists of n + k distinct points {p 1 , . . . , p n , q 1 , . . . , q k }, which will be called "special"; (ii) ord p i ϕ = m i ≥ 0 for all i = 1, . . . , n and ord q j ϕ = m n+j > 0 for all j = 1, . . . , k. The hierarchy of such stratification is as expected: going to a deeper stratum corresponds to coalescencing some special points. It seems to be known by folklore that each locally closed stratum is a regular submanifold of PH g,n and that the relative periods of ϕ give local holomorphic coordinates, but in Section 3 we give a proof of these facts and of their extension to closed strata for completeness. The proof of Theorem B is in Section 4. The first step consists in bounding the cohomological dimension of such strata, thus obtaining a result which could be of its own interest.
Theorem C. Coh-dim Dol (PH n (m 1 , . . . , m n+k )) ≤ g for all g ≥ 2 and n ≥ 0 and for all integers m 1 , . . . , m n ≥ 0 and m n+1 , . . . , m n+k > 0 such that m 1 + · · · + m n+k = 2g − 2.
We stress that the above result is already non-optimal in genus 2 (in which case all strata are affine) and in genus 3 (in which case, PH 1 (4) and PH 2 (3, 1) are affine: see [16] ). The proof of Theorem C exploits a result by Andreotti-Grauert [1] and reduces to producing a real-valued exhaustion function ξ on PH n (m 1 , . . . , m n+k ) whose complex Hessian has controlled index (see Subsection A.4). The point is that ϕ induces a flat metric |ϕ| 2 on C with conical singularities of angle 2π(m i +1) at the i-th special point and so we can exploit the geometry of such a flat metric. In particular, ξ(C, P, [ϕ]) will involve the total area of |ϕ| 2 and the lengths of certain short segments joining two special points. The second step is to build a Mayer-Vietoris spectral sequence that assembles the information relative to each stratum into a statement about PH g,n . This would be easier in the algebraic context; but in order to apply Corollary A.11 in the analytic setting, we need to prove the analogue of Theorem C for certain open subsets of PH g,n obtained by suitably thickening the above strata and to check that the produced exhaustion functions combine well, so that every intersection of such open subsets has Dolbeault cohomological dimension at most g. As the stratification has depth 2g − 3 + ς n , we obtain an upper bound of 3g − 3 + ς n = g + (2g − 3 + ς n ) for coh-dim Dol (PH g,n ).
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Moduli spaces of Abelian differentials
2.1. Moduli of Riemann surfaces. Let g ≥ 2 and n ≥ 0 and denote by M g,n the moduli space of Riemann surfaces of genus g with n marked points and by π : C g,n → M g,n be the universal family. A point in M g,n will thus represent a couple (C, P ), where C is the isomorphism class of a compact connected Riemann surface of genus g and the injective map P : n = {1, . . . , n} ֒→ C is the marking.
Remark 2.1. M g,n has a natural structure of complex-analytic orbifold, and even of Deligne-Mumford stack, which is a global quotient of a smooth variety M g,n by a finite group G. All constructions can be intended to be performed G-equivariantly on M g,n . Indeed, if ρ : M g,n → M g,n is the covering map and E → M g,n , is a holomorphic vector bundle, then ρ * E → M g,n is a G-equivariant holomorphic vector bundle and H
G is well-defined and independent of the choice of the finite Galois cover. Similar considerations hold for C g,n and all the other moduli spaces that appear in this paper.
A variant of the previous construction with is useful for technical purposes is to allow certain points to coalesce. For every k > 0 we will denote by M k g,n the moduli space of triples (C, P ), where C is a compact Riemann surfaces of genus g and the restriction of P : n + k → C to n ⊂ n + k is injective. Forgetting the last k marked points defines a map f k : M k g,n → M g,n , so that M k g,n can be identified to the k-th fiber product C g,n × Mg,n × · · · × Mg,n C g,n and the map M k+1 g,n → M k g,n that forgets the last marked point can be identified to the universal family
So, analogous considerations as in Remark 2.1 apply in this case. Let S n (k, l) the set of surjections σ : n + k ։ n + l which restrict to the identity on n. For each σ ∈ S n (k, l), we obtain a map
, then we will write σ ′ σ.
Notation. As δ σ = δ τ •σ for every permutation τ ∈ S n (l) of n + l that restricts to the identity on n, we will select a preferred surjection in each S n (l)-orbit: we call σ a lexicographic surjection if for every i = 1, . . . , k there exists a j = 1, . . . , l such that σ({n + 1, . . . , n + i}) = {n + 1, . . . , n + j}. We will denote by S lex n (k, l) ⊂ S n (k, l) the subset of lexicographic surjections.
For i < j and j > n, it will be occasionally useful to denote by δ i,j the Cartier divisor of M k g,n on which p i = p j and by δ the union of all such δ i,j . 2.2. The Hodge bundle. Consider ω π → C g,n the π-vertical holomorphic cotangent bundle. The so-called Hodge bundle
is a holomorphic vector bundle of rank g: a point of H g,n represents a triple (C, P, ϕ) up to isomorphism, where ϕ is a holomorphic (1, 0)-form on the P -marked compact Riemann surface C of genus g. For k > 0 we similarly define H k g,n := π k, * ω π k to be the Hodge bundle over M k g,n , so that H k g,n = f * k H g,n . We will use the symbols H * g,n and (H k g,n ) * to denote the complement of the zero sections.
Stratification of the Hodge bundle. Inside
g,n ) * , and it maps finitely over H * g,n as a S 2g−2 -branched cover. Notice that rescaling the differential ϕ induces a C * -action on all these spaces. We will denote by PH ′ n (m) the quotient of H ′ n (m) * by C * and by
where mP is the effective divisor 
* . Notice that the natural projection identifies PH ′ n (m) with a subset of M k g,n . The image of H ′ n (m) through the forgetful map H k g,n → H g,n will be denoted by H n (m), and similarly PH n (m) will be the corresponding locus inside PH g,n . Thus, H n (m) = H n (m•σ) for every σ ∈ S n (k). It is clear that the induced map PH ′ n (m) → PH n (m) is an unramified Galois cover with group Aut n (m) = {λ ∈ S n (k) | m λ(i) = m i }.
The loci PH ′ n (m) and PH n (m) are part of an algebraic stratification of PH ′ g,n and of PH g,n respectively that we want to describe.
By abuse of notation, we will denote by ω i both the vertical cotangent line bundle ω i → M k g,n associated to the map f i the forgets the i-th marking and its pull-back to PH k g,n or to any locus PH ′ n (m). We will write J r ω i for the r-th jet bundle (relative to the family f i ) associated to ω i . As usual J 0 ω i = ω i and there is a natural exact sequence 0 → ω
Here we want to show the following.
sm is a local complete intersection inside PH k g,n and its class in the Chow ring
where Z denotes the zero locus and Ev
and Ev m are the evaluation maps
Thus we have described PH ′ n (m) sm as the zero locus of a section of the holomorphic vector bundle
We will see in Subsection 3.3 that this is indeed the case, and so we are done.
2.4. Hierarchy of strata. Let k and m be as above and let σ ∈ S n (k, l). There is a map
So we inductively obtain the stratification
and so
As a consequence of the above description, we have the following.
In particular, the complement of PH ′ n (σ * m) inside its closure is a Cartier divisor and so the complement of PH n (m) inside PH n (m) sm is Q-Cartier.
Proof. The first claim follows from the fact that δ i,j is Cartier and so δ σ is a complete intersection. The complement of PH ′ n (σ * m) in its closure is a union of smaller strata and so it is a union of Cartier divisors, and so Cartier. Finally, the forgetful map
sm is a finite (branched) Galois cover that preserves the locus where some zeroes coalesce: this implies the third claim.
In terms of evaluation maps and of the classes h and c 1 (ω i ), we have the following.
Lemma 2.4. The locus δ ∩ PH ′ n (m) sm is the support of the effective divisor
Proof. Consider the evaluation map
sm , which vanishes exactly m j times on δ i,j for all j = i. Thus
and we conclude summing up over i = 1, . . . , n + k and remembering that δ i,j = ∅ if i < j ≤ n.
As PH g,n = PH n (0 n , 1 2g−2 ) sm , we also obtain the stratification PH g,n = 2g−3+ςn l=0
2.5.
A naive compactification of strata. It is well-known [4] that M g,n can be compactified as the moduli space M g,n of stable Riemann surfaces of genus g with n distinct marked points. The boundary ∂M g,n := M g,n \ M g,n is a normal crossing divisor and it can be written as the union of the Cartier divisor ∂ irr M g,n of surfaces with at least one non-disconnecting node, and the (reducible) Cartier divisor ∂ red M g,n of surfaces with at least one disconnecting node. The universal family extends as a flat holomorphic map π : C g,n → M g,n between complex orbifolds. Similarly to the case of smooth surfaces, M k g,n is the moduli of space of stable genus g Riemann surfaces with n distinct marked points, endowed with a choice of k further (not necessarily distinct) marked points, so that M k g,n can be identified to the k-th fiber product C g,n × Mg,n · · · × Mg,n C g,n . We will denote by
The relative dualizing line bundle ω π → C g,n and the Hodge bundles H g,n := π * ω π → M g,n and H 
, obtained by adding three Cartier divisors:
• the divisor δPH ′ n (m) where any two marked points coincide. Similar considerations hold for the closure of PH n (m) inside PH g,n . Notice that the surjective forgetful map PH ′ n (m) → PH n (m) is not necessarily finite at the reducible boundary. Also, PH ′ n (m) and PH n (m) need not be a smooth fibration.
3. Infinitesimal study of strata of smooth surfaces 3.1. Smoothness of locally closed strata. Let g ≥ 2 and n, k ≥ 0 and m : n + k → N such that |m| = 2g − 2 and m i > 0 for i > n. The following statement is well-known to the experts and commonly accepted. Here we give a detailed proof for completeness. 
* , where P : n + k → C is injective and Z(ϕ) = i m i p i .
Notation.
As the Riemann surface C is compact, we will often use the isomorphisms between the cohomology H q (C, E) of an algebraic coherent locally free sheaf, Dolbeault cohomology H A deformation of complex structure on (C, P ) can be encoded in a Cech cocycle v = {v hj } ∈Ž 1 (V, T C (−P )), where
Denote by Φ ε hj (z j ) = z j +εv hj (z j )+o(ε) is the infinitesimal flow on V j ∩V h determined by v hj . Now, call ϕ j the restriction of ϕ to V j and let ϕ ε j be an infinitesimal deformation of ϕ j on V j . In the local coordinate z j we can write ϕ
where ψ j =ḟ j (z j )dz j vanishes at p i of order m i . For deformation data ({v hj }, {ψ j }) to glue into a first-order deformation of (C, P, ϕ), we need (
Hence, a deformation of the triple (C, P, ϕ) is determined by a couple (v, ψ), where
In view of the above considerations, it is natural to define the map of holomorphic line bundles β :
Summarizing what we have done, a nonzero section ϕ ∈ H 0 (C, K C (−mP )) can be extended along the first-order deformation of complex structure (v) ∈ H 1 (C, T C (−P )) if and only if (v) ∈ ker(H 1 (β)), where
By Serre duality, we recognize that
where
Clearly, ker(H 0 (β ∨ )) is given by the constant functions and so coker(
. We can summarize our considerations in the following lemma. * at (C, P, ϕ) can be identified to the
where the right part of the sequence can be interpreted as
Proof of Proposition 3.1. By the above lemma, dim
The above result also shows that each PH n (m) is equidimensional, which is not obvious, considering that some strata PH n (m) are not connected (see [14] ).
Remark 3.3. We underline that β is not a morphism of O C -modules and so C(β) must be considered as the mapping cone of β in the Abelian category of sheaves of C-vector spaces over C.
3.2.
The period map for locally closed strata. Given a point (C,
By abuse of notation, we will denote the subset {p 1 , . . . , p n+k } ⊂ C of distinct marked points still by P . The universal family C U → U has a C ∞ trivialization C U ∼ = (C, P ) × U. So, fixed the trivialization, each point of U corresponds to a couple (J u , ϕ u ), where J u is a complex structure on C and ϕ u is a J u -holomorphic (1, 0)-form on C. Hence, we can define the (local) period map
where P m (ϕ u ) : H 1 (C, P ; Z) → C associates to γ the period γ ϕ u . Clearly, P m is not affected by changing the trivialization by an isotopy that fixes the marked points. When no confusion can occur, we will denote the period map P m simply by P.
Remark 3.4. If all m i > 0, then P(ϕ u ) ∈ H 1 (C, P ; C) indeed coincides with the cohomology class (ϕ u ) associated to the closed 1-form ϕ u that vanishes on P .
Notice that P globalizes to aP :
* . Equivalently, one can look at P as of a section of the
The following result is well-known, but we provide a proof that we could not find in the literature.
The main point is to express the differential of P at (J u , ϕ u ) as a map in cohomology. Given the transcendental nature of P, Dolbeault cohomology (relative to the complex structure J u ) is more suited for this purpose: in particular, el-
Remark 3.6. By suitably chosing the trivialization, it is always possible to represent a class in H 0,0 ∂ (C, C(β)) by a couple (φ 1,0 ,μ) as above, whereφ 1,0 vanishes in a neighbourhood of P .
Lemma 3.7. The map P is holomorphic and its differential at (J u , ϕ u ) is given by
whereφ 1,0 is chosen as in the above remark.
Proof. The map P is clearly smooth. As the zeroes of ϕ u have constant multiplicities, suitably choosing a trivialization we can assume that u → ϕ u is constant in a neighbourhood of P . Thus, a tangent vector to H ′ n (m) at (C, P, ϕ u ) can be always represented by a first-order deformationφ of ϕ u that vanishes in a neighbourhood of P . Moreover,φ can be split asφ =φ 1,0 +φ 0,1 according to J u . Because
we conclude thatφ 0,1 =μ · ϕ u and soφ =φ 1,0 +φ 0,1 =φ 1,0 +μ · ϕ u . Hence, dP has the above expression and P is holomorphic.
Proof of Proposition 3.5. Multiplication by ϕ induces an isomorphism between T C (−P ) and O C (−mP − P ), so that the following diagram
is surjective and its kernel is given by j ! C ֒→ O C (−mP − P ), where j : C \ P ֒→ C and j ! C is the sheaf of locally constant functions that vanish at P . As a consequence,
We conclude by noticing that the above map in Dolbeault cohomology incarnates in the formula for dP exhibited in Lemma 3.7.
3.3. Smoothness of closed strata. In this subsection we want to show the following.
Proposition 3.8. For every m : n + k → N with m i > 0 for all i > n and such that |m| = 2g − 2, the moduli space H ′ n (m) sm is smooth of pure dimension 2g − 1 + n + k.
Again, it is enough to prove the statement for H ′ n (m) sm, * . So consider (C, P, ϕ) ∈ H ′ n (m) sm with ϕ = 0. It is well-known that the complex
Indeed, let us work in Cech cohomology with an open cover V of C by small disks. An element ofȞ
. To be precise, in order to define β 1 we should pick a local extensionṽ i of v i , compute d(ṽ i · ϕ) and then evaluate at p i . However, this turns out to be independent of the chosen extension and indeed it is linear in v i , so that in coordinates it even makes sense to write
Notice again that, if the marked points are distinct, then K • C,P is quasi-isomorphic to K C (−mP ) and the map β reduces to the one defined in the previous subsection. As before, the main point is the computation of the tangent space to H ′ n (m) sm .
Lemma 3.9. The tangent space to H ′ n (m) sm, * at (C, P, ϕ) fits into the following
As before, the right portion of the exact sequence can be reinterpreted as
Before proving the lemma, we notice that the smoothness of H ′ n (m) sm, * is an immediate corollary.
Proof of Proposition 3.8. From the above lemma, it follows that
and so H ′ n (m) sm, * is smooth and equidimensional.
In order to prove Lemma 3.9, we mimick the argument in the previous subsection and we construct a β
where the map is given by the diagonal on the first summand T C and the inclusion on the second summand, then
, where the map to the first K
⊗2
C is given by the sum and the map to the remaining summands is the inclusion. Similarly,
It is easy to see that the kernel of H 0 (β ∨ ) is given the constant functions and so coker(
is also one-dimensional, which concludes the proof.
3.4. Local structure of substrata. We want to study the local structure of
Proof. Let (C, Q, ϕ) ∈ H ′ n (σ * m) sm with ϕ = 0 and let (C, P, ϕ) ∈ H ′ n (m) sm be the corresponding point, where
is the composition of diagonal and restriction maps. Clearly, these morphisms are compatible with the β maps and we obtain the following commutative diagram
where the second vertical map is injective and so the first one is. The third vertical map is an isomorphism because
3.5. The period map for closed strata. Let m : n + k → N with |m| = 2g − 2 and m i > 0 for i > n. We want to study the local period map for H ′ n (m) sm, * .
First of all, we need to determine the correct period domain. Viewing the period map as a section of a C-local system, the problem consists in finding the right extension of
sm , where
Proof. First of all, it is easy to check that H d (C C,P ) is indeed a local system of costant rank over M k g,n for d = 0, 1, 2, which can be pulled back to H k g,n and restricted to H ′ n (m) sm . Moreover, if the points
The next step is to actually define the period map. In order to study its local properties, we pick a contractible open subset U of H ′ n (m) sm, * . This way we can topologically trivialize the unmarked universal family C U ∼ = C × U → U, which we can thus think of as a map u → (J u , P u , ϕ u ), where P u denotes the subset of marked points on the fixed surface C at u ∈ U.
by defining P(C, P, ϕ) as
Proof. Let j : C \ P ֒→ C be the inclusion and j ! C the sheaf of locally constant Cvalued functions that vanish at P , considered as a complex in degree 0. The natural morphism j ! C → C C,P induces a map H d (C, P ; C) → H d (C C,P ) in cohomology, which is injective for d = 1 and an isomorphism for d = 0, 2. If the marked points are distinct, then the map H 1 (C, P ; C) → H 1 (C C,P ) is an isomorphism and so P restricts to the previously defined period map on
Up to restricting U to a smaller neighbourhood of o, we can assume that P u ⊂ D ′ for all u ∈ U. By Mayer-Vietoris sequence,
Thus, it is enough to show that the composition of P with either of the two projections to H 1 (C; C) or H 1 (C D,P ) is holomorphic. In the former case, we already know that u → (ϕ u ) ∈ H 1 (C; C) is holomorphic. The latter case is a consequence of the following lemma. 
Proof. As D and U are contractible, the local system
and α can be written as dg, where g : U × D → C is a holomorphic function. Hence,
) is holomorphic and this proves (a). As for (b), by dimensional reasons it is enough to show that, for a fixed i, the elements γ ij (u) for j = i are linearly independent. Indeed, if
α u = 0 for all j, this means that g(p j (u)) = c for all j and so the class of
Finally, (c) is a consequence of (b) and (a).
Over the contractible open set U it is possible to trivialize the local system H 1 (C C,P ) as H 1 (C C,P ) × U, and so it is possible to view P as a holomorphic map.
Lemma 3.14. The differential of the local period map P : U → H 1 (C C,P ) at u can be written as
Proof. As in Lemma 3.7, we have thatφ =φ 1,0 +μ·ϕ u , whereφ
On the other hand, we can represent the 1-cocycle dP u (φ 1,0 +μ · ϕ u , v 1 , . . . , v n+k ) of C C,P as a couple (α, t 1 , . . . , t n+k ), where α is a closed 1-form on C and t i ∈ C. If γ is an oriented arc on C that ends at p j and starts at p i , then it defines a functional on H 1 (C C,P ) and
which shows that α =φ =φ 1,0 +μ · ϕ u and t i = ϕ u (v i ).
Notice moreover that we needed not require thatφ vanishes near the marked points.
Now we are ready to prove the following.
Proposition 3.15. The local period map P : U → H 1 (C C,P ) is a local biholomorphism.
Proof. Let D 
and notice that the multiplication by ϕ induces a quasi-isomorphism T
The explicit expression of dP given in Lemma 3.14 shows that the following diagram commutes.
Hence, dP is an isomorphism.
Finally, we discuss the compatibility between the stratification and the various period maps.
Assume that there exist an integer
Proposition 3.16. The period maps P m and P σ * m induce an isomorphism of the normal bundle of
Proof. For every j = 1, . . . , n + l, let ∆ j ⊂ C be a small open disk that contains q j . If q j = q j ′ , then take ∆ j = ∆ j ′ . Up to restricting to smaller U, we can assume that (p u ) i ∈ ∆ j for every σ(i) = j. Thus we can decompose C U → U into the union of an unmarked family C U −( j ∆ j × U) → U and a family of disks ∆ j × U → U with marking
By abuse of notation, we will denote by P j the set of marked points P (σ −1 (j)), which are contained inside the disk ∆ j . Similarly to what we have seen above for (C, P ), the vector space j H 1 (∆ j , P j ; C)
includes inside H 1 (C ∆,P ), where C ∆,P = j C ∆ j ev −→ i C p i , and so the local system j H 1 (∆ j , P j ; C) also extends over U as H 1 (C ∆,P ). Thus, we have the following commutative diagram
and the exact sequence of the triple (C, ∆, P ) induces
The conclusion follows by observing that the obvious map C ∆,P → C Q,P is a quasiisomorphism.
Length and area functionals
Let g ≥ 2 and n, k ≥ 0 and let m : n + k → N with |m| = 2g − 2 and such that m i > 0 for all i > n. The purpose of this section is to study certain real-valued homogeneous functions on H ′ n (m) * defined in terms of the flat metric induced by the Abelian differential. Then we will combine them to obtain one that descends to PH ′ n (m) and which is Aut n (m)-invariant. In taking products and sums of such functions, we need to keep control of the directions along which their complex Hessian is positive-definite. For this reason, we will often refer to the technical condition described in the following subsection. Because of Proposition 3.5, there exists a contractible open neighbourhood U ⊂ Ω of (C, P, ϕ) such that the period map P :
Notation. The Hodge decomposition of H 1 (C; C) with respect to the complex structure of (C, P, ϕ) will be denoted by H 1,0
commutes, where H 0 (P ; C) = H 0 (P ; C)/C. Let Π ′ ϕ be a complement of the line C(ϕ) inside Π ϕ . Definition 4.2. A function η weakly satisfies condition (⋆) at (C, P, ϕ) if, up to taking a smaller U, the restriction of η to U ∩P −1 ((ϕ) + Π ϕ ) is plurisubharmonic. It satisfies condition (⋆) if it satisfies weakly (⋆) and moreover the restriction to
is strictly plurisubharmonic. We will say that η (weakly) satisfies condition (⋆) in Ω if it does at every point of Ω.
Remark 4.3. If η is C
2 , then it weakly satisfies (⋆) at (C, P, ϕ) if the restriction of (i∂∂η) (C,P,ϕ) to the subspace dP −1 (C,P,ϕ) (Π ϕ ) is semipositive-definite; and it satisfies (⋆) at (C, P, ϕ) if moreover the restriction of (i∂∂η) (C,P,ϕ) to the subspace dP
We collect some obvious properties in the following statement. 
Proof. Properties (a), (b), (c) and (d) are obvious. As for (e), let U ⊂ Ω be an open neighbourhood of (C, P, ϕ) as above and let W ′ ϕ := U ∩ P −1 ((ϕ) + Π ′ ϕ ). Notice that, along the segment U ∩ P −1 (C(ϕ)) both ζ and η are plurisubharmonic and so ζ + η is. Because the restriction of ζ to W ′ ϕ is strictly plurisubharmonic, there exists a smooth h : W ′ → R such that ζ| W ′ − h is plurisubharmonic and (i∂∂h) > 0 on W ′ . Hence, h + η| W ′ is strictly plurisubharmonic and so (ζ + η)| W ′ is too.
As for (f), restrict to a germ of complex curve through u ∈ U in directionu. Then by direct computation
and the conclusion follows.
We will say that the former (weakly) satisfies condition (⋆) if the latter does. Similarly, we say that H n (m)
The same definitions can be given for real-valued functions defined on an open subset of PH ′ n (m) sm . Indeed, in this case the period map lands in H 1 (C C,P ); so we still have an exact sequence
and we will denote by Π ϕ the subspace of H 1 (C C,P ) that maps to H 1,0 ϕ (C). 4.2. The area functional. Let π : C g → M g be the universal family and let H 1 := R 1 π * C be the flat vector bundle over M g , whose fiber over C ∈ M g is H 1 (C; C). We define a Hermitian pairing h on H 1 as
Lemma 4.5. The Hermitian form h has the following properties.
(a) For every C ∈ M g , the pairing h C has signature (n + , n − , n 0 ) = (g, g, 0). (b) The restriction of h C to H 1,0 (C) is positive-definite and its restriction to H 0,1 (C) is negative-definite, where
is Hodge decomposition with respect to C ∈ M g . (c) h is smooth and it restricts to a smooth Hermitian metric on the holomorphic vector bundle H g → M g .
Proof. About (b), a holomorphic form ϕ can be locally written as f (z)dz with respect to a holomorphic coordinate z = x + iy. So i 2 ϕ ∧ ϕ = |f (z)| 2 dx ∧ dy, which implies that h| H 1,0 is positive-definite. An analogous argument shows that h| H 0,1 is negative-definite. Clearly, (a) follows from (b). Finally, h is smooth because it is locally constant and (c) then follows from (b), because H g is the subbundle of H 1 consisting of (1, 0)-holomorphic forms.
Definition 4.6. The Area functional A :
Notice that indeed A computes the area of the surface C endowed with the flat metric |ϕ| 2 with conical singularities.
Notation. By a little abuse, we will use the same symbol A for the pull-back of the area functional to H n (m) of (C, P, ϕ) such that the period map realizes a biholomorphism between U and an open subset P(U) ⊂ H 1 (C, P ; C). Being the statement local, we can work in period coordinates. As for (c), consider the exact sequence
and notice that A factorizes through H 1 (C; C), so that H 0 (P ; C), which has dimension k − 1, certainly belongs to the radical of i∂∂A. More explicitly, ifφ ∈
Claims (c) and (d) for A then follow from Lemma 4.5. As for log(A), we compute i∂∂ log(A) = iA −2 (∂∂A − ∂A ∧ ∂A) and so i∂∂ log(A) ϕ (φ,φ) = A(ϕ)A(φ) − |b(ϕ,φ)| from which we conclude that, as a Hermitian form on H 1 (C; C), the Hessian i∂∂ log(A) is negative-definite on H 0,1 (C), vanishes along the line C · (ϕ) and it is positivedefinite on H 1,0 (C) ∩ (ϕ) ⊥ , which shows that log(A) satisfies condition weak (⋆). As i∂∂ log(A) has signature (g − 1, g, 1) as a Hermitian form on H 1 (C; C), it follows that it has signature (g − 1, g, k) as a Hermitian form on H 1 (C, P ; C). Hence, (c) and (d) are proven. Finally, let U = ∆ be the open unit disk and let U → H n (m) * be a holomorphic map to the locus of nonvanishing Abelian differentials such that the image of U \ {0} sits in H n (m) * . Up to a (polynomial) base change, we can assume that this map lifts to U → H ′ n (m) * . Thus claim (e) for A defined on H n (m) * is equivalent to that for A defined on H ′ n (m)
* . Let C U → U be the induced flat family of stable Riemann surfaces endowed with a nonzero Abelian differential and call (C u , P u , ϕ u ) the fiber over u ∈ U. If the differential ϕ 0 has no poles, then A(C u , P u , ϕ u ) is bounded for all u ∈ U in a compact neighbourhood of 0. Thus, let us assume that C 0 has a disconnecting node ν and ϕ 0 acquires a simple pole at ν. Up to shrinking U, in local analytic coordinates (z, w) around ν ∈ C 0 , the family looks like
We recall that the local generator of the relative dualizing line bundle near ν can be written as , with f (0, 0) = ρ = 0, and there is a polydisk B = {|z| < R, |w| < R} centered at ν such that no zero of ϕ u ever enters B. As z is a local coordinate on C u for u = 0, we have
Notice that ϕ 0 is regular outside a neighbourhood of the poles of ϕ 0 . Thus, if ν 1 , . . . , ν s are the nodes of C 0 of multiplicities d 1 , . . . , d s ≥ 1 at which ϕ 0 has simple pole, and if ±ρ j = 0 are the residues of ϕ 0 at the two branches of ν j , then
which proves (e).
Length functions.
As degenerations on flat surfaces of bounded area occur as conical singularities clash together, it makes sense to study distance functions between couples of marked points along prescribed paths.
Definition 4.8. An arc on the surface C with marked points P is a nontrivial homotopy class (with fixed endpoints) of a simple oriented path γ on C that intersects P at its endpoints. A set of arcs B = {γ j } is a basis if the set of homology classes {(γ j )} is a basis of the real vector space H 1 (C, P ; R). We denote by B the set of all bases of arcs.
Let ϕ be a nonzero Abelian differential on (C, P ) and assume that the set of its zeroes Z(ϕ) is contained inside P . The associated metric |ϕ| 2 on C is flat outside Z(ϕ) and it has a conical singularity of angle 2π(d + 1) at a zero of order d.
* is a smooth |ϕ| 2 -geodesic path between two (not necessarily distinct) points in P . We will say that a segment is proper if it intersects P at its endpoints only.
Remark 4.10. People in translation surfaces often call saddle connection a segment joining two zeroes of ϕ.
As |ϕ|
2 is nonpositively curved, there always exists a unique geodesic representing a given arc γ. Such a geodesic is a concatenation of proper segments γ = γ 1 ∪ · · · ∪ γ s . We denote by ℓ γ (ϕ) the length of such a geodesic with respect to the metric |ϕ| 2 . Clearly, ℓ γ (ϕ) = ℓ γ 1 (ϕ) + · · · + ℓ γ s (ϕ).
Definition 4.11. The systole of (C, P, ϕ) ∈ H n (m) * is the length ℓ sys (ϕ) of the shortest (nontrivial) arc on C with respect to the metric |ϕ| 2 .
We recall some preliminary and well-known results on the geometry of such flat surfaces with conical singularities.
Lemma 4.12. For every (C, P, ϕ) ∈ H n (m) * , the following hold: (a) for every L > 0 there are finitely many (C, P, ϕ)-segments of length less than L; (b) the systole ℓ sys (ϕ) is always realized at a proper segment.
Proof. LetC → C be the universal cover and letφ be the pullback of ϕ toC. Denote byP ⊂C the subset of points that project to P ⊂ C. Let D ⊂C be a fundamental domain and R its diameter (with respect to the |φ| 2 metric). Fix a pointx ∈ D. Then each segment of length at most L is contained in the ball B = B(x, L + R) ⊂C. Because C is compact and so its systole is positive, B intersects only finitely many translates of D and so B ∩P is finite. Thus, there are only finitely many segments completely contained in B and this proves (a). As a consequence, the systole of (C, P, ϕ) is certainly attained at some arc γ. Write γ as a concatenation of proper segments
would give a contradiction. Hence, s = 1 and γ is a proper segment for (C, P, ϕ), which proves (b).
Let (C, P, ϕ) ∈ H ′ n (m) * and consider U ⊂ H ′ n (m) * a small contractible open neighbourhood of (C, P, ϕ), so that the universal family of marked Riemann surfaces topologically trivializes over U and P maps U biholomorphically onto an open subset of H 1 (C, P ; C). We can think of points of u ∈ U as of closed differential 1-forms ϕ u on the fixed marked surface (C, P ). We recall that, for every (γ) ∈ H 1 (C, P ; Z), the local period
Notation. Let U γ ⊂ U the locus of differentials for which γ is a proper segment and U B := γ∈B U γ the locus of differentials for which B is a basis made of proper segments. is well-defined, where
Moreover, f B is locally the maximum of finitely many f B | U B .
Proof. To prove (a), it is clearly enough to prove that U γ is a neighbourhood of each u ∈ U γ . LetC → C be the universal cover and denote byP ⊂C the points that map to P . The arc γ lifts to an arcγ with distinct endpoints and every ϕ u on C pulls back to aφ u onC. Callγ u theφ u -geodesic onC homotopic toγ. Bacauseγ u is a proper segment, there exists an ε > 0 such that the ε-neighbourhood N ε ofγ u with respect to |φ u | 2 does not contain any other point ofP . Thus, there exists a neighbourhood U ′ ⊂ U of u such that ℓ γ (ϕ u ′ ) < ℓ γ (ϕ u ) + ε/4 and dist |ϕ u ′ | 2 (γ u , ∂N ε ) > ε/2 for all u ′ ∈ U. Hence, γ u ′ is realized by a |ϕ u ′ | 2 -geodesic contained inside N ε , which is thus a proper segment, for all u ′ ∈ U ′ . This shows that U ′ ⊂ U γ and so U γ is open. In order to prove (b), we want to show that, for every u ∈ U there exist finitely many bases B 1 , . . . , B r and a neighbourhood V ⊂ U of u such that
Observe that a B such that f B realizes the sup at u always exists, because of Lemma 4.12(a). Indeed, for every relatively compact neighbourhood K ⊂ U of u and for every ε > 0 the set {B ∈ B | K ∩ U B = ∅, and f B > f B − ε on U B ∩ K} is finite. To complete the proof of (b), we need to show that a B such that f B (u) = f B (u) is made of proper segments. By contradiction, let B = {γ 1 , . . . , γ 2g+n+k−1 } and suppose that γ i is not a proper segment. Then γ i is the concatenation of two paths γ 
, at least one of the two must be nonzero: without loss of generality, we can assume that a
As the f B above defined in Lemma 4.13(b) is the sup of all bases, it is clearly independent of the local trivialization of the family and so it globalizes over H ′ n (m) * . Moreover, it is Aut n (m)-invariant and so we obtain the following. The decreasing function we will be interested in is the following. B is strongly plurisubharmonic by Remark A.8. It is straightforward to check that i∂∂ log(ℓ
) is semipositive-definite and its radical coincides with the direction given by rescaling. This proves (b). Moreover, (c) is an immediate consequence. As for part (d), notice that polynomial divergence is invariant under base change. Thus, we can suppose that the zeroes of the differential are marked and so we can work on H ′ n (m) * rather than H n (m) * .
Let U = ∆ be the open unit disk and let U → H ′ n (m) * be a holomorphic map such that the image of U \ {0} sits in H ′ n (m) * , and let C U → U be the induced flat family of stable Riemann surfaces endowed with a nonzero Abelian differential and call (C u , P u , ϕ u ) the fiber over u ∈ U. Again, by invariance of polynomial divergence under base change, we can assume that C U is smooth. Notice that a length function associated to some arc goes to zero as u → 0 if and only if at least one the following conditions hold:
(i) (at least) two zeroes of ϕ u clash together at a smooth point of C 0 ; (ii) there is an arc γ between two (not necessarily distinct) P -marked points which is entirely contained in the union C 0 0 of the components of C 0 on which ϕ vanishes.
* that do not also lie on the other above mentioned boundary loci. Now suppose that (i) occurs and that, up to rearranging the label, p 1 (u), . . . , p s (u) are clashing together at a smooth point q = p 1 (0) = · · · = p s (0) ∈ C 0 . Up to shrinking the base of the family, a neighbourhood of q inside C U looks like ∆ z ×U and
ms (c+O(u))dz with c = 0, where p 1 , . . . , p s : U → ∆ z are holomorphic. If γ ij (u) is a path from (p i (u), u) to (p j (u), u) entired contained inside ∆ z × {u}, then it is easy to check that
Hence, if such a γ ij (u) is homotopic to a segment with respect to ϕ u , then
and so it diverges polynomially in |u|. As the shortest γ ij (u) contained in ∆ z × {u} is certainly a proper segment (at least up to shrinking U further), we conclude that clashing of zeroes contributes with a polynomial divergence to ℓ −2 B . Suppose finally that (ii) occurs, and let C ′ 0 be the union of components of C 0 touched by the path γ. The differential ϕ is a section of ω C U /U over C U and there exists a maximum d ≥ 0 such that ϕ is also a section of ω C U /U (−d C 
and again it diverges polynomially in |u|. Hence, case (ii) contributes with a polynomial divergence to ℓ * acquires a simple pole at a nondisconnecting node with residue ρ = 0, then A(C, P, ϕ) blows up by Lemma 4.7(e). Because the smooth closed |ϕ| 2 -geodesic curve that winds parallel to the node has length ρ, we can conclude that ℓ S n (2g − 2, 2g − 2 − l). We will also say that σ ∈ S has depth d(σ) = l if σ ∈ S n (2g − 2, 2g − 2 − l).
sm is stratified by locally closed submanifolds PH ′ n (σ) of codimension d(σ), where σ ∈ S. The first property we require from our cover V = {V σ | σ ∈ S} is to be adapted to the stratification {PH ′ n (σ) | σ ∈ S} in the sense of Definition A.9. The second property we ask our cover is that for all (C, P, [ϕ]) ∈ V σ all marked points P (σ −1 (j)) are "about to clash".
Definition 5.2. Let V be an adapted cover of PH ′ g,n and let V σ ∈ V for some σ ∈ S. Denote by C Vσ → V σ the induced tautological family of Riemann surfaces. A clashing datum for V σ is a collection {∆ j,Vσ | 1 ≤ j ≤ 2g − 2 + n − d(σ)} of open subsets of C Vσ that satisfies the following properties:
are shorter than all the others and their classes generate H 1 (∆ σ,[ϕ] , P ; R).
A good cover is an adapted cover V endowed with a clashing datum for each V σ ∈ V.
Our purpose is to show the following. Moreover, every refinement of a good cover that satisfies property (AS1) in Definition A.9 is also good.
Clearly, it is enough to work with C * -invariant subsets of (H ′ g,n ) * and to produce a good cover V = V σ of (H ′ g,n ) * that descends to the wished V.
Definition 5.4. The injectivity radius of (C, P, ϕ) relative to σ is the function
Notice that R σ is 1-homogeneous, it vanishes on (∂ red H ′ g,n ) * and on those H ′ (τ ) * such that σ τ , and it is strictly positive elsewhere.
Proof of Lemma 5.3. For the second claim, let U = {U σ } be a refinement of a good cover V and assume that U satisfies property (AS1). If σ τ , then U σ ∩PH ′ n (τ ) = ∅ and so U σ ∩ U τ = ∅. On the other hand, if σ τ and τ σ, then
Hence, U satisfies property (AS2) and so is adapted. As the restriction of a clashing datum to a smaller open subset of PH ′ g,n is still a clashing datum, the result follows. Now we concentrate on the first claim. Fix σ ∈ S. For every j = 1, . .
* at which R σ (ϕ) > 0, denote by ∆ j,σ,ϕ ⊂ C the ball centered at p i j of radius 1 2(2g+n) R σ (ϕ), which is a topological 2-disk by the choice of R σ . Moreover, ∆ j,σ,ϕ ⊂ C is invariant under rescaling of ϕ because R σ (ϕ) is 1-homogeneous. The disks are disjoint. In fact, if ∃q ∈ ∆ j,σ,ϕ ∩ ∆ h,σ,ϕ with j = h, then
R σ (ϕ), which is a contradiction. Now define Clearly, it is enough to work with V = V σ . Notice that, because
Conversely, let's proceed by contradiction and assume there exists (C, P, ϕ) ∈Ṽ σ ∩Ṽ τ with σ τ and τ σ. As σ τ , then there exist i, k ∈ {1, . . . , 2g − 2 + n} such that
, giving the required contradiction.
Finally, we want to show that V is a good cover. As R σ is a continuous function and the restriction of R σ to V σ is positive, the family ∆ j,σ,[ϕ] defines a disk bundle ∆ j,Vσ → V σ . Thus, we are left to prove the following.
Claim. The disk bundles {∆ j,Vσ } endow V σ with a clashing datum.
The only nontrivial property still to check is the one in Definition 5.2(iv). Let (C, P, ϕ) ∈ V σ and let σ(k) = j. Because p k ∈ ∆ j,σ,ϕ , the shortest ϕ-geodesic between p k and p i j is contained inside ∆ j,σ,ϕ . Hence, ϕ-segments contained in ∆ j,σ,ϕ generate H 1 (∆ j,σ,ϕ , P j ; R). Finally, fix (C, P, ϕ) ∈ V σ . As ∆ j,σ,ϕ is convex, for every pair of points q, q ′ ∈ ∆ j,σ,ϕ , there always exists a geodesic that joins q and q ′ and that is completely contained inside ∆ j,σ,ϕ . Moreover, the shortest such geodesic has length less than 
Consider then a segment γ on (C, P, ϕ) ∈ V σ joining p i and p k . Assume first that σ(i) = σ(k) = j and let β the shortest arc from p k to p i contained inside ∆ j,σ,ϕ . If γ is not contained inside ∆ j,σ,ϕ , then γ ∪ β is a nontrivial closed loop and so
The main purpose of this subsection is to exhibit a suitable refinement of the good cover found above, whose open sets carry exhaustion functions which are somehow compatible with each other. Before proving the proposition, we show how this leads to the wished conclusion. 
Proof of Theorems A and B. Let
we also obtain coh-dim Dol (PH g,n ) ≤ 3g − 3 + ς n and so Theorem B follows. Finally, Theorem A is a consequence of Theorem B and Corollary A.4 applied to the projective bundle PH g,n → M g,n with (g − 1)-dimensional fibers.
Let (C, P, [ϕ]) be a point of V σ . We recall that ∆ σ,ϕ denotes the union of the disks ∆ j,σ,ϕ , defined in the proof of Lemma 5.3. Consider the arcs in (C, P ) entired contained inside ∆ σ,ϕ . A collection of such arcs will be called a ∆-basis if their classes form a basis of H 1 (∆ σ,ϕ , P ; R). We will denote by B ∆ σ,ϕ the set of ∆-bases. On the other hand, consider the arcs in (C, P ) that cannot be realized inside ∆ σ,ϕ . A collection of such arcs will be called a σ-relative basis if their classes form a basis of H 1 (C, ∆ σ,ϕ ; R). We will denote by B 
σ,ϕ , whenever we are evaluating the above functions at (C, P, [ϕ]). Notice that, as usual, the sup over B ′ is always attained at bases of H 1 (C, ∆ σ, [ϕ] ; R) made of segments. 
Clearly, for every B = B ′ ∪ B ∆ with B ′ ∈ B ′ and B ∆ ∈ B ∆ , we can locally define ξ σ,B := log(η σ,B ′ + χ • ζ σ,B ) so that ξ σ = sup B ξ σ,B .
Proof. Let (C, P, ϕ) ∈ V σ . As taking the sup can only improve subharmonicity, in order to check condition (⋆) at (C, P, ϕ) it is enough to work with a fixed basis B = B ′ ∪ B ∆ such that η σ (ϕ) = η σ,B ′ (ϕ) and ζ σ (ϕ) = ζ σ,B (ϕ). Thus, arcs in B ′ are realized by proper ϕ-segments and so η σ,B ′ and ζ σ,B are smooth near (C, P, ϕ). Hence, it is sufficient to compute the complex Hessian. As usual, we can work in period coordinates in a small open neighbourhood of (C, P, ϕ) by Proposition 3.15. Let Π ϕ ⊂ H 1 (C C,P ) be the kernel of the projection onto H 0,1 ϕ (C) and let Π ′ ϕ ⊂ Π ϕ be a complement of the line C(ϕ). The conclusion will follow if we prove that the restriction of i∂∂ log(ξ σ,B ) ϕ to Π ′ ϕ is positive-definite. Consider a deformation (ϕ ε ) = (ϕ + εφ) for a small ε ∈ C, with 0 = (φ) ∈ Π ′ ϕ . We want to show that i∂∂ log(η σ,B ′ ) ϕ (φ,φ) and i∂∂ log(χ • ζ σ,B ) ϕ (φ,φ) are ≥ 0 and in fact at least one of the two is strictly positive. By Lemma 4.4(f), we can then conclude that i∂∂ log(ξ σ,B ) ϕ (φ,φ) > 0. A computation analogous to the ones in Lemma 4.7(c) and in Lemma 4.15(c) shows that i∂∂ log(η σ,B ′ ) ϕ (φ,φ) ≥ 0. On the other hand,
As χ, χ ′ > 0 and χχ
The first condition can be satisfied only if there is a fixed constant c ∈ C such that
−2 is a constant and we deduce that (i∂∂ζ σ,B ) ϕ (φ,φ) = 0 only if ∂ ε [(1 + cε) −1 P β (ϕ ε )] = 0 for all β ∈ B ∆ . This is equivalent to asking that βφ = c β ϕ for all β ∈ B ∆ . Because B = B ∆ ∪ B ′ is a basis of H 1 (C, P ; R), this implies that (φ) = c(ϕ) and so we have reached a contradiction.
g,n and it does not lie in a deeper stratum, then lim inf ζ σ (C s , P s , [ϕ s ]) ≥ c, where c > 0 is a constant that depends only on g and n.
Proof. The same argument as in the proof of Proposition 5.1 shows that, in case (a), η σ (C s , P s , [ϕ s ]) → +∞, and so does ξ σ (C s , P s , [ϕ s ]). In case (b), ζ σ is continuous at (C, P, [ϕ]) and so it is enough to prove that ζ σ (C, P, [ϕ]) ≥ c for a suitable c = c(g, n) > 0. Because (C, P, [ϕ]) belongs to the boundary of V σ but not to a deeper stratum, there exist two distinct i, k ∈ {1, . . . , 2g − 2 + n} such that σ(i) = σ(k) = j and dist |ϕ| 2 (p i , p k ) = 1 2(2g+n) R σ (ϕ) > 0. Now, the shortest geodesic between p i and p k is a concatenation of at most 2g − 3 + n proper segments, Thus, there exists at least a segment β inside ∆ j,σ,ϕ such that
Notice that the minimum of ℓ γ (ϕ) over all those arcs γ that cannot be realized inside ∆ σ,ϕ is either R σ (ϕ) or 2R σ (ϕ). For such a γ, we would then have |P β (ϕ)| The correspondence between locally free E X -modules and smooth vector bundles on X carries on, and affine connections are defined in the usual way. Thus, one can speak of de Rham cohomology H * dR (X; L) of the orbifold X with coefficients in a flat vector bundle L as the cohomology of the complex
The case of an orbifold X = [ X/G] which is a global quotient of a manifold X by a finite group G is rather special and easier to deal with. Indeed, if ρ : X → X is the quotient map and L → X is a flat vector bundle, then ρ * L → X is a G-equivariant flat vector bundle and H q dR (X; L) = H q dR ( X; ρ *
L)
G . Moreover, for any flat vector bundle L → X, the push-forward ρ * L → X is also a flat vector bundle because ρ is finiteétale (in the orbifold sense) and surjective, and so ρ * L → X is a flat vector bundle and H q dR ( X; L) = H q dR (X; ρ * L). Hence, de Rham cohomology theories of X and X with coefficients in flat vector bundles are somehow equivalent.
All considerations can be transported to the complex-analytic world, when X is a complex-analytic orbifold. Indeed, in this case it will make sense to speak of the sheaf O X of holomorphic functions, of the sheaf A A.2. Cohomological dimensions. Let X be a complex manifold of (complex) dimension N.
Definition A.1. The Dolbeault cohomological dimension of X is coh-dim Dol (X) := max{q ∈ N | H 0,q ∂ (X; E) = 0 for some hol.vector bundle E} .
Clearly, coh-dim Dol (X) ≤ N and the equality is attained if and only if X has a compact component of top dimension. On the opposite extreme, if X is Stein, then coh-dim Dol (X) = 0. It is also easy to see that, if Z ⊂ X is a closed complex submanifold, then coh-dim Dol (Z) ≤ coh-dim Dol (X). A relation between the Dolbeault cohomological dimension and the de Rham cohomological dimension coh-dim dR (X) := max{s ∈ N | H s dR (X; L) = 0 for some C-local system L} is the following.
Lemma A.2. Let X be a complex-analytic orbifold. Then coh-dim dR (X) ≤ coh-dim Dol (X) + dim C (X) . We would like to elaborate upon the following result (see also Chapter IX, Corollary 4.11 [5] ).
Theorem A.6 ([1]) . Let X be a strongly (q + 1)-complete complex manifold. Then coh-dim Dol (X) ≤ q .
We will need to be able to work with nonsmooth functions; this is relatively minor and standard.
Lemma A.7. Let X be a complex manifold of dimension N and let ξ : X → R be a continuous function such that for every x ∈ X there exists a locally closed complex submanifold L x ⊂ X through x of dimension N − q + 1 such that ξ| Lx is strictly plurisubharmonic. Then, for every δ > 0 there exists a smoothξ : X → R such that |ξ(x) − ξ(x)| < δ andξ| Lx is still strictly plurisubharmonic for every x ∈ X. Thus, ξ is q-convex.
In light of the above Lemma A.7, we will call strongly q-convex such a (possibly) nonsmooth ξ too.
Remark A.8. We will be interested in a function ξ : X → R that satisfies:
• for every x ∈ X there exist an open neighbourhood U of x and finitely many smooth functions ξ i : U → R such that ξ| U = max{ξ i }; • there exists a complex submanifold L x ⊂ U through x of dimension N −q + 1 such that ξ i | Lx is strongly plurisubharmonic for all i. For every x ∈ X, such a ξ| Lx is strongly plurisubharmonic (see [5] , Chapter I, Lemma 5.18(e)). So, Lemma A.7 applies to ξ and the smoothξ thus obtained is an exhaustion function whenever ξ is.
A.5. Stratifications and coverings. Let X be a complex manifold and suppose that X is stratified through locally closed strata X σ , where σ ∈ S and S is a partially ordered set of indices, so that X τ ⊂ X σ if and only if τ σ.
Definition A. 9 . An open cover U = {U σ | σ ∈ S} of X is adapted to the stratification {X σ | σ ∈ S} if it satisfies the following two properties: (AS1) U σ is an open neighbourhood of X σ for all σ ∈ S; (AS2) U σ ∩ U τ = ∅ if and only if σ τ or τ σ.
We state the following for Dolbeault cohomology even though it holds in greater generality.
Lemma A.10. The Dolbeault cohomological dimension of X can be estimated as follows
