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This paper proposes new scheduling methods for a 
Kubernetes cluster. While Kubernetes is being a very 
popular container orchestration tool, it does not provide 
scheduling policies except scheduling pods onto a least or 
most loaded node. To improve the resource efficiency of 
a cluster, we propose two scheduling methods, both using 
historical resource usage data of pods. First, we collect 
network throughput of a cluster and nodes, and try to 
place each node onto the node which the scheduled pod 
has been communicating with the most. Second, we add 
CPU and memory usage to the first method allowing more 
general optimization. We use weighted average based on 
the relative usage of each resource in the cluster and 
place the pod onto the best node. The method does not 
work with other schedulers unlike the first method but 
results in more evenly distributed deployments. Our 
experiments show the improvements of the stated aspects; 
46% and 127% improvement of overall network 
throughput for the first and the second method 
respectively, and the second method also shows 43.2% 
less standard deviation as for CPU usage of each node 


















































































は Johnson によって𝑊𝐹(𝐿) = 2 ∙ 𝑂𝑃𝑇 − 2と証明され[1]，
Best-fit によるビンの数𝐵𝐹(𝐿)は Ullman によって初めて証

















































































CPU とメモリについては，Kubernetes の CPU とメモリ
の使用量をノードとポッドについて出力する Metrics 
Server を利用して各情報を Prometheus が読み取れる形で
出力するプログラムを自作し，クラスタ内に常駐させ，


























図 4. CPU，メモリ使用量の測定，保存システム 
 
 
図 2. Kubernetesのスケジューリングフレームワーク (Kubernetes, 2021) 
 
 

















𝑆𝑐𝑜𝑟𝑒𝑃,𝑁 = 𝑟𝑜𝑢𝑛𝑑 (
100(𝑆𝑐𝑜𝑟𝑒𝑓𝑃,𝑁 − 𝑆𝑐𝑜𝑟𝑒𝑓𝑚𝑖𝑛)
𝑆𝑐𝑜𝑟𝑒𝑓𝑚𝑎𝑥 − 𝑆𝑐𝑜𝑟𝑒𝑓𝑚𝑖𝑛
) . (2) 
手法 2 においては，手法 1 のシステムに加え，更に









𝑃𝑁 , 𝑃𝑐𝑝𝑢, 𝑃𝑚𝑒𝑚，𝑃を含む通信量の合計を𝑃𝑡𝑟𝑎𝑓𝑓𝑖𝑐，クラス
タ全体の通信量， CPU 使用量，メモリ使用量を























ただし，各値は 5 分間平均である．手法 1 と同様，最
終的なスコア𝑆𝑐𝑜𝑟𝑒′′𝑃,𝑁は，式(4)となる． 
𝑆𝑐𝑜𝑟𝑒′𝑃,𝑁 = 𝑟𝑜𝑢𝑛𝑑 (
100(𝑆𝑐𝑜𝑟𝑒𝑓′𝑃,𝑁 − 𝑆𝑐𝑜𝑟𝑒𝑓′𝑚𝑖𝑛)
𝑆𝑐𝑜𝑟𝑒𝑓′𝑚𝑎𝑥 − 𝑆𝑐𝑜𝑟𝑒𝑓′𝑚𝑖𝑛






は，6台の Raspberry Pi 4B （4GB）によって高可用構成で
作成する．抽出したデータの収集，保存，処理を行うデ
ータベースには，時系列データベースの 1 つである
Prometheus を用いる．Prometheus 実行用に，更に 1 台の
Raspberry Pi 4Bを利用する（図 5）． 
 




クライアントは 1 つの iperfサーバと接続し，トラフィッ
クを発生させる事でスループットを測定する．これを利
用し，クラスタ内でトラフィックが発生している状況を














るノードと，iperf サーバ全体のスループットの 5 分間平












均約 46.1%，実験 B で平均約 37.3%向上し，クラスタ全
 
図 6. 手法 1，実験 Aの構成 
 
 











は，1 スレッドで乱数を生成し続けることで CPU を消費
する．メモリコンシューマは，指定したメモリを確保す
ることでメモリを消費する． 




外としてそれぞれ合計 5 個ずつ，100-500MiB まで，
100MiB 刻みでメモリを消費するメモリコンシューマを 1
つ含むポッドをリスケジューリング対象，対象外として








図 7. 手法 1，実験 Bの構成 
 
 
図 8. 手法 2の実験の構成．「Static」となっている 
ポッドはリスケジューリングの対象外 
 
表 1. 手法 1，実験 Aにおける，リスケジューリング 
前後のスループット（5分間平均，MB/s） 
 
 適用前 適用後 
標準 67.6 - 
手法 1 62.8 90.4 
 
表 2. 手法 1，実験 Bにおける，リスケジューリング 
前後のスループット（5分間平均，MB/s） 
 
 適用前 適用後 
標準 53.3 - 
手法 1 48.3 65.0 
 
表 3. 手法 2のリスケジューリング前後の 
スループット（5分間平均，MB/s） 
 
 適用前 適用後 
標準 66.3 - 
手法 1 69.9 141.2 
手法 2 62.6 141.7 
 
表 4. 手法 2によるリスケジューリング前後の CPU使
用量の標準偏差（5分間平均，単位: CPU core） 
 
 適用前 適用後 
 平均 標準偏差 平均 標準偏差  
標準 2.57 0.839 - - 
手法 1 2.59 0.920 2.22 0.877 
手法 2 2.61 0.873 2.28 0.496 
 
表 5. 手法 2によるリスケジューリング前後の 
メモリ使用量の標準偏差（5分間平均，単位:MB） 
 
 適用前 適用後 
 平均 標準偏差  平均 標準偏差  
標準 1813 396 - - 
手法 1 1770 461 1768 463 
















4.3.1. 実験結果 – 手法 2 
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