Abstract. Data assimilation is uniquely challenging in weather forecasting due to the high dimensionality of the employed models and the nonlinearity of the governing equations. Although current operational schemes are used successfully, our understanding of their long-term error behaviour is still incomplete. In this work, we study the error of some simple data assimilation schemes in the presence of unbounded (e.g. Gaussian) noise on a wide class of dissipative dynamical systems with certain properties, including the Lorenz models and the 2D incompressible Navier-Stokes equations. We exploit the properties of the dynamics to derive analytic bounds on the long-term error for individual realisations of the noise in time. These bounds are proportional to the amplitude of the noise. Furthermore, we find that the error exhibits a form of stationary behaviour, and in particular an accumulation of error does not occur. This improves on previous results in which either the noise was bounded or the error was considered in expectation only.
1. Introduction. Data assimilation is a term used in the geophysical community to describe efforts to improve our knowledge of a system by combining incomplete observations with imperfect models [1] . Data assimilation is important in many fields of engineering and geophysical applications, and is an essential part of modern numerical weather prediction where it is used to initialise the forecasts based on observations of the atmosphere, combined with short term predictions [12] . In this field, data assimilation is uniquely challenging due to the infinite dimensionality and nonlinearity of the weather problem. Currently employed models use discretizations with O(10 9 ) dimensional state vectors and O(10 7 ) partial observations of the atmosphere per day [2] . Furthermore, equations governing the dynamics of the atmosphere are well known to exhibit sensitive dependence on initial conditions [17, 12] , meaning that determining them as accurately as possible is a key factor in increasing the length of the forecasting horizon.
Combining noisy data with uncertain models is an inverse problem whose optimal solution is necessarily probabilistic and sits naturally in a Bayesian framework [15] and [12] , Sec. 5.5. Due to the nonlinear nature of the underlying equations, deriving an explicit form for the posterior distribution is in general not possible [22] . A sufficiently precise numerical representation (e.g. by MCMC methods or particle filters [25] ) of the solution is very computationally expensive and not currently feasible in operational weather forecasting [15] , although this is a promising area of research [26] . Therefore, the data assimilation schemes used in practice are approximations based on exact schemes derived for linear systems with Gaussian priors and additive Gaussian noise, known as the Kalman filter [16] . The schemes are applied to the nonlinear dynamics sequentially with various further simplifications, the simplest of which is to assume works of [10] , [4] and [21] . In those publications, results regarding data assimilation accuracy with unbounded noise are given in expectation, while in the present paper we derive (almost surely) pointwise bounds, even for unbounded noise. More specifically, we prove that for large time, the error is bounded by a finite and stationary process, and give an explicit description of this process in terms of the observation noise. Technically, there are realisations of the noise for which this bound fails, but these have zero probability, and hence are statistically irrelevant.
We use the simple replacement data assimilation scheme as studied by Titi et al in [10] although we expect our result to be extendible to 3DVAR type algorithms as described in [4] . We require assumptions similar to the absorbing and squeezing properties of [21] but with some crucial differences. We allow the squeezing function to be random, and require only that its expectation is less than one. We are then able to apply Birkhoff's Ergodic Theorem to show that the squeezing function is sufficiently often less than one to give us a bound which is pointwise finite (Theorems 1 and 2). The result holds for any strength of the noise, given by the variance σ 2 , and furthermore, the bound decreases as the variance of the noise is decreased. Therefore the data assimilation error (for large time) is at least proportional to the strength of the noise. As in [21] , we test our assumptions on two finite dimensional systems; Lorenz '63 and '96, before turning to the infinite dimensional N-S system. The paper is organised as follows. In section 2 we describe the dynamical system framework, the data assimilation scheme, and the assumptions we require on the observation error. Observations at each data assimilation time are assumed to contain a random error, the nature of which we keep as general as possible. In particular, we do not require i.i.d. or bounded noise, just that the noise is stationary and ergodic. In section 3, we set out general assumptions on the dynamical systems needed for our main result, Theorem 1, the theorem itself and the proof. In section 4, we investigate the properties of an apriori bound we derive for the dissipative systems considered in this paper. In section 5 we show that our assumptions are satisfied by a large class of finite dimensional dissipative systems provided they satisfy certain properties. We discuss the Lorenz '63 and '96 models as examples of such systems. In section 6, we prove that the N-S equations satisfy the Assumptions of Theorem 1 as well.
2. The data assimilation problem.
2.1. Dissipative dynamical system. Informally, we think of an equation as being "dissipative" if all solutions are eventually bounded and this bound is uniform for any initial condition. Formally, a semigroup is dissipative if it possesses a compact absorbing set [20] .
Let H be a Hilbert space with | . | the induced norm. Let U be the solution of a dissipative system with initial conditions U 0 at t 0 and let ψ be the continuous semiflow defined by (1) U (t) = ψ(t, t 0 , U 0 ), where ψ(t + s, t 0 , U 0 ) = ψ(t, s, ψ(s, t 0 , U 0 )), (the semigroup property), and ψ(0, t, U (t)) = U (t) 3 for all real t ≥ 0, such that ψ is continuous in t and with respect to initial condition U 0 .
We assume that this dynamical system is a perfect representation of the real world system we are interested in; for instance the atmosphere, and we refer to U as the "reference" solution.
2.2. Data assimilation. As mentioned in the introduction, we will be using a simple data assimilation method as defined by Titi et al in [10] but with noise added at each discrete data assimilation time.
Let O P , the observation space, be a finite dimensional subspace of H and P the orthogonal projection onto O P .
An observation at time t n is given by P U (t n ) + σR n , where σR n is the noise, or random error, in the observation. We will define R n more precisely in subsection 2.3. We assume that R n is a random variable with values in O P so that P R n = R n .
We note that the observations as defined above are restricted to being finite in number and the observations space is restricted to a linear transformation of the model space. In weather prediction however, this is often not the case; the observation operator can be highly non-linear, as for example, in the case of satellite observations. Restricting to a linear observation operator also means that the additive nature of the noise is preserved.
The approximating solution of the discrete data assimilation scheme that we use is obtained as follows. Initially at t 0 = 0 we have,
where η is the initial guess of the unobserved part of the solution. Then at discrete times 0 < t 1 < t 2 < ... we set (2)ū n = Qψ(t n , t n−1 ,ū n−1 ) + P U (t n ) + σR n , where Q = I − P is the projection onto unobserved space.
At intermediate times t n ≤ t < t n+1 , the approximating solution u(t) is a continuous in time function defined by (3) u(t) = ψ(t, t n ,ū n ) for t ∈ [t n , t n+1 ).
We note that u is continuous on each interval [t n , t n+1 ) but has discontinuities at t n , n ∈ N, with u continuous from the right and with limits to the left, since
We are interested in the data assimilation error δ(t), which is the difference between the reference and approximating solutions described above. In particular, we are interested in the asymptotic behaviour as t → ∞. Like the approximating solution, δ(t) is piece-wise continuous in time and defined by
in the interval [t n , t n+1 ). At t n we have
For simplicity, we assume that the time between observational updates (the data assimilation interval), h = t n+1 − t n > 0 is constant.
2.3. Observations. As we will be considering the asymptotic data assimilation error, we will be looking at a sequence of noise realisation that extends into infinite time and in fact it will be useful to extend it backward in time also.
Let (Ω, F , P) be a probability space and T : Ω → Ω a measure preserving map such that T and T −1 are ergodic with respect to P. Let R : Ω → O P be a random variable on (Ω, F ) and denote R n = R • T n ; a sequence of random variables, with n ∈ Z. R n will serve to model the noise in the observations at time t n . We let
This is a measurable map and represents a realisation of the noise for all time, extending to infinite past and future. We denote the probability distribution ofR by PR.
We note that with T measure preserving, R n is a strictly stationary sequence (see e.g. [3] , Proposition 6.9. for proof). We further assume that E(R) = 0 and E(|R| 2 ) = 1 and we model the random noise in our observation at time t n as σR n , where σ ∈ R + . Therefore σ 2 is the variance of the observation noise. If R were to have non-zero mean, this would represent a systematic error.
As an example, suppose that the R n are i.i.d random variables with T :
Then the distribution PR ofR is the product probability and (O ∞ P , B ∞ , PR) is the canonical probability model 1 . It can be shown that T is measure preserving and T , T −1 are ergodic. The proof is similar to the Kolmogorov zero-one law [3] , Theorem 3.12.
3. Assumptions and main result. In this section we state the main assumptions that we will need in order to prove our main result, Theorem 1. Assumption 1 requires the existence of an absorbing ball which is natural to dissipative systems. Assumption 2 can often be deduced from the same estimates that give us Assumption 1, as is demonstrated in Lemma 7, and is an a priori bound on the error dynamics. Assumptions 3 and 4 are generally more difficult to prove, particularly Assumption 4 in the presence of unbounded random error. They represent a kind of contraction or squeezing on the unobserved part of the dynamics. 
such that ρ n is a continuous monotone increasing function of σ.
Assumption 3. There exist continuous functions M, γ : (R + , R + ) → R + such that whenever U ∈ B and |U − V | ≤ ρ,
Remark: Without loss of generality we can assume that M and γ are not decreasing in ρ because we can always replace M, γ by functions that are larger and not decreasing.
Assumption 4. With ρ 0 as in Assumption 2 and M (τ, ρ) and γ(τ, ρ) as in Assumption 3; for every σ > 0 there exists an h > 0, such that
and
Remark: We note that for any measurable function f : R → R, the process f • ρ n is stationary and ergodic, since T is assumed to be measure preserving and ergodic.
In particular, we can write,
We now state the main result of the paper.
Theorem 1. Suppose Assumptions 1 to 4 hold. Let σ * > 0 and take h > 0 as in Assumption 4 with σ * instead of σ. Then there exists a stationary and a.s. finite process C n , a non-negative constantβ < 1 and a random variable D, such that for all σ < σ * , the error δ n = U (t n ) − u(t n ) satisfies
almost surely. In particular,
a.s., where C n ,β and D are given in the proof by Equations (20) , (21) and (22) . In particular, C n ,β and D only depend on σ * .
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Theorem 1 shows that, for almost all realisations of the noise, at any data assimilation update time t n , the error δ n is bounded. In addition, asymptotically for large time, the bound is given by σ 2 C n which constitutes a stationary process so that its distribution is time independent. Furthermore as σ → 0 the bound decreases to zero like σ 2 .
To get a bound for intermediate times t ∈ (t n , t n+1 ), we require a further assumption.
Assumption 5. There exists a constant κ > 0 such that |δ(t)| 2 ≤ e κ(t−tn) |δ n | 2 for t ∈ [t n , t n+1 ).
We can easily see that if Assumption 5 holds, then the following modified version of Theorem 1 follows.
Theorem 2. Suppose Assumptions 1 to 5 hold. Let σ * > 0 and take h > 0 as in Assumption 4 with σ * instead of σ. Then there exists a stationary and a.s. finite process C n , a non-negative constantβ < 1 and a random variable D, such that for all σ < σ * , the error δ(t) = U (t) − u(t) with t ∈ [t n , t n+1 ) := I satisfies
a.s., where C n ,β and D are given in the proof by Equations (20), (21) and (22). In particular, C n ,β and D only depend on σ * .
Before turning to the proof of the main result, we require some lemmas.
where M k := M (h, ρ k (h)) and h = t n+1 − t n is the update interval.
Proof. By Assumption 1 we have that the solution U (t) ∈ B for some t > 0. Without loss of generality we can assume that U (t 0 ) ∈ B. Then, U (t n ) ∈ B, by the forward invariance of B. Furthermore, by Assumption 2, for any h > 0, we have a stationary process ρ n such that |δ n | 2 ≤ ρ n for all n ∈ N. Therefore we can apply Assumption 3 at each update time t n . Let t ∈ [t n , t n+1 ), U = U (t n ), V = u(t n ), and M n (τ )(respectively γ n (τ )) be as in Equation (5) (respectively Eq. (6)) where τ = t−t n ∈ [0, h). We obtain
where we have used the continuity of Qδ(t) at t n+1 . Write M n := M n (h) and γ n := γ n (h) for simplicity. By induction on the above,
as required.
To obtain a meaningful bound as stated in Theorem 1, we need that the RHS of estimate (11) is almost surely finite in the long term. This would clearly be the case if M k would be less than one, for all k (with some conditions on γ n ). Unfortunately, since the a priori bound is stochastic, the M k are also stochastic and it is not, in general, possible to guarantee that M k < 1 for all k, whatever the value of h. However, we are able to use the Ergodic Theorem to show that if E(M k ) < 1, it ensures M k < 1 often enough to guarantee that estimate (11) is almost surely finite. That is, for almost all realizations of the sequence {M k } k , the proportion of M k < 1 is sufficient to ensure that the product is less than 1. 
where {M k } is as in Lemma 3 and β = E(M k ).
Proof. Assuming log M 0 (ω) is measurable we can apply the Ergodic Theorem [27, 3] to T −1 to obtain
≤ log E(M 0 (ω)), (16) where the last inequality follows from Jensen's Inequality.
We note that we did not require that log M 0 (ω) is integrable as we can apply the Ergodic Theorem to random variables that are either bounded below or above. In the present case, log M 0 (h, ω) could be unbounded below but we may replace it with M 0 (h, ω) = max(ǫ, M 0 (h, ω)) for some small ǫ > 0 and apply the Ergodic Theorem to logM 0 (h, ω). (16) we have that for a.e. ω, for all ξ > 0, there exists N ω,ξ such that for all n ≥ N ω,ξ ,
and hence
This implies
Next, we note that for all N > 0 it holds that
where
C ω,ξ is finite for a.e. ω since by Inequality (17) it is less than 1 for large enough N . To get estimate (13), we repeat the proof above with k = −k but using the ergodicity and P-invariance of T .
be a sequence of random variables and let
Proof.
Lemma 6. Let χ n (ω) = χ 0 • T n (ω) be non-negative random variables with finite expectation, and suppose Assumption 4 holds. Then
is an almost surely finite random variable and C ω,ξ is as defined by (14) .
Proof. By definition and by Lemma 5, we have that
Therefore,
Then using estimate (12) from Lemma 4 we have
It is clear that B ξ is measurable since χ n are non-negative. We need to show that B ξ is finite for a.e. ω.
Since β < 1 by Assumption 4, we can choose ξ > 0 such that β + ξ < 1. We know that C ω,ξ is a.s. finite by Lemma 4 and χ 1 is non-negative with finite expectation. Hence, by Monotone Convergence Theorem,
almost surely. Therefore, B ξ is a.s. finite as required.
For clarity, where necessary, we will use σ as a parameter in the notation for the remainder of this section.
Proof of Theorem 1. By our choice of σ * and h, we have EM * k < 1, where
We consider Inequality (11) . By monotonicity of M k and γ k we can replace σ * inside the functions so that the Inequality (11) still holds. We have
where M *
We note first that the second term of Inequality (19) is bounded a.s. by (13) ;
Next, we use Lemma 6. Let
where B * ξ is as defined by Equation (18) with σ replaced by σ * and χ l = |R l−1 | 2 γ * l−1 . Hence explicitly,
The remaining terms of Inequality (19) are bounded by σ 2 C n which is a.s. finite and stationary by Lemma 6 and by our assumptions on R n .
11
by Equation (20) a.s. as required. Furthermore it holds that σ 2 C n → 0 as σ → 0 since C n does not depend on σ.
4.
A priori bound for strongly dissipative systems. The next lemmas show that we can usually have a more explicit candidate for the a priori bound ρ n , if one has an estimate of the rate of contraction to the attractor. This rate is closely related to the absorbing ball property and to our requirement that the system is dissipative. This contraction can be shown to hold for many important dynamical systems, such as Lorenz '63, '96 and the 2D, incompressible, Navier-Stokes. In fact, it is how we are able to show that these systems have the absorbing ball property and are dissipative. We will study this in more detail in the subsequent sections.
The next lemma derives a bound on the approximating solution based on a specific rate of contraction. The bound depends on the observation noise up to time t n , the initial guess η, initial condition U (t 0 ) and the length of the data assimilation interval h.
Lemma 7. Let U be a solution to a semi-dynamical system and suppose that there exist constants c 1 , c 2 > 0 such that
for all 0 ≤ s < t. Let u(t) be the approximating solution as defined by Equation (3), then
for all n ∈ N, where h = t n − t n−1 and
Proof. By Inequality (23) and because u n−1 (t) is a solution in the interval [t n−1 , t n ), we have
By definition and continuity of Qu(t) at t n we have
For simplicity, let O n = |P U (t n ) + σR n | 2 and substitute Inequality (25) into Inequality (26) to get;
Therefore by induction
We note that
where we have used Inequality (23) on U (t n−k ). This implies
1 − e −c1h + 2σ
Then Inequality (27) becomes
where we have used that ne −c1hn ≤ 1 c1h for all n ≥ 0 and h > 0 and |u
where η is the initial guess. Thus we have shown Inequality (24).
We can readily see that Inequality (23) gives us an absorbing ball B(0, r) with r > c 1/2 2 since any bounded set will eventually be inside the ball. However, we cannot deduce forward invariance. We will see that the actual contractions we encounter in the dynamical systems we study, do guarantee forward invariance and hence imply that Assumption 1 holds.
The following corollary of Lemma 7 gives the a priori bound required for Assumption 2.
Corollary 8. Let the conditions of Lemma 7 hold and let δ n = U (t n ) − u(t n ) be the data assimilation error and h = t n − t n−1 the update interval. Then there exists a stationary, a.s. finite process
Proof. By definition of |δ n | 2 , we have
We insert (23) and (24) into (29) to obtain
The above simplifies to
To see that ρ n is a measurable process, set
For each N , ρ N n is a finite sum of random variables and therefore measurable and {ρ N n } is a pointwise non decreasing sequence, since we are adding non-negative terms. Therefore, ρ n = sup N ρ N n , is measurable. To see that ρ n is almost surely finite, we note that by the Monotone Convergence Theorem
for all h > 0. Furthermore, ρ n is stationary as R n is stationary.
We can see from Equation (30) that the a priori bound behaves badly at h = 0 as its expectation is O( 1 h ), for small h. In the next lemma we show that for almost all ω ∈ Ω, lim h→0 ρ n h := D ω exists. Therefore, pointwise, for small h, ρ n = O( 1 h ) as well. We note also that ρ n is decreasing if the noise level σ decreases and converges to a noise-independent constant when σ → 0.
Lemma 9. For ρ n as defined by Equation (28) we have that 1. lim h→0 E(ρ n )h = C < ∞ where C > 0 is a constant, 2. lim h→0 ρ n (ω)h = D ω for a.e. ω, 3. for all h > 0, ρ n (ω) is monotone in σ and lim σ→0 ρ n (ω) =K + F (h) almost surely.
Proof. To prove item 1, note that
To prove item 2, it remains to check the pointwise limit of the third term in Equation (28). Using summation by parts, for any N > 0,
Considering the first term of RHS of Equation (31), by ergodicity of R n ,
for a.e. ω.
Next we consider the second term. Again from ergodicity, we have that
, since E(|R n | 2 ) = 1. Therefore, for any ǫ > 0, there exists
andD ω < ∞ since for large enough k it is smaller than 1 + ǫ.
Thus the second term of the RHS of Equation (31) is bounded a.s. by
(1 − e −c1h ) .
In summary, in the limit h → 0,
s. as required. For item 3, we note that the random term of ρ n is a.s. finite, therefore for a.e. ω, and h > 0, lim σ→0 ρ n =K + F (h), is a constant that does not depend on the noise.
5. Application to finite dimensional systems. In this section we derive more concrete properties, sufficient to imply the general Assumptions 1 to 5 in section 3, for dissipative and finite dimensional systems of the form
where solutions U and forcing f are functions in a finite dimensional vector space H = R d , A is a linear operator and B is a symmetric, bilinear operator; consequently, the results of Theorems 1 and 2 hold. In subsections 5.1 and 5.2 we apply our results to the Lorenz '63 and Lorenz '96 models respectively.
We assume the following properties, Property 1.
1. B(U, V ) = B(V, U ) for all U, V ∈ H.
(B(U,
3. B(QU, QU ) = 0, for all U ∈ H.
4.
There exists a constant a 1 > 0 such that for all U, V ∈ H, |(B(U, V )| ≤ a 1 |U ||V |.
(AU, U
Similar properties are used in [13] , [14] and [21] . For the Lorenz '63 model and standard observation operator P , as specified in subsection 5.1, Properties 1.1 to 1.4 are easily deduced, while Property 1.5 is shown in e.g. [10] . For the Lorenz '96 system and standard P , as specified in subsection 5.2, all the properties are shown in [13] .
Remark 1: Property 1.1 is not a restriction on our dynamical system (32) since only the symmetric part of B enters the dynamics anyway. Property 1.2 implies that the non-linear term does not contribute to the change in energy, analogous with the nonlinear part of the Navier-Stokes Equations. Property 1.3 effectively represents a non trivial condition on the observation operator P , ensuring a form of observability of the system. Property 1.4 is true for any bilinear operator on a finite dimensional space and hence represents no loss of generality. Property 1.5 reflects the fact that Au is considered to be a dissipative term in the dynamics.
Remark 2:
From the above description of the dynamical system, it is clear there are many parallels with the N-S equations, such as dissipativity, and a nonlinearity which is quadratic and energy conserving. Furthermore, we will see in section 6 that the N-S equations can be rewritten in a very similar form as Equation (32).
Remark 3:
We note that by orthogonality of Q and following from Property 1.5 we always have that
for some a 2 > 0 and a 3 ≥ 0.
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Remark 4:
We note that if Property 1.3 holds for an orthogonal projection Q then they also hold for any projection whose image is contained in the image of Q.
The next two lemmas follow directly from Property 1. For the case of Lorenz '96, the proofs are given in [14] .
Lemma 10. Properties 1.1 and 1.2 imply that
The proof is simply expanding (B(U + V, U + V ), U + V ) and (B(U − V, U − V ), U − V ) using Properties 1.1 and 1.2 and bilinearity of B.
Lemma 11. Suppose that Properties 1.1, 1.2 and 1.4 are satisfied. Then Property 1.3 is equivalent to the following; there exists a constant b > 0 such that
where we have used Property 1.3. Therefore by Property 1.4,
as required with b = 3a 1 .
Conversely, suppose that Inequality (34) holds. Then
since |P QV | = 0. As this holds for all U ∈ H we get that B(QV, QV ) = 0 for all V ∈ H.
In the next several lemmas we show that if Property 1 holds, then ODEs of the form (32) satisfy Assumptions 1 to 5, and consequently Theorems 1 and 2 hold.
We start with showing that Properties 1.2 and 1.5 imply Assumptions 1 and 2.
Lemma 12. Let U be the solution of a finite dimensional ODE as defined by (32) and suppose that Properties 1.2 and 1.5 are satisfied. Then Assumption 1 holds for any K > |f | 2 and Assumption 2 for ρ n as given in Corollary 8 with c 1 = 1 and c 2 = |f | 2 .
Proof. The absorbing ball property is easily verified. Take the inner product of ODE (32) with U and use Property 1.2 and Property 1.5 to get
Then, by the Cauchy-Schwarz and Young's inequality we obtain
and hence,
Assumption 1 follows from using Gronwall's lemma;
We see that any ball B(0, K 1/2 ) with K > |f | 2 is absorbing and forward invariant. Furthermore, Inequality (35) implies that the conditions of Corollary 8 are satisfied with c 1 = 1 and c 2 = |f | 2 and hence Assumption 2 (a priori bound) holds.
Before proceeding to the next lemmas we derive an equation for the error δ = U − u.
Since the approximating solution u satisfies Equation (32) in the interval [t n , t n+1 ), we have that
where we have used the bilinearity and symmetry of B to derive the above.
In the next Lemma we show that Assumption 5 holds (Eq. (37)), and we derive a bound on |P δ| (Eq. (38)) which is used in Lemma 14 to show that Assumption 3 holds. The bound on |P δ| and its proof are similar to that of the bound obtained in [21] , Lemma 5.3, but with an important difference. If we were to simply replace the bound on |δ 0 | (given by r ′2 in that paper) by our a priori bound ρ n , we would have a term multiplying |δ| 2 that in the limit h → 0 tends to a constant (see Lemma 9) .
In our bound (38), the a priori bound appears in lower order, ρ 1/2
n . This means that in the limit, this term goes to zero, which, in turn, enables us to show in Lemma 15 , that there is a h for which the squeezing holds in expectation, as required by Assumption 4.
Lemma 13. Assume that Properties 1.1, 1.2, 1.4 and 1.5 hold. Let U be a solution to ODE (32) contained in the invariant set B = B(0,
, and ρ n is as in Lemma 12.
Outline of Proof: Proof of (37) is straightforward and similar to the proof given for the Lorenz system in [10] , so we omit it for brevity. Proof of (38); Taking inner product of the error Equation (36) with P δ and applying Inequality (33), we get
Inequality (38) is obtained by applying Cauchy-Schwarz, Property 1.4, Inequality (37), Young's and the a priori bound, which holds by Lemma 12, to the above and then applying Gronwall's lemma.
The next lemma shows that Assumption 3 holds.
Lemma 14. Let U ∈ B = B(0, K 1/2 ) be a solution to ODE (32), satisfying Properties 1.1 to 1.5 with δ(t) as defined by Equation (4), then there exist continuous functions M : R + × R + → R + and and γ:
for t ≥ t n , where
and γ(τ ) = a 6 (1 − e −τ ),
Proof. Taking inner product of error Equation (36) with δ and using Properties 1.5 and 1.2 we get 1 2
Note that |U | ≤ K 1/2 . Using Lemma 11 and then Young's, we obtain 1 2
We use the bound (38) on |P δ| 2 from Lemma 13 and replace in above inequality to obtain d|δ|
Multiplying by the integrating factor e t−tn and using Gronwall we get
and γ(τ ) = a 6 (1 − e −τ ), with a 6 = b 2 K. Since ρ n is continuous w.r.t. τ for all τ > 0, so are M n for a.e. ω.
We note that in this case the γ n are all the same, non-random and finite for all τ ≥ 0. Therefore Assumption 4 is satisfied if the following lemma holds.
Proof. We wish to show that the function
is less than 1 in some neighbourhood around 0. The a priori bound ρ n , and consequently M n , is not well defined at zero. However, we will show that E(ρ n (τ )
is finite in a neighbourhood around τ = 0, that is, E(ρ n (τ ) 1/2 )s 1/2 < B for some constant B > 0, for all s ≤ τ and τ sufficiently small.
Supposing the above holds, we have that in this neighbourhood
and hence dm(0) dτ = −1.
Therefore, there exists a τ * such that m(τ ) < 1 for all 0 < τ ≤ τ * . Hence by the bound in (40) the same is true of m(τ ), for sufficiently small τ .
It remains to show that
. This bound is continuous at 0, and the limit is
which is finite.
Before turning to the N-S equations we will analyse two well known finite dimensional systems, known as Lorenz '63 and '96, that are commonly used as model problems for data assimilation.
5.1. Lorenz '63 model. The Lorenz '63 model consists of a system of three coupled ODEs, obtained from the N-S equations by truncation of the Fourier series to the first three modes [17, 23] . It is given by
where the parameters b, r, α ≥ 0 are real constants with standard values of b = 10, r = 8/3, α = 28. 20 We can write this system in the form of ODE (32), (see e.g. [6] ), where
The standard observation operator P is the projection onto the U 1 subspace. With this operator P all items of Property 1 are easily verified. Furthermore, we have (B(U, V ), P W ) = 0 for all U, V, W ∈ R 3 , meaning that the nonlinear part of the flow is always perpendicular to the observations. This last property is specific to Lorenz '63; it does not hold for Lorenz '96 or N -S. It means that we can have a much simplified estimate for |P δ| 2 , since taking inner product of the error Equation (36) and P δ and applying Inequality (33) now yields; d|P δ|
Setting a 7 = 2a 3 e κh , the estimate (38) on |P δ| 2 is simplified to
We note that the stochastic ρ n no longer appears. We follow the proof of Lemma 14 till Equation (39) and then use the simplified bound obtained above. Thus we get,
. We can see that in the particular case of Lorenz '63, we get a stronger result because M is deterministic and does not depend on the size of |δ(t n )|. Consequently we just need to show that the non-random function M (τ ) < 1 for Assumption 4 to hold. This can readily be verified as M (0) = 1 and
In this case the C n of Theorem 1 have a much simpler form. Choose some h ∈ (0, τ * ). Let ζ > 0 be some constant such that M (h) < ζ < 1. We can replace M k by the constant ζ in Equation (11) and get;
Hence, a possible form of C n is C n = ∞ l=0 ζ l γ|R n−l−1 | 2 + |R n | 2 , which is a stationary process due to the assumptions on R n . Furthermore, E(C n ) = 1−ζ+γ 1−ζ < ∞. Therefore, since C n ≥ 0, it is a.s. finite.
We note also that lim sup
so that the long-term mean square of the error is proportional to the strength of the noise, since constants ζ and γ are independent of the noise and only depend on the data assimilation interval h.
The bounding process C n gives little information in the limit h → 0, because then ζ → 1. The same problem arises using 3DVAR as shown by [14] , however they also give numerical results showing that the accuracy of the filter is fortunately a lot better than the theoretical bound implies. Clearly the bounds we give are not sharp since we make a number of estimates along the way. The main problem with our analysis for small h is that we are always summing the squared magnitude of the observational error. If h is small enough however, the dynamics is close to the identity, which should lead to considerable cancellations between the propagated errors. This is not taken into account in our approach.
We remark also that the above P is not the only observation projection that would allow for Theorem 1 to hold. Any such P would need to satisfy Property 1.3. That is, B(QU, QU ) = 0, so that the image of Q is contained in the null space of B. The null space of B is given by U 3 U 1 = 0 and U 1 U 2 = 0 so that it is composed of the plane U 1 = 0 and the line U 3 = U 2 = 0. This means that Q must project either onto the (U 2 , U 3 )-plane or the U 1 subspace or the origin. Since P = I − Q, P can project either onto the (U 2 , U 3 )-plane or the U 1 subspace, or the whole space (i.e. P is the identity). We note that observing only the U 2 or only the U 3 subspace would not work. 
As given in [13] , in this model A is the N × N identity matrix, f = (8, ..., 8)
T is an N dimensional vector, and the symmetric bilinear form is given by
The projection operator P is produced by setting every third column of the identity matrix to 0. That is, P = (e 1 , e 2 , 0, e 4 , ..., 0, e N −2 , e N −1 , 0).
With the above observation operator it has been shown, see [14] , that Property 1 holds and that a 2 = 1 and a 3 = 0 since A is the identity matrix. Furthermore, we have that b = 6 and a 1 = 2.
In some ways the Lorenz '96 model behaves more like the 2D Navier-Stokes, in that the equation for P is not as simple; Lorenz '63 is in this sense exceptional. Thus, in the case of Lorenz '96 we cannot easily deduce an explicit form for the process C n .
6. Application to Navier Stokes. In this section we show that the 2-D incompressible Navier-Stokes equations, with L-periodic boundary conditions, satisfy Assumptions 1 to 5, and therefore that Theorem 1 and Theorem 2 hold also for this model.
As we will see, the strategy for showing Assumptions 3 and 4 for the N-S equations will differ from the finite dimensional case we saw in section 5. In the case of N-S, we are able to use only the Q part of the error equation to derive the "squeezing" property of Assumption 3. This is due to the specific form that the observation operator P λ takes, which means that the Q equation represents the higher modes, which are dissipated quicker, the larger the λ. In the Lorenz models all modes are dissipated at the same rate so we cannot hope to adjust the operator P in order to obtain the same effect.
Following the notation of [10] 
The equations for the velocity field u and pressure p are given by
where ν is the kinematic viscosity and f the time independent body forcing. Let V be the space of L-periodic trigonometric polynomials, with zero divergence and zero constant term. That is,
and let H be the closure of V in L 2 (Ω) and V the closure of V in Sobolev space H 1 . Let v ∈ V and let u ∈ V be a solution to Equation (41). Take the L 2 inner product of (41) with v to get
Since v is divergence-free we obtain for the pressure term
where we also use that v is periodic. By density of V ∈ H 1 , the weak form
of the N-S equations holds for all v ∈ V . Equation (42) is an ODE in the dual space V * , so that A and B are operators from
We can express u ∈ H by its Fourier series
We define norms on H, V and H 2 ∩ H respectively as
which can be shown to be equivalent to the standard norms on L 2 , H 1 and H 2 on these spaces.
The key idea of the approach taken in [10] , and which we follow, is that there is a natural splitting of the phase space V into a finite-dimensional sub-space and its infinite dimensional orthogonal complement such that the orthogonal projection of the solution onto the finite dimensional subspace dominates.
We define the orthogonal projection P λ as
where 0 < λ ∈ Z. We say that P λ is a projection onto the low modes.
Let us state some well known properties of the system. In this setting and with initial conditions in V , the existence and uniqueness of strong solutions is shown for example in [20] . Therefore we can define a semi-flow. We will verify Assumption 1 and 2 for Equation (42) by the following Theorem which is proved in [11] .
Theorem 16. Let u(t) solve the N-S Equation (42) and u 0 ∈ H, then the following estimate holds It follows from Corollary 8 that Assumption 2 is satisfied with constant c 1 = νλ 1 and c 2 = K.
It follows from Inequality (43) that the ball B(0, r) with r > K 1/2 is an absorbing set because whatever bounded set we start with there will be a time after which it will be contained in the ball. Furthermore it's straightforward to show from (43) that B(0, r) is forward invariant, as required for Assumption 1.
In the case where no noise is present in the observations, the existence of a function M , as required for Assumption 3, is shown in [10] , Theorem 3.9. We follow the same reasoning but with the adjustment that in our setting P λ δ(t n ) = 0, so that the induction argument used to ensure a bound on δ n 2 is in our case impossible due to the noise term in the observation that can be arbitrarily large. Hence, we replace the R = δ 0 2 bound from [10] , by an a priori bound from Assumption 2. We conclude that whenever there exists a ρ > 0 such that δ n 2 < ρ we have for t ∈ [t n , t n+1 ),
where M (h) = e −νλh 1 + We want to use Theorem 1 to show that this random bound is sufficient to obtain convergence. Indeed, we can show that Assumption 4 holds. Theorem 17. Suppose that E(|R 0 | 8/3 ) < ∞, then for all h > 0, there exists a λ * < ∞ such that for all λ > λ * , Assumption 4 holds. That is, E(M (h, ρ 0 (h))) < 1.
Proof. By the previous discussion, we have that E(M (h, ρ 0 (h))) = e −νλh 1 + From the above it follows that E(M n (h)) < 1 if −νλ +ḡ(h, ρ 0 (h)) < 0. Using the definition ofḡ, we get (45) − νλ + C 1 λ 1/4 e κh E(l 2 ) + C 2 e κh E(l 8/3 ) < 0, where l := l(h, h).
It is clear that Inequality (45) will hold for some sufficiently large λ if the second and third terms of (45) , where in the last step we applied the Minkowski inequality.
It's clear that the right hand side of the above inequality is finite if ρ 0 (h) The above result does not hold uniformly for small h since the bound diverges at h = 0.
In the previous theorem we saw that for any h > 0, there exists a finite λ which guarantees that E(M (h, ρ 0 (h))) < 1. We can compute an explicit expression for a possible λ from Equation (45), which is given in Lemma 18 in the Appendix.
