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Izvlecˇek:
Zakljucˇna projektna naloga obravnava tematiko podatkovnega rudarjenja podatkov
mozˇganske aktivnosti v povezavi z nizkocenovnimi vmesniki med racˇunalnikom in
mozˇgani.
Podrobno in celovito je predstavljeno teoreticˇno podrocˇje problema. Razlozˇene
so osnove elektroencefalografije v povezavi z delovanjem mozˇganov. Nasˇteti so fre-
kvencˇni pasovi in njihove pripadajocˇe lastnosti. S pomocˇjo matematicˇne teorije je
razlozˇen proces spektralne dekompozicije s poudarkom na Fourierjevi transforma-
ciji. Opisani so primeri aplikacije podatkovnega rudarjenja mozˇganske aktivnosti na
sˇtevilna podrocˇja. Omenjene so pomembnejˇse raziskave in izpostavljene so dobre
prakse. Nasˇteti so glavni klasifikatorji, ki prinasˇajo najboljˇse rezultate.
S pomocˇjo po meri izdelane programske opreme je nazadnje v okviru zakljucˇne
naloge izvedena raziskava, ki vkljucˇuje 50 subjektov. Namen je izgradnja modela, ki
uspesˇno klasificira dve mentalni stanji, ki jih dosezˇemo z opazovanjem dveh razlicˇnih
slik. Modeli so zgrajeni na podlagi uspesˇne prakse, ki prinasˇa zanesljive rezultate
v zˇe obstojecˇih raziskavah. Modeli so zgrajeni na dva nacˇina. Pri prvem so modeli
zgrajeni za vsakega posameznika posebej, pri drugem pa samo enkrat, z uporabo
zdruzˇenih meritev vseh subjektov. Izkazˇe se, da je splosˇni model, ki je grajen na
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osnovi meritev vseh sodelujocˇih v raziskavi, neuspesˇen. Posledicˇno spoznamo, da
je izgradnja tovrstnega splosˇnega modela, ki velja za vecˇje sˇtevilo posameznikov,
kompleksen problem. Vseeno pa modeli posameznih podatkovnih zbirk prinasˇajo
dovolj dobre rezultate, da lahko trdimo, da je z uporabo nizkocenovne EEG naprave
mozˇno uspesˇno klasificirati omenjena mentalna stanja.
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Abstract:
This work discusses the topic of classification of the brain activity data in relation to
the use of low cost brain-computer interface devices.
Theoretical background is firstly thoroughly discussed. The fundamentals of elec-
troencephalography are explained in relation to how the brain works. Basic frequency
bands are studied and their properties are pointed out. Moreover, with the help of
mathematical theory we study the process of spectral decomposition with empha-
sis on Fourier transform. Basic examples of the numerous fields of application are
explained. The main studies are pointed out and best practice is noted along with
the best resulting classifiers.
Using the software explicitly made for this case, we do a study involving 50 su-
bjects. The purpose of this study is to build a model that is able to successfully
distinguish between two mental states which we achieve by looking at two different
photos. Models are based on best practice that brings reliable results in already
existent studies. On one hand, the models are built individually for each separate
person, while on the other hand, we also build a single model using all the data
from the full set of subjects. As it turns out, the full, general model is unsuccessful.
Knowing this, we can assume that building such a general model and applying it to
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numerous individuals is a complex problem. Nevertheless, the models built explicitly
for each individual turn out to perform well enough for us to be able to say that it’s
possible to classify those states using low cost electroencephalography devices.
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1 Uvod
Elektroencefalografija je proces merjenja mozˇganske elektricˇne aktivnosti, ki jo odda-
jajo zˇivcˇne celice, imenovane nevroni. Cˇeprav je bil izumitelj omenjene tehnologije
(Richard Caton) fizik, jo je prvi v prakticˇne namene uporabil nevrolog Hans Ber-
ger. Ugotovil je, da lahko z analizo EEG podatkov izvemo dolocˇene informacije o
subjektu. Elektroencefalograf (naprava za merjenje mozˇganskih valov) je bila do se-
daj vecˇinoma uporabljana le na podrocˇju medicine, kjer je sluzˇila za diagnosticira-
nje epilepsije, dolocˇanje stopenj spanja in ugotavljanje motenj v delovanju mozˇganov.
Zmozˇnosti raziskav so bile omejene zaradi tezˇke dostopnosti naprav in sˇtevila pacientov
z motnjami mozˇganov. Zaradi relativno visoke cene naprav je bilo izvajanje raziskav z
elektroencefalografom dostopno le manjˇsini [22].
Prihod nove tehnologije, namenjene zgolj za raziskovalne namene, ki omogocˇa di-
rektno povezavo z osebnimi racˇunalniki, je prinesel nove mozˇnosti na podrocˇju EEG
raziskav. Nizka cena naprav (od 99$ naprej) omogocˇa vecˇjo dostopnost. Zmozˇnost
brezzˇicˇne komunikacije pa omogocˇa zajemanje podatkov med fizicˇnimi aktivnostmi, ki
bi jih zˇicˇna povezava ovirala [13].
Podatkovno rudarjenje je v knjigi J. Hana [11] definirano kot proces odkrivanja
zanimivih vzorcev in znanja iz velikih kolicˇin podatkov. Na medicinskem podrocˇju
se aktivno uporablja za dolocˇanje stopnje nagnjenosti k epilepticˇnim motnjam [20], v
novejˇsih raziskavah pa se uporablja za napovedovanje gibov in stanj zavesti.
Naloga se osredotocˇa na predstavitev podrocˇja podatkovnega rudarjenja meritev,
pridobljenih s pomocˇjo elektroencefalografa in izpostavi prednosti ter slabosti novih,
komercialno dostopnih EEG naprav.
V drugem poglavju je podrobno opisano delovanje elektroencefalografa in pomen
shranjenih podatkov. Navedeni so uveljavljeni standardi podatkovnega rudarjenja in
razlozˇene so posamezne faze. Dosedanje raziskave na podrocˇju EEG rudarjenja so pri-
merjane med seboj in rezultati so uporabljeni kot izhodiˇscˇe za novo raziskavo. Tretje
poglavje opisuje potek opravljene raziskave, izvedene v okviru zakljucˇne naloge z nizko-
cenovno komercialno dostopno napravo Neurosky [18]. Cilj raziskave je zgraditi model,
ki uspesˇno klasificira dve mentalni stanji, ki jih dosezˇemo z opazovanjem dveh razlicˇnih
slik. V cˇetrtem poglavju so opisani rezultati raziskave. Sledi jim zadnje poglavje kjer
je povzeta celotna vsebina naloge skupaj z ugotovitvami.
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2 Pregled podrocˇja
Vmesnik med racˇunalnikom in mozˇgani je naprava za zajemanje, procesiranje in tolmacˇenje
podatkov mozˇganske aktivnosti z namenom krmiljenja zunanje naprave. S pomocˇjo
tehnik podatkovnega rudarjenja je uporabo vmesnikov mozˇno aplicirati na sˇtevilna
podrocˇja, omenjena v sledecˇem poglavju.
Za popolno razumevanje problema je potrebno razlozˇiti osnove elektroencefalogra-
fije, ki skupaj z detajlnim opisom tehnik podatkovnega rudarjenja predstavljajo temelje
projektne naloge.
Sprva so v poglavju razlozˇene osnove elektroencefalografije, ki so prisotne v vecˇini
raziskav na omenjenem podrocˇju. Razlozˇeni so pomen in znacˇilnosti posameznih fre-
kvencˇnih pasov. Opisane so osnove spektralne dekompozicije podatkov s poudarkom na
Fourierjevi transformaciji. Sledi jim obravnava tehnik podatkovnega rudarjenja s pou-
darkom na klasifikaciji. Ta se nadaljuje z razlago procesov in uveljavljenih tehnologij.
Nazadnje se obe veji zdruzˇita. Omenjene so temeljne raziskave, v katerih se upora-
blja podatkovno rudarjenje mozˇganske aktivnosti na razlicˇnih podrocˇjih. Navedeni so
najuspesˇnejˇsi algoritmi in predstavljene so najboljˇse prakse.
2.1 Elektroencefalograf in elektroencefalografija
Mozˇganska aktivnost, na katero lahko vplivajo stanje zavesti, cˇustveno stanje, mo-
toricˇna ali miselna operacija, se odrazˇa z aktivnostjo elektricˇnih signalov na zuna-
nji strani lobanje. Naprava za zajemanje teh signalov se imenuje elektroencefalograf
(EEG). Je ena izmed komponent vmesnika med racˇunalnikom in mozˇgani. Kljub temu,
da obstajajo vmesniki med mozˇgani in racˇunalnikom, pri katerih je elektroencefalograf
vgrajen v notranjost lobanje, bo poglavje obravnavalo le naprave, ki podatke zajemajo
na zunanji strani lobanje. Sestavlja jo ena ali vecˇ elektrod, tipicˇno namesˇcˇenih na
povrsˇino lobanje, ki merijo jakost signala na dolocˇenem mozˇganskem podrocˇju. Mer-
ska enota posamezne elektrode se meri v µV oziroma mV. Zaradi majhne napetosti
signala se ta ojacˇa s pomocˇjo ojacˇevalnikov, ki ga posredujejo v analogno digitalni
pretvornik. Dolocˇene sodobne naprave, omenjene v cˇlanku [21], vsebujejo integrirane
filtre za odstranjevanje sˇuma, saj lahko neprecˇiˇscˇen signal, pridobljen s pomocˇjo ele-
ktroencefalografa vsebuje sˇume zaradi gibanja miˇsic in zunanjih elektronskih naprav.
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Elektroencefalografija se na medicinskem podrocˇju med drugim uporablja za: analizo
pacientov v komi, iskanje lokacije mozˇganskih posˇkodb, ugotavljanje epilepsije in loci-
ranja vira za vzrok napada [22]. Na nemedicinskem podrocˇju pa EEG vmesniki med
mozˇgani in racˇunalnikom uporabljajo znanja racˇunalniˇstva in informatike za namen:
krmiljenja zunanjih naprav (invalidski vozicˇki, proteze), klasifikacije mentalnih stanj,
klasifikacije cˇustvenih stanj, analize odvisnikov od drog in alkohola, ugotavljanje sto-
pnje koncentracije in meditacije [13] [17] [1].
2.1.1 Zgradba mozˇganov
Z anatomskega vidika lahko mozˇgane razdelimo na tri glavne dele: veliki mozˇgani, mali
mozˇgani in mozˇgansko deblo. Na podrocˇju klasifikacije podatkov mozˇganske aktivnosti
so najbolj relevantne meritve aktivnosti velikih mozˇganov. Ti so sestavljeni iz leve in
desne hemisfere. Zunanji sloj velikih mozˇganov se imenuje mozˇganska skorja in je




Zaradi porazdelitve omenjenih mozˇganskih centrov distribucija mozˇganske aktivnosti
po povrsˇini lobanje ni enakomerna. Zato je za doseganje zˇelenih rezultatov kljucˇnega
pomena ustrezna postavitev elektrod [22].
2.1.2 Postavitev elektrod
Pri vmesnikih med mozˇgani in racˇunalnikom se pogosto uporablja mednarodni sistem
10-20, ki ga sestavlja postavitev 21 elektrod, ki zajemajo podrocˇje leve in desne he-
misfere. Elektrode niso postavljene v blizˇino ocˇi, da se izognemo nastanku motenj
ocˇesnih miˇsic. Kljub temu, da 10-20 sistem uporablja 21 elektrod, se pri vmesnikih
med mozˇgani in racˇunalnikom pogosto uporablja le podatke nekaterih elektrod [22]. V
zadnjih letih so na trgu prisotne naprave, ki jih sestavlja manjˇse sˇtevilo elektrod. S tem
posledicˇno izboljˇsajo tako udobje uporabe naprave, kot tudi zmanjˇsajo ceno izdelka.
Primer bralnika, ki uporablja le eno elektrodo, je Neurosky Mindwave [21]. Namesti
se jo na levo stran cˇela. Postavitev je ekvivalentna elektrodi Fp1 pri postavitvi 10-20
(slika 1).
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Slika 1: Mednarodni standard 10-20 za postavitev elektrod
2.2 Frekvencˇni pasovi mozˇganske aktivnosti
Signal posamezne elektrode elektroencefalografa je mesˇanica valovanj na vecˇ frekvencˇnih
pasovih. Ker je ta signal tipicˇno zapleten in se z vizualno analizo podatkov ugotavljajo
le dolocˇene karakteristike signala, se za globje razumevanje signal tipicˇno razbije na vecˇ
frekvencˇnih pasov [19]. Nemsˇki znanstvenik Hans Berger je odkril korelacijo med am-
plitudo posameznih frekvenc in razlicˇnimi mentalnimi stanji [13]. Glede na frekvencˇne
pasove poznamo tipicˇno pet razlicˇnih vrst signalov:
Delta valovi so valovi z najdaljˇso valovno dolzˇino. To so signali mozˇganske aktiv-
nosti s frekvenco 0,5-4hz. Njihova prisotnost se pogosto opazˇa pri globokem spanju.
Prav tako jih zaznamo v fazi prebujanja iz spanja. Cˇe se delta valovi pojavljajo v fazi
zbujenosti, je to lahko znak fizicˇnih posˇkodb mozˇganov [13]. Sˇum, ki ga proizvajajo
vratne in cˇeljustne miˇsice, je najpogosteje prisoten ravno na frekvencˇnem podrocˇju
delta valov, zato je v fazi precˇiˇscˇevanja podatkov najvecˇji poudarek na filtriranju tega
pasu [19] [22].
Theta valovi se nahajo v obmocˇju od 4-7,5hz z amplitudo tipicˇno vecˇ kot 20µV .
Povecˇana aktivnost theta valov je pogosto posledica cˇustvenega stresa, natancˇneje fru-
stracije in razocˇaranja. Igrajo pomembno vlogo pri dojencˇkih in otrocih. Pri odraslih
so manj prisotni. Podatke theta valov se pogosto uporablja pri raziskavah, povezanih
s cˇustvi [22] [13].
Alfa valovi lezˇijo med 8 in 13hz z amplitudo 30− 40µV . Najlazˇje jih zaznamo na
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zadnjem delu mozˇganov na podrocˇju elektrod O1 in O2 (slika 1). Je najbolj izrazita
vrsta valov, ki v primerjavi z ostalimi tipi pasov poda najvecˇ informacij o subjektu.
Alfa valovi indicirajo sprosˇcˇeno stanje brez koncentracije in pozornosti. Alfa valove
najlazˇje priklicˇemo tako, da zapremo ocˇi in pomislimo na nekaj sprosˇcˇujocˇega. Ko
odpremo ocˇi, zasliˇsimo neznan zvok ali pa smo zaskrbljeni, se aktivnost alfa valov hitro
porazgubi [13] [19]. Kljub temu, da signali mozˇganske aktivnosti v splosˇnem uspesˇno
nakazujejo stanje zavesti, se pri izjemnih posameznikih izkazˇejo za nezanesljive. Sodecˇ
po medicinskih EEG posnetkih, naj bi bil Albert Einstein zmozˇen resˇevanja zahtevnih
matematicˇnih problemov v alfa stanju, kljub temu, da so pri aktivnem razmiˇsljanju
bolj izraziti beta valovi [22].
Beta valovi so valovi mozˇganske aktivnosti med 14 in 26Hz z amplitudo 5− 30µV .
Pogosto se razdelijo na dva pasova z oznakama α1 in α2. So tipi signalov, mocˇno
povezani z aktivnim razmiˇsljanjem, pozornostjo, koncentracijo in osredotocˇenostjo na
zunanji svet. Najlazˇje jih prepoznamo na frontalnem delu lobanje na podrocˇju elektrod
Fp1 in Fp2 (slika 1) [22] [19].
Na istem frekvencˇnem podrocˇju kot alfa valove zaznamo tudi MU valove. Aktivni
so na motoricˇnem (gibalnem) predelu mozˇganske skorje. So indikacija inicializacije
gibov. To pomeni, da jih zaznamo tako ob dejanskem gibanju, kot tudi ko pomislimo
na izvajanje gibov. Zaznava MU valov v povezavi z gibanjem je tako mogocˇa tudi za
gibalno ovirane [13] [19] [21].
Najviˇsji frekvencˇni pas zavzemajo gamma valovi in sicer frekvence nad 30Hz. Am-
plituda teh je sˇibka glede na ostale frekvencˇne pasove, zato z omenjenega podrocˇja
dobimo manj informacij kot pri ostalih [22]. Kljub temu se prisotnost gamma valov,
tako kot beta valov, povezuje z mocˇno koncentracijo in pozornostjo [13].
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Tabela 1: Lastnosti frekvencˇnih pasov mozˇganske aktivnosti
Oznaka Frekvencˇni pas Amplituda Znacˇilnosti
Delta 0,5-4Hz 100− 200µV Aktivni pri globokem spanju in
prebujanju. Prisotnost v budni
fazi je lahko znak fizicˇnih posˇkodb
mozˇganov. Sˇum, ki ga pov-
zrocˇajo vratne miˇsice, pogosto za-
menjamo za delta valove.
Theta 4-7,5Hz 20µV Pokazatelj cˇustev, cˇustvenega
stresa, frustracije in razocˇaranja.
Alpha 8-13Hz 30− 40µV Najbolj aktivni na zadnjem
delu mozˇganov. So pokazatelj
sprosˇcˇenosti brez koncentracije
in pozornosti. Priklicˇemo jih, ko
zapremo ocˇi.
Beta 14-26Hz 5− 30µV Povezani z aktivnim
razmiˇsljanjem, pozornostjo,
koncentracijo, osredotocˇenostjo
na zunanji svet. Najbolj aktivni
na frontalnem delu lobanje. Na
istem frekvencˇnem podrocˇju de-
lujejo MU valovi, ki so pokazatelj
inicializacije gibanja.
Gamma nad 30Hz + + 3− 5µV Pokazatelj mocˇne koncentracije.
Ker je signal posamezne elektrode elektroencefalografa mesˇanica omenjenih valov
na vecˇih frekvencˇnih pasovih, je za ugotavljanje navedenih lastnosti potrebna priprava
podatkov s pomocˇjo spektralne dekompozicije.
2.3 Dekompozicija podatkov
Surovi, neprocesirani podatki, pridobljeni iz posamezne elektrode elektroencefalografa,
so niz cˇasovno razporejenih vrednosti napetosti signala (v voltih), ki pa direktno ne
podajajo informacije o frekvencˇnih spektrih. V tem poglavju bodo opisane teoreticˇne
osnove sprektralne dekompozicije, s pomocˇjo katere lahko izlusˇcˇimo podatke o frekvenci
signala.
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2.3.1 Fourierjeva transformacija
Uporaba Fourierjeve analize je eden najbolj uporabljanih procesov spektralne dekom-
pozicije podatkov, s pomocˇjo katere iz EEG meritev v cˇasovni domeni dobimo vrednosti
mocˇi v frekvencˇni domeni [21].
Fourierjeva vrsta sprejme signal in ga dekompresira v sesˇtevek sinusov in kosinusov
z razlicˇnimi frekvencami. Cˇe imamo signal, ki traja 1 sekundo, 0 < T < 1, lahko s
fourierjevo vrsto ta signal zapiˇsemo kot neskoncˇno vsoto [25]:
f(t) = a0 +
∞∑
n=1
(an ∗ sin(2pint) + bn sin(2pint))), (2.1)
kjer je f(t) cˇasovno urejena funkcija, za katero je signal integrabilen na intervalu [0, 1].
Spremenljivka t predstavlja cˇasovno spremenljivko, n frekvenco v hercih (Hz) in a0, an












x(t) sin(pint)dt, n = 0, 1, 2, 3..., N, (2.3)
kjer T predstavlja mejo cˇasovnega odseka, v nasˇem primeru vrednost 1.
Slika 2: Proces in rezultat Fourierjeve transformacije EEG podatkov
S pomocˇjo Eulerjeve formule lahko vsoto cos(t)+j sin(t) zapiˇsemo kot ejt = cos(t)+
j sin(t). Tako lahko s pomocˇjo zvezne Fourierjeve transformacije (CFT) prevedemo
podatke iz cˇasovne domene v frekvencˇno.
Vrednosti EEG meritev pa tipicˇno niso podane kot funkcija, temvecˇ kot cˇasovno
urejen niz meritev, ki le aproksimira graf funkcije, ki bi jo lahko neposredno zapisali
s Fourierjevo vrsto. Zato se za dekompozicijo EEG podatkov uporablja diskretna
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Cˇasovna zahtevnost izvajanja diskretne Fourierjeve transformacije je O(n2). Zaradi
hitrosti izvajanja se pa v praksi uporablja hitro Fourierjevo transformacijo (FFT), ki
je variacija DFT-ja. Ta ima cˇasovno zahtevnost O(n log(n)) [21] [26].
Kot alternativa Fourierjevi analizi se za ekstrakcijo detajlov in priblizˇkov signala,
pri katerih FFT ne zadostuje, uporablja valcˇna transformacija [17].
2.4 Tehnike podatkovnega rudarjenja
Naslednja poglavja razlagajo teoreticˇno podlago podatkovnega rudarjenja, ki jo zajema
podrocˇje EEG raziskav. Vkljucˇujejo opis osnovnih tehnik podatkovnega rudarjenja.
Sledi jim razlaga in opis korakov z vidika pridobivanja znanja iz podatkov in pregled
uveljavljene metodologije CRISP-DM.
Podatkovno rudarjenje je interdisciplinarna smer, ki zajema znanje s podrocˇja
racˇunalniˇstva in informatike, matematike in statistike [11]. Cˇeprav v citiranih knji-
gah ni enolicˇne definicije, je za splosˇno razumevanje podrocˇja smiselno opisati osnovne
tehnike podatkovnega rudarjenja.
2.4.1 Raziskovalna podatkovna analiza (Exploratory Data Ana-
lysis)
Namen raziskovalne podatkovne analize je raziskovanje brez tocˇno dolocˇenega cilja in
ugotavljanje, kaj lahko razberemo iz podatkov brez formalnega modeliranja in testnih
metod. Tehnike so tipicˇno interaktivne in/ali vizualne. Pri manjˇsem sˇtevilu spremen-
ljivk se pogosto uporabljajo graficˇne metode kot na primer tortni diagram [12].
Primer raziskovalne podatkovne analize na podrocˇju EEG rudarjenja bi bila graficˇna
predstavitev razmerij med pasovi EEG signala.
2.4.2 Opisno modeliranje (Descriptive Modeling)
Cilj opisnega modeliranja je splosˇna predstavitev glavnih karakteristik podatkov. V
knjigi [12] je opisana kot povzetek podatkov, ki nam omogocˇa sˇtudijo najpomembnejˇsih
aspektov podatkov. Poznamo dva glavna tipa opisnega modeliranja:
• segmentacija,
• razvrsˇcˇanje v skupine.
Namen prve je razdeliti zapise v homogene skupine, tako da se podobni zapisi
nahajajo v isti skupini. Sˇtevilo skupin pri segmentaciji je vnaprej dolocˇeno s strani
raziskovalca. Pri razvrsˇcˇanju v skupine pa skusˇamo najti naravno sˇtevilo skupin in
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jih primerno uvrstiti [12]. Razvrsˇcˇanje v skupine je pogost tip modeliranja pri EEG
podatkovnem rudarjenju na podrocˇju dolocˇanja stopenj spanja.
2.4.3 Napovedno modeliranje (Predictive Modeling)
Cilj napovednega modeliranja je izgradnja modela za ugotovitev vrednosti ene spre-
menljivke, ki ji pravimo razred. Model je zasnovan na podlagi ucˇne baze podatkov,




Cilj klasifikacije je preslikava vektorja meritev X v spremenljivko Y , ki je kate-
goricˇnega tipa. Iskani spremenljivki Y se tipicˇno pravi razred. Regresija je sorodna
vrsta napovednega modeliranja, kjer je razred kvantitativnega tipa. Funkcija, ki slika
vektor X v razred, se imenuje model podatkovnega rudarjenja.
Vecˇina raziskav, omenjenih v zakljucˇni nalogi, resˇuje problem napovednega mode-
liranja na podatkih EEG meritev.
2.5 Ocenjevanje tocˇnosti modelov podatkovnega ru-
darjenja
Pri izbiri optimalnega modela podatkovnega rudarjenja je eden glavnih faktorjev ocena
stopnje tocˇnosti. Na podlagi te informacije lahko sklepamo, kaksˇno uspesˇnost bo imel
model, ko se bo uporabljal v praksi. Zaradi tipicˇno omejene mnozˇice podatkov se
ocenjevanje tocˇnosti izkazˇe za problematicˇno fazo. Cˇe za testiranje uspesˇnosti modela
vzamemo isto mnozˇico podatkov kot za ucˇenje, dobimo preveliko stopnjo natancˇnosti.
Temu pojavu pravimo prekomerno prileganje. Zato moramo ucˇno mnozˇico tipicˇno
locˇiti od testne mnozˇice podatkov, tako da je testna mnozˇica dovolj velika za natancˇno
oceno, hkrati pa ucˇna mnozˇica ni okrnjena.
Razdeljevanje na testno in ucˇno mnozˇico je najpreprostejˇsi nacˇin testiranja
uspesˇnosti klasifikacije. Deluje tako, da dodelimo dolocˇen delezˇ podatkov ucˇni mnozˇici,
ki se uporablja za izgradnjo modela, neodvisen preostanek podatkov pa dodelimo testni
mnozˇici. Uspesˇnost modela na testni mnozˇici nam poda informacijo o tocˇnosti [11].
Slabost omenjenega pristopa je, da lahko zaradi omejene kolicˇine podatkov z razdelje-
vanjem ucˇno mnozˇico okrnimo in posledicˇno zmanjˇsamo uspesˇnost modela.
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Precˇno preverjanje delno resˇuje zgoraj omenjeni problem. Sprva mnozˇico po-
datkov razdelimo na n disjunktnih, enako velikih podmnozˇic. Nato n-krat ponovimo
korak, kjer vsako podmnozˇico oznacˇimo za testno mnozˇico, preostanek podatkov pa za
ucˇno. Na ucˇni mnozˇici zgradimo model in uspesˇnost preverimo na testni mnozˇici. Po
n-kratni ponovitvi imamo izmerjeno tocˇnost za vsako od n razdelitev. Povprecˇje vseh
dobljenih vrednosti nam predstavlja oceno tocˇnosti modela. V splosˇnem se uporablja
razdelitev na 10 podmnozˇic (n = 10) [11].
2.6 Proces in standardi podatkovnega rudarjenja
Cˇeprav za podatkovno rudarjenje ne obstajajo formalna pravila, ki bi dolocˇala potek
izvajanja projekta, se za to podrocˇje vse bolj pogosto uporabljajo formalni standardi.
Ti omogocˇajo boljˇse razumevanje, poenoteno izvajanje in dolocˇajo pravila izvajalcem
novih projektov [5].
Pridobivanje znanja iz podatkov ali KDD (Knowledge Discovery in Databases) je
proces, ki s pomocˇjo podatkovnega rudarjenja izvlecˇe in predstavi znanje iz podatkov,
shranjenih v podatkovnih bazah (Fayyad, 1996). Poznamo pet osnovnih faz pridobi-
vanja znanja iz podatkov [11]:
1. Cˇiˇscˇenje podatkov - Izlocˇevanje sˇuma in nekonsistentnih podatkov. Podatki EEG
meritev vsebujejo veliko sˇuma, zato je cˇiˇscˇenje kljucˇnega pomena za doseganje
zanesljivih rezultatov [2].
2. ( Integracija podatkov) - Zdruzˇevanje vecˇih virov podatkov v homogeno celoto.
EEG meritve vecˇih subjektov se pogosto zdruzˇujejo v enotne nabore podatkov.
3. Selekcija podatkov - Selekcija relevantnih podatkov iz podatkovne baze
4. Transformacija podatkov - Obdelava z izvajanjem agregacije in povzemanja po-
datkov.
5. Modeliranje - Kljucˇna faza, ki uporablja modele podatkovnega rudarjenja.
6. Evalvacija modelov - Identifikacija vzorcev, ki predstavljajo znanje.
7. Predstavitev znanja - Znanje, pridobljeno s pomocˇjo podatkovnega rudarjenja, je
predstavljeno uporabnikom z vizualizacijo in predstavitvijo znanja.
Izraz pridobivanje znanja iz podatkov se pogosto uporablja kot sinonim za podkat-
kovno rudarjenje [11].
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CRISP-DM (Cross Industry Standard Process for Data Mining) je standard, ki opi-
suje pogosto uporabljene procese, ki jih uporabljajo izvajalci podatkovnega rudarjenja.
Zasnovala so ga podjetja Daimler Chrysler, NCR in SPSS. Del procesa je namenjen
razumevanju problema s poslovnega vidika.
Slika 3: Cikel faz CRISP-DM standarda
Poznamo sˇest osnovnih faz izvajanja projekta, ki sestavljajo cikel. Prva je analiza
poslovanja, ki dolocˇa poslovne cilje in zahteve. Sledi ji analiza podatkov, ki se zacˇne z
zajemanjem in nadaljuje s procesom raziskovanja, opisovanja in razumevanja podatkov.
Zakljucˇi se z oceno kakovosti in stopnje sˇuma. Naslednja faza je priprava podatkov, ki
zajema proces izdelave koncˇnega nabora podatkov. Ta vkljucˇuje cˇiˇscˇenje, integracijo
in formatiranje. V fazi modeliranja se za namen izgradnje modela izvedejo tehnike
podatkovnega rudarjenja. Sledi ji faza evalvacije natancˇnosti modela in opravljene faze
procesa, ki rezultate primerja z zˇelenimi poslovnimi cilji. Nazadnje sledi faza uporabe
podatkov. Tu se opravi pregled celotnega projekta, ustvari se porocˇilo in uporabniku
se prikazˇe in predstavi rezultate tako, da jih bo lahko uporabljal [5] [23].
Na sliki 3 je prikazano zaporedje faz CRISP-DM standarda. Pusˇcˇice znotraj kroga
predstavljajo razpored faz. Zunanja pusˇcˇica pa predstavlja iterativno naravo izvajanja
projektov na podrocˇju podatkovnega rudarjenja, saj se v praksi izvajanje posameznih
faz pogosto vecˇkrat ponovi [23].
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Sklicujocˇ se na dosedanje raziskave s podrocˇja EEG podatkovnega rudarjenja, ome-
njene v razdelku 2.7, lahko sklepamo, da se tovrstne raziskave striktno ne drzˇijo stan-
dardov, kot je CRISP-DM.
2.7 Podrocˇja in primeri uporabe EEG podatkov-
nega rudarjenja
Cˇeprav lahko klasifikacijo EEG podatkov s pomocˇjo ucˇne baze apliciramo na poljubna
podrocˇja, se izkazˇe, da natancˇnost in uspesˇnost modelov opazno variira. Poznamo
podrocˇja klasifikacije, ki se uporabljajo v praksi in prinasˇajo zanesljive rezultate [2].
Obenem se pa v zadnjih letih pogosto izvajajo raziskave na novih podrocˇjih, pri katerih
se rezultati glede na dane pogoje ne izkazˇejo za uspesˇne.
V tem poglavju si bomo ogledali osnovna podrocˇja klasifikacije EEG podatkov, ki
so se izkazala za uspesˇna.
2.7.1 Klasifikacija inicializacije gibov
Modeli klasifikacije inicializacije gibov podajo informacijo, ali je subjekt skusˇal izvesti
dolocˇen telesni gib. Prednost podrocˇja je, da za uspesˇno klasifikacijo subjektu ni po-
trebno dejansko izvajati giba, temvecˇ si mora izvajanje giba le zamisliti. To gibalno
oviranim osebam omogocˇa mozˇnost izboljˇsanja mobilnosti z upravljanjem invalidskih
vozicˇkov ali drugih gibalnih naprav z mislimi [9].
V cˇlanku [9] je omenjena raziskava, v kateri so sodelovale tri univerze (medicinska,
racˇunalniˇska in elektrotehniˇska). Opisan je potek raziskave, v kateri subjekti z mi-
slimi upravljajo invalidski vozicˇek s pomocˇjo klasifikacije EEG podatkov. Izvedena je
na tridesetih gibalno oviranih osebah. Uporabljenih je vecˇ klasifikacijskih algoritmov
podatkovnega rudarjenja kot na primer Naivni Bayes, in SVM (glej: [27]). Rezultati
so se izkazali za uspesˇne z natancˇnostjo 57% pri uporabi komercialnega vmesnika med
mozˇgani in racˇunalnikom. V cˇlanku K. Liao [14], je raziskano podrocˇje klasifikacije
gibanja posameznih prstov na roki. Za najbolj uspesˇen algoritem se je izkazal SVM,
ki je uposˇteval spremembe na frekvencˇnih spektrih. Povprecˇna natancˇnost modela je
77,11%.
2.7.2 Klasifikacija cˇustev
Podatkovno rudarjenje EEG podatkov s pomocˇjo ucˇne baze omogocˇa klasifikacijo vna-
prej dolocˇenih cˇustvenih stanj.
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Slika 4: Upravljanje invalidskega vozicˇka z mislimi
Primer uspesˇne raziskave na omenjenem podrocˇju je omenjen v cˇlanku [17]. V
zacˇetni fazi nosilci raziskave definirajo pet mozˇnih cˇustev (gnus, srecˇa, presenecˇenje,
strah in nevtralno), ki predstavljajo razrede ucˇne baze. Nato z uporabo mednarodnega
10-20 sistema 1 zajamejo EEG podatke dvajsetim subjektom v omenjenih stanjih. S
pomocˇjo valjcˇne transformacije se podatki razbijejo na tri frekvencˇne pasove, ki nosijo
najvecˇ informacij: alfa, beta in gama. Uporabljeni sta dve preprosti klasifikacijski me-
todi, KNN in LDA. Obe z nad 75% natancˇnostjo, pri cˇemer KNN dosega 83,26% pov-
precˇno uspesˇnost. Najlazˇje razberljivo cˇustvo je gnus z 91,67% povprecˇno natancˇnostjo
klasifikacije.
2.7.3 Klasifikacija mentalnih stanj
Klasifikacija mentalnih stanj je podrocˇje, sorodno raziskavi, omenjeni v prejˇsnjem raz-
delku, ki pa ne klasificira cˇustvenih stanj, temvecˇ mentalne naloge, ki jih opravlja
subjekt. Za doseganje natancˇnosti klasifikacije je potrebna izbira mentalnih stanj, ki
vzbudijo cˇim vecˇjo asimetrijo aktivnosti mozˇganskih hemisfer.
V cˇlanku [3] je razlozˇen potek raziskave, v kateri se klasificira med petimi mental-
nimi nalogami:
• osnovna naloga, kjer se subjekti skusˇajo sprostiti,
• naloga s pismom, kjer so morali subjekti v mislih sestaviti pismo prijatelju,
• matematicˇna naloga, kjer so morali subjekti resˇevati zahtevne probleme mnozˇenja
sˇtevil brez pisanja govora ali pomocˇi s fizicˇnim gibanjem,
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• naloga z vizualnim sˇtetjem, kjer so si subjekti morali vizualno predstavljati
sˇtevilke, ki jih nekdo piˇse na tablo,
• naloga z rotacijo geometrijske figure, kjer so si morali subjekti vizualno predsta-
vljati rotacijo geometrijskega objekta.
Model je bil zgrajen s pomocˇjo nevronskih mrezˇ [15]. Kljub temu, da so rezultati mocˇno
variirali glede na posameznika, je bila na podlagi precˇnega preverjanja v povprecˇju
ocenjena 71% natancˇnost.
2.7.4 Klasifikacija vizualizacije premikanja in rotacije objek-
tov
Raziskave so pokazale, da je mozˇno klasificiranje premikanja in rotacije objektov s
pomocˇjo vizualiziranja priblizˇevanja, oddaljevanja in rotacije geometrijskega objekta.
Podrocˇje odpira nove mozˇnosti predvsem z apliciranjem podrocˇja na igranje racˇunalniˇskih
igric, kjer bi igralec svoj lik lahko upravljal z mentalno rotacijo . Kljub temu, da na trgu
zˇe obstajajo komercialne igre, ki jih je mozˇno upravljati s pomocˇjo EEG naprav [13],
te upravljajo igro na podlagi mentalnih stanj in ne na podlagi vizualizacije premikanja
objekta.
V cˇlanku C. W. Andersona in Z. Sijercˇic´a [3] se del raziskave posveti klasifikaciji
tridimenzionalnega objekta okoli osi.
2.7.5 Povzetek rezultatov raziskav
Glede na rezultate raziskav se izkazˇe, da je za zagotavljanje uspesˇnosti raziskave kljucˇnega
pomena ustrezna izbira modela. Iz validacijskih rezultatov lahko razberemo, da so se





Razen za algoritem SVM, ki je bil optimalen pri dveh omenjenih raziskavah, se izkazˇe,
da je pri vsaki raziskavi izbira najboljˇsega algoritma drugacˇna. Iz rezultatov torej
lahko sklepamo, da je izbira najustreznejˇsega modela odvisna od posameznega primera
raziskave in da optimalen algoritem, ki bi deloval za vse EEG klasifikacijske probleme,
ne obstaja.
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Hkrati je v raziskavah opazna velika razlika uspesˇnosti modelov pri razlicˇnih posa-
meznikih. Iz tega lahko sklepamo, da je pri izgradnji cˇim boljˇse ucˇne baze kljucˇnega
pomena ustrezno uposˇtevanje navodil za subjekte, ki sodelujejo v raziskavi.
3 Metodologija
Prihod komercialnih vmesnikov med racˇunalnikom in mozˇgani je odprl nove mozˇnosti
raziskav in posledicˇno povecˇal in pospesˇil stopnjo razvoja na omenjenem podrocˇju.
Cenovno dostopne naprave, ki kot kompromis pri ceni zmanjˇsajo sˇtevilo elektrod, so
sedaj na voljo zˇe za 99$ [21].
V okviru zakljucˇne naloge se je v okviru zakljucˇne naloge izvedla raziskava klasifi-
kacije mozˇganske aktivnosti. Opisana je v naslednjih poglavjih.
3.1 Opis problema
Iz prej navedenih raziskav je razvidno, da se razlicˇna mentalna stanja subjekta lahko
odrazˇajo z razlicˇnimi mozˇganskimi aktivnostmi, ki jih je z dolocˇeno natancˇnostjo mozˇno
uspesˇno klasificirati [3].
Tako je namen raziskave zgraditi model, ki bo uspesˇno klasificiral tip slike, ki jo
opazuje subjekt. Torej bo znal klasificirati med prvim stanjem, ko subjekt opazuje prvo
sliko, in drugim stanjem, ko subjekt opazuje drugo sliko, z uporabo nizkocenovnega
vmesnika med racˇunalnikom in mozˇgani. Idealno naj bi vsaka slika razlicˇne subjekte
spravila v enako oziroma kar se da podobno stanje, saj bi tako model lahko posplosˇili
na populacijo in ne samo posameznika.
Izbira slik je bila v fazi nacˇrtovanja raziskave kljucˇnega pomena, saj je bilo potrebno
izbrati dve sliki, ki bosta ob opazovanju idealno reflektirali dve kar se da razlicˇni men-
talni stanji. Tako sta bili izbrani dve sliki, kjer prva vsebuje veliko sˇtevilo podrobnosti
in motecˇih nepravilnosti, druga pa vsebuje malo podrobnosti in deluje sprosˇcˇujocˇe in
umirjeno (priloga 1). Izbrani sta bili kot rezultat zacˇetnih meritev, kjer se je pokazala
mozˇnost uspesˇne klasifikacije. Meritvam torej pripadata dva razreda: stanje1 za prvo
sliko in stanje2 za drugo sliko. Poleg razredov, ki pripadata slikam, je v zbirki podat-
kov prisoten tudi evidencˇni razred, poimenovan stanje0, ki pa pripada meritvam, ko
uporabnik sˇe ne opazuje slik in se ne zaveda, da je sneman. Ta sluzˇi kot evidenca za
nadzorovanje kakovosti signala.
Sklicujocˇ se na delo [19], je bil postopek raziskave, zasnovan po principu tipicˇnega
procesa raziskav z vmesniki med racˇunalnikom in mozˇgani:
• Zbiranje meritev,
16
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• Procesiranje podatkov,
• Klasifikacija,
• Interakcija z zunanjo napravo.
Z izjemo, da faza interakcije z napravo ni bila izvedena. Nadomestilo jo je testiranje s
precˇnim preverjanjem, ki je opisano v razdelku 2.5. Prav tako je bila pred izvajanjem
raziskave razvita programska oprema za zajemanje podatkov, shranjevanje podatkov in
povezavo z osebnim racˇunalnikom, ki je kompatibilna z napravo Neurosky Mindwave
[18].
3.1.1 Neurosky Mindwave
Mindwave podjetja Neurosky je nizkocenovni vmesnik med mozˇgani in racˇunalnikom,
ki vsebuje preprost elektroencefalograf z eno samo elektrodo. Namestimo jo na podrocˇje
cˇela blizu elektrode Fp1 pri sistemu 10-20 1.
Slika 5: Naprava Neurosky Mindwave
Uporablja se v povezavi z osebnim racˇunalnikom, ki mu v realnem cˇasu posˇilja pet
vrst podatkov: surove EEG meritve, nivoje frekvencˇnih spektrov, stopnjo koncentra-
cije, stopnjo meditacije in jakost mezˇikanja. Hkrati naprava posˇilja tudi ostale podatke,
ki niso vezani na elektroencefalograf: stanje baterije, kakovost signala in stanje pove-
zave.
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Glede na vrsto podatkov je v osnovi izdelana za dva razlicˇna namena.
Lahko se uporablja kot zabavna naprava za igranje preprostih racˇunalniˇskih igric,
ki jih je mocˇ upravljati s koncentriranjem, sprosˇcˇanjem in mezˇikanjem. Namen teh
je spoznavanje uporabnikov (predvsem otrok) z delovanjem elektroencefalografov in
vmesnikov med racˇunalnikom in mozˇgani [19].
Hkrati pa je naprava namenjena za opravljanje raziskav (primer: [21]). V tej situaciji
se tipicˇno zajema ali surove podatke (s 512 meritvami na sekundo) ali pa meritve
frekvencˇnih pasov, omenjenih v razdelku 2.2, ki jih zˇe mikrokontroler, integriran v
napravo, razbije na frekvencˇne spektre. V tem primeru meritve vsebujejo numericˇne
vrednosti meritev osmih frekvencˇnih pasov [16]:
• Delta - 1− 3Hz,
• Theta - 4− 7Hz,
• Alpha1 - 8− 9Hz,
• Alpha2 - 10− 12Hz,
• Beta1 - 13− 17Hz,
• Beta2 - 18− 30Hz,
• Gamma1 - 31− 40Hz,
• Gamma2 - 41− 50Hz.
Za razumevanje problema in uspesˇen razvoj so na uradni spletni strani podjetja
NeuroSky javno dostopna programska orodja, sestavljena iz primerov programov in
dokumentov, ki sluzˇijo kot pomocˇ razvijalcem pri razvijanju aplikacij z napravo Min-
dWave.
Podatki se iz naprave posˇiljajo brezzˇicˇno preko Wifi omrezˇja do USB modema, za
katerega je potrebno predhodno namestiti ustrezne (prilozˇene) gonilnike. USB modem
v sistemu simulira napravo, ki se povezuje preko serijskih vrat. Naprava se lahko povezˇe
s hitrostjo 1200, 2400, 4800, 9600, 57600, 115200 bitov na sekundo. Zaradi brezzˇicˇne
povezave ima naprava samostojno napajanje v obliki AAA baterij, ki zadostujejo za
osem ur snemanja. [21].
Zaradi srcˇnega utripa generira cˇelna elektroda veliko sˇuma, ki bi lahko zmanjˇsal ka-
kovost meritev. Zato vsebuje naprava senzor utripa v obliki sˇcˇipalke, ki si jo namestimo
na uhelj. S podatki o srcˇnem utripu naprava iznicˇuje posledice sˇuma, povzrocˇenega
zaradi srcˇnega utripa na cˇelu.
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MindWave sestavlja samo ena elektroda, ki zajema podatke s frontalnega dela
mozˇganov, kjer se motoricˇne aktivnosti ne odrazˇajo. Iz tega lahko sklepamo, da naprava
ni primerna za raziskave, ki vkljucˇujejo analizo inicializacije gibov, saj se motoricˇni del
mozˇganov nahaja na podrocˇju okoli temena (glej: [22]).
3.2 Programska oprema
V okviru raziskave je bila pred zacˇetkom razvita programska oprema za zajemanje
podatkov, shranjevanje podatkov in povezovanje z napravo MindWave. Zasnovana je
na nacˇin, ki omogocˇa masovno snemanje podatkov brez potrebe po ponovnem zagonu v
primeru prazne baterije ali izgube povezave. Meritve vsebujejo informacijo o razredih,
ki jih je mozˇno predhodno nastaviti in poimenovati. Podatki so shranjeni v formatu,
ki je kompatibilen s programsko opremo za podatkovno rudarjenje.
V zacˇetni fazi je bilo zazˇeleno aplikacijo razviti v okolju, s pomocˇjo katerega bi se
lahko program prevedel tako za operacijski sistem Windows kot tudi Linux. A gonilniki
MindWave naprave operacijskega sistema Linux ne podpirajo. Tako je programska
oprema razvita v okolju Visual Studio in sprogramirana v programskem jeziku C++.
Kompatibilna je le z operacijskimi sistemi Microsoft Windows XP, Microsoft Windows
7, Microsoft Windows Vista in Microsoft Windows 8 [18].
3.2.1 Uporaba in graficˇni vmesnik
Uporabnik s pomocˇjo graficˇnega vmesnika upravlja z aplikacijo, s cˇimer dostopa do
osnovnih funkcionalnosti programske opreme. Poleg interakcije s programom se mu
med snemanjem prikazuje tudi graficˇni prikaz jakosti frekvencˇnih spektrov.
Postopek uporabe programske opreme je sestavljen iz vecˇih korakov. V zacˇetni fazi
je potrebna namestitev prizˇgane naprave na glavo, pri cˇemer moramo biti pozorni, da
se senzor trdno dotika cˇela ter da je usˇesna sˇcˇipalka pritrjena na uhelj. Nato zazˇenemo
program.
S klikom na gumb Connect inicializiramo postopek povezovanja z napravo, ki je
opisan v razdelku 3.2.2. V primeru uspesˇne povezave se indikator povezave, ki se
nahaja v kotu zgoraj levo na sliki 6, obarva zeleno. V tej fazi program zˇe prejema
podatke iz naprave in preverja njihovo kakovost. V primeru, da je naprava uspesˇno
namesˇcˇena in da je kakovost signala zadovoljiva, se obarva sˇe drugi indikator.
V polje Classes vnesemo imena vseh mozˇnih razredov. V polje File name vnesemo
brez koncˇnice ime datoteke, ki bo vsebovala meritve. Nazadnje v padajocˇem meniju
Initial class izberemo razred, ki bo pripadal meritvam ob zacˇetku snemanja.
S pritiskom na gumb Start pricˇnemo zajemanje podatkov. V desnem predelu okna
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se nam pricˇnejo vizualizirati jakosti frekvencˇnih pasov meritev. Ob napisu Values se
nam izpisuje sˇtevilo meritev. S pritiskom na gumb Pause zacˇasno zaustavimo snemanje,
tako ob potrebi spremenimo razred snemanja, ki ga nadaljujemo s ponovnim pritiskom
na gumb Start. V primeru nekakovostnih meritev programska oprema avtomatsko
ignorira meritve in cˇaka na meritve zadovoljive kakovosti.
Konec snemanja sprozˇimo s stiskom na gumb Finish, ki inicializira proces shranje-
vanja.
Celoten postopek lahko ponovimo s ponovnim pritiskom na gumb Connect.
Slika 6: Graficˇni vmesnik programske opreme
3.2.2 Povezovanje
V procesu povezovanja program rezervira dostop do serijskih vrat in skusˇa brati po-
datke. V primeru, da USB modem ni prikljucˇen, da je naprava izkljopnjena ali da je
naprava zˇe rezervirana za drug proces, program sporocˇi napako.
Ko lahko uspesˇno beremo podatke s serijskih vrat, se postopek povezovanja zakljucˇi
in indikator uspesˇne povezave se obarva zeleno. Del paketa podatkov vsebuje tudi
informacijo o kakovosti meritev. V primeru zadovoljive kakovosti se obarva sˇe drugi
indikator in omogocˇi se mozˇnost pricˇetka snemanja.
3.2.3 Branje
Ob inicializaciji procesa branja program v pomnilniku uporabniˇskega prostora rezervira
prostor za shranjevanje meritev. Sestavlja ga matrika velikosti 28800x9 tipa Unsigned
Int, kjer prvo sˇtevilo predstavlja maksimalno kapaciteto meritev. Program se stolmacˇi
za 32 bitno arhitekturo. Tako tip integer v programu zavzema 4 bajte oziroma 32 bitov.
Posledicˇno se za meritve rezervira 28800∗9∗32 bajtov prostora oziroma priblizˇno 1MB.
To zadostuje za osem ur meritev.
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Vsako sekundo branja se v polje zapiˇse devet integer vrednosti vseh frekvencˇnih
pasov in zaporedna sˇtevilka pripadajocˇega razreda.
3.2.4 Shranjevanje
S pritiskom na gumb Finish se inicializira proces shranjevanja. Namen tega je zapisati
datoteko tipa .arff [4] na datotecˇni sistem, ki bo vsebovala podatke, shranjene v
pomnilniku.
V prvi fazi program preveri, ali bo lahko uspesˇno pisal v datoteko z navedenim
imenom. V primeru, da v datoteko ni mogocˇe pisati, program javi napako. Nato se
v datoteko zapiˇse glava .arff datoteke, ki vkljucˇuje opise atributov vkljucˇno z imeni
vseh razredov. Prvih osem artibutov predstavlja meritve osmih frekvencˇnih pasov (glej:
3.1.1), zadnji atribut pa razred.
Nazadnje se iz spomina vse meritve preslikajo v .arff datoteko (glej prilogo 3).
Kazalec na datoteko se zapre.
Omogocˇi se pritisk gumba Connect, s katerim lahko pricˇnemo snemanje nove zbirke
podatkov.
3.2.5 Faze razvoja
Razvoj programske opreme je potekal v skladu s standardi programskega inzˇenirstva.
Po razporeditvi I. Sommervilla poznamo pet faz razvoja [24]: analiza zahtev, nacˇrtovanje,
implementacija, integracija in testiranje, obratovanje in vzdrzˇevanje.
V fazi analize zahtev so bile navedene vse funkcijske zahteve interakcije uporabnika
s sistemom. Navedene so bile tudi nefunkcijske zahteve s poudarkom na stabilnosti
sistema v primeru izgube signala, tezˇave z baterijo ali izvlecˇenega modema.
V fazi nacˇrtovanja je bila definirana struktura programa, programskih komponent
in relacij med njimi. Posebej je izstopal poudarek na vecˇopravilnosti programa, saj
v fazi zajemanja podatkov program obenem bere podatke ter jih izrisuje na zaslon.
Kljub temu, da bi bila izvedljiva tudi zaporedna resˇitev, se je zaradi preprecˇevanja
izgube podatkov izvedla vzporedna resˇitev z uporabo niti.
Implementacija je potekala v okolju Visual Studio v programskem jeziku C++.
Testiranje je bilo izvedeno s pomocˇjo testnih primerov, kjer se je med snemanjem
namerno ugasnila naprava, izklopil USB modem ali program vecˇkrat vzporedno zagnal.
Preverjeno je bilo tudi delovanje programa z ustvarjanjem umetnega sˇuma s premika-
njem elektrode, ki bi ga moral program zaznati in posledicˇno spregledati sˇumne meri-
tve. Rezultati testiranja so bili zabelezˇeni in v primeru najdenih napak so bili izvedeni
ustrezni popravki.
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V zadnji fazi je bila aplikacija uporabljena v sklopu raziskave za zakljucˇno nalogo.
V namen sˇirsˇe uporabe in vzdrzˇevanja je bil celoten projekt vkljucˇno z izvorno kodo,
prevedenim programom in pripadajocˇimi gonilniki nalozˇen na spletno shrambo GitHub
kjer je prosto dostopen na naslovu https://github.com/thelole/mindRecorder.git
kot alternativa placˇljivim programom, dostopnim v spletni trgovini podjetja NeuroSky
[8].
Skozi celoten proces razvoja se je uporabljal linearni model s povratki, saj se je bilo
po testiranju vecˇkrat potrebno vrniti nazaj v fazo nacˇrtovanja.
3.3 Zbiranje podatkov
Za nemoten potek raziskave je bilo potrebno izvesti spremembe na programski opremi,
specificˇne za problem zajemanja mozˇganske aktivnosti ob gledanju dveh slik.
Oprema je bila za namen raziskave dodatno prilagojena, tako da lahko avtomatsko
vodi subjekt skozi proces prikazovanja slik in socˇasno upravlja potek branja podatkov
z naprave.
Zajemanje podatkov poteka na sledecˇ nacˇin. Po uspesˇni namestitvi naprave in
uspesˇni povezavi se ob pritisku na gumb Auto, ki je prikazan na sliki 6, pricˇne proces
zajemanja podatkov.
Pricˇne se prva faza snemanja, kjer se v celozaslonskem nacˇinu izriˇsejo navodila
za potek raziskave. Subjektu je narocˇeno, naj pozorno opazuje fotografije, ki se bodo
prikazovale na zasonu. Faza traja 10 sekund. Kljub temu, da se subjekt tega ne zaveda,
se po prvih petih sekundah zˇe pricˇne snemanje meritev, ki pripadajo razredu stanje0,
omenjenem v razdelku 3.1.
Nato se pricˇne druga faza, ki traja 25 sekund. Na zaslonu se v celozaslonskem
nacˇinu prikazuje prva slika. Zaradi nenadne spremembe slike ob prehodu med fazami
prvih pet sekund druge faze sˇe ne beremo z naprave. Po petih sekundah, ko naj bi
se misli zˇe adaptirale na prikaz slike, se pricˇne branje meritev, katerim pripada razred
stanje1.
Sledi tretja faza, ki prav tako kot druga faza traja 25 sekund. Na zaslonu se v
celozaslonskem nacˇinu prikazuje druga slika. Snemanje poteka s podobnimi omejitvami,
kot smo jih navedli zgoraj. Meritve pripadajo razredu stanje2.
V zadnji fazi se subjektu sporocˇi, da se je proces zajemanja podatkov zakljucˇil.
Izvede se proces shranjevanja, omenjen v razdelku 3.2.4, ki ustvari .arff datoteko.
Tako je zajemanje podatkov avtomatiziran proces, ki traja 60 sekund. Rezultat
tega je datoteka s 45 meritvami, kjer 5 meritev pripada razredu stanje0, 20 razredu
stanje1 in ostalih 20 razredu stanje2.
Raziskava je bila izvedena na petdesetih osebah, ki jih sestavlja 24 mosˇkih in 26
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zˇensk. Potekala je v mirnem okolju brez vecˇjih motenj. Pri vsaki meritvi je bil zabelezˇen
tudi spol.
3.4 Izgradnja modela
Model za ugotavljanje stanj opazovanja slik je bil zgrajen na podlagi meritev, prido-
bljenih iz faze zbiranja podatkov.
V prvi fazi se je izvedlo precˇiˇscˇevanje, kjer so se odstranili podatki, ki so pripadali
razredu stanje0, saj bi prisotnost tretjega razreda zmanjˇsevala kakovost in uspesˇnost
modela.
Z uporabo vecˇih klasifikatorjev so bili zgrajeni razlicˇni modeli, ki so bili nazadnje
preverjeni s pomocˇjo precˇnega preverjanja, omenjenega v razdelku 2.5.
Ker se je izkazalo, da je uspesˇnost klasifikacije meritev posameznega subjekta v
povprecˇju veliko vecˇja od klasifikacije zbirke, ki vsebuje meritve vseh sodelujocˇih v
raziskavi, je model zgrajen na dva nacˇina.
Prvi je zgrajen za vsakega posameznika posebej. Za testno in ucˇno mnozˇico upora-
blja le meritve posameznika neodvisno od meritev ostalih sodelujocˇih v raziskavi. Pro-
ces izgradnje in validacije se ponovi petdesetkrat in izracˇuna se povprecˇje uspesˇnosti.
Drugi je zgrajen na osnovi posamezne podatkovne zbirke, ki vsebuje meritve vseh
petdesetih subjektov. Za vsak klasifikator se izgradnja in testiranje izvede le enkrat.
Rezultati se lahko posplosˇijo in niso specificˇni le za en subjekt, kot pri prvem nacˇinu
izgradnje modela.
Zbirke podatkov so prosto dostopne na spletni shrambi podatkov GitHub naslovu
https://github.com/thelole/datasets.git
3.4.1 Izgradnja posamezniku specificˇnih modelov
Ker se je izkazalo, da so rezultati precˇnega testiranja v povprecˇju boljˇsi, cˇe izgradimo
model za vsakega posameznika posebej, se je najprej izvedla faza izgradnje posame-
znih modelov. V prvi fazi se je izvedel postopek, ki nam pove, kateri atribut nosi
najvecˇ informacij in z njim najlazˇje resˇujemo problem. To dosezˇemo z uporabo OneR
algoritma [7], ki za izgradnjo modela uporablja le en atribut. Ta za vsako vrednost
meritev presˇteje, kolikokrat se dolocˇen razred ponovi. Ko najde najbolj pogost razred,
ustvari pravilo, ki vrednosti pripiˇse najpogostejˇsi razred [27]. Algoritem je bil izve-
den, za vsako zbirko podatkov posebej. Rezultati pokazˇejo, da je bil najvecˇkrat izbran
atribut Gamma2. Izbran je bil za deset podatkovnih zbirk. Razporeditev po spolih je
enakomerna, zato pri izbiri OneR atributa ni opazne razlike med spoloma.
Nato je bil za vsakega posameznika zgrajen model z uporabo vecˇih klasifikatorjev.
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Glede na algoritme, omenjene v razdelku 2.7, je bilo izbranih sˇest klasifikatorjev,







Model je bil zgrajen z uporabo programske opreme WEKA [10] s pomocˇjo zaganja-
nja ukazov z ukazne vrstice. Zaradi velikega sˇtevila podatkovnih zbirk je bila razvita
programska oprema, ki je avtomatizirala proces izgradnje modela za vseh petdeset
zbirk. Izgradnja SVM modela je trajala eno minuto. Vsi ostali modeli so bili zgrajeni
v manj kot eni sekundi.
3.4.2 Izgradnja splosˇnega modela
Podatki vseh podatkovnih zbirk so bili zdruzˇeni v eno .arff datoteko za namen izgra-
dnje splosˇnega modela.
Uporabljeni so bili klasifikatorji, navedeni v razdelku 3.4.1. Izgradnja SVM modela
je trajala 294 sekund. Vsi ostali modeli so bili zvedeni v manj kot eni sekundi.
4 Rezultati
Poglavje predstavlja pregled uspesˇnosti raziskave, vrednosti razlicˇnih pristopov ter nji-
hove prednosti in slabosti.
Uspesˇnost modelov se je preverjala s pomocˇjo precˇnega preverjanja. Uporabljala
se je razdelitev na 10 podmnozˇic, z namenom, da je sˇtevilo podmnozˇic delitelj sˇtevila
meritev, torej delitelj sˇtevila 40.
4.0.3 Rezultati posamezniku specificˇnih modelov
Na podlagi rezultatov preverjanja smo za pravilnosti vseh podatkovnih zbirk izracˇunali
povprecˇje. Ker pa je informacija, kako oddaljene so vrednosti uspesˇnosti od povprecˇja,
pomembna za raziskavo, smo izracˇunali tudi standardno deviacijo. To je mera stati-
sticˇne razprsˇenosti spremenljivke [15], ki smo jo vkljucˇili v rezultate.
Tabela 2: Rezultati posamezniku specificˇnih modelov






Bagging (PART) 60,35% 12,485
Za najuspesˇnejˇsega se je izkazal klasifikator bagging z uporabo PART algoritma.
Povprecˇna uspesˇnost klasifikatorja s precˇnim preverjanjem je 60,35%. Sklicujocˇ se na
sliko 7, je 22 subjektov mozˇno klasificirati z vecˇ kot 60% pravilnostjo.
Nazadnje smo preverili povprecˇno uspesˇnost najboljˇsega klasifikatorja glede na spol.
Izkazalo se je, da pri uspesˇnosti klasifikacije ni opazne razlike med spoloma. Pri 24 po-
datkovnih zbirkah mosˇkih je uspesˇnost klasifikacije 61,05%, pri 26 podatkovnih zbirkah
zˇensk pa 59,71%.
Slabost omenjenega pristopa je potreba po izgradnji ucˇne baze za vsakega posa-
meznika, ki uporablja sistem. Torej bi vsak uporabnik naprave, ki bi zˇelel uporabljati
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Slika 7: Rezultati klasifikatorja bagging za posamezne podatkovne zbirke
storitev klasifikacije mozˇganske aktivnosti, moral predhodno izgraditi svojo ucˇno bazo.
Kljub temu lahko na podlagi 61% natancˇnosti sklepamo, da model uspesˇno pre-
pozna razliko med mentalnimi stanji. Tako lahko trdimo, da obstaja mozˇnost, da bi
lahko s pravo napravo in snemanjem v pravem okolju izgradili model, ki bi bil dovolj
uspesˇen za prakticˇno uporabo.
4.0.4 Rezultati splosˇnega modela
Model zbirke podatkov, ki vsebuje zdruzˇene meritve vseh subjektov, je bil testiran s
pomocˇjo precˇnega preverjanja. Izkazalo se je, da je model neuspesˇen, saj uspesˇnost
ni veliko viˇsja od stopnje pravilnosti ugibanja med dvema razredoma, ki je 50% pri
enakomerni porazdelitvi sˇtevila meritev.
Najbolje se je odrezal klasifikator SVM s 53,2% uspesˇnostjo. Ostali se gibajo med
50-53%.








Iz rezultatov lahko sklepamo, da je izgradnja modela, ki uspesˇno deluje na splosˇni
populaciji, zahteven problem.
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Obstaja tudi mozˇnost razlage, da gre rezultat pripisati posamezniku unikatnemu
nacˇinu razmiˇsljanja in dozˇivljanja okolice, ki posledicˇno oddaja mozˇganske valove, ki
so meritvam ostalih subjektov tuji. Pravilnost te teze bi lahko preverili v nadaljnih
raziskavah z ustrezno izbiro testne mnozˇice pri izgradnji splosˇnega modela. Ker je
program sam razdeljeval testno mnozˇico na podmnozˇice, obstaja mozˇnost, da so v ucˇni
mnozˇici prevladovali podatki enega ali le nekaj posameznik, kar posledicˇno zmanjˇsa
uspesˇnost modela. Tako bi bilo v nadaljnih raziskavah priporocˇeno uporabljati ucˇno
mnozˇico, ki bi vsebovala del meritev vsakega subjekta.
5 Zakljucˇek
Podatkovno rudarjenje je interdisciplinarno podrocˇje, ki zdruzˇuje znanje iz racˇunalniˇstva
in informatike, medicine, statistike in matematike. Za celostno razumevanje problema
je potrebno razumevanje osnov z vseh omenjenih znanosti.
V zacˇetni fazi podatkovnega rudarjenja podatkov mozˇganske aktivnosti je kljucˇnega
pomena znanje s podrocˇja medicine. Pomembno je razumevanje postavitve mozˇganskih
centrov, ki vpliva na lokacijo in sˇtevilo elektrod. Ta naj bi ustrezala zˇelenemu cilju
raziskave. Elektrode se morajo nahajati na podrocˇjih, ki odrazˇajo stanja klasifikacijskih
razredov.
Pri pripravi meritev je poudarek na znanju s podrocˇja matematike. Za uspesˇno
pripravo podatkov je potrebno znanje teorije spektralne dekompozicije.
Po zakljucˇeni fazi priprave podatkov se izvede izgradnja modela in testiranje. S
pomocˇjo znanja racˇunalniˇstva in informatike na podrocˇju podatkovnega rudarjenja se
izvede izgradnja ustreznega modela z uposˇtevanjem sˇtevila atributov, tipov atributov,
sˇtevila razredov in velikosti podatkovne zbirke.
Prednost klasifikacije podatkov mozˇganske aktivnosti je zmozˇnost podajanja infor-
macij z razmiˇsljanjem brez fizicˇne interakcije. Ta presega omejitve izrazˇanja z uporabo
telesa in kljub sˇe zelo zacˇetni, skoraj samo akademski fazi, sugerira sˇtevilna podrocˇja
aplikacije in odpira nove mozˇnosti interakcije z napravami. Dokazano je, da se klasifika-
cija podatkov mozˇganske aktivnosti lahko uspesˇno uporablja za krmiljenje invalidskih
vozicˇkov, igranje racˇunalniˇskih igric ali klasifikacijo osnovnih cˇustev.
V sklopu zakljucˇne naloge se je izvedla raziskava klasifikacije dveh stanj, ki jih
dosezˇemo z opazovanjem razlicˇnih fotografij z uporabo nizkocenovnega vmesnika med
mozˇgani in racˇunalnikom. V raziskavi je sodelovalo 50 subjektov. Kljub majhni
uspesˇnosti modela, ki v praksi ni zadovoljiva, smo ugotovili, da lahko s podatki zgra-
dimo model, ki bo prepoznal razliko med mentalnimi stanji, v katerih so subjekti v
cˇasu snemanja podatkov.
Modeli, ki so uporabljali zdruzˇene meritve vseh petdesetih subjektov, so bili ne-
uspesˇni. Iz rezultatov lahko sklepamo, da je izgradnja modela, ki bi uspesˇno deloval
za splosˇno populacijo, zahteven problem. Ob pogojih, v katerih je bila izvedena razi-
skava, ni mogocˇe razviti splosˇnega modela klasifikacije stanj, ki bi uspesˇno locˇeval med
razredi.
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Kljub temu se je pokazalo, da so v meritvah posameznikov podatki, iz katerih je
s pomocˇjo podatkovnega rudarjenja mozˇno izlusˇcˇiti informacijo o mentalnem stanju
subjekta, cˇe izgradimo model za vsakega posameznika posebej. Slabost tega pristopa
je potreba po predhodni izgradnji ucˇne baze za vsakega posameznika. Z omenjenim
pristopom se je izkazalo, da lahko s povprecˇno 61% natancˇnostjo klasificiramo meritve
podatkovnih zbirk raziskave.
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Priloga 3: Primer .arff datoteke iz
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@RELATION EEG
@ATTRIBUTE Alpha 1 NUMERIC
@ATTRIBUTE Alpha 2 NUMERIC
@ATTRIBUTE Beta 1 NUMERIC
@ATTRIBUTE Beta 2 NUMERIC
@ATTRIBUTE Gamma 1 NUMERIC
@ATTRIBUTE Gamma 2 NUMERIC
@ATTRIBUTE Delta NUMERIC
@ATTRIBUTE Theta NUMERIC
@ATTRIBUTE class stanje0,stanje1,stanje2
@DATA
7895,9606,35537,17377,13139,8089,29218,28531,stanje0
8257,15862,18328,14208,6583,6017,51790,17066,stanje0
7680,4193,9606,11975,5252,3387,21023,12692,stanje0
6826,2474,6554,9151,5294,2098,69938,9411,stanje0
2127,12472,2496,17059,5562,2173,17232,20390,stanje0
2864,3034,1146,751,92,21,212108,8281,stanje1
2904,1380,1856,741,289,185,78654,5155,stanje1
2601,2534,2057,2145,1313,813,16245,4056,stanje1
30744,13394,10955,10556,11381,2841,46735,53709,stanje1
9259,20731,5309,13533,4901,2979,455713,18191,stanje1
18793,7675,3866,3626,8237,1126,29661,9105,stanje1
6085,24810,16704,7696,6991,3539,22363,12282,stanje1
31714,11053,13103,14075,6511,4071,17774,29669,stanje1
4849,20475,3745,9812,5951,2636,16120,27077,stanje1
8417,25102,17951,15166,5771,4574,24856,38464,stanje1
16418,8749,9334,6773,3761,1099,19049,5762,stanje1
18491,9755,2202,6766,3822,1614,12873,43756,stanje1
2243,5289,8693,5544,2990,2800,11665,8718,stanje1
17246,16741,8957,8035,5292,1743,21456,6469,stanje1
6551,7536,3422,8666,8427,2208,12476,53138,stanje1
6049,7363,4312,5278,4941,1258,8614,25263,stanje1
1301,10689,2731,8555,5256,5718,41480,19985,stanje1
10340,11615,2679,3985,5477,3908,7495,11092,stanje1
2579,3337,2865,4567,1562,2271,35753,6860,stanje1
34266,10532,5632,6110,3974,2457,6961,7832,stanje1
4880,10248,10251,14667,4549,1481,20180,19926,stanje2
4029,8527,8784,10541,3642,4624,36499,17274,stanje2
8595,6797,9707,9117,8114,2405,12785,30312,stanje2
7607,5339,13770,5739,4012,2271,23201,4641,stanje2
29185,507,5945,12435,5451,2281,6347,16176,stanje2
16547,7100,6361,3807,4740,1733,6876,19092,stanje2
11629,4383,4155,3636,2541,3013,4435,8697,stanje2
36975,10212,2625,5460,2800,2167,6419,4863,stanje2
9940,5117,2560,4234,6006,3616,1755,2431,stanje2
3669,6037,3068,3387,792,1578,6852,5969,stanje2
728,6082,4173,4996,3446,4154,16688,7440,stanje2
600,12224,6498,6644,2215,918,15160,3101,stanje2
1436,1257,1941,8224,7354,1597,10500,18616,stanje2
2335,4177,2840,5220,2848,4439,12590,11937,stanje2
2598,5396,1839,8762,2848,2578,9347,7555,stanje2
36651,9088,4442,12987,3976,1817,14358,8873,stanje2
24721,31552,15552,10799,6955,1595,127033,54799,stanje2
14249,15747,2897,7423,3391,1114,10457,13927,stanje2
22927,5111,10982,5803,5283,1481,13943,4219,stanje2
8349,6099,7876,4252,4136,1719,18433,16143,stanje2
