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ABSTRACT 
The execution of field operations by a fleet of cooperating machines needs to be carefully 
planned, in order to achieve maximum efficiency. Hence, it is necessary to describe these 
operations with mathematical models that can be used for optimal planning. The complexity of 
agricultural operations makes such modeling difficult. Important variables for planning, such as 
logistics for crop yield, cannot be accurately known in advance. Furthermore, unexpected events 
may happen during operations, such as harvester blockages and restarting operations. In this 
paper the overall planning problem is decomposed into a hierarchy of simpler problems that can 
be solved independently and efficiently. Each lower-level problem is modeled in a way that 
optimization algorithms from the operations research area can be adopted for their solution. The 
dynamic nature of the problem and the inherent uncertainties of many parameters suggest the 
adoption of a closed loop control system, which results in a sequence of planning, execution and 
re-planning. The resulting optimal operation plans can be complex and their execution requires 
an advanced degree of machine, or field robot autonomy. Overall, the adoption and modification 
of existing methods from other research areas such as logistics, routing, factory scheduling, and 
robotics offer a very promising approach for the efficient planning of operations executed by 
agricultural vehicles. 
Keywords: Agricultural operations, modeling, optimization, field robots, fleet management. 
 
1. INTRODUCTION 
In intensive agricultural production systems, large amounts of capital are invested for the 
acquisition, operation and maintenance of high-efficiency machinery. Hence, the execution of 
field operations by one, or many cooperating machines needs to be carefully planned, in order to 
achieve maximum field efficiency. Consider for example the field operation of harvesting, where 
a fleet of harvesters is available to cover a number of geographically dispersed fields with 
various geometries and expected yields. Additionally, a fleet of tractors and trailers can be used 
to service these harvesters by carrying the grain to a number of geographically dispersed silos, or 
transport trucks. Planning for such a harvesting operation requires the allocation and dispatch of 
each harvester to one or more fields, the computation of the in-field path for each harvester, as 
well as the determination of the appropriate routes for the trailers. The application of 
optimization criteria for this planning, such as the minimization of the non-productive time, the 
fuel consumption, the in-field traveled distance, or the trampling of the fields, may result in  
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significant economic and environmental benefits. Hence, it becomes necessary to describe 
agricultural field operations with mathematical models that can be used for optimal allocation, 
route planning and timing.  
The complexity of agricultural operations makes such modeling difficult. For example, 
harvesting models should take into account numerous parameters regarding the harvesters 
(operating width, operating speed, travelling speed, grain tank capacity, minimum turning radius, 
unloading time, etc.), the fields (geometry, expected yield, presence of obstacles or restricted 
areas etc.), the unloading carts (capacity, travel speed, unloading time, kinematic constraints etc) 
and the silos (position, capacity etc.). Furthermore, optimal off-line planning is not always 
possible. One reason for this is that important variables for planning, such as crop yield, soil 
condition etc, cannot be accurately known in advance; however, more accurate estimates become 
available during operations. Another reason is the possible occurrence of unexpected events 
during operations, such as harvester blockage and restarting.  For such reasons the optimization 
of field operations models is inherently a dynamic problem. According to Bianchi (2000) there 
are two conditions which make an optimization problem dynamic: 
i)  Information on the problem is time-dependent. The input instance is made known or updated 
as time goes on.   
ii) Solutions must be computed while time proceeds, concurrently with incoming information. 
Consequently, re-planning must be done as the operation proceeds. This means that the 
implemented algorithms must generate solutions in real-time, a fact that imposes hard constraints 
on the computational speed.     
This paper addresses the problem of field operations planning for a fleet of agricultural machines 
which must cover a number of fields. In section 2 the problem is decomposed into a hierarchy of 
simpler problems with fewer variables that can be solved independently and efficiently. Each 
problem is modeled in a way that existing algorithms from the robotics and operation research 
areas can be adopted for its solution. Section 3 discusses issues related to the implementation of 
a real-time control system for field operations planning based on the proposed methodology. 
 
2. PROBLEM FORMULATION AND DECOMPOSITION 
 
In the proposed framework the term agricultural operation refers to one of the three following 
categories: material input operations (e.g. seeding, spraying, fertilization etc.), material output 
operations (e.g. harvesting) and neutral operations (e.g. tillage, cultivation, seedbed preparation, 
hay conditioning, hay baling, windrowing etc.) (Bochtis et al. 2006a). It is assumed that such an 
operation must be performed in a set of k fields, 
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of type d in the i
th field. This work demand is a function of the i
th field’s shape, dimensions, other 
special characteristics (e.g. presence of obstacles, restricted areas, soil condition, field’s slope 
etc.) and of statistical information (e.g. crop yield statistics from previous years, need for 
spraying or fertilization etc.) For every type of work there is a corresponding set V
d of available 
machines and the number of machines is given by the cardinality of the this set. For example the 
number of harvesters is 
h V  and the number of tractors and trailers is 
r V . 
The overall problem is to use the fleet in an efficient manner to cover the work demand imposed 
by the agricultural field operation.  A solution to this problem involves many types of decisions, 
ranging from high-level ones, such as which machine should cover parts of a given field, to low-
level decisions, such as the exact route of each machine inside a field. In this paper the overall 
problem is decomposed into a hierarchy of simpler problems with fewer variables that can be 
solved independently and efficiently. First, a resource allocation problem is formulated, from 
which we can compute which machine visits which field, in what order, and what percentage of 
work is assigned to it. Next, a field coverage problem is stated for each field. This problem is 
concerned with the computation of geometric fieldwork patterns, i.e., sets of geometric 
primitives (e.g., lines, curves, circles) which cover completely a given field, given the specific 
machines assigned to the field and the tasks to be performed by them. A third problem is 
formulated next, which deals with the computation of optimal sequences for traversing the 
geometric primitives computed in the previous problem. Finally, the routes of the secondary 
work vehicles are computed. The utility of these vehicles is to keep the primary vehicles (e.g., 
harvesters, sprayers) operating constantly, by unloading or loading them as needed. 
The proposed decomposition is a hierarchy, in the sense that high-level decision making is 
performed first by solving the more general machine assignment problem. Only when these 
machine assignments are known is it possible to solve the problem of field coverage. Again, 
once the field pattern has been computed, a lower-level problem of how to traverse the pattern 
must be solved.  
As an example, the harvesting operation problem can be decomposed to the following lower-
level optimization problems: the allocation and dispatching of each harvester to one or more 
fields, the determination of the in-field path that each harvester will follow (area coverage 
planning and machine motion sequence generation) and the determination of the routes that will 
followed by the unloading carts (secondary work vehicles route planning). 
The individual problems are modelled in a way that algorithms from the robotics and operation 
research areas can be adopted for their solution.   
2.1 Machine Assignment 
The highest-level problem is the computation of an optimal machine assignment. This 
assignment regards the machines that execute the “main work”. For example in a harvesting 
operation the main work is the harvesting and the primary problem is to allocate for every 
harvester
hh
i vV ∈ , a proportion  ij a  of work (where  [0,1] ij a ∈ ), for every field   j f F ∈   under the 
constraint that  
1
1   
h V
ij
i
a
=
= ∑ . The total amount of work that is allocated to the harvester m is  
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= ∑ . Hence, the work that a machine has to perform is defined by two sets. The set of the 
proportions 1 { ,...., } mm m k aa a = , and a permutation πm of a subset from the set <1,2,….,k>. The 
number  m π  (sub-set population) denotes the number of the fields where the machine m 
operates, and the permutation defines the sequence in which these fields must be visited by the 
machine. Formally, the next summation has to be minimized: 
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where  () ( 1 ) ii
i
jj ctππ +  is the cost for the transition of the i machine from the farm πi(j) to the farm 
πi(j+1) (or from/to the depot). The depot’s corresponding index is the 0 and so (0) ([ ] 1) 0 ii i ππ π =+ = . 
The factor coj  is the operational cost for the j machine. The first term of the summation 
represents the machines out-field transition cost and the second one the machines in-field cost of 
work. Figure 1 illustrates schematically an instance of task allocation for three machines which 
are going to operate at four geographically dispersed farms.    
                                         
 
Figure 1. Task allocation for three machines operating in four geographically dispersed farms, 
(
d
i v : vehicles, 
d
i w : work demands,  ij a : proportion factor, 
i
ab ct → : transition cost). 
For the solution of this problem factory scheduling algorithms could be used like the ones for 
solving the job-shop scheduling problem (JSSP), or the open shop scheduling problem (OSSP) 
(Beck et al., 2002). In the JSSP we have a set of jobs, composed of a sequence of activities, and a 
set of recourses. Each activity requires exclusive use of a resource for a given amount of time. 
The problem is then to sequence activities on resources such that all precedence constraints are 
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respected and the total non-working time is minimized. The OSSP is a relaxed form of the job 
shop where activities may be performed on any resource in a set of alternatives (Chen et al., 
1993; Focacci et al., 2000). We can reformulate the task allocation problem by representing 
visits as activities, machines as resources on the factory floor, and travel as set-up cost between 
activities.    
2.2 Field Area Coverage 
The second problem which must be solved is the area coverage path planning. This planning 
determines a path that guarantees that a machine will pass over every point in a given field. This 
includes the next three procedures (Huang, 2001):  
1)  Decomposition of the coverage region into sub-regions,  
2)  Selection of a sequence of those sub-regions and finally,  
3)  Generation of a path that covers each sub-region.   
Area coverage planning is motivated by applications such as lawn mowing, cleaning, mapping 
unknown environments etc. (Choset, 2001; Hofner et al., 1995; Zelinsky et al., 1994). The 
problem has been studied extensively in the robotics literature, but most of the developed 
approaches cannot be used without modification for agricultural operations because of their 
special characteristics. First of all, most of the area coverage strategies are suitable for two 
dimensional problems. There are only very few strategies for realistic three dimensional surfaces 
that can fit to agricultural fields which are mostly not planar. Furthermore, some additional 
constraints must be taken into account, which deal with soil compaction, operating while 
following contour lines, the fact that a typical agricultural machine usually cannot operate while 
maneuvering etc. Another important factor for planning is the technique that was followed for 
the previous cultivations. Obviously, it is not convenient for the machine operator to operate the 
machine orthogonally to the direction of previously created rows. So the area coverage planning 
is mostly determined by agronomic structures. We consider that the area coverage planning for 
agricultural operations must include the following procedures: 
1)  Decomposition of the coverage region into sub-regions,  
2)  Selection of a sequence of those sub-regions,  
3)  a) Determination of the type of fieldwork pattern which will be followed in each sub-
region (circuitous or headland pattern, or one of their variations), 
b) Determination of the main working direction.  
Regarding the two generic working patterns, headland and circuitous, the more interesting for 
research is the headland pattern because of the strong influence of the machines’ kinematic 
constraints. In addition, this working pattern is the most common because of all the maneuvers 
are carried out close to the boundary of the field where yields are lower. In this case the main 
working direction within each sub region must be decided.  Sörensen et al. (2004) presented a 
planning method using a range of solution methods attached to the Chinese Postman Problem 
(Greistorfer, 1995) for finding the optimal coverage path for a designated field operation.  
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2.3 Machines’ Motion Sequence Generation 
The third sub-problem is the generation of a path that covers each sub-region given the type of 
the fieldwork pattern that will be followed and its main direction. For the formulation of this 
problem, every sub-area of a farm i, which requires a certain type of continuous operation (e.g. 
traveling along a row) is represented by one node (1,…n). Two special nodes represent the entry 
point (0) and the exit point (n+1) of the machines at the field. A directed graph Gi=Gi(Ni,Ei) is 
constructed with the set N i  of these nodes, where the set  ii i ENN ∈ ×  contains all the arcs 
between nodes in Νi. An arc corresponds to the transition of a machine from one sub-area to 
another (e.g. headland turn). The cost for this transition is operation-specific and depends on the 
kinematics and dynamics constraints of the vehicle and the space constraints of the field. 
Formally, for m machines which have to operate in a field, the next summation has to be 
minimized: 
1
(0), (1) ( ), ( 1) ( ), (0)
11
j
jj j j j j j
n m
ii n
ji
cc c ππ π π π π
−
+
==
⎛⎞
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⎝⎠ ∑∑          (2)  
 
where n is the number of sub-areas (e.g the number of the rows) and πj is a permutation of  a sub-
set of the set <1,2,…,n>, and πj(i) denotes the sub-area in which the machine j operates at step i. 
A solution method for this problem which gives optimal or near-optimal solutions with low 
computational time has been proposed by Bochtis et al. (2006a). In this method the problem is 
formulated as a Vehicle Routing Problem (VRP). The VRP is a discrete optimization problem 
where a set of routes for a fleet of vehicles based at one or several depots must be determined for 
a number of geographically dispersed cities, or “customers” with known demands. A very simple 
example of this method is illustrated in Figure 3. A machine, with minimum turning radius 5m 
and effective operating width 4m, is going to operate in a row crop of 10 rows. Also, the 
machine’s initial and final locations are near the South West side of the field (e.g., there is a silo 
that must be used, or harvesting must continue to a field from this side, etc.). Using appropriate 
modifications, the problem is transformed into a VRP, where “cities” correspond to field rows 
and the distance between each pair of cities is determined by the length of the shortest headland 
turn between the corresponding rows, given the machine's kinematic constraints. A heuristic 
algorithm was used for the VRP solution. The resulting optimal sequence of the “cities” the 
vehicle will visit is: 2,5,9,6,3,8,10,7,4,1 and it is depicted by the topological graph in Figure 3a. 
In Figure 3b the corresponding optimal geographical path for the agricultural machine (after the 
initial peripheral cutting) is illustrated; the permutation of the rows is: 
2,5,9,6,3,8,10,7,4,1 π = . The optimality of this solution has been verified by direct 
enumeration of all possible permutations. Clearly this is a counter-intuitive path sequence and it 
would be difficult - if not impossible - for the driver of a conventional agricultural vehicle to 
follow it. Optimal paths like these are certainly feasible for machines that are equipped with 
accurate navigational GPS-based systems and real-time controllers and sensors (Reid et al. 2000; 
Reid, 2002), and for future autonomous field robots (Blackmore et al. 2004).   
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(b) 
 
Figure 3. Fieldwork planning: (a) The solution graph of the VRP instance, (b) the actual path that 
is generated from this graph. 
The algorithms that are adopted for routing problems (heuristics, genetic algorithms, etc.) have 
the advantage of fast solution times. This makes the re-planning of an optimal path possible 
while the operation is being executed, in cases of unexpected events, such as blockages, changes 
in working rates, etc (Bochtis et al 2006b).  
2.4 Secondary Work -Vehicles Routing  
In the case of constant-rate spraying or fertilizing, the quantity of material which must be 
distributed at every area can be predetermined and so the localization of the refueling point is a 
deterministic procedure. In contrast, in the case of harvesting, only rough estimates for the 
spatial yield distribution are known in advance (e.g., from past yield maps). Therefore, the 
determination of the geographical locations in the field and of the time instants for harvester 
unloading contains a lot of uncertainty.  The unloading points can be approximately estimated 
using an expected average yield from evaluation of data gathered during the cultivation period or 
yield data from past years. The large error range of this estimation creates a probability 
distribution for the time and the position where the harvester will be fully loaded. This means  
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that we can define a time window for every expected unloading of the machine. By doing so, a 
graph can be created where the nodes represent the possible unloading locations. At each node i 
a time window [oi, ci] is corresponded. This is also a routing problem with the additional 
constraint that the unloading-cart cannot arrive at the node after the time window has “closed” 
(ci) and cannot serve the machine at this node until the time window “opens” (oi). The model can 
allow early or late servicing but with some form of additional cost or penalty (“soft” time 
window model). Capacity constraints must also be taken into account.  
There are a lot of existing algorithms of the operation research area which can be used for 
solving such problems. These algorithms have been proposed for the solution of the vehicle 
routing with time windows problem (VRPTW). The VRPTW is a VRP variant where the vehicle 
has to visit a customer within a certain time frame (Solomon et al., 1986). The use of algorithms 
from the VRPTW not only produces the initial operation “strategy” but can also optimize the 
number of the vehicles in cases where it is not fixed from the start. The critical point for the 
efficient implementation of one of these algorithms is the relation between the distances among 
nodes and the width of the time windows of the nodes. 
When the unloading (or the supplying) locations are fixed, another problem formulation can be 
chosen that allows queuing theory analysis. From this point of view there are demands for 
servicing (material removal or supply) that arrive according to a renewal process with frequency 
λ, and are independently distributed in area A, with a fixed distance from a central point (silo or 
depot). We assume that vehicles travel with a constant velocity and spend at each location a 
fixed amount of time. The goal is to find the best routing strategy for the service vehicles which 
minimizes the expected system time. The system time is a queuing theory term and is defined as 
the average time a customer must wait before the request is completed (White et al., 1975). 
There are many methods that can be adopted for the solution of this problem from the dynamic 
vehicle routing area. In simple methods one can consider a new sub-problem each time a new 
demand appears, or form sets of n consecutive demands which are deposited in a queue. The 
queuing discipline used, is the first-come first-served (FCFS) rule. This means that when a 
demand appears, it will be served by the first available vehicle by following optimal tours. The 
optimization is over the number of consecutive demands (n) which constitute a set.  
In more complicated methods, a spatial grouping of the demand locations can be identified. An 
example is the modified Traveling Salesman Problem strategy (mod TSP), where for a fixed k 
the whole area is divided in k sub-areas (Bertsimas et al., 1993). Within each sub-area, sets are 
formed with n/k consecutive demands and as they are formed they are deposited in a queue. The 
queuing discipline and the optimization are the same as at the previous methods. Figure 4 
illustrates schematically this method, where the whole area has been divided in 4 sub-areas 
(k=4), and every sub-area set must have 3 demands (n=12).     
In some more advanced methods the sub-areas are visited by the vehicle in a given order, passing 
from one sub-area to an adjacent one. Inside each sub-area all demands are serviced according to 
the FCFS rule and this pattern is continuously repeated until all demands are served (Bertsimas 
et al., 1991).    
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Figure 4. The mod TSP strategy for k=4 and n=12 (Bertsimas et al., 1993). 
 
3. DISCUSSION 
A hierarchical modeling framework for the decomposition of fieldwork operations planning was 
presented in this paper. Solution methods were also presented for the various-level problems. 
Some of them have already been proposed by researchers whereas some of them constitute 
suggestions for further research. The common characteristic of all these methods is that they 
address each problem as an optimization problem. However, the open and semi-controlled 
environment of agricultural operations provides a number of unexpected events and makes a 
number of optimization parameters partially known. The direct consequence of this is that the 
optimization at each level should be dynamic. Increased yield in one area may shorten the time 
until the harvester tank is filled and thus change the optimal unloading location. The calculation 
of the routes of the secondary vehicles of that field should be changed. Other events, like a 
harvester failure may require that the highest-level machine assignment optimization should be 
executed again. Therefore, the proposed framework should be implemented as a closed loop 
control system which results in a sequence of planning, execution and re-planning. The 
implementation of such a control system though raises a number of systems and decision-making 
issues (Giaglis et al., 2004).  
One important systems issue is the system’s state observation and control variables. This issue 
concerns the definition of a minimum set of variables which must be known – and can be 
measured - in real time, such as the machines’ operational status, position, load, working rate, 
yield etc. It also concerns the definition of the variables that control the vehicles’ motions 
(velocity, steering angle) and working rates. Also, it concerns the communication mechanism 
and architecture (central, distributed) of all these variables between any machine and the central 
farm computer and between cooperating machines (Auernhammer, 2002). 
Another issue is the system’s objective, which must be minimized. The objective is related to the 
operations plan quality and system performance. Also, it should include appropriate penalty 
factors which penalized prohibited or non-preferred actions.  
The dynamic nature of the discussed problems demands optimization in almost real time. This 
requirement prohibits the use of exact algorithms, because of the large computational cost; 
therefore heuristic algorithms may be necessary. Such optimization methods do not seek optimal  
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solutions but near-optimal solutions. The trade-off between optimality and computational 
requirements of the various algorithms must be considered.  
Finally, the balance between distributed and centralized decision-making must be studied. Some 
decisions must be made by the central computer because global information is needed, some by 
the operating machines and others by both. Consequently the execution of algorithms for 
scheduling, distribution, area coverage, motion sequence generation, obstacles avoidance, path 
tracking etc., must be distributed efficiently. 
  
4. CONCLUSIONS 
A new paradigm for the planning of field operations executed by agricultural vehicles was 
developed in this paper. The three basic axes of this paradigm are the efficient decomposition of 
the overall planning problem, the mathematical modeling of each sub-problem, and the use of 
optimization tools from operations research for solving each sub-problem. In the context of 
agricultural production optimal planning must be performed continuously during operations 
execution, because of the large uncertainties inherent in many related optimization parameters. 
This requirement should drive the selection of the appropriate optimization algorithms, which 
must be fast and reliable, even if they don’t always lead to globally optimal plans. Overall, the 
utilization of operation research techniques offers a very promising approach for the optimization 
of field operations and needs to be investigated further. 
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