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Research has demonstrated that equivalent temperature (TE), which incorporates 
both the surface air temperature (T) and moist heat content associated with atmospheric 
moisture, is a better indicator of overall heat content. This thesis follows up on a study 
that used TE to determine the impacts of land use/land cover and air masses on the 
atmospheric heat content over Kentucky during the growing season (April-September). 
The study, which used data from the Kentucky Mesonet, reveals that moist weather types 
dominate the growing season and, as expected, differences between T and TE are smaller 
under dry atmospheric conditions but larger under moist conditions. For example, the 
lowest TE-T difference was 10.04 °C on a dry weather day on the 18
th of April, 2010 (T = 
8.91 °C and TE = 18.95 °C). On the other hand, the highest estimated difference for a day 
of moist tropical weather was 46.54 °C on the 11th of August, 2010 (T = 26.54 °C and TE 
= 73.08 °C). Since land cover type influences both moisture availability and temperature 
in the lower atmosphere, the research shows that TE is larger in areas with higher physical 
evaporation and transpiration rates. Results support the hypothesis that the influence of 





   INTRODUCTION 
 The Synthesis Report from the Intergovernmental Panel on Climate Change 
(IPCC, 2014) confirmed that climate change is being experienced around the world and 
warming of the climate system is unequivocal. According to the IPCC (2014) report, 
many of the observed changes have been unprecedented.  Climate scientists have found 
that the atmosphere and oceans have warmed, snow and ice amounts have diminished, 
sea levels have risen, and the concentration of carbon dioxide has increased to a level 
unprecedented in at least the last 800,000 years (IPCC, 2014).  A previous report noted 
that observed warming over the past fifty years was caused by increases in greenhouse 
gas concentrations, where Carbon Dioxide (CO2) has the strongest radiative forcing 
(IPCC, 2001a). The most recent IPCC (2014) report also supports this conclusion with 
greater certainty than in previous assessments. The report emphasizes that emissions of 
greenhouse gasses and other anthropogenic drivers have been the dominant cause of 
observed warming since the mid-20th century.  
The impacts of climate change have already been felt in recent decades on all 
continents and across the oceans (IPCC, 2001a; 2001b; 2007; 2014). Additionally, there 
is evidence of an extension in growing seasons associated with global warming 
(Linderholm, 2006). Persistent increases in the length of the growing season are likely to 
lead to long-term increases in carbon storage, and changes in vegetation may affect the 
climate system. Linderholm (2006) has argued that, besides the growing season, factors 
such as changes in land use are important for understanding climate variability. 
Therefore, a thorough understanding of land use and land cover change (LULCC) is 




deforestation and afforestation, urbanization, and desertification, with researchers noting 
that LCC leads to changes in energy fluxes and partitioning, which vary at different 
scales (Mahmood et al., 2014).  
Pielke et al. (2011), in their discussion, indicated that direct alterations in surface 
solar and longwave radiation are LULCC effects on climate. LULCC also affects 
atmospheric turbulence that, in turn, results in fluxes of momentum, heat, water vapor, 
carbon dioxide, other trace gases, aerosols and dust between vegetation, soils, and the 
atmosphere. Ultimately, LULCC can lead to mesoscale and regional climate change 
when there is a large areal coverage (Pielke et al., 2011). For instance, research suggests 
that large-scale afforestation results in increased precipitation, while tropical deforesta-
tion results in lowering of evapotranspiration and precipitation. Also, depending on the 
type of conversion, there are likely to be temperature variations (Mahmood et al., 2014).  
Climate models of a warming world predict that a number of climate, weather, 
and biological phenomena could be affected by the increasing concentration of CO2 in the 
atmosphere (USGCRP, 2015). Land-use changes such as removing forests to create 
farmland have led to changes in the amount of sunlight reflected from the ground back 
into space (surface albedo). Land use changes are estimated to contribute about one-fifth 
of global climate change. For example, LULCC can modify air temperature and near-
surface moisture content, increase precipitation when irrigated agriculture is introduced, 
and can influence climate change through biogeochemical cycles such as the carbon (C) 
and nitrogen (N) cycles. Other factors that contribute to climate change are greenhouse 




LULCCs can significantly affect the heat and moisture budgets at the surface and, 
since equivalent temperature (TE) is more sensitive to surface vegetation properties than 
temperature alone, TE can represent more accurately surface heating trends. Younger 
(2015) reported that both T and TE  follow similar seasonal patterns, and are warmer in 
the summer but cooler in the winter, with TE values larger than T throughout the year. 
The study did not fully explain the possible causes of the daily and inter-annual variation 
in TE.  
This current research analyzed daily TE data between 2010 and 2014 for 10 
Mesonet stations, using air mass data derived from the Spatial Synoptic Classification 
(SSC) by Sheridan (2002), to examine how different air masses and land cover influence 
equivalent temperature (TE). The SSC characterizes air masses based on the moisture and 
temperature of air. The research quantified intra-growing season variations of TE and 
SSC influences on TE. The underlying hypothesis is that differences between TE and T, 
which are largest during the growing season, are directly related to the major weather 
types over the region and, to a lesser extent, land cover differences. The reasoning is that 
the characteristics of the air mass types that influence the weather at a particular location 
also influence the temperature and dew point, and thereby produce variations in TE 
during the growing season. Since the SSC helps us to understand the character of air 
masses, general expectations are that the moist weather types, which have higher dew 
points, especially in the growing season, should result in high TE values, whilst the dry 
weather types with relatively lower dew points should result in lower TE. As expected, 




research questions include determination of dominant weather types that correspond to 






CHAPTER 2  
 BACKGROUND 
Land-atmosphere interactions are complex, comprising exchanges of moisture, 
heat, gases, and momentum between land surfaces and the atmosphere (Pielke et al., 
2011; Younger, 2015). Human activities continue to modify the environment and have 
done so for thousands of years. Climate impacts of these modifications have been found 
in local, regional, and global trends in modern atmospheric temperature records and other 
relevant climatic indicators (Mahmood et al., 2010). The properties of different surfaces 
critically influence these transfer processes and thereby affect the characteristics of the 
planetary boundary layer and associated meteorological phenomena (Oke, 1987; 
Nicholson, 1988).  
According to Mahmood et al. (2010), extensive land use land cover change 
(LULCC) and its climate forcing are an important human influence on atmospheric 
temperature. They are of the opinion that an early detection of LULCCs should help in 
better understanding the impacts these have on climate. A timely and accurate detection 
is likely to result in improved prediction of future climate. Dale (1997) argued that land-
use change is related to climate change as both a causal factor and a major determinant of 
climate output, in which the effects of climate change are expressed. As a causal factor, 
land use influences the flux of mass and energy, and as land-cover patterns change these 
fluxes are altered. Dale (1997) further described land use as the management regime that 
humans impose on a site, whereas land cover is a descriptor of the status of the vegetation 
at a site. Land-use effects on climate change include both implications of land use change 
on the atmospheric flux of CO2 and its subsequent impact on climate and the alteration of 




A large body of research has also demonstrated that land cover change provides 
major first-order forcing of climate, through changes in the physical properties of the land 
surface.  Dickenson (1991), for example, explained that when large areas of forests are 
cleared, reduced transpiration results in less cloud formation, less rainfall, and increased 
evaporation. The author contends that, although the model results are variable, they do 
indicate the sensitivity of regional climate to the type and density of vegetation.  
Similarly, Pielke et al. (1993) suggested that spatially alternating bands of 
transpiring vegetation with dry soil on a scale of tens of kilometers can influence 
atmospheric circulation and cloud formation. This is because land surface characteristics 
influence surface temperatures and latent heat flux, and the contrasting characteristics of 
adjacent land-cover types can induce convection that enhances clouds and precipitation. 
Accordingly, Sagan et al. (1979) and Dickenson (1991) concluded that increased albedo 
and its subsequent effects on climate also result from changes in land-surface 
characteristics. These authors explained that changes in land cover alter the reflectance of 
the Earth’s surface, thereby inducing local warming or cooling. For example, 
desertification can occur when overgrazing of savanna vegetation alters surface albedo 
and surface water budget, which, as a result, changes the regional circulation and 
precipitation patterns. The World Metrological Organization (WMO, 2006) found that 
overgrazing can increase the amount of suspended dust that, in turn, causes radiative 
cooling and results in a decline in precipitation. The next few sections examine the 
global, regional, and local LUCC impacts on climate, the use of temperatures as a metric, 





2.1 Global LULCC 
Pongratz et al. (2010) stated that the influence of LULCC on climate occurs via 
two main mechanisms. First are the bio-geophysical mechanisms that alter physical 
surface properties such as albedo, and second are biogeochemical mechanisms that have 
the most influence on the carbon cycle and associated impacts on the global 
concentration of atmospheric CO2. Records show that human activities such as 
deforestation and afforestation, desertification, urbanization and, most predominantly, the 
development of agricultural land over thousands of years have transformed the nature of 
the Earth. Ramankutty and Foley (1999) estimated a global net loss of 11.4 million 
km2 of forests and woodlands and 6.7 million km2 of savannas, grasslands, and steppes 
since the 1700s. Out of this, the authors explain that about 6 million km2 and 4.7 million 
km2, respectively, have been lost since 1850.  
A more recent study by Ramankutty et al. (2008) revealed that, by the year 2000, 
the global area of cropland was 15 million km2, covering approximately 12% of the 
Earth’s ice-free land. LULCCs have been extensive and have not been limited to 
agricultural development; only Antarctica and parts of Siberia, Canada, the Amazon, and 
the Congo have avoided large-scale modifications (Pielke et al., 2011). Worldwide 
transformations of land surfaces at such a large scale can alter fundamentally the surface 
energy budget by changing the surface albedo. Modeling studies by several researchers 
have revealed that the global impact of these biogeophysical changes is a net cooling 
(Claussen et al., 2001; Brovkin et al., 2004; Matthews et al., 2004; Pongratz et al., 2010). 
The various biogeophysical and biogeochemical budgets are connected such that 
altering any one of these budgets alters all of them (Mahmood et al., 2014). The carbon 




atmosphere. Bloom (2010) and Mahmood et al. (2014) point out that vegetation plays a 
key role in this budget through processes such as the assimilation of CO2 into 
carbohydrates, the respiration of CO2 from plants and the release of CO2 due to plant 
decay. Accordingly,  Houghton et al. (2012) argued that a change in the amount, type, 
and location of actively growing plant biomass affects the amount of carbon in the 
atmosphere. The net flux of carbon from LULCC from 1990-2010 accounted for 12.5% 
of global anthropogenic (human-induced) carbon emissions. Several studies in climate 
modeling reveal that the global impact of biogeochemical changes is a net warming 
(Claussen et al., 2001; Brovkin et al., 2004; Matthews et al., 2004; Pongratz et al., 2010). 
While it is generally accepted that LULCC impacts climate, determining exact 
effects proves problematic. There are a few substantial reasons for this. First, regional 
areas of positive radiative forcing (warming effects) caused by a decrease in albedo are 
balanced by regional areas of negative radiative forcing (cooling effects) due to an 
increase in albedo. These, when averaged into a global climate model, make it difficult to 
detect a global signal (Feddema et al., 2005; Pielke et al., 2011; Mahmood et al., 2014). 
Furthermore, there is the issue of time scale. The impacts of LULCCs become relatively 
static and behave more like trends over time once the change is complete, compared to 
other dynamic, cyclical global climate oscillations, making them quite difficult to 
quantify and predict (Pielke et al., 2011; Mahmood et al., 2014). The next section focuses 








On local and regional scales, the impacts of LULCCs are significant, apparent, 
and undeniable (Mahmood et al., 2014). In this vein, Pielke et al. (2002) argued that 
atmospheric feedbacks are widely variable and depend on the geographical location as 
well as the pre-existing land use, and they can manifest through temperature, moisture, 
and wind speed. Oke (1987) explained that temperature changes associated with local and 
regional LULCCs vary; urbanization tends to cause varying degrees of net warming due 
to increased energy partitioning into sensible heat, known as the urban heat island effect. 
Mahmood et al. (2014), argued that rain-fed and irrigated agriculture has a substantial 
cooling effect on near-surface temperatures due to more energy partitioning into latent 
heat and increased evaporative cooling. Similarly, Sampaio et al. (2007), contended that 
tropical deforestation causes a decrease in surface evapotranspiration and a resultant 
increase in near-surface temperatures.  Atmospheric moisture depends on the type of land 
cover change, but Carleton et al. (2008) argued that, in the case of some agricultural 
areas, there is a tendency for an increase in convective cloud and precipitation develop-
ment. Likewise, the urban heat island effect leads to an increase in rainfall, and the 
effects are likely located downwind of, as opposed to within, the city itself (Oke, 1987; 
Dixon and Mote, 2003; Mahmood et al., 2014).  In addition to the above, modified 
climatic events have been observed along and near the boundaries of differing vegetation 
cover, enhancing vertical circulations in the planetary boundary layer (Weaver and 
Avissar, 2001; Ray et al., 2002; Carleton et al., 2008; Mahmood et al., 2014). In support 
of this, Pielke et al. (2011) concluded from their observational studies that the evidence 




The next sections focus on the use of temperature as a metric for the assessment 
of human-induced climate and the emphasis on equivalent temperature as a more 
appropriate metric for assessing surface heat content.  
 
2.3. Temperature as a metric 
Recently, the assessment of human-induced climate change has focused on 
surface temperature as the primary metric (Mann and Jones, 2003). As a result, some 
researchers noted that much attention has been focused on the observed changes in near-
surface air temperatures over the globe (Davey et al., 2006).  Pielke et al. (2004) argued 
that air temperature alone is an inadequate metric of the full near-surface heat content, as 
it does not account for the heat content changes associated with moisture content 
changes. Rather, they argue for the use of a moist enthalpy, further explained in the next 
chapter, as a better indicator of overall heat content. In support of this, Davey et al. 
(2006) concluded that the moist enthalpy equation enables us to account not only for T 
changes but also heat content changes associated with atmospheric moisture changes. 
Earlier research  (Hansen et al., 1995; Hurrell and Trenberth, 1996; Bengtsson et al., 
1999) indicated that discrepancies exist between radiosondes and microwave satellite 
instruments and surface measurements. Davey et al. (2006) are of the view that 
equivalent temperatures (TE) are for diagnosing spatial variations in heating trends of 
land cover, and reported discrepancies between tropospheric and surface heating trends.  
It is important to note that there is a distinction between (TE), virtual temperature  
(TV), equivalent potential temperature (θe), and equivalent temperature. Virtual 
temperature (density temperature) is the temperature that dry air would have if its 




potential temperature is the temperature a parcel of air would reach if all the water vapor 
in the parcel were to condense, releasing its latent heat, and the parcel was brought 
adiabatically to a standard reference pressure, usually 1000 hPa (1000 mbar) or roughly 
equal to atmospheric pressure at sea level. Equivalent temperature, unlike these other 
moisture parameters, uses specific heat to calculate the full heat content. A more detailed 
explanation is provided in the next chapter.  
As supported by previous research (Pielke et al., 2004; Rogers et al., 2007; Fall et 
al., 2010; Younger, 2015), equivalent temperature (TE) is a more appropriate metric for 
analyzing the near-surface heat content, as it accounts for both the sensible air 
temperature and moisture.  Land use and land cover change can affect the heat and 
moisture budgets at the surface because equivalent temperature is more sensitive to 
surface vegetation properties than temperature alone. Therefore, it is useful not only to 
compare temperature and equivalent temperature but also to relate them to vegetation 
characteristics (Younger, 2015).   
In studies conducted by Pielke et al. (2004), Davey et al. (2006), Fall et al. (2010), 
and Younger (2015), where the relationships between both TE and T and land cover were 
examined, it was found that the differences between  TE  and T are larger during the 
growing season as well as in areas with higher surface evaporation and transpiration 
rates. These results indicate that TE is a more appropriate metric for identifying regional 
heat content trends, especially in the context of land use and land cover change. Further 
research has confirmed that TE is a better indicator of heat content changes associated 
with moisture content changes. Pielke et al. (2004) utilized TE to examine the relationship 




regional circulation patterns influenced the differences between TE and T trends, both 
overall and as a function of season. 
Again, Pielke et al. (2004), Davey et al. (2006), Fall et al. (2010), and Younger 
(2015) demonstrated that land-cover provides an additional major forcing of climate 
through changes in the biophysical properties and, eventually, atmospheric heat content, 
which can be quantified by using TE. A thorough understanding of land use and land 
cover change (LULCC) thus is helpful in explaining climate variability over the Earth’s 
surface. In this regard, Younger (2015) completed a mesoscale study focusing on 
Kentucky to compare surface temperature, equivalent temperature, and land cover to 
understand the influence of the latter. Younger (2015) analyzed data from 33 Mesonet 
stations. The Kentucky Mesonet (2016) consists of 68 in-situ meteorological stations 
distributed across the Commonwealth of Kentucky, and it offers high spatial and 
temporal resolution of data for calculating equivalent temperature. An hourly time series 
was created from observations provided by the Kentucky Mesonet. Younger (2015) 
reported that both T and TE followed similar seasonal patterns - warmer in the summer 
but cooler in the winter - with TE values larger than T throughout the year. The study, 
however, does not explain fully daily and growing season variations in TE. The next 
section introduces spatial synoptic classification and its applications in climate studies. 
 
2.4. Spatial Synoptic Classification 
2.4.1 Air masses and SSC 
Air masses are large bodies of air within the Earth's atmosphere in which 
temperature and humidity, although varying at different heights, remain similar 




surface known as source regions (Figure 2.1). These source regions can be large bodies of 
water or land masses with relatively uniform topography, often ranging hundreds of 
thousands of square kilometers in area. Typically, air mass classification involves three 
letters. The first letter describes its moisture properties, with ‘c’ used for continental air 
masses (dry) and m for maritime air masses (moist). The second letter describes the 
thermal characteristic of its source region: ‘T’ for Tropical, ‘P’ for Polar, ‘A’ for Arctic 
or Antarctic, ‘M’ for maritime, ‘E’ for equatorial, and ‘S’ for superior air (an 
adiabatically drying and warming air, formed by significant downward motion in the 
atmosphere). The third letter is used to designate the stability of the atmosphere. If the air 
mass is colder than the ground below it, it is labeled k. If the air mass is warmer than the 







Figure 2.1. Air mass source regions and their generalized tracks                             
(Source: Adapted by the author from Fronts_lab (2005). 
 
The spatial synoptic classification (SSC) utilized in this research follows work by 
Kalkstein et al. (1996). The method is an air mass-based system that focuses on the 
meteorological characteristics of the air mass rather than on the geographical source 
region. Unlike most existing air mass-based techniques, such as the Temporal Synoptic 
Index (TSI), the SSC requires initial identification of the major air masses that traverse 
the Earth’s surface, as well as their typical meteorological characteristics (Kalkstein et 
al., 1996).  
The SSC is a hybrid classification scheme that is based on an initial manual 




on these identifications (Kalkstein et al., 1996; Sheridan, 2002). The technique utilizes 
surface weather data (e.g., temperature, dew point, sea-level pressure, wind speed and 
direction, and cloud cover) to classify a given day into one of the following weather 
types: dry polar (DP), dry moderate (DM), dry tropical (DT), moist polar (MP), moist 
moderate (MM), and moist tropical (MT). The classification also involves the moist 
tropical plus (MT+) and the moist tropical double plus (MT++) types, but for most 
applications it is appropriate to consider MT+ and MT++ as MT days, as they are a 
subset of the weather type. The MT+ is a subset of MT that was derived after the initial 
classification, to account for the lack of utility of a weather-type scheme in the warm 
subtropics when one weather type dominates most of the year. It is defined as an MT day 
where both morning and afternoon apparent temperatures are above seed day means, and 
thus captures the most "oppressive" subset of MT days. The MT++ is an occasionally 
used subset of MT+, in which morning and afternoon apparent temperatures average out 
to being at least one standard deviation above seed day means. These two subdivisions 
were developed for the assessment of heat-related mortality, especially in the 
southeastern U.S., where MT is quite common in the summer and, therefore, not terribly 
useful in segregating days (Sheridan, 2002). 
DP is a cool or cold and dry airmass similar to the traditional continental polar 
(cP) air mass. It is typically associated with clear skies and northerly winds. Northern 
Canada and Alaska are the primary source regions for DP, and it is advected into the rest 
of North America by a cold-core anticyclone that migrates out of the source region 
(Sheridan, 2002). DM signifies mild and dry air mass. It has no traditional analog but is 




ranges. It also develops when a traditional air mass such as cP or mT has been advected 
far from its source region and, thus, has modified considerably. It can also be created by 
strong downsloping winds, where rapid compressional heating produces a hot dry air 
mass. The DT (dry tropical) weather type represents the hottest and driest conditions 
found at any location. The primary source region for DT is the deserts of the 
southwestern U.S. and northwestern Mexico, but it can also be created by strong 
downsloping winds, where rapid compressional heating produces a hot dry air mass 
(Sheridan, 2002). 
On the other hand, MP is associated with cool, cloudy, and humid weather 
conditions, and it is often accompanied by light precipitation. It is analogous to the 
traditional maritime polar (mP) designation, and it typically forms over the North Pacific 
or North Atlantic before being advected onto land. MP can also result from a cP air mass 
that acquires moisture as it passes over a large water body (Sheridan, 2002). MM is 
warmer and more humid than MP air. It is commonly formed by modifying either an MP 
or MT weather type. MM can also form south of MP air near a warm front. MT air is 
warm and very humid, cloudy in winter and partly cloudy in summer. Convective 
precipitation is quite common in this weather type, especially in summer. MT is 
analogous to the traditional maritime tropical (mT) designation, and it typically forms 
either over the Gulf of Mexico, tropical Atlantic. or the tropical Pacific Ocean. MT is 
found in the warm sector of a mid-latitude cyclone and on the western side of a surface 
anticyclone (e.g., Bermuda High). Transitional (TR) is used to represent days where there 
is a transition from one weather type to another, and is based on large changes in dew 




(DM), Dry Polar (DP), and Dry Tropical (DT), have temperature differences, compared 
to the moist air masses of Moist Moderate (MM), Moist Polar (MP), and Moist Tropical 
(MT). The dry polar (DP), for example, is closely related to the traditional continental 
polar (cP) air mass, which is dry and cold, whereas the dry tropical (DT) weather type is 
similar to the continental tropical (cT) air mass, representing the hottest and driest 
conditions found at any location. The SSC has been used in numerous studies in different 
fields. The next section discusses a few of them. 
2.4.2 Application of SSC 
The SSC went through several modifications in terms of methods, accuracy of 
measurement, and expansions to accommodate greater portions of the Earth and making a 
hybrid of the older models with the existing ones via manual and automated processes 
(Kalkstein et al., 1996; Sheridan, 2002; Bower et al., 2007; Davis et al., 2009, 2012). By 
its nature, the SSC was designed to develop an improved continental-scale air mass 
climatology. Initial classification schemes retained the ability to distinguish air masses 
across a large area successfully, and it was relatively simple from a computational 
standpoint. 
Of the numerous climate change studies, a few have analyzed recent trends using 
an air mass-based approach. The air mass approach is superior to simple trend analysis, 
as it can identify patterns that may be too subtle to influence the entire climate record (Ye 
et al., 1995). The recently developed spatial synoptic classification (SSC) has, thus, been 
used to identify trends over the contiguous U.S. for summer and winter seasons from 
1948 to 1993 (Kalkstein et al., 1998). Both trends in air mass frequency and character 




and local air mass character changes have been uncovered using this system. The authors 
explained that there is a large overall upward trend in cloudiness in summer. All air 
masses feature an overnight increase, while afternoon cloudiness increases are generally 
limited to the three ‘dry air masses’. Also, in summer, significant warming and increases 
in dew points of MT air masses have occurred in many areas. The most profound winter 
trend is a large decrease in dew point (up to 1.5 °C per decade) in the dry polar (DP) air 
mass over much of the eastern U.S. 
Kalkstein (1991) adopted the synoptic analysis technique to identify synoptic 
situations associated with deteriorating health and to distinguish climate impacts from 
those of other environmental factors, including air pollution. One of the major findings of 
this study was that fluctuations in daily mortality were more sensitive to stressful 
weather. The authors noted that synoptic climatological approaches are more robust than 
traditional climatological procedures in the evaluation of weather/mortality relationships. 
A similar study focused on weather-related mortality across the USA (Kalkstein et al., 
1998). Results of that study showed that certain air masses at particular locations highly 
correlate with increases in acute mortality, specifically during the summer months.  
The SSC has also become one of the key analytical tools in a diverse range of 
climatological investigations, including analysis of air quality variability, human health, 
vegetation growth, precipitation and snowfall trends, and broader analyses of historical 
and future climatic variability and trends (Hondula et al., 2014). Chow and Svoma 
(2011), used the SSC in a study of nocturnal temperature cooling rate response to 
historical local-scale urban land-use/land cover change. The authors concluded that both 




were strongly influenced by rural-to-urban LULC conversion. In a retrospective study of 
flu, Davis et al. (2012) found that cold, dry air may be related to influenza mortality. The 
authors observed an association between high frequencies of the moist polar air, which is 
known for its low dew points, to high mortality events in New York. According to Davis 
et al. (2012), although this seemed counter-intuitive that a “moist” air mass has a low 
dew point temperature, the dew point must (physically) be less than or equal to air 
temperature, so cold air masses typically have low dew points, especially in winter. In 
general, the moist polar air mass was relatively uncommon in the cold season in New 
York, occurring only 7.3% of the time and was often associated with cold, overcast, and 
often stormy conditions, with moist air arriving from the Atlantic Ocean. In another 
study, Sheridan et al. (2000) utilized the SSC to evaluate the variability in air mass 
character between rural and urban areas. They concluded that, with overnight or 
minimum temperatures, dry air masses had a greater temperature difference between 
urban and rural stations than moist air masses. This difference was reported as being 
greater in the summertime than in the winter. Similarly, Quiring and Goodrich (2008) 
utilized SSC in a historical comparison of the nature and causes of droughts in the 
southwestern U.S. They observed that major drought events in the southwestern U.S. are 
associated with statistically significant changes in air-mass frequencies. Major drought 
events are associated with an increase in the occurrence of the DT air mass and a 
decrease in the occurrence of DM and MT air masses.  Davis et al. (2009) also adopted 
this classification to examine ozone variability. Results revealed that ozone concen-
trations differ significantly between SSC air mass types in the northern Shenandoah 




concentrations because it implicitly accounted for factors such as temperature, sunlight, 
and humidity related to ozone formation. These are but a few examples that show that the 
spatial synoptic classification has been widely adopted in the study and analysis of 
various meteorological variables.  
Sheridan (2002) asserted that synoptic weather typing, or the classification of 
weather conditions or patterns into categories, continues to be popular, and numerous 
methods have been developed over the past century. The recent increased interest in the 
procedure is attributed to its utility in solving a wide array of applied climatological 
problems. Concern over the impacts of weather, especially for the purpose of 
understanding possible implications of climate change, has driven the search for more, 
and better, weather-typing schemes. 
Applied climatologists have benefited significantly from progress made in the 
past 15 years in the development of synoptic climatological approaches to evaluate 
climate/environment problems. Many of these procedures are now readily available, and 
even physical scientists in non-climatological disciplines are incorporating them into their 
research designs. Synoptic approaches have a unique appeal because they permit 
evaluation of the synergistic impacts of an entire suite of weather elements by developing 
meteorologically homogeneous groupings (Barry and Perry, 1973). This chapter 
reviewed the literature on the effects of LULCC at the global, regional, and local scales, 
the use of temperature as a metric, and the SSC and its relevance and use in modern 
climatological research. The next chapter discusses the methods employed in this study 






DATA AND METHODS 
3.1. Calculation of Equivalent Temperature 
As noted in the previous chapter, the TE calculation was completed utilizing the 
following equation (Pielke et al., 2004): 
𝑇𝐸 = 𝐻 = 𝐶𝑃𝑇 + 𝐿𝑉𝑞……………………………………………………… (Equation 1) 
where cp is the isobaric specific heat of air (1005 Jkg
-1K-1), T is the air temperature (K), 
Lv is the latent heat of vaporization (2.5x10
6 Jkg-1), and q is the specific humidity.  
   Specific humidity can be calculated from measurements of relative humidity, 
dew point temperature, or wet bulb temperature (Rogers et al., 2007; Davey et al., 2006). 
Moist enthalpy has units of Joules per kilogram, so, to enable comparison with air 
temperature, equivalent temperature in Kelvin is calculated by:     




……………………………………………………………… (Equation 2) 
Also; 
   𝑇𝐸 =
𝐻
𝐶𝑃
……………………………………………………………………. (Equation 3) 
 Pielke et al. (2004) supported the use of TE for the accurate representation of surface 
heating trends by correlating both temperature variables and land cover. Their research,  
however, was limited to a couple of observation sites. Similarly, Davey et al. (2006) used 
sites from the International Surface Weather Observations dataset, which has about five 
to twenty sites per state, depending on the size of the state. Although results demonstrated 
that TE was a better metric for quantifying surface temperature, data from these sites are 




           Fall et al. (2010) used temperature and specific humidity values to enable a 
comparison of air temperature and equivalent temperature. Data used for this research, 
however, were not obtained from direct observation but derived from reanalysis of 
products. 
 Younger (2015) used data from the Kentucky Mesoscale network (Mesonet), 
consisting of 68 surface stations across the state (Figure 3.1). The data used to calculate 
TE utilized the high quality in-situ observations from 33 stations in the Kentucky 
Mesonet, which offered higher spatial and temporal resolution than those of previous 
studies.  
 
Figure 3.1. Climate Divisions and all Mesonet stations.  
Source: Created by the author from the Kentucky Mesonet (2016). 
 
             
 The Kentucky Mesonet (2016) observes and reports five-minute data.  As noted 




December 2009 and December 2014 for improved understanding of land use/land cover 
effects on local heat trends.  
            Daily TE averages for this research were calculated from the hourly TE data of 
Younger (2015) and daily SSC (Sheridan, 2002) (Note: data and metadata are available 
online at http://sheridan.geog.kent.edu/ssc.html). Subsequently, daily time series for the 
growing season (April to September) were used. The spatial synoptic classification (SSC) 
was used to categorize each day into its designated weather type. TE was the dependent 
variable and the SSC the independent variable.  
3.2. Data Analyses 
Differences between TE and T become most apparent during the growing season. 
This is because the source of moisture is both air mass and land cover via 
evapotranspiration. An increase in atmospheric moisture is exponentially proportional to 
an increase in temperature and this affects TE especially under different land cover and 
land use surfaces. The spatial synoptic classification (SSC) that categorizes air masses 
based on temperature and dew point temperature also helps in examining the variability 
of TE. This provides further insight into the possible outcomes of inter-annual variations 
in TE. Data from selected SSC stations were analyzed along with the data from the 
selected Kentucky Mesonet stations (Figures 3.2 and 3.3). These analyses helped to 






Figure 3.1. Selected Mesonet Stations and Climate Divisions.  




Figure 3.3. Spatial Synoptic Classification (SSC) Stations and selected Mesonet stations 






The selection of stations represents the diverse nature of the region in terms of 
location, land cover, and length-of-time series as used by Younger (2015). Also, the 
proximity to the SSC stations, elevations, and climatic divisions contributed to the 
selection of the final 10 stations to ensure consistency and representativeness of results 
for all the Mesonet stations. 
A locational analysis approach in GIS with a buffer of 50 miles (approximately 80 
km) was used to identify which of the Spatial Synoptic Classification (SSC) stations - 
Nashville (BNA), Paducah (PAH), Lexington (LEX), Evansville (EVV), Louisville 
(SVF), and Covington (CVG) - in Kentucky are closest to the selected Mesonet stations 
(Table 3.1). In addition, geoprofiles of Kentucky Mesonet stations selected for this study 
were completed. Geoprofiles provided further explanation of TE variations and the 
character of each station. Geoprofiles synthesize available digital spatial data, digital 
elevation models (DEMs), and land-cover/land-use data from the Kentucky Geoportal 
(KGN, 2005; 2014) and the United States Geological Survey (USGS, 2005). 
DEMs are used in ESRI’s ArcGIS for Desktop and contributed in geoprofiles in 
two respects. First, DEMs enabled the construction of a three-dimensional visualization 
of topography for the area surrounding a station. Second, GIS functions can also be used 
to extract quantitative summary statistics concerning elevation, slope, and the aspect that 
are characteristic of a station site and the surrounding concentric zones, representing the 
immediate and extended vicinity (Mahmood et al., 2006). Geoprofiles for this project 
included aerial photographs, slope, aspect, elevation, hill shade, and land cover (Figure 




land cover tables containing relevant data were developed for all 10 stations (Figure 3.5, 
Figure 3.6, and Appendix). 
 
Table 3.1. Selected Mesonet stations.  
County Site ID LATITUDE LONGITUDE ELEVATION   
(m) 
SSC 
Barren MROK 37.01328 -86.106 212 BNA 
Calloway MRRY 36.61261 -88.336 173 PAH 
Campbell HHTS 39.01997 -84.475 225 CVG 
Fulton HCKM 36.57108 -89.159 105 PAH 
Hardin CCLA 37.67939 -85.979 227 SDF 
Hopkins ERLN 37.26764 -87.481 180 EVV 
Jackson OLIN 37.35629 -83.971 402 LEX 
Mason WSHT 38.62369 -83.808 277 LEX 
Ohio HTFD 37.45732 -86.855 164 EVV 
Warren FARM 36.92669 -86.465 170 BNA 
 




Figure 3.4. Geoprofile of the Warren County Mesonet station.  





Figure 3.5. Elevation of the 1.5 km area around the Warren County Mesonet station 







Figure 3.6. Land cover of the 1.5 km area around the Warren County Mesonet  
Station. Source: Created by the author. 
 
3.3. Statistical Analysis 
The statistical methods used are 1-way ANOVA, a difference of means test, and 
the Scheffe statistical test. The ANOVA helped to determine the differences amongst the 
different weather types. The Scheffe comparisons were made to identify the specific 
weather types with variations for the different years. Stated differently, a Scheffe analysis 
involves multiple comparisons of means of weather types after an ANOVA test to 
determine which pairs of weather types are significantly different (Lysonski and Gaidis, 
1991). TE was considered as the dependent variable and air masses the independent 
variable for this research. In order to answer research questions, the growing season 
(April-September) was divided into three periods: April-May, June-July, and August-




























period, and a period leading to plant senescence.  As the annual plant growing season 
progresses and eventually comes to an end, plant water requirement and usage also 
change. Typically, this requirement and usage increases as the growing season 
progresses, reaches its peak during the middle of the growing season, and then declines as 
plants complete their annual growth period.  
The analyses of TE for these three periods within the growing season provided 
further insight into intra-seasonal variations of TE. The average values for TE were 
calculated and analyzed for these three periods over a five-year period (April 1, 2010, 
through September 30, 2014) and station-by-station to show the variations for each 
station. The number of days of each SSC within the three defined periods of the growing 
season for each station was calculated to demonstrate the influence of SSC. The averages 
for all stations were also computed for the SSC and TE for the five-year span. The next 
section discusses the results of geoprofiles for all 10 stations. 
 
3.4 Geoprofile of Mesonet Stations 
 
Kentucky has a diverse geography and thus presents a unique opportunity for this  
study. The Western climate division is dominated by cultivated land and has several 
water bodies present. This division is the lowest in terms of elevation in Kentucky. The 
Central and Bluegrass climate divisions are mostly dominated by pasture/hay and 
developed open spaces. The Eastern climate division has the highest elevations and is 
dominated by forests (Figures 3.7 and 3.8). Geoprofiles of selected stations show that the 
Western division is predominantly cultivated crops, pasture/hay, and deciduous forests, 
and results indicate higher TE values for this division compared to the three other 





Figure 3.7. Land cover and land use of Kentucky.  
Source: Created by the author. 
 
 
Figure 3.8. Elevation of Kentucky.  






Table 3.1. Geoprofiles of selected Mesonet stations, showing the top four land cover 
types (PH-pasture/hay, C-cultivated crops, DF-deciduous forest, D-developed, W-
wooded wetland and G-grassland), Station Elevation (SE), Elevation range (ER), the 









Western         
Calloway 16.68 36.44 18.90 53.40 173 155-177 4-8o NE 
Fulton  10.38 (W) 68.55 4.85 14.57 105 88-120 2-4o SW 
Hopkins 2.07 7.14 44.64 5.27 180 127-187 4-8o E 
Ohio 34.61 11.77 39.19 5.82 164 119-176 2-4o NW 
 
Central 
        
Barren 74.53 4.63 11.98 7.11 212 186-226 0-2o NE 
Hardin 18.87 55.59 22.72 2.83 227 213-238 0-2o F 
Warren 32.17 35.05 2.38 28.05 170 158-177 0-2o F 
 
Bluegrass 
        
Campbell 10.91 0.73 30.57 49.94 225 137-281 4-8o SE 
Mason 52.43 7.16 11.69 26.17 277 243-293 0-2o SE 
 
Eastern 
        
Jackson 31.43 18.39 (G) 34.97 7.75 402 315-425 4-8o NE 














       RESULTS AND DISCUSSION 
 
One-way ANOVA for the years 2010, 2011, 2012, 2013, and 2014 for all 10 
Mesonet stations was used to determine the relationship between weather types and TE. 
The hypothesis for the study can be presented as: 
𝐻0: 𝜇𝑖 = 𝜇𝑗 = 𝜇𝑘 The means of the samples are from the same population 
𝐻1: 𝜇𝑖 ≠ 𝜇𝑗 ≠ 𝜇𝑘 for at least one of the samples is from a different population 
There is enough evidence to reject the null hypothesis (p = 0.00) that the means for the 
weather types are the same/equal.  
This outcome demonstrates that the different weather types have different 
characteristics that influence TE values. For example, the maximum annual values of TE 
for the Fulton County station for the moist tropical weather type were 81 ºC, 79 ºC, 75 
ºC, 70 ºC and 75 ºC from 2010 to 2014, respectively (Table 4.1). The lowest TE for the 
moist tropical (MT) weather type was recorded in 2014, and this was 32 ºC, whilst the 
highest TE for the station was 81 ºC, also under an MT weather type in 2010. The dry 
moderate (DM) air mass, which was also frequently observed in the growing season, had 
the highest TEs of 66 ºC, 64 ºC, 67 ºC, 61 ºC and 62 ºC, respectively, from 2010 to 2014. 
Although the DM had the highest frequency of observations, the moist tropical still 
recorded the highest TE values. Calloway, Hopkins, and Ohio county stations in the 
Western climate division observed a similar pattern. For the Western climate division, 
2010 and 2011 experienced the highest number of days with the MT air mass. The DM 
weather type dominated 2012 at all four stations, whilst the moist polar had the lowest 




Table 4.1. Minimum and maximum equivalent temperatures for the Fulton County 
Mesonet Station.  
 
 
Source: Created by the author. 
 
The next sections examines the results for the inter-annual variations in weather 
type frequency for the entire growing season (April to September) from 2010 to 2014, the 
growing season TE, intra-seasonal air mass and TE distribution (April-May, June-July, 
and August-September), unusual daily TE, TE and T differences, rapid changes in TE, and 
the influence of synoptic conditions on T and TE.  
4.1 Inter-annual variations in weather type frequency 
This section provides a general overview of the different weather types and their 
frequency during the growing season. As discussed previously, DP (dry polar) is 




the lowest temperatures observed in a region for a particular time of year, as well as clear, 
dry conditions. DM (dry moderate) air is mild and dry. The DT (dry tropical) weather 
type represents the hottest and driest conditions found at any location. MP (moist polar) 
weather conditions are typically cloudy, humid, and cool whilst MM (moist moderate) is 
considerably warmer and more humid than MP. The MT (moist tropical) weather type is 
typically warm and very humid.  
The moist weather types (MP, MM, and MT), as expected, had the highest 
frequency in the growing season. Among these, the moist tropical (MT) weather type had 
its lowest frequency in 2012 with the exception of Campbell and Mason counties, which 
recorded their lowest frequencies in the year 2014 (Figure 4.2). As discussed previously, 
droughts were associated with high frequency of dry weather types. Campbell and Mason 
counties are located in the northern part of Kentucky and were the most impacted by the 
drought as estimated in lower TE values for the two stations. Otherwise, the MT remained 
the most frequent weather type. The MM weather type recorded its highest frequency in 
2013 for most stations, whilst the DM weather types recorded relatively higher 
frequencies in 2012. The MT weather type typically increases in frequency until it peaks 
in the mid-growing season and begins a gradual decline by the late growing season.  This 
can be attributed to the seasonal air mass patterns and changes in season. The MT is more 
common as a result of the influx of moisture from the Gulf of Mexico, which is the 
primary source of moisture that results in the prevalence of the maritime tropical air mass 
(see figure 4.16). The DM, however, begins a decline from the early growing season and 
is at its lowest in the mid-growing season. The dry weather types begin to increase in 




during the colder months of the year. As we move from the summer air mass patterns into 
the winter air mass patterns, moisture from the Gulf of Mexico is unable to influence the 
region as much, thereby increasing the frequency of the dry weather types. The 
continental polar (cP), continental arctic (cA), and maritime polar (mP), which are cool 
and dry, influence this period the most (Figure 4.1). 
 
 
Figure 4.1. The frequency of weather types for the growing season in the Fulton County 
Mesonet station: a. 2010, and b. 2012.  






Figure 4.2. The frequency of weather types for: a. Barren County, b. Calloway County, 
c. Campbell County, and d. Fulton County Mesonet stations for the 5-year period.  






Figure 4.2 (Continued). The frequency of weather types for e. Hardin County, f. 
Hopkins County, g. Jackson County, and h. Mason County Mesonet stations for the 5-
year period.  







Figure 4.2 (continued). The frequency of weather types for i. Ohio County and j. Warren 
County Mesonet stations for the 5-year period.  
Source: Created by the author. 
 
4.2 Growing Season TE 
The mean equivalent temperatures did not show many year-to-year variations for 
all stations for different weather types (Figure 4.3, 4.4, and 4.5.). Any particular weather 
type is expected to have TE values within a given range. Therefore, TE averages are 
expected to fall within a particular range from year to year. For example, minimum TEs 
for 2010, 2011, 2012 and 2013 for the moist tropical weather type were 40 oC, 42 oC, 42 
oC and 36 oC, respectively, for the Calloway County Mesonet station. The corresponding 
maximum TE for the moist tropical weather types for Calloway County for 2010, 2011, 
2012 and 2013 were 78 oC, 81 oC, 76 oC and 71 oC, respectively. Whereas minimum TEs 
for 2010, 2011, 2012 and 2013 for the dry polar weather type were 24 oC, 22 oC, 17 oC, 
and 12 oC for the Calloway County Mesonet station, respectively. Comparable 




It is clear that the moist tropical weather type had the highest frequencies of all 
the weather types for all stations for the growing season, with the exception of 2012.  It 
would appear that the record drought in Kentucky in 2012 was a reason for this. This 
event was associated with noticeable changes in air mass frequency, with a decrease in 
the moist weather types and an increase in the dry weather types. In 2012, the dry 
moderate weather type had a higher frequency but, overall, the moist weather type 
dominated for the entire growing station.  
 
Figure 4.3. Equivalent temperatures (TE) for Calloway County Mesonet station: a. 2010, 
b. 2011, c. 2012, and d. 2013.  





Figure 4.4. Equivalent temperatures (TE) for Barren County Mesonet station: a. 2010, b. 
2011, c. 2012, and d. 2013.  
Source: Created by the author. 
 
As explained earlier and illustrated in Figures 4.2 and 4.3, although Barren 
County showed an increase in frequency with the dry moderate weather type from 41 
days in 2011 to 52 days in 2012 and the moist tropical decreased from 72 days to 63 
days, Barren County was the only station in 2012 where the moist tropical weather type 





Figure 4.5. Seasonal distribution of weather types and mean TE (
oC) for Barren County 
Mesonet, a. 2010, b. 2011, c. 2012, and d. 2013.  









4.3. Intra-seasonal air mass and TE distribution 
The dry weather types had a relatively high frequency in April and May but 
reduced in June and July as the moist weather type peaked in June and July. The 
frequency of the moist weather type was lower in August and September as the arrival of 
the dry weather types peaked in this season. Calloway County, for example, experienced 
on average 19 days of dry moderate weather types in April and May. This frequency was 
reduced to seven days in June and July and increased again to 24 days in August and 
September. The moist tropical weather type, on the other hand, had a frequency of 21 
days in April and May, which increased to 47 in June and July and then reduced to 21 
days in August and September. By the late growing season, the influence of moisture 
from the Gulf of Mexico was minimized, influencing the changes in air mass type and 
frequency and the resultant decrease in moisture availability, coupled with a reduction in 
plant water usage and requirement, attributed to the reduction in the MT weather type. 
Hence, in April and May, the MT weather type dominated in terms of frequency 
and had high TEs for the 5-year period. For example, Barren County in 2010 and 2011 
had estimated TE ranging from 35 
oC to 59 oC and 42 oC and 67 oC, respectively. The DM 
weather type, on the other hand, had a lower TE for the 5-year period. In 2010 and 2011, 
the recorded TE values were between 20 
oC and 45 oC and 16 oC to 51 oC, respectively. 
From the box plots (Figures 4.6 - 4.8), April and May recorded a wide range of TE. For 
example, in 2013 TE ranged between 10 
oC and 62 oC. In the early growing season, plant 
water usage and requirement are generally low and increases as the season progresses. In 
effect, evapotranspiration rates are low early in the season and gradually increase as the 
season progresses. Hence, TE is generally low early in the season and increases as the 





Figure 4.6. Seasonal distribution of weather types and equivalent temperatures (oC) 
for the Barren County Mesonet station for April and May: a. and b: 2010, and c. and d. 
2011.  








Figure 4.7. Seasonal distribution of weather types and equivalent temperatures (oC) 
for the Barren County Mesonet station for April and May: a. and b. 2012, and c. and d. 
2013.  







Figure 4.8. Seasonal distribution of weather types and equivalent temperatures (oC) for 
the Barren County Mesonet station for April and May, 2014.  
Source: Created by the author. 
 
 
In June and July, the MT weather type peaked in frequency as well as TE for the 
5-year period. This is expected for the most part because TE is made up of temperature 
and dew point. TE is thus highest when these two variables are at their highest. The mid-
growing season has the highest atmospheric heat content because the sun’s angle is 
highest and the water temperatures in the Gulf of Mexico are at their highest as well. 
Since TE incorporates moist heat content associated with atmospheric moisture, high TE 
is expected. The maximum TE was 81 
oC and the minimum TE was 51 
oC for Barren 
County in 2011 for the MT weather type.  In the same light, the dry moderate weather 
type also had higher estimated values for TE comparable to April and May. For example, 
a maximum TE of 63 
oC and a minimum of 49 oC were estimated for the season. As 
compared to the early growing season, where the minimum TE is lower, the middle 




frequency of the DP and MP weather types was either low or nonexistent, as shown in 
Figures 4.9-4.11.  
 
Figure 4.9. Seasonal distribution of weather types and equivalent temperatures (oC) for 
the Barren County Mesonet station for April and May: a. and b. 2010, and c. and d. 2011 






Figure 4.10. Seasonal distribution of weather types and equivalent temperatures (oC)  
for the Barren County Mesonet station for June and July: a. and b. 2012, and c. and d. 
2013.  






Figure 4.11. Seasonal distribution of weather types and equivalent temperatures (oC) 
for the Barren County Mesonet station in June and July, 2014.  
Source: Created by the author. 
 
In August and September, atmospheric moisture decreases mainly due to a 
decreasing sun angle and a southward progression of the polar jet stream. Additionally, 
most plants complete their annual growth period, resulting in a decrease of plant water 
requirement and usage with reduced local evapotranspiration by the late growing season. 
The frequency of the moist tropical weather type also begins to decline as the season 
transitions from the middle to the late growing season. The frequency of dry moderate 
weather, however, increased in this season (Figures 4.12-4.13).  As illustrated, in the 
mid-growing season, the frequency of the dry polar and moist polar weather types was 
low or nonexistent (Figures 4.9-4.11). The maximum and minimum TE were 73 
oC and 
48 oC in 2011, respectively, in Barren County for the moist tropical weather type.  The 
dry moderate weather type recorded a maximum TE of 54 






Figure 4.12. Seasonal distribution of weather types and equivalent temperatures, TE for 
the Barren County Mesonet station for August and September: a. and b. 2010, and c. and 
d. 2011.  






Figure 4.13. Seasonal distribution of weather types and equivalent temperatures, TE (
oC)  
for the Barren County Mesonet station for August and September: a. and b. 2012, and c. 
and d. 2013.  
Source: Created by the author. 
 
As indicated earlier, an ANOVA on all the weather types yielded significant 
variation among conditions; for example, for the Barren County Mesonet station in 2010, 
F = 35.1921, with the p-value = 0.000. A post-hoc Scheffe test showed the different 




seasons and for different years. The results suggest that, at certain times, some weather 
types are more similar to one another. The moist weather types are typically statistically 
different from the dry weather types. This stepwise multiple comparison procedure 
identifies the sample means that are significantly different from each other and supports 
the hypothesis that the changes in TE are controlled, to a large extent, by the different 
weather types and the time of the year. (Table 4.2 and Figures 4.14 - 4.15). 
Table 4.2.  Scheffe test of all comparisons for the Barren County Mesonet station for 
April and May, 2010.  
Source: Created by author.  
 
H0: θ = 0 The difference between the means of the populations is equal to 0. 




difference Simultaneous 95% CI 0 p-value
DM - DP 1.27 -17.95 to 20.49 1.0000
DM - DT -9.10 -19.61 to 1.40 0.1283
DM - MM -19.06 -31.03 to -7.09 0.0002
DM - MP -0.94 -17.19 to 15.31 1.0000
DM - MT -21.20 -30.81 to -11.59 <0.0001
DP - DT -10.38 -29.72 to 8.97 0.6288
DP - MM -20.33 -40.51 to -0.15 0.0473
DP - MP -2.21 -25.19 to 20.76 0.9998
DP - MT -22.47 -41.35 to -3.59 0.0103
DT - MM -9.95 -22.12 to 2.22 0.1742
DT - MP 8.16 -8.23 to 24.56 0.6996
DT - MT -12.10 -21.95 to -2.24 0.0074
MM - MP 18.12 0.75 to 35.48 0.0358
MM - MT -2.14 -13.55 to 9.26 0.9942




















Figure 4.14. Multiple comparisons of means of equivalent temperatures, TE (
oC) for the 
Barren County Mesonet station for a. 2010 and b. 2011 for April and May.  
Source: Created by the author. 
 
 
Figure 4.15. Multiple comparisons of means of equivalent temperatures, TE (
oC) for the 
Barren County Mesonet station for a. 2012 and b. 2013 for April and May.  






The three periods represent the early part of plant growth, the peak growing 
period, and the period leading to plant senescence.  In the early growing season, the DM 
weather type has a relatively high frequency with corresponding low TE values. As the 
season transitions into the middle growing season, the frequency of the moist weather 
types peak with corresponding high TE values. As plants complete their annual growth 
period TE values begin to drop and the dry tropical air mass begins to increase in 
frequency, although the MT weather type dominates. The next section examines TE 
values for the entire growing season and possible causes for the inter-annual TE variation. 
4.4 Unusual Daily TE 
The preceding sections suggest a strong link between changes in TE to seasonal 
air mass patterns. These changes in air masses in the summer and winter lead to more 
moisture in the growing season, a high frequency of moist weather types, less moisture 
availability in the winter, and an increase in the dry weather types (Figure 4.16). Air 
masses vary and TE reflects this change as observed in interannual and interseasonal 
variations. Davis et al. (2012) noted that dew point temperature is commonly used by 
scientists to measure humidity because it is relatively invariant to pressure and 
temperature changes, and thus is a conservative quantity. As demonstrated in Figure 4.17, 
dew point temperatures are at their peak during peak annual heating in the warm season 
and toward the end of the growing season, and follow a similar pattern to TE, which 
suggests a high atmospheric moisture content. The MT air mass, for instance, is thus 
more prominent in the growing season because of the prevalence of the Maritime tropical 





Figure 4.16. Seasonal air mass patterns for a. winter and b. summer and sea surface 
temperatures.  
Source: Allen (2012). 
 
 
As discussed previously and supported by Pielke et al. (2004), it is during the 
growing season that the differences between TE and T become most apparent. Figures 
4.18, 4.19, and Table 4.3 illustrate that moisture content (Lvq from the calculation of TE) 
has the most influence on TE. Equivalent temperatures gradually increase in the early 
months of the growing season, peak during the mid-growing season, and begin to reduce 






Figure 4.17. Average monthly dew point temperatures: a. Barren County, b. Calloway 
County, c. Campbell County, and d. Fulton County Mesonet stations from January 2010 
to December 2016.  
Source: Created by the author. 
 
TE values are influenced by moisture, which comes from the characteristics of the 
weather type and land cover. The effect of weather types is more pronounced on a daily 
time scale. The graphs in Figures 4.18 and 4.19 show peaks and valleys throughout the 
growing season. If land cover alone was the contributing factor, TE would be consistently 





April 9th, 2010, at the Campbell County Mesonet station and it experienced a dry polar 
weather type. On the other hand, the highest estimated TE of 72 
oC recorded on August 4, 
2010, was a moist tropical weather type. This weather type is characterized by high 
moisture content and temperature. Similarly, the lowest estimated TE at the Barren 
County Mesonet station was 20 oC on April 18, 2010, whilst the highest estimated TE was 
77 oC on April 4, 2010. The next section discusses selected TE, corresponding weather 





Figure 4.18. Time series of moisture content percentage (%), equivalent temperature 
(oC) and temperature oC for the Campbell County Mesonet Station, KY, in 2010.  



















































Figure 4.19. Time series of moisture content percentage (%), equivalent temperature (oC) 
and Temperature (oC) for the Barren County Mesonet Station, KY, in 2010.  







































































Table 4.3 (continued). Daily TE for May 1 for the 10 stations for all five (5) years.  
 





4.5. TE and T differences 
Results from the sections above indicate that the moist weather types dominate 
during the growing season. Land cover and weather types both influence TE. High and 
low TE correspond with moist and dry weather types, respectively. This section examines 
selected days with their corresponding TE values, weather types, and TE differences. The 
results show that the early growing season was dominated typically by dry weather types 
with low TE values. Differences between TE and T in the early growing season were 
small. Days with low TE were also characterized by dry weather types (Figure 4.20). 
Days with moist weather types recorded a high TE and had a corresponding high 
TE-T difference (Figure 4.22). For example, the lowest TE-T difference was 10.04 °C on  
April 18, 2010, which was a dry weather day (T = 8.91 °C and TE = 18.95 °C). On the 
other hand, the highest estimated difference for August 11, 2010, which was a moist 
tropical weather event, was 46.54 °C (T = 26.54 °C and TE = 73.08 °C). Although land 
cover type influences both moisture availability and temperature in the lower atmosphere, 
and TE is larger in areas with higher physical evaporation and transpiration rates, the 
biggest factor for the intraseasonal variations in TE is air mass (weather type) contribution 
as indicated in Table 4.3. For example, the year-to-year variations on May 1 are much 
greater than the station-to-station variation within a given year. This supports the 
hypothesis that the interannual and interseasonal variations in TE are largely influenced 
by air mass as a control of climate. This is further confirmed by the presence of moist 
weather types with large TE-T differences. A large difference suggests that there is higher 





Figure Error! No text of specified style in document..20. TE for April 11, 2010, and b. 
TE-T for April 11, 2010, for the selected Mesonet stations.  





Figure 4.21. TE for August 22, 2010, and b. TE-T for August 22, 2010, for the selected 
Mesonet stations.  




 4.6 Rapid changes in TE 
Results indicate that TE could change substantially over two consecutive days due 
to weather types. (Table 4.4). For example, at the Barren County Mesonet station, TE 
declined from 50 oC on April 26, to 27 oC on April 27, due to changes from a moist 
tropical to a dry moderate weather type. Similarly, when the weather type changed from a 
dry moderate to a moist tropical type for this station, TE increased from 27.52 
oC on April 
27 to 45.50 oC on April 28. Moisture content also increased from 4.67% to 7.86% for 
these two days. 
In summary, results suggest that low moisture usually corresponds with low TE, 
and low TE is typically associated with low atmospheric moisture content and dry or a 
cool weather type, whilst high TE corresponds with high atmospheric moisture content 
and typically associated with a moist or warm weather type.    
 
Table 4.4. The relationship between equivalent temperatures and different weather types 
for Barren County in 2012.  
 
Date TE (oC) Dif (TE-T) 
Moisture Content 
(%) Weather Type 
22-Apr-12 21.84 12.47 4.23 Dry Polar 
23-Apr-12 18.51 9.16 3.14 Dry Polar 
24-Apr-12 26.75 15.10 5.03 Dry Moderate 
25-Apr-12 43.79 24.24 7.61 Dry Tropical 
26-Apr-12 50.38 29.72 9.15 Moist Tropical 
27-Apr-12 27.52 14.07 4.67 Dry Moderate 
28-Apr-12 45.50 25.18 7.86 Moist Tropical 
29-Apr-12 50.97 29.24 9.01 Moist Tropical 
30-Apr-12 52.55 31.53 9.67 Moist Tropical 
 




4.7 Synoptic conditions influence on TE and T 
Analysis of synoptic data provided further evidence to support the hypothesis that 
both weather types and land cover influence TE. Data analyzed were chosen to reflect 
periods of high and low TE days (Figures 4.20 and 4.21). Previous studies confirmed an 
inverse relationship between TE and pressure deviation. The daily fluctuations in heat 
content were attributed to the passage of synoptic systems. For example, typically, 
passage of a cold front during the early part of growing season would be followed by a 
clear dry day with moderate temperatures usually with maximum temperatures of about 
21 oC (70 oF).  Days like these are characterized by a smaller TE-T difference suggesting 
that ‘dry’ atmospheric heat content, rather than moisture, influenced TE the most. In other 
words, the high temperatures are due to higher T and lower TE. For example, southerly 
and westerly winds dominated on the April 11, 2010, over Kentucky before the passage 
of a cold front. These southerly winds brought warmer conditions and, as such, the state 
was in a region of warmer air. These conditions, however, increased cloud cover, which 
resulted in relatively lower temperature readings. As expected, values of TE on April 11 
were generally low and were associated with dry weather types, suggesting low moisture 
content. As discussed in the previous section, dry weather types have lower TE values and 
a smaller TE-T difference. The passing of the cold front suggests lower temperatures, and 
the small (TE-T) difference is an indication of a dry weather type on the said day, 
supporting that the dry weather type indeed contributed to low TE. 
On the other hand, on August 22, 2014, a condition with higher temperatures and 
high moisture content existed before the passage of a cold front. Equivalent temperatures 
for all 10 stations used in the study were relatively higher and the day was classified as a 




seasonal patterns. As a result, all 10 stations recorded high TE and large TE-T difference. 
Synoptic maps provide further evidence to support that TE is influenced by atmospheric 
conditions as well as land use and land cover change over a region. These observations 
confirm that the atmospheric heat content will be greatest on days with warm 
temperatures and higher moisture availability and vice versa for days with cooler 
temperatures. 
 
Figure 4.22. Synoptic map of April 11, 2010, showing relatively lower T and TE values. 





Figure 4.23. Synoptic map of August 22, 2014, showing relatively higher T and TE 
values.  












The assessment of human-induced climate change has focused on surface 
temperature as the primary metric. Attention has been on the observed changes in near-
surface air temperatures over the globe. Research suggests that the air temperature alone is 
an inadequate metric of the full near-surface heat content, as it does not account for the 
heat content changes associated with moisture content changes. Equivalent temperature 
(TE), which incorporates both the surface air temperature (T) and moist heat content 
associated with atmospheric moisture, is a better indicator of overall heat content. 
However, previous research could not fully explain the possible causes of daily and inter-
annual variation in TE. This research sought to explain the possible causes of inter-annual 
and intra-seasonal variation in TE by examining how different weather types and land cover 
/land-atmosphere interactions influence TE.  
Daily TE and weather type (using the Spatial Synoptic Classification) data between 
2010 and 2014 for 10 Mesonet stations were analyzed to examine how different weather 
types and land cover influenced equivalent temperature. An analysis of variance (ANOVA) 
on all the weather types yielded significant variation among TE values. The Scheffe test 
showed the different weather types were significantly different. These differences were 
also variable from season to season and also for the five years under consideration. The 
results suggest that, at certain times and under some conditions, weather types tend to be 
more variable than at other times. The moist weather types are typically statistically 
different from the dry weather type. In effect, TE changed under different weather types as 




annual variation in TE was influenced by the major weather types and there were links 
between changes in TE to seasonal air mass differences. 
Results indicated that the growing season was dominated by the MT weather type 
for all stations for the years 2010, 2011, 2013, and 2014. In 2012, the DM dominated the 
growing season for all stations except for the Barren County Mesonet station. In Barren 
County, the moist weather types still dominated, whilst the dry weather type increased in 
frequency. The MT was the most dominant weather type of the growing season for the 10 
stations. Records indicated that a moderate to extreme drought was declared for most 
counties in Kentucky in 2012. As discussed earlier, it would appear that the land cover type 
of Barren County possibly played a role in 2012, as the TE values were not affected as 
much as surrounding stations. It is possible that the surrounding water bodies may have 
played a role; however, this is speculation. The 2012 “anomaly” during the drought is still 
under investigation.  
The highest TE values were expected to be influenced the most by the MT air mass. 
In the early growing season (April and May), the DM weather type dominated with 
corresponding low TE values. As the season transitioned into the mid-growing season (June 
and July), the moist weather type peaked with corresponding high TE values. In the late 
growing season (August and September), as plants completed their annual growth period, 
TE values began to decline. This is mainly due to the changes in season, air mass patterns, 
the sun’s angle, and partly due to declining plant water requirement.  
Finally, differences between TE and T in the early growing season were small. Days 
with low TE were also characterized by dry weather types and days with high TE are 




growing season. Results from the analysis of rapid changes in daily TE suggest that low 
moisture usually corresponds with low TE, which usually corresponds with low 
atmospheric moisture content and a dry or cool weather type, whilst high TE corresponds 
with high atmospheric moisture content and a moist or warm weather types. Results also 
suggest a strong link between the changes in TE and the seasonal air mass patterns; these 
changes in most cases led to an increase in atmospheric moisture content, especially during 
the growing season.  These support the hypothesis that influences of the different weather 
types over a region are a possible cause of interannual variation in TE. 
Questions, however, remain about the contributions of moisture from various 
sources or the lack of it thereof to TE. There are, for example, few instances in the data 
where TE either stays unchanged under different weather types or rises or falls drastically 
within the same weather types. Future research ought to conduct a moisture budget analysis 
to shed further light on the contributions of various moisture sources to TE. Also, future 
studies could consider the elements of weather such as precipitation and drought, and their 
associated effects in the given years, to identify possible reasons for this. Also a state-of-
the-art study might focus on a combination of remote-sensing techniques using methods 
such as NDVI and TE with the different weather types to understand more deeply disparities 
and any relationship that might exist amongst TE, weather types and land-use/land-cover 
change (LULCC). Also, the Mesonet stations were carefully selected to ensure that 
readings were not affected so much by external factors such as elevation or location. It 
would be interesting if future research could combine the techniques used here under 
distinct/diverse land cover in order to ascertain the extent to which atmospheric conditions, 




such as Scheffe tests can be used to investigate further which weather types are consistently 
significant over the period in order to categorize inter-annual variations of TE quantitatively 
to percentages of TE that can be attributed to air mass and to percentages that would be 
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Figure A.1. Geoprofile of the Hardin County (CCLA) Mesonet station.  





Figure A.2. Geoprofile of the Hopkins County (ERLN) Mesonet station.  





Figure A.3. Geoprofile of the Fulton County (HCKM) Mesonet station.  





Figure A.4. Geoprofile of Campbell County (HHTS) Mesonet station.  





Figure A.5. Geoprofile of Ohio County (HTFD) Mesonet station.  







Figure A.6. Geoprofile of the Barren County (MROK) Mesonet station.  





Figure A.7. Geoprofile of the Calloway County (MRRY) Mesonet station.  





Figure A.8. Geoprofile of the Jackson County (OLIN) Mesonet station.  





Figure A.9. Geoprofile of the Mason County (WSHT) Mesonet station.  












Figure A.10. Elevation of the 1.5 km area around the Hardin County (CCLA) Mesonet 
station.  






Figure A.11. Elevation of the 1.5 km area around the Hopkins County (ERLN) Mesonet 
station.  






Figure A.12. Elevation of the 1.5 km area around the Fulton County (HCKM) Mesonet  
station.  






Figure A.13. Elevation of the 1.5 km area around the Campbell County (HHTS) Mesonet 
station.  






Figure A.14. Elevation of the 1.5 km area around the Ohio County (HTFD) Mesonet  
station.  






Figure A.15. Elevation of the 1.5 km area around the Barren County (MROK) Mesonet  
station.  






Figure A.16. Elevation of the 1.5 km area around the Calloway County (MRRY) Mesonet 
station.  






Figure A.17. Elevation of the 1.5 km area around the Jackson County (OLIN) Mesonet 
station.  






Figure A.18. Elevation of the 1.5 km area around the Mason County (WSHT) Mesonet  
station.  


















Figure A.19. Land cover of the 1.5 km area around the Hardin County (CCLA) Mesonet 
station.  




























Figure A.20. Land cover of the 1.5 km area around the Hopkins County (ERLN) Mesonet 
station.  



































Figure A.21. Land cover of the 1.5 km area around the Fulton County (HCKM) Mesonet 
station.  




























Figure A.22. Land cover of the 1.5 km area around the Campbell County (HHTS)  
Mesonet station.  





































Figure A.23. Land cover of the 1.5 km area around the Ohio County (HTFD)  
Mesonet station.  




































Figure A.24. Land cover of the 1.5 km area around the Barren County (MROK)  
Mesonet station.  
































Figure A.25. Land cover of the 1.5 km area around the Calloway County (MRRY)  
Mesonet station.  






























Figure A.26. Land cover of the 1.5 km area around the Jackson County (HHTS)  
Mesonet station.  




























Figure A.27. Land cover of the 1.5 km area around the Mason County (WHST)  
Mesonet station.  















































Figure A.28. TE for August 4, 2013. TE values were relatively lower in the late growing  
season and the day was a dry weather type.  
Source: Created by the author. 
 
 
Figure A.29. TE-T for August 4, 2013. The difference was lower as compared to other  
days within the season as a result of the dry weather type.  






Figure A.30. TE for September 1, 2012. TE values were high as expected for the season  
and the day was classified as a moist weather type.  















Figure A.31. TE-T for September 1, 2012. The difference values were high as expected 
for the season and the day was classified as a moist weather type. 









Figure A.32. The frequency of weather types for the growing season from the Barren 
County Mesonet station for 2010.  




Figure A.33. The frequency of weather types for the growing season from the Barren 
County Mesonet station for 2011.  


















































Figure A.34. The frequency of weather types for the growing season from the Barren 
County Mesonet station for 2012.  




Figure A.35. The frequency of weather types for the growing season from the Barren 
County Mesonet station for 2013.  
















































Figure A.36. The frequency of weather types for the growing season from the Barren 
County Mesonet station for 2014.  




Figure A.37. The frequency of weather types for the growing season from the Warren 
County Mesonet station for 2010.  












































Figure A.38. The frequency of weather types for the growing season from the Warren 
County Mesonet station for 2011.  




Figure A.39. The frequency of weather types for the growing season from the Warren 
County Mesonet station for 2012.  














































Figure A.40. The frequency of weather types for the growing season from the Warren 
County Mesonet station for 2013.  




Figure A.41. The frequency of weather types for the growing season from the Warren 
County Mesonet station for 2014.  



















































Figure A.42. Multiple comparisons of means for the Barren County Mesonet station for 
the growing season in 2010.  















































































Figure A.43. Multiple comparisons of means for the Barren County Mesonet station for 
the growing season in 2012.  


































































































Table A.1. Minimum and maximum equivalent temperatures for the Barren County  
Mesonet station.  
 
Source: Created by the author. 
 
 
Table A.2. Minimum and maximum equivalent temperatures for theWarren County 
Mesonet station.  
 





SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 35 42.5 20.3 63.3 43.8 DM 41 43.1 63.9 16.3 46.5 DM 52 41.3 59.9 17.2 43.9
DP 2 29.5 36.9 22.2 29.5 DP 3 27.7 31.1 21.1 22.8 DP 6 22.1 28.1 14.1 22.8
DT 23 48.2 77.4 58.0 46.0 DT 13 55.2 67.4 43.1 52.4 DT 24 56.5 67.5 37.3 57.6
MM 14 54.9 69.7 41.3 53.8 MM 18 57.1 72.4 20.2 58.0 MM 21 55.6 70.6 30.5 59.2
MP 4 32.8 37.0 26.3 33.6 MP 12 34.2 43.6 18.4 36.4 MP 2 40.0 53.7 26.2 40.0
MT 87 64.2 75.6 35.3 65.9 MT 72 61.3 81.6 42.8 61.3 MT 65 60.9 74.6 40.4 61.1
2013 2014
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 41 41.2 59.3 11.6 44.3 DM 47 42.2 61.5 22.6 42.3
DP 9 29.0 45.9 10.9 25.0 DP 8 28.9 44.5 13.6 26.5
DT 2 42.4 44.8 40.1 42.4 DT 10 43.3 58.6 33.7 43.4
MM 41 58.0 72.6 38.4 56.9 MM 23 56.2 66.0 42.8 55.7
MP 5 33.8 55.0 32.4 17.1 MP 8 37.1 49.0 25.1 38.7
MT 77 59.5 72.7 39.7 36.8 MT 73 60.9 72.8 40.1 62.8
2010 2011
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 35 42.2 60.9 21.1 43.3 DM 41 44.6 64.5 16.7 46.9
DP 2 30.5 37.7 23.2 30.5 DP 3 28.9 32.4 22.2 23.9
DT 23 47.5 74.8 31.3 47.7 DT 14 59.6 76.0 45.8 60.3
MM 14 55.4 68.1 41.2 55.4 MM 18 58.3 72.6 27.2 60.1
MP 4 33.4 38.6 27.1 34.1 MP 12 34.8 43.7 19.9 36.6
MT 87 63.4 74.3 36.2 65.9 MT 72 62.4 81.5 42.4 62.3
2012 2013
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 52 41.5 60.0 16.3 43.8 DM 41 42.0 66.4 12.7 43.0
DP 6 22.4 27.9 14.8 23.2 DP 9 30.0 49.9 11.1 24.8
DT 24 57.0 69.3 38.7 57.8 DT 2 43.5 45.4 41.6 43.5
MM 21 55.7 70.8 31.2 59.1 MM 41 60.6 79.2 38.1 59.3
MP 2 39.2 52.4 26.0 39.2 MP 5 33.9 59.9 17.7 31.1
MT 65 60.7 73.8 39.6 60.4 MT 77 60.9 79.0 37.1 61.4
2014
SSC Frequency Mean Max Min Median
DM 47 41.7 59.4 22.7 42.9
DP 8 28.7 43.9 26.7 13.7
DT 10 43.0 57.9 34.2 42.8
MM 23 56.1 66.1 42.3 56.5
MP 8 36.9 48.2 25.3 38.0




Table A.3. Minimum and maximum equivalent temperatures for the Calloway County 
Mesonet station.  
 












SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 50 44.1 64.0 21.8 44.9 DM 46 44.5 65.0 17.4 48.0
DP 4 33.8 46.2 23.6 32.8 DP 10 30.6 50.9 22.4 27.3
DT 16 50.1 62.5 29.8 55.3 DT 5 63.1 65.6 60.3 63.7
MM 12 49.5 68.6 33.1 49.9 MM 20 51.9 69.8 36.6 52.4
MP 3 30.7 36.7 27.1 28.5 MP 7 36.2 43.7 31.2 36.9
MT 89 66.0 78.2 39.7 68.2 MT 79 64.6 81.0 42.6 65.2
2012 2013
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 61 43.5 71.4 18.6 44.4 DM 34 44.8 62.0 20.0 46.3
DP 8 25.6 34.0 16.9 26.9 DP 22 34.3 56.6 12.3 34.9
DT 33 57.5 69.7 40.7 57.5 DT 2 35.8 43.5 28.1 35.8
MM 16 52.2 66.6 37.1 54.0 MM 43 54.7 68.8 35.4 54.8
MP 1 22.6 22.6 22.6 22.6 MP 6 28.4 56.6 16.7 23.9
MT 52 61.7 75.6 41.9 62.5 MT 71 60.8 71.3 36.9 63.1
2014
SSC Frequency Mean Max Min Median
DM 45 45.9 64.4 22.5 48.0
DP 23 38.2 53.4 11.8 43.6
DT 3 39.7 44.2 32.1 42.9
MM 15 61.0 68.7 53.1 61.6
MP 6 34.1 46.3 25.1 31.7




Table A.4. Minimum and maximum equivalent temperatures for the Campbell County 
Mesonet station.  
 














SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 48 40.5 57.9 13.8 39.9 DM 35 42.5 54.6 17.5 44.6
DP 4 18.4 42.7 9.0 34.4 DP 8 23.4 39.4 13.6 23.5
DT 22 40.8 45.3 25.5 33.8 DT 8 49.3 62.2 25.2 54.5
MM 17 54.7 65.8 23.7 56.8 MM 35 49.7 67.8 27.9 48.6
MP 6 32.1 35.8 21.2 22.5 MP 17 33.5 44.7 21.0 35.1
MT 75 60.2 67.1 34.1 56.7 MT 67 60.3 77.0 38.9 61.0
2012.0 2013.0
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 63 38.0 56.2 14.2 38.8 DM 40 38.4 54.3 11.3 40.1
DP 8 22.1 32.7 12.1 22.8 DP 20 24.5 41.6 7.5 22.7
DT 24 53.6 66.0 38.5 53.5 DT 4 40.9 47.2 32.5 42.0
MM 22 49.1 64.6 27.1 49.0 MM 52 52.4 67.3 36.3 53.2
MP 3 20.2 22.5 16.5 21.7 MP 4 32.7 50.0 20.5 30.2
MT 48 56.5 69.9 33.9 57.7 MT 54 55.5 68.9 35.4 56.6
2014.0
SSC Frequency Mean Max Min Median
DM 53 37.3 57.9 13.8 39.9
DP 12 31.8 42.7 9.0 34.4
DT 10 35.1 45.3 25.5 33.8
MM 39 53.3 65.8 23.7 56.8
MP 4 25.5 35.8 21.2 22.5




Table A.5. Minimum and maximum equivalent temperatures for the Mason County 
Mesonet station.  
 
 












SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 48 41.7 61.2 19.2 41.8 DM 35 43.2 57.4 16.6 45.5
DP 4 18.2 19.7 15.7 18.6 DP 8 23.8 40.1 13.5 23.6
DT 22 41.3 58.8 25.8 40.5 DT 8 50.8 64.2 24.0 57.6
MM 17 55.8 69.5 36.0 57.7 MM 35 49.8 69.0 29.8 48.9
MP 6 33.5 38.9 25.2 34.7 MP 17 34.5 44.5 21.7 35.6
MT 75 61.0 73.8 39.8 62.0 MT 67 60.4 76.9 41.9 61.0
2012 2013
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 63 39.9 61.3 15.7 40.7 DM 40 41.8 57.7 11.7 44.7
DP 8 23.2 35.0 11.7 24.5 DP 20 26.7 47.9 7.6 23.1
DT 24 56.9 68.3 37.7 57.2 DT 4 42.0 47.5 32.5 44.0
MM 21 52.4 71.2 26.6 54.7 MM 50 55.9 73.6 37.8 56.4
MP 3 22.7 25.6 17.1 25.4 MP 4 33.6 53.5 19.4 30.8
MT 47 57.5 77.3 32.5 58.4 MT 54 58.6 74.5 35.5 60.7
2014
SSC Frequency Mean Max Min Median
DM 53 40.1 64.9 14.5 42.4
DP 12 35.3 46.9 9.3 38.5
DT 10 36.9 45.5 26.4 37.1
MM 38 57.7 74.1 26.0 60.2
MP 4 27.0 37.3 23.0 23.9




Table A.6. Minimum and maximum equivalent temperatures for the Hardin County 
Mesonet station.  
 
 












SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 48 41.7 61.2 19.2 41.8 DM 35 43.2 57.4 16.6 45.5
DP 4 18.2 19.7 15.7 18.6 DP 8 23.8 40.1 13.5 23.6
DT 22 41.3 58.8 25.8 40.5 DT 8 50.8 64.2 24.0 57.6
MM 17 55.8 69.5 36.0 57.7 MM 35 49.8 69.0 29.8 48.9
MP 6 33.5 38.9 25.2 34.7 MP 17 34.5 44.5 21.7 35.6
MT 75 61.0 73.8 39.8 62.0 MT 67 60.4 76.9 41.9 61.0
2012 2013
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 63 39.9 61.3 15.7 40.7 DM 40 41.8 57.7 11.7 44.7
DP 8 23.2 35.0 11.7 24.5 DP 20 26.7 47.9 7.6 23.1
DT 24 56.9 68.3 37.7 57.2 DT 4 42.0 47.5 32.5 44.0
MM 21 52.4 71.2 26.6 54.7 MM 50 55.9 73.6 37.8 56.4
MP 3 22.7 25.6 17.1 25.4 MP 4 33.6 53.5 19.4 30.8
MT 47 57.5 77.3 32.5 58.4 MT 54 58.6 74.5 35.5 60.7
2014
SSC Frequency Mean Max Min Median
DM 53 40.1 64.9 14.5 42.4
DP 12 35.3 46.9 9.3 38.5
DT 10 36.9 45.5 26.4 37.1
MM 38 57.7 74.1 26.0 60.2
MP 4 27.0 37.3 23.0 23.9




Table A.7. Minimum and maximum equivalent temperatures for the Hopkins County 
Mesonet station.  
 
 













SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 56 48.3 66.5 21.8 50.5 DM 45 45.5 67.2 16.4 48.7
DP 4 27.6 34.9 22.8 26.3 DP 9 30.5 39.1 20.8 30.2
DT 25 46.5 76.5 30.6 44.3 DT 13 56.2 67.0 25.2 62.8
MM 16 48.7 74.6 26.7 47.6 MM 26 51.3 66.2 35.2 52.6
MP 2 31.1 34.6 27.6 31.1 MP 8 37.2 50.2 25.5 37.2
MT 74 65.7 79.3 38.2 69.8 MT 71 64.6 82.1 41.7 66.1
2012 2013
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 60 43.8 66.9 19.0 43.7 DM 51 45.7 64.9 15.8 48.4
DP 7 23.6 30.3 15.1 24.7 DP 19 33.0 51.5 10.9 33.4
DT 43 56.4 72.1 24.8 57.5 DT 6 39.0 51.9 27.4 38.3
MM 12 55.8 69.1 36.9 55.8 MM 33 53.7 68.9 36.1 53.5
MP 2 28.2 33.2 23.3 28.2 MP 4 26.4 34.3 16.6 27.4
MT 40 60.1 73.5 40.1 61.6 MT 64 62.0 72.7 40.0 63.4
2014
SSC Frequency Mean Max Min Median
DM 35 44.8 62.5 21.5 47.5
DP 18 34.2 48.3 11.1 40.7
DT 10 40.0 63.4 30.7 37.8
MM 23 56.9 69.8 24.8 60.0
MP 4 30.9 37.4 28.0 29.2




















SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 57 46.9 64.7 20.9 48.8 DM 45 43.6 64.1 15.8 47.6
DP 4 27.2 33.9 22.4 26.3 DP 9 29.6 39.4 19.9 28.8
DT 25 45.3 76.4 29.0 42.4 DT 13 54.5 65.8 23.0 61.8
MM 16 47.9 69.6 26.7 47.6 MM 26 50.0 64.4 34.2 50.3
MP 2 30.9 33.6 28.1 30.9 MP 8 37.1 47.6 26.2 36.5
MT 74 63.6 76.3 36.2 66.5 MT 71 62.9 80.6 39.0 64.2
2012 2013
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 60 42.7 63.5 18.6 43.1 DM 51 44.7 65.6 14.8 46.9
DP 7 22.0 28.9 14.1 22.6 DP 19 32.2 49.9 9.8 33.0
DT 43 55.3 70.6 23.0 56.0 DT 6 37.5 49.6 26.1 36.8
MM 12 54.6 66.8 36.1 54.6 MM 33 53.5 68.2 35.1 53.4
MP 2 29.0 34.5 23.5 29.0 MP 4 26.8 33.4 16.5 28.7
MT 40 58.9 72.6 38.3 60.5 MT 64 61.6 72.8 38.0 63.9
2014
SSC Frequency Mean Max Min Median
DM 49 44.3 64.4 21.6 45.4
DP 23 33.5 48.7 10.5 34.1
DT 11 39.3 62.5 29.6 40.8
MM 25 55.9 66.6 25.7 59.1
MP 6 35.4 42.2 27.2 35.4




Table A.9. Minimum and maximum equivalent temperatures for the Jackson County 
Mesonet station.  
 
 













SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 59 44.7 64.6 16.9 47.7 DM 41 44.8 64.1 17.4 47.9
DP 5 27.6 39.9 18.9 22.1 DP 14 30.9 48.1 14.5 29.3
DT 27 44.9 61.3 31.9 43.0 DT 8 50.6 63.9 31.1 51.3
MM 15 54.8 67.0 39.2 56.8 MM 32 51.6 67.6 31.2 50.5
MP 4 35.1 38.1 30.6 35.9 MP 12 35.0 46.2 23.1 35.3
MT 61 62.5 72.9 41.0 65.0 MT 63 59.1 73.3 41.5 59.2
2012 2013
SSC Frequency Mean Max Min Median SSC Frequency Mean Max Min Median
DM 67 43.8 63.2 17.7 43.7 DM 41 41.72 54.47 13.55 42.60
DP 17 28.4 43.0 10.8 26.9 DP 20 30.75 50.48 8.45 29.09
DT 10 55.2 66.6 40.0 59.7 DT 3 44.33 44.94 43.68 44.38
MM 28 53.2 63.4 32.3 55.5 MM 42 52.38 64.75 32.15 52.45
MP 2 24.1 29.5 18.7 24.1 MP 1 28.64 28.64 28.64 28.64
MT 50 55.7 70.5 32.6 56.8 MT 61 55.24 67.18 33.82 57.07
2014
SSC Frequency Mean Max Min Median
DM 56 41.25 57.73 18.39 42.04
DP 18 31.24 46.14 9.91 32.75
DT 5 38.93 44.79 30.87 40.43
MM 24 52.21 64.46 23.24 54.44
MP 4 43.92 47.74 39.25 44.34




Table A.10. Daily TE for April 10 for the 10 stations for all five (5) years representing 







Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 3.63 22.80 10.75 Dry Moderate
Calloway (Pasture/Hay) 4.05 25.82 12.09 Dry Moderate
Campbell (Pasture/Hay) 2.99 20.72 8.77  Dry Moderate
Fulton (Cultivated crops) 4.26 27.37 12.79 Dry Moderate
Hardin (Cultivated crops) 3.64 21.78 10.74 Dry Tropical
Hopkins (Open space) 3.62 25.95 10.81 Dry moderate
Jackson (Pasture/Hay) 2.80 18.00 8.12 Dry Moderate
Mason (Pasture/Hay) 3.18 19.17 9.28 Dry Moderate
Ohio (Pasture/Hay) 3.73 24.45 11.11 Dry moderate
Warren (Cultivated crops) 3.83 23.57 11.36 Dry Moderate
April 10 2011
Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 8.72 52.44 28.42 Dry Tropical
Calloway (Pasture/Hay) 8.93 54.01 29.24 Moist Tropical
Campbell (Pasture/Hay) 8.32 48.13 26.77 Dry Tropical
Fulton (Cultivated crops) 9.39 55.81 30.90 Moist Tropical
Hardin (Cultivated crops) 9.00 51.96 29.28 Dry Tropical
Hopkins (Open space) 8.37 52.85 27.30 Dry Tropical
Jackson (Pasture/Hay) 7.71 47.24 24.71 Dry Tropical
Mason (Pasture/Hay) 8.14 47.26 26.14 Dry Tropical
Ohio (Pasture/Hay) 8.34 51.22 27.06 Dry Tropical
Warren (Cultivated crops) 9.25 53.13 30.23 Dry Tropical
April 10 2012
Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 3.26 20.17 9.56 Dry Moderate
Calloway (Pasture/Hay) 3.68 23.05 10.90 Dry Moderate
Campbell (Pasture/Hay) 2.08 14.18 5.97  Dry Moderate
Fulton (Cultivated crops) 3.63 24.46 10.81 Dry Moderate
Hardin (Cultivated crops) 2.99 19.02 8.73 Dry Moderate
Hopkins (Open space) 2.99 20.49 8.77 Dry Moderate
Jackson (Pasture/Hay) 2.59 17.73 7.54 Dry Moderate
Mason (Pasture/Hay) 2.56 15.65 7.39 Dry Moderate
Ohio (Pasture/Hay) 2.98 19.46 8.72 Dry moderate




















Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 7.94 47.90 25.48 Moist Tropical
Calloway (Pasture/Hay) 9.19 53.76 30.06 Moist Tropical
Campbell (Pasture/Hay) 7.63 48.02 24.52 Moist Tropical
Fulton (Cultivated crops) 9.30 54.23 30.46 Moist Tropical
Hardin (Cultivated crops) 7.94 47.12 25.45 Dry Tropical
Hopkins (Open space) 8.37 51.91 27.22 Dry Tropical
Jackson (Pasture/Hay) 6.85 43.68 21.72 Dry Tropical
Mason (Pasture/Hay) 7.81 47.22 25.03 Moist Tropical
Ohio (Pasture/Hay) 8.09 49.56 26.11 Dry Tropical
Warren (Cultivated crops) 8.33 49.07 26.85 Moist Tropical
April 10 2014
Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 4.17 29.01 12.64 Dry Moderate
Calloway (Pasture/Hay) 4.65 32.12 14.22 Dry Tropical
Campbell (Pasture/Hay) 3.45 26.13 10.34 Dry Tropical
Fulton (Cultivated crops) 4.42 31.84 13.49 Dry Tropical
Hardin (Cultivated crops) ***
Hopkins (Open space) 4.26 31.47 13.01 Dry Tropical
Jackson (Pasture/Hay) 3.59 25.27 10.71 Dry Moderate
Mason (Pasture/Hay) 3.88 26.43 11.64 Dry Tropical
Ohio (Pasture/Hay) 4.11 29.63 12.46 Dry Tropical




Table A.11. Daily TE for August 1 for the 10 stations for all five (5) years representing 







Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 13.11 71.50 45.23 Moist Tropical
Calloway (Pasture/Hay) 12.15 67.97 41.46 Moist Tropical
Campbell (Pasture/Hay) 10.08 57.58 33.36 Moist Tropical
Fulton (Cultivated crops) 12.22 68.14 41.70 Moist Tropical
Hardin (Cultivated crops) 11.82 65.62 40.06 Moist Tropical
Hopkins (Open space) 12.71 68.02 43.37 Moist Tropical
Jackson (Pasture/Hay) 12.32 66.40 41.84 Moist Tropical
Mason (Pasture/Hay) 10.95 60.53 36.56 Moist Tropical
Ohio (Pasture/Hay) 12.51 67.68 42.64 Moist Tropical
Warren (Cultivated crops) 12.73 69.43 43.63 Moist Tropical
August 1 2011
Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 11.78 66.47 40.01 Moist Tropical
Calloway (Pasture/Hay) 11.70 68.61 40.01 Moist Tropical
Campbell (Pasture/Hay) 9.49 59.41 31.57 Moist Tropical
Fulton (Cultivated crops) 12.77 72.62 44.16 Moist Tropical
Hardin (Cultivated crops) 11.74 65.54 39.77 Dry Tropical
Hopkins (Open space) 11.18 67.64 38.12 Moist Tropical
Jackson (Pasture/Hay) 10.52 59.43 35.00 Moist Tropical
Mason (Pasture/Hay) 10.47 60.50 34.93 Moist Tropical
Ohio (Pasture/Hay) 11.73 66.90 39.88 Moist Tropical
Warren (Cultivated crops) 11.97 68.02 40.82 Moist Tropical
August 1 2012
Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 11.80 68.55 40.35 Moist Tropical
Calloway (Pasture/Hay) 11.73 69.59 40.21 Moist Tropical
Campbell (Pasture/Hay) 9.02 56.65 29.79 Dry Tropical
Fulton (Cultivated crops) 12.32 71.06 42.39 Moist Tropical
Hardin (Cultivated crops) 10.79 62.86 36.29 Dry Moderate
Hopkins (Open space) 11.11 67.57 37.88 Dry Tropical
Jackson (Pasture/Hay) 11.67 63.65 39.33 Moist Tropical
Mason (Pasture/Hay) 10.68 61.97 35.79 Dry Tropical
Ohio (Pasture/Hay) 9.25 58.58 30.76 Dry Tropical











Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 10.98 58.99 36.48 Moist Tropical
Calloway (Pasture/Hay) 10.71 59.15 35.59 Moist Tropical
Campbell (Pasture/Hay) 8.81 51.29 28.63  Dry Moderate
Fulton (Cultivated crops) 10.35 58.41 34.33 Moist Tropical
Hardin (Cultivated crops) 9.61 55.18 31.58 Moist Tropical
Hopkins (Open space) 10.45 58.05 34.64 Dry moderate
Jackson (Pasture/Hay) 10.39 55.16 34.13 Moist Moderate
Mason (Pasture/Hay) 9.46 54.46 31.04 Dry Moderate
Ohio (Pasture/Hay) 10.45 57.36 34.55 Dry moderate
Warren (Cultivated crops) 11.40 63.11 38.34 Moist Tropical
August 1 2014
Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 7.88 48.17 25.30 Dry Moderate
Calloway (Pasture/Hay) 9.16 53.78 29.94 Dry Moderate
Campbell (Pasture/Hay) 8.07 49.10 26.01  Dry Moderate
Fulton (Cultivated crops) 9.52 54.13 31.16 Dry Moderate
Hardin (Cultivated crops) 8.45 51.74 27.46 Dry Moderate
Hopkins (Open space) 8.49 52.06 27.59 Dry moderate
Jackson (Pasture/Hay) 9.44 51.92 30.70 Dry Moderate
Mason (Pasture/Hay) 8.44 52.26 27.47 Dry Moderate
Ohio (Pasture/Hay) 8.15 50.06 26.33 Dry moderate
Warren (Cultivated crops) 7.49 47.66 24.00 Dry Moderate
August 1 2014
Station (Landcover) Moisture content % TE Diff (T-TE) Weather Type
Barren (Pasture/Hay) 7.88 48.17 25.30 Dry Moderate
Calloway (Pasture/Hay) 9.16 53.78 29.94 Dry Moderate
Campbell (Pasture/Hay) 8.07 49.10 26.01  Dry Moderate
Fulton (Cultivated crops) 9.52 54.13 31.16 Dry Moderate
Hardin (Cultivated crops) 8.45 51.74 27.46 Dry Moderate
Hopkins (Open space) 8.49 52.06 27.59 Dry moderate
Jackson (Pasture/Hay) 9.44 51.92 30.70 Dry Moderate
Mason (Pasture/Hay) 8.44 52.26 27.47 Dry Moderate
Ohio (Pasture/Hay) 8.15 50.06 26.33 Dry moderate




Table A.12. One-Way Analysis of Variance for TE by weather types for the Barren County 
Mesonet station for 2010.  
 
Effect SS DF MS F p-value 
Model 17099.31 5 3419.86 35.20 3.97E-24 
Error 15451.14 159 97.18     
Total 32550.45 164 198.48     
Source: Created by the author. 
 
 
Table A.13. One-Way Analysis of Variance for TE by weather types for the Barren County 
Mesonet station for 2012.  
 
Effect  SS DF MS F p-value 
Model 17493.96 5 3498.79 37.50 1.61278E-25 
Error 15302.90 164 93.310   
Total 32796.86 169 194.06   
Source: Created by the author. 
 
 
