Abstract-In this paper, we investigate the design of linear precoders for simultaneously wireless information and power transfer (SWIPT) in a multi-input multi-output (MIMO) broadcasting system with discrete input signals. The considered system model consists of one base station (BS), one information receiver (IR), and one energy receiver (ER). The design objective is to maximize the input-output mutual information of the IR subject to the power constraint and the harvested energy requirement for the ER. We derive the structure of the optimal linear precoder by using manifold optimization, and propose an algorithm to find the optimal precoder. Simulation results show that the proposed algorithm can achieve better performance than the time sharing scheme and the Gaussian optimal precoder when Gaussian inputs are replaced by discrete input signals.
mutual information achieves a maximal rate in conjunction with reliable error control codes [10] . To achieve a good rateenergy tradeoff, the linear precoders at the transmitter should be properly designed.
In [1] , the linear precoders for SWIPT in a MIMO broadcasting system with Gaussian inputs are investigated. However, we have to use discrete constellations, such as quadrature phase-shift keying (QPSK) and 16-quadrature amplitude modulation (16-QAM), in practical systems. Thus, we investigate in this paper the design of linear precoders for SWIPT in a MIMO broadcasting system with discrete input signals. The considered system model consists of one base station (BS), one information receiver (IR) and one energy receiver (ER). More specifically, we consider maximizing the information rate of the IR subject to the power constraint and the constraint that the harvested energy of the ER is larger than a fixed value. The same topic has also been investigated in a recent paper [9] . However, the proposed precoder design in this paper is different from that in [9] in two ways: First, the proposed method in this paper is based on manifold optimization, whereas that in [9] is based on the semidefinite relaxation technique. Second, we optimize the input-output mutual information directly, whereas [9] optimizes a lower bound of the mutual information.
When the ER is absent, the considered problem becomes the same as the design of optimal linear precoders for point-topoint MIMO transmissions with discrete input signals, which has been well addressed in the literature [10] [11] [12] [13] [14] . In [11] and [12] , it was shown that the left singular vectors of the optimal precoder maximizing the mutual information I (x; y) under the power constraint are the same as the right singular vectors of the channel matrix. In [10] , the necessary conditions for the optimal precoder were derived by applying the KarushKuhn-Tucker (KKT) conditions [15] . In [13] , the structure of the optimum precoder was derived based on the results from [10] . In [14] , a globally optimal linear precoder was proposed for discrete input signals over complex vector Gaussian channels. In general case, the considered problem is quite different from those in [10] [11] [12] [13] [14] due to the existence of the ER. We need to find a new method to maximize the information rate of the IR with the constraint that the harvested energy requirement of the ER is satisfied.
Optimization algorithms on manifold [16] have been widely used in MIMO systems. The mostly addressed manifolds are Stiefel manifolds and Grassmann manifolds [17] [18] [19] . The manifold of unitary matrices is a special kind of complex Stiefel manifold. Manifold optimization provides powerful alternatives to general constrained optimization methods [16] . It also provides a natural way to derive the structure of the left and right singular matrix of the optimal precoder under unitary matrix constraint. In this paper, the considered problem is viewed as a constrained optimization problem over the product manifold of two unitary manifolds and a vector space. In [20] , it was shown that the KKT conditions for the constrained optimization problems over Riemannian manifolds are the extensions of the KKT conditions for traditional constrained optimization problems over Euclidean spaces. Specifically, the Euclidean gradients in the KKT conditions for the traditional constrained optimization problems are replaced by the gradients on the Riemannian manifold. Using the results from [20] , we obtain the structure of the optimal linear precoder for the considered problem. Further, we proposed an algorithm based on the obtained structure to find the optimal precoder.
The rest of this article is organized as follows. The problem formulation is presented in Section II. The structure of the linear optimal precoder is provided in Section III. The algorithm for the precoder design is proposed in Section IV. Simulations are contained in Section V. The conclusion is drawn in Section VI.
Notations: Throughout this paper, uppercase boldface letters and lowercase boldface letters are used for matrices and vectors, respectively. The superscripts (·) H , (·) T , (·) * denote the conjugate transpose, transpose, and conjugate operations, respectively. E{·} denotes the mathematical expectation operator. The N × N identity matrix is denoted by I N . The operator tr(·) represents the matrix trace. The operator diag(x) denotes a diagonal matrix with x along its main diagonal.
II. PROBLEM FORMULATION

A. System Model
We consider a MIMO broadcasting system over frequencyflat fading channels. The system model consists of one BS, one IR and one ER. The transmitter at the BS is equipped with M antennas. The IR is equipped with N antennas. The ER is equipped with L antennas. The received signal of the IR is given by
where H is the N × M channel matrix between the transmitter and the IR, P is the M × M precoding matrix, x is the M × 1 transmitted signal with covariance matrix I M for the IR, and z is a complex Gaussian noise vector distributed as
. Furthermore, we assume that x is equiprobably drawn from discrete constellations, such as QPSK and 16-QAM. The energy harvested by the ER is given by
where G is the L × M channel matrix between the transmitter and the ER. We assume that the transmitter at the BS knows H and G at each fading state, whereas the IR and the ER only know their corresponding channels.
B. Problem Formulation
Let I (x; y) denote the input-output mutual information of the channel H. When HP is perfectly known at the receiver,
I (x, y) is given by [21] I
where
and D is the cardinality of the discrete constellations.
Let P denote the optimal precoder that maximize the mutual information I (x; y) under the power constraint tr(PP H ) ≤ P. We define E min = tr(P P H G H G). Let E max denote the maximal energy that can be harvested by the ER. It is defined as
We consider the problem of maximizing the mutual information I (x; y) subject to the power constraint and meeting the harvested energy requirement of the ER. Let P = U P P V H P denote the singular value decomposition (SVD) of P. 
where E min ≤ E ≤ E max . The problem (5) is a constrained optimization problem over the manifold M .
III. OPTIMAL LINEAR PRECODER STRUCTURE
In this section, we provide the structure of the optimal linear precoder for the problem (5) by using manifold optimization.
Before beginning this section, we introduce a few notations and operators for the complex derivatives of real-valued functions.
We use the definition of the formal partial complex derivative of a real valued scalar function f [22] ∂ f ∂z
where z is a complex-valued variable. For a complex-valued matrix Z, the partial derivatives of a real-valued scalar function
where [Z] i j denotes the (i, j )th element of Z. The complex gradient matrix of f with respect to Z is defined as [23] 
A. Gradients on the Manifold M Let C M×M denote the space of all M × M complex matrices. The gradient of the mutual information I (x; y) at 
where = E{(x −x)(x −x) H } is the minimum mean-square error (MMSE) matrix andx is the conditional mean E{x|y}.
Since the mutual information I (x; y) depends on U P , P and 
Proof: The proof is provided in Appendix A.
The gradient of the mutual information I (x; y) on the man-
be decomposed as the product of three tangent spaces, i.e., [24] 
where T U P U M is defined as
and T V P U M is similarly defined. Thus, the projection of Let gradI U P ∈ T U P U M and gradI V P ∈ T V P U M denote the gradients of the mutual information I (x; y) with respect to U P and V P on U M , respectively. The gradient of the mutual information I (x; y) at (U P , P , V P ) on the product manifold M consists of the gradients of the mutual information I (x; y) on each submanifold, i.e.,
The gradient gradI U P is the projection of ∂I ∂U * P onto the tangent space T U P U M at U P , and computed as [25] gradI
Substituting (13) into (19), we obtain
Similarly, the gradient gradI V P is obtained as
B. Optimal Linear Precoder Structure
In this subsection, we derive the structure of the optimal precoder for the problem (5). First, we investigate the conditions for V P at the critical points (minimum, maximum and saddle points) of the problem (5). Since the constraints are not imposed on V P , it is an unconstrained problem for V P . Thus, we have gradI V P = 0 at the critical points [16] . Let be defined as
Let = V 2 V H denote the eigen value decomposition (EVD) of and = V 2 V H denote the EVD of . The gradient gradI V P can be rewritten as
Using (23) and the condition gradI V P = 0, we obtain the following theorem.
Theorem 1: The right singular vector matrix of the linear precoder at the critical points of the problem (5) can be written as
where is a permutation matrix. Proof: The proof is provided in Appendix B. The structure of V P in (24) can still be obtained when the constraints of the problem (5) are changed, provided that the new constraints are not imposed on V P . In the following section, we will need the structure of the linear precoder at the critical points of the problem (5) when its second constraint is removed. In such case, the problem becomes to maximize the mutual information I (x; y) under the power constraint tr( 2 P ) ≤ P, i.e., max
Since the constraint of (25) is not imposed on V P , the structure of V P obtained in (24) still holds. Furthermore, we also have gradI U P = 0 since there is also no constraint related to U P . Left multiplying all the items in (20) by P U H P and right multiplying them by P , we obtain
From (22) and (24), we obtain (27) and
Substituting (27) and (28) into the right hand side (RHS) of the equality in (26), we obtain
Let (29) and gradI U P = 0, we obtain the following theorem.
Theorem 2: The left and right singular vector matrices of the linear precoder at the critical points of the problem (25) can be written as
where 1 and 2 are two permutation matrices. Proof: The proof is provided in Appendix C. Theorem 2 provides the structure of the optimal linear precoder maximizing the mutual information I(x; y) under the power constraint tr( Furthermore, we show that the optimal structure comes from gradI V P = 0 and gradI U P = 0. Thus, we can obtain the same result when the form of the constraint is changed, provided that the new constraint is only imposed on P .
We now derive the structure of the optimal precoder for the problem (5). The problem (5) is a constrained optimization problem on the product manifold M . The KKT conditions for the constrained optimization problems on Riemannian manifolds have been investigated in [20] . To derive the KKT conditions of the problem (5), we first define the Lagrangian as
where μ ≥ 0 and λ ≥ 0 are the Lagrange multipliers associated with the problem constraints. From [20, Th. 4.1] , which provides the KKT conditions for constrained optimization problems on Riemannian manifolds, we obtain the KKT conditions of the problem (5) as
where gradL U P and gradL V P are the gradients of the Lagrangian with respect to U P and V P on U M , respectively.
As we can see from the equations (33) to (39), the KKT conditions for the constrained optimization problems over Riemannian manifolds are extended from the KKT conditions for traditional constrained Euclidean optimization problems. Specifically, the Euclidean gradients in the KKT conditions for the traditional constrained optimization problems are replaced by the Riemannian gradients.
Using steps similar to that deriving gradI U P , we can obtain gradL U P as
Left multiplying all the items in (40) by P U H P and right multiplying them by P , we obtain
From (32), we obtain gradL V P = gradI V P . According to gradL V P = 0 in (34), we can still obtain the result of Theorem 1, and that (27) and (28) hold. Substituting (27) and (28) into the RHS of the equality in (41), we then obtain
Using (42) and the remain KKT conditions except (34), we obtain the following theorem. Theorem 3: The optimal precoding matrix P for the problem (5) has the following structure
where 
The KKT conditions are satisfied by all critical points. Thus, Theorem 3 only provides the necessary conditions for the optimal linear precoder.
IV. PRECODER DESIGN ALGORITHM
In this section, we proposed an algorithm for the precoder design based on the obtained optimal structure in the previous section.
A. Equivalent Equality Constrained Problem
Let β be a real number with 0 < β < g
Based on the obtained structure for the optimal linear precoder from Theorem 3, we introduce the parametrization that
Both the constraints of the problem (44) are inequality constraints. Based on Theorem 2 and the method from [14] , we prove that they can be replaced with equality constraints. The result is provided in the following theorem.
Theorem 4: The optimization problem (5) is equivalent to the equality constrained optimization problem
The proof is provided in Appendix E. The optimization problem (45) is still very difficult to solve directly. Instead, we first propose an algorithm to find the optimum of I (x; y) with fixed β. Then, we consider the optimization of β. With the resulting optimal β, we can obtain the optimal precoder by using the precoder design algorithm with fixed β.
B. Precoder Design With Fixed β
When β is fixed, I(x; y) can be seen as the input-output mutual information of the received model
where H T is a diagonal matrix including the singular values of HT
F ) denote the manifold of positive semidefinite matrices with fixed eigenvalue matrix 2 
It is given by
Let μ N F be the step size determined by the backtracking line search. We first move N F along the gradient gradI N F to get the point N F + μ N F gradI N F in the linear embedding space. We then project the point
More specifically, the block N F is updated by
where the notation π N F (·) is the projection onto the manifold 
Then, we optimize the coordinate block 2 F when N F are fixed. In such case, the optimization of 2 F is a constrained optimization. We use the gradient projection method [28] , [29] , which is a generalization of the gradient method to constrained optimization problems. In the gradient projection method, the search direction is projected into the subspace tangent to the constraints. Let D F denote the projected gradient of I (x; y) in the subspace tangent to the linear constraints tr(A 
Then, the projected gradient D F is given by [28] 
where α 1 , α 2 and B are obtained through the Gram-Schmidt process as
We update the coordinate block
where μ 2 F is the step size determined by the backtracking line search, and π 2 F (·) is the projection onto the constraint set, defined as
The alternating projection [30] , which is an algorithm projecting a point onto the intersection of two convex sets, can be used to realize π 2
F ) = E} and C denote the set of positive real diagonal matrices. The projection onto the set D is obtained by [30] 
where ν 1 and ν 2 are the solutions of the equation
and
K = tr(diag(A)diag(A)) tr(diag(A)diag(B)) tr(diag(B)diag(A)) tr(diag(B)diag(B))
.
The projection onto the set C is given by
ii is the i -th diagonal element of 2 X , and e i is the column vector with 1 in the i -th row and 0 in all other rows. Finally, the projection π 2
We now present the precoder design algorithm when β is fixed as Algorithm 1.
There exists β for which there is no feasible 2 F can be found. For such βs, Algorithm 1 does not work. However, we can still use Algorithm 1 to find the optimal precoder of the problem (45) since there must exist feasible 2 F for the optimal β. For those βs having feasible 2 F , Algorithm 1 is guaranteed to converge to a local maximum of I (x; y) under
Algorithm 1 Finding the Optimal Precoder When β is Fixed
Step 1: 
(·).
Step 3: Calculate the gradient gradI
Step 4: Update N F by N F = π N F (N F +μ N F gradI N F ) is the step size determined by the backtracking line search. Repeat
Step 3 through Step 6 until convergence or a pre-set target is reached. Then an optimal precoder is obtained as T
the constraints tr(A 2 F ) = P and tr(B 2 F ) = E. Furthermore, we observe in simulations that Algorithm 1 always converges to the global maximum of I(x; y) under the constraints.
C. Optimization of β and the Optimal Precoder
Let g(β) denote the maximal mutual information obtained by Algorithm 1 when β is fixed. For those β such that there is no feasible 2 F can be found, we set g(β) = 0. The problem now is equivalent to find the optimal β that maximize g(β). Since β is a one-dimensional parameter, we can always quantize it and use an exhaustive search to find the optimal β. However, the exhaustive search requires too much efforts. In the following, we propose a method to obtain a good β based on the surrogate dual [31] .
Let 0 ≤ γ ≤ 1 be a real number. The surrogate problem of the problem (5) is defined by [31] S(γ ) = max
where the two constraints in (5) have been combined into single constraint. The surrogate dual is given by
Furthermore, the surrogate dual provides an upper bound of the primal optimal of the problem (5). When γ /(1 − γ ) ≥ g 
The global optimum of the problem (65) can be found by the algorithm in [14] . From [32, Th. 5], we obtain that S(γ ) is a quasiconvex function of γ . Thus, the optimal γ minimizing S(γ ) can be found by using the golden section method [33] over [0, 1/(g 1 + 1)]. Since 1, β are the coefficients of the two constraints and 1−γ , γ are the optimal coefficients obtained from the above criterion, we propose to use β = γ /(1 − γ ) to generate the optimal precoder.
We now present the algorithm to compute β based on the golden section method.
Algorithm 2 Computing β
Step 1: Set a 0 = 0 and b 0 = 1/(g 1 + 1) − 0.000001.
Step 2: Set a 1 = a 0 +ρ(b 0 −a 0 ) and
Step 3: Calculate S(a 1 ) and S(b 1 ) using the algorithm from [14] .
Step 2 through Step 4 until a pre-set target is reached. Then β is obtained as β = a 0 / (1 − a 0 ) .
Finally, the proposed precoder is that provided by Algorithm 1 when β = β . In the simulations, we observe that the β s obtained using the surrogate dual are always nearly the same as that found by the exhaustive search. Since we also observe in simulations that Algorithm 1 always converges to the global maximum of I (x; y) under the constraints, we conjecture that the proposed precoder is actually the globally optimal solution of the problem (5). The proposed algorithm is a line search method. Its computational complexity is dominated by the computations of the mutual information I (x; y) and the MMSE matrix at each iteration. Both the computations have a complexity grows exponentially with the number of transmit antennas and require employing the Monte-Carlo method. Using the methods in [34] and [35] , one might be able to find a low complexity version of the proposed precoder.
V. SIMULATION RESULTS
In this section, we provide simulation results to show the performance of the proposed algorithm. We consider a timeslotted MIMO system. The channels were assumed to be constant within one time-slot. In each time-slot, the entries of the matrices H and G are randomly generated as i.i.d. complex Gaussian elements with zero mean and unit variance and an optimal precoder is designed. The power constraint P is set as P = M. We denote the harvested energy in terms of energy unit. For example, the maximum energy can be harvested by the ER at one time-slot is E max = g 1 P energy units. The practical values of the harvested energy can be computed by appropriately scaling with the realistic system parameters.
We first compare the performance of the proposed algorithm with that of the time sharing scheme under three different scenarios at one time-slot. In the time sharing scheme, the precoder is obtained by time sharing between the precoder maximizing the energy of the ER and the precoder maximizing the mutual information of the IR. The average SNR is given by SNR = 1 Mσ 2 z tr(HH H ). Fig. 1 presents the mutual information-energy tradeoff of the two algorithms at SNR= 5dB when N = M = L = 3. The H and G are generated as in (66) and (67) at the top of this page. The modulation used is QPSK. As shown in Fig. 1 , the proposed algorithm can achieve better mutual information-energy tradeoff than the time sharing scheme except for the two boundary points.
The β used to generate the optimal precoders for the MIMO broadcasting system are plotted in Fig. 2 . We observe from Fig. 2 that β increases as the energy E increases. This indicates that the second constraint of the problem (5) has more impact on the optimal precoder when the energy E becomes larger. We also present the optimal β • obtained from the exhaustive searches for comparison. As we can see from Fig. 2 , the differences between the β * obtained using Algorithm 2 and that found by the exhaustive searches are numerically negligible.
We now study the convergence behavior of the proposed iterative algorithm for QPSK inputs. The H and G are still those provided in (66) and (67). We consider two cases where the harvested energy of the ER equals 20 and 25 energy units, respectively. We use three different random initializations for each case. Fig. 3 shows the convergence trajectories of the resulting mutual information under the constraints. From  Fig. 3 , we see that the algorithm at both cases quickly converges to the global maximum of the mutual information under the three different random initializations.
We then compare the performance of the proposed algorithm with that of the optimal precoder designed for Gaussian inputs from [1] at one time slot. For brevity, we call the later precoder the Gaussian optimal precoder. We consider a scenario where H and G are generated as in (68) and (69) at the top of the previous page. Figs. 4 and 5 plot the mutual information-energy tradeoff at SNR= 3.75dB and the mutual information versus SNR at E = 27.5 for the two precoders with QPSK inputs, respectively. As benchmarks, we also plot the results for the Gaussian optimal precoder with Gaussian inputs. From Figs. 4 and 5, we observe that the proposed algorithm significantly outperforms the Gaussian optimal precoder when QPSK inputs are used. Furthermore, the performance of the proposed algorithm is very close to that of the Gaussian optimal precoder with Gaussian inputs.
Finally, we compare the average performance of the proposed algorithm with that of the time sharing scheme and the Gaussian optimal precoder. We consider 100 time slots. At each time slot, the H and G are randomly generated, and the harvested energy E is set as
The αs used in the simulations are 0, 0.25, 0.5, 0.75, 0.875 and 1. Fig. 6 plots the average energy versus ergodic mutual information for all the precoders at SNR= 5dB with N = M = L = 3 and QPSK inputs. The results for the Gaussian optimal precoder with Gaussian inputs are also given as benchmarks. From Fig. 6 , we see that the average performance of the proposed algorithm is also better than that of the time sharing scheme and significantly outperforms that of the Gaussian optimal precoder when QPSK inputs are used.
VI. CONCLUSION
In this paper, we investigated the design of linear precoders for SWIPT over a MIMO broadcasting system with discrete input signals. The considered problem is viewed as a constrained optimization problem over a product manifold. Using the KKT conditions for the manifold optimization problems, we obtained the structure of the linear optimal precoder. Furthermore, we proposed an algorithm to find the optimal precoder. Simulation results showed that the proposed algorithm can achieve better performance than the time sharing scheme and the Gaussian optimal precoder when the Gaussian inputs are replaced by discrete input signals.
APPENDIX A PROOF OF LEMMA 1
Using the chain rule [36] , we obtain
From (12), (70) and
we then obtain
It follows that (13) holds. The proofs of (14) and (15) are similar, thus are omitted for brevity.
APPENDIX B PROOF OF THEOREM 1
From (23) and grad f V P = 0 we obtain
Right multiplying both sides of the equality in (73) by V H P , we obtain
The above equation indicates that V 2 V H commutes with 
Then, we obtain that (24) holds.
APPENDIX C PROOF OF THEOREM 2
From (29) and gradI U P = 0, we obtain Left multiplying all the items of (79) by V P and right multiplying them by V H P , we obtain
Let T G = μI − λG H G and
Substituting (24) and (27) into the left hand side (LHS) of the equality in (80), and (81) into the RHS of the equality in (80), we obtain
Thus, we obtain V F = V . Substituting (81) into both sides of the equality in (80), and replacing V F with V , we can also obtain
Left multiplying all the items of (83) by V H and right multiplying them by V , we obtain THEOREM 4 We prove this theorem by proving both the constraints of the optimization problem (5) are active. For any (U P , P , V P ) satisfying tr( 2 P ) < P and tr(U P 2 P U P G H G) ≥ E, we can always choose c 0 > 1 that tr(c 0 2 P ) = P such that I (x; y) becomes larger and tr(c 0 U P 2 P U P G H G) > E. Thus, the optimization problem (5) is equivalent to max U P , P ,V P I (x; y) s.t. tr(
We then prove that the second constraint of (85) is active for the optimal precoder by using the method of proof by contradiction. We assume that the optimal solution (U P , P , V P ) is achieved when the constraint tr(U P 2 P U H P G H G) ≥ E is inactive. Thus, (U P , P , V P ) should be a local maximum of I (x; y) under the constraint tr( 2 P ) = P. From Theorem 2, we know that the left singular vectors of P = U P P (V P ) H are the same as the right singular vectors of H. However, for such case, we can always find a (U P , P , V P ) in the neighborhood of (U P , P , V P ) to make the mutual information I (x; y) larger using the method from [14] , since P is not the global maximum of I (x; y) under the constraint tr( 2 P ) = P. Thus, P can not be the optimal solution and we obtain the problem (5) is equivalent to (45).
