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A Internet das Coisas, do inglês Internet of Things (IoT), propõe um paradigma de
comunicação disruptivo para possibilitar que dispositivos, que podem ser dotados de compor-
tamentos autónomos ou inteligentes, troquem dados entre eles buscando alcançar um objetivo
comum. Os cenários de aplicação do IoT são muito variados e podem abranger desde um simples
sistema de iluminação para casa até o controle total de uma linha de produção industrial. Na
maioria das instalações IoT, as “coisas” são equipadas com um pequeno dispositivo, responsável
por realizar as tarefas de comunicação e processamento de dados, que pode sofrer com severas
restrições de hardware e energia. Assim, devido às suas características, a rede de comunicação
criada por esses dispositivos é geralmente categorizada como uma Low Power and Lossy Network
(LLN).
A grande variedade de cenários IoT representam uma questão crucial para as LLNs,
que devem oferecer suporte aos diferentes requisitos das aplicações, além de manter níveis
de qualidade de serviço, do inglês Quality of Service (QoS), adequados. Baseado neste de-
safio, os protocolos de encaminhamento constituem um aspecto chave na implementação de
cenários IoT. Os protocolos de encaminhamento são responsáveis por criar os caminhos entre
os dispositivos e permitir suas interações. Assim, o desempenho e as características da rede
são altamente dependentes do comportamento destes protocolos. Adicionalmente, com base
no protocolo adotado, o suporte a alguns requisitos específicos das aplicações de IoT podem
ou não ser fornecidos. Portanto, estes protocolos devem ser projetados para atender as ne-
cessidades das aplicações assim como considerando as limitações do hardware no qual serão
executados.
Procurando atender às necessidades dos protocolos de encaminhamento em LLNs e,
consequentemente, das redes IoT, a Internet Engineering Task Force (IETF) desenvolveu e padroni-
zou o IPv6 Routing Protocol for Low Power and Lossy Networks (RPL). O protocolo, embora
seja robusto e ofereça recursos para atender às necessidades de diferentes aplicações, apre-
senta algumas falhas e fraquezas (principalmente relacionadas com a sua alta complexidade e
necessidade de memória) que limitam sua adoção em cenários IoT. Em alternativa ao RPL, o
Lightweight On-demand Ad hoc Distance-vector Routing Protocol – Next Generation (LOADng)
emergiu como uma solução de encaminhamento menos complexa para as LLNs. Contudo, o
preço da simplicidade é pago com a falta de suporte adequado para um conjunto de recursos
essenciais necessários em muitos ambientes IoT. Assim, inspirado pelas desafiadoras questões
ainda em aberto relacionadas com o encaminhamento em redes IoT, esta tese tem como obje-
tivo estudar e propor contribuições para melhor atender os requisitos de rede em cenários IoT.
Uma profunda e abrangente revisão do estado da arte sobre os protocolos de encaminhamento
adotados em IoT identificou os pontos fortes e limitações das soluções atuais. Com base nas de-
bilidades encontradas, um conjunto de soluções de melhoria é proposto para superar carências
existentes e melhorar o desempenho das redes IoT. As novas soluções são propostas para incluir
um suporte confiável e eficiente capaz atender às necessidades das aplicações IoT relacionadas
com suporte à mobilidade, heterogeneidade dos dispositivos e diferentes padrões de tráfego.
Além disso, são introduzidos mecanismos para melhorar o desempenho da rede em cenários IoT
que integram dispositivos com diferentes tecnologias de comunicação.
Os vários estudos realizados para mensurar o desempenho das soluções propostas mos-
traram o grande potencial do conjunto de melhorias introduzidas. Quando comparadas com
outras abordagens existentes na literatura, as soluções propostas nesta tese demonstraram um
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aumento do desempenho consistente para métricas relacionadas a qualidade de serviço, uso de
memória, eficiência energética e de rede, além de adicionar novas funcionalidades aos protoco-
los base. Portanto, acredita-se que as melhorias propostas contribuiem para o avanço do estado
da arte em soluções de encaminhamento para redes IoT e aumentar a adoção e utilização dos
protocolos estudados.
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Introdução
Esta seção resume os 4 anos de trabalho de investigação no âmbito desta tese de
doutoramento entitulada “Performance Assessment of Routing Protocols for IoT/6LoWPAN Net-
works”. No decorrer deste resumo alargado, são descritos o enquadramento do tema, a de-
limitação do problema e os objetivos de investigação. Adicionalmente, são apresentadas as
principais contribuições e conclusões do trabalho, além de perspectivas de trabalhos futuros.
Enquadramento do Tema
O paradigma da Internet das Coisas, do inglês Internet of Things (IoT), emergiu recen-
temente atraindo a atenção da indústria, das pessoas e da comunidade científica. O conceito de
IoT propõe a possibilidade de objetos (as “coisas”) se comunicarem entre si de forma pervasiva,
buscando fornecer facilidades e possibilidade de automação em diferentes campos de aplicação
[1]. De acordo com a Bain & Company [2], espera-se que o mercado de IoT cresça dos $ 235
bilhões gastos em 2017 para cerca de $ 520 bilhões em 2021. O relatório ainda revela que os
investimentos nas áreas de “Integração de Sistemas” e “Redes” devem crescer entre de 15 % e
40 %, respectivamente, até 2021, em comparação com 2017.
Os cenários de IoT são compostos por dispositivos (que podem tomar decisões de forma
autónoma e inteligentes) que podem ser utilizados na realização de atividades diárias para tornar
mais fáceis diferentes aspectos da vida das pessoas e das organizações [3]. Atualmente, o con-
junto mais significativo de aplicações IoT são focados em monitoramento ambiental, cidades
inteligentes, saúde, automação residencial, e na indústria [4]. Devido às particularidades dos
vários cenários de aplicação, as redes IoT podem formar uma estrutura complexa composta por
dispositivos com diferentes capacidades. Os nós da rede podem divergir em características de
hardware, fabricantes e também tecnologias de comunicação.
Em geral, os dispositivos IoT (que representam as “coisas”) adotam o uso de microcon-
troladores (MCU) ou soluções System-on-Chip (SoC) para realizar as tarefas de processamento de
dados e comunicação sem fios. Assim, esses nós tendem a possuir muitas limitações em termos
de hardware relacionadas com a baixa capacidade de processamento e armazenamento. Além
disso, dependendo do cenário de aplicação, os dispositivos de rede podem ter características
de mobilidade e sofrer com restrições de energia (sendo equipados com baterias). Desta forma,
devido às características dos nós que as compõem, as redes IoT são comummente classificadas
como Low-power and Lossy Networks (LLN) [5]. Adicionalmente, os cenários IoT podem inte-
grar dispositivos que usam diferentes tecnologias de comunicação em uma rede comum para
permitir o surgimento de aplicações inovadoras [6]. Neste contexto, uma importante tecnolo-
gia frequentemente atribuída para fornecer características de ubiquidade e pervasividade para
os cenários IoT é a Identificação por Radiofrequência, do inglês Radio Frequency Identification
(RFID) [7]. Os sistemas RFID oferecem capacidade de identificação única aos cenários IoT de
forma confiável, rápida e com baixo custo, possibilitando que os aplicativos possam rastrear e
monitorizar a presença de dispositivos no ambiente em que estão inseridos [8].
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Independente do campo de utilização e das tecnologias de comunicação existentes na
rede, as aplicações IoT, visando fornecer serviços apropriados às necessidades dos utilizadores,
podem requerer o cumprimento de várias métricas de qualidade de serviço, do inglês Quality
of Service (QoS), relacionadas com a eficiência energética, latência, confiabilidade, disponibil-
idade e segurança [9]. Assim, baseada nessas necessidades, a escolha do protocolo de encam-
inhamento torna-se um fator chave para permitir que a redes possam atender às necessidades
de QoS das aplicações IoT [10].
Os protocolos de encaminhamento são responsáveis por criar e manter os caminhos en-
tre os nós da rede, além de realizar o envio dos pacotes de dados. Desta forma, o desempenho
da rede torna-se altamente depende do comportamento do protocolo [11]. Devido à importância
desse componente, a Internet Engineering Task Force (IETF) criou o grupo de trabalho Routing
over Low Power and Lossy Networks (RoLL) para estudar os requisitos das aplicações de LLNs e
desenvolver uma nova solução de encaminhamento para os atender. Assim, num esforço inicial,
o RoLL apresentou os requisitos de encaminhamento para um conjunto de aplicações de LLNs
tais como para a indústria, automação residencial, automação predial e cenários urbanos. Em
seguida, com base nas necessidades identificadas, o grupo de trabalho desenvolveu o IPv6 Rout-
ing Protocol for Low-Power and Lossy Networks (RPL) [12], que foi definido como o protocolo de
encaminhamento padrão para as LLNs. O RPL propõe uma solução de encaminhamento proativa
onde um dispositivo central (também chamado de roteador de borda, do inglês border router)
é responsável por construir uma árvore de encaminhamento otimizada para a recolha de dados
enviada dos nós para o dispositivo central.
Embora o RPL tenha sido definido como um padrão para as LLNs e, consequentemente,
o protocolo de encaminhamento “padrão” para redes IoT [13], vários estudos têm contestado
a eficiência da solução proposta e a sua capacidade de atender os requisitos das aplicações
IoT. Iova et al. [13] realizaram um estudo crítico para avaliar o comportamento do RPL em
ambientes IoT. Os autores identificaram várias questões, principalmente relacionadas com o
limitado suporte a tráfego ponto-a-ponto (P2P) e ponto-multiponto (P2MP), suporte ineficiente
à mobilidade e o elevado consumo de memória que limita a heterogeneidade de dispositivos e a
escalabilidade da rede. Adicionalmente, os autores destacaram que o RPL foi projetado tendo
em conta, principalmente, o padrão de tráfego multiponto-a-ponto (MP2P), em que os pacotes
de dados fluem dos nós para um dispositivo central. Contudo, as aplicações IoT mais inovadoras
também podem requerer suporte eficiente e confiável aos tráfegos P2P e P2MP. Para melhor
atender esses tipos de tráfego, foram propostas as melhorias P2P-RPL [14] e Multicast Protocol
for LLN (MPL) [15], mas ambas as abordagens requerem um aumento no uso de memória que
pode provocar o surgimento de outros efeitos negativos no desempenho da rede. Por fim, Iova
et al. endossam que o surgimento de novas soluções de encaminhamento para redes IoT pode-
riam superar os pontos fracos do RPL.
Baseado nas referidas limitações do RPL e em outras fraquezas apresentadas pelo pro-
tocolo que são discutidas na literatura [16] [17], uma solução de encaminhamento menos com-
plexa tem surgido como alternativa ao protocolo padrão. Esta nova solução, designada por
Lightweight On-demand Ad hoc Distance-vector routing protocol – Next Generation (LOADng)
[18], apresenta uma proposta de encaminhamento reativa onde os caminhos entre os nós são
construídos sob demanda. Assim, os limitados recursos dos dispositivos da rede somente são
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consumidos quando os nós precisam trocar pacotes de dados. Diferente do RPL, o LOADng ainda
não é definido como um padrão para LLNs e encontra-se “under-draft” num grupo da IETF.
Contudo, devido a sua importância, o LOADng foi incluído no padrão G3-PLC ITU-T para comu-
nicações em cenários de smart grid [19].
Quando comparado com o RPL, a principal vantagem do LOADng é o seu núcleo mais
leve e o comportamento reativo que permite ao protocolo adaptar-se melhor às limitações de
hardware dos dispositivos da rede e a suportar tráfego de dados P2P. Em contraste, a carac-
terística de trabalho sob demanda pode provocar o aumento da latência extremo-a-extremo da
ligação, afetando a QoS da rede. Adicionalmente, devido a sua implementação simplificada, o
LOADng não apresenta nenhum suporte a tráfego P2MP, e o suporte à mobilidade é implicita-
mente atendido somente pelas características reativas do protocolo. Deste modo, nota-se que
as principais soluções de encaminhamento atuais para LLNs podem não atender completamente
às demandas das aplicações IoT. Assim, esta tese pretende estudar o desempenho dos protoco-
los de encaminhamento e propor melhorias para mitigar os problemas existentes no Estado da
Arte de encaminhamento para IoT. A subseção a seguir é dedica a apresentar a delimitação do
problema.
Delimitação do Problema
Nos cenários IoT, um protocolo de encaminhamento deve ser capaz de atender os req-
uisitos da rede de acordo com a aplicação. Embora possam variar, as necessidades das aplicações
IoT estão relacionados com suporte para dispositivos móveis e heterogêneos, níveis aceitáveis de
QoS, suporte para diferentes padrões de tráfego e eficiência energética. Assim, considerando
as demandas das redes IoT e os limitados recursos de hardware e em termos energéticos dos
dispositivos, a tarefa do protocolo de encaminhamento torna-se mais difícil uma vez que ele
deve ser leve, energeticamente eficiente, altamente confiável, além de requerer baixo poder
de processamento.
A IETF, por meio do grupo de trabalho RoLL, propôs o RPL para atender as necessidades
das aplicações das LLNs, nas quais a maioria dos cenários IoT estão inseridos. Contudo, desde
a primeira proposta até hoje, vários estudos têm indicado limitações e falhas no protocolo RPL
[13] [16] [20] [21] [22] [23]. Como alternativa às principais limitações do RPL, que incluem o
alto uso de memória e elevada complexidade, o protocolo LOADng foi desenvolvido. A solução
proposta, embora apresente um núcleo leve capaz de ser executado por dispositivos com ex-
tremas limitações de hardware, ainda sofre com a ausência de suporte a importantes recursos
requeridos pela maioria das aplicações de IoT.
A implementação padrão do LOADng pode suportar bem o envio de dados P2P, mas não
oferece um suporte eficiente aos padrões de tráfego P2MP e MP2P. Além disso, devido a sua
simplicidade, o LOADng não apresenta nenhum mecanismo para suportar dispositivos móveis
de forma confiável. Assim, a adoção do LOADng em cenários de IoT móvel pode requerer uma
grande sobrecarga de controle que implica na redução da eficiência energética e QoS da rede.
Além disso, considerando que o LOADng funciona de forma reativa, o elevado número de men-
sagens de controle necessárias durante as etapas de construção de rotas é uma questão que
deve ser considerada para a adoção do protocolo [11]. Por fim, em uma visão geral dos cenários
IoT, a integração de dispositivos com diferentes tecnologias de comunicação numa única rede
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também representa um aspecto essencial para os protocolos de encaminhamento atuais e não
apenas para o LOADng.
Objetivos de Investigação
O principal objetivo desta tese inclui o estudo do comportamento dos protocolos de
encaminhamento disponíveis para redes IoT e, considerando suas atuais limitações, propor novas
abordagens visando melhorar o desempenho da rede e atender os requisitos de encaminhamento
das aplicações IoT. Para alcançar este objetivo principal, foram definidos os seguintes objetivos
parciais:
• Realizar uma revisão sistemática do Estado da Arte para investigar os protocolos de en-
caminhamento mais relevantes para redes IoT existentes na literatura;
• Identificar os principais pontos fortes e limitações das abordagens de encaminhamento
mais relevantes para LLNs;
• Desenvolver uma nova solução de encaminhamento para prover um suporte confiável para
redes IoT heterogêneas que integram dispositivos com diferentes tecnologias de comuni-
cação;
• Propor um novo mecanismo capaz de aumentar a autonomia e capacidade de auto adap-
tação do LOADng em cenários IoT heterogêneos;
• Propor uma solução para melhorar o suporte à mobilidade do LOADng em redes IoT móveis;
• Criar um novo mecanismo para permitir ao LOADng suportar os padrões de tráfego P2MP
and MP2P de forma eficiente e com baixa sobrecarga;
• Avaliar o desempenho das soluções de encaminhamento propostas em comparação com as
abordagens mais relevantes existenes na literatura.
Principais Contribuições
A primeira contribuição desta tese é uma revisão sistemática do estado da arte com o
objetivo de identificar as principais soluções de encaminhamento para redes IoT. Inicialmente, o
trabalho introduz uma visão geral dos documentos de recomendação apresentados pela IETF indi-
cando os requisitos de encaminhamento de vários grupos de aplicações das LNNs. Em seguida, o
estudo descreve os dois principais protocolos de encaminhamento para redes IoT (RPL e LOADng)
e as melhorias mais relevantes apresentadas para eles na literatura relacionada. O trabalho re-
alizado identificou que as soluções atuais são projetadas para cobrir as limitações e melhorar
estes dois protocolos principais. Contudo, estas novas soluções apresentam continuamente ne-
cessidades e restrições que tornam suas adoções limitadas em cenários IoT. Esta contribuição
é apresentada no segundo capítulo da tese e foi publicada na revista Sensors Journal (MDPI,
Suíça) [24].
A segunda contribuição é a proposta de um framework para melhorar o desempenho
dos protocolos de encaminhamento para redes IoT heterogêneas, nas quais dispositivos com
diferentes tecnologias de comunicação, especificamente, o IEEE 802.15.4 e RFID, podem fazer
parte do cenário da aplicação. A contribuição propõe o uso de sistemas fuzzy para melhorar o
xvi
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mecanismo de classificação de rotas do protocolo de encaminhamento e melhorar o processo de
leitura de etiquetas RFID. Um algoritmo de otimização por colônia de formigas é adotado para
otimizar a base de conhecimento do sistema fuzzy. Concluiu-se que, para os cenários estudados,
o framework proposto foi capaz de aumentar a QoS da rede e melhorar a eficiência e veloci-
dade do processo de leitura das etiquetas RFID. Esta contribuição é apresentada no Capítulo 3 e
foi publicada na revista Journal of Network and Computer Applications (JNCA), da Elsevier [25].
A terceira contribuição é apresentada no Capítulo 4 e foi publicada na edição especial
intitulada “Sensor Systems for Internet of Things” da revista Sensors Journal (MDPI, Suíça) [26].
O trabalho introduz um novo mecanismo de descoberta de rotas para o LOADng, permitindo
que os nós da rede com recursos limitados possam encontrar gateways para enviar pacotes de
dados para a Internet. A solução proposta é complementada por um mecanismo de cache para
as entradas da tabela de encaminhamento e um novo código para as mensagens de controle de
erro. Concluiu-se que a adoção da solução proposta pode contribuir para reduzir a sobrecarga
de controle da rede, aumentar a confiabilidade da entrega de pacotes e melhorar a eficiência
energética.
A quarta contribuição apresenta um mecanismo para melhorar o desempenho do pro-
tocolo LOADng em cenários IoT móveis. A proposta aprimora os processos de descoberta de
rotas do LOADng para permitir que os nós possam armazenar dados importantes sobre a disponi-
bilidade dos seus vizinhos. Os nós utilizam os dados armazenados para mapear as mudanças
na topologia da rede provocada pela mobilidade dos dispositivos e, assim, reduzir o encamin-
hamento de pacotes de dados por meio de caminhos interrompidos. Além disso, o mecanismo
proposto pode aproveitar o movimento dos nós para encurtar caminhos previamente conhecidos
e reduzir o número de transmissões necessárias para entregar os pacotes. Por fim, também é
introduzida uma nova métrica de encaminhamento para permitir que o LOADng possa criar rotas
baseado na confiabilidade das ligações e na distância entre os nós. Quando comparada a out-
ras soluções, a proposta apresentada mostrou-se capaz de oferecer maior eficiência para várias
métricas relacionadas a QoS e consumo de energia em diferentes cenários. Esta contribuição é
exposta, em detalhe, no quinto capítulo da tese e foi foi publicada na revista IEEE Access [27].
Por fim, a última contribuição desta tese introduz recursos de suporte a transmissão
multicast (P2MP) no protocolo LOADng. A proposta permite que o LOADng crie uma árvore de en-
caminhamento multicast para enviar pacotes de dados de um dispositivo central para um grupo
específico de nós que anteriormente entraram num grupomulticast. Durante o processo de con-
strução da árvore, a solução proposta usa mecanismos para reduzir a sobrecarga de mensagens
de controlo, garantir a entrega de mensagens de respostas essenciais e diminuir o número de
entradas nas tabelas de encaminhamento. Adicionalmente, a árvore de encaminhamento con-
struída pode também ser usada para enviar pacotes de dados dos nós para o dispositivo central,
reduzindo a necessidade de novos processos de descoberta de rotas e possibilitando o suporte
aos tráfegos P2MP e MP2P. Por meio de experimentos realizados em um protótipo real, concluiu-
se que a solução proposta pode adicionar novas funcionalidades ao LOADng de forma eficiente
e torná-lo mais apropriado para cenários IoT. Esta contribuição é apresentada no Capítulo 6 e
foi publicada na revista Measurement, da Elsevier [28].
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Principais Conclusões
Esta tese abordou os desafios dos protocolos de encaminhamento em redes IoT. No
decorrer do trabalho, foram identificadas várias limitações das atuais soluções de encamin-
hamento para LLNs e apresentou-se melhorias para superar ou reduzir o impacto desses proble-
mas no desempenho da rede em cenários IoT.
No segundo capítulo deste trabalho, um estudo revisando o Estado da Arte de soluções
de encaminhamento para LLNs adotados em cenários IoT foi apresentado. O trabalho con-
duzido estudou, principalmente, as melhorias introduzidas para os protocolos RPL e LOADng.
Ao todo, mais de 30 propostas foram amplamente estudadas e suas qualidades e limitações
foram destacadas individualmente. Concluiu-se que a maioria das propostas atuais buscam re-
solver problemas relacionados com as limitações dos protocolos base, nomeadamente suporte
eficiente a mobilidade e padrões de tráfego P2P e P2MP. Adicionalmente, algumas propostas
também buscam melhorar o desempenho da rede por meio de aprimoramentos para aumentar a
QoS e eficiência energética. Por fim, o trabalho conduzido identificou importantes questões em
aberto e destacou diretrizes para o desenvolvimento de novas propostas de encaminhamento
para LLNs, concluindo que as atuais propostas podem não atender completamente muitos req-
uisitos das aplicações IoT.
No Capítulo 3 introduziu-se um framework especialmente desenvolvido para redes IoT
heterogêneas compostas por dispositivos com interface de comunicação IEEE 802.15.4 e ele-
mentos RFID. A proposta, que visa integrar os diferentes dispositivos em uma única rede, foi
composta por dois elementos. O primeiro introduziu um novo algoritmo de classificação de
rotas baseado em sistemas fuzzy, enquanto o segundo apresentou um protocolo anti-colisão
para leitura de etiquetas RFID. Por meio das experimentações realizados, concluiu-se que nos
cenários em que o framework proposto foi utilizado, a rede apresentou um desempenho melhor
quando comparado com os cenários que não faziam uso da proposta. O conjunto dos mecanismos
introduzidos aumentaram a taxa de sucesso da leitura de etiquetas RFID em 25%, sendo este pro-
cesso realizado 115% mais rápido quando comparado com o protocolo anti-colisão RFID padrão.
Além disso, os resultados obtidos expuseram que o uso do framework proposto pôde reduzir a
taxa de perda de pacotes em até 75% e aumentou o balanceamento de carga da rede em até 55%.
O quarto capítulo desta tese apresentou o LOADng-IoT, uma versão melhorada do
LOADng para permitir que os nós da rede possam buscar rotas para dispositivos ligados à In-
ternet de forma autónoma, sem a necessidade de predefinição de um gateway. Tal funcional-
idade é fornecida por um novo mecanismo de descoberta de caminhos que, amparado por um
sistema de cache de rotas, pode reduzir a sobrecarga de mensagens de controlo para a criação
dos caminhos. A proposta também introduz um novo código de erro para evitar que pacotes
de dados sejam encaminhadas para nós ligados à Internet temporariamente impossibilitados de
efetuar o correto tratamento dos pacotes. O LOADng-IoT foi comparado com o LOADng padrão
e o LOADng-SmartRREQ em topologias em grelha, aleatórias e com nós móveis. Pelos resultados
obtidos para os cenários estudados concluiu-se que o LOADng-IoT foi capaz de reduzir a sobre-
carga de mensagens de controlo, reduzir o atraso da entrega de pacotes de dados, aumentar a
taxa de entrega de pacotes e melhorar a eficiência energética da rede quando comparado com
as demais soluções estudadas.
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Os estudos conduzidos no decorrer do quarto capítulo da tese, além de apresentar o
LOADng-IoT, expuseram as limitações do LOADng em redes IoT com suporte à mobilidade. Assim,
para reduzir o impacto da movimentação dos dispositivos no desempenho da rede, o Capítulo
5 apresentou o LOADng-IoT-Mob. A nova proposta adapta os processos de descoberta de rotas
herdados do LOADng-IoT, SmartRREQ e Expanding Ring para melhor gerir a tabela de encam-
inhamento dos nós e evitar o uso de rotas que tenham sido interrompidas pelo movimento dos
dispositivos. A proposta também permite que os caminhos já existentes na tabela de encamin-
hamento possam ser encurtados caso os nós da rota se aproximem. Por fim, o LOADng-IoT-Mob
também introduz uma nova métrica de encaminhamento buscando melhor definir a qualidade
das ligações entre os nós da rede e criar caminhos mais confiáveis. O desempenho da solução
proposta foi estudada em cenários IoT nos quais se variou a quantidade de nós na rede e a ve-
locidade máxima de movimentação dos dispositivos móveis. Os resultados obtidos mostraram
que, para os cenários estudados, o LOADng-IoT-Mob foi capaz de alcançar melhor desempenho
para métricas relacionadas com a latência, taxa de entrega de pacotes, consumo de energia e
sobrecarga de mensagens de controle. Adicionalmente, concluiu-se que a variação da veloci-
dade máxima dos dispositivos, quando variada entre 1m/s e 9m/s, não foi capaz de impactar
significativamente no desempenho dos protocolos estudados. Por fim, com relação ao uso de
memória, o LOADng-IoT-Mob proposto requereu um incremento de 10 % no uso de memória flash
e 1,55 % no uso de memória RAM, quando comparado com a implementação padrão do LOADng.
Contudo, os benefícios obtidos pela proposta, que pode chegar a dobrar o desempenho da rede,
podem compensar a memória extra requerida.
O Capítulo 6 introduziu uma melhoria que permite o protocolo LOADng suportar o envio
de pacotes de dados multicast (P2MP). A proposta, denominada Multicast LOADng (M-LOADng),
introduz um novo processo de descoberta de rotas dedicado à criação de uma árvore de en-
caminhamento multicast. Durante este processo, que é iniciado por um dispositivo central que
deseja enviar dados em multicast, os nós da rede podem decidir juntar-se a um grupo multi-
cast para formarem uma árvore que, posteriormente, é usada para o envio de pacotes de dados
multicast. Adicionalmente, a árvore de encaminhamento gerada pode ser utilizada para o en-
vio de dados dos nós para o dispositivo central que iniciou o processo de construção. Assim,
a proposta possibilita não somente o tráfego de dados multicast (P2MP) mas também facilita
o envio de pacotes MP2P. A proposta também introduz mecanismos que asseguram a entrega
de mensagens de controle de resposta e, quando possível, evitam o caminho destas buscando
reduzir a sobrecarga da rede. Para melhor atender os requisitos de diferentes aplicações IoT,
o M-LOADng possibilita a transmissão de pacotes multicast em três modos: unicast, broadcast
e mixed. Através das experimentações realizadas num protótipo real, e com base nos resulta-
dos obtidos, concluiu-se que o M-LOADng é capaz de aumentar a confiabilidade e estabilidade
do desempenho da rede para métricas relacionadas com a eficiência energética, QoS e uso de
memória. Adicionalmente, constatou-se que o M-LOADng usado emmodo de transmissão unicast
obteve melhores resultados para a métrica de taxas de perda de pacotes, enquanto a adoção do
modo de transmissão broadcast levou a uma maior redução da latência. O uso do modo mixed
apresentou desempenho balanceado entre os dois outros modos.
A proposta principal desta tese e os objetivos definidos foram atendidos com sucesso.
Com base nas diferentes limitações e fraquezas das atuais soluções de encaminhamento mais
relevantes para redes IoT, novas contribuições foram propostas. Especificamente, as novas
soluções foram introduzidas para promover e melhorar o suporte à mobilidade, heterogenei-
xix
Extended Abstract in Portuguese
dade de dispositivos e envio de pacotes de dados multicast (P2MP). As abordagens propostas
permitiram aumentos de desempenho significativos para diferentes métricas, tais como a taxa
de entrega de pacotes, latência ponta-a-ponta, eficiência energética, sobrecarga de mensagens
de controlo e uso de memória. Assim, é possível afirmar que as contribuições apresentadas nesta
tese podem levar os protocolos de encaminhamento para LLNs a um nível de confiabilidade e
eficiência mais elevado, tornando-os mais apropriados e capazes de satisfazer os requisitos das
aplicações IoT.
Perspectivas de Trabalhos Futuros
Para concluir esta tese, são sugeridas as seguintes direções de investigações futuras
que resultaram do trabalho desenvolvido:
• Realizar a otimização das soluções propostas para as ajustar melhor aos limitados recursos
de memória dos dispositivos presentes em cenários IoT;
• Considerar os requisitos das aplicações IoT relacionados com segurança buscando prover
soluções eficientes e de baixa compexidade ao nível de encaminhamento;
• Desenvolver soluções de encaminhamento inteligentes e sensíveis ao contexto para aten-
der as necessidades de aplicações IoT em tempo real;
• Propor o uso de técnicas confiáveis de predição de movimento para ajudar os protoco-
los de encaminhamento a suportarem melhor as mudanças de topologia provocadas pela
mobilidade dos dipositivos IoT.
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The Internet of Things (IoT) proposes a disruptive communication paradigm that allows
smart objects to exchange data among themselves to reach a common goal. IoT application
scenarios are multiple and can range from a simple smart home lighting system to fully controlled
automated manufacturing chains. In the majority of IoT deployments, things are equipped with
small devices that can suffer from severe hardware and energy restrictions that are responsible
for performing data processing and wireless communication tasks. Thus, due to their features,
communication networks that are used by these devices are generally categorized as Low Power
and Lossy Networks (LLNs).
The considerable variation in IoT applications represents a critical issue to LLN net-
works, which should offer support to different requirements as well as keeping reasonable
quality-of-service (QoS) levels. Based on this challenge, routing protocols represent a key issue
in IoT scenarios deployment. Routing protocols are responsible for creating paths among de-
vices and their interactions. Hence, network performance and features are highly dependent
on protocol behavior. Also, based on the adopted protocol, the support for some specific re-
quirements of IoT applications may or may not be provided. Thus, a routing protocol should be
projected to attend the needs of the applications considering the limitations of the device that
will execute them.
Looking to attend the demand of routing protocols for LLNs and, consequently, for IoT
networks, the Internet Engineering Task Force (IETF) has designed and standardized the IPv6
Routing Protocol for Low Power and Lossy Networks (RPL). This protocol, although being robust
and offering features to fulfill the need of several applications, still presents several faults and
weaknesses (mainly related to its high complexity and memory requirement), which limits its
adoption in IoT scenarios. An alternative to RPL, the Lightweight On-demand Ad Hoc Distance-
vector Routing Protocol – Next Generation (LOADng) has emerged as a less complicated routing
solution for LLNs. However, the cost of its simplicity is paid for with the absence of adequate
support for a critical set of features required for many IoT environments. Thus, based on the
challenging open issues related to routing in IoT networks, this thesis aims to study and propose
contributions to better attend the network requirements of IoT scenarios. A comprehensive sur-
vey, reviewing state-of-the-art routing protocols adopted for IoT, identified the strengths and
weaknesses of current solutions available in the literature. Based on the identified limitations,
a set of improvements is designed to overcome these issues and enhance IoT network perfor-
mance. The novel solutions are proposed to include reliable and efficient support to attend
the needs of IoT applications, such as mobility, heterogeneity, and different traffic patterns.
Moreover, mechanisms to improve the network performance in IoT scenarios, which integrate
devices with different communication technologies, are introduced.
The studies conducted to assess the performance of the proposed solutions showed
the high potential of the proposed solutions. When the approaches presented in this thesis
were compared with others available in the literature, they presented very promising results
considering the metrics related to the Quality of Service (QoS), network and energy efficiency,
and memory usage as well as adding new features to the base protocols. Hence, it is believed
that the proposed improvements contribute to the state-of-the-art of routing solutions for IoT
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This thesis addresses the topic of routing protocols for Low Power and Lossy Networks
(LLNs) in Internet of Things (IoT) scenarios. In this chapter, the focus and scope of this research
are described. The problem definition, research objects, main contribution, thesis statement,
and the organization of the thesis are presented.
1.1 Focus and Scope
The Internet of Things (IoT) paradigm has emerged in the last decade attracting the
attention from both industry and the research community. The IoT concept proposes the pos-
sibility of objects (“things”) communicating pervasively among themselves to provide facilities
and automation in many application scenarios [1]. According to the Bain & Company [2], it is
expected that IoT market will grow from the $235 billion spent in 2017 to around $ 520 billion
in 2021. Until 2021, in comparison to 2017, the report reveals that the investments into the
“System Integration” and “Network” areas should grow around 15% and 40%, respectively.
IoT scenarios are performed by smart devices that can be applied to perform daily
activities, making intelligent decisions to make different aspects of people’s lives easier [3].
Currently, the most significant set of IoT applications are focused on environmental monitor-
ing, smart cities, healthcare, home automation, and industry [4]. Due to the particularities of
several application scenarios, IoT networks can form complex structures composed by devices
with different capacities. Network nodes can diverge in hardware features, manufacturer, and
within communication technologies.
In general, IoT devices (the “things”) adopt the use of micro-controller units (MCU) or
System-on-Chip (SoC) solutions to perform data processing and wireless communications tasks.
Thus, these nodes tend to have a severe hardware limitation related to low processing and
memory capacities. Further, depending on the application scenario, the network devices can
have mobility features and suffer from energy constraints (being battery equipped). Hence, due
to the features of the nodes that compose them, IoT networks are commonly classified as Low
Power and Lossy Networks (LNNs) [5]. IoT scenarios can integrate devices using different com-
munication technologies in a shared network to allow the emergence of disruptive applications
[6]. In this context, a prominent technology, frequently attributed for providing ubiquitous and
pervasive features for IoT scenarios, is Radio Frequency Identification (RFID) [7]. RFID systems
offer low-cost, highly reliable, and a fast, unique identification capacity to IoT scenarios, al-
lowing the application for tracking and monitoring the presence of devices in the environment
[8].
Regardless of the utilization scenarios and available technologies in a network, IoT ap-
plications aim to provide appropriated services to users. They should require fulfilling several
1
Chapter 1. Introduction
Quality of Service (QoS) metrics related to energy efficiency, latency, reliability, availability,
and security [9]. Thus, based on these features, the choice of routing protocol becomes a key
factor to allow networks to attend QoS requirements of the IoT applications [10].
Routing protocols are responsible for creating and maintain the path among the net-
work nodes and further perform data packet forwarding. Hence, the network’s performance
becomes highly dependent on routing protocol behavior [11]. Based on the importance of this
element, the Internet Engineering Task Force (IETF) has charted the Routing over Low Power and
Lossy Networks (RoLL) working group (WG) to study the requirements of LLN applications and de-
sign a new routing solution to fulfill them. Thus, in an initial effort, the RoLL WG presented the
routing requirement for a set of LLN applications related to industrial, home automation, build-
ing automation, and urban scenarios. Then, based on the identified needs, the RoLL designed
the IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [12], which was defined as
the standard routing protocol for LLNs. RPL proposes a proactive routing solution in which a
central device (also known as a border router) is responsible for constructing a routing tree
optimized for the collection of data sent from the nodes to a central device.
Although RPL has been defined as a standard for LLNs and, then, the “standard” rout-
ing protocol for IoT networks [13], several studies have contested the protocol’s efficiency and
its capacity to attend the requirements of IoT applications. Iova et al. [13] conducted a critical
study to evaluate the behavior of RPL in IoT environments. The authors identified several issues
mainly related to limited support to point-to-point (P2P) and point-to-multipoint (P2MP) unre-
liable mobility support and a high memory footprint that limits the device’s heterogeneity and
the network’s scalability. Further, the authors highlighted that RPL was designed looking mainly
at the multipoint-to-point (MP2P) traffic pattern in which the data packets flow from the nodes
to a central device. However, the most disruptive IoT applications can require efficient and re-
liable support for both P2P and P2MP. To better attend these traffics patterns, the RPL-P2P [14]
and Multicast Protocol for LLNs (MPL) [15] enhancements were designed, but both approaches
require increasing memory usage, which can provoke the emergence of other negative effects
within the network’s performance. Finally, Iova et al. endorsed that the emergence of new
routing solutions for IoT networks could surpass the drawbacks of RPL.
Based on the referred RPL weaknesses and several other limitations presented by the
protocol discussed in the literature [16] [17], a new less-complex routing solution has emerged
as an alternative to the RoLL’s solution. The Lightweight On-demand Ad hoc Distance-vector
Routing Protocol – Next Generation (LOADng) [18]. It presents a reactive routing solution in
which the path among the nodes are built on demand. Thus, the constrained resources of LLN
devices are only consumed when nodes need to exchange data messages. Different to RPL,
LOADng is not a standard routing protocol for LLN but remains “under-draft” in an IETF track.
However, highlighting its relevance, LOADng was included in the G3-PLC ITU-I standard for com-
munication in smart grid scenarios [19].
When compared to RPL, the main advantage of LOADng is its lightweight core and
reactive behavior, which allows the protocol to better fit the hardware limitation of low power
devices and the support for P2P data transmission. In contrast, this on-demand work feature can
imply the increase in end-to-end delay, affecting the network QoS. Further, due to its simplified
implementation, this protocol does not present any support for P2MP traffic and mobility support
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is implicitly attended only by the reactive features of the protocol. Therefore, it is noticed the
main routing solutions for LLN may not completely meet the demands of IoT applications. Thus,
this thesis addresses the performance study of routing protocols and propose contributions to
fulfill the identified gaps in the state-of-the-art of routing for IoT. The following subsection is
dedicated to present problem definition.
1.2 Problem Definition
In IoT scenarios, a routing protocol should be able to provide the network’s require-
ments according to the application. Although can change, the needs of IoT applications generally
goes through the support of heterogeneous and mobile devices, reasonable QoS levels, different
traffic pattern support, and energy efficiency. Thus, considering the applications’ requirements
and the limited computational and energy resources of the network nodes, the task of routing
protocol becomes hardest once it should be light, power efficient, highly reliable, and to de-
mand low processing capacity.
The IETF, through the RoLL WG, proposed the RPL for attending the demands of LLN
applications, in which the majority of IoT scenarios are inserted. However, since the first draft
proposal, several studies have indicated the limitations and weaknesses of RPL [13] [16] [20]
[21] [22] [23]. As an alternative to the main fault of RPL, which includes highly complex and
demands a lot of memory usage, the LOADng was designed. This proposal, although presenting
a lightweight core that can be executed by devices with extremely restricted hardware, still
suffers from the absence of support for important features required by the majority of IoT ap-
plications.
The standard LOADng implementation can support peer-to-peer (P2P) data well but
does not offer an efficient solution for P2MP and MP2P traffic patterns. Further, due to its
simplicity, LOADng does not present any specific mechanism for mobility support. Thus, the
adoption of LOADng in mobile IoT scenarios can require a high overhead that implies decreasing
the network QoS and energy efficiency. Also, since the protocol works in a reactive way, the
high number of control messages required during path construction phases is a problem for the
LOADng adoption [11]. Finally, in a general view of IoT scenarios, the integration of devices
with different communication technologies in a shared network is also an essential task for the
current routing protocols, not only for LOADng.
1.3 Research Objectives
The main objective of this thesis includes the study and behavior analysis of the avail-
able routing protocols for IoT networks and, considering their limitations, proposes new ap-
proaches aiming to improve network performance and attend to the routing requirements of
IoT applications.
To attain this global objective, the following partial objectives have been identified:
• Perform a systematic review of the state-of-the-art of routing protocols for IoT networks
to investigate the most relevant approaches;
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• Identify the primary strengths and weaknesses of the main routing approaches for low
power networks in the related literature;
• Design a new routing solution to provide feasible support for heterogeneous IoT networks
that integrates different communication technologies;
• Propose a novel mechanism that can increase the autonomy and capacity of self-adaption
of the LOADng in heterogeneous IoT scenarios;
• Propose a solution for mobility support using LOADng in (mobile) IoT networks;
• Create a new mechanism to efficiently support P2MP and MP2P traffic patterns with a low
overhead in LOADng;
• Evaluate the performance of the proposed routing solutions in comparison with the most
relevant approaches available in the literature.
1.4 Main Contributions
The first contribution of this thesis is a comprehensive systematic review of the state-
of-the-art of routing solutions for IoT networks conducted to identify the main approaches. The
work initially introduces an overview of the recommendation documents presented by the IETF,
indicating the routing requirements for several groups of applications in LLNs. Next, the work
describes the current two main routing protocols for IoT networks (RPL and LOADng) and the
most relevant improvements introduced to them in the related literature. The work identified
that available solutions are designed to cover the limitations and improve these two main proto-
cols. However, these new solutions continuously present requirements or limitations that make
their adoption limited for IoT scenarios. This survey was published on Sensors Journal (MDPI,
Switzerland) [24].
The second contribution is the proposal of a framework to enhance the performance
of routing protocols in heterogeneous IoT networks, in which devices with different communi-
cation technologies, specifically IEEE 802.15.4 and RFID, can be a part of the environment. The
contribution proposes the use of fuzzy systems to improve the route classification mechanism
of the routing protocol and enhance the reading process of RFID tag readers. An ant colony
optimization (ACO) algorithm is adopted to optimize the knowledge base of the fuzzy system.
It was concluded that, for the studied scenarios, the proposed framework was able to increase
the network QoS and improve the efficiency and speed of the RFID tags reading process. This
contribution was published in the Journal of Network and Computer Applications (JNCA), from
Elsevier [25].
The third contribution was published in a special issue entitled “Sensor Systems for
Internet of Things” from Sensors Journal (MDPI, Switzerland) [26]. This work introduces a new
route discovery mechanism for LOADng protocol allowing resource-limited network nodes to find
gateways to forward data messages to the Internet. The proposed solution is complemented with
a new routing table entry caching mechanism and a new code for control error messages. It was
concluded that the adoption of the proposed solution can contribute to reduce the network
control overhead, increase the packet delivery reliability, and improve energy efficiency.
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The fourth contribution of this thesis proposes a mechanism to improve the perfor-
mance of LOADng in mobile IoT scenarios (providing mobility support). It enhances the LOADng
route discovery processes to allow the nodes to store additional important data about the avail-
ability of their neighbors. The nodes use the stored data to track the topology changes in the
function of the devices’ mobility and reduce data messages forwarding through broken paths.
Besides, the proposed mechanism can take advantage of the nodes’ movements to shorten al-
ready known routes and reduce the number of transmissions required to deliver a data message.
It also introduces a new routing metric to enable LOADng to create paths based on the relia-
bility of the links and the distance among nodes. In comparison to other relevant solutions on
the topic, the introduced proposal showed the ability to offer a more efficient performance in
several metrics related to QoS and energy consumption in different scenarios. This contribution
was published in the journal IEEE Access [27].
Finally, the last contribution introduces a novel multicast (P2MP) support feature to the
LOADng protocol. The proposal allows LOADng to create a multicast routing tree to forward data
messages from a central device to specific set nodes that joined a multicast group. During the
process of tree building, the proposed solution uses mechanisms to reduce the control overhead,
ensure the delivery of essential reply control messages, and reduce the number of entries in the
routing table. Further, the built routing tree can also be used to send packets from nodes to the
sink, reducing the need to perform expensive route creation processes and enable the support
for both P2MP and MP2P traffic. The experiments, performed using a real prototype, concluded
that the proposed solution can add new features to the LOADng in an efficient way and make
the protocol more appropriate for IoT scenarios. This contribution was published in the journal
Measurement, from Elsevier [28].
1.5 Thesis Statement
The behavior of routing protocols represents a critical factor that can affect the effi-
ciency, reliability, and performance of IoT networks. Further, according to the adopted routing
protocol, the requirements of IoT applications may not be entirely attended. Thus, routing
solutions should be designed to deliver a feasible performance considering the specific needs
of IoT applications regarding Quality of Service, mobility, and different traffic pattern support.
The protocols should also consider the heterogeneity and constraints of IoT devices, which com-
monly suffer from severe hardware and energy constraints. Currently, routing solutions tend to
require complex deployments with considerable memory usage that lead to a partial adoption
of them in real environments. Aiming to reduce the hardware requirements, novel lightweight
protocols have emerged in last years but still suffering from the absence of important features
for IoT applications. Offering self-adaption capability, mobility enhanced support, and a wide
variety of traffic patterns supported can elevate the lightweight protocols’ functionalities and
performance delivering more stability, reliability, and efficiency. Thus, the enhancements for
the newest less-complex solutions can improve the adoption of these protocols turning them




This thesis comprises seven chapters, which are organized as follows. The first chap-
ter introduces and focuses on the topic of the study, presents the work’s motivation, identifies
the problem delimitation, defines the thesis objectives, highlights the main contributions, and
includes the thesis statement. The document’s organization is also included in this chapter.
Except for this, and the concluding chapter, all other chapters are based on papers published
in, or submitted to, international journals.
Chapter 2 presents the survey paper entitled “Routing Protocols for Low Power and
Lossy Networks in Internet of Things Applications.” The paper provides an in-depth review of
the state-of-the-art of routing protocols and discusses and points out the strengths and weak-
nesses of the main routing solutions for IoT networks. This work presents the relevant guidelines
and future directions for the design of new routing solutions for IoT.
Chapter 3, entitled “A framework for enhancing the performance of Internet of Things
applications based on RFID and WSNs,” presents a fuzzy system-based framework for improving
the performance of routing protocols in IoT networks. The proposal was designed considering
heterogeneous networks and introduces a novel RFID-tag reading algorithm.
In Chapter 4, entitled ”LOADng-IoT: An Enhanced Routing Protocol for Internet of Things
Applications over Low Power Networks,” an enhanced version of LOADng is presented. It aims
to allow nodes to discover routes to Internet-connected devices efficiently and autonomously.
Chapter 5, entitled “Multicast Improvement for LOADng in Internet of Things Net-
works”, the Multicast LOADng improvement is introduced. The developed mechanisms allow
the LOADng to create multicast routing trees and perform the routing of multicast data mes-
sages. The proposed solution was implemented in a real testbed and compared with other
LOADng improvements in different scenarios.
In Chapter 6 (“Improving the Performance of LOADng Routing Protocol in Mobile IoT
Scenarios”), the LOADng protocol is enhanced for mobility support in IoT networks. The de-
signed solution involves the improvement of route discovery processes and the harnessing of
control messages to track topology changes caused by nodes’ mobility.
Chapter 7 summarizes the main conclusions of the thesis and suggests future work that
can emerge from the conducted work.
In the Appendices are presented three contributions, two published in international
journals and one in an international conference. In Appendix A, entitled “Performance Evalua-
tion of Routing Metrics in the LOADng Routing Protocol,” a performance evaluation of LOADng
routing protocol, considering different routing metrics, is conducted. The study varied several
routing metrics in scenarios with MP2P and P2P data traffic. This contribution was published on
the Journal of Communications Software and Systems from the Croatian Communications and
Information Society in cooperation with the University of Split [29].
Appendix B, entitled “ERAOF: A New RPL Protocol Objective Function for Internet of
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Things Applications,” introduces a new objective function for RPL based on node energy and
link quality aiming to optimize the routing process for IoT networks. The proposed solution
was compared with the standard IETF objective function in networks with a variable number
of nodes and different topologies. This contribution was published on the proceedings of the
2nd International Multidisciplinary Conference on Computer and Energy Science (SpliTech) from
IEEE [30].
Appendix C (“A Proposal for IoT Dynamic Routes Selection Based on Contextual In-
formation”) proposes a set of RPL objective functions that can be adopted according to the
context of the IoT application. In the approach, three routing metrics are combined in different
ways, including the use of a fuzzy system, to generate five different objective functions. The
set of created solutions are compared to the IETF standard approaches through computational
simulations. This contribution was published on Sensors Journal (MDPI, Switzerland) [31].
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Abstract: The emergence of the Internet of Things (IoT) and its applications has taken the attention
of several researchers. In an effort to provide interoperability and IPv6 support for the IoT devices,
the Internet Engineering Task Force (IETF) proposed the 6LoWPAN stack. However, the particularities
and hardware limitations of networks associated with IoT devices lead to several challenges, mainly
for routing protocols. On its stack proposal, IETF standardizes the RPL (IPv6 Routing Protocol for
Low-Power and Lossy Networks) as the routing protocol for Low-power and Lossy Networks (LLNs).
RPL is a tree-based proactive routing protocol that creates acyclic graphs among the nodes to allow
data exchange. Although widely considered and used by current applications, different recent studies
have shown its limitations and drawbacks. Among these, it is possible to highlight the weak support
of mobility and P2P traffic, restrictions for multicast transmissions, and lousy adaption for dynamic
throughput. Motivated by the presented issues, several new solutions have emerged during recent
years. The approaches range from the consideration of different routing metrics to an entirely new
solution inspired by other routing protocols. In this context, this work aims to present an extensive
survey study about routing solutions for IoT/LLN, not limited to RPL enhancements. In the course
of the paper, the routing requirements of LLNs, the initial protocols, and the most recent approaches
are presented. The IoT routing enhancements are divided according to its main objectives and then
studied individually to point out its most important strengths and weaknesses. Furthermore, as the
main contribution, this study presents a comprehensive discussion about the considered approaches,
identifying the still remaining open issues and suggesting future directions to be recognized by
new proposals.
Keywords: Internet of Things; low-power and lossy network; LOADng; routing protocol; RPL
1. Introduction
In the near future, it is expected that all things will be able communicate among themselves
through the Internet. It is easy to perceive this evolution in a time when things are more and more
connected to the global computer network. This reason leads to the emergence of a new paradigm
called the Internet of Things (IoT) [1]. According to [2], the core idea of the IoT is the pervasive
Sensors 2019, 19, 2144; doi:10.3390/s19092144 www.mdpi.com/journal/sensors
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presence of a variety of objects and things around us that can exchange information to reach a common
objective. According to [3], in 2025, Internet nodes will be present in people’s daily routines in the
form of furniture, papers, televisions, refrigerators, and food packaging.
According to [4], IoT is a multidisciplinary domain that encompasses a vast number of topics,
including purely technical challenges and a mix of technical and social tasks, as well as social and
enterprise efforts. Ambient and personal care monitoring, industrial planning monitoring, including
agriculture, smart environments, and smart cities are examples of IoT applications [5–7].
Wireless Sensor Networks (WSN) are an essential component of the IoT because they enable the
development of applications with a capacity to sense several variables related to the environment
in which the devices are inserted [8]. WSN is a specific kind of LoWPAN (Low-power Wireless
Personal Area Network) composed by nodes equipped with different types of sensors (e.g., temperature,
humidity, and luminosity). To begin with, the interoperability between WSN and the Internet was
limited due to the absence of IP communication infrastructure. Thus, seeking to solve this problem,
several works were dedicated to proposing a structure that could provide the use of IP over LoWPAN [9].
Aiming to provide a standard solution for this problem, in October 2004, IETF (Internet
Engineering Task Force) proposed a Working Group (WG) named 6LoWPAN (IPv6 over Low-power
Wireless Personal Area Networks). The 6LoWPAN working group’s objective was to create ways
to enable the use of IPv6 over IEEE 802.15.4 networks. Thus, 6LoWPAN suggested the inclusion of
an adaption layer in the IP stack between the network and data link layer. This new adaption layer
permits the fragmentation and defragmentation of IPv6 packets in IEEE 802.15.4 frames, realizing
the compression of the IPv6 head [10]. After the publication of six RFC (Request For Comments)
documents (RFC 4919 [10], RFC 4944 [11], RFC 6282 [12], RFC 6568 [13], RFC 6606 [14], RFC 6775 [15]),
the IETF defined the end of the 6LoWPAN working group as January 2014. The contributions of
6LoWPAN WG allowed the use of an IP-based network of tiny devices and, consequently, the existence
of IoT applications [16]. Through the work of 6LoWPAN WG, a new working group was created to
study routing solutions for the emerging Low-power and Lossy Networks (LLN) [17].
Created in February 2008, the Routing over Low-power and Lossy networks (RoLL) working
group initially defined the routing requirements for urban LLNs [18], industrial LLNs [19], home
automation LLNs [20], and building automation LLNs [21]. In parallel to the definition of the routing
requirements, the RoLL working group initiated a study to verify whether the IETF standard routing
protocols could supply the identified requirements [22]. Through the first conclusions, the RoLL
detected that the existent routing solutions could not satisfy the requirements of LLNs. Since then,
the working group has studied new routing solutions to provide the specific requirements of several
types of LLN applications [17,23]. In March 2012, the RoLL working group defined the IPv6 Routing
Protocol for LLNs (RPL) as the standard routing protocol for LLN. Presented in the RFC 6550 [24],
RPL is a proactive tree-based routing protocol that builds a directed acyclic graph between the leaf
nodes and the border route (sink node). Although considered as the standard routing protocol for IoT
networks [25], since its creation, RPL has presented several drawbacks, and new solutions have been
emerging to solve them.
The routing protocols for low power networks are summarized in several survey works.
The works in [26–28] presented surveys about initial routing protocols for 6LoWPAN. A study about
a secure routing protocol for IoT was presented in [29]. Considering the Smart Grid (SG) as a kind
of IoT application inside the smart city domain [30,31], the authors in [32,33] showed survey studies
about the routing protocols and network challenges for SG. Most recently, [34–36] have committed to
surveying the existent routing solutions, considering improvements purely for RPL.
The weaknesses of the current solutions have motivated the emergence of an increasing number
of new protocols and adaptations that seek to improve the network performance and avoid faults.
Further, with the RPL-based improvements, it is also possible to find routing solutions for IoT networks
based on other routing protocols, e.g., the AODV (Ad-hoc On-demand Distance Vector) routing
protocol [37]. Thus, this work aims to present an extensive survey about the existent routing solutions
Chapter 2. Routing Protocols for Low Power and Lossy Networks in Internet of Things
Applications
14
Sensors 2019, 19, 2144 3 of 40
for low-power networks that can be used in IoT applications. Different from the current surveys
existent in the literature, this work does not only consider RPL-based approaches, but all relevant
solutions introduced during recent years. Thus, the main contributions of this work are summarized
as follows:
• Presents the routing requirements identified by the IETF for LLN applications.
• Overviews the initial routing protocols considered to be adopted for LLNs.
• Identifies the issues most studied by the current proposals for routing in IoT scenarios.
• Presents a comprehensive survey showing the approach and functioning of the most relevant
routing solutions for IoT/LLNs.
• Describes the studied solutions in summarizing tables and discusses the strengths and weakness
of current routing solutions.
• Indicates relevant open issues and future directions to be appreciated by new routing approaches
for IoT networks.
The rest of this work is organized as follows. Section 2 presents the routing requirements for
applications over low-power networks. Section 3 elaborates the most-studied routing protocols for
low-power and lossy networks, and Section 4 describes the most relevant routing solutions available in
the literature to fulfill the requirements of IoT/LLN applications. A comprehensive discussion about
the studied approaches, lessons learned, and the open issues and guidelines to be considered during
the design of new solutions are addressed in Section 5. Section 6 concludes the paper.
2. Routing Requirements of Low-Power Networks and IoT Applications
The routing requirements of IoT/LLN networks may vary according to the specificities of
applications. Thus, the RoLL working group initially presented four informational RFCs describing
the necessities for different groups of LLN. In [18] were presented the routing requirements for Urban
LLNs (U-LLN). This kind of LLN provides the network structure for applications executed in urban
environments such as smart-metering, pollution and meteorological monitoring, and general purposes
for smart cities. The document describes that U-LLNs can present three different types of devices:
sensors, actuators, and routers. The actuator and sensor nodes have the capacity of performing actions
and measure physical data in the environment in which they are deployed, respectively. On the other
hand, routers have the function of prolonging the network’s lifetime, balancing energy consumption,
building the sensing infrastructure, and providing links to the Internet.
The number of sensor and actuator nodes is, generally, higher than the number of routers. It is
expected that the number of sensors is between 102 and 107, deployed randomly or, e.g., along a road
or river. The nodes have strong hardware constraints and a limited energy source. The communication
distance between two nodes can vary from a few meters to one kilometer. It is common that the
communication between a sensor/actuator and a border router needs to be performed through several
hops, requiring multihop routing protocols. The communication reliability between the network
nodes can be affected by different aspects, such as wireless channel effects, collision in the MAC layer,
and interference [18].
The RoLL presented the routing requirements for Industrial LLNs in [19]. Security, monitoring,
and control in industrial environments are some examples of applications supported by this group
of LLNs. Thus, wireless devices should provide easy installation and maintenance, low power,
and high reliability. Existing industrial LLN applications have, generally, networks with 10–200 nodes.
The packet-sending rate demand ranges from 1/s to 1/h, with an average of 1/min. It is expected that
critical alarm packets can be delivered with lower latency than normal messages. Hence, the routing
protocol must support different routing metrics, including link quality and throughput. Further,
industrial LLN applications can require the sending of messages for specific groups of nodes or more
than one base station. In this case, multicast forwarding support becomes a critical routing requirement
for these networks. The capacity of support in the addition of new nodes, real-time adaption to link
Chapter 2. Routing Protocols for Low Power and Lossy Networks in Internet of Things
Applications
15
Sensors 2019, 19, 2144 4 of 40
failures and route recomputing, and mobility support (with speeds up to 35 km/h) are other routing
requirements for industrial LLNs.
Through RFC 5826 [20], the RoLL working group has defined the routing requirements for Home
Automation LNNs (HA-LLN). Home automation scenarios encompass a great set of applications such
as energy conservation and consumption optimization, window shade control, and healthcare [38].
Although the HA applications commonly use wired networks and power-line communication,
the use of wireless networks can facilitate application expansion and possible upgrades. The routing
requirements for HA-LLNs applications may vary according to the use case. For example, based on
the above-mentioned informational RFC, a healthcare HA-LLN application requires a constraint-based
routing, with mobility support and low convergence time. On the other hand, an alarm system
HA-LLN application requires a network able to provide high scalability and convergence time. Further,
the reliable support for different traffic patterns represents an indispensable feature for routing
protocols in residential applications. Summarizing, a routing protocol able to support all HA-LLN
applications must be ready to provide constraint-based routing and support to mobility, scalability,
convergence time, manageability, and stability.
In [21], the routing requirements for Building Automation LLNs (BA-LLNs) were described.
BA applications include the monitoring of several aspects such as fire alarms, elevator systems, control
access, and intrusion detection systems [39]. In this context, wireless devices can increase the flexibility
and reduce the deployment costs of applications. The network structure for BA applications should
support at least two thousand nodes, including sensors, actuators, controllers, and user interface
devices. A complete Building Management Systems (BMS) can be composed from different, smaller
applications executed in several subnetworks that are connected through a backbone. Both the
traffic pattern and the device density, as well as several other network peculiarities can diverge for
each subnetwork. Therefore, the routing protocols must provide a self-organizing structure with
zero-configuration to make the installation and replacement of devices accessible. Further, it must
also provide scalability and support resource-constrained devices, mobility, addressing, manageability,
dynamic route selection, and security.
During the definition of the requirements for the different LLN types, IETF studied its existent
standard routing protocols. The objective was to identify whether they could attend to the routing
requirements of low-power networks [22]. This study has considered the routing protocols for wired
and wireless networks. Among these are OSPF (Open Shortest Path First) Version 2 [40], RIP (Routing
Information Protocol) Version 2 [41], AODV [37], DYMO (Dynamic Mobile ad hoc network On-demand
routing) [42], and DSR (Dynamic Source Routing) [43]. It was established that different basic criteria
were derived from common requirements of LLNs applications. Thus, if at least one of the criteria was
not met, the routing protocol was considered as not sufficient.
Based on the conclusions of the IETF study and with the necessity of solving the routing problems
existent in LLNs, several extensions and new approaches have emerged. The next section presents
the most relevant ones. This study has the objective of presenting a survey of routing solutions that
may be employed in networks for IoT/LLN applications. Thus, only routing protocols for wireless
networks with support for IPv6 are considered.
3. Routing Protocols for Low-Power and Lossy Networks
3.1. Initial Approaches
Following the presentation of the 6LoWPAN problem statement and goals through RFC 4919 [10],
several routing protocols were proposed. The initial intention of the solutions was to offer routing
solutions to provide multihop communication among IEEE 802.15.4 devices with support to IPv6.
The main protocols, which are published, mainly, by means of Internet-Drafts (I-D), are briefly
introduced in the following paragraphs.
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The Hierarchical routing for 6LoWPAN (Hi-Low) is a hierarchical-based routing protocol that
proposes the use of the dynamic address assignment scheme [44]. The basic idea of Hi-Low is to create
a routing tree in which each node has a unique short address with 16 bits. In the Hi-Low topology,
the network nodes are divided into three types: coordinator, router (parent), or end device (child).
Each node of the network maintains a table with information about its neighbors such as its short
address, device type, depth, and others. In the Hi-Low operation, a node initially seeks and tries to
join an already existent network. If it finds a node that is already in the network, the node that is
already part of the network should define a short address to the new node. If the network is not found,
the node assumes the function of coordinator, creates a new network, and defines its short address as
zero. A parent (or coordinator) node must define the address of its children nodes using Equation (1),
in which MC is a parameter that defines the maximum number of children that a node can have and
addressParent is the address of the parent. Hi-Low nodes frequently send beacon messages to update
the neighboring information in the table. In the routing operation, a Hi-Low node uses the destination
address to calculate whether the message should be sent to its parent or its child.
childAddress = (MC ∗ addressParent) + 1 (1)
The 6LoWPAN Ad hoc On-demand Distance vector routing (LOAD) is a simplified version of
the well-known AODV developed for 6LoWPAN [45]. During the protocol functioning, it creates a
mesh network topology without considering the IPv6 network layer. LOAD supports both the EUI-64
address and 16-bit short address. Seeking to reduce the size of control packets, LOAD does not use
destination sequence numbers. Thus, to avoid loops, only the destination of an RREQ (Route Request)
message can create an RREP (Route Reply) as a response. Although not mandatory, a LOAD node
may use local repair when it detects a link break during data packet forwarding. When the local repair
fails, a LOAD node may generate an RERR (Route Error) message to inform the originator of the data
packet that it was not possible deliver the message to the destination. Different from AODV, an RERR
message of LOAD indicates just one unreachable address. Due to limitations of network devices and
seeking to reduce the computational resource usage, LOAD does not use a precursor list like in AODV.
Furthermore, LOAD allows the use of the LQI (Link Quality Indicator) as a routing metric in addition
to the hop distance. Although there are different ways of using LQI as a routing metric, LOAD adopts
the LQI to avoid routes that have a link quality lower than an initially-defined threshold. Besides,
LOAD does not use HELLO messages or passive acknowledgments.
In [46], the authors proposed a Dynamic MANET On-demand for 6LoWPAN (DYMO-low) routing
protocol. DYMO-low is a routing protocol based on DYMO and, consequently, on the well-known
AODV. DYMO-low uses three types of control messages: RREQ, RREP, and RRER (like in AODV).
The protocol was fully projected for use over IEEE 802.15.4 devices. Thus, routing messages should
not be fragmented. The choice of the best path to forward a message is done considering the LQI value
and route cost. HELLO messages (used in AODV) are not used in DYMO-low. In contrast, the protocol
uses IEEE 802.15.4 acknowledgment messages to determine if a neighboring node is reachable. Aiming
to avoid loops, DYMO-low uses a simplified sequence number with 16-bits of length (DYMO sequence
numbers are 32-bit). RREP must only be sent by the destination node of an RREQ. In DYMO-low,
RERR messages indicate just one unreachable destination and are generated when: (i) an entry of the
route table expires; (ii) a data packet cannot be successfully delivered to the next hop; or (iii) a broken
link is detected.
A Hybrid Routing protocol for LLNs (HYDRO) was proposed in [47,48]. Hydrois a routing
protocol for LLN, created to attend collection-based and point-to-point traffic. The hybrid approach
combines local agility with centralized control. The network nodes create Directed Acyclic Graphs
(DAGs) as default routes to the border router. On the other hand, the border router aggregates
information about the nodes to create a global view of the network. This information is sent by
the nodes through specific control messages or through opportunistic piggybacks in data packets.
By creating a triangle between two nodes, the border router is responsible for forwarding the
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point-to-point traffic in the network. When a node wants to send a data message to another node in
the network (point-to-point traffic), the packet is sent to the border router that should forward the
packet to the desired destination. When an active point-to-point flow is detected, Hydro uses a special
control message to optimize the message exchange between these two nodes. Thus, the data packets
can be forwarded through the shortest paths without the use of a border router. Each node maintains
statistical information about its neighbors. This information is used to measure link quality and assist
in route selection.
These routing protocols were defined before the specification of the routing requirements of
LLN (presented in Section 2). As they are only simplifications of already existent protocols, they
were unable to meet the requirements identified by the RoLL working group. As already mentioned,
after identifying that the existent routing protocols defined by IETF were unable to supply the demands
of LLN, the RoLL working group started the development of RPL. A description of RPL is provided in
the next subsection.
3.2. RPL
RPL is a tree-based routing protocol created by the RoLL working group and defined by IETF as the
standard routing protocol for LLNs [24]. RPL organizes the network topology in a Destination-Oriented
Graph (DAG), which is composed of one or more Destination-Oriented Directed Acyclic Graphs
(DODAG). Each DODAG represents a routing tree created by a root node, also known as a sink node or
LBR (LLN Border Router). To construct the DODAG, RPL uses the Objective Functions (OF) that adopt
routing metrics to calculate the best path between nodes and the DODAG root [49]. Thus, the routing
structure created by the RPL is a logical topology built on a physical topology according to the used OF.
In the RPL operation, the network nodes initially build the DODAG. Thus, in this first step,
the root node starts the process of DODAG construction, sending a DIO (DODAG Information Object)
message to its neighbors. This message carries various relevant information, such as node rank, mode
of operation, OF, and metrics. Each node that receives a DIO message should process it and decide
whether or not to join the DODAG according to the used OF [50]. If a node chooses to join the DODAG,
it has an upward path to the root node. At this moment, the node computes its rank, refreshes its
neighbor table, and chooses its preferred parent, which will be used to forward messages to the
DODAG root. Usually, the preferred parent is the neighbor with the lowest rank computed according
to the OF. Some nodes may be configured to provide routes to other nodes. If a node is set to be a
router, it should update and resend the DIO messages to its neighbors. If the node does not resend
DIO, it is defined as a leaf in the routing tree. Each node that receives the DIO message should process
it and continue the operation until all network nodes can be reached [51].
RPL permits a new node to join the network at any time. In this case, the new node uses a DIS
(DODAG Information Solicitation) message to request a DIO message of a node already incorporated
in the DODAG. Through the reception of the DIO message, the new node selects its preferred parent
according to the OF. Furthermore, a DIO message is used in DODAG maintenance. Based on the Trickle
Timer [52], DIO messages are periodically sent by the nodes seeking to maintain network stability.
RPL allows both upward (from the node to its parent) and downward (from the node to its
children) routes. Upward routes are naturally created during the initial process of DIO sending.
However, the use of downward routes requires the handling of DAO (Destination Advertisement
Object) messages. The DODAG nodes process the DAO messages according to the RPL Mode Of
Operations (MOP), which are presented below. Independent of the MOP used, DAO messages may
require reception confirmation, which should be done using DAO-ACK messages.
Although it is designed for the Multipoint-to-Point (MP2P) traffic pattern, RPL also admits the
data forwarding using Point-to-Multipoint (P2MP) and Point-to-Point (P2P) [53]. In MP2P, the nodes
send data messages to the root, creating an upward flow (Figure 1a). In P2MP, sometimes termed as
multicast, the root sends data messages to the other nodes, producing a downward flow (Figure 1b).
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In P2P, a node sends messages to the other node (non-root) of DODAG; thus, both upward and
downward forwarding may be required (Figure 1c).
RPL defines four MOPs that should be used considering the traffic pattern required by the
application and the computational capacity of the nodes. In the first, MOP 0, RPL does not maintain
downward routes; thus, consequently, only MP2P traffic is enabled. In non-storing MOP (MOP 1),
downward routes are supported, and the use of P2P and MP2P is allowed. However, all downward
routes are maintained in the root node. Thus, the total downward traffic should be initially sent to
the DODAG root and subsequently be forwarded to its destination as shown in Figure 2a. In storing
without multicast MOP (MOP 2), downward routes are also supported, but are different from
MOP 1; the nodes maintain, individually, a routing table constructed using DAO messages to provide
downward traffic. Hence, downward forwarding occurs without the use of the root node, as illustrated
in Figure 2b. Storing with multicast MOP (MOP 3) has a functioning similar to MOP 2 plus the
possibility of multicast data sending. This type of transmission permits the non-root node to send
messages to a group of nodes formed using multicast DAOs.
(a) Multipoint-to-point (b) Point-to-multipoint (c) Point-to-point
Figure 1. Traffic patterns supported by RPL. Lines with arrows indicate the traffic flow, while dotted
lines without arrows indicate the links of the routing topology.
(a) RPL non-storing mode (b) RPL storing mode
Figure 2. P2P message forwarding using Mode Of Operations 1 (MOP 1) and MOP 2. Lines with arrows
indicates the traffic flow, while dotted lines without arrows indicate the links of routing topology.
In RPL, the whole process of DODAG construction is highly dependent on the OF considered
by the network. Furthermore, the network performance is directly linked to the process of route
selection. According to the metrics and constraints applied to select the best path between a node
and a root, it is possible to increase or decrease the network performance. Furthermore, as already
explained, some applications require different performance of the routing protocol. For example,
e-health applications need low latency and high reliability [54]. On the other hand, some applications
may require low energy consumption and mobility, such as animal monitoring applications. Thus,
different types of applications can require different OFs. To fulfill the application requirements, each
OF should contemplate metrics or constraints that better attend to these conditions. Based on the
information of OFs, the node computes the weight of each path to the root. Hence, the selection of
preferred parent and the rank calculation are performed according to OF. IETF defines, as the standard,
two different objective functions: Objective Function zero (OF0) and Minimum Rank with Hysteresis
Objective Function (MRHOF).
Objective Function zero (OF0) [55] is defined in the RFC 6552 and is designed to find the
shortest path to the root. Using the DOI message information, OF0 knows the rank of each candidate
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neighbor. OF0 selects, as the preferred parent, the candidate neighbor with the best rank (the shortest).
Additionally, OF0 stores a backup feasible successor to use as an alternative to the preferred parent.
All the upward traffic received by the node is routed to the root using the preferred parent or the backup
successor, according to the link conditions. OF0 does not attempt to perform any load balancing.
The backup successor is used to forward a packet to the root node when it is not possible to use the
preferred parent. The rank of a node is obtained through the sum of the rank of its preferred parent and
the value of rank_Increase, which is computed using a specific equation and predefined variables [55].
The Minimum Rank with Hysteresis Objective Function (MRHOF) [56] was developed to select
the path with the lowest path cost without promoting excessive changes of the preferred parent. Thus,
MRHOF uses two mechanisms to fulfill this purpose. The first seeks to find the path with minimum
cost, while the second performs the hysteresis. Using the hysteresis mechanism, a candidate parent is
selected as the preferred parent only when it has a path cost smaller than the current preferred parent,
minus a given threshold [57]. Usually, MRHOF uses the ETXrouting metric to compute the cost of
each path. However, it can utilize any additive routing metric described in [58]. During the network
functioning, the path cost is re-computed periodically. Nevertheless, the preferred parent selection
process is executed just when the path cost for a neighbor is refreshed or a new neighbor is inserted in
the neighbors’ table. As mentioned previously, the replacement of the preferred parent needs to attend
to the hysteresis condition to avoid constant parental changes.
3.3. LOADng
The LOADng (Lightweight On-demand Ad hoc Distance-vector routing protocol-next generation)
is a reactive routing protocol based on AODV and adapted for LLNs. LOADng was presented in an
Internet-Draft to IETF in October 2011 [59]. Since then, LOADng has received various updates, and its
last version was published in July 2016 [60]. Similar to AODV, LOADng only creates a route when a
node needs to send a data message to another node. The process of route creation (also known as route
discovery) is performed through the use of control messages adapted from AODV. The RREQ (Route
Request) message is used during the route discovery process to find a path to the desired destination.
The RREP (Route Reply) message is used by the destination of an RREQ to attend to the received
route creation request. To allow the creation of bi-directional paths, an RREP can require a reception
confirmation. In this case, an RREP_ACK (Route Reply Acknowledgment) message is used to answer
the sender of the received RREP. Further, the LOADng also can use RERR (Route Error) messages to
inform problems detected during the data message forwarding. In general, RERR is used when an
intermediate node does not know the destination of a data message.
During the route discovery process of LOADng, the nodes should store a set of information about
the other nodes of the network. Thus, each node has a routing set, a pending acknowledgment set,
and a blacklisted neighbor set. The routing set, which works as a routing table, is formed by a set of
entries created during the route discovery process. Each entry of the routing set contains information
such as the destination address of the route, the address of the next hop to the destination, and the
number of hops to reach the destination. The pending acknowledgment set is used to store data about
the RREP messages sent with the requirement of an acknowledgment. As a complement to this last,
the blacklisted neighbor set is employed to maintain the address of the nodes that have not replied
with an RREP that required a reply (an RREP_ACK).
In the protocol functioning, when a node S needs to send a data message to a destination D, it first
verifies its routing set, seeking a path to the desired destination. If the route is found, the node should
use it to send the message. Otherwise, S must start the route discovery process. Thus, S creates an
RREQ message with the same destination as the data message (node D). In sequence, S broadcasts
the RREQ message to all its neighbors. Each node that receives the RREQ should verify several
fields to identify whether it is valid for processing. This verification also avoids the creation of loops.
The information carried in the message is used to update the routing set of nodes. In the sequence,
the node refreshes the message fields and, if necessary, forwards it to the other nodes using broadcast
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transmission. The RREQ message is forwarded by the intermediate nodes until reaching the destination
D (Figure 3a). When D receives the RREQ, an RREP message is generated and sent to reply to the
request originated by S. The RREP is forwarded in unicast using the path stored in the routing set
during the RREQ broadcasts. If required by D, each intermediate node that receives the RREP should
send an RREP_ACK to the previous hop to confirm the RREP reception (Figure 3b). When S receives
the RREP, the route discovery process is finished and the data message can be sent through the created
path (Figure 3c).
(a) RREQ transmission (b) RREP and RREP_ACK transmission (c) Data message transmission
Figure 3. LOADng control message transmissions. Arrows indicate the message flow. (a) Transmission
of Route Request (RREQ) messages flooding all network nodes. (b) Transmission of Route Reply (RREP)
and RREP_ACK messages, where bold lines indicate RREP messages that are forwarded through the
path constructed by RREQ and dotted lines indicate RREP_ACK messages that are optionally sent after
reception of each RREP, but not routed. (c) Transmission of data messages through the path selected by
Snode after receiving RREP.
The RREQ and RREP messages carry fields to inform about the hop count and hop limit. Thus,
so that these messages are always received, the node should increment the hop count and decrement
the hop limit. The hop count field is used to inform about the number of hops traveled by the
message since its originator. The hop limit field is implemented to indicate the number of remaining
transmissions of the message. Thus, when a message is received with the hop limit equal to zero, it
should not be forwarded to other nodes. Both messages also can transport another routing metric that
should be computed and updated according to its specifications.
As mentioned above, LOADng is based on the well-known AODV. However, to permit the
protocol to be executed on devices with severe hardware restrictions, some simplifications were made.
In the LOADng, the routing table does not store the whole path to reach a destination. Besides,
the control messages do not carry the address of each node traveled. Furthermore, only the destination
of an RREQ message can reply to it using an RREP. Thus, the use of “intermediate RREP” mechanisms
is not allowed. Finally, LOADng permits the use of a wide variety of addressing schemes (e.g., IPv6,
IPv4, and Rime), and allows the use of different routing metrics as an alternative to the hop count.
4. Enhanced Routing Solutions for Internet of Things Networks
Currently, the routing solutions proposed for IoT/LLN are performed with the improvement of
existent and well-known base protocols. Although several protocols have been used as inspiration,
the principal and most recent approaches are based on the RPL and LOADng. Figure 4 presents
a taxonomy of studied routing solutions, divided according to their proposals and motivation.
Each considered solution is presented and described in the following subsections. Furthermore,
at the end of each subsection, a summary table is shown to present the highlights of each approach,
such as base protocol, objectives, descriptions, strengths, weaknesses, and application scenarios.
The objective column presents the aims of the routing solution. The description column shows the
method used by the proposal to reach its objectives. The strengths and weaknesses columns present,
respectively, the main contributions and limitations of the solution. Finally, the application column
shows the type of application to which the solution should, or intends to, be applied.
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Figure 4. Taxonomy of routing solutions for IoT/Low-power and Lossy Networks (LLNs). ER,
Energy-efficient Region-based; AODV, Ad-hoc On-demand Distance Vector; MPL, Multicast Protocol for
Low-power and lossy networks; ESMRF, Enhanced Stateless Multicast RPL Forwarding for IPv6-based
low-lower and lossy networks; BMRF, Bidirectional Multicast RPL Forwarding; BRPL, Backpressure
RPL; DT, Diverse Traffic; CLRPL, Context-aware and Load balancing RPL; ELT, Expected Lifetime;
ERGID, Emergency Response IoT based on Global Information Decision; NDM, Neighbor Disjoint
Multipath; FQA, Fuzzy Q-Algorithm; FSBRC, Fuzzy System-Based Route Classifier; WF, Weighed
Forwarding; EAOF, Energy-Aware Objective Function; OF-FL, Objective Function Fuzzy Logic; SCAOF,
Scalable Context-Aware Objective Function; DQCA, Delivery Quality- and Context-Aware; PAOF,
Parent-Aware Objective Function; Co, Corona.
4.1. P2P Communication Support
Peer-to-peer communication represents an import traffic pattern in LLNs, mainly in IoT scenarios.
Although the default RPL implementation supports P2P traffic, the approach introduced by the IETF
standard can be considered very costly in some situations. Thus, in April 2010, RoLL WG started the
proposal of a new solution to improve the P2P supported by RPL. Hence, in August 2013, the Reactive
Discovery of Point-to-Point Routes in Low-Power and Lossy Networks (P2P-RPL) was presented as an
IETF standard in the RFC 6997 [61]. P2P-RPL is an extension of RPL that allows the creation of P2P
routes on demand, working as a reactive routing protocol. Thus, a source node that wants to send a
P2P data message should start a route discovery process, creating a temporary routing tree. The source,
which acts as the root of the temporary DODAG, sends a P2P Route Discovery Option (P2P-RDO) across
the entire network requesting a route to the destination node. Each node that receives the P2P-RDO
must first check the message destination, determine if it joins in the DODAG, and select its temporary
preferred parent. Furthermore, if the node is not the destination, it should forward the P2P-RDO.
The P2P-RDO is forwarded across the network until it reaches its destination node or accomplishes
its maximum number of hops. When the destination receives the P2P-RDO, it must generate a P2P
Discovery Reply Object (P2P-DRO) to answer the route request. The P2P-DRO is forwarded back
through the preferred parent chosen during the P2P-RDO forwarding. The intermediate nodes should
store the reverse route used to deliver the P2P-DRO for a future data message forwarding. The source
of P2P-RDO, after receiving the P2P-DRO, should start the sending of the P2P data message through
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the route created. Complementarily, P2P-RPL permits the use of a mechanism to verify the necessity
of starting a route discovery for P2P data sending. This mechanism, introduced in the RFC 6998 [62],
uses Measurement Objects (MO) that assess the quality of the P2P route created by the default RPL.
Whether or not it can fulfill the application routing requirements, the node should use it. Otherwise,
the node should initiate the process of P2P route discovery (as previously described) seeking to attend
to the application constraints. Figure 5 exemplifies the routes that can be created using both RPL and
P2P-RPL for the transmission of a P2P data message.
Figure 5. Transmission of a P2P message from node S to node D. The dotted lines with an arrow
represent the path created by RPL, while the solid lines with an arrow represent the path established
by P2P-RPL.
A geographic routing approach for 6LoWPAN was presented in [63]. The proposed GeoRank
is based on RPL and GOAFR (Greedy Other Adaptive Face Routing) [64]. The GOAFR algorithm is
able to seek optimal or sub-optimal routes in networks with high link density. However, considering
networks with low link density, RPL can demonstrate a better performance than GOAFR. Thus, seeking
to mix the better of two approaches, the authors proposed GeoRank. The approach aims to improve
the P2P support of 6LoWPAN and reduce the amount of control messages required in this type of
traffic. In its operation, the GeoRank algorithm initially calculates the distance between the source
node and the destination based on the list of DODAG roots. After, the root with the lowest absolute
angle difference between the source and the destination is selected as the anchor node. Subsequently,
the algorithm tries to perform the routing of packet using greedy forwarding. In this mode, the node
holding the message tries to send it to its neighbor with one hop to reach the message destination.
If this is not possible, the algorithm assumes the GeoRank mode and then forwards the packet to the
preferred parent in the path to arrive at the selected anchor. This forwarding process should occur
until the message reaches a node closer to the destination than the anchor node. If this condition is
attained, the greedy forwarding mode is assumed again. Otherwise, the message reaches the anchor
and is forwarded in the face routing mode of GOAFR until it comes to its destination. In GeoRank,
due to the use of geometric calculation, all nodes of the network must be static or be equipped with
GPS. The use of mobile nodes is possible when they can communicate with a static node using just
one hop. Furthermore, the message to be routed must store information about the position of its
anchor. Although the authors used smart lighting system as an example of application for using
GeoRank, they highlighted that the proposed solution might not meet the requirements of this kind
of application.
Considering that the majority of P2P routing protocols, including P2P-RPL, flood the network with
control packets to create routes, provoking great overhead and energy consumption, Zhao et al. [65]
proposed the Energy-efficient Region-based Routing Protocol (ER-RPL). The approach aims to allow
an energy-efficient P2P communication without harming the network’s reliability. ER-RPL presents a
hybrid approach, mixing proactive and reactive features based on RPL. The main idea of the protocol
is to segment the network into different regions and realize the P2P route discovery, just considering
the areas in which the nodes are located. To this end, ER-RPL requires the existence of location-aware
nodes (e.g., equipped with GPS) in the network, named Reference Nodes (RN). The protocol uses
the coordinates of RNs to partition the network into different regions and to calculate the distance
between nodes and RNs. Afterwards, the nodes, based on the distance to RNs, should select their
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regions. A binary number, named the Region Code (RC), identifies each region. This process occurs in
an initial stage of the protocol when the RNs floods the network with Region Formation Object (RFO)
control messages. For a P2P communication, the source node first should send a P2P route request to
the destination node using the root node, i.e., the default route of RPL. This request is made using a
control message named Message Request Object (MRO). After receiving the MRO, the destination node
should verify whether the existent path is satisfactory based on the route cost. If valid, the destination
node, through the reverse path and using an MRO, should inform the source node to start the sending
of data. Otherwise, the destination should initiate the process of region-based route discovery. In this
process, the destination node uses MRO to create a temporary DODAG just considering the regions
between it and the source. Subsequently, this DODAG is used to send the data packets. Note that,
at this stage, RN does not realize any task. Thus, ER-RPL functioning, although complex, can reduce
the network energy consumption by avoiding the flooding of the whole network with the P2P route
discovery packet. Further, the approach allows the sending of P2P messages without the use of a root
node, creating near-optimal paths that can fulfill the reliability requirements of applications. For the
other traffic patterns, such as MP2P, ER-RPL uses the structure built by default RPL functioning.
Although P2P-RPL can allow improved P2P data traffic for RPL networks, it still lacks in some
areas. The protocol admits that the links among the nodes are symmetric, i.e., the quality of the linkage
from Node A to Node B is the same (or almost the same) from B to A. Hence, the P2P messages
exchanged between these nodes use a single path. However, in a practical environment, this symmetry
may not be reached and, consequently, may not satisfy the routing requirements of a large variety of
IoT applications. Thus, the Ad hoc On-demand Distance Vector routing-based RPL (AODV-RPL) [66]
emerges as an improvement of RPL to support the P2P traffic pattern considering both the symmetric
and asymmetric link during the path discovery process. As P2P-RPL, the peer-to-peer routes in
AODV-RPL are constructed on-demand. A source node begins the route creation process to a
destination when the current path does not fulfill the application requirements or the desired path does
not exist. Thus, the source node must send DIO-RREQ (DIO with Route Request content) messages
to create an RREQ-instance (DODAG created by the originator of an RREQ message) and find a
path to the desired destination node. DIO-RREQ has a field to carry information about whether the
route is symmetric or asymmetric (S field). Each node that receives the DIO-RREQ must verify the
condition of the bidirectional link, update the S field, if necessary, and choose whether to join in the
RREQ-instance. In this case, if a link is set as asymmetric, all routes that use this link are considered
asymmetric. When DIO-RREQ reaches its destination, the node, based on the S field, must choose how
to answer the route creation request. The destination node can also wait for a predefined period to
receive DIO-RREQs through other routes. If the S field of the message indicates that the route created
is symmetric, the destination node should unicast a DIO-RREP (DIO with Route Reply content) to the
DIO-RREQ originator through the created path. Therefore, due to being symmetric, this single path can
be used for data transportation in both directions. Otherwise, in case the route created is asymmetric,
the destination node should start the creation of an RREP-instance (DODAG created by the destination
of an RREQ message) multicasting DIO-RREP to its neighbors. DIO-RREPs are forwarded realizing
the link symmetry verification, similarly to DIO-RREQs, until reaching the DIO-RREQ originator
that, after receiving it, should initiate the sending of data messages through the path created by the
DIO-RREP. Notice that when AODV-RPL does not find a symmetric path between two nodes, it can
create a pair of DODAGs (RREQ-instance and RREP-instance) with a single-route discovery process.
Thus, the P2P data message exchange can be performed using two different paths: a route from A
to B and another from B to A. However, AODV-RPL is still an IETF Internet-Draft and can suffer
modifications until its complete definition. Furthermore, to the best of the authors’ knowledge, no other
paper in the literature realizes a performance evaluation study about the efficiency of AODV-RPL.
Table 1 presents a summary of the above-described routing solutions.
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Table 1. Comparison among studied approaches for P2P communication support. GOAFR, Greedy Other Adaptive Face Routing.
Proposal BaseProtocol Objectives Description Strengths Weaknesses Target Applications
P2P-RPL [61] RPL - Improve P2P
support of RPL
- Creates new P2P routes on
demand as an alternative to
P2P routes built by RPL
- Offers the creation of
alternative P2P routes to
fulfill the application routing
requirements
- Avoids the use of a root node
to forward P2P messages
- Floods the network with
control packets that can









- Combines RPL with a
geographic routing approach
to reduce control message in
P2P communication
- Avoids the use of DAO
messages
- Improves scalability, reducing
the memory usage
- Changes the default RPL
control messages










- Performs a region-based P2P
route discovery to save
energy and create direct paths
- Avoids the P2P control




- Improves the P2P packet
delivery ratio
- Requires some location-aware
nodes (e.g., with GPS)
- Complex approach
- Introduces new control




AODV-RPL [66] RPL andAODV
- Improves the
support for the P2P
traffic pattern
of RPL
- Creates paired DODAGs for
P2P message exchange
through asymmetric routes
- Considers the bidirectional
link condition during route
discovery
- Can reduce the size of
control messages
- The current version is still in
draft form
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4.2. Multicast Communication Support
Multicast communication represents a fundamental transmission type for several IoT applications.
As pointed out in Section 2, an industrial environment application running over an LLN can require the
sending of alert messages for a predefined group of nodes or base stations. To achieve this, the routing
protocol should realize reliable multicast transmissions.
Proposed in 2010, the Multicast Protocol for Low-power and lossy networks (MPL) [67], which
was introduced in parallel to RPL and initially called trickle multicast, was the first effort of IETF
to provide IPv6 multicast support for LLN. Defined as an IETF standard in 2016 through RFC 7731,
the MPL uses a flooding mechanism controlled by trickle timers [52] to perform multicast message
sending without the necessity to maintain routing tables. Although the MPL is an independent
protocol, its solution is sometimes considered an extension to provide multicast support for RPL.
In MPL, all network nodes can receive a multicast message depending on whether they are inserted in
a multicast group. As all nodes can broadcast the received multicast packets, the implementation of a
mechanism for avoiding duplicated messages is necessary. Thus, MPL includes a sequence number in
the packet header for distinguishing each multicast message, besides storing the most recently-received
messages in a buffer. After receiving a multicast message, the node should verify whether it was
already received by checking its sequence number or presence in the buffer. If the node identifying
the message is already received, it should discard it. Otherwise, the node must record the message
sequence number, store it in the buffer, process the payload, and multicast it to the other nodes. MPL
uses trickle to organize both control and data messages exchanged among the nodes. The nodes can
use control messages for informing their neighbors about their set of sequence numbers or buffer.
When a node identifies that a neighbor has not yet received a message, it redefines its trickle interval
to the minimum value to quickly disseminate the packet missed by the neighbor. Thus, due to storing
the most recent packets in a buffer and to allow local retransmission of lost packets, MPL can offer
high reliability for the packet delivery ratio.
Although MPL can provide high reliability, it can also present a high end-to-end latency and
communication overhead. Thus, trying to mitigate these drawbacks, Oikonomou et al. proposed
the Stateless Multicast RPL Forwarding (SMRF) [68]. The proposal was constructed over RPL and
uses the “storing mode of operation with multicast support” (multicast RPL or MOP 3) of the IETF
standard solution to offer enhanced results when compared with the default approach. SMRF proposes
a cross-layer mechanism that improves the functioning of Radio Duty Cycling (RDC) protocols for
multicast forwarding operations. As an example, the authors cited ContikiMAC [69], a duty cycling
mechanism present in the Contiki OS [70] and widely used in IoT/6LoWPAN networks. ContikiMAC
presents low radio usage for reducing the power consumption of the nodes. Thus, the radio spends the
majority of its time sleeping (turned off), waking-up (turning on), and periodically trying to identify
a possible packet transmission. The duration of the period during which the radio is turned on is
called CCI (Channel Check Interval). A node, to send a message, realizes several transmissions of the
same packet during a time interval intending to reach an awake receiver. This repetitive transmission
is referred to as a packet train. In a unicast transmission (Figure 6), a receiver node detects a packet
sent during its CCI and starts the reception window until it receives the whole message. Afterwards,
the receiver must send an acknowledgment to the sender, which finishes the packet train transmission.
Differently, during a broadcast transmission (Figure 7), the sender must send a message during the
entire packet train interval. Note that, due to a possible disturbance in the communication of other
nodes, the transmission of acknowledgment packets is not used in ContikiMAC broadcast transmission.
A receiver node cannot immediately forward the received packet due to possible collisions with the
sender that may still be transmitting. For that reason, SMRF proposes the use of a short delay between
the message reception and its forwarding for allowing the use of ContikiMAC broadcast and avoiding
possible collisions (Figure 8). This behavior prevents the use of multiple ContikiMAC unicasts to the
task of multicast transmission, commonly used by multicast RPL, and contributing to the reduction of
energy consumption. Furthermore, multicast RPL does not specify any control mechanism to avoid
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the reception and transmission of duplicated multicast packets. Thus, SMRF constrains that a node
must only process multicast packets received from its preferred parents.
Figure 6. ContikiMAC unicast packet transmission.
Figure 7. ContikiMAC broadcast packet transmission.
Figure 8. SMRF mechanism for multicast packet transmission.
SMRF, although showing several benefits when compared with standard RPL multicast, still
presents some limitations. One of the main drawbacks of SMRF is the lack of support for upward
multicast. Due to its mechanism for avoiding the processing of duplicated packets, as mentioned
above, SMRF only allows nodes to process packets sent from its preferred parent. Thus, messages
received from children nodes are neither processed nor routed. Therefore, to allow the nodes to
transmit multicast messages both upward and downward, the Enhanced Stateless Multicast RPL
Forwarding for IPv6-based low-lower and lossy networks (ESMRF) was proposed [71]. ESMRF
proposes that multicast messages are first sent to the root node that, afterwards, should realize the
message forwarding to its final destination. Thus, when a node wants to send a multicast message,
it should encapsulate its content and destinations in an ICMPv6 (Internet Control Message Protocol
Version 6) packet. This packet, also named a delegation packet, is sent in unicast to the root node (using
the default RPL upward mechanism), which is in the top of the tree structure and can communicate
with all network nodes. After receiving the delegation packet, the root node must extract the multicast
content and send it to the destinations indicated. The process of forwarding multicast messages
performed by the root node is similar to that proposed by SMRF. Thus, by using the same principle of
SMRF, ESMRF also avoids the processing of duplicated packets.
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ESMRF allows, using a simple approach, both upward and downward multicast communication,
solving the gap of SMRF. However, the proposed solution suggests the use of the root node to forward
all multicast messages. This approach becomes too expensive in a large routing tree, provoking
communication overhead and high end-to-end latency. Thus, to mitigate the problem found in SMRF
with a more robust method than proposed by ESMRF, Lorente et al. [72] introduced a new multicast
routing protocol named Bidirectional Multicast RPL Forwarding (BMRF). BMRF seeks to merge the
best features of RPL and SMRF. Thus, the approach offers three different modes for packet sending.
In unicast mode, the sender node verifies the nodes interested in the multicast message according to
the routing table, and then, the message is sent in unicast to each one, as proposed by RPL multicast.
In broadcast mode, the sender verifies the group of nodes that want to receive the multicast message,
and then, the communication is performed as in the broadcast proposed by SMRF. In the last mode,
mixed-Tmode, the sender performs the transmission according to a T threshold that decides between
multiple unicasts or broadcasts. T is defined according to the number of children interested in the
message and the RDC rate.
During BMRF functioning, when a node wants to send a multicast message, it sends the
packet both upwards and downwards, except for the root node, which should not be sent upwards,
and leaf nodes, which should not be sent downwards. The upward sending is performed using
unicast transmission. Otherwise, the downward sending is performed according to the BMRF mode.
This behavior is necessary for avoiding duplicated packets. After receiving a multicast message, a node
can process it depending on whether the packet was received from above or below. If the message
was received from above, the node just should process it if the sender is its preferred parent (checked
via MAC address). The node also consults its interest in the message to send it to the upper layer and
verifies its routing table to forward the message to its children nodes. If the message was received
in broadcast, the node should insert a delay in forwarding it (as in SMRF). This forwarding should
be done according to the BMRF mode selected. If the multicast message was received from below
and indicated with a unicast MAC address, the node should process the message once it was sent in
unicast by a child node. Thus, the receiver node checks its interest in the message and then forwards it
in unicast to the children inserted into the multicast group. The node also sends the message upwards,
in unicast, if it is not the root. Hence, BMRF allows all network nodes to send and receive multicast
messages, regardless of its position in the routing tree. Additionally, BMRF supports dynamic multicast
group registration and avoids delivery disorder.
A summary of routing solutions for multicast support described in this subsection is presented in
Table 2.
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Table 2. Comparison among studied approaches for multicast communication support.
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4.3. Mobile Nodes’ Support
In addition multicast transmission, the support for mobile nodes also represents an important
task for the majority of applications in IoT environments, mainly in urban and industrial
scenarios. Thus, an efficient mobility support protocol should provide fast, continuous, and reliable
communication among mobile and static nodes. Hence, in [73,74], the authors presented a variation of
RPL based on the Corona mechanism (Co-RPL), which aims to ensure the quality of service in LLNs
with mobile nodes. Co-RPL uses the default RPL control messages with additional fields to fulfill its
purpose. All network nodes maintain a table with information about their neighbors (ID, DAG, corona,
and link quality). When a node receives a DIO message, it selects its best parent, defines its corona
ID, and computes its rank based on the objective function. The corona ID is determined through the
result of the sum of the lowest corona ID among its neighbors plus one. After updating the DIO,
the node resends the message in a broadcast. If a router node receives other DIO messages, it must
select the preferred parent among the neighbors with the lowest corona ID. Whenever the corona ID of
a neighbor changes or a new neighbor is detected, the node should execute the neighbor discovery
process to update the corona IDs. Co-RPL proposes a new path recovery mechanism. When a node
cannot reach the message destination, it sends the data packet to any node of the upper corona ID and
sends a DIS message to its children to pause the sending of the data packet. This process occurs until
the router node finds a new preferred parent. If a node cannot send the data packet to any neighbor of
the high corona ID, it must inform the previous hop to pause the sending of data packets.
Fotouhi et at. [75] proposed the mRPL, a solution to enhance the mobility support in RPL.
The proposed solution integrates the default RPL with smart-HOP [76,77], a hands-off mechanism
initially developed for WSN. In mRPL, smart-HOP uses RPL-control messages like beacons.
Considering the existence of two different types of nodes, which are Mobile Nodes (MN) and serving
Access Points (AP), the smart-HOP mechanism is divided into two phases. In the data transmission
phase, an MN sends a sequence of n DIS beacons to a serving AP. After receiving the n DIS, the serving
AP calculates the Average Received Signal Strength Indication (ARSSI) value based on the n received
messages and sends the obtained value to MN inside a DIO message. If the MN detects that the
received ARSSI is lower than a defined threshold, the discovery phase begins. In this phase, an MN
sends DIS control messages periodically until it receives a DIO message from an AP with an ARSSI
greater than the defined threshold. When this condition is fulfilled, the MN returns to the data
transmission phase with a new preferred parent. An MN can also start the discovery phase after
detecting that its serving AP parent is not sending DIO messages. It is important to note that the
messages exchanged in these two phases are disassociated from the data messages and control packets
of RPL. Thus, mRPL nodes can coexist and interoperate in the same network when nodes execute
default RPL.
Considering the necessity of mobility support for healthcare and medical applications,
Gara et al. [54] proposed an adaption of RPL named mod-RPL. The approach contemplates applications
executed over networks containing both mobile and static nodes. Thus, to attend to the routing
requirements, the mod-RPL configures all mobile nodes as leaves of the DAG created by RPL. Therefore,
mobile nodes are unable to send DIO messages and, consequently, be a parent of other nodes or perform
routing tasks. The operation of the static nodes is equal to the default RPL. However, mobile nodes
must not create or forward DIO messages, avoiding the creation of sub-DODAG and connection loss
with possible child nodes. All the others’ operations performed by mobile nodes (DIS and DAO
sending, parent selection, and rank computation) are done like in the default RPL. In the end, mod-RPL
regulates the transmission of control messages in the same way as the default RPL considering that the
mobility in healthcare applications is not high.
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Another routing solution for supporting mobile nodes in LLNs was proposed by Bouaziz et al.
in [78]. Based on RPL, the Extended Kalman Filter for Mobile RPL (EKR-MRPL) aims to reduce the
signaling overhead and energy consumption caused by constant changes of attachment points of
mobile nodes. EKF-MRPL assumes that MNs do not execute any routing task. Thus, MNs just send
and receive data from their preferred parent. EKF-MRPL operates following the basic concepts of RPL
to construct the routing tree and execute the message forwarding. However, the new approach gives
particular attention to the movement of MNs. This proposal is divided into three phases: movement
detection, reaction, and notification. During the first phase, when MN is sending data messages to
its Preferred Parent (PP), the PP should compute the RSSI for each packet received. Whether or not
the RSSI value degrades below a predefined threshold, PP identifies that MN is moving away and
should indicate it to find a new association node, i.e., a new PP. The current PP realizes this indication
using a DIS message (flag = 1). After receiving the indication, MN starts the second phase. During this
phase, MN should consider its direction and neighbor list to choose the new PP that can offer greater
linkage time. For this purpose, MN broadcasts DIS (flag = 2) messages requesting the reception of
DIO messages (flag = 1) from its static neighbors. After receiving DIO messages, MN should compute
the RSSI of each neighbor. The computed RSSIs are used by the Extended Kalman Filter (EKF) to
predict the MN movement trajectory. Posteriorly, MN should select its new PP considering its future
movement and start the third phase. In this last phase, MN should send a DAO message to notify
its neighbor that it was selected as the new PP. Furthermore, if possible, the MN should transmit a
DAO “no-path” message to its previous PP to inform the disconnection. Notice that, between Phases 2
and 3, the MN can stop the sending of data messages to avoid packet loss and energy consumption.
Hence, EKF-MRPL, through its movement prediction mechanism that allows MNs to select PPs with
greater linkage time, reduces the number of preferred parent changes, contributing to the reduction of
control message usage. Consequently, the protocol helps to reduce energy consumption and increase
packet delivery.
Aiming to provide mobile support to LLN with highly dynamic network traffic, Tahir et al.
proposed the Backpressure RPL (BRPL) [79]. BRPL, according to the authors, is the first routing
protocol for LLN that merges RPL and the concepts of backpressure routing [80] to provide support to
mobility and adaptability to various throughputs. As RPL, BRPL allows the use of multiple logical
topologies (multiple DAGs) that can be created according to different OFs. However, contrary to
RPL, each BRPL node maintains a queue of buffered packets for each DAG. Information such as
RPL rank, queue length, and maximum queue length are exchanged among the nodes using DIO
messages. Thus, each node that received a DIO message should update the information about the
packet sender in the neighbor table. In the packet forwarding, the link weight of each neighbor is
computed considering both its rank value and queue length. BRPL also uses a θ (theta) parameter to
represent the tradeoff among the variables employed in the link cost computation (length of queues
and rank of nodes). The θ value, which varies between zero and one, is dynamically adjusted by
the QuickThetaalgorithm. QuickTheta defines the θ value according to the congestion level and the
mobility of nodes. The congestion level is obtained by the ratio between the queue length of the
node and its maximum queue. The mobility of the node, defined as β and computed by QuickBeta,
is calculated in accordance with the changes in the neighbor table. Thus, the θ value is automatically
adjusted for different traffic loads and topology changes provoked by mobility. θ also defines the
switching of the routing strategy of BRPL. When its value is equal to one, BRPL realizes the packet
forwarding using only the objective function of RPL. Otherwise, when θ is nearest to zero, BRPL
tends to perform the forwarding task inspired by backpressure routing concepts. This dynamic
strategy allows BRPL to achieve a significant packet loss reduction as detriment of an increased
end-to-end delay.
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An energy-efficient and mobility-aware routing protocol based on RPL was presented in [81].
The proposal, named EMA-RPL, considers low power networks composed by static nodes and MNs.
To avoid the broken routes caused by the nodes’ movement, the MNs are always defined as a leaf in
the RPL tree. This feature prohibits MNs from performing the data message routing received from
other nodes. MNs send and receive data messages through a static node, named the Associated Node
(AN). Moreover, an AN is responsible for monitoring, predicting the movement, and defining a new
AN to the MNs. The EMA-RPL functioning is divided into three different phases: mobility detection,
reaction and prediction, and notification. The first phase is started when an MN moves away from
its AN. The AN performs monitoring and detects the movement of MN nodes based on the RSSI
value measured when data messages are received. If the measured RSSI is lower than a predefined
threshold, the reaction and prediction phase is triggered. In this phase, the AN sends control messages
searching for a new static node able to be used as the AN of the MN. When the new AN is found,
the notification phase is started to inform the MN. Thus, the previous AN sends a control message
to the MN informing about the change. After receiving this message, the MN should confirm the
message reception and perform the AN change on its routing table. By avoiding MN sending several
control messages monitoring its movements, EMA-RPL can reduce the energy and computational
resource usage of mobile devices. However, in a dense and high mobility scenario, this approach can
overload the static nodes and reduce the network performance. Furthermore, the proposal requires
several changes in the structure of RPL control messages, which can make the interoperability of the
EMA-RPL difficult with other approaches and the standard RPL implementation.
Table 3 presents a summary of the above-mentioned routing solutions for mobile nodes’ support.
4.4. Different Traffic and Mode of Operations’ Support
IoT/LLN applications can require the use of different data traffic patterns during its execution.
As an example, two nodes can exchange messages among them creating P2P traffic, and a few moments
later, both need to send data to a central node generating MP2P traffic. Furthermore, the central node
can send data messages to a specific group of nodes using multicast communication (or P2MP). Thus,
based on this requirement, the routing protocols should provide support for different traffic patterns,
preferentially permitting that all these can be used simultaneously.
The main feature of LOADng is P2P traffic support. However, the most significant limitation
of the protocol is the lack of efficient support for MP2P and P2MP. Seeking to reduce this drawback,
Yi and Clausen [82] proposed the LOADng Collection Tree Extension (LOADng-CTP). The introduced
improvement allows the LOADng to function as a proactive routing protocol and to perform the
creation of a routing tree for the collection of data messages from the leaf nodes to the root (similar
to what happens in the RPL). The LOADng-CTP introduces two new flags on the RREQ messages
(RREQ_TRIGGER and RREQ_BUILD) and a new HELLO message. At the begin of protocol functioning,
the root node floods the network using an RREQ_TRIGGER message (RREQ with the RREQ_TRIGGER
flag set to true) to indicate the interest in constructing the routing tree. The nodes that receive the
RREQ_TRIGGER answer it using the HELLO messages. Each receiver of a HELLO should set the
message sender as bidirectional on its routing set. After a predefined time, the root node floods
the network again using an RREQ_BUILD message (RREQ with the RREQ_BUILD flag set to true).
The receivers of an RREQ_BUILD verify whether the message was received from a neighbor set
as bidirectional, and if true, a new route entry to the root is inserted in the routing set. After this
procedure, the collection tree is built, and the upward traffic (MP2P) can be performed more efficiently.
Optionally, LOADng-CTP also permits the construction of a reverse path to facilitate the downward
traffic. For this, each node that receives an RREQ_BUILD should answer it using an RREP message.
Thus, LOADng-CTP overcomes one of the main limitations of LOADng, allowing it to support different
traffic patterns appropriately.
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Table 3. Comparison among the studied approaches for mobile nodes’ support.
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On the RPL, the supported traffic pattern is defined according to the utilized MOP, as described
in Section 3.2. However, the choice of ideal MOP to be adopted also involves the consideration of the
computational resources of the devices. Choosing the MOP with support to different traffic patterns
(i.e., storing MOP) can require more hardware capacity and prevent “weaker” devices from running
the protocol. In this case, a more reasonable solution could be to create a network with a different
MOP being executed by the nodes with different capacities and making the “weaker” nodes work
only as leaves. However, the presented scenario could face several interoperability problems once
control messages are used and processed differently according to the MOP. Furthermore, as indicated
on the RPL official document, each MOP should be adopted individually by the whole network.
Thus, considering the limitations that may emerge for the using of different MOP simultaneously,
Ko et al. have presented the DualMOP-RPL [83], an improved version of RPL that supports both
storing and non-storing MOP at the same time without reducing network performance. The protocol,
to reach this objective, introduces five different enhancements in the RPL. The first seeks to prevent the
network partition by allowing the “weaker” nodes, initially defined as leaves for running an MOP
different from the root, to work as routers. The second enhancement allows non-storing nodes to send
hop-by-hop DAOs, contrary to what happens in RPL, where non-storing nodes only send DAOs to the
root. Thus, storing mode nodes should process and store DAO messages received from storing and
non-storing nodes. The third and fourth enhancements suggest modifications in DAO message fields
and adaptations in their processing for both storing and non-storing nodes. Thus, the DAO message
can be fully and correctly understood by both modes, avoiding problems of ignoring fields. The fifth
enhancement, defined as optional, modifies a flag inside of DAO message to inform whether the
DODAG root uses storing mode or not. The information of this flag should be recorded in the routing
table of storing mode nodes to optimize the construction of downward routes. Thus, DualMOP-RPL,
with this set of improvements, enables the use of both storing and non-storing mode nodes without
decreasing the network performance and optimizes the use of computational resource devices.
Considering that the solution designed to allow the use of different MOP on RPL is more focused
on providing interoperability, Kim et al. [84] have proposed an improvement for enhancing the
support of RPL to diverse traffic. In their work, the authors realized several experiments with the RPL
protocol, identifying its performance decline in scenarios with downward traffic. Thus, a modification
of RPL was proposed, named DT-RPL (Diverse Traffic-RPL), for providing a stable bidirectional
communication among the network nodes. The approach explores the messages exchanged among the
nodes to deliver link quality information during downward packet sending. In default RPL functioning,
the nodes only update their link quality with an upward packet. Using DT-RPL, the downward packets
carry link quality information in a specific reserved space inside of the IEEE 802.15.4 MAC header.
Thus, the receiver of a downward packet computes the link quality and updates this information
about its parent. This mechanism makes the routing table updating faster and avoids the constant
triggering of global repair during the transmission of downward packets. Hence, DT-RPL makes
possible the use of different traffic patterns and also contributes to the packet delivery ratio increasing
and overhead control.
To overcome the problem existent in RPL related to dynamic load networks, Taghizadeh et al. [85]
proposed a new routing protocol called Context-aware and Load-balancing RPL (CLRPL). The protocol
aims to reduce the packet loss ratio and increase the network lifetime in LLN with heavy throughput
and highly-variable traffic. The CLRPL approach is divided into three parts. The first, named CAOF
(Context-aware Objective Function), is a new composed objective function that computes the rank of
each node based on ETX, residual energy in both the node and its parent, and the rank of the parent.
This information, which piggybacks on the DIO messages, is stored by the node in an array after being
received. After calculating the rank of each DIO sender based on the stored information, CAOF uses
an algorithm to sort the nodes by rank from best to worst. Thus, DIO with the best rank is broadcast
first to avoid the thundering herd phenomenon [86]. The second part is the Context-Aware Routing
Metric (CARF). CARF uses information about the status of the queue chain in the path, the rank of the
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node (computed using CAOF), and an index of network traffic dynamicity to obtain a value used in
parent selection. As in CAOF, the information used by CARF is carried in the DIO. The third part is a
parent selection mechanism that chooses the parent with the lower value computed by CARF. Whether
or not the two candidate parents have the same CARF value, the mechanism selects the parent with
the lower number of children nodes. The three parts are directly linked and exercise cooperative work.
Thus, by considering the workload of the paths together with energy and link quality information,
CLRPL can reduce energy consumption and improve the packet loss rate.
The routing solutions to support different traffic and MOP discussed above are summarized in
Table 4.
4.5. Energy Efficiency and QoS Support
Reliability for data message sending and acceptable latency are requirements of all IoT
applications. Due to power restrictions of various IoT devices, it is required that the packet sending
task can be executed with the shortest energy expenditure possible. Therefore, a feasible QoS (Quality
of Service) and reasonable energy consumption are considered as the most crucial features for all
routing protocols for LLNs. Thus, in [87], Ancillotti et al. designed and developed a new cross-layer
implementation of RPL, seeking to improve the data transmission reliability. The proposed solution,
named RPLca+, is composed of two specialized libraries, the first for link quality estimation and the
second for neighbor table management. The goal of the first library is to optimize the RPL operations
through a hybrid link-monitoring framework to estimate the link quality with low overheads. Thus,
the link quality library is composed of three methods of link quality estimation that are dynamically
activated according to the information of the node and the characteristics of the link. The second library
consists of a set of techniques for the management of neighbor tables. These techniques describe policies
for insertion and replacement of entries in the RPL and IP tables seeking to manage better the neighbor’s
information considering the memory limitation of the network nodes. Furthermore, the proposed
implementation provides a synchronization mechanism between the RPL and IP neighbor tables to
improve the consistency of the stored information. This synchronization is done in a unidirectional
way in which the inserts and replacements realized in the RPL table are reflected in the IP table, but are
not contrary. Finally, it is important to note that the proposal is interoperable with the default RPL
implementation since it does not change the RPL control message fields.
A routing metric based on the transmission delay and remaining energy was proposed in [53],
titled QoS_RPL (Quality of Service RPL). The authors used an Ant Colony Algorithm (ACO) [88]
seeking to better fulfill the requirements of energetic efficiency and QoS in LLNs. During routing
protocol functioning, the information about energy and delay are piggybacked on the control messages.
This information is computed and updated by each node that receives a packet. Furthermore,
the approach uses the pheromone (of ACO) as a metric in the process of route selection. The pheromone
information is updated whenever a route is used to forward a data packet, realizing the process of
path reinforcement. Thus, the most used paths tend to be better evaluated by the proposed approach.
However, the authors also implemented negative reinforcement to prevent the use of suboptimal
routes and allow the adoption of other possible, better paths. The QoS_RPL has presented the capacity
of reducing the delay and consumed energy. Nonetheless, the packet delivery ratio has shown a slight
reduction compared with RPL using the ETX metric.
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Table 4. Comparison among studied approaches for different traffic and MOP support. CTP, Collection Tree Extension.
Proposal Base Protocol Objectives Description Strengths Weaknesses Target Applications
LOADng-CTP [82] LOADng




features in LOADng for
creating a bidirectional
routing tree
- Significantly reduces the
overhead and latency of LOADng
in MP2P traffic
- Easy implementation over
LOADng core
- Introduces extra fields on
default LOADng messages and
a new HELLO message
- Implementation requires new
data structures that can
increase the memory usage
- Not specified
DualMOP-RPL [83] RPL










- Solves interoperability problems
existent between the two MOPs
- Increases the complexity of
control messages’ processing
- Modifies the structure of the













- Improves the RPL performance
during downward-centric
communication
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changes in the default RPL
- Does not consider energy
information for load balancing
- Can present limitations in











and link quality in the
parent selection process
- Uses relevant information in the
parent selection
- Reduces the changes of the
preferred parent
- Reduces energy consumption
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- Requires an extra memory
consumption and
message sorting
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A novel proposal for improving the network energy balancing seeking to maximize the lifetime
of nodes was presented in [49]. The approach is based on RPL, and the authors focused on the creation
of a routing solution that considers the estimation of energy consumption. Using a mechanism to
measure the Expected Lifetime (ELT) of nodes and exploring multipaths, the proposed approach
tries to avoid the use of bottlenecks (nodes with less energy) and equalizes the power consumption.
Each node should compute its ELT based on the traffic expectation generated by itself and its children,
the possible necessary retransmissions, the time during the transmissions, and the transmission power
of its radio. The authors also suggested the use of a mechanism to limit the parental exchange. Thus,
the quantity of a control message is reduced, contributing to fewer transmissions and energy depletion.
Qiu et al. proposed the ERGID (Emergency Response IoT based on Global Information Decision),
a routing protocol that aims to provide both an efficient emergency response and reliable data
transmission for IoT applications [89]. The proposal is based on two different mechanisms. The first,
the Delay Iterative Method (DIM), classifies the nodes of a candidate route according to a global delay
estimation. This mechanism is used to mitigate the problem of ignoring a valid path. Furthermore,
DIM seeks to ensure real-time communication for emergency response applications and performs
periodical updates in the routing table. The second mechanism, called Residual Energy Probability
Choice (REPC), enables the use of residual energy information during the process of next node
selection to forward a message. Thus, through the composition of these mechanisms, ERGID gives a
low end-to-end delay (provided by DIM) and an efficient energy consumption distribution (supplied
by REPC).
A Neighbor Disjoint Multipath scheme attached to the LOADng routing protocol (LOADng +
NDM) was introduced in [90]. The proposed scheme seeks to reduce the problems caused by local
node failures and a lousy channel condition in specific areas. During its functioning, LOADng + NDM
first creates a primary path between the source and destination nodes, which is frequently the shortest
route. In sequence, the scheme tries to build a set of backup paths. These alternative routes need to
attend to some requirements, such as: none of its nodes can compose the primary path, except to source
and destination nodes; and none of its nodes can be a neighbor of the nodes that form the primary
path, except to source and destination nodes. Using this approach and considering applications with
P2P traffic, LOADng + NDM can overcome the default LOADng regarding throughput and latency.
It is also important to emphasize that the proposed neighbor disjoint multipath scheme can be used
with different routing protocols, including the well-known RPL.
A framework for co-operating with routing protocols and providing QoS and energy efficiency
for IoT networks was presented in [91]. Considering IoT scenarios that merge RFID and IEEE
802.15.4 devices, the proposed solution presents two mechanisms to improve the performance of
both the routing protocol and the RFID tag-reading process. The first mechanism, named the Fuzzy
Q-Algorithm (FQA), is a tag anti-collision protocol especially developed for IoT scenarios in which
the tag reading process is realized for LLN devices equipped with RFID readers. FQA uses a fuzzy
system to adjust the Q value [92] dynamically according to the tags’ density and improve the reading
process, making it faster and reliable. The second mechanism, called the Fuzzy System-Based Route
Classifier (FSBRC), is a fuzzy system designed for joining four routing metrics (node energy, hop
count, tags’ density, and LQI) and defines a unique value that determines the route quality. The FSBRC
uses the routing protocol control messages for transporting the metrics, which after being received,
are used in the path quality computation. The nodes should select the path with higher route quality
value to forward the data packets. Thus, the framework integrates both mechanisms to enhance
the performance of IoT networks with heterogeneous devices and different wireless technologies.
In the paper, the authors applied the proposed approach in the Directed Diffusion (DD) [93] routing
protocol. However, they emphasized that the solution can be used with different protocols such as
RPL and LOADng.
Sasidharan and Jacob [94] have proposed a new routing metric and a multipath forwarding
mechanism for LOADng aiming to improve the network energy efficiency, load balancing, and data
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message exchange reliability. The introduced composite routing metric, named LRRE, is based on
three primary metrics: hop count, residual energy, and live routes. LRRE uses different parameters to
allow the adjustment of the influence of each primary metric in the route value computation. Thus,
α, β, and γ are used to tune the weight of residual energy, live routes, and hop count, respectively.
Each weight is multiplied by its corresponding primary metric, and in the sequence, all the values
are summed to obtain the LRRE value. The computed value is carried inside of default LOADng
control messages (RREQ and RREP), not requiring additional fields. Hence, the cost of a path is the
sum of the received LRRE value inside the message plus the value computed by the node. In addition
to LRRE, the authors have also proposed adaption for LOADng that allows a node to create more
than one route to the same destination. Thus, in the proposed functioning adaption, when an RREQ
message is received, the node checks if the number of existing paths to the RREQ originator is lower
than three. If true, a new route is added to the routing table. Otherwise, if the route indicated by
the received RREQ is better than the one already existent, the new route should replace it. Finally,
the authors’ proposal also included a new Weighed Forwarding (WF) mechanism to allow the routing
of data messages through the paths with the best LRRE values. The proposed set of improvements
allows LOADng to construct multiple paths to a unique destination and provide load balancing and
reliability in the message exchange process. However, this approach can increase memory usage and
affect the network scalability, restricting the proposal adoption in large-scale IoT applications.
Due to implementation costs, it is expected that in several IoT scenarios, not all devices can have
the capacity for direct communication with the Internet. In this case, the nodes without this capacity
can use Internet-Connected (IC) devices as a gateway (or bridge) to communicate with external services
and applications. Based on this specific heterogeneous IoT scenario, Sobral et al. [95] have proposed
LOADng-IoT. The proposal introduces a new route discovery mechanism for the nodes to find IC
nodes automatically without the need for a predefined gateway configuration. Thus, a node that wants
to find a device to use as its gateway (i.e., an IC device) uses an RREQ-IoT message. The RREQ-IoT is
broadcast and forwarded as a normal RREQ from default LOADng. However, the RREQ-IoT does
not have a specific destination and can be replied by any device with an Internet connection in the
network. When an IC node receives the RREQ-IoT, an RREP-IoT message is generated and sent to the
request originator. The RREP-IoT is forwarded through the reverse path created by the RREQ-IoT until
its destination. Each intermediate node that receives the RREP-IoT should add the message originator
as a gateway to the Internet. Thus, in case there is a future need to send the message to the Internet,
a path to an IC device is already known. LOADng-IoT also introduces a route cache mechanism to
reduce the overhead of the route discovery process and a new error message used to inform when an
IC node has lost its Internet connection. Thus, the proposal allows LOADng to better attend to the
requirements of the QoS and energy efficiency needed by several IoT applications.
Table 5 shows a summary of studied solutions for energy efficiency and QoS support in
IoT/6LoWPAN networks.
4.6. RPL Objective Functions
The RPL protocol uses objective functions to determine the network topology and the process
of preferred parent selection. In its RFC document, RPL does not mandate the use of a specific OF
and suggests that this choice should be made based on the application requirements. However, IETF
has defined two initial OFs, OF0 and MRHOF, which can attend to simple routing requirements.
Nonetheless, these OFs can present some limitations, e.g., they do not consider energy information
during route selection. Thus, several works have proposed alternative OFs for RPL considering
different routing metrics.
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Table 5. Comparison among studied approaches for energy efficiency and QoS support.
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Table 5. Cont.
Proposal Base Protocol Objectives Description Strengths Weaknesses Target Applications
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The Energy-Aware Objective Function (EAOF) was introduced in [96]. EAOF seeks to increase
the network lifetime and reliability of Biomedical Wireless Sensor Networks (BWSN). According to
the authors, a BWSN should be able to work without human intervention for an extended period to
further require reliable levels of QoS and efficient energy consumption. Thus, EAOF uses ETX and
Remaining Energy (RE) to compute the best path to the root node aiming to satisfy the requirements of
BWSN. EAOF performs the best parent selection in three steps and using two configurable parameters:
MAX_ETX and MIN_ENER. In the first step, the proposed OF uses MAX_ETX as a threshold to define
the maximum value that a potential parent should have to be considered in the next step. Thus, a node
only can be considered as a candidate to be the best parent if it has an ETX value to the sink lower
than MAX_ETX. In the next step, EAOF compares the rank of the candidate with the rank of the node.
In the last step, the node with the highest RE is selected. EAOF introduces some hysteresis through the
MIN_ENER parameter. Hence, a potential node only should be selected as the new preferred parent if
the difference between its RE and the RE of the current parent is higher than MIN_ENER. This way,
EAOF seeks to select the preferred parent with lower ETX and higher RE.
Some approaches do not propose a completely new OF, but improve how the rank of the nodes
is computed, introducing a new routing metric. In [97], the authors proposed an additive composite
metric called the Lifetime and Latency Aggregatable Metric (L2AM). L2AM aims to provide balanced
energy consumption considering the reliability of data transmission along the path. To this end,
the proposed routing metric merges a link reliability metric (i.e., ETX) with a new energy consumption
metric termed Fully Simplified Exponential Lifetime Cost (FSELC). FSELC represents the power cost
that each node needs to pay to send a message. During the RPL functioning, the nodes use DIO
messages both for transporting information about the metrics and for informing the L2AM value
computed for each neighbor. The L2AM value must be summed along the path to obtain the overall
route cost. When a node needs to send a packet to the root, it should select the path with the lowest
summation of L2AM. Thus, the proposed metric allows the node to use routes that are reliable and
energy efficient.
A fuzzy-based OF was presented in [74,98]. The proposed OF-FL (Objective Function Fuzzy
Logic) aims to create a robust OF that can fulfill different routing requirements through consideration
of several network metrics. In the work, the authors highlighted that only one, or a simple combination
of, routing metrics cannot be sufficient to create a reliable path between a sender and a receiver. Thus,
OF-FL uses a fuzzy system to combine four primary routing metrics (end-to-end delay, hop count,
link quality, and node energy) and obtain a value that indicates the quality of a neighbor. As any OF,
the information used to compute the rank of nodes piggybacks onto DIO messages. Hence, the nodes
that receive a DIO execute the fuzzy system for computing the rank of the message sender neighbor.
After, looking for the set of neighbors and its respective qualities, the OF-FL selects the best preferred
parent based on the application requirements. Thus, OF-FL permits RPL, considering different network
aspects during the route construction phase.
Another fuzzy-based OF was introduced in [99]. The proposal sought to merge different routing
metrics to optimize QoS and energy consumption. The FUZZYOF combines three routing metrics,
which are the delay, ETX, and energy, to obtain a fourth value termed quality that represents the path
cost. Delay is the average time it takes for a packet to reach its destination. ETX, as already introduced,
is the expected number of transmissions for a message to be delivered successfully. The energy
metric expresses the lowest energy level among the nodes that compose a path. Different from the
previously-presented OF-FL, FUZZY OF obtains the quality of a route using two fuzzification processes.
The first considers the two metrics: delay and ETX. As a result of the first process, an output called
QoS is produced. This QoS output, together with the energy metric, are the two inputs of the second
fuzzification process, which provides the path quality value. Notice that the result of both fuzzification
processes is a maximizable value. Thus, the node should select, as its preferred parent, the neighbor
candidate with the highest quality value. In FUZZY OF, the rank value of a node is obtained through
Chapter 2. Routing Protocols for Low Power and Lossy Networks in Internet of Things
Applications
41
Sensors 2019, 19, 2144 30 of 40
the sum of the rank of its preferred parent with respective computed quality. Thus, the proposed OF
allows RPL to construct a routing topology considering both QoS and energy aspects.
Araujo et al. [100] also adopted fuzzy systems to design a new set of context-aware objective
functions for RPL. The authors aimed to provide a solution that can dynamically adjust its functioning
to better attend to the requirements of the applications. Thus, they defined four Delivery Quality- and
Context-Aware Objective Functions (DQCA-OF) considering the metrics of ETX, consumed energy,
and the number of hops. A priority level was also defined for each metric used in DQCA-OFs. As an
example, DQCA-OF1 was designed with the additive combination of the routing metrics ETX and
number of hops. Each one of these metrics has a priority level that varies among high (1), medium (3),
and low (5). Thus, the DQCA-OF proposal stored the routing needs of applications inside a database
to adjust the priority level of metrics according to the requirements of each scenario. The authors also
proposed a fuzzy system to combine the metrics of DQCA-OFs, alternatively. Thus, for each DQCA-OF
exists a DQCA-OF (FL) that merges the routing metrics using the proposed fuzzy system to classify
the routes. Therefore, the authors created a set of eight OFs that can be dynamically chosen according
to the IoT application requirements for improving energy usage and QoS.
An objective function, developed for a specific implementation of RPL for Agricultural LLNs
(A-LLNs), is presented in [101]. The Scalable Context-Aware Objective Function (SCAOF) introduces
context-aware features in RPL to fulfill the QoS requirements of A-LLNs. The proposed OF combines
Link Color Object (LCO) metrics and an additive metric composed of ETX and RE (remaining energy).
The LCO is used to propagate information about the links, such as workload, hardware, and availability.
The RE metric is an additive metric that represents the average remaining energy of the nodes that
compose a path. All this information is obtained locally by the nodes or exchanged using DIO
messages. To select its preferred parent, a sensor node seeks its parents with the appropriated LCO,
and afterwards, it chooses the one with the lowest second metric (composed of ETX and RE). Next,
the node should compute its rank based on ETX and RE and subsequently forward it to its neighbors.
Hence, SCAOF provides the combined use of several routing metrics to fulfill the requirements of
A-LLNs, mainly QoS and energy efficiency.
Gozuacik et al. [102] proposed the Parent-Aware Objective Function (PAOF), an objective function
that aims to offer network load balancing for LLNs. PAOF uses both ETX and parent count to perform
the rank computing and preferred parent selection. The parent count metric represents the number
of potential preferred parents of the node. These two metrics are combined in a lexical way. In the
comparison between two candidate nodes, PAOF first verifies the ETX modular difference between
them. Whether it is smaller than MinHopRankIncrease or not, the node should select the best parent
to be the candidate with the lowest parent count. MinHopRankIncrease is a default variable value
of RPL that defines the minimum value increased in the rank for each parent of the node. Thus,
although PAOF considers two routing metrics, the primary decision is based on the ETX, the second
metric being used just in case of a significant difference among ETX values of candidates nodes.
The main features of the OFs studied during this subsection are shown in Table 6.
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Table 6. Comparison among studied RPL objective functions. L2AM, Lifetime and Latency Aggregatable Metric.
Proposal Base Protocol Objectives Description Strengths Weaknesses Target Applications
EAOF [96] RPL - Provides energy
efficiency and balance
- Lexical composite OF
based on ETX and
remaining energy
- Increases the network lifetime
- Easy implementation








- Additive composite OF
based on energy
and ETX
- Compatible with default RPL
- Easy implementation
- Improves network lifetime
- Packet delivery ratio is
not studied - Not specified
OF-FL [74,98] RPL
- Provides a configurable
routing decision with a
fuzzy system





- Routing decisions are made
considering different
network aspects
- Presents improvement in the
end-to-end delay, network
lifetime, and packet loss ratio
- Implementation of a fuzzy
system can extend the
memory usage
- The definition of fuzzy
parameters is not trivial and
can strongly affect the
network performance
- Not specified
FUZZY OF [99] RPL - Improves the QoS of RPL
using fuzzy systems
- OF based on fuzzy
systems that mix energy,
delay, and ETX
- Reduces the packet loss ratio
- Reduces the end-to-end delay
- Implementation of a fuzzy
system can extend the
memory usage
- The definition of fuzzy
parameters is not trivial and




- Attends to the routing
requirements of various
IoT applications
- Set of OFs based on




- Can change its features in
running time to attend to the
routing requirements
- Improves network QoS
- Implementation of a fuzzy
system can extend the
memory usage





applicability of RPL in
agricultural LLN,
providing QoS
- Additive and lexical
composite OF based on
energy, link color,
and ETX
- Performance evaluation realized
in a real testbed
- Allows the extension of
network lifetime
- Increases network reliability
and efficiency
- Complex approach




PAOF [102] RPL - Provides load balancing
- Lexical composite OF
based on parent
number and ETX
- Distribution of work load
of nodes
- Increases the network lifetime
- Does not consider node
energy information - Not specified
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5. Discussion, Lessons Learned, and Open Issues
The last section presented the most relevant and recent approaches for improving the performance
of routing layers in IoT/LLN networks. At the end of each subsection, comparison tables summarizing
the most relevant characteristics (strengths and weaknesses) of the described protocols were included.
Thus, it was possible to observe several relevant aspects of the current approaches.
The studied routing solutions for LLNs are, in general, based on the RPL routing protocol. This is
justified due to RPL being an already consolidated and well-known solution. Furthermore, RPL,
can initially better attend to the routing requirements presented by IETF when compared to other
standard routing protocols. Furthermore, some approaches use solutions based on the combination
of RPL with other already existent proposals. These approaches seek to solve the RPL drawbacks
with the benefits of other previously-known proposals. Although these approaches can improve the
standard RPL, the final algorithm tends to be long and complicated, requiring a higher storage and
processing capacity of the nodes. According to the results presented in each work, the majority of the
studied solutions can improve the packet delivery rate (or decrease the packet loss) and reduce energy
consumption. Thus, it is clear that the RPL has various problems with packet delivery reliability and
energy efficiency.
The broad adoption of RPL makes the most recent approaches attempt to overcome the existing
limitations in the IETF routing standard. The costly support to P2P communication, provided by RPL,
motivated the creation of new approaches such as P2P-RPL and AODV-RPL. These are, as well as
LOADng, inspired by AODV. However, the inclusion of a reactive mechanism into RPL can increase
the control message overhead and contribute to the increase of energy consumption. As alternatives,
other solutions for P2P support improvement are based on geographic routing. These proposals tend
to reduce the control message overhead and provide scalability, a critical requirement for several IoT
applications. However, the necessity of location-aware nodes (e.g., equipped with GPS) can make its
adoption very expensive.
Another feature defined continuously as a requirement of LLN applications is the support to
multicast transmission. Industrial, home automation, and urban and building applications (as shown
in Section 2) can present the necessity of realizing transmission for pre-defined groups of nodes. MPL,
SMRF, ESMRF, and most recently, BMRF, are the main approaches to allow devices with limited
computational resources to perform multicast transmission with high reliability and low energy
consumption. However, these solutions tend to execute coordinated floods of messages or present
cross-layer approaches. Such characteristics make their adoption costly regarding packet overhead
and, in the case of cross-layer approaches, cause the dependency of using a specific MAC protocol [103]
and the increasing end-to-end latency.
A considerable part of the current and future IoT/LLN applications admits the use of mobile
devices. However, when neglected, the topology changes provoked by the movement of the nodes
can cause strong adverse effects in network performance. Thus, mobile nodes support emerges as a
requirement for all groups of IoT applications. As the current version of RPL does not present robust
support for mobility, several works have been introduced to overcome this limitation. The approaches
are very diverse and range from the use of merging RPL with another already existent solution to
the adoption of movement prediction mechanisms. Although these approaches can improve mobility
support when compared with RPL, they usually increase end-to-end latency and require extensions in
the routing tables or increase the control messages’ length.
The variety of IoT applications is unbounded, as well as its requirements of throughput and
traffic flow. The main drawback of LOADng is the weak support of MP2P traffic. To surpass this
limitation, LOADng-CTP introduces new features to allow protocol to work based on collection
tree routing. In contrast, RPL presents four different kinds of MOP that can be adopted, one at a
time, according to the traffic requirements of the application and hardware of the devices. However,
some applications could take advantage of using more than one MOP to improve their operation or
to allow new functionalities. Thus, a dual-MOP solution was proposed to attend to this necessity.
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Furthermore, IoT applications can change their traffic pattern and load according to specific events or
times. These requirements have motivated the creation of DT-RPL and CLRPL. These solutions can
offer a robust self-adjustment capacity to attend to applications’ requirements. In contrast, the protocol
complexity, size of control messages, and latency can be widely increased. In the same way, a higher
hardware capacity of devices is required.
Energy efficiency and QoS are requirements of the majority of IoT applications. Thus, LLN
routing solutions should provide reliability for packet delivery with low latency and efficient energy
consumption. The current proposals try to meet these necessities by using cross-layer approaches,
multipath solutions, and computational intelligence algorithms, among others. The literature also
presents solutions based on protocols different from RPL, such as ERGID, LOADng + NDM, LRRE +
WF, and LOADng-IoT. Usually, OFs for RPL are proposed to attend to these same requirements.
The studied OFs can improve the performance of RPL when compared with the standard OFs
(e.g., OF0 and MRHOF). The OFs that consider a higher number of routing metrics tend to have
better results. However, the implementation of a composed metric may not be trivial. Some
solutions use fuzzy systems to perform the composition of routing metrics as an alternative to the
conventional lexical and additive methods. Although fuzzy system-based OFs allow domain experts
to be able to map their experience and decision-making processes to define the quality of a path,
their implementation tends to be complex and requires more computational resources compared with
traditional composition methods.
The presented discussion about the studied routing solutions has identified that the main
constraints of the current routing solutions are the increment of algorithm complexity, the extension
of message length, the increment of the use of control messages, and the implementation overheads.
Furthermore, the majority of current solutions are evaluated employing computational simulations.
Although simulations allow a higher variation of scenarios and number of nodes, their results may
not represent the real performance of the approach. Beyond that, the current approaches designed for
specific applications do not consider the routing requirements presented by IETF and RoLL for each
application group. Although these considerations are not mandatory, it is important to note that they
can represent the right direction towards a satisfactory functioning of a routing solution.
The development of routing solutions that can provide a stable service for the application layer
of the IoT network is not an easy task. The different application requirements demand an acceptable
trade-off among the various aspects of the network. Thus, some open issues and guidelines suggested
for consideration in the creation of new approaches are as follows:
• Considering devices’ heterogeneity: The current routing solutions are, usually, designed and
evaluated considering just one or two kinds of devices. However, one of the first assumptions
of IoT applications is the interoperability among heterogeneous devices. Different hardware
configurations can affect the performance of routing protocols and the rate of message processing.
Thus, it is critical that the development of a routing solution for IoT be conducted considering the
diversity of hardware devices.
• Seek a satisfactory trade-off among the network aspects: As mentioned in the course of this
work, the requirements of the 6LoWPAN routing protocol can vary according to the applications.
Some applications can demand reliability, while others want energetic efficiency. However,
the requirements of applications are frequently concurrent among them. As an example,
the improvement of the network load balancing can affect the end-to-end delay negatively.
Thus, routing solutions must seek a satisfactory trade-off among the concurrent requirement of
the applications.
• Robust solutions with low complexity: The approaches currently presented seek to cover
drawbacks, improve the weaknesses of an existent solution, or attend to as many requirements
as possible. However, the design of an enhanced or “perfect” solution can generate unexpected
results. With the increment of algorithm complexity, devices can be overloaded, causing a
decrement to the network performance. With this, the approach needs to be robust to consider all
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the relevant requirements in the scope of the applications and, at the same time, be simplistic and
light for execution in devices with low computational power.
• Consider the IETF’s recommendations: Although the consideration of the IETF specifications is
not mandatory, several efforts were demanded to define the routing requirements for the different
types of IoT/6LoWPAN applications. When considering the study approaches in the overview
of this work, the routing solutions developed for specific applications do not consider IETF’s
recommendations. The consideration of IETF’s guidelines can allow the proposal for a satisfactory
behavior, high acceptability, and the future standardization of the solution.
• Interoperability with base protocols: The majority of studied routing solutions are based on
already existent routing protocols. Thus, they use almost all the structure of the base protocols
as RPL and AODV. However, a small number of current approaches provide support and
interoperability with the protocol on which they are based. This gap makes the adoption of
these new solutions difficult in an already functioning IoT network, because it would require
updating the firmware of the nodes. Thus, it is recommended that new solutions can interact
with the base protocols, allowing the coexistence of both in the same network. A way to attend
to this requirement is by avoiding significant changes in the fields and processing the mode of
control messages.
• Compatibility of existent OSs and boards: The current state-of-the-art presents a large set of
boards (Arduino, WSN430 open node, M3 open node, TelosB, Zolertia Z1) that are constantly
used in IoT scenarios. In recent years, several Operation Systems (OS) [104,105] were especially
developed for the IoT context, e.g., Contiki OS [70] and RIOT OS [106]. It is desired that the
new routing solution can be executed by the most recent adopted boards and OS for IoT. To this
end, the proposal should be exhaustively tested through emulation, simulation, and real testbeds
(although this can be expensive). The RENODE
TM
[107] can be helpful to reach these features.
• Make available and reproducible proposals: Although it is possible to find several routing
proposals in the literature, the number of these that can be entirely reconstructed and studied is
low. Commonly, the routing solution proposals are superficially described, and many details are
suppressed. Thus, it is difficult to perform an accurate reproduction of the presented approaches.
Providing flowcharts, algorithms, message structures, and mathematical equations helps the
proposal to be better understood and makes it implementable. Because of this, the approach can
be considered for comparison with another proposal or utilized for real IoT application. It is
also essential to show a full description of the testbed or simulation parameters to allow a fair
comparison among the solutions. It is desirable that future approaches can make public their
implementations, simulation scripts, and trace logs, whenever possible.
• Self-adaption to the application context: Some applications can present different needs according
to the time or type of data message. As an example, at a given time, an application can require
low latency and may continue to need high reliability or lower energy consumption. Thus,
routing solutions should self-adapt to the temporary context of applications. This feature can be
obtained with the creation of cross-layer solutions in which the application layer indicates their
particularities to the routing layer. However, it is important to highlight that some application
can never require this characteristic. In this case, they can adopt a straightforward approach.
6. Conclusions
The creation of the 6LoWPAN working group by IETF allowed the development of a solution
to provide the use of IPv6 over low power devices. This contribution boosted the emergence of IoT
applications. However, since the definition of LLNs, the routing in the networks with low power
devices is considered a significant challenge. Seeing the importance of studying appropriate routing
solutions, IETF created the RoLL working group. Initial conclusions of a study developed by the
new working group showed that the existent IETF standard routing protocols were unable to provide
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the routing requirement of LLNs. Thus, RoLL began the development of a new routing solution
considering the specificities identified by the group for different LLN applications.
Although the RoLL working group has defined RPL as the standard routing protocol for LLNs,
several works have shown that the solution presents severe limitations and drawbacks. Thus, various
new solutions studied in the course of this document have emerged in recent years trying to mitigate
the existent routing issues. The currently-proposed enhancements are designed, in general, to solve
problems related to P2P and mobility support, multicast data forwarding, energy efficiency, and QoS
improvement. However, it is important to note that these new routing solutions are for the IoT/LLN
network, as they are not limited to RPL enhancements. LOADng and its advances have emerged as a
potential solution, especially for P2P communication, though it is much less studied than RPL in the
recent literature.
The comprehensive analyses and discussions about the studied routing strategies have allowed
the identification of the evolution of state-of-the-art solutions. However, it is also possible to point
out various limitations of current proposals, which shows that they are still unable to fulfill the IoT
routing requirements feasibly. Finally, several research directions and guidelines were presented for
consideration in the design of new proposals.
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A B S T R A C T
Internet of Things (IoT) has emerged as a new paradigm that allows different objects interconnection to create
new smart services and applications. In this sense, key features such as traceability, unique identification, energy
efficiency, heterogeneity of devices, scalability and ubiquity, are necessary at the network structure for efficient
performance of IoT applications. As a single technology, it is not capable to provide all these features, then,
the integration of Wireless Sensor Networks (WSNs) and Radio Frequency Identification (RFID) arises as an
important approach for these solutions. In this paper, a framework aiming to provide the network features
required for IoT applications is proposed, considering the challenges that comes from the integration of these two
technologies. In this framework, two components are considered, the Fuzzy Q-Algorithm and the Fuzzy System-
Based Route Classifier. The former comprises a fuzzy system to enhance an anti-collision protocol for RFID, and
the latter is a fuzzy system that classifies routes and assists routing protocols in applications that use WSNs and
RFID. Experiments show that framework provides the following benefits: improves the performance of RFID tags
identification, lowers packet loss rates, decreases the nodes energy consumption, and shows improvements in
network load balancing. Moreover, these benefits provide greater energy efficiency and quality of service for IoT
applications.
1. Introduction
Internet of Things (IoT) is considered the biggest revolution in the
industry of information and communication technologies by letting the
pervasive presence of a variety of things/objects (Radio Frequency Iden-
tification tags, henceforth named RFID tags, sensors, actuators, smart-
phones, etc.) in a network, which are able to communicate and interact
with each other without human intervention in order to cooperate on
a common purpose (Al-Fuqaha et al., 2015; Stankovic, 2014; Gandotra
et al., 2017). In order to turn the IoT paradigm a reality, it is necessary
that network structure supports some key features, such as (Miorandi
et al., 2012): heterogeneity; scalability; energy optimization; minimiz-
ing costs, features such as self-organization, self-adaptation, and self-
* Corresponding author. National Institute of Telecommunications (Inatel), Av. João de Camargo, 510 – Centro, 37540-000, Santa Rita do Sapucaí, MG, Brazil.
E-mail addresses: jose.sobral@it.ubi.pt (J.V.V. Sobral), joeljr@ieee.org (J.J.P.C. Rodrigues), ricardoalr@ufpi.edu.br (R.A.L. Rabelo), jose.correia@live.estacio.br (J.C. Lima Filho),
natanaelsousa@ufpi.edu.br (N. Sousa), harilton@edu.unifor.br (H.S. Araujo), raimir@unifor.br (R. Holanda Filho).
reaction; privacy, security, and quality of service (QoS). To this end,
two technologies are considered to play an important role on IoT (Atzori
et al., 2010; Sheng et al., 2013; Agrawal and Das, 2011), RFID and Wire-
less Sensor Networks (WSNs). In particular, RFID provides platforms to
identify every object in IoT environments (Fernández-Caramés et al.,
2016; Bashir et al., 2017). On the other hand, as the smart objects can
sense physical objects and the environment, WSNs should be responsi-
ble for data acquisition from the surroundings (Lin et al., 2017).
The integration of RFID and WSN technologies constitutes a promis-
ing solution to explore improved performances and new applications
for IoT (Díaz et al., 2016; Al-Fuqaha et al., 2015). However, it stills
some challenges to be overcome in order to achieve full integration of
these two technologies into the so-called RFID-Sensor Networks (RSN),
https://doi.org/10.1016/j.jnca.2018.01.015
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and comply with the required characteristics for IoT applications.
The authors in (Mainetti et al., 2016) propose an IoT smart parking
system application that uses the integration of different technologies
(among these RFID and WSN) to collect, in real time, information about
the use of parking space. The proposal uses a 6LLR (6LoWPAN Router
Reader) node that combined with a 6LoWPAN node with an RFID tag
reader. The results demonstrate the great potential of the proposal but
were not realized studies to verify the performance of the network cre-
ated.
In (Alfian et al., 2017) the authors present a proposal of integration
between RFID and WSN for an e-pedigree food traceability system. The
RFID system is responsible for tracking and identifying the products
while WSN is used to collect environmental data. The integration of
RFID and WSN happen in a web service that receives data from both
technologies. Thus, RFID and WSN are not combined in a unique device.
The authors have analyzed the network performance and noted that
the proposed system is scalable, but the RFID network results are fully
independent of the WSN results once they run separately.
A framework to provide tolerance to delays and optimized deploy-
ment of nodes in RFID-Sensor Networks (RSN) for IoT applications is
proposed in (Al-Turjman et al., 2013). This framework considers two
components that group different types of nodes and performs data rout-
ing. This routing technique is tolerant to delays. However, it does not
consider the energy levels of the nodes and the quality of routes. In
(Yang et al., 2007), the authors propose an integration model of RFID
with WSNs, which maximizes the number of RFID readers. Therein
the RFID readers are equipped with transducers that enable multi-hop
wireless communication among readers and a sink node. The results
obtained by simulation show greater load balancing. However, no met-
ric includes the packet loss rate or the interference levels caused by the
increased number of readers/transducers. Thus, the range of applica-
tions for this model is reduced, as the network cannot sense environ-
mental data. In (Andreou et al., 2014), the authors present KSpot+, a
distributed framework for WSNs that seeks to decrease the inefficiencies
of data reception and transmission, and reduce the packets size and the
number of packets exchanged in the network. The framework is com-
posed of three components that construct a balanced network topology,
control the time of the sensor nodes monitoring, and facilitate the use
of advanced queries. The performance evaluation results show that this
framework can reduce the energy consumption and increase the net-
work lifetime. Finally, in (Rajesh, 2013), a model of integration of WSN
and RFID systems with active tags is designed for patients monitoring in
hospitals. These active tags capture information from a patient, such as,
body temperature and heart rate. However, this work does not investi-
gate measurements of the prototype performance.
This paper proposes a framework suitable to provide relevant net-
work features required for IoT applications. This framework is com-
posed by two main components, namely, Fuzzy Q-Algorithm and Fuzzy
System-Based Route Classifier. The former comprises a fuzzy system to
integrate an anti-collision protocol for RFID, which improves the tags
reading system turning it faster and more efficient. The latter comprises
a fuzzy system to classify routes and assist routing protocols in appli-
cations that use WSN and RFID, which increases the performance of
data exchange between nodes by reducing the packet loss rate, the load
imbalance, and the energy consumption. Thus, the novelty provided by
the proposed framework is to make available a set of mechanisms to
improve the performance of a network that integrates RFID and WSN,
once that the current integration approaches are focused just in the
combination of the technologies without considering the network per-
formance as a whole. Then, the main contributions of this work are the
following:
• Reducing the energy consumption of the network components,
decrease the quantity of packet loss and improve the network load
balance using routing techniques based on computational intelli-
gence that uses information about the network the estimate the
route quality in a most efficient fashion;
• Increasing the tag identification speed and the query success rate
during the tag reading process using a novel anti-collision protocol
able to use the knowledge of human specialist related to the func-
tioning of an RFID system.
• Providing an optimized energy solution and enhance the data
exchange among ubiquitous wireless technologies involved in the
IoT network using an improved routing protocol and an efficient tag
reading process.
• Improving the performance and the tracking and location capacity
of the tags in the IoT applications executed on networks that inte-
grate WSN and RFID.
• Providing a most reliable network structure for the data transport
of things and objects collected by the nodes that compose the IoT
application.
The rest of the paper is organized as follows. Section 2 describes
the fundamentals regarding WSN and RFID technologies and Section 3
describes the integration of RFID and WSNs for IoT. Section 4 describes
the proposed framework and the experimental results are discussed at
Section 5. Main conclusions are provided in Section 6.
2. Technical background
This section briefly discusses some fundamentals regarding WSN and
RFID technologies, as well as some types of integration already pre-
sented in the literature.
2.1. RFID
Radio Frequency Identification (RFID) is a technology composed by
different electronic devices with wireless communication capabilities
to perform automatic identification tasks (Roberts, 2006). Thus, these
devices have been widely used in tracking and access applications. RFID
systems consider one or more readers and various RFID tags. During the
full operation of an RFID system, a reader sends requests to the tags,
which are attached to objects or people. Immediately after that, the tags
answer with a message containing their ID. However, sending simulta-
neous responses from tags may cause data packet collisions (Klair et al.,
2010). Therefore, the consideration of collisions is paramount when
evaluating RFID systems (Kabir et al., 2015).
2.2. Wireless sensor networks
Wireless sensor networks (WSNs) enable applications development
with monitoring capabilities (Gluhak et al., 2011; Perera et al., 2014).
In this sense, a WSN can be defined as a collection of sensor nodes
with limited capacity of storage, processing, and energy (Rashid and
Rehmani, 2016). These sensor nodes acquire the data from the envi-
ronment in which they operate, and can transmit the acquired data to
other network nodes via wireless communications (Akyildiz et al., 2002;
Hu and Cao, 2010). In addition, executing a collaborative function, it
allows sensor nodes to provide data to be processed by sink nodes (Yick
et al., 2008). However, reducing energy consumption in these sensor
nodes represents one of the major challenges in WSN (Lin et al., 2012)
because, in most cases, these nodes are deployed in a location with
hard access turning it infeasible to replace the batteries that feed them
(García-Hernández et al., 2007; Kulkarni et al., 2011).
3. RFID and WSNs integration
RFID systems are fast and convenient for the identification of the
objects, on the other hand, WSN nodes can cooperate for collecting
and distributing data messages in a multi-hop network. However, when
compared with RFID systems and WSN individually, these integrated
technologies present a highly promising potential. The integration of
57
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Fig. 1. RS-SDR architecture.
RFID and WSNs brings a range of opportunities to exploit the advan-
tages of both technologies to expand the applications for IoT.
Despite the benefits, the result of this integration can provoke sev-
eral technicals, politics and operational challenges when compared with
the involved technologies applied isolatedly (Luo et al., 2011). In the
literature, four types of integration of RFID and WSN systems are pro-
posed in (Liu et al., 2008), namely (Hussain et al., 2009; López et al.,
2009; Abahsain et al., 2013):
1. Sensing units combined with RFID tags;
2. Sensor nodes interconnected to RFID tags;
3. Sensor nodes connected to RFID readers;
4. Set of RFID components and sensors integrated by an applica-
tion.
Based on the aforementioned types of integration, this paper will
consider the one in which RFID readers are connected to wireless sen-
sor nodes (type 3) because this type, in particular, can meet a wide
variety of IoT applications while keeping a low deployment cost. The
issues inerrant to this kind of integration are directly related to the
increased energy consumption provoked by additional power require-
ment of RFID components in the node, and the necessity of specific
protocols aware of the node condition to better adjust the use of the
hardware resources.
In this work, this integrator device that combines the features of
a wireless sensor node with the capabilities of an RFID reader will be
named Reader Sensor (RS) node. Thus, the device can, besides provide
environmental sensing, offer the possibility of tracking and identifica-
tion of RFID tags sending the collected data to a central node through
multi-hop communication. The RS nodes can have two different archi-
tectures. In the first, RS node is equipped with just one communication
interface. In the second, the RS node has two independent communica-
tion interfaces. Both architectures are presented in the following sub-
section.
3.1. RS nodes with software defined radio architecture
The RS nodes with Software-Defined Radio (RS-SDR) architecture
use only one communication interface for exchanging messages with
both WSN and RFID elements. The SDR is a radio that includes a
transmitter whose operating parameters, such as frequency, modulation
type, or maximum output energy can be changed via software without
making any changes on hardware components responsible for radiofre-
quency transmission (Dillinger et al., 2005; Tuttlebee, 2003). The simul-
taneous communication with sensor nodes and RFID tags is not possi-
ble when this type of node is used, as shown in Fig. 1. Thus, when the
reader node is collecting information from tags, it is unable to receive
messages from other sensor or reader nodes available in the network.
3.2. RS nodes with Dual Radio architecture
The RS nodes with Dual Radio (RS-DR) architecture have two inde-
pendent communication interfaces. The first communication interface
Fig. 2. RS-DR architecture.
is used to exchange messages between RS nodes and sensor nodes. A
CC2420 radio (T. Instruments, 2420) can be used to perform this task.
The second interface is responsible for the communication between RS
nodes and RFID tags. Depending on the specifications of the tags to
be identified, a CC1000 radio (T. Instruments, 1000) can be used to
perform the reader-tag communication. The RS-DR can communicate
with the elements of the WSN and the RFID at the same time because it
has two independent communication interfaces. The usage of different
communication interfaces of RS-DR nodes is shown in Fig. 2.
4. Proposed framework
The proposed framework is based on two components capable to
improve the performance of networks that integrate WSNs and RFID
for IoT applications. The first component, called the Fuzzy Q-Algorithm
(FQA), addresses the acquisition of data from RFID elements by the
application. It uses an anti-collision protocol for RFID tags based on the
Electronic Product Code (EPC) Class 1 Generation 2 Global Standard
(EPCglobal, 2008). The second component, called the Fuzzy System-
Based Route Classifier (FSBRC), deals with an existing routing protocol
to increase the performance of the message-delivery service. Both com-
ponents of framework are based on computational intelligence tech-
niques.
Fig. 3 illustrates a scenario which integrates RFID and WSNs for
IoT applications where the proposed framework can be used. Thus, it
includes the following elements:
• Reader-sensor nodes – they are elements that join RFID reader and
sensor nodes functionalities in a WSN. Their task includes data
collection stored in RFID tags, sensing the surrounding environ-
ment, and provide multi-hop communication with other network
elements. The RS nodes can have a DR or an SDR architecture;
• Sensor nodes – they are elements that sense the environment and
provide multi-hop communication with other network nodes. Con-
sidering that in a potential application some nodes do not need to
realize the reading task, these nodes do not have the ability to collect
information from RFID tags. However, they serve to collect environ-
ment data and as a route to convey data from tags obtained by an
RS node;
• RFID tags – these elements identify things or objects and/or persons
that have an ID. They communicate with RS nodes to inform the
data recorded in their memory;
• Sink Node – it is a differentiated network element that usually does
not present energy constraints. These nodes have greater storage and
processing power to handle the information acquired by the other
nodes. In order to share the data acquired by the network, Sink Node
can be connected to the Internet, then it acts as a gateway (Zhu et
al., 2010).
Following, the both above-mentioned components are explained in
detail.
58
Chapter 3. A framework for enhancing the performance of Internet of Things applications
based on RFID and WSNs
57
J.V.V. Sobral et al. Journal of Network and Computer Applications 107 (2018) 56–68
Fig. 3. Illustration of a network scenario that
integrates WSN and RFID.
4.1. Fuzzy Q-Algorithm
The high number of packets exchanged between readers and RFID
tags can affect the scalability of the network as well as the QoS required
by IoT applications (Welbourne et al., 2009). In particular, QoS is
affected by the packet loss commonly caused by collisions among simul-
taneous messages sent by tags. In order to minimize the problems
caused by these collisions, RFID readers use anti-collision protocols to
coordinate the sending of response messages from tags (Klair et al.,
2010).
One of the most commonly used RFID anti-collision protocols is the
EPC Global UHF Class-1 Generation-2 Standard (C1–G2) (EPCglobal,
2008; Wang et al., 2009). According to the specification of the EPC
C1–G2 protocol, the tag identification process considers an inventory
formed by several rounds (EPCglobal, 2008). The EPC C1–G2 does not
specify the criteria to complete the inventory and start another one,
although several authors consider the end of an inventory when all tags
in the region are successfully identified (Zhu and Yum, 2011; Kim et al.,
2007; Baloch and Pendse, 2013). The EPC C1–G2 protocol is based on
slotted ALOHA protocol, in which tags send their data on specific slots
(Bueno-Delgado and Vales-Alonso, 2011).
Fig. 4 shows the operation of the EPC C1–G2. An inventory is based
on several rounds which, in turn, includes multiple slots. Upon receiv-
ing a QUERY command, the tags use the Q value to define its slots. The
tags also define a slot counter that receives a random value between 0
and 2Q − 1. Each time a tag receives a QUERY_REP or QUERY_ADJUST
command, it reduces its slot counter. When a tag slot counter reaches
0 after receiving a QUERY_REP or QUERY_ADJUST command, the tag
must send an RN16 message (contains a 16-bits random number gener-
ated by the tag) to the reader. If two or more tags send its RN16 in the
same slot, most probably will happen a collision among the messages
and they may be lost. In this case, the slot is considered a collision slot
Sc (Fig. 4a). When no tag sends RN16 in a slot, namely, no tag reaches
the slot count value equals to 0, this slot is considered an empty slot
Se (Fig. 4b). Otherwise, if just one tag sending the RN16 message, the
reader receives the RN16 and answer the tag with an ACK message. The
ACK message must contain the 16-bit number obtained by the reader
inside of the RN16 message. After receiving the ACK message, the tag
must send its unique identification number (EPC code) (Fig. 4c). If the
reader received the EPC successfully, a new command message is sent
to continue the identification process.
The Q Algorithm is used by the EPC C1–G2 to fit the slots num-
ber in each round and reduce the number of collisions among messages
sent by tags (Namboodiri et al., 2012). The idea of this algorithm is
to change the protocol parameters according to the environmental con-
ditions. Fig. 5 illustrates the operation of the Q-Algorithm. Therein,
Fig. 4. EPC C1–G2 identification process.
59
Chapter 3. A framework for enhancing the performance of Internet of Things applications
based on RFID and WSNs
58
J.V.V. Sobral et al. Journal of Network and Computer Applications 107 (2018) 56–68
Fig. 5. Q-Algorithm operation.
Qfp consists in a floating-point representation of the Q value. The Qfp
value is increased or decreased, at each slot, based on a variable c,
where 0.1 < c < 0.5. If there is any collision on the slot, the Qfp value
is increased by c. If the slot is empty, the Qfp value is decreased by c.
Otherwise, in case of success in the slot, the Qfp value is not changed. In
all cases, the Qfp value may not be higher than 15 or lower than 0. After
each slot, the Qfp value is rounded to its nearest integer and compared
to Q. If the values are different, the reader sends a QUERY_ADJUST
command to adjust the Q value of the tags. However, if the value of c
is too small, the Q adjustment process can be very time-consuming. On
the other hand, if the value of c is high, the Q value will be changed
rapidly and many adjustment messages are then required. In a scenario
with few tags, where the value of Q is initially high, the c value must
be high so the number of slots is readily suited to the amount of tags.
Likewise, with an initially small Q in a setting with many tags, the value
of c should be high enough to raise the number of slots. In IoT appli-
cations, there can be scenarios in which the amount of tags (fixed to
things) is very high at a time and very low shortly after. This type of
scenario is common in applications with mobile things (DaCosta, 2013).
Furthermore, some proposals of integration of WSNs and RFID (Al-Tur-
jman et al., 2013), (Yang et al., 2007; Zhang and Wang, 2006; Jurdak
et al., 2008; Al-Turjman et al., 2012) do not consider aspects of col-
lisions when reading tags. However, an inefficient tag reading system
can compromise the performance of IoT applications, as the delay in the
reading process caused by collisions may increase energy consumption
and results in premature death of RS nodes.
Based on this premise, the proposed framework has a component
responsible for improving the performance of the tag reading process
to be executed by the RS nodes, called the Fuzzy Q-Algorithm (FQA).
The FQA is an RFID anti-collision protocol based on the EPC C1-G2
protocol and the Q-Algorithm that uses a computational intelligence
technique (Engelbrecht, 2007) known as fuzzy system (Pedrycz and
Gomide, 2007) to set the c parameter to the next reading process. The
fuzzy system employed is capable of setting the output values for one
or more variables using one or more input values and the knowledge of
a specialist. Hence, the knowledge of the specialist will be represented
as, if … then, decision rules. Also, the specialist defines the membership
function for each one the input and output variables.
In the FQA, the c value is dynamically reset based on the Q value
of the last reading process. Thus, the fuzzy system of FQA uses the
last Q value, which varies between 0 and 15, as input to obtain a new
c value, which ranges from 0.10 to 0.50, as output. In order not to
increase the tag identification process time with the computation of
fuzzy system, the calculation of a new c value is performed just at the
end of each inventory. The rule base and the membership functions
used in the fuzzy system of FQA as present in Table 1 and Fig. 6, respec-
tively. The parameters of the fuzzy system of the FQA are presented in
Table 2. Rule base, membership function and the another parameters






Rule 1 Small Small
Rule 2 Medium Medium
Rule 3 Big Big





Implication Operator (T-Norm) Minimum
Aggregation Operator (S-Norm) Maximum
Defuzzifier Centroid
Using the EPC C1–G2, every time a tag needs to be read, the entire
identification process happens again, regardless of whether the tag has
already been reported or not. Therefore, the tags send their EPC more
than once to the same reader. This process of sending redundant data
can increase the tags reading process time and can also increase the
chances of collisions. Thus, the FQA presents a new tag-identification
method that reduces the amount of redundant EPC codes being sent and
the identification process time.
In the FQA, every time a tag is successfully identified, its EPC code
is stored along with the RN16 sent by the tag. If a tag sends an RN16
that has been previously received, the reader sends an ACK with an
additional checked flag to indicate that the tag has been recognized
and does not need to submit its EPC. If the RN16 is new, the reader
sends an ACK with an unchecked flag to request the tag’s EPC. Notably,
in the FQA protocol, the RN16 of tags does not change every time that
an identification process starts. If a reader receives the same RN16 more
than once during an inventory, the stored value is deleted, and the ACK
message is sent with the flag cleared, which makes the tag send its EPC
code. In addition, the table that stores the RN16 values and their EPCs
can be emptied periodically to prevent the readers’ memory from being
occupied by tag data that are not in the reading area. Fig. 7 shows the
operation of the FQA identification process, which is also described as
follows:
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Fig. 7. Illustration of the FQA identification process.
• Step 1 – RS node sends a query command to tags. A query command
can be QUERY, QUERY_REP or QUERY_ADJUST;
• Step 2 – similar to the operation of the EPC C1–G2, the tag, upon
receiving a query command, decreases its slot count by 1. The tag
sends an RN16 message when the slot count reaches 0;
• Step 3 – after receiving the RN16 message of the tag, the RS node
checks whether the same RN16 has already been received and that
tag has been identified. If so, an ACK message is sent with a checked
flag. Otherwise, the ACK message is sent with the flag cleared;
• Step 4 – the tag, after receiving the ACK message, checks the status
of the flag. If checked, this means that tag has already been reported
and should no longer send its EPC code. If unchecked, the tag must
send its EPC code;
• Step 5 – the RS node receives the EPC code of the tag and adds it to
a cache near the RN16 previously sent by the tag. This cache is used
to verify whether or not a tag has already been identified in Step 3.
After that, a new query command is sent ushering in a new slot.
It is expected that the use of the FQA makes the tag reading process
more efficient and, at the same time, reduces the time of this process.
With the dynamic adjustment of c, it is intended to improve the reading
rates of tags resulting from an appropriate Q value. By avoiding redun-
dant EPC code from being sent, the time necessary for the tag identifi-
cation is also expected to be reduced. Thus, the purpose is to improve
the performance of IoT applications with a more efficient identification
process.
4.2. Fuzzy System-Based Route Classifier
One of the major challenges related to WSNs refers to the problem of
nodes energy consumption (Ramos et al., 2014). One way to minimize
the energy consumption and, thus, increasing the network lifetime is by
deploying new or adapting available routing protocols (AlShawi et al.,
2012). In this context, various studies have proposed new routing solu-
tions in WSN applications (Machado et al., 2013; Tunca et al., 2015;
Kumar and Rai, 2017; Abdul-Salaam et al., 2017; Mann and Singh,
2017). In this sense, the FSBRC component uses a fuzzy system to clas-
sify routes and assist routing protocols in IoT scenarios that integrate
WSNs and RFID. The fuzzy system used by the FSBRC is composed of
four inputs and one output. The output, named Route Quality, repre-
sents the quality of a path between a sender and a destination based
on several parameters (the inputs considered). The four inputs used to
obtain the referred Route Quality are presented following:
• Energy level of the route – it is the lowest energy level among the
nodes that compose the route;
• Number of hops – it is the counter that defines the number of nodes
along the message has already sent. This metric is related to the
distance (in hops) between network nodes;
• LQI (Link Quality Indicator) (Diallo et al., 2011; Zhao et al., 2014)
– this metric is related to the communication quality between two
nodes. For each route, it is considered the worst level of LQI among
its nodes. The physical layer calculates the LQI whenever a message
is received by a node;
• Tag density – represents the number of RFID tags that were read by
the node at the last reading process.
Fig. 8. Structure of the Fuzzy System-Based Route Classifier (FSBRC).
The FSBRC can be integrated into many multipath-based routing
protocols (Radi et al., 2012). This kind of protocol has the feature of
generating several routes between a sender and a destination. Thus,
aiming to reduce the energy consumption and improve the QoS, the
FSBRC can be used to select the best route among those available ones.
In the same way, the FSBRC can also be adapted to assist others routing
protocol that accepts the modification of the routing metrics like RPL
(IPv6 Routing Protocol for Low-power and Lossy Networks) (Winter
et al., 2012) and LOADng (Lightweight On-demand Ad hoc Distance-
vector Routing Protocol - next generation) (Clausen et al., 2016).
In this paper, the proposed framework uses the FSBRC component
combined with the Directed Diffusion protocol (DD) (Intanagonwiwat
et al., 2003). The DD was chosen because it is one of the most used
query-based routing protocol and it is frequently used as a base for
emerging new approaches (Chen et al., 2006; Peng and Low, 2015).
Therefore, the DD protocol uses the FSBRC mechanism when receiving
a message of interest. The sequence of steps performed by the nodes
when receiving a message of interest is described as follows:
• Start – as soon as a message is received, the node’s physical layer
calculates the LQI value that indicates the communication quality
between the sender and the recipient. The LQI value is resent to the
routing layer (after passing through the MAC layer) together with
the received message and the sender node ID;
• Step 1 – after receiving the message of interest in the routing layer,
the node checks whether the value of the LQI, calculated when
receiving the message, reduces the value of the LQI contained in the
message. If positive, the value of the message LQI is then updated
with the LQI value calculated when receiving the message. This
update is necessary so the message can carry the worst level of LQI
of the route;
• Step 2 – the node obtain the LQI data, number of hops, energy, and
tag density contained in the received message;
• Step 3 – the node uses the LQI values, number of hops, energy, and
tag density to infer the quality of the route by using the FSBRC
mechanism (Fig. 8);
• Step 4 – the node checks whether there is an entry in its cache for the
received message of interest. If it is true, the cache is then updated
and it checks whether to create a new gradient or update an existing
one. Subsequently, the message is discarded and no action is taken;
• Step 5 – if the message of interest has not been received yet, the
node adds it to the cache along with the route quality information
and the sender node ID;
• Step 6 – the node checks whether its residual energy is lesser than
that contained in the message. If so, the node changes the message
energy value with its residual energy value. Otherwise, the value is
unchanged;
• Step 7 – the node checks whether its tag density is greater than that
contained in the message. If so, the node changes the tag density
value of the message with the number of tags read in the last identi-
fication process. Otherwise, the value is not changed. If the node is
not a reader-sensor, the tag density value is 0;
• Step 8 – the LQI value, previously recorded, is used to update the
LQI value of the message, the number of hops of the message is
increased, the value of the message sender ID is changed to the node
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ID, and the message is broadcast.
After the formation of the routes, and before sending a message,
the node should select the route with the best quality by observing the
information contained in its cache. In a fixed time interval, the network
nodes exchange control messages to update the values of the energy
level, LQI, and tag density. By using the control messages, it is possible
to trace the route qualities, which can be useful for a precise estimation
of the route quality.
The usage of computational intelligence for improving routing pro-
tocols is not novel. In (Zungeru et al., 2012; Guo and Zhang, 2014), the
authors present survey studies about using computational intelligence
techniques for performing the routing task in a WSN. In the proposed
framework, an Ant Colony Optimization (ACO) algorithm (Ant System
(Dorigo et al., 1996)) was used to improve the design of the fuzzy sys-
tem rule base present in the FSBRC. In a fuzzy system, the rule base
is responsible for mapping the input and output domains, so it plays
an important role in generating the results produced by the inference
process (Sun, 1994). ACO is also used in different fields of WSNs. In
(Liu and He, 2014), the authors propose an ACO algorithm to decrease
the deployment cost of WSNs. In (Liao et al., 2008), an ant colony algo-
rithm is used for data aggregation to reduce the network energy con-
sumption.
The FSBRC system uses four input and one output variables, whose
membership functions are presented in Fig. 9. Each input variable has
two primary terms (or linguistic terms), creating a rule base with six-
teen rules. The output variable has five primary terms. In this way,
for each rule, five options of linguistic terms are available. Thus, it is
possible to create 516 (152.587.890.625) combinations of rule bases.
Thus, due to the very hard issue of defining a correct rule base, the
task of the ACO algorithm is to map the search space and to use arti-
ficial ants to find the optimal (or near optimal) rule base configuration
based on the initial rule base presented in Table 3. The parameters of
the fuzzy system used in the FSBRC are the same of FQA presented in
Table 2.
It is worth mentioning that the FSBRC adjustment process is car-
ried out through computer simulations before the network is executed
in order to define the best formation of the decision rules’ database.
The objective to use the FSBRC mechanism for this framework is to
improve the performance of the routing protocol, thus providing bet-
ter network load balancing, reducing energy consumption, and reduc-
ing packet loss rate. Considering this, it is expected that the require-
ments for an improved solution in terms of energy and data exchange
between ubiquitous technologies of IoT applications are more effi-
ciently attained.
5. Results analysis and discussion
The process of validation and performance evaluation of the pro-
posed framework was done through computational simulations. Hence,
the Castalia simulator (Boulis, 2007), a network simulator specific
for WSNs and BANs (Body Area Networks) was employed. Although
Castalia does not support RFID applications by default, it has an open
source code that was extended to make simulating the behavior of tags
and RFID readers possible. Thus, a new module that supports simula-
tions of RFID networks was developed, which enabled the simulation of
heterogeneous environments for IoT applications. In order to validate
the developed RFID module, it was compared to RFID systems analy-
sis available in the literature. The results of the developed framework
were similar to analytical and simulated results presented in (Wang et
al., 2009; Baloch and Pendse, 2013).
The performed experiments are presented in two steps. The first one
exposes the performance evaluation of FQA comparing it with other
anti-collision approaches existing in the literature. The second step aims
to measure the performance of the proposed framework in a complete
fashion. The simulations consider different scenarios, changing the type
Fig. 9. Membership functions of the fuzzy system used in the FSBRC.
of RS nodes with DR and SDR architectures, the use of the proposed
framework, and the number of RS nodes. The two simulation steps are
presented as follows.
5.1. FQA performance evaluation
In the FQA performance evaluation, the simulated application has
the task of identifying all the tags in a certain environment. The objec-
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Table 3
FSBRC initial rule base.
Input Output
Energy Hop Count LQI Tag Density Route Quality
Rule 1 Low Low Low Low Medium
Rule 2 Low Low Low High Low
Rule 3 Low Low High Low High
Rule 4 Low Low High High Medium
Rule 5 Low High Low Low Low
Rule 6 Low High Low High Very Low
Rule 7 Low High High Low Medium
Rule 8 Low High High High Low
Rule 9 High Low Low Low High
Rule 10 High Low Low High Medium
Rule 11 High Low High Low Very High
Rule 12 High Low High High High
Rule 13 High High Low Low Medium
Rule 14 High High Low High Low
Rule 15 High High High Low High
Rule 16 High High High High Medium
Table 4
Parameters for the FQA experiments.
Parameter Value
Simulation area 10 m × 10 m
Time of simulation 1 min
Reader location (5,5)
Number of tags 50, 100, 200, 300, 400, 500
tive of this assessment is to measure the performance of FQA compared
with other anti-collision protocols in a scenario without wireless sensor
nodes. The simulations consider four anti-collision protocols: the pro-
posed FQA, the standard C1G2, the FastQ (Teng et al., 2010), and the
Q+ (Lee et al., 2007).
Table 4 presents some parameters of the simulated environment.
The reader is placed in the center of the environment while the tags
are randomly deployed and have mobility characteristics according to
Random Waypoint algorithm (Schindelhauer, 2006). Two metrics are
employed to measure the performance of the FQA: Query Success Rate
and Tag Identification Speed. Next subsections show how these metrics
are computed and shows the results obtained in the simulated scenarios
to each one.
5.1.1. Query success rate - QSR
The Query Success Rate (QSR) is defined as the rate of a query com-
mand (QUERY) can successfully identify a tag (Wang et al., 2009). The







where K is the number of inventories, Yi represents the number of query
commands used during inventory i, and Xi is the number of tags identi-
fied successfully during inventory i. Since the QSR provides information
about the quality of the tag reading system, a higher QSR value indi-
cates a more efficient tag identification. Thus, the improvement of the
reading process can benefit the IoT applications.
Fig. 10 showcases the results obtained through the experiments for
the QSR metrics. Considering the evaluated scenarios, the proposed
FQA was able to present a higher success rate in its queries when com-
pared with other approaches. This improvement is justified by using a
fuzzy system to provide the dynamic and automated definition of the c
parameter that allows the suitable adjustment of the number of rounds.
Thus, FQA can increase the efficiency of the tag reading system culmi-
nating in an improved data exchange between reader and tags, and a
boosted tracking capacity for IoT applications.
Fig. 10. Query Success Rate between RS nodes and tags.
5.1.2. Tag identification speed - TIS
The Tag Identification Speed (TIS) is a metric that defines the speed
that tags are successfully identified (Wang et al., 2009). TIS represents
the quantity of tags that a RS node can successfully identify in a time
interval, assuming the number of tags to be identified is enough. For
example, if the TIS is 100, it means that the RS node can read 100 tags







where K is the number of inventories (or tag reading process), Xi repre-
sents the number of tags successfully identified during inventory i, and
Ti is period (in seconds) for the i-th inventory. Low TIS indicates that
some tags are probably leaving the range area of the RS node without
being identified, which is crucial in cases where tags are in the reading
area for very short periods. Therefore, low TIS can compromise the per-
formance of IoT applications, turning them less reliable and with long
time for tag identification.
Fig. 11 shows the results obtained in the experiments for the TIS
metric. The results show that the use of the FQA, when compared with
the other approaches, increase the tag identification speed and, as a
consequence, reduce the time spent on the identification process. One
of the main features of the FQA is decreasing the number of exchanged
messages between tags and reader. As it avoids sending redundant mes-
sages, the FQA reduces the time spent to identifying a tag successfully.
Thus, the tag identification speed is boosted since the time to finish the
reading process is reduced. As a benefit, the process of tracking and tags
identification is improved making the application more efficient.
The results obtained in the first step of the experiments expose that
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Fig. 11. Tag identification speed.
the proposed FQA has a more consistent performance when compared
with other approaches. Thus, the experiments performed at the second
step considers just the FQA and the standard C1G2 in the simulated
scenarios.
5.2. Performance evaluation of the proposed framework
In the performance evaluation of the proposed framework, the IoT
application executed on the network is addressed by queries (query-
driven) (Hu and Cao, 2010) and aims to identify the tags that are in the
reading area of the RS nodes, as well as the local conditions of the tags.
Although the proposed framework can be used in both RS nodes and
sensor nodes, only RS nodes were used on these experiments. The RS
nodes were set randomly in the simulation area and have no mobility
capacity. On the other hand, the tags (representing the “things”) are
initially placed in random locations of the simulation area, and they
move according to the Random Waypoint algorithm (Schindelhauer,
2006). This mobility algorithm was adopted for its simplicity and for
being one of the most widely used in simulations of wireless networks
(Camp et al., 2002).
All the data collected by the RS nodes are sent to the sink node,
which is used as a gateway for communication with the Internet. There-
fore, the simulations take into account the heterogeneity of the devices,
the data exchange between ubiquitous wireless technologies, traceabil-
ity, and location, which are important features of IoT applications.
5.2.1. Scenarios description
The following scenarios are considered:
• Scenario 1 (SC 1) – the network uses RS nodes with DR architecture,
Directed Diffusion routing protocol and EPC C1–G2 anti-collision
protocol;
• Scenario 2 (SC 2) – the network uses RS nodes with SDR archi-
tecture, Directed Diffusion routing protocol and EPC C1–G2 anti-
collision protocol;
• Scenario 3 (SC 3) – the network uses RS nodes with DR architecture
and the proposed framework. Thus, the FSBRC is used with Directed
Diffusion protocol and the FQA is the anti-collision protocol;
• Scenario 4 (SC 4) – the network uses RS nodes with SDR architec-
ture and the proposed framework. Hence, once again, the FSBRC
is used to help the Directed Diffusion protocol and the FQA is the
anti-collision protocol;
Table 5 presents parameters common to all the experiments scenar-
ios. These values are used for all the simulations, regardless the met-
ric or evaluated scenario. The simulation area is about 50 × 50 m, so
that each experiment has a duration time about 600 s. The sink node
that receives all data collected by the nodes is located at the center of
the simulation area (25, 25). The other nodes and tags are randomly
Table 5
Parameters of the simulations.
Parameter Value
Simulation Area 50 m × 50 m
Time of Simulation 10 min
Base Station Location (25,25)
Number of Nodes 20, 40, 60, 80, 100
Number of Tags 50
Initial Energy 100 J
Query Duration 200 s
Frequency of Sending Data 5 s
Mac Protocol Tunable MAC
Fig. 12. QSR between RS nodes and tags.
distributed. The number of RS nodes composing the network changes
between 20, 40, 60, 80, and 100 nodes. The initial energy of the RS
nodes is about 100 J. All the scenarios have 50 tags. The sink node is
responsible for sending requests to random points in the network, and
each request lasts 200 s. Thus, the nodes in the query area must sub-
mit the requested data every 5 s. The MAC protocol for communication
between RS nodes is the TunableMAC (one of the standard simulator
protocols) (Boulis, 2007). It is worthwhile to mention that our purpose
is not to compare the architectures of the RS nodes (DR or SDR). Thus,
scenario 1 is compared to scenario 3 and scenario 2 is compared to
scenario 4.
Results are presented according to the evaluation of the different
performance metrics as follows.
5.2.2. Query success rate - QSR
The Query Success Rate (QSR) represents the probability that a
QUERY command will identify a tag successfully. Thus, Fig. 12 shows
the results for the QSR evaluated scenarios. Based on the results, it can
be observed that higher values of QSR can be achieved by using the pro-
posed framework. This improvement is explained by the dynamic and
automated definition of the c parameter that allows the adjustment of
the size of the rounds more appropriately, which results in an increased
success rate for each query. As a benefit, the IoT application can obtain
the requested data in a faster and more reliable way.
5.2.3. Tag identification speed - TIS
The Tag Identification Speed (TIS) is a metric that defines the speed
that tags are successfully identified (Wang et al., 2009). The TIS repre-
sents the number of tags are identified by a reader in a time interval.
Thus, Fig. 13 presents the results obtained in the simulations for the TIS
metric. Analyzing the obtained results, it can be inferred that scenarios
using the proposed framework have a better tag identification speed
than the scenarios that do not use the framework. These results are
achieved, as the proposed framework avoids sending redundant iden-
tification codes, reducing the time required for the completion of a
reading process. Furthermore, the tags identification speed can inter-
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Fig. 13. Tags identification speed.
fere with the energy consumption and with the packet loss rates. RS-DR
nodes with low TIS can increase the identification process time resulting
in higher energy consumption, because two communication interfaces
are used longer. On the other hand, in RS-SDR nodes, low TIS values
can affect the packets routing across the network while identifying the
tags. Then, the RS-SDR nodes are unavailable to receive packets from
other evaluated nodes. These problems are minimized by using the pro-
posed framework, enabling the IoT applications to meet the goals more
efficiently.
5.2.4. Packet loss rate - PLR
The Packet Loss Rate (PLR) represents the number of messages lost
in the communication between the RS nodes and the sensor nodes,




where Pr is the number of packets received by the sink node, N is the
number of nodes on the network, j represents each of the nodes, and Psj
represents the number of packets sent by each node j.
Fig. 14 presents the results obtained for the packet loss rate. The
results show that, for the evaluated scenarios, the proposed framework
can reduce the packet loss rate regardless of the RS nodes architecture.
For instance, through the proposed framework, the packet loss due to
broken routes, with low quality of communication between nodes or
with high tag density, can be avoided. Additionally, when considering
the current energy levels of each route, the framework is able to avoid
routes that have low energy nodes which can cause the route disruption.
On the other hand, the framework also considers the number of hops
between the destination node and the packet origin. Then, it is possible
to measure the distance between two extreme points of the route and
select smaller routes. By using the LQI as a parameter to qualify a route,
the proposed framework considers the quality of links between nodes
that materialize the route. Thus, routes with low quality link can be
avoided, which reduces the chances of packet loss. Moreover, as the
proposed framework considers the tag density in the reader nodes area,
it can prevent packets from being sent through routes whose nodes are
overloaded with the tag reading process. The concern with tag density is
more important in scenarios where RS nodes use the SDR architecture,
as the nodes are unable to forward packets from other nodes when they
are in the tag reading process. Thus, avoiding routes with nodes that
are in the reading process is extremely important to reduce packet loss
rates. Therefore, reducing the packet loss rate of the framework, it can
make applications of IoT more reliable since energy consumption may
be reduced. Furthermore, the proposed framework is able to provide
higher QoS.
5.2.5. Average energy consumption - AEC
The Average Energy Consumption (AEC) metric represents the aver-
Fig. 14. Packet loss rate between reader and sensor nodes.
Fig. 15. Average energy consumption of nodes.
age amount of energy consumed by each RS node during the experiment
time. The AEC is one of the most important metrics for IoT applications
due to the fact that, through this, the duration of the application can be
estimated (Dietrich and Dressler, 2009; Lin et al., 2015). However, it
is important to analyze network efficiency metrics, such as packet loss
rate in conjunction with the energy consumption in order to verify if
the higher energy consumption benefits the network. The IoT applica-
tions can be performed under severe energy restrictions, which makes
the energy efficiency a major challenge for the network structure. The






where N is the number of RS nodes, j represents each of the nodes, and
Ecj represents the energy consumed by each node j.
Fig. 15 illustrates the results for the metrics of nodes average energy
consumption. Based on these results, it is observed that scenarios that
use the proposed framework present a lower AEC when compared to
scenarios that do not use the framework. Regardless the architecture
used by the RS nodes, the framework can reduce the average energy
consumption by 5%. This is because the time spent on the tag identifi-
cation process is reduced by using the framework, resulting in lower
energy consumption during the identification process. A low packet
loss rate provided by the use of the framework may also contribute
to reduce energy consumption. By reducing the number of lost packets,
the need to resend control and data messages is also reduced, which
causes less use of communication interfaces thus providing energy sav-
ings. Therefore, the proposed framework can reduce the AEC providing
an optimized energy solution for IoT applications.
5.2.6. Network load balance - NLB
The Network Load Balancing (NLB) is the metric that defines the
difference between the resource consumption of network nodes. In this
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Fig. 16. Network load balancing.
paper, the load balancing is defined by the difference between the high-
est and the lowest level of energy between network nodes. Thus, the
higher NLB value, the lesser network load balancing. Then, the NLB is
obtained by eq. (5).
NLB = maxEnergy(nodes) − minEnergy(nodes), (5)
where maxEnergy and minEnergy are the functions that get the highest
and lowest energy consumption values, respectively, and nodes repre-
sent the list of all network nodes with the respective values of consumed
energy.
Fig. 16 shows the results obtained for the NLB metric. The proposed
framework is able to better allocate network resources. The load balanc-
ing is improved by 76%, on average, in scenarios that use RS nodes with
DR architecture. On the other hand, the average improvement is 77% in
scenarios where RS nodes with SDR architecture were used. Moreover,
the proposed framework provides a better distribution of packets on
the network, as it selects routes based on current network conditions,
which prevents a route from being used until its exhaustion. This fea-
ture enables the network resources to be used in a spread and gradual
manner. However, the routes should not be selected by observing only
the energy levels. Thus, as the proposed framework uses other metrics
for packet forwarding, it is able to perform a trade-off between the net-
work load balancing and other important metrics. All in all, a good
network load balancing is essential to increase the lifetime of IoT appli-
cations, as the packet flow distribution prevents nodes from exhausting
its energy source prematurely, which would consequently increase the
packet loss rates. Thus, the proposed framework is capable to improve
the network load balancing and provide an energy efficient solution for
IoT applications.
6. Conclusion
IoT is a paradigm that encompasses various technologies and fields
of study. However, in order to achieve satisfactory performances in a
wide range of applications, some requirements should be met, such as
devices heterogeneity, scalability, data exchange between ubiquitous
wireless technologies, optimized energy solutions, traceability and loca-
tion, self-organizing ability, semantic interoperability and data manage-
ment, built-in security, and privacy preservation mechanisms. In this
sense, it is necessary to integrate existing technologies to provide the
resources needed for IoT applications. In this way, the integration of
RFID and WSN technologies have a great potential but this integration
involves new challenges to be addressed.
This paper aimed to present a framework capable to reduce prob-
lems emerged from such integration, aiming to meet some of the afore-
mentioned requirements for IoT applications. For this purpose, the pro-
posed framework considers two components: an RFID anti-collision pro-
tocol, responsible for improving the performance of the tag reading
system; and a route classifier, responsible for assisting the routing pro-
tocols to define the best route to forward a packet.
The presented results demonstrated the capacity of this framework
to increase the network reliability for IoT applications, regarding the
query success rates. Additionally, the framework increases the tag iden-
tification speed by avoiding redundant code information from being
sent. The proposed solution was able to improve the query success rate
in 25% on average whereas the tag identification speed was increased
up to 115% when compared with the standard approaches. Finally,
when considering information provided by different technologies at
the network, the framework was able to assist the routing protocol in
selecting the best route for forwarding a packet. As a result, the packet
loss rate is reduced and this indirectly contributes to the reduction of
the nodes energy consumption and better network load balancing. The
solution provided a reduction in the data packet loss rate of 75% on
average, and improved the network load balance in 55% on average,
considering the studied scenarios.
In general, it was observed that some of the resources required by
IoT applications could be met, such as data exchange between ubiq-
uitous technologies, optimized energy solution, devices heterogeneity,
tracking, and location capabilities.
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Abstract: The Internet of Things (IoT) is an emerging paradigm that proposes the connection
of objects to exchange information in order to reach a common objective. In IoT networks, it is
expected that the nodes will exchange data between each other and with external Internet services.
However, due to deployment costs, not all the network devices are able to communicate with the
Internet directly. Thus, other network nodes should use Internet-connected nodes as a gateway
to forward messages to Internet services. Considering the fact that main routing protocols for
low-power networks are not able to reach suitable performance in the displayed IoT environment,
this work presents an enhancement to the Lightweight On-demand Ad hoc Distance-vector Routing
Protocol—Next Generation (LOADng) for IoT scenarios. The proposal, named LOADng-IoT, is based
on three improvements that will allow the nodes to find Internet-connected nodes autonomously
and dynamically, decreasing the control message overhead required for the route construction, and
reducing the loss of data messages directed to the Internet. Based on the performed assessment study,
which considered several number of nodes in dense, sparse, and mobility scenarios, the proposed
approach is able to present significant results in metrics related to quality-of-service, reliability,
and energy efficiency.
Keywords: internet of things; LOADng; LOADng-IoT; low power and lossy networks; routing protocol
1. Introduction
The Internet of Things (IoT) is a wide concept that has attracted attention from the research
community in recent years [1]. The term IoT can be used to describe a pervasive and ubiquitous
network in which devices exchange information between each other without the requirement for
human intervention [2]. This network can be used by applications of a wide variety and with
varying objectives, such as smart homes and cities [3], industrial automation [4], smart markets [5],
and healthcare systems [6,7]. However, at the same time, the IoT has captured the attention of
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the business world and society. IoT concepts give rise to several technical challenges that limit its
broad adoption.
IoT devices form, in general, a low power and lossy network (LLN), composed of many nodes
with strong restrictions on memory, processing capacity, and, in some cases, energy. Depending on
the application, the nodes in an IoT network can have different hardware capacities and application
objectives. In the IoT scenario presented in Figure 1, some network nodes can have a direct Internet
connection to send and receive messages from the Internet. In contrast, other nodes from the same
network, due to hardware limitations, cannot have a direct Internet connection and require the use
of the Internet-connected nodes to access external services. All of these nodes can also exchange
information in a local context without the necessity of transmitting data to the Internet. The task of
discovering the routes and allowing data messages to be exchanged among nodes is performed by the
routing protocol. Thus, in an LLN, the network performance is strongly related to how the routing






Figure 1. Illustration of an IoT network model with different devices and data message types.
In the context of low-power IoT networks, the routing protocols can be grouped into two types
based on the route creation principles: proactive and reactive [8]. Proactive protocols begin the creation
of routes among the nodes without the prior necessity of data message transmission. The route
creation process is, in general, triggered by gateway nodes that have the function of collecting
information from other network devices (multipoint-to-point (MP2P) traffic). For this reason, this
type of protocol is widely adopted by periodical data collection applications. The main example of a
proactive routing protocol for LLNs is the IPv6 Routing Protocol for Low-Power and Lossy Networks
(RPL) [9]. In contrast, reactive protocols create routes only when a node intends to send a message
to a destination. Thus, the route discovery process is triggered by the node that wants the message.
The created routes are maintained in the routing table of the nodes, remaining while in use and
removed afterwards. Hence, this type of protocol is indicated for non-periodical traffic application,
where any node can send messages to any other (point-to-point (P2P) traffic). The current and most
relevant reactive protocol for LLN is LOADng [10]. This work is focused on IoT applications where the
traffic pattern is variable, the network devices have different capacities, and the communication among
the devices is, mainly, P2P (as exemplified in Figure 1). Thus, considering that reactive protocols
are the most appropriate for this type of scenario, LOADng will be used as a basis to the design the
proposed solution. The protocol is currently under consideration by the Internet Engineering Task
Force (IETF) to become a defined standard. LOADng is in its fifteenth draft and has undergone several
modifications since its initial proposal in October 2011 [11]. Thus, the most recent version will be used
in this work. A short but comprehensive description of LOADng is presented in Section 3.
Although it uses the most indicated route creation principles in the IoT scenario considered
in this study, LOADng can present several problems such as the necessity of previous and static
definitions of the nodes responsible for providing the Internet connection to other network devices.
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Also, the obligation of several routing creation processes to construct on-demand routes to P2P traffic
can provoke a high control message overhead. Thus, the main objective of this work is to create an
enhancement for LOADng to allow the protocol to better discover and maintain routes for traffic
directed to the Internet in IoT networks formed by devices with different capacities. The proposed
approach, LOADng-IoT, is composed of three improvements that are able to boost the process of route
discovery, reduce the overhead of control messages, and improve the network’s quality-of-service
(QoS). In summary, the proposal allows the nodes to find Internet-connected nodes without the
prior definition of a gateway. This behavior allows nodes without an Internet connection to forward
their data packets to external Internet services with much greater reliability and lower latency. Also,
the proposed solution presents a cache system for routes to Internet nodes to reduce the control
message overhead required in the process of route discovery. Finally, the solution introduces a new
error code that should be used to avoid the loss of data packets to the Internet. Thus, the main
contributions of the proposal presented in this work (LOADng-IoT) are as follows:
• LOADng-IoT improves network QoS and reliability by increasing the packet delivery ratio and
the reduction of end-to-end latency for the different message types exchanged by nodes in both
dense and sparse IoT scenarios.
• It reduces the number of control messages required to construct routes among nodes, contributing
to a more efficient network with lower overhead.
• LOADng-IoT reduces the amount of energy required to both build paths and route data messages,
making the network more power efficient.
• It dispenses with the use of predefined Internet gateways since the Internet-connected nodes are
sought on demand and can change according to their connection availability. This feature also
removes the existence of a single point of failure (SPOF) for the connection of IoT devices with
external Internet services.
• It presents a flexible solution, whereby parts of the proposal can be adopted according to the
hardware capacities of the nodes.
The remainder of this document is organized as follows. Section 2 presents the most important
related works on the topic and Section 3 presents an overview of LOADng to provide a clear
understanding of the proposed solution. Section 4 gives a detailed description of the proposed
LOADng-IoT, while Section 5 describes the used scenario for the performance evaluation, the obtained
results, and corresponding discussion concerning the performance of the studied protocols. Finally,
Section 6 concludes the paper and offers suggestions for future work.
2. Related Work
This work proposes a new enhancement to aid the LOADng route discovery process in IoT
scenarios composed of nodes with different capacities and variable message traffic. In the current
literature, several studies focus on performance and propose improvements for LOADng. However,
to the best of the authors’ knowledge, the current related literature does not propose improvements to
the route discovery process of Internet nodes for LOADng in IoT scenarios.
In [12], the authors compared LOADng with RPL in scenarios with different traffic patterns.
According to the results obtained, LOADng surpassed RPL in point-to-multipoint (P2MP) and P2P
traffic scenarios. However, in the MP2P scenarios, the RPL presented better results. As expected,
the proactive features of RPL make it the most appropriate for data collection application scenarios.
In contrast, LOADng was able to work better with more generalized traffic but presented a higher
delay due to the necessity of realizing the process of route discovery on demand. The performance of
LOADng in IoT applications with P2P and MP2P traffic pattern is also studied in [13].
Based on the limited performance of LOADng in MP2P scenarios, Yi and Clausen [14] proposed
the LOADng Collection Tree Extension (LOADng-CTP). The proposed enhancement allows the
construction of collection trees on-demand to better attend the traffic that flows from the leaf nodes to
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the root. The proposal was compared with RPL through computational simulations. According to the
obtained results, LOADng-CTP obtained delivery ratios, delay, and number of collisions that were
very similar to RPL. However, the proposed approach required less control message overhead in all
studied scenarios.
A new composite routing metric for LOADng is proposed in [15]. The termed LRRE metric presents
an additive approach that merges residual energy (RE), hop count, and number of live routes (LR) in
a node. According to the obtained results, the proposed LRRE was able to demonstrate better results
when compared to each merged metric used individually. The authors also studied the behavior of the
proposed metric in LOADng with a multipath routing adaption. Again, the proposal was able to deliver
better results in terms of energy consumption, packet delivery ratio, and load balancing. The impact of
the route selection mechanism in the performance of LOADng is widely studied in [16,17].
A multipath improvement for LOADng is also proposed in [18]. The Neighbour-Disjoint
Multipath for LOADng (LOADng+NDM) presents a new multipath mechanism adapted for LOADng
aiming to improve the network reliability and QoS. The proposed approach creates an initial shortest
primary path between a sender and a receiver node. In sequence, it tries to construct a set of backup
routes avoiding the nodes that compose the primary path. This behavior seeks to create disjoint routes
where backup routes cannot be affected by the failures in the primary path. Simulation and testbed
results have exposed the proposed LOADng+NDM overcomes the default LOADng and RPL in simple
P2P scenarios. However, in a scenario with multiple P2P messages exchange, the proposed approach
have presented higher control overhead and end-to-end latency.
Araújo et al. [19] propose an enhancement routing metric for RPL in IoT environments composed
of heterogeneous devices. In the studied scenario, the network was composed of sensor devices,
radio frequency tags, and reader-sensor devices. The proposal, based on fuzzy systems, dynamically
adapts the routing metrics during the network functioning according to the application requirements.
The experimental simulation results showed that the proposed solution was able to overcome the
default RPL metrics in terms of energy consumption and packet delivery ratio.
A routing protocol for IoT networks based on the composition of routing metrics is presented
in [20]. The Routing by Energy and Link quality (REL) proposes an adaption of Ad-hoc On-demand
Distance Vector (AODV) aiming to increase the network reliability and power efficiency. The proposed
protocol uses a weakLinks mechanism to identify links with low quality across a path. In the route
creation process, paths with a high number of weakLinks are avoided. The choice of the best route also
considers the residual energy of the nodes and hop count. In all the studied scenarios, REL was able to
outperform the AODV regarding latency, packet delivery ratio, and network lifetime.
Araújo et al. [21] present a solution based on smartphones to allow the interoperability of IoT devices.
The authors propose an architecture in which a smartphone aggregates several communications
interfaces to work as a gateway for different technologies. The proposal is software-based and uses
only the default implementation of the considered standards. Thus, no improvements were made at
the routing layer. A specific testbed was deployed to evaluate the solution in terms of memory, CPU,
and energy consumption.
In [22,23], the authors studied solutions for gateway discovery in mobile ad hoc networks
(MANETs). The proposals are based on the usage of periodical control messages and consider networks
that have mobile nodes or are equipped with an IEEE 802.11 communication interface, which is not
the most appropriate for IoT low-power devices. The performance of the solutions was evaluated in
terms of packet delivery ratio and end-to-end delay.
Considering the limitations of the current literature and the requirements of IoT low-power
networks, this work proposes a new mechanism for LOADng that will allow it to search Internet-connected
nodes in a dynamic and on-demand manner. Moreover, the proposed approach can improve normal
data traffic among the nodes, enabling the network to become more energy efficient and reliable.
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3. LOADng Protocol Overview
The LOADng routing protocol proposes a simplification of the AODV [24], a well-known reactive
routing protocol based on route discovery using messages of route request and route reply. In LOADng,
some aspects are simplified with the aim of reducing the protocol complexity and the amount of
computational resources required to execute it. Among the simplifications, it is possible to detach
the restriction to the sending of intermediate route reply messages and the avoidance of the use of
periodical control messages [16]. Thus, LOADng is specifically designed for networks composed of
devices with strong hardware restrictions. Also, it allows the use of different addressing schemes such
as IPv6, IPv4, and Rime [25].
The following subsections present an overview of the LOADng protocol. These explanations are
necessary to understand the approach proposed in this work.
3.1. LOADng Functioning in Brief
LOADng is a reactive routing protocol based on route discovery using route request and route
reply messages. Thus, when a node wants to send a data message and the route to the destination
is unknown, it should begin a new route discovery process. To this end, the node broadcasts a route
request (RREQ) message to search for a route to the desired destination. Each node that receives an
RREQ should perform message processing and consider the message to be forwarded. This process
continues until the RREQ reaches the sought destination. The destination should then generate a route
reply (RREP) message to answer the received RREQ. The RREP is forwarded in unicast to the RREQ
originator, constructing a route between the two nodes interested in the message exchange. Finally,
the RREP is received by the RREQ originator, which should begin to send data messages using the
path created by the route discovery process.
3.2. LOAng Control Messages and Information Base
The process of route discovery is performed with the use of control messages inspired by AODV.
RREQ messages are always used to request the creation of a route to a destination when a node
needs to send a data message and the path to the destination is unknown. RREP messages are used
by the destination that receives the RREQ as an answer to the request for route creation. An RREP
message may, optionally, require an acknowledgment. In this case, the route reply acknowledgment
(RREP_ACK) message is used to answer a received RREP. When a node fails at the moment of data
message forwarding, a route error (RERR) message can be used to inform the data message originator
of the problem detected. The RERR can also be used when the data message destination is unknown
by the intermediate node. Table 1 summarizes the control messages of LOADng and presents its fields
with a brief description.
In the process of route discovery, control messages are used in conjunction with an Information
Base maintained by each network node. According to the content of the control messages,
the Information Set of nodes are fed and updated. The main elements of the Information Base are the
following: Routing Set, Blacklisted Neighbor Set, and Pending Acknowledgment Set. The Routing
Set is composed by route tuples entries that store data about the neighbor nodes. Based on the
Routing Set, a node can verify the existence of a path to a destination or the necessity of starting a
new route discovery process. The Blacklisted Neighbor Set is responsible for storing the addresses of
nodes with possible communication inconsistencies that make the bidirectional linkage unavailable.
The Pending Acknowledgment Set records information about the RREP messages sent with the field
ackrequired defined as true. Table 2 presents the fields and the descriptions of the main components
of the Information Set.
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Table 1. LOADng Control Messages.
RREQ Message
Field Description
addr-length Defines the length of the addresses used by originator and destination nodes
seq-num
Indicates the sequence number that uniquely identifies each message
generated by the originator node
metric-type Determines the type of metric used by the message originator node
route-metric Defines the value of the route metric of the path
hop-count Indicates the number of hops that the message has traversed
hop-limit Indicates the maximum number of times that a message can be forwarded
originator Specifies the address of the message originator
destination Specifies the address of the message destination
RREP Message (contains the same fields as RREQ plus the above)
Field Description
ackrequired Indicates the necessity of generating an RREP_ACK when be received
RREP_ACK Message
Field Description
addr-length Defines the length of the addresses used by originator and destination nodes
seq-num
Indicates the sequence number of the RREP messages that was triggered
the generation of the RREP_ACK
destination Specifies the address of the message destination
RERR Message
Field Description
addr-length Defines the length of the addresses used by originator and destination nodes
errorcode Indicates the error code of the message
unreachableAddress Specifies the address of the node unable to be reached
originator Specifies the address of the message originator
destination Specifies the address of the message destination
hop-limit Indicates the maximum number of times that a message can be forwarded
Table 2. LOADng Information Base.
Routing Set
Field Description
R_dest_addr Indicates the address of the route destination
R_next_addr Indicates the address of the next hop in the path to the route destination
R_metric Specifies the value of the metric computed for the path to the destination nodes
R_metric_type Determines the route metric used to compute the metric value
R_hop_count Specifies the number of hops to the route destination
R_seq_num
Indicates the sequence number of the control message used to
generate the entry in the set
R_bidirectional Indicates if the message is bidirectional
R_local_iface_addr
Specifies the communication interface used to reach the
route destination (used only when a node has more than one interface)
R_valid_time Specifies the length of time the entry is considered valid in the set
Blacklisted Neighbor Set
Field Description
B_neighbor_address Indicates the address of the blacklisted neighbor
B_valid_time Specifies the length of time the entry is considered valid in the set
Pending Acknowledgement Set
Field Description
P_next_hop Indicates the address of the node that the RREP was sent
P_originator Indicates the address of the RREP originator
P_seq_num Defines the sequence number of the sent RREP
P_ack_received Determines whether the pending RREP_ACK was received
P_ack_timeout Specifies the length of time the entry is considered valid in the set
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3.3. LOADng Route Discovery
When a node wants to send a data message, it should look for a route to the message destination
on its Routing Set. If the path is found, the node should forward the message to its destination through
the next hop node. The message forwarding process is described in detail in Section 3.4. However,
if the wanted destination is not found, the node should start a new route discovery process.
In the routing discovery process, the node generates a new RREQ message, defining itself as
originator and the address of the desired destination in the destination field. It should also set a
unique seq-num to the RREQ and define the other message fields. Then, the node should broadcast the
generated RREQ to its neighbors.
Each receiver of the RREQ message should execute its processing according to the flowchart
presented in Figure 2a. In the first verification that checks the length of addresses and other details,
the message, if considered valid, is subjected to the common processing used both for RREQ and RREP
messages. In the common processing (presented in the flowchart in Figure 2c), the node should update
the fields of hop-count, hop-limit, and route-metric from the message. In sequence, the node
should search for a route entry for the message originator on its Routing Set. If the route is not found,
a new route entry for the message originator is created. Then, the created or found route entry is
compared with the fields of the received message to verify whether or not the message can be used to
update the route entry. If the message is valid, the route entry is updated, the common processing
is finished, and the message returns to its specific processing. In contrast, if the message is not used
to update the route entry, the node should verify the message type, send an RREP_ACK if required,
and drop the message. When the message returns to the specific RREQ processing, the node should
check whether it is a message destination. If negative, the node should verify whether the message
is valid to be forwarded (checking the hop-count and hop-limit), updating its fields, and forward it
using broadcast. Otherwise, if the node is the RREQ destination, it should generate an RREP message
to answer the request from the RREQ originator.
The generated RREP message should have the address of the RREQ originator as destination,
the address of its originator in the originator field, and a unique seq-num. After being generated,
the RREP should be sent in unicast to its destination. Thus, the RREP originator should look for
a route entry to the destination on its Route Set and forward the message to the R_next_hop node.
Note that the route entry should be found after it has been created by the RREQ message being
received. A node that receives the RREP message should perform its processing as described in
the flowchart in Figure 2b. After the first validation, the message is submitted to the common
message processing (similar to an RREQ message and following the flowchart in Figure 2c). After this
processing, the RREP receiver should verify the necessity of generating and sending an RREP_ACK
message. In sequence, the node should check whether it is the message destination. If not, the node
should consult whether the message is valid to forwarding, verify its Routing Set looking for an entry
to the RREP destination and send the message to the R_next_hop node using unicast. Otherwise, if the
node is the RREP destination, the route discovery process is completed, and the data message can be
sent using the constructed path.
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Figure 2. Flowcharts of LOADng RREQ and RREP control messages processing.
3.4. LOADng Data Message Forwarding
In the data message sending process, the node should use the path created in the route discovery
process to deliver the data message to its correct destination. Thus, the node consults its Routing Set
looking for an entry that matches the message destination. In sequence, the node should forward
the message to the next hop of the found route entry. According to the latest LOADng specification,
a node should always refresh the valid time of a route entry that it uses. The intermediate node that
receives a data message should forward to the next hop of the path based on the information in its
Routing Set. This process occurs until the message reaches its final destination. If an intermediate
node does not find a route entry that matches the message destination, it should perform a new route
discovery process to recover the broken path. If the path recovery does not succeed, the node should
generate an RERR message to inform the data message originator of the impossibility of delivering the
message successfully.
3.5. SmartRREQ Enhancement for LOADng
To reduce the number of control messages exchanged during the route discovery process,
the SmartRREQ enhancement was proposed for LOADng [26]. With the use of SmartRREQ, the node
should start the route discovery process with an RREQ containing a new smart-rreq flag set as
true. Every node that receives a SmartRREQ (RREQ message with smart-rreq true) should perform
additional processing in the RREQ message handling. After executing all the initial processing,
and after verifying whether the message is valid for forwarding, the node should perform the specific
processing of SmartRREQ. Thus, the node checks whether it owns a route entry on its Routing Set
to the message destination with R_next_hop that is different from the previous hop of the received
SmartRREQ. If this condition is satisfied, the node should transmit the SmartRREQ message in
unicast to the next address found. The next hop that receives the SmartRREQ message should
perform the same processing until the message reaches the final destination. If a node does not
find a route entry to the SmartRREQ destination, the message should be forwarded using broadcast.
The destination of a SmartRREQ should answer the request by generating a normal RREP. Hence, the
SmartRREQ enhancement can reduce the number of broadcast transmissions, thereby contributing to
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reducing the control message overhead required to discover a new route and decreasing the network
energy consumption.
4. Proposed LOADng Enhancement for IoT Networks
This work proposes an enhancement for the LOADng protocol in IoT networks composed of
devices with different capabilities. The proposed LOADng-IoT introduces a new route discovery
process dedicated to finding devices with the capacity to forward special messages from other nodes.
The following subsection explains the IoT applications scenario in which the proposed approach can
be applied. In the sequence, LOADng-IoT is fully described, including its features, requirements,
and operation.
4.1. Considered IoT Applications and Network Model
This work considers an IoT network as presented in Figure 1. The network is composed of simple
nodes and Internet-connected nodes, hereafter referred to as INs. The simple nodes represent devices
with low capacity, equipped with IEEE 802.15.4, which are unable to realize a direct Internet connection.
On the other hand, INs represent devices with high potential, equipped with IEEE 802.15.4 and another
communication interface, which are able to provide direct Internet connectivity (such as 4G, Ethernet,
or Wi-Fi). All of the network nodes can generate simple messages, which are sent to any network
node, and Internet messages, which are directed to external Internet services. The simple messages are
locally generated and processed by the nodes. In contrast, Internet messages are created locally and
need to reach external services using the Internet. Thus, the INs can directly send Internet messages
once they have Internet connectivity. However, simple nodes that generate Internet messages need
to find an IN to work as a gateway so that they can then forward their packets. Thus, an IN that
receives an Internet message from a simple node should handle and forward the message to the final
IP destination using other communication interfaces.
A smart home (SH) IoT application can be used to exemplify the use of the presented network
model. In a SH, the smart objects with a low necessity of consulting external Internet services
(such as lights, windows, doors, showers, and air-conditioners) can be represented by simple nodes.
In contrast, smart objects that require continuous Internet-connection (such as smart meters, smart TVs,
smartphones, tablets, and routers) can be represented by INs linked to the Internet using cellular
network or optical fiber. Thus, as an example, a smart window can occasionally consult an external
Internet service to verify the weather forecast. The smart window, to access the service, should use an
IN as its gateway to the Internet. Besides, in a context of a local message exchange, an air-conditioner,
when activated, can send a local message to close the smart windows without the necessity of using
the Internet to perform this communication.
Current routing solutions can address the presented network model when the simple nodes have
been previously configured with a default gateway to forward their Internet messages. Thus, prior
knowledge of the nodes with Internet connection capacity is required to then define a gateway for
each simple node. This approach, although functional, can give rise to several issues. The obstacles
that can occur using this simplistic approach are identified as: (i) high deployment time is required
to define the gateway of each simple node; (ii) Internet-connected nodes can be overloaded with
Internet messages from simple nodes; (iii) bad deployment can make simple nodes create long paths
to their gateways; (iv) simple nodes can become unable to send Internet messages if their gateways
lose Internet connectivity.
Based on the exposed constraints, and seeking to better address the requirements of the described
IoT network scenario, this work proposes a new enhancement for the LOADng protocol that is able to
optimize the route discovery process for INs and improve the network performance. The proposed
LOADng-IoT can simplify the discovery of Internet routes, avoiding the necessity of the prior definition
of gateways for Internet messages. In addition, the proposal reduces the number of control messages
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required to construct paths to INs and makes the data message forwarding process more reliable.
The following subsections present a detailed description of the proposed LOADng-IoT.
4.2. Proposal Overview
The proposed LOADng-IoT is composed of three components: the Internet route discovery
process, the Internet Route Cache (IRC) system, and a new error code for RERR messages. The first
component is responsible for finding IN nodes without the requirement of previous knowledge of its
address in the local network. Thus, a node that wants to send a message to the Internet should start an
Internet route discovery process by broadcasting a special RREQ, named RREQ-IoT. The message has
the objective of seeking an IN that can be used as a gateway for the RREQ-IoT originator. To reduce
the number of broadcast transmissions, an intermediate node that knows a route for an IN can
forward the RREQ-IoT message to it using unicast transmission (in the same way as SmartRREQ).
When an IN receives an RREQ-IoT message, it should generate a special RREP to answer the request.
This message, named the RREP-IoT, is forwarded in unicast via the opposite route created by the
RREQ-IoT. Each node that receives an RREP-IoT should create an entry on its Routing Set with the
information that the message originator has an Internet connection. When the RREP-IoT reaches its
destination, the node should immediately start to send the Internet data messages. The proposed
Internet route discovery process of LOADng-IoT is fully described in Section 4.4.
The second component is responsible for storing the Internet routes (routes to Internet-connected
nodes) removed from the Routing Set. During the Internet route discovery process, the nodes create
entries on the Routing Set to the INs. These entries, which have a valid time, can expire and be removed
from the Routing Set when not used. Thus, to reduce the number of transmissions in a new Internet
route discovery and to allow the nodes to follow a previously known Internet route, these entries,
when removed, have some of its information inserted in a new data structure, the IRC. The IRC should
always be consulted when a new Internet route discovery process is started and should, when possible,
indicate a previously known Internet route to direct the discovery process. The IRC is optional and
should be adopted according to the hardware capacity of the network devices. A complete description
of the proposed IRC is presented in Section 4.5.
The third component is a new error code for RERR messages. The INTERNET_CONN_LOST error
code should be used to indicate to an Internet data message originator that it was not possible to
forward the message to the Internet. Thus, the receiver of the RERR should start a new Internet route
discovery process to find a new IN to transmit its Internet messages. The generation, processing, and
functioning of the proposed new error code for RERR messages are detailed in Section 4.6.
4.3. LOADng-IoT Required Increments and New Features
The proposed LOADng-IoT requires several increments in the existing default LOADng structure.
Table 3 shows the fields added to the LOADng to make possible the use of IoT enhancement. Basically,
a new field was inserted in both the RREQ and RREP to allow the nodes to identify the messages as
IoT and realize special handling. In the Routing Set, a new field was included to enable a route to be
identified as an Internet route. Hereafter, in this paper, the term Internet route will be used to refer to a
route whose destination is a node with an Internet connection.
In addition to the increments previously presented, the LOADng-IoT also presents several new
features required to improve the performance of the studied IoT networks. Table 4 presents these
features. The data structure of the proposed IRC is composed of two fields to store the address related
to the route entry removed from the Routing Set. The memory required by the IRC structure varies
according to the adopted addressing scheme (IPv6, IPv4, or Rime). However, it is important to note
that the IRC is optional and could be used just in nodes with slightly greater memory capacity. The
option to use or not use the IRC should be configured in each node at the deployment moment using
the configuration parameters dedicated to it. In addition, it is possible to define the number of entries
in the IRC set according to the memory restriction of the nodes. Considering that, in the Routing
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Set, the Internet routes may require a valid time that is different from that of common routes, a new
parameter was created to allow this feature. Finally, a new error code was created to be used with the
LOADng-IoT. The new specific error code allows an Internet node to inform that a received Internet
message was not forwarded due to loss of Internet connection. Thus, the Internet data message
originator can find a new node to forward its messages.




Indicates that the RREQ or RREP message is *-IoT; when used in RREQ,
indicates that the originator is searching for an Internet node; when used
in RREP, indicates that the originator has an Internet connection.
Routing Set
Field Description
R_Internet_conn Indicates the address of the blacklisted neighbor
Table 4. LOADng-IoT new features.
Internet Route Cache
Field Description
RC_dest_addr Specifies the address of the destination removed from the Routing Set
RC_next_hop_addr
Specifies the address of the next hop to reach the destination
removed from the Routing Set
Configuration Parameters
Field Description
R_INTERNET_HOLD_TIME Defines a valid time to an Internet route entry in the Routing Set
USE_INTERNET_ROUTE_CACHE Specifies if the node uses the IRC mechanism




Indicates the impossibility of forwarding a data message to the Internet
due to lost; the error code is 253.
4.4. Internet Route Discovery Process
The Internet route discovery should always be initiated when a node does not find a route entry
to an IN on its Routing Set. Thus, the node should create an RREQ with the flag iot set as TRUE
(hereafter, this message is named RREQ-IoT). Then, the node defines its own address as the RREQ-IoT
originator and destination, and a set new unique seq-num. In the following, the node should
consult its IRC (if in use) to verify the existence of a previously known Internet route. At this point,
the IRC is considered to be empty, and will be explored in the next subsection. Thus, the node should
transmit the generated RREQ-IoT in a broadcast to its neighbors.
Each node that receives an RREQ-IoT should perform its processing according to the flowchart
in Figure 3. Thus, the node first checks whether the message is valid for handling and then conducts
the common message processing. The common message processing is done in a similar way as in the
standard RREQ message and following the flowchart in Figure 2c. Additionally, during this processing,
at the moment a new entry is created in the Routing Set, the node should include the information about
the Internet connection status of the message originator. As the RREQ-IoT message originator does not
have an Internet connection, the route entry that was created based on the received RREQ-IoT should
have the R_Internet_conn set as FALSE. In addition, if the received RREQ-IoT is used to update the
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information on an existing route entry, the R_Internet_conn should never be changed to false. If the
common processing is concluded without the message being dropped, the message handling proceeds
to the next step. Thus, in the specific RREQ-IoT processing, the node should check whether it has an
active Internet connection (the information on whether or not the node has an Internet connection
can be obtained in several ways; this work does not mandate a specific way of doing this. However,
as a suggestion, the routing layer can be informed about the Internet connection status through the
application layer.). If the node identifies an active Internet connection, it should reply to the RREQ-IoT
by generating and transmitting an RREP-IoT message to the request originator. However, if the node
does not have an Internet connection, it should check whether the message is valid for forwarding.
If true, the node searches for an Internet route on its Routing Set. Thus, if it is found, the node
should use a mechanism similar to SmartRREQ to assist the path creation. Hence, the node changes
the RREQ-IoT destination to the found R_destination, updates the other message field and sends
the message in unicast to the R_next_hop. If more than one Internet route exists in the Routing Set,
the node should select the one that best address the used routing metric. However, if an Internet
route entry is not found in the Routing Set, the node should use the IRC mechanism, if it is activated.
Considering that the node does not use the IRC, it should update the RREQ-IoT message fields and
transmit the message in broadcast. Independent of the transmission mode of the RREQ-IoT (unicast or








Have I an Internet
connection?
Generate and send an
RREP-IoT message
Msg valid for 
forwarding?
Update and 








Do I know an 












Figure 3. Flowcharts of RREQ-IoT control messages processing. Dotted lines represent the optional
flow used when IRC is adopted.
Please note that unlike the normal route discovery process, the Internet route discovery process
searches for any IN rather than a defined destination address. During the RREQ-IoT message
processing, the node does not verify whether it is the message destination, but whether it has an active
Internet connection. In addition, it is possible that an intermediate node that knows an Internet route
will change the RREQ-IoT destination and redirect the Internet route discovery. Figure 4 explains how
this may occur. Consider that node A needs to send an Internet message and has begun an Internet
route discovery process. Node B has received the RREQ-IoT from A and begun its processing. B
does not have an Internet connection but finds an Internet route to node C on its Routing Set. Thus,
B changes the RREQ-IoT destination to node C and forwards the message in unicast to C. Thus,
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inspired by the SmartRREQ, the Internet route discovery process is optimized to reduce the number of








Figure 4. LOADng-IoT Internet route discovery process. Dotted lines represent the linkages allowed
but not used.
As previously explained, a node with an Internet connection that receives an RREQ-IoT should
generate a reply message to answer the request. Thus, the node generates an RREP-IoT, defines its
own address as originator, and the address of RREQ-IoT originator as destination. The message
should also have a new unique seq-num. Then, the node transmits the RREP-IoT message in unicast to
the next address in the path to the destination.
The node that receives an RREP-IoT should perform its processing, which is very similar to the
normal RREP processing, following the flowchart in Figure 2b. Thus, the node verifies whether the
message is valid for handling and then executes the common message processing. In the common
message processing of an RREP-IoT, all created or updated route entries to the message originator
should include the information that R_Internet_conn is TRUE. In addition, the R_valid_time of
the Internet route should be, by default, two times greater than the valid time of regular routes.
Since only Internet-connected nodes can generate RREP-IoT messages, the intermediate nodes that
forward RREP-IoT messages should not be included as R_Internet_conn set as TRUE. Thus, the
RREP-IoT message performs the maintenance of routes and creates the path to the Internet nodes.
At the end of the common processing, the node can generate an RREP_ACK message, if necessary.
In the LOADng-IoT, the RREP_ACK generation, transmission, and processing are equal to the default
LOADng. In sequence, the RREP-IoT receiver verifies whether it is the message destination. If false, the
node should check whether the message is valid to forward, perform the message update, and transmit
it to its destination. Otherwise, if the node is the message destination, the Internet route discovery
process is completed, and the node can begin the sending of Internet messages.
In the described Internet route discovery process, all nodes that receive an RREQ-IoT should
reply using an RREP-IoT. Thus, it is possible for more than one RREP-IoT to be received by the request
originator. This behavior makes the construction of several Internet routes possible, one for each
different IN. Hence, a node that intends to send an Internet message should look up its Routing Set
and find the best path among those available. The selection of the best Internet route should be made
based on the used route metric or the lowest number of hops. The process of Internet message sending
and forwarding is described in detail in Section 4.7.
4.5. Internet Route Cache for LOADng-IoT
In the course of the network functioning, all route entries of the Routing Set can be removed
when the valid time expires. This process occurs to allow the nodes to reduce the memory usage and
make the creation of paths to other nodes possible. In the LOADng-IoT, the valid time of the regular
routes and the Internet routes can be different and should be adjusted according to the expected traffic
in the network. However, considering a scenario where both message types are equality generated,
an Internet route tends to be used more by representing a path to all Internet messages. Thus, by
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default, the authors suggest that the Internet routes have a valid time that is two times greater than
regular routes.
Even with a higher valid time, Internet routes that are not used can expire and be removed from
the Routing Set of the nodes. Thus, when a node needs to send a new Internet message, the whole
Internet route discovery process should be completed again, transmitting several control messages
and expending more network resources. To reduce this problem, LOADng-IoT offers an optional
improvement that is able to minimize the control message overhead during the construction of Internet
routes. This mechanism, the IRC, stores the most relevant information about the last Internet route
entries removed from the Routing Set. Then, when it is necessary to perform an Internet route discovery,
the node should check its IRC to verify the existence of a previously known Internet route. If positive,
the node can direct the Internet route discovery to the destination of the found entry in the IRC.
An entry can be removed from the Routing Set due to valid time expiration or to lack of memory
for the insertion of a new entry. Thus, with the use of the IRC, if the removed entry is an Internet route
(i.e., R_Internet_conn is TRUE), its R_next_addr and R_dest_addr are used to create a new route cache
entry that is inserted in the IRC set. As presented in Section 4.3, the number of route cache entries
should be previously defined and should consider the memory limitation of the nodes. The authors
suggest that this number be incremented by one for every four possible entries in the routing table.
Thus, if the size of the routing table is four, the number of IRC entries should be one; if the size of
the routing table is eight, the number of IRC entries should be two. It is also possible to consider
the reduction of the number of Routing Set entries to allow the use of the IRC in devices with severe
memory restrictions.
The IRC entries do not have valid time and only can be removed by the reception of an RERR
message (discussed in Section 4.6). According to the number of route entries defined in the IRC, the
oldest entries are removed when a new entry needs to be inserted. In addition, the search for an IRC
entry should always get the most recent entry in the set. Thus, the IRC set should work like a stack,
where a new entry must be inserted at the start of the set, and the find for an entry should always
return the head of the list. When the set is full, the node should to remove the last element in the list
and insert the new entry at the beginning.
With the use of the IRC, the nodes should verify its route cache set before starting a new Internet
route discovery process. If an entry is found, the node should direct the Internet route discovery
process to the destination of the found entry. Thus, the node creates an RREQ-IoT with a destination
equal to the found RC_dest_add and sends the message to the RC_next_hop in unicast. The node that
receives the RREQ-IoT should realize the message handling normally, as described in Section 4.4.
As shown in the flowchart in Figure 3, during the RREQ-IoT processing, a node that does not have
an Internet connection should consult its Routing Set to verify the existence of any Internet route.
Please note that at this point, as occurs in the normal processing of RREQ-IoT, the destination of
the unicasted RREQ-IoT can be changed and the message can be redirected to another node with an
Internet connection.
This situation is exemplified in Figure 4. Consider that node A needs to send an Internet message
and does not find an Internet route on its Routing Set; A checks its IRC and finds an entry to the
IN E with next hop B. Thus, A generates an RREQ-IoT with a destination equal to the E address
and unicasts it to node B (the found next hop to E). B receives the RREQ-IoT from A and realizes its
processing normally. However, B, at the moment of checking its Routing Set, finds an Internet route
to node C. Thus, B changes the received RREQ-IoT destination to C and forwards the message in
unicast. Node C then receives the request from A and sends a reply offering the required Internet
route. This behavior is accepted because the intention of an RREQ-IoT is to reach a route to the
Internet, independent of the IN providing the connection. In addition, this redirection of the RREQ-IoT
ensures that the Internet route discovery process follows with most recent information (considering
that the information provided by the Routing Set is frequently newer than the information provided
by the IRC). However, if an Internet route is not found in the Routing Set of the intermediate node,
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the intermediate node should verify its IRC, change the message destination (if necessary), and then
forward the message in unicast to an IN that is able to provide an Internet connection to the RREQ-IoT
originator. Finally, whether the IRC set is empty, the node should change the destination address of
the RREQ-IoT to the same address as its originator and send the message in broadcast. This process
“converts” the RREQ-IoT received in unicast in a normal RREQ-IoT to be broadcasted and the Internet
route discovery process can continue until an IN is reached.
The use of the IRC mechanism allows the nodes to reduce the number of control messages
required to construct an Internet route. The cache mechanism is used to direct the RREQ-IoTs to a
previously known IN. Thus, when adopted, the IRC contributes to the reduction of the number of
packet collisions, minimizes energy consumption, and improves network efficiency. As explained,
the entries in the IRC set are only removed by lack of memory or the reception of an RERR message.
This process is discussed in the description of the new error code proposed in this work in Section 4.6.
4.6. Internet Lost Error Code for LOADng-IoT
Due to unexpected situations, the Internet nodes can sometimes lose Internet connection. To avoid
these nodes receiving Internet messages when they have no connection, this paper proposes a new
error code with the function of advising the neighbor nodes that the Internet connection has been lost.
The error code, described as “Internet connection lost” (or INTERNET_CONN_LOST), is defined by
code 253. The used code number is included in the range of experimental use codes according to the
most recent LOADng [10] specifications and can be altered in the future.
During network functioning, when an IN receives an Internet message from another node,
it should forward the message to the Internet address destination. If the node detects that the
connection has been lost or that it is not possible to realize the forwarding, it should generate an
RERR message. The generated RRER message, which has the same structure as the normal RERR
presented in Table 1, receives the errorcode 253, the originator as its own node address, and the
destination as the originator of the not forwarded Internet message. Notice that, in this case, the
field unreachableAddress can be ignored when this error type has not used it. Then, the message is
transmitted in unicast to the previous hop of the received Internet message.
A node that receives an RRER with code 253 should perform its processing according to the
flowchart presented in Figure 5. Thus, the receiver node should initially decrement the hop-limit field.
Then, the node should check its Routing Set and, if an entry is found, change the R_Internet_conn
to FALSE. If the RERR receiver uses the IRC, it should also verify whether an entry for the RERR
originator exists on its IRC set. If an entry is found, the node should remove it. Notice that the
route updated to R_Internet_conn false is not removed from the table and is not included in the
IRC set. This procedure avoids the node trying to start a new Internet route discovery from using
information about the node with the connection lost. In sequence, the node verifies if itself is the
message destination. If true, the RERR process is completed and the message is not forwarded.
Otherwise, the node should ascertain whether the message is valid for forwarding, update the message
fields, and send the message to its destination.
An RERR message with code 253 can also be generated by an intermediate node in the path to
the destination of an Internet message. An intermediate node that receives an Internet message and
detects that the message destination does not have an active Internet connection should start a new
Internet route discovery process to find a new Internet path. If the path is not successfully created,
the RERR message is generated to the Internet message originator.
The use of the proposed error code allows the network to reduce the number of Internet messages
sent to a node without an Internet connection. Thus, the nodes are able to find alternative Internet
routes when they receive an RERR message with code 253. As a benefit, the number of packets lost can
be reduced, which contributes to improving the network efficiency and reliability.
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Figure 5. Flowcharts of RERR control messages with code 253 processing. Dotted lines represent the
flow used only when IRC is in use.
4.7. LOADng-IoT Data Message Forwarding
In the network operation with the use of the proposed LOADng-IoT, the nodes that intend to
send data messages should verify its Routing Set and execute the route discovery process, if necessary.
After constructing the routes, simple messages and Internet messages can be sent to its destinations
through the next hop node. In the case of simples messages, as the LOADng constructs only one path
to each destination, it is not possible to compare the best route for sending (the best path selection is
made during the process of route discovery). However, to send an Internet message, the node should
to select the best path based on the selected routing metric since the Internet route discovery process
can create several routes to different INs. Thus, it is possible to choose the best path among those
available. The nodes that receive a data message (both simple and Internet) should consult its Routing
Set to find the next hop to the destination node. This process should continue until the data message
is delivered.
Independent of the message type, it is possible for a broken route to occur during the message
forwarding process. In this case, the intermediate node that was not able to forward the message
detects the broken path, queues the data message, and starts a new route discovery process according
to the message type. If the message is simple, the node should begin a normal route discovery using
the standard LOADng procedure. However, if the message is directed to the Internet, the node should
start an Internet route discovery following the process described in Section 4.4. Thus, the node should
consult its IRC set (if enabled) and send an RREQ-IoT unicast or broadcast following whole the process.
In both cases, if the route is constructed successfully, the queued data message is forwarded normally.
Otherwise, if it is not possible to reconstruct the path, the node should generate an RERR according to
the data message type and send it to the data message originator.
Chapter 4. LOADng-IoT: An Enhanced Routing Protocol for Internet of Things Applications
over Low Power Networks
86
Sensors 2019, 19, 150 17 of 26
5. Performance Evaluation and Results Analysis
This section presents the performance assessment realized to evaluate the behavior of the proposed
solution. The Cooja simulator/emulator, which is a part of the Contiki O.S. [27], was used for this
purpose. Although the use computational simulations cannot precisely represent the behavior of a
network in the real world, it can allow a fair comparison among routing protocols since it makes the
reproduction of an identical environment possible for all studied proposals [25]. In addition, because
it works as an emulator, Cooja permits the replication of the hardware conditions of real nodes such
as Tmote Sky, Zolertia Z1, and others. Thus, each emulated node represents the identical hardware
conditions of real devices in terms of memory usage and processing capacity.
The proposed LOADng-IoT was compared with the most recent version of LOADng and
LOADng-SmartRREQ. The objective was to analyze the behavior of the proposed solution with the
other proposals in different scenarios. Thus, situations were created with three topology organizations:
grid sparse, random dense, and mobility dense. For all the topologies, the number of nodes in the
network changed from 16 to 64. This quantity was chosen because it can represent the majority of
the existing small-scale IoT application scenarios, mainly in smart homes. The following itemization
presents more details on the used grid, random, and mobility topologies.
• Grid Sparse Scenarios: the network nodes were organized in linear grids of nxn nodes.
The simulated area grew together with the number of nodes. Thus, a fixed network density was
maintained where the nodes had between two and four neighbors.
• Random Dense Scenarios: the different quantity of nodes was randomly deployed in an area
of 200 square meters just once. Thus, the random deployments were the same for all compared
proposals. The simulated area was the same for the different quantities of nodes. Hence, the
network density grew with the increase in the number of nodes.
• Mobility Dense Scenarios: the nodes were deployed with the same positions of random dense
scenarios in an area of 200 square meters. However, the nodes with an Internet connection was
able to move in the whole area of the studied environment.
For all scenarios and the different quantities of nodes, the simulation time was 600 s. In the
application, all network nodes generated and sent data messages in variable intervals of between
10 and 15 s. The minimum data message interval was defined as 10 to avoid the nodes being overloaded
with several data messages while they were still realizing a route discovery process. This measure
was required because the nodes do not implement a significant buffer for data messages in the routing
layer. Thus, all data messages generated inside a route discovery process are lost. The data message
generation should be able to address the requirement of Equation (1):
2 ∗ (1 + RREQ_RETRIES) ∗ NET_TRANSVERSAL_TIME (1)
where RREQ_RETRIES is the maximum number of route discovery retries and
NET_TRANSVERSAL_TIME is the expected time to a control message traversing the whole
network. The generated data messages were simple messages or Internet messages, as explained in
Section 4.1. Both messages were generated randomly with a chance of 50%. Thus, the simulated
scenarios created a network traffic pattern that merged P2P (sending simple messages from a local
node to another local node) and MP2P (sending Internet message from local nodes without an Internet
connection to a local node with an Internet connection).
In the simulated scenarios, the number of INs grew according to the number of nodes in the
network, representing around 10% of network devices. To simulate an environment where the IN
could, periodically, lose its Internet connection, these nodes had a random Internet connection time
of between 60 and 90 s. After this time, the connection remained lost for a random time of between
0 and 60 s. In sequence, the connections were once again reestablished with a new random time
of between 60 and 90 s. The most critical parameters of the simulation are presented in Table 5.
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The parameters of the nodes used in the simulation environment are presented in Table 6. Notice that
INs simulate an additional communication interface for the Internet connection. In the mobility
scenario, the mobile nodes, which are the INs, move according to the random waypoint mobility
model [28]. The BonnMotion 3.0.1 [29] tool was used to generate the movement of the mobile nodes.
Table 7 presents the parameters of mobility used in this study. All studied approaches were based
on LOADng and used the same settings presented in Table 8. However, the proposed approach
(LOADng-IoT) used two more parameters, presented in Table 9.
The following subsections show the obtained results for the metrics of the packet delivery ratio
(PDR), the energy spent per delivered data bit (AES), the control message overhead per delivered data
message (CMO), and the percentage of packets with low latency (PLL). For all studied metrics, the
simulations were executed 30 times, and the results presented a confidence interval of 95%.
Table 5. Parameters of Simulation.
Parameter Value
Network Area 150∼280 m2
Number of Nodes 16∼64
Num. of Internet-connected Nodes 2∼6
Simulation Time 600 s
Radio Environment Unit Disk Graph Model (UDGM)-Distance Loss
Transmission Range 50 m
Interference Range 50 m
TX and RX Chance 90%
Data Message Frequency 10 s∼15 s
Data Message Length 512 bits
Traffic Pattern P2P and MP2P
Medium Access Control (MAC) Protocol Carrier Sense Multiple Access (CSMA)
Radio Duty Cycle (RDC) Protocol ContikiMAC
Check Channel Rate (CCR) 16 Hz
Table 6. Nodes Parameters.
Parameter Value
Mote Type Tmote Sky
Radio CC2420
Max. Transmission Power 31 dBm
Supply Voltage 3.6 v
TX Current Consumption 21.0 mW
RX Current Consumption 23.0 mW
Low Power Mode (LPM) Current Consumption 1.2 mW
CPU Current Consumption 2.4 mW
Table 7. Mobility Parameters.
Parameter Value
Mobility Model Random Waypoint
Mobility Area 200 m2
Max. Speed 3 m/s
Min. Speed 1 m/s
Max. Pause Time 60 s
Min. Pause Time 0 s
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5.1. Packet Delivery Ratio
The PDR metric represents the number of data messages that were successfully delivered to
the destination node. Thus, a high PDR represents an efficient network that is able to deliver the
generated data messages with high reliability. This metric is constantly affected by the quality of
the links among the nodes, the radio interference provoked by neighbor devices, and collisions with
other data and control messages. In this paper, the Internet messages delivered for a node without an







where N is the number of nodes in the network, Pri is the number of data packets received for each
node i, and Psi is the number of data packets sent by each node i.
Figure 6 presents the results obtained for the PDR metric. In all studied scenarios, the proposed
LOADng-IoT obtained better results when compared with the other approaches. In the grid scenario,
where the network was sparse and the quantity of neighbor nodes was constant, the proposed solution
presented satisfactory results, demonstrating its scalability and reaching a PDR of between 75% and
80%. In contrast, the other approaches decreased its performance with the increase in the number of
nodes. The reason for this behavior was the dependency on a fixed Internet-connected node to send
the Internet messages. In addition, networks using LOADng and LOADng-SmartRREQ were unable
to detect an IN’s loss of Internet connection. Thus, the Internet messages were continuously forwarded
and lost due to the incapacity of the IN to route them to the Internet. With the use of the proposed
approach, the INs were able to use the new error code to inform the Internet message originator
when its Internet connection was lost. Thus, the message originator was able to start a new process of
Internet route discovery to find a new gateway to forward its messages to the Internet. In the random
and mobility scenarios, where the network was dense, the same behavior was perceived. However,
the obtained PDR values were lower for all the studied networks, mainly in the mobility scenario. The
reduction of the network performance is already expected when the network density grows. As the
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number of nodes is increased in a fixed area, the probability of packet collisions grows, provoking
a high packet loss. However, the proposed solution was able to obtain better results (in some cases,
40% better than default LOADng). The movement of INs also contributes to the packet loss since paths
previously constructed can rapidly become unavailable due to the mobility of the nodes. In this case,
the nodes that detect a route broken should use RERR messages to inform the data originator about
the forwarding incapacity. This behavior provokes the necessity of a new route discovery implying in
the transmission of control messages and, consequently, increasing the energy consumption. However,
as the mechanism used by LOADng-IoT to find routes requires fewer control messages when compared
with the other approaches, the losses provoked by Internet-connected nodes movement are reduced.
Hence, with the lower necessity of radio transmissions, the probabilities of packet collisions and
message loss are decreased.






















































































Figure 6. Packet delivery ratio in function of number of nodes.
5.2. Average Energy Spent per Delivered Data Bit
The average energy spent per delivered data bit metric represents the amount of energy spent
by the network to successfully delivery each data bit to its destination. Thus, the less energy spent
to deliver the data successfully, the higher the power efficiency of the network. The results obtained
by this metric are affected by the energy consumption of the nodes and the packet delivery ratio.




∑Ni=1 Pri ∗ Mlength
(3)
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where N is the number of nodes in the network, Eci is the total energy consumed (in millijoules)
by each node i, Mlength is the length of the data message in bits, and Pri is the number data packets
received by each node i.
Figure 7 shows the results obtained for the AES metric. In all studied network scenarios with
more than 25 nodes, the proposed LOADng-IoT was able to obtain better results when compared
with the other studied approaches. Considering the grid sparse scenario with 64 nodes, LOADng-IoT
outperformed LOADng by ∼168%, and LOADng-SmartRREQ by ∼125%. In the mobility scenario,
also with 64 nodes, the proposed approach is able to give a performance ∼73% better when compared
with LOADng. In general, the reduction in the number of control messages used in the route discovery
process allowed the proposed protocol to use fewer radio transmissions, provoking the energy
consumption decrement. The improved process of route discovery for Internet nodes also enabled
the protocol to find closer destinations to forward the Internet messages. Thus, the data messages
delivered to the Internet-connected nodes required fewer transmissions, contributing to the reduction
of energy consumption. Less transmission also implies a lower probability of packet loss caused by
radio interference or packet collisions. Hence, by reducing the energy consumption and reaching
a high packet delivery ratio, LOADng-IoT was able to spend less energy to deliver each data bit,
exposing a high power efficiency in comparison with LOADng and LOADng-SmartRREQ.






























































































Figure 7. Average energy spent per delivered data bit in function of number of nodes.
5.3. Control Message Overhead per Delivered Data Message
The control message overhead per delivered data message (CMO) metric shows the number
of control message transmissions required to deliver each data message successfully. As in the
previously presented metric, the results of the CMO are directly related to the packet delivery efficiency.
Although control messages are not used during the forwarding of data packets, it is possible to count
the overhead generated by the nodes to construct the path used to deliver the data messages. Thus,
Chapter 4. LOADng-IoT: An Enhanced Routing Protocol for Internet of Things Applications
over Low Power Networks
91
Sensors 2019, 19, 150 22 of 26
calculating the ratio between the quantity of control message transmission used to discover the
routes and the number of data packets delivered, it is possible to obtain the mean of control message







where N is the number of nodes in the network, CMti is the total number of control message
transmissions performed by each node i, and Pri is the number of data packets received by each
node i.
The results obtained for the CMO metric are presented in Figure 8. In all studied scenarios,
the proposed solution was able to obtain better results concerning the compared approaches. The main
advantage of using LOADng-IoT is the reduction in the number of control message transmissions
during the route discovery process. The mechanism of Internet route discovery, which was inspired
by LOADng-SmartRREQ, has reduced the number of control message broadcasts avoiding the
nodes outside the already known route received and processed control messages irrelevant to them.
In addition, the facility provided by the IRC has allowed the nodes to improve the IN discovery, since
the route discovery is directed to a previously known IN using unicast transmissions. Notice that the
mobility of the INs was not able to affect the benefits of IRC. The capacity of LOADng-IoT converting a
unicasted RREQ into a normal RREQ allows the node to discover a path to an Internet-connected node
even if IRC has directed the RREQ to an IN no more available. In the results from all studied scenarios,
LOADng-IoT outperforms LOADng and LOADng-SmartRREQ being able to, in some cases, reduce by
three times the number of control message transmissions required to deliver one data message. It is
also important to note that, in the random and mobility scenarios, the control overhead is about two
times greater than in the grid sparse scenario. In addition, in general, the number of control message
transmissions is elevated in relation to the number of delivered messages. This behavior is justified
by the configurations adopted in the network and protocol parameters. The data throughput is low
and the valid times of the routes are short, meaning that a high number of route creation processes
is required by the nodes. These parameters were purposely adjusted in this way to permit a better
analysis of the behavior of the studied protocols.
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Figure 8. Control message overhead per delivered data message in function of number of nodes.
5.4. Percentage of Packets with Low Latency
The metric of the percentage of packets with low latency exposes the percentage of data
packets delivered with a latency that is considered low and acceptable for low-power devices in
IoT applications. Several aspects can affect the metric results; among these, it is possible to cite: the
length of the path constructed during the route discovery process; the quality of links among the nodes;
the radio duty cycle frequency; the medium access control protocol; the density of nodes, etc. The PLL
metric is computed according to Equation (5):
PLL = ∑
N
i=1 lat(Pri) < Lth
∑Ni=1 Pri
(5)
where N is the number of nodes in the network, Pri is the number of packets received by each node i,
lat() is a function that returns the latency of each packet received Pr, and Lth is the latency threshold
of a data packet be considered delivered with low latency. In this work, the Lth was defined in
500 milliseconds.
Figure 9 shows the results obtained for the metric of PLL. According to the results, the proposed
LOADng-IoT was able to overcome the other compared solutions in the majority of studied network
configurations. In the grid sparse network, except for the network with 16 nodes, the studied
approaches were able to maintain almost constant results. Thus, LOADng-IoT delivered approximately
65% of the data packets with a latency lower than 0.5 s. This result outperformed the default LOADng
by ∼8% and LOADng-SmartRREQ by ∼ 14%. With the use of LOADng-IoT, the nodes do not need to
use a predefined gateway to forward Internet messages. Thus, the process of Internet route discovery
was able to find closer nodes, constructing shorter paths and reducing the number of hops required to
send an Internet message. In the dense random scenarios, the proposed LOADng-IoT was also superior
to the other studied proposals. In the mobility scenario, the performance of all studied approaches
was almost the same, except for the network with 25 nodes, where LOADng-IoT presented slight
better results. However, it was perceived that the performance of all approaches decreased with the
increase in network density. This behavior is already expected, considering that the latency tends to be
increased when several nodes try to use the same frequency spectrum in a common region. The MAC
protocols tend to spend more time sending the messages due to the high number of devices accessing
the wireless medium [30].
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Figure 9. Percentage of packets with low latency in function of number of nodes.
6. Conclusions and Future Works
This work presents a new improvement to the LOADng routing protocol in IoT scenarios when
the network devices have different capacities and use different message types. The proposal was
compared with the default implementation of LOADng and LOADng-SmartRREQ through simulations
using COOJA. Four different metrics were studied to expose the network performance in terms of
reliability, QoS, and power efficiency. For all the considered metrics, LOADng-IoT demonstrated better
performance for sparse, dense, and mobile networks. These significant results were obtained due to
the set of improvements provided by the proposed approach.
Unlike other approaches, the proposed LOADng-IoT does not require a previous definition of
gateways and, hence, it can find the most appropriated Internet node to forward messages. This feature
provides a self-adaption capacity to the network nodes and reduces the necessity of human intervention
in both network deployment and execution. Optionally, LOADng-IoT allows the use of a cache system
dedicated to storing Internet routes, enabling the nodes to direct the route discovery to INs that
anteriorly had been used as gateways. These approaches together permits LOADng-IoT to reduce
the control message overhead required to find the Internet routes, contributing to the reduction of
power consumption and improving the packet delivery ratio. Finally, this work proposed a new
error code that makes it possible for the Internet nodes to advise the other network nodes about its
temporary Internet connection loss. Thus, devices that intend to send Internet messages can find
new gateways to forward messages, increasing the chances of successful delivery. It was also noted
that LOADng-IoT performance was, in general, less variable when compared with the other studied
proposals. This behavior is justified because LOADng-IoT requires fewer radio transmissions to
perform the data packet delivery and route discovery. Thus, LOADng-IoT is less affected by the
interferences and collision that commonly makes the network performance unstable. In conclusion,
the authors deduce that, together, all of the proposed mechanisms that comprise LOADng-IoT provide
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a new significant enhancement for IoT networks, allowing them to attain better QoS, efficiency,
and reliability.
For future work, the authors suggest that experiments in real IoT environments should be conducted
to test the results obtained using computational simulation. Moreover, the source code from the
proposed solution should be improved, documented, and disseminated to the scientific community.
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ABSTRACT Routing protocols represent an important issue on the Internet of Things (IoT) scenarios since
they are responsible for creating paths and forwarding data packets among the network nodes. In mobile IoT
scenarios, the topology changes caused by the movement of nodes makes the work of routing protocols more
difficult. Thus, the current IoT routing solutions tend to present strong limitations and a poor performance
in these scenarios, generally requiring complex additional improvement to better support the mobility
of the devices. In this context, the Lightweight On-demand Ad hoc Distance-vector Routing Protocol –
Next Generation (LOADng), is an emerging solution for IoT networks that despite being adequate for a
mobile environment due to its reactive functioning still lacks in performance. Thus, this paper proposes a
novel solution to enhance the performance of LOADng in mobile IoT networks. The improved version,
LOADng-IoT-Mob, introduces a mechanism that permits nodes to be aware of the availability of their
neighbors through the harnessing of control messages. As a result, these nodes can shorten paths and
avoid sending data packets through broken routes due to the movement of the nodes. Additionally, a short
periodical control message is introduced, allowing the nodes to update their routing table, even with a low
control message frequency. Furthermore, a new routing metric is proposed for creating routes based on the
reliability of the link and proximity of the neighboring nodes. Finally, through computational simulations,
the performance of the LOADng-IoT-Mob is studied under multiple scenarios varying the network size,
the number of mobile devices, and maximum nodes’ speed. The results obtained demonstrate the efficiency
of the proposed solution in terms of packet delivery ratio, latency, and power and overhead efficiency, with
a slight increase in memory consumption.
INDEX TERMS Internet of Things, LOADng, low power and lossy networks, routing protocol, wireless
network.
I. INTRODUCTION
In recent years, Internet of Things (IoT) has grabbed the
attention of both the scientific community and business
sector for its great potential and research and business
opportunities [1], [2]. From a simple smart temperature con-
trol system [3] all the way to a city entirely operating on smart
technology [4], [5], IoT covers a vast range of applications.
The associate editor coordinating the review of this manuscript and
approving it for publication was Raja Wasim Ahmad.
However, along with the opportunities of IoT emerge the
technical challenges of the existing technological limitations.
From these, it is possible to detach the issues related to the
networks that interconnect IoT devices.
In general, IoT devices are miniaturized and suffer from
severe limitations of hardware (processing and memory)
and energy. In a broad set of IoT environments, network
devices can have mobility capacity, which makes hardest
the network functioning [6]. Thus, due to these characteris-
tics, IoT networks are categorized as Low power and Lossy
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Networks (LLNs). In an IoT context, routing protocols are
responsible for providing routes and forwarding data packet
among the connected devices [7]. Thus, regarding the char-
acteristics of LLNs, routing protocols need to be simple to
fit and perform efficiently in any IoT device with the lowest
computational cost possible. In addition to device level per-
formance, routing protocols should be able to self-adapt to the
typological changes caused by the mobility of IoT devices.
The IPv6 Routing Protocol for Low-Power and Lossy Net-
works (RPL) [8], although considered as the standard routing
protocol for IoT networks [9], does not efficiently support
mobility because it has been particularly designed for static
networks [10]. In addition, it has limitations regarding mul-
ticast data forwarding [11], [12], memory usage [13], [14],
and point-to-point traffic pattern [9], [15]. Thus, as an alter-
native to RPL, the Lightweight On-demand Ad hoc Distance-
vector Routing Protocol – Next Generation (LOADng) [16],
provides a lightweight, modular, and simple routing solution
for LLNs.
LOADng is a reactive routing protocol that was initially
designed for Mobile Ad-hoc Networks (MANET) and effi-
ciently manages high point-to-point (P2P) data traffic. How-
ever, its main limitations, as mentioned in [17], are delay in
constructing routes and problems provoked with inefficient
flooding consuming high energy, with massive overhead and
packet collision.
Although designed for networks composed by mobile
nodes, to the best of authors’ knowledge, the current liter-
ature does not address any comprehensive study to assess
the performance of LOADng in IoT networks with mobile
devices. The low performance of existing IoT routing solu-
tions in mobile scenarios makes emerging the need for less
complex improvements to fulfill the requirements of these
networks. Therefore, this work aims to study the performance
of LOADng in mobile IoT scenarios and additionally propose
a novel mechanism to improve protocol performance. The
proposed LOADng-IoT-Mob introduces a new mechanism
that allows the nodes to harness control messages to help the
routing table management and adapt to the dynamic changes
in the topology. This mechanism also allows the nodes to
shorten paths to destinations that have come closer. Further,
the LOADng-IoT-Mob uses a new short periodical control
message that can be used when the regular control message
exchange is not enough to maintain the routing table of the
nodes updated. These periodic messages are controlled and
can be suppressed to avoid an increase in the network over-
head. Moreover, the proposed solution includes an additional
routing metric that seeks to build reliable routes composed of
the nearest neighboring nodes. Thus, the main contributions
of this work are as follows:
• LOADng routing protocol performance analysis and
highlight key issues in supporting mobile nodes in IoT
networks;
• Propose a novel solution known as LOADng-IoT-Mob
based on the harnessing of control messages to improve
the performance of LOADng. This enhanced control
TABLE 1. List of acronyms and abbreviations.
messaging supports mobility in IoT scenarios and keeps
track of the changes in the location of its mobile
neighbors.
• Creating a new periodic control message to trigger the
control message harnessing mechanism and permit the
routing table management without significantly increas-
ing the message overhead.
• Introducing a new routing metric in the LOADng-
IoT-Mob based on the received signal strength, which
increases network reliability and the Quality of
Service (QoS).
• Last but not least, the proposed solution’s network
performance is studied for memory consumption,
packet delivery ratio, latency, and power and overhead
efficiency.
Table 1 presents the list of acronyms and abbreviations
adopted in this work. The rest of the paper is organized
as follows. Section 2 discusses the LOADng routing pro-
tocol and details the mobile IoT network model while
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Section 3 reviews the literature and relevant improvements
for LOADng. Section 4 presents the proposed LOADng-
IoT-Mob with a novel route discovery mechanism, control
message harnessing function, and routing metric and the per-
formance assessment of the proposed solution is analyzed in
Section 5. Finally, Section 6 concludes the paper and suggests
some future recommendations.
II. BACKGROUND AND SYSTEM MODEL
This Section discusses the LOADng routing protocol and the
model of mobile IoT network considered on this work.
A. LOADng ROUTING PROTOCOL
LOADng is a routing protocol that simplifies the AODV
(Ad-hoc On-Demand Distance Vector) [18] to attain and
efficiently handle the requirements of LLNs. Its reactive
feature constructs a route among the nodes only when data
packets need to be transferred. Thus, a source (SRC) node
that needs to transmit a data packet needs to commence a
route discovery process to find and construct a path till the
destination (DEST) node. This process is performed using
a core structure comprising control messages and an Infor-
mation Base. The main elements for route discovery are the
Route Request (RREQ) and Route Reply (RREP) message
and the Routing Set (also termed as routing table), which can
comprise several route entries [19]. While control messages
are exchanged among the nodes to discover and construct
paths, the Routing Set is used to store the information about
the created routes, handle control message flooding, and
provide information to the forwarding of data packets.
Simply stating, in the LOADng protocol, when a node
wants to send a data packet to a destination and the path
is unknown, it should store the data packet in a queue and
start a route discovery process. Thus, the packet originator
should create and broadcast an RREQ addressed to the packet
destination indicating the necessity of route creation. Every
node that receives the RREQ should process the message,
create or update an entry in the Routing Set to the message
originator, and verify if it is the message destination before
deciding to drop or rebroadcast the route request. AnRREQ is
dropped mainly when its hop limit expires, or when the node
has already received the same message. The route request is
rebroadcasted when not dropped.
When RREQ reaches its destination, the receiver node
generates an RREP message as a feedback to the request
source address. The RREP is then unicasted through the same
path traveled by the RREQ. On the way, every intermediate
node that receives the message verifies and update its Routing
Set before forwarding the reply message to the destination.
When the RREP reaches its RREQ source, the route dis-
covery process is completed, and the data packets are then
unicast over the recorded path. Figure 1 exemplifies the route
discovery process of LOADng, where node SRC needs to
send a data packet to the DEST node. LOADng presents con-
siderable simplifications concerning AODV, one of the most
relevant being the non-use of periodical HELLO messages.
FIGURE 1. LOADng route discovery process. SRC creates and broadcasts
an RREQ that floods the network to the point of reaching the destination
node DEST. DEST replies the request of SRC using an RREP that is
unicasted through the path constructed by RREQ.
This simplification helps reduce the network traffic overhead
and, consequently, reduces the energy consumed. However,
it also implies a lesser exchange of control information, which
is crucial in mobile networks.
B. MOBILE IoT NETWORK AND APPLICATION MODEL
This work seeks to study and improve LOADng specifically
for IoT networks with mobile devices. Therefore, in this
paper, the mobile IoT network model considered comprises
devices with movement and variation in the availability
of Internet connection. The network consists of Internet-
connected and simple nodes. The Internet-connected (IC)
nodes are equipped with IEEE 802.15.4 radio and an addi-
tional communication interface (e.g. LTE and Wi-Fi) that
allows the nodes to communicate directly with the Internet.
In contrast, simple nodes are equipped with an IEEE 802.15.4
radio but do not have direct Internet-connection, making it
necessary to use an IC node as a gateway to forward the
messages addressed to the Internet. Both types of nodes can
be mobile.
In the considered IoT scenario, the nodes can send two
types of data packets: Internet packets and simple packets.
The Internet packets are addressed to an external Internet
destination or service located outside the local network. Con-
sequently, these Internet packets can generate multipoint-
to-point (MP2P) traffic once sent from simple nodes to IC
nodes that should forward them to the Internet. Contrarily,
the simple packets are destined for any local network nodes in
a P2P traffic pattern. All network nodes, Internet-connected
or not, can create, send and forward both packet types.
Figure 2 presents an IoT smart home scenario with mobile
nodes that can encompass the previously described network
and application. In the scenario, devices can communicate
amongst themselves to reach a common objective. For exam-
ple, an air conditioner can use a laptop as a gateway for
sending an Internet packet to consult the weather condition
during daytime. A smart TV, an IC device, can directly access
the streaming services and at the same time provide a connec-
tion to a smart refrigerator to consult the prices of and order
groceries that are out of stock. Smartphones can also be used
to activate/deactivate a robotic vacuum cleaner both locally
or through the Internet.
The IoT network and application model presented here
have numerous applications. Also, the given model can
107034 VOLUME 7, 2019
Chapter 5. Improving the Performance of LOADng Routing Protocol in Mobile IoT Scenarios
101
J. V. V. Sobral et al.: Improving the Performance of LOADng Routing Protocol in Mobile IoT Scenarios
FIGURE 2. Smart home IoT scenario composed by devices with different capacities. Note: This image
has been designed using resources from Freepik.com.
encompass the concepts of IoT edge and fog computing,
where devices exchange data in a closer way to reduce the
latency and the required bandwidth to communicate with data
centers [20]. Thus, it is ‘‘common sense’’ that due to the
deployment cost, not all IoT devices will be directly con-
nected to the Internet. Hence, an efficient solution is required
to help these resource-limited devices connect and commu-
nicate with the Internet. Further, considering the mobility
of devices, the adopted routing solution should self-adapt to
autonomously maintain its functioning with minimum human
intervention and fulfill the application’s requirements in an
optimal manner.
III. RELATED WORKS
LOADng presents essential changes in AODV to create a
more lightweight and reliable protocol to meet the require-
ments of LLNs. However, this protocol still has drawbacks
that sharply limit its performance. Although LOADng has
been most studied in recent years and regarded a promising
protocol for IoT networks, mainly with P2P traffic, the pro-
posed improvements for the protocol are still few in number.
A performance comparison between LOADng and RPL is
presented in [21]. In their work, the authors have assessed the
performance of both the protocols regarding packet delivery
ratio, control overhead, average path length, and end-to-end
delay. The obtained results showed that LOADng overcomes
RPL mainly in P2P scenarios, where the proactive solu-
tion has recognized lower performance. The performance of
LOADng was also studied in IoT scenarios with P2P and
MP2P traffic in [22]. Based on the limitations of LOADng
in MP2P scenarios, Yi and Clausen [23] have proposed a col-
lection tree extension for the protocol. This proposal, named
LOADng-CTP, introduces proactive features to LOADng
and helps the nodes create a routing tree to forward data
packets from the leaves (nodes) to a root (sink) node. The
proposed approach has performed similar to RPL regarding
packet delivery ratio and delay, but with a lower control
overhead. The performances of RPL and LOADng-CTP were
also compared in an advanced metering infrastructure (AMI)
scenario in [24].
The default LOADng proposal is modular and permits the
use of different routing metrics to construct paths among the
nodes. The native routingmetric of LOADng is the hop count,
which is not reliable and takes into account the number of
hops between the nodes only once to select the best route.
Thus, Sasidharan and Jacob [25] proposed LRRE, a new rout-
ing metric based on the number of live routes (LR), residual
energy (RE), and hop count. Here, the referred metrics are
merged in addition to hold the monotonicity and isotonicity
properties of routing algebra [26]. The evaluation results
exhibited that the proposed LRRE obtained better results
when compared with each one of the metrics used separately.
The performance of LOADng with different routing metrics
was also studied in [27]. LOADng, due to its reactive features,
produces a considerable control message overhead during its
functioning. To mitigate this problem, Yi et al. [28] have
proposed the SmartRREQ mechanism to limit the broadcast-
ing of messages during the route discovery process. This
solution uses the already existent information about the routes
in the intermediate nodes to control the number of RREQ
broadcasts. Thus, when an intermediate node, which is nei-
ther the RREQ originator nor the destination, receives an
RREQ, it should perform additional processing to verify if
there is any entry in its Routing Set to the RREQ destination.
If an entry is found, then the RREQ message should be
forwarded in unicast to the destination using the next hop
node stored in the route entry or else, the message will be
normally forwarded in broadcast as the default implementa-
tion of LOADng. The obtained results compared with default
LOADng andAODV show this simplemechanism can reduce
the number of broadcast transmissions, contributing to the
decrement of packet collisions and traffic overhead.
Still seeking to reduce the control traffic overhead of
LOADng, Bas et al. [29] introduced the Expanding Ring
flooding extension for LOADng to perform the discovery
process using flooding of control message based on rings that
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can grow progressively. Thus, the Expanding Ring creates
a new field on the RREQ messages known as the max-
imum number of broadcasts (MNB) (or mnb-value) to
control the range of RREQs in the number of hops. Also,
the authors introduced three new parameters to adjust the
mechanism’s functioning: MNB_START is used to define
the initial mnb-value; MNB_INCREMENT is used to
define the increase in range after a route discovery fault;
and MNB_THRESHOLD is used to define the maximum
value of MNB. When the process of route discovery is ini-
tiated, the mnb-value field of the RREQ is initialized
with the MNB_START value and, then, the message is sent
in a broadcast. The RREQ originator should also define a
timer to wait for a reply to the generated request. Each
intermediate node that receives the RREQ should verify the
existence of some entry for the message destination into
its Routing Set. If found to be true, the node should use
the SmartRREQ mechanism to transmit the message to the
destination, otherwise the nodewill verify if themnb-value
field is higher than 0. If found positive, the mnb-value is
decreased by one, and themessage is broadcasted. In contrast,
the received RREQ is dropped. When the timer defined by
the RREQ originator expires, the originator starts a new
route discovery using the mnb-value field added to the
MNB_INCREMENT value. This process occurs until the
MNB reaching the MNB_THRESHOLD value or the desired
route is constructed. The Expanding Ring mechanism can
regulate the area of the RREQ messages and reduce the
control overhead. However, if the message destination is not
found in the initial discovery tentative, the mechanism can
produce a reverse effect, increasing the network overhead and
energy consumption. Compared with SmartRREQ, Expand-
ing Ring can reduce the number of collisions, but this leads
to an increase in the end-to-end delay.
Considering IoT scenarios with different types of nodes
and traffic patterns similar to that described in the sub-
section II-B, Sobral et al. [30] proposed the LOADng-IoT.
The proposed improvement for LOADng in IoT scenarios
comprises three different mechanisms that can enhance the
network performance regarding QoS and energy efficiency.
The introduced Internet route discovery mechanism allows
the network nodes to find a route to IC devices without a pre-
vious definition of a gateway. For this purpose, both RREQ
and RREP messages received an additional flag known as
iot to indicate that messages are used to discover an IC
node. RREQ messages with iot flag true does not have a
defined destination, and any device Internet-connected can
reply to it using an RREPmessage with IoT flag true. Further,
the authors have introduced a new Internet Route Cache
mechanism that allows the nodes to store the main informa-
tion about a previously known Internet route removed from
the Routing Set. This feature enables the nodes to reduce
the number of broadcasts required to find an Internet path
and contributes to a lower energy consumption and control
overhead, although there is a slight increase in the memory
usage. Finally, the authors also proposed a new error code
to advise the network nodes about the status of the Internet
connection of the devices working as gateways.
Although LOADng-IoT has presented significant improve-
ments to the use of LOADng in IoT scenarios, it still has
some limitations in mobility scenarios since it has been pro-
jected for static networks. The LOADng-IoT performance
evaluation study presented by the authors showed that the
proposal overcame the compared solutions in several situ-
ations, including one with mobile nodes. However, in the
mobility scenario, only a small number of Internet-connected
nodes managed to move across the studied area. Furthermore,
the authors have not addressed any solution to mitigate the
decrease in performance due to the dynamicity in the network
topology, which occurs with the movement of the nodes.
The limitation presented by the current literature solutions,
mainly related to the lack of mobility support, have motivated
this work. The proposed solution to improve the performance
of LOADng in mobile IoT networks has been thoroughly
described in the following section.
IV. PROPOSED LOADng-IoT-Mob
This work proposes an improvement for LOADng protocol in
mobility IoT scenarios. The proposed approach, LOADng-
IoT-Mob, introduces a new mechanism that allows nodes
harnessing the control messages, exchanged during the route
discovery process, to manage the information of its Rout-
ing Set to better support the topology changes due to the
mobility of devices. Further, it allows the nodes to shorten
paths to a known destination that can grow closer because
of its movement. Moreover, LOADng-IoT-Mob also includes
a new routing metric based on the received signal strength
indicator (RSSI) to help the nodes construct paths with more
close and reliable nodes.
In addition to mobility support, LOADng-IoT-Mob
includes features of SmartRREQ, Expanding Ring, and
LOADng-IoT to provide an improved and efficient net-
work performance, specifically for IoT applications. Thus,
some fields are added into default LOADng control
messages and Routing Set. In both RREQ and RREP,
the fields smart-rreq, mnb-value, and iot are
inserted to support SmartRREQ, Expanding Ring, and
LOADng-IoT proposals. Further, in the Routing Set, the
field R_internet_conn is inserted to support the
LOADng-IoT. Finally, the novel mechanism proposed by
LOADng-IoT-Mob requires the addition of a new fields,
namely R_next_hop_valid_time, in the Routing Set
to record the valid time of each next hop node.
The following subsections describe the proposed approach
functioning and indicate how both control message and Rout-
ing Set additional fields are used to improve the network
performance.
A. ROUTE DISCOVERY IN LOADng-IoT-MOB
LOADng-IoT-Mob, as previously explained, encompass
other improvements to offer an improved performance in IoT
networks similar to the shown the subsection II-B. Thus, the
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proposed solution allows the use of two different types of
route discovery processes.
The first, known as simple route discovery process, is ded-
icated to create paths to forward the local data packets. Thus,
when a node intends to send a simple packet to a destination
not found on its Routing Set, it should kick off with a simple
route discovery process using the Expanding Ring flooding
mechanism, as shown in Figure 3. In this process of route dis-
covery, the SRC node generates an RREQ with mnb-value
field equal to one and broadcasts it. If the node that receives
the RREQ contains a route to the desired DEST, it unicasts
the RREQ by means of the SmartRREQ mechanism to the
DEST. The DEST node receives the RREQ and replies it with
an RREP message. After receiving the RREP, the SRC node
completes the discovery process by updating the Routing Set
with new information and can start sending the data packets
to the DEST node. Note that other neighbor nodes that receive
the RREQ and do not have a route to DEST drop the RREQ
packet due to the MNB limitation.
FIGURE 3. LOADng-IoT-Mob simple route discovery process using
expanding ring flooding for constructing a path for a simple node.
FIGURE 4. LOADng-IoT-Mob Internet route discovery process for
constructing a path for an Internet-connected node.
The second process, termed Internet route discovery,
is used when a node needs to send a data packet to an Internet
address. Hence, the node performs an Internet route discovery
process, as proposed by the LOADng-IoT and exemplified
in Figure 4. At the time, when the SRC node needs to send
a data packet to an Internet address, the node generates and
broadcasts an RREQ-IoT (RREQ with iot flag = 1) in the
network. Note that as the interest of SRC is to find an IC node
to forward the message to the Internet, RREQ-IoT does not
indicate any specific destination inside the local network. The
neighbor node receiving the RREQ-IoT and knowing a path
to an IC node transmits the request in unicast similar to the
SmartRREQ mechanism. The IC node receiving the request
generates an RREP-IoT (RREP with iot flag = 1) and
sends it to the SRC node. Finally, the SRC, after receiving the
RREP-IoT, sends the Internet data packets through the found
IC node, using it as a gateway. It is important to highlight that
in the Internet route discovery, flooding is not limited by the
MNB value because the Expanding Ring mechanism is not
used.
Note that the LOADng-IoT-Mob does not create new route
discovery mechanisms but has already merged existing effi-
cient solutions. However, in order to fulfill its aim and allow
support mobility, the proposed solution introduces an addi-
tional field for each entry in the Routing Set to manage
the availability of the next hop node in the path to each
destination. Thus, during both the route discovery processes,
whether simple or Internet, each new entry added in the Rout-
ing Set should include the R_next_hop_valid_time
field. The value of the new field value is set according to
the value of NEXT_HOP_VALID_TIME parameter, which
is represented in seconds, plus one hysteresis value.
The NEXT_HOP_VALID_TIME parameter, which is bet-
ter explained in the next subsection, should initially be
defined in the network deployment phase and accessi-
ble to the whole network’s nodes. The following subsec-
tion also describes the use of control messages to manage
the availability of routes and the refreshing procedure of
R_next_hop_valid_time values.
B. CONTROL MESSAGES HARNESSING
FOR ROUTES MANAGEMENT
LOADng in scenarios with mobile nodes suffers from topol-
ogy changes during data forwarding. A route discovered in
an instant can become unavailable a few seconds after its cre-
ation. The simplification that led the AODV toward LOADng
has removed the use of periodical HELLOmessages to reduce
the control overhead and the protocol complexity. Contrarily,
this change makes the protocol lose its capacity of self-
adaption to topology changes, suffering decrease in notable
performance in high mobility scenarios.
To confront the presented challenge and provide
adequate mobility support for mobile IoT networks,
LOADng-IoT-Mob proposes a mechanism that can harness
all control messages used during the network functioning for
managing the Routing Set. Thus, during the route discovery
processes (both simple and Internet), after receiving a control
message, the nodes should perform an initial procedure,
before handling themessage content, to refresh theR_next_
hop_valid_time field of the Routing Set related to the
message sender. The R_next_hop_valid_time is used
to indicate the valid time of the next hop of a route. Thus,
while this valid time does not expire, the node considers the
next hop to be on its communication range. In other words,
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Algorithm 1Algorithm for Next Hop Valid Time Refresh
and Path Shorten Executed for Each Received Control
Message
Input: Received control message
msg← received control message;
previous_hop← address of node from the message
was received;
for each entry of Routing Set do
















R_next_hop_valid_time can indicate the presence of
the next hop node in the area of the route entry owner.
The R_next_hop_valid_time value is updated every
second, decreasing by one. When a node receives a con-
trol message from its neighbor, the R_next_hop_valid_
time value of the route entries related to the message sender
are refreshed. This procedure is exposed in Algorithm 1. For
each route entry existing on its Routing Set, the node should
verify if the previous hop node (i.e., themessage sender) is the
next hop for reaching the destination of the entry. If yes, then
that node should refresh the R_next_hop_valid_time
according to the NEXT_HOP_VALID_TIME parameter plus
one hysteresis value which, in the algorithm, is 1.
When a R_next_hop_valid_time is decreased to
zero, the node should assume that the neighbor node defined
as the next hop of the route entry lies outside the com-
munication range. Thus, the route entry of the expired
R_next_hop_valid_time is considered invalid and
should be used neither for data forwarding or path construc-
tion. Hence, if the node to need to send a message, the invalid
route should not be considered, and a new route discov-
ery process should be performed. This mechanism, although
forces the execution of new route discoveries, ensures that the
data packet is not being sent through an unreachable next hop,
provoking data packet loss. However, note that this invalid
route should not be removed from the Routing Set but only
maintained as inexistent. In this way, if the node receives
a control message from the next hop of the invalidated
route entry, the route can be reactivated by refreshing the
entry’s R_next_hop_valid_time. This behavior avoids
the data packets from being forwarded for destinations with
an inaccessible next hop. At the same time, it permits the
node to recover route to nodes that have regressed to the
communication range without the need of performing a new
route discovery process.
FIGURE 5. Path shorten mechanism proposed by LOADng-IoT-Mob. The
SRC shortens the path constructed to the DEST node when it moves from
Pos 1 to Pos 2.
Algorithm 1 also shows an important feature provided
by the LOADng-IoT-Mob to shorten previously constructed
paths. When a control message is received, in addition to
the procedure previously described, the node should check
if the previous hop node is the destination of some entry
in the Routing Set. If yes, then the node should update
the route entry information, shortening the path to just one
hop, and updating some other data of the entry to maintain
it coherence. Figure 5 exemplifies this procedure. Initially,
when the route is created, the DEST node is in Pos 1, and
the path from SRC to DEST have two hops. Seconds after,
DEST moves to Pos 2, which is the nearest to the SRC node.
At this point, the DEST node broadcasts a control message
(e.g., discovering a route for another node outside the figure).
The SRC node receives the control message from DEST and,
then, executes the procedure described in Algorithm 1. The
SRC, verifying the existence of a route entry to the DEST on
its Routing Set, refreshes and shortens the path. Thus, a future
message from the SRC to the DEST can be sent using the new
and most suitable one hop path.
The use and frequency of control messages during net-
work functioning can vary according to several parameters,
such as the network application, data traffic, and quantity
of nodes. Thus, to allow the nodes to maintain its Routing
Set refreshed even in a network with little control messages
usage, LOADng-IoT-Mob has adopted periodical control
messaging, where the introduced HELLO_MOB messages
are simpler and shorter than the previously known HELLO
messages from AODV. The proposed new control message
is formed by only two fields, message type and origina-
tor address. Thus, the unique function of HELLO_MOB
is to make the message receiver execute the procedure
that refreshes the R_next_hop_valid_time value and
shorten existent paths when possible.
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HELLO_MOB messages are generated and scheduled to
be sent in a fixed interval based on the HELLO_MOB_
INTERVAL parameter, whose value represents seconds.
To avoid the generation of excessive control message
overhead, the HELLO_MOB messages sent can be sup-
pressed when another control message is sent in broad-
cast within the HELLO_MOB sending interval. Thus, when
a node sends a control message in broadcast, the sched-
uled HELLO_MOB message is delayed with an additional
HELLO_MOB_INTERVAL. This practice presumes that as
the neighbors have received a control message and executed
the Algorithm 1 procedure a few moments ago, the recep-
tion of the HELLO_MOB only represents an unnecessary
overhead. Contrarily, when the use frequency of the control
message is low, the HELLO_MOB generated in a fixed inter-
val can help the nodes refresh and maintain its Routing Sets.
It should be highlighted that the HELLO_MOB suppression
is only performed by the transmission of control messages in
broadcast. It is because unicast transmissions, different from
broadcasts, cannot be received by all nodes in the area and,
thus, it is not possible to assume that all the neighbors have
received the communication.
The proposed solution helps LOADng better self-adapt to
the topology changes that occur with the movement of nodes.
The R_next_hop_valid_time field introduced in the
Routing Set and refreshed by harnessing control messages
allows the nodes to be aware of the availability of the next
hop and avoid sending data packets through broken paths.
At the same time, the mechanism to shorten paths can help
the nodes reduce the transmissions required for reaching a
destination. It is important to highlight that the path shorten-
ing forces the route entry to use the hop count routing metric,
which is the basic and default metric of LOADng. Also, it is
recommended to adjust the NEXT_HOP_VALID_TIME and
HELLO_MOB_INTERVAL parameters with equal values
to ensure synchronicity between the valid time of the next
hop and HELLO_MOB sending. Finally, the experiments
performed during the proposed solution design exposed that
HELLO_MOB message usage strongly decreases in dense
networks with reasonable use of control message, becoming
almost unused in some cases. Thus, the authors indicate that
the overhead generated by the proposed periodic message is
insignificant regarding the benefits of its usage.
Taking into account that default route metric of LOADng
cannot be reliable for mobile IoT networks, the next subsec-
tion presents the proposed routing metric to be used with the
LOADng-IoT-Mob.
C. WEAKRSSI ROUTING METRIC
The default LOADng uses the hop count as the routing metric
for selecting the best route between two nodes. This metric,
although simple and easily implementable, can neither repre-
sent the real distance or the quality of the links that compose
a path. However, the core structure of LOADng permits the
creation and use of different routing metric without signifi-
cant modifications in the protocol. Thus, LOADng-IoT-Mob
introduces the new weakRSSI routing metric that allows the
nodes to create routes based on the distance among the nodes
and the strength of the received transmissions.
The weakRSSI is a minimizable routing metric (lower
values is better) based on the RSSI, which is a value computed
in the reception of a transmission indicates the strength of the
received signal. RSSI values vary according to the used radio
interface; e.g., in the CC2420, the RSSI ranges from 0 to 100
(nearest to the value zero is better) [31]. Frequently, RSSI
values are used both for distance [32] and link quality [33]
estimation. However, the measured RSSI values represent
only the communication between two nodes. Thus, to mea-
sure the quality of a whole path, weakRSSI uses a simple
aggregation mechanism that counts the ‘‘weak’’ RSSI values
along the path. Under this mechanism, the RSSI of a link
is counted as ‘‘weak’’ if its value is above a threshold value
defined through the WEAKRSSI_THRESHOLD parameter.
In the course of the network functioning with the use of
weakRSSI, the nodes should define the metric in the gener-
ation of each RREQ and RREP using the metric-type
field, which already exists in the message. Thus, during
the route discovery processes, each node that receives an
RREQ or RREP should calculate the RSSI value for the
received message and verify if it is lower than the defined
threshold. If true, the RSSI value is considered ‘‘weak’’
and, the route-metric field, which already exists in both
the messages, should be incremented by one. In contrast,
the field is not modified. In the following, the message is
normally handled, the route is created or updated, in the case
of an already existent path having a higher weakRSSI value.
Figure 6 helps exemplify the use of weakRSSI routing met-
ric. Considering the weakRSSI threshold as −30, all RREQ
or RREP received within an RSSI lower are computed as
‘‘weak’’ and incremented in the route-metric message
field. Thus, the route constructed by DEST to reach SRC is
the DEST-D-C-SRC once the weakRSSI value is 1.
FIGURE 6. Best path selection using weakRSSI routing metric. If the
WEAKRSSI_THRESHOLD is defined as −30, then the selected path from
DEST to SRC should be DEST-D-C-SRC.
Note that neither LOADng or LOADng-IoT-Mob are mul-
tipath and, thus, the Routing Set only stores one entry for each
destination. Hence, when forwarding data packets, the nodes
do not need to choose the best path because this task is already
done in the moment of route discovery, and only one path
should exist.
The simple but efficient proposal of weakRSSI allows the
nodes to choose the best route to a destination based on a
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metric that collects aspects both distance and link quality.
High RSSI values indicate transmissions received from the
nearest nodes and also with lesser probability of the loss
provoked by signal attenuation. Thus, constructing paths
avoiding the use of ‘‘weak’’ RSSI links consequently implies
more reliable and adequate routes for data transmissions.
The next Section is dedicated to present the study
conducted to assess the performance of the proposed
LOADng-IoT-Mob.
V. PERFORMANCE EVALUATION
To assess the performance of the proposed LOADng-IoT-
Mob in mobile IoT scenarios, the authors have conducted
several simulation studies using Cooja Simulator [34], which
is a part of Contiki OS [35]. Cooja is a well known and widely
used tool that allows the emulation of the real behavior motes,
(e.g. TMote Sky and Zolertia Z1), in terms of processing
power, memory, and energy consumption. Although simu-
lation tools may not constitute a real wireless environment,
they represent a critical tool that can reproduce equivalent
conditions to compare different protocols, making the study
more reliable, fair, and free from the interference of external
factors.
TABLE 2. Considered network scenarios.
In the performed study, the proposed solution was com-
pared with the default LOADng, LOADng with SmartRREQ,
LOADng with Expanding Ring, and LOADng-IoT. The
application and network model considered was the same pre-
sented in subsection II-B. Although in the scenarios described
in the referred subsection did not regard the mobility of all
network devices [36], this study considers a ‘‘worst case’’
scenario, where all nodes can move in the network area.
Thus, six different scenarios that varied in the number of
nodes and the maximum speed of the mobile devices were
created. In all scenarios, the Internet-connected nodes were
20% of the network devices. Table 2 presents all consid-
ered scenarios. The mobility pattern of the nodes was gen-
erated based on the Random Waypoint mobility model [37]
using the BonnMotion 3.0.1 [38] tool. Table 3 exposes the
most relevant parameters adopted in the study common to
all scenarios. Table 4 shows the configuration parameters
TABLE 3. Network parameters common to all scenarios.
TABLE 4. Configuration parameters of compared approaches.
defined for each studied approach. The values were defined
in an empirical way to allow all the approaches reaching
a consistent performance. Note that all the proposals of
improvement adopt parameters from the default LOADng.
Moreover, LOADng-IoT-Mob uses the parameters of all the
available approaches (as common) and only the last three
parameters are introduced by the new proposed solution.
Furthermore, LOADng-SmartRREQ approach does not need
any configuration parameter using only the one provided
by the default LOADng. The studied routing solutions were
compared regarding fivemetrics: packet delivery ratio, packet
delivered with low latency, control bit overhead per delivered
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FIGURE 7. Packet delivery ratio in function of the number of nodes (a, b, c) and maximum nodes’ speed (d, e, f) for LOADng, LOADng-SmartRREQ,
LOADng-ExpRing, LOADng-IoT, and LOADng-IoT-Mob.
data bit, energy spent per delivered data bit, and memory
usage. The obtained results for each metric have been pre-
sented and analyzed separately. For all studied scenarios,
the simulations were executed 30 times, and the results show
a confidence interval of 95%.
Figure 7 exposes the results for the metric of packet deliv-
ery ratio (PDR), which presents the ratio between the data
packets that were successfully delivered to its final destina-
tion and all the data packets sent. The obtained results show
that the proposed LOADng-IoT-Mob can overcome all other
studied proposals in all studied scenarios. The mechanism
proposed to harness the control messages were seen to be
efficient to the Routing Set management, avoiding the send-
ing of data packets through broken paths. With the use of the
proposed solution, the message sender can know about the
availability of the next hop and, thus, start a new discovery
process when detects that the previously existent path was
broken. The proposed solution also exposed to be consistent
in scenarios with mobility of the whole network devices, dif-
ferent from the other compared solutions. It is also important
to note that in the scenarios with 10 nodes, the other solutions
exposed a very low PDR, mainly in Scenarios 1 and 2, when
the percentage of the mobile nodes was over 80%. This has
been justified by the low density of the nodes in the area,
where the number of available routes was limited and the
inability of self-adaption to the topology changes provoked
by themobility of the nodes led the solutionswithoutmobility
support to a poor performance. In the networks with 20 and
30 nodes, the majority of the studied solutions presented the
best results. It was observed that this reasonable quantity
of nodes exposed a proper balance between density and the
interference produced by the devices. In the network with
more than 30 nodes, the proposals that did not implement an
efficient flooding mechanism presented a considerable per-
formance decrement. The high number of broadcasts required
by the route discovery processes were executed almost at
the same time by several nodes generating a high probability
of packet collisions, contributing to the PDR decrease. The
proposed LOADng-IoT-Mob, in contrast, has not suffered
from this problem since it has adopted features both from
the Expanding Ring and LOADng-IoT for performing effi-
cient route discoveries. These features, with the addition of
weakRSSI and the control message harnessing mechanism,
have permitted the LOADng-IoT-Mob to have a reliable and
adequate performance regarding the PDR in the studied sce-
narios. In Scenarios 4, 5, and 6, where the number of nodes is
fixed in 30 and the speed of the nodes is variable, all studied
approaches have exposed a few variations in the results,
proposed solution reaching the best ones. Thus, it was noted
that the PDR performance of the studied solutions are few
affected by the speed of the nodes when varied below 9 m/s,
according to the obtained results.
Figure 8 presents the results obtained to the metric of pack-
ets delivered with low latency (PLL). This metric exposes the
percentage of data packets successfully deliveredwith latency
lower than a predefined threshold. The threshold value should
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FIGURE 8. Quantity of data packets delivered with latency lower than 0.5 seconds in function of the number of nodes (a, b, c) and maximum nodes’
speed (d, e, f) for LOADng, LOADng-SmartRREQ, LOADng-ExpRing, LOADng-IoT, and LOADng-IoT-Mob.
be defined according to the goals of the application to mea-
sure how much the proposal can fulfill its requirements. This
work set the threshold value for low latency as 0.5 seconds
once the considered network was used by a smart home IoT
application. According to the obtained results, the LOADng-
IoT-Mob has accomplished, in majority, the best results com-
pared to the other studied approaches. However, a decrement
in performance was observed with the increasing number of
network nodes. This behavior is already expected since the
increasing of the network density in a wireless environment
can provoke the increasing of the end-to-end latency as a
whole [39]. Contrarily, in the scenario with variable speed
and mobility over 80%, all studied approaches presented
slightly better PLL values with increasing device speed.
It was noted that in the higher speed scenarios, the num-
ber of messages delivered in one-hop transmission increased
in comparison with messages delivered through multi-hop.
Thus, the percentage of packets delivered with lower latency
increased. In general, the capacity of path shortening of the
proposed approach contributed to the faster data packet deliv-
ery. Also, the use of combined flooding control mechanism
has reduced the overhead and, consequently, the size of the
contention window for performing the transmissions. As a
result, the time for message forwarding and the latency was
also reduced.
Figure 9 shows the results obtained for the metric of con-
trol bit overhead per delivered data bit (COB). COB metric
represents the average control overhead needed to provide
each data bit successfully. The metric value is computed
based on the ratio between the sum of the control bit transmit-
ted by all the network and the amount of data bit successfully
delivered. Thus, this metric exposes the network efficiency
concerning overhead. The results obtained for the metric of
COB exposed that for all the studied scenarios, the proposed
solution required less control overhead to deliver each data
bit. The mechanism proposed for managing the Routing Set
and topology changes helps the node detect broken path and
create new routes to send data packets. Thus, although the
nodes are forced to perform new discovery processes and
use more control messages, the proposal allows the nodes
to find new paths and successfully deliver the data pack-
ets. Further, the proposed LOADng-IoT-Mob introduced a
new HELLO_MOB control message to boost the Routing
Set refreshing mechanism. In the first impression, one can
assume that the use of a periodical control message can
increase the overhead. However, the obtained results showed
the opposite. In the proposed solution, the HELLO_MOB
messages were only used when the control overhead was
not sufficient enough to maintain the information about the
availability of the next hop nodes updated. Thus, even when
used, HELLOMOBmessages have shownmore benefits than
harm, allowing the nodes to know about the movement of
their neighbors and avoiding sending of data packets through
broken paths.
The results obtained to the metric of energy spent per
delivered data bit (ESB) are shown in Figure 10. The ESB
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FIGURE 9. Control bit overhead to delivery each data bit in function of the number of nodes (a, b, c) and maximum nodes’ speed (d, e, f) for LOADng,
LOADng-SmartRREQ, LOADng-ExpRing, LOADng-IoT, and LOADng-IoT-Mob.
FIGURE 10. Energy spent to delivery each data bit in function of the number of nodes (a, b, c) and maximum nodes’ speed (d, e, f) for LOADng,
LOADng-SmartRREQ, LOADng-ExpRing, LOADng-IoT, and LOADng-IoT-Mob.
metric presents the energy efficiency of the network showing
the average amount of energy, in millijoules (mJ), required to
provide each data bit successfully. The value is obtained with
the ratio between the amount of energy spent by the whole
network and the amount of data bit delivered. Thus, a high
PDR together with a low energy consumption represents
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better ESB values. In this work, the values obtained by the
ESB metric were a ‘‘shadow’’ of the values obtained for
the COB metric. These results exposed that in the studied
scenarios, themajority of the energy consumption was related
to the transmission and reception of control messages. Thus,
the proposal with lower overhead generated also presented
lower energy consumption. The results obtained exposed
that the proposed solution attained better energy efficiency
compared to the other approaches in all the studied scenarios.
Also, the proposed approach has exposed to be less affected
by the network density growth and the increase in the num-
ber of mobile devices in the scenario when compared with
the other solutions. LOADng-IoT-Mob, by using different
methods for reducing and controlling the flooding of control
messages, was able to require fewer transmissions, which
implies a lesser energy consumption, to execute the route
discovery processes. Thus, together with the high PDR values
obtained, the proposed solution was able to attain the best
ESB values. Regarding the scenarios with variable speed,
all the studied solutions presently do not show considerable
changes with the increase in the average speed of the nodes.
TABLE 5. Memory usage.
Table 5 presents the memory usage of the implemented and
studied routing proposals. The exposed values, expressed in
kilobytes (kB), cover all codes deployed in the nodes com-
prising the application, routing protocol, network stack, and
operational system. The Flash column represents the amount
of memory used for code implementation, i.e., the read-only
data. The RAM column, in contrast, shows the read-write
data that is manipulated according to the code execution.
The percentage inside the parenthesis gives the increased
memory usage about the default LOADng implementation.
The proposed LOADng-IoT-Mob required almost 10 %more
Flash memory, which represents 2.88 kB, in comparison
with the default LOADng. Further, the proposed approach
increased the RAM usage by only 1.55 %. The presented
memory usage increase is already expected due to the code
increments required to reach the goals of the proposal and
provide several benefits to the network. Considering that the
performance assessment study has used Tmote Sky motes,
which have 48 kB of Flash capacity and 10 kB of RAM,
it is possible to observe that the proposed approach has con-
sumed 67.3 % of the device Flash memory while the default
LOADng has consumed 61.3 %. Concerning RAM usage
of Tmote Sky, the proposed solution required 53.6 % while
the default proposal demanded 52.8 %. Thus, although it
has presented a higher memory usage, the proposed mobility
improvement does not jeopardize all devices’ memory and
leaves a considerable portion of memory free to be used by
more complex applications and future updates in the device
firmware. Also, the increased memory usage can be seen as a
reasonable trade-off or an ‘‘necessary evil’’ by all improve-
ments provided to the network performance. Based on the
exposed results, the next section in dedicated to present the
conclusions of the work and show important future issues to
be developed.
Based on the exposed results, the next section presents the
conclusion of the work and shows important future issues that
need to be studied.
VI. CONCLUSION AND FUTURE WORK
This work proposed a new improvement method for LOADng
protocol in IoT scenarios with mobile devices. The LOADng-
IoT-Mob proposal was designed to cover the lacks presented
by the default LOADng regarding the mobility of nodes and
to provide an efficient and reliable routing solution for the
considered scenarios. The proposed solution merged features
of other important enhancements for LOADng in the state-of-
the-art and proposed new mechanisms for reaching a suitable
performance in mobility environments.
The LOADng-IoT-Mob adopted the flooding controlling
mechanism from the Expanding Ring and the SmartRREQ
and inherited the Internet route discovery mechanism from
the LOADng-IoT to create a solution that is able to find
routes for different traffic types with low overhead and high
reliability. Also, the proposal introduced a new mechanism
of control message harnessing to allow the nodes to manage
the discovered routes and self-adapt to the topology changes
provoked by the movement of devices. Thus, the LOADng-
IoT-Mob permitted the nodes to manage the information
about the next hop of the paths existent on the Routing Set
without additional fields in the control messages. Further,
within of the procedure of control message harnessing, a new
mechanism was introduced to permitted the nodes to shorten
the path for destinations that had moved to near to them,
reducing the route to one-hop. Considering that the control
message harness mechanism depends on the overhead gen-
erated by the nodes, a new HELLO_MOB message was also
introduced to be used when the usual network overhead is
not sufficient to maintain the information of the neighbors’
nodes updated in the Routing Set. Finally, a new weakRSSI
routing metric was introduced to allow the nodes to construct
more reliable and nearest paths to avoid an earlier break in
the route. The proposed solution was compared with differ-
ent approaches existent in the literature in scenarios with
various node densities and speeds. For the metric of PDR,
PLL, COB, and ESB, the proposed solution was able to
present a significant and considerable performance increase.
Thus, based on the obtained results in the studied scenarios,
the LOADng-IoT-Mob was able to attain better data delivery
reliability, lower latency, lower control overhead, and better
power efficiency compared with the other studied solutions
in the considered mobile IoT network scenarios. As a nega-
tive point, the proposed solution required increased memory
107044 VOLUME 7, 2019
Chapter 5. Improving the Performance of LOADng Routing Protocol in Mobile IoT Scenarios
111
J. V. V. Sobral et al.: Improving the Performance of LOADng Routing Protocol in Mobile IoT Scenarios
usage; however, it can present a good trade-off based on the
obtained benefits.
For future work, the authors intend to optimize the source
code implementation to reduce the required memory usage
and assess the proposed solution in real testbeds. The authors
also detach the necessity of the development of new studies
and improvements for the LOADng becomes more reliable
and efficient, mainly concerning the flooding mechanism.
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Low power and Lossy Network
Multicast
Routing Protocol
a b s t r a c t
The Lightweight On-demand Ad hoc Distance-vector Routing Protocol – Next Generation (LOADng) is an
emerging routing solution for low-power wireless networks, which is receiving much attention and is
being adopted in Internet of Things (IoT) networks. Although the current literature has introduced
improvements to allow the protocol to fulfill the requirements of a higher set of IoT applications, the mul-
ticast support stills a deficiency of the protocol. Thus, to overcome this limitation, this study proposes a
multicast improvement for LOADng. The proposal, named Multicast LOADng (M-LOADng) introduces a
new route discovery process to enable the construction of a multicast routing tree and perform forward-
ing multicast data messages. The proposed solution also introduces mechanisms to reduce the control
message overhead and increase the reliability of the route discovery process. Further, M-LOADng allows
multicast data transmission in three different modes. The conducted experiments, through a real testbed,
show that the proposed solution can reach a reliable and constant performance in terms of quality-of-
service, energy consumption, and memory usage, even when increasing the multicast group size.
 2019 Elsevier Ltd. All rights reserved.
1. Introduction
The Internet of Things (IoT) paradigm has emerged in recent
years due to its high potential to provide facilities both for citizens
and enterprises [1]. In the IoT concept, things (objects), which are
equipped with micro-controllers, become devices connected to the
Internet with the capacity of exchange messages with any device
using the World Wide Web [2,3]. In general, IoT scenarios can
involve different technologies such as Radio Frequency Identifica-
tion (RFID) [4,5], Long Term Evolution (LTE/4G) [6], Wi-Fi [7],
and Wireless Sensors Networks (WSN) [8], making emerge inte-
grated heterogeneous scenarios [9]. Thus, IoT gives rise to a signif-
icant new set of applications, varying from simple automatized
lighting systems [10] to full control and management of industrial
plants [11,12], smart healthcare systems [13,14], or smart cities
[15–17]. In this context, the reliability and efficiency of communi-
cation among network devices become an essential task.
Routing protocols are responsible for constructing and main-
taining routes among network nodes. Thus, network performance
is strongly dependent on the behavior of routing protocols.
Although recent literature presents several protocols and improve-
ments for wireless networks, only a limited number of them are
especially designed to fulfill the requirements of IoT applications.
Among them, it is possible to highlight the IPv6 Routing Protocol
for Low-Power and Lossy Networks (RPL) [18] and the Lightweight
On-demand Ad hoc Distance-vector Routing Protocol – Next Gen-
eration (LOADng) [19,20]. While RPL is considered the standard
routing protocol for IoT [21], LOADng is still in draft and has
emerged as a more lightweight and less complex solution.
Several IoT applications, including Industrial IoT [22–24], can
take advantage and require the sending of data messages to groups
of nodes, generating a multicast data traffic. As an example, a cen-
tral manager device can send multicast messages to a specific
group of nodes to adjust their operations and reach the desired
temperature. Also, a central device can start or stop machines
operating simultaneously using a single transmission. The Internet
Engineering Task Force (IETF) has confirmed the multicast need for
support in the Request for Comments (RFC) 5673 [25] document,
which discusses the functional requirements of routing protocols
for Industrial LLNs. However, the two main routing approaches
for the above-mentioned IoT networks does not present feasible
and efficient support for this traffic pattern. RPL, in its Mode of
Operation (MOP) 3, can send multicast messages but requires high
https://doi.org/10.1016/j.measurement.2019.106931
0263-2241/ 2019 Elsevier Ltd. All rights reserved.
⇑ Corresponding author at: Federal University of Piauí, PPGEE Campus Univer-
sitário Ministro Petrônio Portella Bairro Ininga, Teresina - PI CEP: 64049-550, Brazil.
E-mail addresses: jose.sobral@it.ubi.pt (J.V.V. Sobral), joeljr@ieee.org
(J.J.P.C. Rodrigues), ricardoalr@ufpi.edu.br (R.A.L. Rabêlo), jalal@ccis.edu.sa
(J. Al-Muhtadi).
Measurement 148 (2019) 106931
Contents lists available at ScienceDirect
Measurement
journal homepage: www.elsevier .com/locate /measurement
Chapter 6. Multicast Improvement for LOADng in Internet of Things Networks
117
memory usage and complex implementations of an unclear
description [26].
In contrast to RPL, the LOADng does not present any support for
multicast message forwarding. As aforementioned, multicast data
communication represents an essential feature for IoT applications
since it allows sending of similar data messages to a specific group
of nodes through a reduced number of transmissions. Thus, a rout-
ing protocol designed for LLN must offer multicast support effi-
ciently and reliably. Although recent approaches have improved
the LOADng functioning and added new features to the main pro-
tocol core, to the best of the authors’ knowledge, the state-of-the-
art does not present an approach supporting multicast messages
on the LOADng. Based on this limitation, this work proposes a
new mechanism to overcome this drawback and increase LOADng
adoption. The proposal, named Multicast LOADng (M-LOADng),
introduces a newmulticast route discovery mechanism that allows
multicast group leaders (hereinafter also called sink nodes or gate-
ways) to create a routing tree to a set of network nodes that decide
to join a multicast group. The built tree is used to forward multi-
cast data messages, but it also can be harnessed by all the other
nodes to send data to the sink. The M-LOADng also introduces
mechanisms to reduce control message usage without affecting
the process of route discovery. Finally, the proposal allows the
use of different forwarding modes, allowing it to attend to the
requirements of various applications. Thus, the main contributions
of this work are the following:
 Support to LOADng protocol in building a multicast routing tree
to perform routing of multicast messages with efficient
performance;
 Allow the use of the built multicast routing tree to perform data
message forwarding from the nodes to the sink without needing
expensive new route discovery processes;
 Reduce the control message overhead and improve the reliabil-
ity of the route discovery process;
 Offer different multicast data message forwarding modes to
cover and fulfill the requirements of different IoT applications;
and
 Present a comprehensive performance evaluation analyzes of
the proposed solution conducted through a real testbed.
Throughout the document, the term downward data traffic will
be adopted to refer to the multicast data flow sent from sink nodes
to other network nodes. Moreover, the term upward data traffic
will be used to indicate the data traffic that flows from simple
nodes to the sink.
The rest of this work is organized as follows. Section 2 shows
the relevant related works on the topic and Section 3 highlights
important features of LOADng that are required to detail the pro-
posed solution and presents the collection tree extension for
LOADng. Section 4 introduces the proposed M-LOADng, detailing
the approach features and operations, while the performance
assessment study is presented in Section 5. Section 6 concludes
the paper and suggests future work.
2. Related work
The initial multicast solutions for wireless networks with con-
strained hardware emerged with the growth of MANET concepts.
In [27,28], the authors studied and classified these solutions in a
survey work. More recently, the Multicast Protocol for LLNs
(MPL) [29] was defined as the IETF multicast standard solution
for LLNs through the RFC 7731. In MPL functioning, nodes do not
create a logical topology to perform message forwarding. Thus,
multicast data forwarding is executed with the use of a flooding
mechanism controlled by Trickle timers. To avoid loops and the
transmission of duplicated packets, MPL uses an additional field
at the control payload of the multicast messages, indicating the
sender identifier and the message sequence number. Network
nodes store information about the already received messages and
regularly exchange control packets for maintaining network
consistency.
To reduce the overhead and constant exchange of control mes-
sages required by MPL, the Stateless Multicast RPL Forwarding
(SMRF) [30] was proposed. The introduced solution uses the tree
structure build by RPL to propagate the information about a multi-
cast nodes group. Thus, using the RPL control messages, the node
informs the multicast group to its parent in the tree structure. In
the SMRF, advising a multicast group is only done upward in the
routing tree. Hence, the proposal only supports sending multicast
messages in the downward flow (from above to below in the rout-
ing tree). The Enhanced SMRF (ESMRF) [31] was proposed to over-
come the limitation of SMRF and allow both upward and
downward multicast sending. However, the ESMRF solution
involves the use of the root node to enable upward multicast traffic
requiring a higher number of transmissions to perform multicast
data forwarding. To surpass this expensive solution, the Bidirec-
tional Multicast RPL Forwarding (BMRF) was introduced in [26].
BMRF merges important features of RPL and SMRF, and offers the
use of different transmission modes according to the number of
neighbors interested at the reception of a multicast data packet.
However, the solution presented by BMRF can increase high end-
to-end delay and energy consumption. Further, the necessity of
more memory efficiency in RPL multicast approaches is high-
lighted in [32].
As an alternative to RPL, the LOADng was proposed as a light-
weight and less-complicated routing solution for LLNs and IoT sce-
narios. Recent enhancements have improved the LOADng, making
it reach a performance similar to RPL [33] and, in some cases, even
better [34]. In [35], the SmartRREQ mechanism is proposed to
enhance the control message flooding of the LOADng, which is
admittedly high due to the reactive features of the protocol. The
solution allows nodes to reduce the number of broadcast transmis-
sion during the route discovery, contributing to a lower control
overhead. In [36], the authors present the Expanding Ring flooding
mechanism, which, used together with SmartRREQ, reduces the
range of control messages permitting the protocol, decreasing the
number of transmissions and packet collisions.
A collection-tree extension (CTP) for the LOADng is proposed in
[33]. The proposal allows the LOADng to construct a routing tree
started from a root node to improve the protocol performance in
data collection applications. Also, the LOADng-CTP enables sending
data in different directions using the built routing tree. The
LOADng-CTP is better presented and discussed in the next section.
In [37], the authors present an improvement for the LOADng
focused on IoT scenarios. The proposal enables the nodes without
an Internet connection to autonomously find gateways. The pro-
posal, which requires a low control message overhead, also intro-
duces a routing cache mechanism helping the route discovery
process by contributing to reducing collisions and energy
consumption.
Multicast solutions focused and designed for IoT networks are
presented in [38–40]. Approaches based on the Stainer tree algo-
rithm to create a multicast routing tree were proposed in [38,39].
In [40] the authors proposed a geographic-based multicast routing
protocol for IoT applications. This proposal presents preconditions
for its adoption in networks whose nodes are location-aware (i.e.
equipped with GPS) and statically positioned. Thus, based on their
set of initial conditions and requirements for being deployed, these
solutions become not very interesting for being adopted in practi-
cal IoT environments.
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The recent improvements presented to LOADng make the pro-
tocol more reliable and efficient, mainly for IoT scenarios. How-
ever, as above-mentioned, there are no state-of-the-art solutions
to provide multicast support for LOADng. With the consent that
multicast support solutions for IoT are based on RPL, in general,
and they tend to require high memory usage and complex imple-
mentations, this work proposes a new improvement for the
LOADng supporting multicast data routing in a more lightweight
way.
3. LOADng and LOADng-CTP
The proposed solution introduced in this work uses the core
structure of LOADng routing protocol. Thus, to facilitate the under-
standing of the proposal functioning, this section presents the
main features of the LOADng. Further, it also presents the
LOADng-CTP extension, which is currently the most suitable exten-
sion for IoT applications.
3.1. LOADng
The LOADng is a routing protocol designed for wireless net-
works based on devices with reduced hardware capacity. The pro-
tocol was inspired by the well-known AODV and presents a
reactive route discovery mechanism in which the path among
the nodes is created on-demand. The core structure of the LOADng
is composed by four control messages and three data structures,
which should be maintained by each network device. The control
messages, which are used for both the creation and maintenance
of paths among nodes, are Route Request (RREQ), Route Reply
(RREP), Route Reply Acknowledgement (RREP_ACK), and Route
Error (RERR). The fields of RREQ, RREP, and RREP_ACK messages,
which are the most important and used during the protocol func-
tioning, are presented in Table 1. The data structures, namely Rout-
ing Set, Blacklisted Neighbor Set, and Pending Acknowledgement
(Ack) Set, are used to store information about the neighbor devices
and the routes to the known destinations. Table 2 shows the fields
of Routing Set and Pending Ack Set, the two data structure more
frequently used during the LOADng functioning.
In protocol functioning, when a node wants to find a route to a
destination, it should create an RREQ message to start the route
discovery. Thus, the generated RREQ, indicating the address of
the desired destination, is sent in broadcast. Each node that
receives the RREQ should update some message fields, store infor-
mation about the message originator and the previous hop node on
its Routing Set, and check the message destination. If the node
address is different from the RREQ destination, the node should
check the maximum hop limit of the message and broadcast it to
the node neighbors. Otherwise, the node should reply to the
received route request using an RREP message destined to the
RREQ originator. The generated RREP is sent in unicast through
the reverse path from which the RREQ was received. Each node
that receives a RREP message should update the message fields
and refresh its Routing Set. The message should then be forwarded
to the next hop in the path to the message destination using the
information recorded in the Routing Set during the RREQ propaga-
tion. This process is performed until the RREP reaches its goal.
Finally, when the RREQ originator receives the RREP, the route dis-
covery process is concluded, and the data messages can be sent
through the constructed path.
Aiming to improve the reliability of the constructed paths, the
LOADng optionally offers the use RREP_ACK message to confirm
the reception of RREP messages. Thus, at the moment of an RREP
generation, the node can opt to set a flag in the message named
ack_required. Whenever an RREP message with ack_required flag
set is sent, the sender node should insert an entry in the Pending
Acknowledgement Set with information about the RREP next hop
node and a valid time to wait for the RREP reply. The node that
receives an RREP with ack_required flag set should reply to the
message sender with an RREP_ACK to confirm the RREP reception.
If the entry inserted in the Pending Acknowledgement Set expires
without RREP_ACK reception, the next hop of the sent RREP should
be inserted in the Blacklisted Neighbor Set, and future messages
received from it should be ignored. The LOADng route discovery
process using RREQ, RREP, and RREP_ACK messages is illustrated
in Fig. 1.
LOADng reactive functioning makes this protocol simple, light-
weight, and easily implementable. Also, using the on-demand
Table 1




RREQ and RREP messages fields
type 8 type of message
addr-length 4 length of originator and destinations addresses
seq-num 16 sequence number that uniquely identifies each
message of an originator
metric-type 8 metric type used to construct the route
route-
metric
32 value computed based on the used metric type
hop-count 8 number of times that message was transmitted
hop-limit 8 maximum number of hops permitted
originator var address of the message originator
destination var address of the message destination
ack-
required
1 if flagged, indicates the need of an acknowledgment
message (only used with RREP)
RREP_ACK message fields
addr-length 4 length of originator and destinations addresses
seq-num 16 sequence number of the RREP that will be
confirmed
destination var address of the message destination, i.e., the RREP
originator address
Legend: var = variable according to the adopted addressing scheme (e.g., IPv4, IPv6,
or Rime).
Table 2





R_dest_addr var address of route destination
R_next_addr var address of next hop to the destination
R_metric_type 8 metric type used to compute the route
metric
R_metric 32 value computed to the route based on the
metric type
R_hop_count 8 number of hops to reach the destination
R_seq_num 16 sequence number of the message used to
create/refresh the route entry
R_bidirectional 1 boolean flag that if TRUE, indicates a
bidirectional route
R_local_iface_addr var address of the interface used to
communicate with the destination
R_valid_time 16 valid time of the route
Pending Ack Set
P_next_hop var address of the node which the RREP was
sent
P_originator var address of the RREP originator
P_seq_num 16 value of the seq-num field of the sent RREP
P_ack_received 1 boolean flag set as TRUE when the
corresponding RREP_ACK is received
P_ack_timeout 16 time to expire the entry
Legend: var = variable according to the adopted addressing scheme (e.g., IPv4, IPv6,
or Rime).
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route discovery process, the support on mobile devices in the net-
work is inherently provided. However, to allow a feasible adoption
in IoT scenarios, some improvements should be performed. The
next subsection details the LOADng-CTP cited in Section 2.
3.2. LOADng-CTP
The LOADng-CTP protocol proposes a routing tree-based exten-
sion to improve the performance of LOADng in data collection
applications in which data messages generally flow from nodes
to a central device. The new extension allows a central node (also
named a sink node, root node, or gateway) to work proactively and
create a routing tree at the beginning of the network functioning.
Thus, all the network nodes can previously construct a path to
the center node and avoid the execution of route discovery at the
time of data sending.
The LOADng-CTP proposal requires the inclusion of two new
fields on the RREQ message named collection_tree_trigger and col-
lection_tree_build, a new control message termed HELLO, and a
new data structure called Neighbor Set. In the protocol functioning,
the central node begins the collection tree building through the
generation of an RREQ_TRIGGER message (RREQ with the collec-
tion_tree_trigger flag set). In the RREQ_TRIGGER, the fields used
to indicate the message originator and destination should carry
the same value, which is the address of the message originator
node. This adoption allows that message to flow through the whole
network without being replied to by a specific destination. After
being created, the RREQ_TRIGGER is broadcasted.
Each node that receives an RREQ_TRIGGER message should
insert the sender address on its Neighbor Set with the status
HEARD, which indicates a uni-directional link, and to schedule
the sending of a HELLO message according to a predefined random
jitter. Finally, if the same RREQ_TRIGGER was not already received
from another sender, the node should forward it in a broadcast.
The HELLOmessage sent after the defined jitter should carry the
addresses of all the neighbors (at Neighbor Set) for which that node
has received an RREQ_TRIGGER. The nodes that receive a HELLO
should verify whether its address is included in the message. If
true, the node should insert the message sender on its Neighbor
Set with the status SYM, which indicates a bi-directional link. To
avoid duplicated entries in the Neighbor Set, only the addresses
already available in the set are updated.
At the moment of RREQ_TRIGGER sending, the root node should
schedule the generation of an RREQ_BUILD message (RREQ with
the collection_tree_build flag set) for 2NET_TRAVERSAL_TIME,
which is a parameter to define the expected time for a message
traversing the whole network. After being created, the RREQ_-
BUILD message is sent via broadcast. Each receiver of the RREQ_-
BUILD should initially verify its Neighbor Set and check if the
message was received from a bi-directional link (SYM). In a nega-
tive case, the message is dropped without any additional process-
ing. Otherwise, if the same message was not received and
processed previously, the receiver should insert a new entry on
the Routing Set with the destination equal to the RREQ_BUILD orig-
inator and the next hop equal to the message sender (the previous
hop of the RREQ_BUILD). After that, the message is updated and
broadcasted again. This procedure continues until all of the net-
work nodes receive the RREQ_BUILD and conclude the construc-
tion of the routing tree.
The initial procedure of LOADng-CTP can create a routing tree to
facilitate the sending of data messages from the nodes to a central
device (the root of the routing tree). This traffic pattern, which is
sometimes named upward or MP2P traffic, is expected by an
extensive set of current IoT applications. However, some applica-
tions, such as the Industrial IoT, can require the sending of mes-
sages from the root to other devices, creating a downward data
flow. In this case, LOADng-CTP allows the creation of these ‘‘reverse
paths” with the use of the RREP_REQUIRED parameter. Hence, the
nodes configured with the RREP_REQUIRED parameter as true
should send an RREP message after receiving an RREQ_BUILD. Sim-
ilarly to the default LOADng, the RREP is forwarded in unicast
through the reverse path from the received request. Thus, when
the RREP reaches the root device, the route is built and the down-
ward traffic can be more easily forwarded without the need of new
discovery processes.
The routing tree building process of LOADng-CTP only occurs at
the begin of network functioning. However, due to the lossy envi-
ronment of LLNs, some control messages can be lost, and devices
cannot be included in the constructed tree. In this case, the node
out of the tree should work following the default LOADng and per-
form the route discovery process to the central device. This process
is also applied to new nodes that want to join the network and
nodes, which, for some reason, have lost their route to the sink
and need to re-discover the path to the root. Although CTP exten-
sion can improve LOADng functioning and make the protocol more
suitable for IoT networks, it still fails to support an important traf-
fic pattern required by a large set of applications: multicast traffic.
Thus, the next section presents a proposal to provide multicast
support for LOADng.
4. Proposed Multicast LOADng
LOADng is an emerging routing protocol that has been receiving
attention from the research community due to its simplicity, easy
implementation, and efficiency. However, the protocol still pre-
sents several limitations, mainly related to multicast data traffic
forwarding support. Although LOADng-CTP presents an adaption
that can facilitate the creation of routes both upward and down-
ward, the proposed method can, substantially, increase the net-
work overhead. Furthermore, a high memory usage can be
necessary to maintain the path to each device interested in receiv-
ing downward traffic.
Fig. 1. LOADng route discovery process; (a) Source (SRC) node broadcasts an RREQ
message that is forwarded until reaching the destination (DEST) node; (b) DEST
node unicasts an RREP message to SRC through the path created by the RREQ. Each
intermediate node that receives a RREP, before forwarding it to SRC, sends an
RREP_ACK to the previous hop.
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To overcome the described limitation, this work proposes the
M-LOADng improvement. The proposal aims to allow the LOADng
protocol to work using the concepts of multicast groups for per-
forming the routing of multicast data messages in a feasible and
lightweight manner. Thus, M-LOADng introduces a route discovery
mechanism that allows central nodes to build a multicast routing
tree for the sending and forwarding of multicast messages. The cre-
ated routing tree can also be used by nodes to forward data to the
central node facilitating upward data sending. Besides, to reduce
the overhead of the route discovery, M-LOADng proposes a simple
mechanism to reduce the sending of reply message and to ensure
they are received. Finally, to better fit the requirements of different
applications and the efficient use of network resources, M-LOADng
allows multicast data forwarding in three different modes: unicast,
broadcast, and mixed.
The next subsections present a detailed description of M-
LOADng characteristics and functioning. First, the required struc-
ture applied over the LOADng core for the multicast support provi-
sion is introduced. Next, the M-LOADng modules and procedures
are detailed.
4.1. M-LOADng required additional structures and parameters
M-LOADng requires some increments in the LOADng core struc-
ture to allow the creation of paths for multicast data forwarding.
Thus, the proposed solution introduces two new types of control
messages, named Multicast RREQ (M_RREQ) and Multicast RREP
(M_RREP). Both message types use the same structure of RREQ
and RREP messages, respectively, plus an additional field termed
multicast_group used to indicate the multicast group of the
message. Further, the proposed solution also adds three new fields
on the Routing Set fields: R_multicast_group, R_multi-
cast_route_type, R_to_root. The first field, R_multi-
cast_group, is used to define the multicast group related to the
route entry. The second, R_multicast_route_type, indicates
the type of multicast route and can assume two values MULTICAS-
T_ORIG and MULTICAST_DEST. The last additional field,
R_to_root, is used to indicate whether the route destination is
the root node.
The proposed solution introduces two new mechanisms to
reduce the use of M_RREPs and ensure their delivery by employing
a transmission retry approach. Thus, the Pending Ack Set is
improved to allow the storage of M_RREP messages and a short
field, named P_retry_count, to record the number of sending
retries. All the additional fields required by M-LOADng are pre-
sented in Table 3. The proposed M-LOADng also introduces four
new parameters to allow the proposal configuration:
 MULTICAST_FOWARDING_MODE: defines the mode of multi-
cast data transmission. This parameter can assume three differ-
ent values: BROADCAST_MODE, UNICAST_MODE, and
MIXED_MODE.
 MIXED_MODE_UNICAST_TH: sets a threshold for the use of
multiple unicast transmission. This parameter is only used
when MULTICAST_FORWARDING_MODE is defined as
MIXED_MODE.
 MAX_RREP_RETRY: defines the maximum number of tries for
successfully transmitting a M_RREP message.
 PERIODICAL_MAINTENANCE_INTERVAL: defines the time inter-
val (in seconds) between for performing the maintenance of the
built multicast routing trees.
The use of all the fields and parameters introduced by the M-
LOADng are better explained in the following subsections, in the
course of the description of the proposed solution. Notice that this
subsection is limited to presenting the additional fields and param-
eters introduced by M-LOADng. Thus, other message fields and
parameters mentioned in the following subsections that were not
shown here are part of the default LOADng core presented in [19].
4.2. M-LOADng multicast route discovery
The main objective of M-LOADng is to introduce a lightweight
mechanism to allow LOADng to forward multicast data messages
with efficiency and high reliability. To achieve this goal, the pro-
posal adopts the concept of multicast groups, in which each net-
work node can be a member of a multicast group or can decide
to join in one (or more) groups. Thus, under M-LOADng, the origi-
nator of multicast messages (also termed as multicast group lea-
der) should build a multicast routing tree composed by the
nodes interested in being a part of the group to, later, forward data
messages. Multicast routing tree building is performed through a
multicast route discovery process introduced by M-LOADng.
The multicast route discovery process starts when a multicast
leader, hereinafter named sink node, wants to send data messages
to a specific multicast group formed by nodes that are still
unknown. Thus, for building the multicast routing tree composed
by nodes interested in the data messages, the sink generates a
new M_RREQ with its own address on the originator and destina-
tion fields of the message, and with the desired multicast group
in the multicast_group field. Afterwards, the M_RREQ is sent
in broadcast to flood the whole network. Each node that receives
the M_RREQ message should process it according to the flowchart
presented in Fig. 2a. Hence, initially, the received message is sub-
mitted to the common processing used for both M_RREQ and
M_RREP messages.
During the common processing, detailed in the flowchart of
Fig. 2b, it is first verified whether the received message is valid
for processing. On this verification, the length of the addresses con-
tained in the message are checked as well as whether a node has
already received a message of the same originator with a higher
sequence number, or the originator is on the Blacklisted Neighbor
Set. If any of these checks are not attended to, the message should
be dropped with no additional processing. In sequence, if the mes-
sage is valid for processing, the node updates its message fields
related to the hop count and routing metric. Next, the node checks
its Routing Set to verify if exist some route entry in the message
originator. In M-LOADng, routes are differentiated by a pair
destination-multicast_group. Hence, a path is considered to be
existent when an entry with a destination equal to the message
originator and the entry multicast group corresponding to the mes-
sage multicast group is found. Thus, if the route does not exist, a
Table 3




M_RREQ and M_RREP messages
multicast_group 8 multicast group of the message
Routing Set
R_multicast_group 8 multicast group of the route entry
R_multicast_route
_type
1 type of multicast route entry
R_to_root 1 boolean flag that if TRUE indicates the route
destination is the root node
Pending Ack Set
P_m_rrep_msg var RREP message stored until the reception of
the corresponding RREP_ACK
P_retry_count 8 counter of the number of RREP sending
attempts
Legend: var = variable according to the adopted addressing scheme (e.g., IPv4, IPv6,
or Rime).
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new route entry is created and inserted in the Routing Set. Other-
wise, the node should verify if the path from which the message
was received is better than the existent in the Routing Set. If true,
the route entry is updated. A creation or update of a route entry is
done according to the type of received message. If the message
received is a M_RREQ, the created/updated entry should have the
R_to_root field set as true and the R_multicast_route_type
field set as MULTICAST_ORIG. If the received message is an M_RREP
then, the created/updated entry should have the R_to_root field
set as false (in an entry update, if the field is true, it should
not be changed), and the field R_multicast_route_type set as
MULTICAST_DEST. All the other fields of the route entry are
inserted/updated according to the default LOADng. If a message
is not used to create or update a route entry, it should be dropped.
Otherwise, after being processed, the message is returned to speci-
fic message processing.
Following M_RREQ processing, after returning from common
handling, a node verifies the message multicast group field and
should decide whether to join the group for receiving the multicast
data messages. If the node chooses to participate in the multicast
group, it should reply to the received request with a M_RREP mes-
sage. Otherwise, the node checks whether the message is valid to
be re-transmitted based on the hop count and hop limit fields. If
valid, the message is transmitted in broadcast. Otherwise, the mes-
sage is dropped.
A node that has decided to join the multicast group should gen-
erate a M_RREP message destined to the M_RREQ originator and
within the same multicast group of the received message. After-
wards, the message is sent by unicast through the reverse path cre-
ated by M_RREQ. Each intermediate node that receives an M_RREP
should process it according to the flowchart presented in Fig. 2c.
Thus, a message is initially subjected to common processing, as
explained previously. After that, the receiver node must send an
RREP_ACK message to the previous hop of the received M_RREP.
Notice that, different to the default LOADng, in the multicast route
discovery process of M-LOADng, RREP_ACK is not optional but
mandatory. A node should then add a new entry in the Pending
Ack Set and verify the possibility of suppressing forwarding of
M_RREP message. The reply suppressing mechanism is better
described in the next subsection. For now, considering that a mes-
sage is not suppressed, the node should check whether the
received M_RREP is valid to forward and perform transmission to
the next hop in the path to its destination. This forwarding process
can be performed until an M_RREP reaches its goal. However, dif-
ferent for the standard route discovery, in M-LOADng multicast
route discovery, the process is not finished when the first reply
reaches its destination. In this proposed solution, the multicast
routing tree construction is completed 2NET_TRAVERSAL_TIME
after the M_RREQ is sent at the beginning of the discovery process.
After finishing this process, the sink node can check whether at
least one route to the desired multicast group was created. Accord-
ing to an application requirement, the sink node can start a new
discovery process or accept that no node has opted to join the
group.
The sink node that has created a multicast routing tree (i.e., the
M_RREQ originator) should perform the maintenance of the built
multicast tree. Thus, according to the time interval defined in the
PERIODICAL_MAINTENANCE_INTERVAL parameter, a node sends
a new M_RREQ with information about the multicast group to be
maintained. The receivers of the M_RREQ that have previously
Fig. 2. M-LOADng control message processing flowchart.
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joined the multicast group do not need to reply to it, but they
should use the message to update its Routing Set. New nodes that
have been inserted in the network, or that want to join the group,
should follow the regular procedure of M_RREQ processing and
reply to it using an M_RREP. After being processed, M_RREQ should
be sent (in broadcast) through the network to allow all nodes to
ensure their paths to the multicast group leader are maintained
and refreshed.
As in the default LOADng, in M-LOADng, each request and reply
control message generated receives a new unique sequence num-
ber. This number prevents a message being processed more than
once by the same node and avoids loops generation in the network.
Furthermore, keeping the versatility of the LOADng, M-LOADng
also permits the creation of routes using different routing metrics
as an alternative to the default hop count.
As previously described, in M-LOADng, each node can decide if
it wants to join a multicast group at the moment of M_RREQ recep-
tion. The current proposal implementation uses an unsigned inte-
ger value with 8 bits, allowing the use of 256 different multicast
groups inside the network. Performing a cross-layer approach, each
multicast group number can be identified by the nodes according
to the application particularities. For example, in an Industrial
IoT environment, multicast group 1 could be represented by the
devices with a temperature sensor and multicast group 2 could
be reserved for devices responsible for controlling the gas flow.
In more complex scenarios, M-LOADng can be easily adapted to
use queries as multicast groups and allow the creation of multicast
routing trees using expressions as ‘‘nodes with last measured tem-
perature higher than x C”. Thus, nodes that fulfilled the query can
decide to join the multicast tree and send a reply to the request
originator.
The multicast route discovery process, as aforementioned, is
used to create a multicast routing tree and allow downward traffic.
However, the flooding of M_RREQ messages also permits the nodes
to construct routes to the sink node. Thus, the built routing tree can
also be used by nodes to send data to the sink generating an
upward flow, similar to the tree created by the LOADng-CTP.
Hence, the proposed M-LOADng enables the sending of multicast
data, but also provides support for the data collection application
using the same routing structure.
4.3. M-LOADng route reply suppressing and retry mechanisms
In the course of the multicast route discovery process of M-
LOADng, nodes can suppress sending M_RREP messages to reduce
the control message overhead using the reply suppressing mecha-
nism (RSM). Thus, even when a valid M_RREP is received, during
the message handling presented in the previous subsection, a node
should check if it is possible to suppress reply message forwarding.
The M_RREP suppression decision is made based on the Routing
Set and the multicast group of the message. A received M_RREP can
only be suppressed if an intermediate node has already sent an
equivalent M_RREP to the same destination and multicast group.
Thus, after properly adding the M_RREP originator to its Routing
Set, the message receiver checks its Routing Set to look for an entry
to the M_RREP destination and verifies whether it joined the mul-
ticast group indicated in that message. If both conditions are ful-
filled, the intermediate node assumes that it has already joined
the same multicast group and, consequently, has previously sent
an equivalent M_RREP to the same destination of the received mes-
sage. The proposed RSM is exemplified in Fig. 3. A node that sup-
presses a M_RREP becomes responsible for forwarding multicast
data messages to the suppressed message originator. The M-
LOADng multicast data forwarding mechanism is presented in
the next subsection.
RSM can significantly reduce the number of M_RREP message
transmissions, mainly in network with a high number of nodes
joining the multicast groups. Consequently, once the reception of
an M_RREP leads to including or updating route entries in the
Routing Set, the suppression mechanism also contributes to reduc-
ing the memory consumption of nodes. With the use of the RSM,
the loss of one M_RREP message can imply a considerable negative
effect. For example, as shown in Fig. 3, if the M_RREP from node A
to the sink is lost, nodes B and C will not be able to receive multi-
cast data messages from the sink. Thus, considering the lossy nat-
ure of LLNs and seeking to ensure a reliable routing performance,
M-LOADng introduces a new reply retry mechanism (RRM).
In the proposed RRM, nodes should store each M_RREP message
in a Pending Ack Set before sending it. Using the enhanced struc-
ture of the Pending Ack Set previously presented, nodes store the
M_RREP with a predefined valid time. When an RREP_ACK is
received confirming the delivery of M_RREP, the correspondent
entry is removed from the Pending Ack Set. If the entry valid time
expires without the reception of an RREP_ACK, the stored M_RREP
message should be sent again. RRM tries to perform the M_RREP
delivery according to the MAX_RREP_RETRY parameter. The pro-
posed RRM is exemplified in Fig. 4.
The combination of both proposed mechanisms by the M-
LOADng helps to reduce the network overhead and contributes
to protocol energy efficiency. Although the RRM can increase the
memory usage by temporarily storing M_RREP, it provides reliabil-
ity in the transmission of reply messages, guaranteeing the path
creation. Furthermore, the extra memory used by RRM is compen-
sated by reducing the number of Routing Set entries provided by
the suppressing mechanism. Thus, both mechanisms work in a har-
monized manner to lead M-LOADng for efficient and reliable
performance.
Fig. 3. M-LOADng reply suppressing mechanism. Node B suppresses M_RREP from
C once it has already sent a similar reply to the same request. Node A chose not to
join the group, but it is used as a forwarder.
Fig. 4. M-LOADng reply retry mechanism. Node A uses the proposed RRM to re-
send the stored M_RREP short time after not receiving the RREP_ACK from the sink.
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4.4. M-LOADng multicast data forwarding
Multicast data messages are not destined to one node but a
group. Thus, multicast messages, in addition to the data payload
used by the application, require overhead to indicate the message
originator, a sequence number, and the destination multicast
group. These extra data are used during the message routing pro-
cess to differentiate them, avoiding an infinite flooding.
After performing a multicast route discovery process, it is
expected that all nodes that intended joining the multicast group
have replied to the request and a multicast routing tree is created.
Hence, the multicast message can be sent according to the discov-
ered paths. Thus, in M-LOADng, a sender node (the sink or an inter-
mediate node) verifies its Routing Set for creating a list of the next
hop nodes that should receive the multicast data message. The
node should insert, into the list, the next hop addresses whose
entries cumulatively attend (logical AND) the following conditions:
i) the message multicast group is equal to the route entry multicast
group; ii) the previous hop of the message is different from the
route entry for next hop; iii) the message originator different from
the route entry destination; and iv) the route entry multicast route
type is equal to MULTICAST_DEST. To reduce the number of trans-
missions, the node should prevent the inclusion of duplicated
addresses in the list of next hops.
After consulting the whole Routing Set and creating the next
hop list, a node should check whether at least one next hop was
found, and perform the message forwarding. This process is exe-
cuted by each node that receives a multicast data message. Thus,
forwarding is performed neighbor-by-neighbor without the need
for the message originator to know an entire path to destinations
of a multicast data. Fig. 5 exemplifies the M-LOADng multicast
message forwarding mechanism. Considering the sink node has
initiated and concluded a multicast route discovery process for
multicast group 1, data forwarding can be performed using the
built multicast tree. Table 4 complements the mentioned figure
exposing the Routing Set of some nodes after the discovery process
conclusion. Due to the use of RSM, the Routing Set of sink node
does not have any entry to the nodes G and F, although these
had sent an M_RREP to the sink. However, once the multicast for-
warding is focused on the group instead of a destination, node D,
having suppressed the M_RREP from F and G, after receiving the
message from the sink, consults its Routing Set and can find the
paths to both nodes.
Aiming to cover a large set of IoT applications and different per-
formance requirements, the proposed M-LOADng provides three
different modes for executing the transmission of multicast
messages:
 Broadcast mode: forwarding multicast messages are always per-
formed in broadcast. Thus, a node, after consulting its Routing
Set looking for destinations, independent from the number of
found next hops, transmits a message in broadcast.
 Unicast mode: transmission of multicast data is performed
through one or multiples unicast. Thus, after obtaining the list
of next hops, a node forwards data messages individually in uni-
cast to each next hop in the list.
 Mixed mode: the transmission of multicast messages is per-
formed according to the number of addresses available at the
next hop list. Hence, based on the MIXED_MODE_UNICAST_TH
parameter, a node should choose between sending only one
broadcast (as in the Broadcast mode), or transmitting multiple
unicasts (as in the Unicast mode). If the next hop list is higher
than MIXED_MODE_UNICAST_TH, a node should use a broad-
cast. Otherwise, forwarding should be done through multiple
unicasts.
The choice of forwarding mode should be done through the con-
figuration of the MULTICAST_FOWARDING_MODE. When a broad-
cast or mixed mode is adopted, nodes should maintain a data
structure to store the most recent multicast data messages
received and prevent the forwarding of previously received and
processed messages. Furthermore, it is essential to consider the
application performance requirements during the choice of for-
warding mode. In the next section, the performance of the pro-
posed M-LOADng is evaluated considering the different
contemplated forwarding modes. The effects of a forwarding mode
choice are discussed and explained.
5. Performance assessment and results
This section presents the performance evaluation studies of the
proposed solution and the analysis of the obtained results. The
behavior of the M-LOADng with different forwarding modes (M-
LOADng-Unicast, M-LOADng-Broadcast, and M-LOADng-Mixed) is
compared with the LOADng-CTP. Following subsections show the
configuration setup for the experiments and results obtained per
performance metric related to data delivery reliability, energy
and network efficiency, and memory usage, which are discussed
and analyzed.
5.1. Experiment setup and scenarios
The experiments were performed in the FIT IoT-LAB testbed
[41] using 50 M3 nodes. The adopted nodes are equipped with
an ARM Cortex M3 microcontroller unit (MCU), which provides
Fig. 5. M-LOADngmulticast data message forwarding. The number inside the nodes
represent their multicast group.
Table 4
Routing Set of nodes after M-LOADng multicast route discovery.
Dest N_H M_T M_G
Routing Set of sink node
B A DEST 1
C A DEST 1
D D DEST 1
Routing Set of node A
Sink Sink ORIG 1
B B DEST 1
C C DEST 1
Routing Set of node D
Sink Sink ORIG 1
F E DEST 1
G G DEST 1
Legend: Dest = R_dest_addr; N_H = R_next_addr; M_T = R_multi-
cast_route_type; M_G = R_multicast_group; DEST = MULTICAST_DEST;
ORIG = MULTICAST_ORIG.
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72 MHz of processing capacity, 64 Kbytes of RAM (random-access
memory), and 512 Kbytes of flash memory. M3 nodes are equipped
with IEEE 802.15.4 PHY radio, which is regularly used for commu-
nication in Wireless Sensor Networks [42,43]. The devices commu-
nicate using the 2.4 GHz frequency and are power supplied by a
3.7 V LiPo battery of 650 mAh. The network nodes were deployed
in a grid 2 25 in an area of 5 15 m, in which the sink node
was positioned at the bottom-left of the grid. To allow multi-hop
communication and better assessment of the route creation capac-
ity for the studied solutions, the transmission power and reception
RSSI threshold of nodes was set to 3 dBm and 72 dBm,
respectively.
The comparison of the considered proposals was deployed on
Contiki operating system [44]. The application developed to pro-
duce data traffic considered a network with a sink node and several
regular nodes. The sink node generates multicast messages to a
group of nodes at random time intervals ranging from 10 to 15 s,
producing the downward traffic (or P2MP). Regular nodes sent
simple data messages to the sink at random time intervals, chang-
ing between 50 and 60 s, creating the upward traffic (or MP2P).
Thus, based on the generated traffic pattern, the developed appli-
cation can cover a wide range of IoT applications, including those
used in industrial environments as described in [25]. For example,
this generated traffic can represent an industrial environment
where a central device sends multicast data to control the temper-
ature of a set of steam boilers, transmitting data downward
(P2MP). Furthermore, each steam boiler periodically sends data
to the central computer informing their current conditions and
fluid produced, producing upward traffic (MP2P). Both central
devices and steam boilers can be accessed through the Internet,
allowing a worldwide industry monitoring and control its plants
across the whole globe in a remote way. Table 5 presents the most
important parameters for the experiments. All the other configura-
tion parameters not described here were defined as the default of
Contiki 3.0.
At the beginning of network functioning, in the scenarios using
the M-LOADng, the sink node starts the multicast route discovery
process to construct the routing tree and perform downward data
sending. This procedure, as previously introduced in subSection 4.2,
also creates a collection tree that permits the sending of upward
traffic. Considering that LOADng-CTP does not support multicast
traffic, the designed application was adapted to the sink node pre-
viously to know the addresses of the nodes in the multicast group.
Thus, the LOADng-CTP performed its normal functioning to create
the collection tree and permit upward traffic. Further, to permit the
creation of routes from the sink to the simple nodes and allow
downward traffic, the nodes used the RREP_REQUIRED as true
to reply to the requests. Table 6 presents the parameters used in
the LOADng-CTP. Table 7, plus the parameters of Table 6, presents
the parameters adopted in the M-LOADng proposal.
The performance of the considered solutions was studied con-
sidering the growth of the multicast group size. Thus, it was cre-
ated different scenarios by changing the percentage of simple
nodes joining the multicast group in 20%, 40%, 60%, and 80%. The
studied performance routing metrics were packet delivery ratio,
data throughput, end-to-end latency, inter-packet latency, spent
energy per delivered data bit, control overhead per delivered data
bit, Routing Set, and memory usage. Each experiment scenario was
executed 30 times and the obtained results, which are discussed in
the next subsections, presented a confidence interval of 95%.
5.2. Packet delivery ratio and data throughput
The results obtained for the packet delivery ratio are shown in
Fig. 6. The obtained results for the multicast and simple data traffic
are presented separately to allow the evaluation of the proposal for
different traffic patterns. Using simple data traffic (Fig. 6a),
LOADng-CTP and M-LOADng have presented close results, showing
that the efficiency of the built data collection tree for both propos-
als is equivalent. Also, the variation of the M-LOADng forwarding
mode has not implied significant changes in the delivery ratio of
simple messages. Fig. 6b presents the packet delivery ratio of stud-
ied proposals for multicast data traffic. In contrast to the results of
simple messages, LOADng-CTP presents an impracticable perfor-
mance with the growth of the multicast group size. Contrarily,
M-LOADng has reached a feasible and stable performance for the
different scenarios. The proposed solution was able to deliver more
than 90% of multicast packets, apart from the adopted forwarding
mode. The introduced multicast discovery process allowed the cre-
ation of a multicast routing tree that facilitated the forwarding pro-
cess. Further, the high delivery ratio shows that the introduced
RRM was able to ensure the sending of reply messages for success-
ful multicast tree building. In contrast, the low performance of
LOADng-CTP is justified by the need of the sink node to maintain
a route entry to all the nodes that have replied the route request.
This behavior overloads the Routing Set and forces the replacement
of already existent entries. In the performed experiment, the Rout-
ing Set size was set to 16 for all scenarios. Thus, when the number
of nodes joined in the multicast group is greater that Routing Set
size, LOADng-CTP begins to deliver a deficient performance and,
consequently, limits protocol scalability. The referred limitation
of LOADng-CTP does not affect the M-LOADng. In the proposed
solution, although each node that joined the multicast group sends
Table 5
Parameters of testbed experiments.
Parameter Value
Network Area 5  15 m
Number of Nodes 50
Size of Multicast Groups 20%, 40%, 60%, 80%
Execution Time 600 s
Multicast Data Message Frequency 10 s–15 s
Simple Data Message Frequency 50 s–60 s
Data Message Length 512 bits
Medium Access Control (MAC)
Protocol
Carrier Sense Multiple Access
(CSMA)
Radio Duty Cycle (RDC) Protocol ContikiMAC
Check Channel Rate (CCR) 32 Hz
Table 6
Parameters of LOADng-CTP and M-LOADng protocols.
Parameter Value
Network Traversal Time 2 s
Routing Set Size 16
Route Entry Hold Time 60 s
Blacklist Entry Hold Time 4 s
Pending Ack Set Size 4
RREP_ACK Required TRUE
RREP_ACK Timeout 2 s
Routing Metric Hop Count
RREP Required TRUE
RREQ Retries 1
RREQ Min. Interval 2 s
RREQ Max. Jitter 1 s
HELLO Min. Jitter 2 s




Multicast Forwarding Mode Unicast, Broadcast, Mixed
Max. Reply Retries 2
Periodical Maintenance Inter. 60 s
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a reply to the sink node, these messages can be suppressed by an
intermediate node. This feature avoids growth in the number of
entries in the Routing Set without affecting the construction of
the multicast routing tree.
Fig. 7 presents the results obtained for the data throughput
metric. Complementing the packet delivery results, data through-
put shows the average number of data bits delivered successfully
per second during the network execution. The metric considers
the overall data traffic, thus, both simple and multicast data
messages are considered in the metric computation. The obtained
results show that the proposed solution overcomes the LOADng-
CTP in all the studied scenarios. The efficiency of M-LOADng for
both types of data message led the proposed solution to a high
throughput, while the low scalability of LOADng-CTP made the
protocol to reach the wrong results.
5.3. End-to-end and inter-packet latency
Fig. 8 presents the results obtained for the average end-to-end
latency metric. This metric can be affected by several aspects, such
as the number of hops between message source and destination,
the density of nodes in the area, radio check channel rate, and so
on. Considering the studied scenarios, the obtained results showed
that M-LOADng overcomes the LOADng-CTP apart from the used
forwarding mode. It was noticed that using a mechanism based
on the use of several unicast transmissions can affect the latency
both simple and multicast traffic messages. The current literature
mentions that, depending on the adopted radio duty cycle (RDC)
and medium access control (MAC) protocols, unicast transmissions
can be faster than broadcasts [26,45]. However, in the studied
dense network scenario, the use of several unicast transmissions
produced a different effect. The adoption of unicast as the unique
transmission mode increased the number of access to the fre-
quency spectrum shared by the nodes radio. Thus, the MAC proto-
col made nodes spend more time waiting to access the wireless
medium and perform the transmission with lower collisions
probability.
In some cases, the computed end-to-end latency time also can
involve the process of route creation and recovery. Thus, problems
that may have occurred during the route discovery process can
affect the latency when a route needs to be created at the moment
of routing data messages. This behavior justifies the high latency
presented by the LOADng-CTP, mainly to the multicast data traffic.
Once the Routing Set of the nodes is quickly exhausted by the high
number of reply message (as mentioned in the previous subsec-
tion), new routing discovery processes are necessary to forward
the packets. It then increases the time to message delivery.
The inter-packet latency metric presents the time difference
between the first and last multicast message with the same
sequence number successfully delivered. The results using this
metric are presented in Fig. 9. It allows the evaluation of the equal-
ity of message delivery time, which can be strongly sensible for
some applications, such as Industrial IoT. Obtained results showed
that the M-LOADng-Broadcast, followed by M-LOADng-Mixed, was
able to deliver data messages with the lower latency differences
among packets. Hence, the obtained results indicate that the
approaches that support broadcast transmission can better fit
applications requiring low latency.
5.4. Spent energy and control overhead per delivered data bit
The results obtained for the energy spent per delivered data bit
(ESDB) metric are presented in Fig. 10. The ESDB metric shows the
average amount of energy expended by the whole network to suc-
cessfully deliver each data bit. Hence, the metric computation con-
siders the energy consumed by all network nodes and all the
delivered data messages (both simple and multicast). Thus, it is
possible to measure the performance of studied approaches
regarding energy efficiency. The obtained results showed that, for
all studied scenarios, the proposed solution was able to spend less
energy to deliver data bits compared to the LOADng-CTP. The high
packet delivery and throughput of M-LOADng, together with the
Fig. 6. Packet delivery ratio in function of percentage of nodes in multicast group for LOADng-CTP and M-LOADng with broadcast, unicast, and mixed transmission modes.
Fig. 7. Data throughput in function of percentage of nodes in multicast group for
LOADng-CTP and M-LOADng with broadcast, unicast, and mixed transmission
modes.
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low required overhead for the construction of the paths, led the
proposed approach to a performance, in some cases, three times
better than the LOADng-CTP.
Fig. 11 exhibits the results obtained for the metric of control bit
overhead per delivered data bit (CODB). The metric presents the
average number of control bits used by the protocol to construct
the routes and forwarding both simple and multicast data mes-
sages. The CODB computation considers all network overhead gen-
erated both for building path among the nodes and recovering the
broken routes. Based on the performed experiments for the studied
scenarios, it was able to verify that M-LOADng required a lower
overhead than the LOADng-CTP. The proposed multicast route dis-
covery mechanism, which can build both upward and downward
routes in only one process, is shown to be more efficient than
the proposal presented by LOADng-CTP. Further, the exhaustion
of Routing Set entries of LOADng-CTP made the protocol perform
more route discovery processes, producing a higher overhead and
energy consumption.
5.5. Routing set size and memory usage
Fig. 12 presents the results obtained for the Routing Set usage
metric, which show the average Routing Set size of the network
nodes during the performed experiments. The Routing Set usage
represents an important factor that can limit network scalability,
which is a crucial requirement of several IoT applications.
In the course of conducted studies, LOADng-CTP presented a
high number of entries in the Routing Set, once the protocol
needed to create a whole path to perform the sending of multicast
messages individually to each destination. During the performed
experiments, the maximum Routing Set size was previously
defined in 16 entries. Thus, when the number of nodes in the mul-
ticast group was no higher than the maximum Routing Set size, the
Fig. 8. End-to-end latency in function of percentage of nodes in multicast group for LOADng-CTP and M-LOADng with broadcast, unicast, and mixed transmissions modes.
Fig. 9. Inter-packet latency for multicast data traffic in function of percentage of
nodes in multicast group for LOADng-CTP and M-LOADng with broadcast, unicast,
and mixed transmission modes.
Fig. 10. Energy spent per delivered data bit in function of percentage of nodes in
multicast group for LOADng-CTP and M-LOADng with broadcast, unicast, and mixed
transmission modes.
Fig. 11. Control bit overhead per delivered data bit in function of percentage of
nodes in multicast group for LOADng-CTP and M-LOADng with broadcast, unicast,
and mixed transmission modes.
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LOADng-CTP reached reasonable results. However, when the mul-
ticast group size was increased, the protocol performance suffered
a considerable reduction, mainly for the multicast data traffic.
Thus, as previously presented, the need for constructing paths to
nodes replaced in the Routing Set made LOADng-CTP perform
new route discovery processes. This effect increases the network
overhead, energy consumption, and end-to-end latency, further
reducing the packet delivery ratio. In contrast, in the M-LOADng,
the introduced RSM helps to reduce the number of entries in the
Routing Set and avoids the occurrence of the same negative effect
suffered by LOADng-CTP. In the proposed protocol, the reduced
number of entries does not affect the forwarding mechanism once
the multicast message originator does not need to have a route
entry to each multicast destination. During the M-LOADng func-
tioning, each node knows which neighbor is interested in a multi-
cast message, which is a multicast group member, or only
forwarder. Thus, the message is forwarded neighbor-by-neighbor
until it reaches all of the nodes of the multicast group, using the
routes in a ‘‘local scope” created by the multicast route discovery
process.
To provide improvements for LOADng, both LOADng-CTP and
M-LOADng requires increments in the base protocol core. Thus,
Table 8 presents memory usage of the studied and implemented
solutions over the LOADng core. The memory usage, which is
shown in Kilobytes (kB), exhibit the amount of RAM and Flash
memory consumed by the whole implemented code to evaluate
the proposal. Thus, displayed values include, further to the routing
solution, the designed application, MAC protocol, radio drivers, and
operational systems. The Flash memory is responsible for storing
the read-only code, while the RAM represents the read-write data
used during the code execution.
The collected measures for the memory usage metric showed
that, as expected, all studied proposals presented an increasing
memory requirement compared to the LOADng core. The M-
LOADng has required an increase of around 4 kB of Flash memory
and 0.5 kB of RAM in comparison with the LOADng core. The pro-
posed solution implementation has involved the creation of whole
new multicast route discovery and multicast data forwarding
mechanisms. This implementation, although it has an increased
source code size, has not required a considerable RAM consump-
tion increasing. The main elements responsible for increased
RAM was the route reply mechanism, which required an improved
structure for storing M_RREP messages. However, the benefits pre-
sented by the proposed solution for all studied scenarios have
overcome the additional memory usage requirement. Besides, the
extra memory required by the M-LOADng was not a significant
problem when considering the memory capacity of devices used
in the conducted experiments.
6. Conclusion and future works
This work proposed an improvement for multicast support in
the LOADng protocol. The proposal was designed to focus on low
power IoT applications, especially those used in industrial scenar-
ios in which sending multicast data represents an important
requirement. The proposed M-LOADng introduced a new multicast
route discovery mechanism able to build a multicast routing tree
that can be used to forward both upward and downward data traf-
fic. The new solution is complemented by reply suppressing and
reply retry mechanisms that reduce the control message overhead,
decrease the number of entries in the routing table, and ensure
reply message transmissions, contributing to a more efficient path
creation process. Moreover, the M-LOADng introduces a new mul-
ticast forwarding mechanism in which the message transmission is
performed neighbor-by-neighbor, using a vision of local forward-
ing for which fewer Routing Set entries are required. The proposed
forwarding mechanism also allows the use of different transmis-
sion modes to better fit the requirements of different applications.
The proposed solution, with different forwarding modes, was
experimented in a real testbed and compared to the LOADng-
CTP, which is currently the most appropriate LOADng improve-
ment to perform this comparison. For the studied scenarios, the
number of nodes that joined the multicast group was being
increased to study the proposal’s scalability. These scenarios also
considered different traffic flows. Simple traffic (upward) and mul-
ticast traffic (downward) was sent by regular nodes and the sink
node, respectively, during a random time interval. Thus, the data
traffic generated during the experiments was able to represent a
practical application scenario as described in the experiment setup
subsection.
The obtained results showed that proposed M-LOADng was able
to give a better performance regarding quality-of-service (QoS),
network functioning efficiency, and memory usage compared to
LOADng-CTP. The new mechanism introduced by the M-LOADng
was able to build a multicast routing tree with low overhead and
energy consumption. Thus, this feature led the solution to a very
consistent performance. Moreover, it was concluded that different
forwarding modes mainly affect end-to-end latency. The broadcast
forwarding mode presented the lower end-to-end latency values,
whereas the use of the unicast mode gave a slightly better packet
delivery ratio. The adoption of the mixed mode has demonstrated
performance in line with that of the other two methods. Further-
more, it was perceived that the forwarding method was unable
to imply an important difference in energy consumption and net-
work overhead.
The main advantage of M-LOADng utilization is the support to
send multicast data packets based on a lightweight protocol easily
implementable in devices with severe hardware limitations. The
proposed solution reached, in some cases, packet delivery rates
over 95% for multicast data traffic, demonstrating high reliability
and efficiency. Further, the lower latency rates observed with the
Fig. 12. Routing set usage in function of percentage of nodes in multicast group for
LOADng-CTP and M-LOADng with broadcast, unicast, and mixed transmission
modes.
Table 8
Memory usage of LOADng, LOADng-CTP, and M-LOADng with broadcast, unicast, and
mixed transmission modes.
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use of broadcast mode offers an option to practical applications
where the fast packets delivery is mandatory. The proposed M-
LOADng also exposed high data throughput rates, satisfactory
levels of energy consumption and control overhead efficiency,
and stable memory usage. In a practical view, the use of the pro-
posed solution can offer a more reliable and fast communication
capacity for IoT environments where the network devices,
although tiny and hardware restricted, need to provide a consistent
and efficient service to the application layer. Thus, M-LOADng can
lead the LOADng to a new level of applicability in real scenarios,
offering multicast support required for different IoT scenarios.
As a limitation, the proposed approach stills need to offer a
more efficient solution for the maintenance of the created multi-
cast routing trees. The maintenance method currently adopted
requires sending periodical control messages to avoid broken the
created paths and keep them updated. This issue leads to an extra
control overhead that may increase the nodes’ energy consump-
tion. Furthermore, the network devices can expend time and pro-
cessing capacity by handling the additional control messages
transmitted during this maintenance process. However, even with
this hindrance, M-LOADng is able to offer a more feasible perfor-
mance when compared to the other studied solution.
For future work, the authors highlight the need for improving
the efficiency of route maintenance mechanism previously
detached as a limitation of the proposal. Moreover, performing
studies considering other multicast protocols that can send differ-
ent types of messages, not only multicast, and optimizing the pro-
posal deployment for reducing memory usage, are suggested. The
execution of new experiments to evaluate the behavior of this pro-
posal in mobile scenarios and adding security modules at the rout-
ing level can also be considered.
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This chapter presents the main conclusions of the work performed in the course of this
thesis. Besides, it shows important research topics to be considered as future works.
7.1 Final Remarks
This thesis addressed the challenges of the routing protocols for IoT networks. The
work identified different limitations of the current routing solutions available in the literature
for LLNs and proposed several contributions to overcome or reduce the impact of these weak-
nesses in the network performance of IoT scenarios.
In the second chapter of this work, a survey reviewing the state-of-the-art considering
the main routing solutions for LLNs adopted for IoT networks was presented. The conducted
work mainly studied routing improvements introduced to the two primary available routing pro-
tocols for LLNs: RPL and LOADng. In the performed work, more than 30 proposals to enhance
the routing performance in IoT scenarios were thoroughly studied and their main strengths and
weaknesses were highlighted. The study concluded that most new proposals seek to solve prob-
lems inherent to support features that are generally weakly attended by the main protocols,
such as P2P, mobility, and multicast (P2MP). Further, it was also identified that several works
aim to improve routing protocol performance through the increase of QoS and energy efficiency
without additional feature support. This survey also identified important existent open issues
and detached guidelines to design new routing proposals for IoT. Thus, the main concerns were
related to devices heterogeneity, seeking a satisfactory trade-off among network aspects, the
creation of proposals with low complexity and reduced memory usage, and the consideration of
the IETF’s recommendations.
Chapter 3 introduced a framework especially designed for heterogeneous IoT networks
composed by low power nodes and RFID elements. In the studied IoT scenario, the existence of
wireless sensor nodes equipped with IEEE 802.15.4 communication interface and RFID readers
was considered. The named Reader-Sensor Nodes (RSNs) were responsible for RFID tag reading
and identification processes, further sending and routing data messages from other network
nodes. Based on the limitations that emerged from the integration of these technologies, the
proposed framework was designed. The proposed tool was composed by two elements. The first
one introduced a new route classification algorithm based on fuzzy systems, while the second
presented a novel RFID anti-collision protocol used during the RFID tag reading process. Through
experiments conducted to evaluate the performance of the proposed framework, it was con-
cluded the introduced solution can present a better performance when compared to scenarios
without the adopted proposal. The framework was able to obtain a tag reading query success
rate that was about 25% more efficient and 115% faster than the standard RFID anti-collision
protocol. Moreover, due to the consideration of several routing metrics (including the number
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of RFID tags in the node area) using fuzzy systems in the process of a best route selection, the
introduced framework was able to reduce the packet loss rate by around 75% and improve the
network load balance by approximately 55%.
The fourth chapter presented the LOADng-IoT, an improved version of LOADng that al-
lows network nodes to find routes to Internet-connected devices in an autonomous way without
a previous definition of a gateway. The proposed solution was designed considering the differ-
ent node capabilities in IoT scenarios. Due to the deployment cost, it is expected that not all
IoT network devices can have a direct connection to the Internet (provided through Wi-Fi, LTE,
etc.). Thus, nodes with external connection capability should be responsible for providing an In-
ternet connection to the limited nodes. In this context, the LOADng-IoT introduces a new route
discovery mechanism to allow nodes without Internet connectivity to find an Internet-based de-
vice without needing a previous gateway configuration. The proposed method allows nodes to
create shortened paths, contributing to improving the network performance. Two mechanisms
complement LOADng-IoT functioning. The first is a route cache system that is used to reduce
the route discovery overhead, and the second is a new error code message adopted to prevent
data packet loss when the Internet connection of the Internet-connected node is lost. This
improvement was compared to the standard LOADng and LOADng-SmartRREQ in grid, random,
and mobility scenarios. The obtained results showed that LOADng-IoT was able to reduce the
control message overhead and end-to-end latency, increase packet delivery ratio, and improve
network energy efficiency compared to the other studied solutions.
The studies conducted in Chapter 4, which further introduced the LOADng-IoT, showed
the limitation of LOADng in mobile IoT networks. To overcome this, Chapter 5 proposed a novel
mechanism to enhance LOADng performance in IoT scenarios, as considered and studied in the
fourth chapter, but with a higher presence of mobile nodes. The new proposal, named LOADng-
IoT-Mob, adapted the route discovery mechanisms from LOADng-IoT, SmartRREQ, and Expanding
Ring, to better manage the Routing Set of nodes and avoid the use of paths broken due to nodes’
movement. The proposed adaption entails the inclusion of an additional field on LOADng control
messages and the Routing Set to allow nodes to store valid time data about their neighbors. The
approach also includes a mechanism to harness the control messages exchanged in the network
to keep the valid time information of the nodes’ neighbors updated. LOADng-IoT-Mob also in-
troduces a new routing metric that allows nodes creating paths considering the distance and
reliability of the link among devices. In different scenarios, considering the increasing num-
ber of nodes, the percentage of mobile nodes, and the maximum speed of mobile devices,
LOADng-IoT-Mob was compared to the standard LOADng and other improved versions, including
LOADng-IoT. Obtained results showed that proposed solution was able to achieve better results
when compared to different approaches for the metrics packet delivery ratio, latency, control
bit overhead per delivered data bit, and energy spent per delivered data bit. Further, it was
also noticed that the variation in the nodes’ maximum speed, which ranged between 1 m/s
and 9 m/s, was unable to significantly affect the performance of the studied solutions. Finally,
during a memory usage observation, LOADng-IoT-Mob consumed around 10% more flash memory
and 1.55% more RAM compared to the standard LOADng. However, the benefits presented by
this proposal, which can sometimes double network performance, compensate for the extra
memory required.
Chapter 6 introduced an important improvement for LOADng to support multicast data
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message sending and forwarding. The proposal, named M-LOADng, presented a novel route
discovery mechanism dedicated to building multicast routing trees. During the multicast tree
construction process, the nodes can decide to join the tree based on the multicast group in-
formation indicated in the control message. Also, in the course of this process, nodes can opt
to suppress control messages to reduce the overhead and number of entries in the routing ta-
ble. The suppression of these messages does not affect or reduce network efficiency since it is
only permitted when a similar message was previously handled. After the tree building process,
the multicast message originator node can use three data message transmission modes: broad-
cast, unicast, and mixed. The proposed M-LOADng, with its different transmission modes, was
compared with the LOADng-CTP in a real prototype. The application executed over the net-
work generated P2MP and MP2P data traffic seeking to represent a big set of IoT applications,
including an industrial environment. The obtained results showed that regardless of the used
transmission mode, M-LOADng could reach a more feasible and stable performance for metrics
related to energy and network functioning efficiency, QoS, and memory usage. Furthermore,
M-LOADng with unicast transmission mode obtained the best results for packet delivery ratio,
while the adoption of the broadcast mode led to better latency performance. The mixed trans-
mission mode presented balanced results between the other two modes.
The main purpose of this thesis and the defined objectives have been successfully
attended. Based on the observed limitations and weaknesses of the most relevant routing so-
lutions for IoT networks, new proposals were presented. Specifically, novel solutions were
introduced to promote and enhance the support to devices’ heterogeneity, multicast (P2MP)
packet sending, and mobility. The proposed approaches also allowed significant performance
increase for a different number of metrics, such as packet delivery ratio, end-to-end latency,
energy efficiency, control message overhead, and memory usage. Thus, it is possible to affirm
that the contributions presented in this thesis may lead the routing protocols for LLNs (mainly,
the LOADng) to a new level of reliability and efficiency, making them more appropriate and able
to fulfill the requirements of IoT applications.
7.2 Future Work
To conclude this research work, based on the found results at routing level for IoT, the
following topics are suggested for future research directions:
• To perform the optimization of the proposed solutions to better fit the limited memory
resources of low-power devices present in IoT environments;
• To consider the requirements of IoT applications related to security and seek to provide
efficient and low-complex solutions at routing level;
• To design smart and context-aware routing solutions to attend the performance needs of
real-time IoT applications;
• To propose the use of reliable movement prediction techniques to help the routing proto-
cols better support the topology changes caused by IoT devices movement.
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Abstract— LOADng (Lightweight On-demand Ad hoc
Distance-vector Routing Protocol - Next Generation) is an emerg-
ing routing protocol that emerged as an alternative to RPL (IPv6
Routing Protocol for Low power and Lossy Networks). Although
some work has been dedicated to study LOADng, these works
do not analyze the performance of this protocol with different
routing metrics. A routing metric is responsible for defining
values for paths during the route creation process. Moreover,
based on these metrics information a routing protocol will select
the path to forward a message. Thus, this work aims to realize
a performance assessment study considering different routing
metrics applied to LOADng. The scenarios under study consider
different traffic patterns and network sizes. The routing metrics
are evaluated considering the packet delivery ratio, average
energy spent per bit delivered, average latency, and number
of hops. The results reveals that routing metrics used by this
protocol may influence (directly) the network performance.
Index Terms—Internet of Things, LOADng, Low power net-
works, Performance, Routing metric, Routing protocol.
I. INTRODUCTION
THE concept of Internet of Things (IoT) have emergedwith the growing of physical objects connected to the
Internet. Predictive studies reveal that the number of intercon-
nected objects through IoT can reach 26 billion until 2020
[1]. The IoT application field is very broad and can cover the
sector of industrial manufacturing, energy, transport, e-health,
smart cities, agriculture, among others.
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tional Funding from the FCT – Fundação para a Ciência e a Tecnolo-
gia through the UID/EEA/500008/2013 Project, and by Finep, with re-
sources from Funttel, Grant No. 01.14.0231.00, under the Centro de Re-
ferência em Radiocomunicações - CRR project of the Instituto Nacional de
Telecomunicações (Inatel), Brazil.
José V. V. Sobral is with the Instituto de Telecomunicações, Universidade da
Beira Interior, Portugal and Federal Institute of Maranhão (IFMA), Maranhão,
Brazil (e-mail: jose.sobral@it.ubi.pt)
Joel J. P. C. Rodrigues is with the National Institute of Telecommunications
(Inatel), Brazil; Instituto de Telecomunicações, Universidade da Beira Interior,
Portugal; and University of Fortaleza (UNIFOR), Ceará, Brazil (e-mail:
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A great set of IoT applications is composed by devices with
strict restrictions on energy, processing, and bandwidth. These
devices exchange data using wireless communication and cre-
ate a particular type of network called Low Power and Lossy
Networks (LLN). Aiming the use of Internet IPv6 on these
kind of networks, the Internet Engineering Task Force (IETF)
presented several RFCs (Request for Comments) documents.
One of these documents defines the RPL protocol (IPv6 Rout-
ing Protocol for Low power and Lossy Networks). Proposed in
August 2009, RPL was defined as the standard routing protocol
for 6LoWPAN (IPv6 over Low power Wireless Personal Area
Networks), in March 2012 [2]. From this date, it is common
to consider RPL as the standard routing solution for IoT [3].
Although defined as a standard, different studies have exposed
that RPL presents some drawbacks [4], [5]. Thus, considering
the existing RPL limitations, novel routing protocols have been
proposed. Among these new emerging routing solutions, it is
possible to detach the LOADng (Lightweight On-demand Ad
hoc Distance-vector Routing Protocol - Next Generation) [6],
which is a reactive routing protocol designed for LLNs based
on the well-know AODV (Ad hoc On-demand Distance Vector
routing) [7].
Since the emergence of LOADng as an alternative to
RPL, several works have exposed performance assessment
studies comparing the two approaches. In [8] the authors
compare RPL and LOADng in a home automation scenario
with different traffic patterns. In [9] the authors perform the
comparison between a reactive (LOADng) and a proactive
(RPL) routing protocols in different LLN network topologies.
The two protocols are also studied and compared in [10].
Studies considering just LOADng are presented in [11] and
[12].
The aforementioned performance studies about LOADng
present limitations because they only analyze the default
version of the protocol. However, the performance of a routing
protocol is influenced by the used routing metrics [13]. A
routing metric defines how a routing protocol must compute
the weight of each path and select the best route. Thus, based
on the necessity of understanding the real potential of the
protocol, this work present a performance evaluation study
that considers the use of different routing metrics on LOADng.
This work differs from the presented in [12] by considering
a high variety of routing metrics detaching its importance in
the routing performance improvement.
The rest of the document is organized as follows. Section
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II presents the features and operation of LOADng. Section III
describes the routing metrics considered in this work while the
considered simulation scenarios and networks configurations
are addressed at Section IV. The obtained results for each
routing metric on different networks are detailed in Section V
and Section VI concludes the paper and suggests future works.
II. LOADNG ROUTING PROTOCOL
The LOADng is a reactive routing protocol based on AODV
that can be used on Low Power and Lossy Networks (LLNs).
Similar to AODV, a route is only created by LOADng when
two nodes need to exchange a data message between them.
Thus, the control messages perform the route creation [14].
Under this process, a set of information stored by nodes during
the protocol operation is also used. Then, the following subsec-
tions present the LOADng control messages, its information
base, and its operation considering the latest version of the
protocol presented in [6].
LOADng uses four control messages: Route Request
(RREQ), Route Reply (RREP), Route Reply Acknowledgment
(RREP ACK), and Route Error (RERR). RREQ message is
always used when a node needs to send a data message to a
destination. RREP is used by a destination node that receives
an RREQ as an answer to the route request. RREP ACK
is used to answer an RREP message when it requires an
acknowledgment. RRER is used when a node fails at the
moment of forwarding a data message to the next hop. RERR
can also be used when the destination node of a data message
is not known by the forwarding node.
Each node that uses LOADng must maintain an Information
Base for controlling the routing processes and the information
about the other network nodes. The main elements of the
Information Base are the Routing Set, Blacklisted Neighbor
Set, and Pending Acknowledgment Set. The Routing Set is
composed by a set of routing tuples that stores data about
the neighbor nodes, such as the next hop and the number of
hops for reaching a destination. Moreover, the valid time of
the tuple is stored in the routing set. A routing tuple must
be specified as invalid or removed from the Routing Set after
its valid time expires. The Blacklisted Neighbor Set stores
the nodes address with possible faults that communication has
not been possible. Generally, it stores the nodes address that
are not able to deliver a required acknowledgment message
in a sequence of a communication fault. Each stored address
has a valid time that indicates when the information should
expire. The Pending Acknowledgment Set records information
about the RREP messages that were sent and requires an
acknowledgment message (RREP ACK). Each tuple of the
set contains information about the next hop of the RREP,
its originator, a sequence number, a flag for indicating if the
RREP ACK was received, and a valid time. If the valid time
expires and the RREP ACK was not received yet, the address
of the next hop should be inserted in the Blacklisted Neighbor.
In the LOADng operation, when a node needs to send a data
message to a destination, it creates an RREQ message with
the same destination of the data message. After creating the
RREQ, the node broadcasts the message to all its neighbors.
The RREQ is forwarded until reaching its destination (Figure
1a). When the RREQ destination node is reached, an RREP
message is created to answer the originator of the RREQ.
The created RREP is sent in unicast, hop by hop, using
the information recorded at the Routing Set at the moment
of RREQ broadcasts. If necessary, the node that receives
an RREP can send an RREP ACK message to the RREP
originator (Figure 1b). When the RREP reaches its destination,
the node that generated the RREQ will be able to send the data
packets using the newly created route (Figure 1c).
Although it may seems simple, the processing of RREQ
and RREP messages is composed by a set of verifications
that seeks to ensure a good protocol operation avoiding loops.
Thus, Figure 2 presents a flowchart that shows as a node
processes these messages. After receiving an RREQ/RREP
message, first, the node verifies whether it is valid for process-
ing. Among others, the validation process verifies if the length
of the address (in the message) is different from the length of
the receiver node and if the sequence number of the message is
lower than the previously received by the message originator.
If one of these conditions is true, the message must be dropped.
If the message is valid, the used routing metric is computed
and updated. Following, the node verifies the existence of a
routing tuple for the message originator inside the Routing
Set. If a matching tuple is not found, a new routing tuple is
created and inserted in the Routing Set. In the next step, the
created or found routing tuple is compared with some field
of the message to verify if the tuple will be refreshed and if
the message will be considered for forwarding. If the expected
conditions are not attended, the message is discarded and it is
neither considered for forwarding nor refreshing. However, if
the conditions are attended, the fields of the message and the
refreshed routing metric are used for refreshing the routing
tuple. In the next step, the nodes should verify the type of
message. If it is an RREQ message, the node verifies if it is
the destination. If true, a new RREP message is generated with
the originator of the RREQ as a destination. Otherwise, the
message is forwarded. On the other hand, if the message is an
RREP, the node must verify if an acknowledgment message
is required. Then, if true, an RREP ACK message must be
sent to the previous hop of RREP message. Finally, the node
verifies if it is the destination of the RREP message. If yes,
the process of route creation is finished and the data packets
are able to be sent. If not, the message is forwarded to the
next hop.
It is also important to note that, for each message received,
the field of hop count is incremented and the field of hop limit
is decremented. Optionally, if another metric type is used, the
field with the value of routing metric may also be updated.
Thus, all forwarded messages must be sent with these updated
values. It is important to mention that a RREP ACK message
is sent in unicast and cannot be forwarded. A node that
receives a RREP ACK processes it and, after, it is discarded.
LOADng routing protocol is fully based on the AODV.
However, some aspects are simplified in order to reduce
the protocol complexity and the quantity of computational
resources required to execute it. One of the main features
refers that only the destination node of an RREQ can answer
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(a) RREQ transmission (b) RREP and RREP ACK (dashed line)
transmission
(c) Data transmission
Fig. 1: LOADng operation and use of control messages.
Fig. 2: Illustration of the LOADng Flowchart.
the request with an RREP message. In addition, the nodes do
not maintain a list with the address of precursor nodes. In
summary, among other features of LOADng, it is possible to
highlight the following:
• It supports different lengths of addresses (e.g. IPv6 or
IPv4);
• It does not use periodical control messages (e.g., HELLO
messages of the AODV);
• It supports the use of different routing metrics optionally
to the default hop count.
The possibility of using alternative routing metrics in the
LOADng is the primary focus of this work. In the next Section
some alternatives to the default hop count that can be used to
enhance the routing performance are described.
III. ROUTING METRICS
By default, the LOADng protocol uses the hop count metric
for selecting the path (the shortest path, in this case) between
two nodes. However, as above-mentioned, it is possible to use
different information for computing the weight of the routes.
The performance of a routing protocol is strongly related
to the routing metric under use. During the route creation
process (transmission of RREQs and RREPs), the LOADng
uses information of the control messages or calculated at the
moment of the signal received for computing the weight of
each path according to the routing metric. The calculated
values are used to update the routing table with the best route
to a destination. After that, these values are forwarded to the
other nodes inside of control messages. Thus, the routing table
stores the best route to a destination based on the routing
metric information.
The available routing metrics are extremely diverse and are
categorized into two types: node metrics and link metrics
[15]. Node metrics consider aspects related to the node, as
processing capacity, remaining energy, etc. On the other hand,
the link metrics address information about the connection
among nodes, such as delay, link quality, and throughput [16].
The following subsections introduce different link and node
metrics that are used with LOADng in this work.
A. Hop Count
The Hop Count (HC) metric is one of the most commonly
used routing metrics. It is the default routing metric of
LOADng. HC represents the number of times that a message
was sent until reach the destination [17]. Each link in a
route counts as one unity without considering neither node
nor link characteristics. In an “optimal” scenario (without
interference, noises, collision, and energy restrictions), HC
can represent the best path due to the use of a small number
of transmissions resulting in a low latency and low energy
consumption. However, in a real scenario, sometimes, the
shortest path may not be the best. Wireless communications
commonly suffer from noises and interference that can reduce
the link quality among nodes causing packets loss. Thus, the
J.V.V. SOBRAL et al.: PERFORMANCE EVALUATION OF ROUTING METRICS IN THE LOADng ROUTING PROTOCOL 89
Appendix A: Performance Evaluation of Routing Metrics in the LOADng Routing Protocol
139
Fig. 3: Example of network composed by nodes with different
remaining energies.
HC can not represent the best route since does not consider
node nor link quality aspects.
B. Minimum Battery Cost Routing (MBCR)
The Minimum Battery Cost Routing (MBCR) is a routing
metric based on the nodes energy. The MBCR considers the
remaining battery capacity of the node for calculating the best
path between two nodes [18]. The strategy of the MBCR is to
avoid the routes with low remaining energy aiming to reduce
the packet loss and decrease the power consumption of the
overall network. Thus, the cost of each node n that composes
a route r is computed by fn(En), where fn is a battery cost
function and En is the current remaining node battery. The fn





The total cost of a route r is computed with the sum of all
fn(En) (Equation 2). As the MBCR is a minimized metric,




Although MBCR may provide a network load balancing,
it can select routes with low remaining energy nodes. Figure
3 exposes an example where the route A-B-C-D-H is chosen
because it presents the lower total sum. However, node B has
a very low remaining battery and probably should break the
route rapidly.
C. Min-Max Battery Cost Routing
Similar to MBCR, the Min-Max Battery Cost Routing
(MMBCR) is also a routing metric based on the node energy.
However, to solve the main fault of MBCR, the idea of
MMBCR is to avoid the use of a route when the nodes have
low remaining battery.
Considering that high values obtained with fn(En) repre-
sent a low remaining node battery, the idea of MMBCR is to
choose the path with the minimum function cost. Different to
MBCR, the cost of each path is represented by the maximum
value of fn(En) among the nodes that compose a route. Thus,






For example, considering the routes of Figure 3, the cost
of route A-B-C-D-H computed by MMBCR is 90 (node B)
because it is the higher fn(En) value along the path. Likewise,
the cost of route A-E-F-G-H defined by MMBCR is 50 (node
G). To choose the best route (r′), MMBCR gets the path with
the minimum cost among those available ones, in this case,
the route A-E-F-G-H.
The approach presented by MMBCR may avoid the use
of routes composed by nodes with low remaining energy and
increase the network lifetime (when the lifetime of the first
dead node is considered as the network lifetime). However, the
use of MMBCR may not ensure a good network performance.
Since that does not take into account information about the
link quality among nodes, the selected best route may have
nodes with communication faults provoking the packet loss.
D. LQI Weaklinks
The Link Quality Indicator Weaklinks (LQI WL) is a
routing metric based on the quality of communication among
nodes. The LQI is a real value provided by the physical layer
of the standard IEEE 802.15.4. This value, which ranging
between 0 (worst) and 255 (best), is computed by a node every
time that it receives a message. The calculated value is highly
dynamic and may change due to several factors. Thus, the LQI
value computed at the transmission A → B almost never is
equal to the value calculated at the transmission B → A.
The LQI represents the quality of communication between
two nodes (point-to-point). Thus, using the LQI to measure
the quality of an end-to-end route, the LQI WL uses the
WeakLinks role. The WeakLinks approach uses a threshold
to distinguish links between bad or good. During the route
creation process, each node verifies if the computed LQI value
is lower than the previously defined threshold (LQIth). If
positive, the WeakLinks counter is increased by 1, else the
WeakLinks counter does not change. In this way, the best route
between a sender and a destination node is the one with the
lower number of WeakLinks among those available ones.
E. MAX-LQI
The MAX-LQI is a routing metric based on LQI, such
as LQI WL. Working like MMBCR, the MAX-LQI aims to
choice the path with the best worst link. Thus, the worst LQI
value of the links that composes a route represents the path
cost. The routing protocol must select the path with the best
cost (maximum LQI) among those available ones.
Since it considers just the worst LQI value of a path, MAX-
LQI may not select a route with a low number of hops. As
a consequence, the number of transmissions used to deliver a
message to its destination may be high and the spent energy
increased [19].
F. ETX
The Expected Transmission Count (ETX) [20] is one of
the most used routing metrics in LLNs. With a cross-layer
approach, ETX determines the expected number of transmis-
sions that a node should perform for the message in order
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to reach its destination successfully. To compute ETX, the
nodes store information about the MAC layer packets sent
to their neighbors and the acknowledgment packets received.
Therefore, it is possible to calculate the number s of packets
sent successfully and the number f of packets lost (without
receiving acknowledgment). Thus, Equation 4 presents the





Similar to LQI, ETX defines a weight for a link where the
ETX of A → B may not be equals to the ETX of B → A.
Thus, the total cost of a path is represented by the sum of all
ETX values of the links that compose the route.
The ETX is a minimized routing metric that, for being
additive, considers the number of hop among the nodes
implicitly. Hence, the use of ETX allows the routing protocol
to select a short path composed by reliable links. In contrast,
the information stored by nodes to compute the ETX value
of its neighbors may exhaust its limited memory resource and
restrict the network scalability.
IV. PERFORMANCE EVALUATION
This work aims to evaluate the performance of primary
routing metrics applied to the LOADng routing protocol.
The performance assessment study was conducted through
simulation using Castalia [21]. Simulations considering two
IoT applications with MP2P and P2P traffic pattern were
performed. The MP2P traffic pattern is characterized by the
network data traffic flows from the nodes to a central unit
(sink or gateway). On the other hand, in P2P traffic pattern,
the network data traffic is directly exchanged among nodes
[3].
In the simulated MP2P application, a sink node was placed
at the center of the simulation area for receiving messages sent
from the other network nodes. In the P2P application, just one
node sent messages to a receiver node. The sender was located
at the bottom-right of the network, and the receiver was placed
at the top-left of the network. In both applications the nodes
were static. Table I exposes the simulations parameters used
in this study.
The performance assessment study was conducted consid-
ering four evaluation metrics: packet delivery ratio, average
latency, average spent energy per bit, and number of hops.
These metrics are described as follows:
• Packet delivery ratio: represents the quantity of data
messages that were delivered to their destination node
successfully. A low delivery ratio exposes a fault network
efficiency and a limited quality of service. The used
routing metric can affect the packet delivery ratio directly
since the forwarded messages through routes composed
by links with low quality may cause packet loss.
• Average spent energy per bit: represents the amount of
energy that network consumes to deliver each data bit
successfully. The metric value is obtained through the
ratio of the amount of spent energy by the network and
the quantity of data bits received by the nodes. Great




Initial Energy 20 J




Data message rate 0.5 msg/s
Numbe of nodes 16, 36, 64
Simulation area (m2) 50, 50, 100
Network deployment 4x4, 6x6, 8x8 grids
Packet length




RREP ACK 144 bits
Data Packet Size 512 + 64 (overhead) bits
values of the averaged spent energy per bit show that
network is using a high amount of energy to deliver few
data messages. Thus, the routing metric should allow that
routing protocol optimizes the route selection process to
ensure a high packet delivery ratio with an efficient power
consumption.
• Average latency: measures the time spent by the network
to deliver a data message to its destination. Several
aspects can contribute for a low latency such as the
physical distance between the sender and the destination
node, the nodes workload, the quality of the links, etc.
The routing protocol, based on the used routing metric,
should avoid paths with a high number of hops and low
link quality for trying to ensure an acceptable average
latency able to attend the application requirements.
• Number of hops: exposes the number of times that a
data message was forwarded until reaching its destination.
A high number of hops implies a significant number of
the message forwarding and, consequently, a high energy
consumption. Hence, it is important that the routing
protocol uses short paths but without ignoring the others
route aspects as link quality and nodes energy.
Based on the performed experiments using the above-
described scenarios and corresponding parameters, next sec-




Figure 4 depicts the results obtained for the packet delivery
ratio metric. In the small network (16 nodes), all the routing
metrics can deliver around 90% of the sent packets. However,
with the network growth, the routing metrics have a consider-
able performance reduction due to the increment of the control
and data packets traffic. In a scenario where all the nodes send
messages to just a central unit, increasing the number of nodes
means congestion of the nodes close to the sink and decrease
the packet delivery ratio apart the routing metric under use.
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Fig. 5: Average spent energy per bit in the MP2P scenario.
Figure 5 shows the results obtained for the average spent
energy per bit metric. The results present that, for all the
studied metrics, the amount of energy spent to deliver data
packets is lower in small networks. In the network with 64
nodes, the data packets require a higher number of forwarding
messages to reach its destination thus, as consequence of the
high radio usage, the consumed energy is increased. Hence,
the high values of average spent energy per bit are justified
due to the low packet delivery ratio (as may be seen in Figure
4) and the high power consumption. It is also possible to note
that in the greater studied network, the link quality based
routing metrics have the worst average spent energy per bit
due to the use of routes with a big number of hops (Figure
7). Still considering the 64 nodes network, the MMBCR was
able to ensure the better performance using less energy and
an acceptable packet delivery ratio.
The results for the average latency metric are presented
in Figure 6. As may be seen, the quantity of packets (in
percentage) delivered on each latency interval (represented in
ms), e.g. five percent of the data messages delivered using
MAXLQI have reached its destination with a latency between
100 and 150 milliseconds. For all the studied networks, the
link quality based routing metrics presents the worst latency
performances. The operation mode of these metrics (previ-
ously presented) seek to select routes with the best link quality
without considering the distance (in hops) between nodes.
This feature allows the routing protocol to forward messages
through paths with a high number of hops increasing the
average latency. Note that high latency is not directly related
to a packet loss. Although the link quality based routing
metrics have bad results for average latency, they can provide a
packet delivery ratio with similar or better performance when
compared with other studied routing metrics.
Figure 7 presents the results for the number of hops metric.
In these figures, each color inside bars represents each number
of hops value. The size of the color representation in the bar
shows the quantity of packets (in percentage) delivered with
that number of hops. For example, for the MBCR routing
metric in the network with 16 nodes, about 60% of the packets
were delivered using one hop, 30% were delivered using two
hops, and 10% with three hops. The results expose that, in
the networks with 16 and 36 nodes, the HC, ETX, MBCR,
and MMBCR deliver more than 50% of their packets using
just one hop. In contrast, the LQI WL and MAXLQI, when
compared with the other routing metrics, have presented the
use of bigger paths to reach the message destination in all the
studied networks. As already explained, the search for paths
with better link quality can raises the use of greater paths
causing high energy consumption and long average latency.
B. P2P Application
The results for the packet delivery ratio metric in the
P2P scenario are available at Figure 8. According to these
results, the link quality based routing metrics have a better
performance compared to the other metrics in the network with
16 and 36 nodes. However, the MAXLQI suffer a significant
performance decrease with the network growth exposing its
low scalability in the P2P scenario. These results show that the
strategy of using just one LQI value to represent the quality
of a route can fail when the paths are composed by various
links. On the contrary, the LQI WL was able to maintain a
high performance even with the increment of the number of
nodes in the network. The strategy to count the number of
bad links allows the routing protocol to avoid the use of paths
with a big number of weak links implying the packet delivery
ratio increase. The results obtained by ETX are very close to
the results of HC. ETX is an additive metric in function of the
messages exchanged by the nodes at the MAC layer. Hence,
when the information extracted from the link layer are few,
ETX metric will operate just a “hop count” metric.
The results for the average energy spent per bit are exposed
in Figure 9. According to the simulation experiments, in many
scenarios, the link quality based routing metrics have better
results, excepted in the network with 64 nodes where the
MAXLQI had the lower performance compared to the other
routing metrics. This worst performance of MAXLQI is a
consequence of the low packet delivery ratio and the high
energy consumption produced by the use of routes with a big
number of hops. The energy based metrics were able to keep
a low power consumption. However, its low packet delivery
ratio implied high values of spent energy per delivered bit.
In all studied network sizes, LQI WL, although presenting a
power consumption higher than the obtained by the energy
based metrics, was able to obtain good results due to high
packet delivery ratio.
Figure 10 depicts the average latency for the P2P appli-
cation. The results show that, in the majority of the studied
scenarios, MAXLQI has the higher average latency. Although
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Fig. 9: Average spent energy per bit in the P2P scenario.
LQI WL used routes with a high number of hops (presented
in Figure 11), the metric stills able to achieve a latency close
to the faster performed metrics. Although the number of hops
may influence the average latency, this result shows that it is
not the single factor that can contribute to increase the time
needed to the message till reaching its destination.
The results for the number of hops metric may be seen at
Figure 11. According to the simulation results, the metrics
based on link quality use routes with a high number of hops
if compared with the other routing metrics, as expected. These
results can directly affect the power consumption but they are
not determinant for a packet delivery ratio reduction (8). Due
to the distance between the sender and the receiver nodes,
the number of hops used to deliver the messages is higher
than in the MP2P scenario. In the network with 64 nodes,
the minimum number of hops used by MAXLQI was five. In
contrast, the maximum number of hops used by HC, ETX, and
MBCR was four. Moreover, observing the results, it is possible
to perceive that, although the network has static nodes, the
distance (in hops) between the nodes may change. This effect
may be caused by control messages loss at the moment of
a route creation. Another justification for this behavior is
the LOADng functioning. The routing protocol uses sequence
numbers on its control messages that can force a node to
update its routing table with a new value even the prior route
being better than the current one.
VI. CONCLUSION AND FUTURE WORKS
This work presented a performance assessment study con-
sidering several routing metrics applied to the LOADng rout-
ing protocol. LOADng is a routing protocol that has been
emerged as an alternative to fulfil the drawbacks identified
on the standard RPL (in LLNs). From its creation, the default
version of LOADng has been studied in different scenarios and
applications. However, few works are dedicated to study the
impact of using different routing metrics with this protocol.
In this paper, five different routing metrics (ETX, MBCR,
MMBCR, LQI WL and MAXLQI) and the default routing
metric of LOADng (HC) were studied in network scenarios
with MP2P and P2P traffic patterns. The obtained results
show that link based routing metrics were able to provide
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Fig. 11: Number of hops in the P2P scenario.
a high packet delivery ratio due to the use of most reliable
paths. In contrast, these metrics have shown that, in some
cases, the selection of reliable paths can use a high number
of hops and cause a power consumption increase. Moreover,
the use of great routes may cause a high average latency
decreasing the quality of service. The ETX and the energy
based routing metrics present results that, in most cases, are
close to the default HC. However, the performed simulations
are not enough to discard the potential of these metrics.
In an overview of the obtained results for the evaluated
scenarios, LQI WL revealed the most reliable performance
when compared to the other approaches. However, the se-
lection of a routing metric should be made considering the
network requirements and the application objectives. As future
work, the authors intend to extend this work considering more
routing metrics and application scenarios. The authors also
plan to discuss the creation of new metrics considering the
ones available in the literature aiming to perform a detailed
study of LOADng.
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Abstract—Since its definition, RPL (the IPv6 Routing Protocol
for Low-Power and Lossy Networks) has been emerging as
the standard protocol for routing in Internet of Things (IoT)
solutions. RPL is a proactive routing protocol that performs the
process of route creation based on Objective Functions (OFs). The
OFs are responsible for defining rules and constraints to select the
best paths considering different routing metrics. In its definition,
RPL does not impose the use of a default OF and indicates that
an OF should be selected according to the application. Thus,
this paper proposes an Energy Efficient and Path Reliability
Aware Objective Function (ERAOF) for IoT applications that
requires energy efficiency and reliability in data transmission.
The ERAOF is based on the composition of energy and link
quality routing metrics. Results show that ERAOF is able to
improve the network performance when compared to other OFs
available in the literature.
I. INTRODUCTION
Internet of Things (IoT) is regularly defined as a novel
paradigm that enables the communication among things (as-
suming that any object can be connected to the Internet) in a
ubiquitous and pervasive way through different technologies
[1]. IoT application scenarios can cover various environments
around people and be widely diverse, such as the following:
urban sensor and actuators networks [2], industrial monitoring
[3], and home automation [4]. In order to allow an IoT appli-
cation fulfilling its objectives with efficiency, it is necessary
that a routing protocol can provide data communication in
an efficient way [5]. The routing protocols should take into
account the different application requirements, such as low
latency, high reliability, and efficient energy consumption.
Among the routing protocols used in IoT, RPL (IPv6
Routing Protocol for Low-Power and Lossy Networks) [6] has
been emerging as the de facto standard solution [7]. RPL is
a routing solution based on IPv6 proposed by IETF (Internet
Engineering Task Force) and projected for Low power and
Lossy Networks (LLN). The popularity of RPL grows con-
stantly justified by its high flexibility for different applications,
QoS (Quality of Service) support, security resources, among
others [8]. The high flexibility of RPL enables it to be used in
several applications and fulfill different network requirements.
The component responsible for providing the adaptation of
the protocol to the exigencies of a given application is the
Objective Function (OF). The OF allows the route selection
based on the routing metrics according to the interest of each
application.
Although several OFs have been proposed for RPL, few
of them are designed to attend the requirements of IoT
applications. Thus, this work proposes the Energy Efficient
and Path Reliability Aware Objective Function (ERAOF), a
new objective function for IoT applications that require high
reliability and efficient energy consumption. To reach its goal,
the ERAOF merges the metrics of Energy Consumed (EC) and
Expected Transmission Count (ETX) at the moment of a route
selection. Taking into account the EC, ERAOF can avoid the
use of paths with low remaining energy levels. At the same
time, the influence of ETX allows the ERAOF to select paths
with a high probability of success in the packet transmission.
Thus, it is expected that ERAOF can fulfill the requirements
of an IoT application that demands high reliability with an
efficient energy consumption.
The rest of this paper is organized as follows. Section 2
describes the RPL protocol and some important related works
available in the literature are presented in Section 3. Section
4 describes the proposed ERAOF while the performance
evaluation study and results are analyzed in Section 5. Finally,
Section 6 concludes the paper and suggests future works.
II. IPV6 ROUTING PROTOCOL FOR LOW-POWER AND
LOSSY NETWORKS (RPL)
RPL is a routing protocol for LLNs, created by the RoLL
working group and defined by IETF as the standard routing
protocol for 6LoWPAN networks (IPv6 over Low power
Wireless Personal Area Networks). RPL describes a method
of constructing a logical topology called Destination Oriented
Directed Acyclic Graph (DODAG) [9] where the DODAG root
is the gateway (or sink) node (Figure 1). The DODAG is built
based on Objective Functions (OFs) that define the best paths
in the network considering several routing metrics as number
of hops, latency, delivery ratio, node energy, throughput, link
quality, and transmission reliability [10]. The OF allows the
nodes selecting its preferred parent in a set of neighbor
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reachable with just one hop. At the moment of data message
forwarding, the selected preferred parent is used as a path for
reaching the DODAG root.
Rank
DODAG root
Fig. 1. Illustration of the DODAG graph.
The protocol supports three different traffic patterns:
multipoint-to-point (MP2P), point-to-multipoint (P2MP) and
point-to-point (P2P) [11]. In the first (MP2P), the nodes of
the DODAG send the data to the root. In the second (P2MP),
the DODAG root sends data/actions to the other nodes. In the
last (P2P), the network nodes send messages to the other nodes
(non-root) of the network.
In its definition, RPL specifies four types of control mes-
sages for network maintenance and information exchange.
The first type is called DODAG Information Object (DIO)
message and represents the primary source of routing control.
The second is called Destination Advertisement Object (DAO)
message, which is responsible for enabling the downward data
traffic. The third type is DODAG Information Solicitation
(DIS) message, which makes it possible for a given node to
request a DIO message from any reachable neighbor node. The
fourth type is the DAO-ACK message that is sent in response
to a received DAO message [12].
The protocol tries to avoid loops through the computation
of the position representative value of each node inside of
DODAG, called Rank. The Rank value is computed based
on the used OF and must comply some general properties as
monotonicity.
The protocol is performed in four phases:
• Configuration Phase: the construction of the network
topology begins at the configuration phase. On this phase,
the root node broadcasts DIO messages. All the nodes
that receive a DIO message, add the root in a routing
table. This table stores the address of the neighbor nodes
that can be used for possible upward or downward future
communications.
• Route Establishing Phase: the nodes compute its Rank
based on the information received in the DIO message.
If the computed Rank is higher than the Rank inside of
the DIO message, the node selects the DIO sender as its
preferred parent. When a new device desires to join the
network, it must send DIS messages requesting DIO of
its neighbors. Thus, all the nodes in the neighborhood
that receive a DIS must answer with a DIO for this new
device in order to compute its Rank in the DODAG.
• Data Communication Phase: the data messages flow in
the network with destination to the root according to the
routes selected in the route establishing phase. Based on
the traffic pattern, the data traffic can occur in an upward
or downward fashion.
• Path Repair Phase: due to the inherent features of
network topologies, the routes to the root change by
several factors. Some reasons include changing of the pre-
ferred parent, external interferences in the communication
links, and battery exhausting. The changes in the upward
routes require updating of downward routes. Thus, a DAO
message must be sent every time a route is updated or
whether the preferred parent is changed.
III. RELATED WORKS
In the last years, several studies have been performed to the
specification and deployment of objective functions in RPL
using the recommended metrics for the LLNs (Low power
and Lossy Networks). This section reviews the main relevant
objective functions available in the related literature.
The default OF for RPL, which is called OF0 (Objective
Function Zero), was designed to enable interoperability be-
tween different implementations of RPL [13]. OF0 presents a
simple operation and does not use routing metrics in the rank
definition. A node chooses as its preferred parent the reachable
neighbor that has the lowest rank. Given a node n, its rank is
defined by R(n) as shown in Equation 1.
R(n) = R(P ) + rankincrease (1)
Where:
R(n) is the new rank of the node (n);
R(P ) is the rank of the preferred parent;
Rankincrease is a variation factor (delta) between the ranks
of the parent and the node, expressed by the Equation 2.
rankincrease = (Rf ·Sp+Sr)·MinHopRankIncrease (2)
Where:
Rf is a configurable factor that is used to multiply the value
of the link property. By default, it uses the value 1;
Sp is the step of the Rank;
Sr is the maximum value assigned to the Rank level to
allow a viable successor;
MinHopRankIncrease is a constant variable whose de-
fault value is 256.
In [14], the authors present the Minimal Rank with Hys-
teresis Objective Function (MRHOF). The MRHOF is based
on the metric container concept that explains a set of metrics
properties and/or constraints to be considered in the routing
process. MRHOF is compatible only with additive metrics as
specified in RFC 6551 [10]. Preferred parent selection is based
on path cost considering the adopted metric where routes that
minimize the cost associated with metric are preferred. By
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default, the MRHOF uses ETX [15] for measuring the quality
of links among the nodes. ETX estimates the required average
number of transmissions, including retransmissions, so that a
packet is correctly delivered to the destination. The ETX is






Df is the probability of the packet being received by the
neighbor;
Dr is the probability that the acknowledgment is success-
fully received.
In [16], the authors present a performance evaluation study
analyzing the combination of four metrics: hop count, ETX,
RSSI (Received Signal Strength Indicator), and remaining
energy. The metrics are combined in pairs using lexical or
additive composition. In the additive composition, the node
rank is calculated based on a weighted sum of the used metrics.
In the lexical composition, a node selects the neighbor with the
lowest (or highest) value based on the first metric, just if these
values are equals, the node compares the second metric. The
results shown that the performance of the studied combinations
is dependent of the order of metrics priority.
In [17] is proposed an objective function based on fuzzy
logic, named OF-FL. This function combines a set of metrics
including point-to-point delay, ETX, hop count, and battery
energy level, providing routing decisions to the network nodes
during preferred parent selection. The metrics chosen by the
authors were used as inputs in a fuzzy inference system
resulting in a value indicative of the neighboring nodes quality.
The obtained results showed that considering the studied
scenarios, the OF-FL can improve point-to-point delay, packet
loss rate, and network lifetime.
The Context-Aware Objective Function (CAOF) is proposed
in [18]. Designed for wireless sensor networks, the CAOF is
based on the remaining resources and in the change of the
sensor state along the time. The proposed objective function
(CAOF) performs a weighted sum of three metrics: node
connectivity degree, battery energy level, and node position
in the routing tree relative to the parent node. The final
goal of the function proposed by this author is to find a
delivery probability for each sensor node. The contributions
of the above-mentioned studies are considered to propose
the Energy Efficient and Path Reliability Aware Objective
Function, described in the next section.
IV. PROPOSED APPROACH
Based on the current necessity of OFs able to improve
the performance of RPL in IoT-based applications, this paper
proposes an Energy Efficient and Path Reliability Aware
Objective Function (ERAOF). ERAOF is a novel objective
function for RPL based on node energy and link quality that
aims to optimize the routing process to fulfilling applications
that require energy efficiency and data transmission reliability.
As aforementioned, ERAOF is based on two routing met-
rics: energy consumed (EC) and ETX. Considering EC,
ERAOF turns the RPL aware of the network power con-
sumption. Thus, the protocol can choose the path with a
low probability of link broken caused by energy exhaustion.
Simultaneously, taking into account the ETX, ERAOF enables
the RPL to know the quality of link among the network
nodes. This feature can decrease the use of connections
with less conditions and contribute to an enhanced network
performance. With the use of ERAOF, each node computes a
value T (ni), which represents the quality of a node i in terms
of its own EC and ETX based in the link for the DIO message
sender j as presented in Equation 4.
T (ni) = FEC(ni) + FETX(ni, nj) (4)
Where:
FEC(ni) is the function that returns the energy consumed
by the node i since the beginning of its operation;
FETX(ni, nj) is the function that returns the ETX based
on the link between a node i and the DIO message sender j.
Every time that receives a DIO, the node must calculate its
T (ni). After computing it, the node i forwards a DIO to its
neighbors with the sum of the calculated value plus T (nj)
(previously received inside of the DIO message). This process
allows the nodes to know the quality of its neighbors and,
consequently, the quality of the route to the gateway (root)
node.
The quality of a route r, in terms of EC and ETX, is defined
by Q(r), whose value is given by the sum of the T (ni) values
of the nodes that compose it, according to Equation 5. During
the network operation, RPL must select the best route for
sending a data message based on the computed Q(r). Thus,
considering a set of available paths, the protocol must select
the one with the lowest Q(r) value, which represents a route





T (ni) i, j, r ∈ N∗ (5)
Next section presents a performance assessment study of
the proposed ERAOF in comparison with the most relevant
OFs proposals available in the literature.
V. PERFORMANCE EVALUATION AND RESULTS ANALYSIS
To evaluate the performance of the proposed OF, the exper-
iments were realized using COOJA [19], an IoT simulation
tool available at the Contiki operating system. The proposed
ERAOF was evaluated in comparison to other two important
objective functions available in the related literature, the OF0
(Objective Function Zero) [13] and the MRHOF (Minimum
Rank with Hysteresis Objective Function) [14]. The perfor-
mance of the three OF was evaluated considering the packet
delivery ratio, number of hops, and spent energy for delivered
data packet.






Simulation Time 60 minutes





Data message rate 1 msg/min
Numbe of nodes 20, 40, 60
Network deployment 4x5, 5x8, 6x10 grids
Packet length





Data Packet 30 bytes
The evaluation study of the proposed OF was performed
in three different network sizes. The physical topologies of
the scenarios consider 20, 40, and 60 nodes deployed in
grid. In the application considered for these networks, all the
nodes sent data packets to just one gateway characterizing
a multipoint-to-point (MP2P) traffic pattern. The simulations
were repeated five times. The results are presented with a
confidence interval of 95%. Other simulation parameters are
shown in Table I.
Figure 2 exposes the results obtained for the packet delivery
rate (PDR) metric. PDR represents the percentage of data
packets sent from a sensor node that reaches its destination
with success. According to the experiments, the use of ERAOF
was able to increase the number of packets delivered when
compared to the other approaches, mainly in the network with
60 nodes. Due to the use of the combination of ETX and
EC metrics to select the preferred parent, the ERAOF allows
the routing protocol to create routes with an efficient energy
consumption and high reliability contributing to a reduction
of the number of packet loss. Moreover, the proposed ERAOF






























Fig. 2. Packet delivery ratio in function of the network size considering
networks with 20, 40, and 60 nodes for OF0, MRHOF, and ERAOF using
RPL protocol.
Figure 3 presents the results considering the number of
hops. This metric represents the size of the path used by a
node to achieve the message destination. Thus, the number of
hops shows the number of times that a message is transmitted
until reaching its destination. The experiment results reveal
that, in small networks (with 20 and 40 nodes), the number
of hops used by all the studied approaches is almost equal.
However, in the network with the greater size (60 nodes),
the MRHOF had a significant increase, in terms of number
of hops, exposing its low scalability. On the contrary, ERAOF
was able to demonstrate a consistent performance very similar
to OF0, which is an OF that seeks the shortest path ever. It is
also important to note that routes created with a high number
of hops increase the energy consumption due the necessity of
























Fig. 3. Number of hops in function of the network size considering networks
with 20, 40, and 60 nodes for OF0, MRHOF, and ERAOF using RPL protocol.
Figure 4 shows the results for the spent energy per delivered
data packet. This metric reveals the average amount of energy
that a node spent for a data message delivery to the gateway (or
sink) node. The metric is calculated thought the ratio between
the quantity of energy consumed and the number of data
packets delivered with success. The obtained results reveal
the studied OFs were able to maintain very close results, with
the exception of MRHOF OF in the network with 60 nodes.
Although ERAOF had obtained better results in the packet
delivery ratio when compared to OF0, its performance in this
metric was close of OF0. These results show that ERAOF has
spent more energy for reaching a high delivery ratio.
VI. CONCLUSION AND FUTURE WORK
This work proposed a new objective function for RPL
protocol. The proposal, named ERAOF, aimed to provide
energy efficiency and reliable data communication for IoT
applications. To reach this main goal, the ERAOF applies the
composition of the routing metrics of energy consumed and
ETX for select the best path to forward a data message. The
performance assessment study shown the proposed OF can
increase the packet delivery ratio keeping an effective energy
consumption and the use of a low number of hops. Thus, the
main contribution of this work is a new objective function
for RPL that can offer high packet delivery ratio for IoT




































Fig. 4. Spent energy per delivered data packet in function of the network
size considering networks with 20, 40, and 60 nodes for OF0, MRHOF, and
ERAOF using RPL protocol.
applications with an efficient power consumption of network
resources.
For future work, the authors propose a complete per-
formance evaluation study of ERAOF considering different
scenarios, metrics, and traffic patterns.
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Abstract: The Internet of Things (IoT) is based on interconnection of intelligent and
addressable devices, allowing their autonomy and proactive behavior with Internet connectivity.
Data dissemination in IoT usually depends on the application and requires context-aware routing
protocols that must include auto-configuration features (which adapt the behavior of the network
at runtime, based on context information). This paper proposes an approach for IoT route
selection using fuzzy logic in order to attain the requirements of specific applications. In this
case, fuzzy logic is used to translate in math terms the imprecise information expressed by a
set of linguistic rules. For this purpose, four Objective Functions (OFs) are proposed for the
Routing Protocol for Low Power and Loss Networks (RPL); such OFs are dynamically selected
based on context information. The aforementioned OFs are generated from the fusion of the
following metrics: Expected Transmission Count (ETX), Number of Hops (NH) and Energy Consumed
(EC). The experiments performed through simulation, associated with the statistical data analysis,
conclude that this proposal provides high reliability by successfully delivering nearly 100% of data
packets, low delay for data delivery and increase in QoS. In addition, an 30% improvement is attained
in the network life time when using one of proposed objective function, keeping the devices alive for
longer duration.
Keywords: Internet of Things; routing; 6LowPAN; context-aware; objective function; fuzzy system
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1. Introduction
Internet of Things (IoT) is referred to as the interconnection of physical objects that have an
IP address for Internet connectivity. A huge number of smart devices are interconnected to the
Internet today. There is an exponential growth in the number of smart devices interconnected
through the mobile Internet [1]. IoT can be used in architectures, such as the proposal presented
in [2], which represents an architecture for two-way communication between smart utility meters and
utility companies. Is a wireless sensor network that provides communication for metering devices in
the neighborhood area of a smart grid. Another point that is addressed in IoT is mobility, which is
a fundamental issue related to the detection of mobile nodes movement and the provision of better
links through an efficient routes selection [3]. Many contributions are evidenced in the literature in
the IoT topic, such as the following: study of mechanisms for the topology control [4], location and
mobility in Wireless Sensor Networks (WSNs) [5] and routing based on objective functions [6–8].
It is considered also as pervasive presence of devices variety, such as sensors, Radio Frequency
Identification (RFID) tags and smartphones, among other devices which can interact with each other
for a common purpose [9]. In a scenario of IoT, plurality is increasing and forecasts indicate that
over 40 billion devices will be connected until 2020 [2], allowing the emergence of an infinity of new
applications, such as for smart cities, healthcare, smart houses, industry, agriculture, etc.
Among the most promising technologies for the IoT paradigm, RFID and Wireless Sensor
Networks (WSNs) are the most common and appropriate [9,10]. WSNs have limitations on the
identification of a person or object in some types of applications. However, unlike WSNs, RFID systems
are unable to sense data from the place in which they are used, such as humidity, temperature and
pressure that are provided by sensors. This is an indication that IoT, by means of the integration
between the RFID and WSN technologies, maximizes the benefits, thus opening up new perspectives
for applications that consider context information, such as temperature monitoring in remote areas
and air quality of a specific city or region, vehicle control flows, among others.
The context usually refers to the collected information regarding a given situation and may
include also the location. Moreover, it can also cover different information used to characterize entities
involved in the interaction between the user and the application. According to [11], context-sensitive
systems are able to adapt their behavior to current conditions with no explicit intervention from users.
In IoT, an amount of information, such as features of the device itself, of the environment which
surrounds it and its capacity, can be used as a source of context information. Many papers available in
literature are converging in efforts to address issues involving context sensitivity in IoT, especially at
the route selection stage [12–14]. At this stage, devices (which have resource constraints) process
contextual information locally in order to select the path that best meets the requirements of a given
application. Such feature requires context-sensitive routing protocols for the fulfillment of a number of
challenges during messages exchange, including shorter delay, greater reliability on data transmission
and minimal power consumption. Based on these challenges, this paper proposes an improvement for
the RPL protocol [15] that considers the creation of four new Objective Functions (OFs) that enable the
devices to select the parent node (default route) based on the context information obtained from the
application. The use of proposed OFs occurs in the process of establishing routes in order to meet the
context of the applications. This is an optimization problem, which seeks to maximize the reliability
of data packet delivery, minimize the delay and increase QoS and network lifetime by using one or
more of the objective functions proposed in this work. The objective functions meet a set of constraints
(traditionally, constraints are expressed by algebraic equations). In this way, the objective function
is used as a means of quantifying and qualifying the potential solutions of the problem in question.
Then, the main contributions of this work are the following: (i) a proposal of creation of four new
Objective Functions (OFs) that are used dynamically and at run time and (ii) a Fuzzy System-Based
Route Classifier that enable the devices to establish routes high quality order to meet the context of the
applications specific.
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The rest of the paper is organized as follows. Section 2 sets out the related work on the topic and
Section 3 describes the proposed improvement on the RPL protocol. The performance assessment of
the proposed approach is discussed in Section 4, followed by the conclusions and research directions
in Section 5.
2. Related Work
According to [16], RPL makes use of metrics specified in the RFC 6551 which are suitable for
IPv6 over Low Power Wireless Personal Area Networks (6LoWPAN) environments, considering the
number of hops; latency; delivery ratio, node energy; throughput; level of link quality;
and transmission reliability.
In [17], a standard objective function, called Objective Function Zero (F0), was proposed for RPL.
It was designed to enable interoperability among different implementations of RPL. The operation of
OF0 is simplified and does not use any routing metrics for the definition of the rank (position in the
routing tree). A device chooses its preferred node considering the neighbor within those that presents
the lowest rating.
The Minimum Rank with Hysteresis Objective Function (MRHOF) it is presented in [6]. This OF
is only suitable for the metrics specified in RFC 6719. The selection of the favorite “parents” is made
taking into account the adopted metrics, where the routes that minimize the cost associated with the
metrics are preferable. As standard, MRHOF uses the Expected Transmission Count (ETX) metric,
from [14], which assesses the quality of the link and aims to maximize the leakage of data. The ETX is






• D f x is the probability of the package being received by the neighbor; and
• Drx is the probability of the ACK being received successfully.
The authors of [18] proposed a context-aware approach that changes the functioning of a sensor
node based on the phenomena collected from the environment, such as temperature, humidity,
pressure, etc. This contribution called Situation-Aware Adaptation Approach for Energy Conservation
in Wireless Sensor Network (SA-A-WSN), aims to monitoring the way the sensor node works in the
environment in order to reduce the network’s power consumption.
According to [13], context-sensitive computing has been gaining more market and relevance since
it is currently being considered an important component of IoT, mainly because context-sensitive
systems are able to adapt their behavior to current conditions with no explicit intervention from users.
A context-sensitive objective function, called Context Aware Objective Function (CAOF),
proposed by [14], is based on residual resources and on changing the sensor node’s status over
time. The function proposed by [15] performs a weighted sum of the following metrics: degree of the
node connectivity, level of battery power and position of the node in the routing tree regarding the
parent node. The ultimate goal of the function proposed in [15] is to find a probability of delivery to
each sensor node.
The use of fuzzy logic to calculate the objective function for RPL protocol is proposed in [19].
The authors describe that the objective function is the component used to select the paths by identifying
a parent node among many existing nodes. The objective function, called QoS-aware fuzzy logic
objective function (OF-FL), associates parameters with linguistic variables which are combined with
fuzzy rules in order to identify the route to be selected. The parameters considered in OF-FL are hop
numbers, end-to-end delay, packet loss rates and default route change rate.
In [20], a Scalable Context-Aware Objective Function (SCAOF) is proposed. It adapts the
RPL protocol to the environmental monitoring within the area of agriculture with a scalable
context. The performance of the SCAOF was assessed both through simulation and field testing.
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The experimental results obtained confirm that SCAOF can extend the network’s service life and
improve the Quality of Service (QoS) in the different agriculture-oriented simulation scenarios.
The work included in [6–8] represents recent research work considering objective functions in
the route selection process. In [6], the performance of two RPL objective functions (the Minimum
Classification with Hysteresis Objective Function (MRHOF) and the Function Zero Objective (OFO))
are analyzed. It is observed that MRHOF offers better performance than OF0 in terms of network
quality. The MRHOF is suitable for use in sensor network that require data delivery in a reliable
network. In turn, OF0 is suitable for use in sensors network that require fast network connection
training and low power consumption.
A Smart Energy Efficient Objective Function (SEEOF) is proposed in [7]. It was designed to create
an IPv6 mesh topology for IoT based on smart metering applications. The SEEOF is based on RPL and
it is designed to use energy efficiently and extend the network lifetime. It mainly takes into account
the node energy. The energy consumption in RPL using SEEOF was compared with MRHOF [6].
Simulation results show that an improvement up to 27% is attained in the network life time when
using the proposed objective function. More important, the results show that SEEOF balances the
energy consumption more uniformly among the battery powered devices keeping them alive for
longer duration.
In [8], an Energy Efficient and Path Reliability Aware Objective Function (ERAOF) for IoT
applications that requires energy efficiency and reliability in data transmission is proposed. The ERAOF
is based on the composition of the following metrics: node energy and link quality. Different from
the proposal presented in [7], ERAOF considers not only the energy consumed but also the quality of
the link in the process of route selection. This characteristic motivates its inclusion in the comparative
analysis performed in this work.
The proposal of this work was based mainly on the works presented in [7,8,14,19,20]. These works
motivated the authors to propose a new approach for five main reasons: (i) to use appropriate metrics
for 6LoWPAN environments; (ii) to perform a weighted average of the metrics to provide quality
message transmission through a sensor network without wire; (iii) to use the fuzzy logic objective
function; (iv) to use an energy efficient objective function; and (v) to use Context-Aware Objective
Function. The proposed approach is presented in the next section.
3. Proposed Approach
In this paper, we propose an adaptation of the Routing Protocol for Low-power and
Lossy-networks (RPL)—(RFC 6550) protocol. The main purpose of this proposal is to optimize routing
in order to meet the context requirements of specific applications.
3.1. The RPL Protocol
RPL is a network layer protocol and specifically designed to be used along with 6LoWPAN.
It operates under several mechanisms of the connection layer, including the IEEE 802.15.4 MAC and
PHY layers [17]. Please refer to Table 1 for a description of the symbols used in the remainder of
this section.
Table 1. Symbols definition.
Symbol Meaning
n nodes connected to network
Ns set of network nodes
L set links between nodes
ni node enabled to have a parent
A(ni) set of progenitor nodes
ns root node
l number of connections of ni
L(ni) set of connections to candidate nodes
aj node selected as parent
ap node selected as child
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An IoT scenario with RPL can be modeled as a graph G = (N, L), where N is the set of n network
nodes (excluding the root node) and L is the set of connections that link such nodes. The graph
G represents the creation of the network topology including the created routes and sent messages.
For each ni ∈ N (i = 1, 2, ..., n) there is a set A that contains nodes enabled to be candidates to become
the parent node of another node. This process is performed based on the rank of each node. The rank
is a number that identifies the position of a node in the topology relative to the other nodes and to the
root of the graph. The use of ranks makes it possible for a node to differentiate its position from the
parent nodes and sibling nodes. It consolidates a mechanism where a node decides its parent node
according to the smaller rank, which is defined as an integer representing the individual position of
the node within the graph G. This parameter increases its value as it descends in the network topology.
The nodes involved in the creation of this topology are represented by Expressions (2) and (3):
N = {n1, n2, . . . , nn} (2)
A(ni) = {a1, a2, . . . , am} (3)
where:
• N is the set of nodes of a network;
• A(ni) is the set of progenitor nodes of a given node.
Considering that A is a subset of the total number of nodes, then, A(ni) ⊂ N. The root node
represented as ns, is the only node from the network which has no list of candidates because sent
messages only downward direction; that means its subset is empty, Equation (4):
A(ns) = ∅ (4)
For each ni node there is a set of m connections l equal to the number of candidate nodes,
as demonstrated in Equation (5). This means that each node has a number of connections (edges)
corresponding to the number of nodes that are candidates to be progenitors. For example, if a node
has a connection to six other nodes, there are six candidates to be progenitors. In a set L there is an
l connection that belongs to L(ni). Therefore, the conclusion is that aj belongs to A(ni), where aj is the
candidate node selected to be the parent node of ni.
L(ni) = {l1, l2, . . . , ln} (5)
In Equation (6), each connection (represented by “l”) has a rank, which equals the rank calculated
in the ni node in relation to a selected parent node aj (j = 1, 2, . . . , m). The rank is obtained based on
the position of a node in the topology regarding the other network nodes. In this case, a node decides
who is its parent node according to the lowest rank.
l(ni, aj) = rank (6)
Equation (7) must be followed because a candidate node can be selected as a parent node. In this
case, when the rank of a node ap (receiver node) is greater than the rank of aj (sender), the ap accepts
aj as its parent node, creating through it a path to ns (root node). Otherwise, it rejects the transmitter as
its parent node.
l(ni, ap) > l(ni, aj) ∀aj ∈ l (7)
In conclusion, the construction of the network for each ni node can be defined as follows:
C = {∀ni ∈ N, 3 ap ∈ A(ni):l(ni, ap) > l(ni, aj) ∀aj ∈ l} (8)
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RPL protocol is implemented in 4 stages: (a) setup stage; (b) routes establishment stage; (c) data
communication stage; and (d) path reconstruction stage.
At the route Setup stage, the RPL protocol (in its original version) uses the OF0 to enable the
nodes to select the parent nodes (default route), based on information from the rank and on the number
of hops of a given node for the sink, as described in Equation (9):
R(N) = R(P) + rank_increase (9)
where:
• R(N), is the node new rank;
• R(P), is the preferred parent rank;
• rank_increase, is a variation factor (delta) between the node and the parent rank.
3.2. Proposed Approach
In order to improve RPL protocol, four objective functions are proposed to be used at the routes
establishment stage: DQCA-OF1, DQCA-OF2, DQCA-OF3 and DQCA-OF4. Each one of these objective
functions is based on the fusion of metrics for 6LoWPAN environments, used by the RPL and described
in RFC 6551. The context information is used as a parameter for selecting the one that best suits a
given application, among the four available objective functions.
The APPLICATIONS module represents the context of each application. The DATABASE module
contains the objective functions which will be used for generating routes that meet the requirements of
each application.
Figure 1 illustrates the functioning of the proposed approach, which is based on the relationship
among three nodes.
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3.2.1. Objective Functions
Existing objective functions have constraints, since an objective function composed by a single
routing metric presents advantages and limitations. A single metric present in the objective function
may not fully satisfy the requirements required by the applications. For example, while the number
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of jumps allows choosing the shortest path, this can lead to the failure of one or more nodes due to
power consumption because the battery level is not considered in the decision process. In addition,
considering ETX as a single routing metric can lead to high latency in routing messages. When selecting
routes with low ETX, the network becomes more reliable but does not reduce the latency during the
message routing process. Thus, the ETX metric alone is not suitable for real-time applications because
it does not take into account the delivery time requirements of the messages.
The fixed and permanent combination of two metrics is insufficient to efficiently meet all the
requirements of the applications, since the requirement of each application may change eventually.
In addition, considering two routing metrics it is possible to optimize routing performance but at the
cost of penalizing other performance parameters. For example, using the ETX metric may help the
routing process to use more reliable paths, however, it may lead to excessive use of some network
nodes reducing the remaining energy. Thus, it is necessary to combine several metrics to be able
to characterize the route quality more efficiently. For the best route selection, it is proposed the
combination of several important routing metrics.
The objective functions proposed in this approach enable the devices to select the parent nodes
(default route) based on the context information obtained from the application. Each application
may have requirements that simultaneously needs up to three metrics (Expected Transmission Count
(ETX), Number of Hops (NH), and/or Energy Consumed (EC)). These requirements allow rating
them according to their priority level (N) considering the following levels: High = 1; Medium = 3;
and Low = 5. Each metric is represented by an F function. Based on this information, a T(ni) weight is
achieved by each network device, which represents the sum of the context functions.
• Delivery Quality and Context Aware Type 1 Objective Function (DQCA-OF1):
T(ni) = NETX · FETX(ni) + NNH · FNH(ni) (10)
The DQCA-OF1 function considers the metrics Expected Transmission Count (ETX) and Number
of Hops (NH) for the calculation of the route selection.
• Delivery Quality and Context Aware Type 2 Objective Function (DQCA-OF2):
T(ni) = NETX · FETX(ni) + NEC · FEC(ni) (11)
The DQCA-OF2 function includes the metrics Expected Transmission Count (ETX) and Energy
Consumed (EC) for the route selection calculation.
• Delivery Quality and Context Aware Type 3 Objective Function (DQCA-OF3):
T(ni) = NNH · FNH(ni) + NEC · FEC(ni) (12)
The DQCA-OF3 function uses the metrics Number of Hops (NH) and Energy Consumed (EC) for
the route selection calculation.
• Delivery Quality and Context Aware Type 4 Objective Function (DQCA-OF4):
T(ni) = NETX · FETX(ni) + NNS · FNS(ni) + NEC · FEC(ni) (13)
The DQCA-OF4 function includes the metrics Expected Transmission Count (ETX), Number of
Hops (NH) and Energy Consumed (EC) for the route selection calculation.
3.2.2. Fuzzy System-Based Route Classifier
According to [21], several techniques of Computational Intelligence (CI) have been used to solve
routing problems in WSNs. Intelligence techniques reinforce the efficiency of routing protocols in
decision making to optimize the network performance. In order to decide efficiently on the choice
of the best route among those available, fuzzy logic was used to provide a rigorous algebra to deal
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with inaccurate information, since it is a convenient method of combining conflicting objectives and
specialized human knowledge and allowing implementation in low complexity algorithms.
To ensure greater consistency in decision making during the routing process, this paper proposes
a route classifier based on fuzzy systems, as shown in Figure 2, capable of estimating the degree of
quality of the routes, in order to classify them, with the purpose of assisting the selection of routes in IoT
scenarios. The route classifier uses as input the values assigned to the metrics (present in the objective
functions) specified in Expressions (14)–(16) to rank the routes in order of quality. The trapezoidal
form was chosen for the pertinence functions, since it is widely used in fuzzy logic systems [22].
NETX · FETX (ni) (14)
NNS · FNS (ni) (15)
NEC · FEC (ni) (16)
where:
• NETX is the ETX priority level;
• FETX is the value assigned to the ETX function;
• NNS is the priority level of NS;
• FNS is the value assigned to the NS function;
• NEC is the priority level of EC;
• FEC is the value assigned to the EC function;
• (ni) corresponds to the network node.
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The fuzzification interface has the function of mapping the precise inputs to the input fuzzy sets
by determining the membership degree, i.e., it transforms quantitative information into qualitative
information. Thus, the fuzzification interface can be seen as a function that guarantees a degree
of imprecision to a numerical value, mapping the physical value of a process variable into a
normalized universe of discourse [22]. For the determination membership degree of each entry,
the pertinence functions are used. Several profiles of pertinence functions are found in fuzzy system
implementations. The most common and easy to generate pertinence functions are triangular and
trapezoidal, although there are other functions such as Gaussian, sigmoid and cubic spline [23].
The knowledge base considers two components, database and rule base. The database contains
the primary terms (linguistic terms, natural language terms) for each variable and the membership
function of each primary term. The rule base relates (or maps) the system inputs to their outputs,
thereby implementing the policies for the estimation, control and decision making of language rules.
The rule base performs the mapping of the input domain to the output domain, thus, plays an
important role in generating the results produced by the fuzzy inference system.
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The inference system is responsible for evaluating the input variables, applying the production
rules of the knowledge base and assigning responses to the processing. This response is derived from
three steps: evaluation of antecedent, implication and aggregation of the consequent [24]. In the stage
of antecedents’ evaluation, the activation of rules occurs, it is in this stage that the degree of pertinence
of each proposition present in the antecedent of each rule is calculated. The implication consists in
calculating the consequence of the rules that have degree of activation greater than zero. Most of
the time, multiple rules are fired at the same time resulting in multiple output sets. Therefore, it is
necessary to generate a unique response for each output variable, containing information about all
fired rules. The last phase is responsible for aggregating all output sets into a single set. This junction
is made according to the fuzzy predicates in the normal form (conjunctive or disjunctive).
Through the use of the route classification system proposed in this work, the messages
carry information about expected transmission count, number of hops and energy consumed.
This information is used in the fuzzy inference process of the route classifier to determine the quality
of the route.
Table 2 shows some fuzzy rules that represent the combination of different metrics,
which characterize the input fuzzy sets, i.e., EC, ETX and NS. As the fuzzy system used has three
inputs with three pertinence functions for each input, our rule base includes 27 rules, converted to the
associated linguistic variables such as Low, Medium and High.
Table 2. Example of fuzzy rule base used.
Energy Consumed Number of Hops ETX Quality of the Route
Low Low Low High
High Medium Low Medium
High High Low Medium
Medium Low High Medium
High Medium Medium Low
Low High Medium Medium
For example, to elect a route with high quality, the energy consumed is low, the number of hops is
low and the ETX is low. During the route selection process, fuzzy sets and rules are used according to
the requirements of the application.
After the fuzzy inference process, this proposed approach obtains a fuzzy set as an answer.
However, because of imprecision, frequently this set is not convenient as a final response of the system,
requiring a synthetic numerical representation of the fuzzy response. Thus, function of defuzzification
interface is to obtain a precise (non-fuzzy) result in the output of inference system. According to [25],
there are several methods of defuzzification highlighting the following: Center of area/gravity;
Center of largest area; Average of the maximum; First of the highs; Mean of the highs; and Height of
maximum. It was considered in this work a simple and frequently used method, which is the centroid
defuzzification method [26] that locates the equilibrium point of the diffuse region of the solution,
calculating the weighted average of the diffuse region.
The route selection is based on the quality obtained in the last column of Table 1, which contains
a fuzzy output variable, which corresponds to a route quality. From this indicator, the nodes decide
locally which route to use to send data without incurring high network costs.
The rule implemented in the protocol suggests that, after a route is formed, a node must always
send data messages using the bigger quality route as observing information contained in your cache.
4. Performance Assessment and Results
To evaluate the proposal presented in this work, the COOJA simulator [27] was used to evaluate
the performance of networks with devices that run IoT-specific operating systems. In addition,
the simulator has an interface to analyze and interact with the nodes, which facilitates the work and
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network visualization. The COOJA, which is part of the Contiki simulation environment, do not have
objective functions that cover all the metrics specified in RFC 6551, being restricted to the metrics of
the objective functions adopted by RPL in its original version. For this purpose, the objective functions
proposed herein were assessed and compared with the OF0, MRHOF, ERAOF and OF-FL functions.
During the simulation experiments, the proposal presented at Ref. [7] was also compared with all
simulated proposals in this work. However, the simulation results showed that the proposal of Ref [7]
performed bottom when compared to the objective functions evaluated in this work. For this reason,
it was not included in the comparative analysis presented in this article. The energy consumption
model used for the performance assessment concerning energy, it is the Energest module from the
Contiki [28], which measures the energy consumption within an IoT device.
4.1. Network Scenario and Used Metrics
The network scenario for simulation was built in order to validate the approach proposed in
this paper. It simultaneously includes features from applications aimed at environmental monitoring,
tracking and localization. The network topology is shown in Figure 3 and considers 11 sensor
nodes, 6 tags (RFID), 2 reader nodes (RFID) and 1 sink node. There are 20 devices within a fixed
network topology.
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There is data flow for upward and downward. The sink node transmits DODAG Information
Object (DIO) messages whenever there is a change of application and it is located as shown in Figure 3.
The use of RFID tags within the simulated scenario is justified because they can play an important
role in IoT solutions and it is needed a realistic IoT scenario. According to [29], excess messages
exchanged between readers and RFID tags have strong influence on the network’s performance,
as well as in application QoS requirements. In the studied scenario, the packets received by the readers
are forwarded to the sink, which processes the information sent by readers and by sensor nodes in a
consolidated manner.
The total simulation time was 35 min. To ensure that simulations converge to a steady state,
each simulation experiment was repeated five times because, after the fifth experiment, no change
was observed in the results. However, to evaluate the dynamic change between objective functions,
the simulated time was about 140 min, since each application remains for 35 min. The messages
were simulated with packets of 30 bytes (Contiki standard). The choice of the parent node for route
establishment was based on the Fuzzy System-Based Route Classifier proposed in this work. The initial
power of the nodes was adjusted to 200 joules above the Contiki Energest energy consumption
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model [28]. In this work, the variation in the number of sensor nodes was not considered since,
during the study, it was observed that there was no variation of the results changing the number of
devices during the use of the proposed objective functions associated to route classifier based on fuzzy
system. This is justified because the route selection process of the proposed approach uses only aspects
related to energy, position in the routing tree and number of transmission estimates.
The following four metrics used by the RPL (RFC 6551), suitable for 6LoWPAN environments,
were chosen for evaluation of this approach: Energy Consumed (EC), Number of Hops (NH),
Delivery Ratio (TX) and Expected Transmission Count (ETX). The Expected Transmission Count
(ETX) is equal to the average number of required transmissions (including retransmissions) so that a
package is duly delivered to its destination.
Four applications were considered for this study. The first application requires priority in terms
of reliability (represented by the delivery ratio). The second application requires a shorter delay
(represented by the number of hops). The third application requires a long lifetime (represented by the
energy consumed) and the fourth application requires QoS for data delivery (represented by the ETX).
4.2. Results Analysis
The results obtained show that the application that require high priority regarding lifetime and
delay used, among the functions available in the DATABASE, the DQCA-OF4 function for the route
selection process. This function was selected because it can forecast, in its structure, the metrics energy
consumed and number of hops, allowing for the routes selection with lower energy consumed and a
lower number of hops. Figure 4 shows the performance of the evaluated objective functions.
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Figure 4. Energy consumption for the network nodes.
The function DQCA-OF4 achieved higher remaining energy (approximately 170 joules), at the end
of the simulation, when compared to the DQCA-OF4(FL), OF-FL, ERAOF, MRHOF and OF0 objective
functions which achieved consumption rates of 136 joules, 130 joules, 107 joules, 99 joules and 76 joules,
respectively. The function DQCA-OF4(FL) obtained lower performance when compared to the
DQCA-OF4 as a function of the energy consumed with the complexity of the fuzzy system processing.
In Figure 5, from 525 s to the end of the experiment, the DQCA-OF4(FL) function obtained a
smaller delay when compared to the DQCA-OF4, OF-FL, ERAOF, MRHOF and OF0 objective functions.
This occurred because the DQCA-OF4 (FL) function uses a fuzzy-based route classifier, which is not
the case for the objective functions DQCA-OF4, OF-FL, ERAOF, MRHOF and OF0. Figure 5 also shows
that there was no variation in results between 0 and 525 s of simulation. This is justified because the
network, in this interval, is in the process of stabilization, occurring variation of the delay only after
525 s of simulation.
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For reliability, between all the DQCA-OF applied to the classifier of routes based on fuzzy system,
only the DQCA-OF1 (FL) was the more efficient when compared with the others. That is why only
the DQCA-OF1 (FL) was considered for this analysis. The ETX union with NH, represented by
DQCA-OF1 (FL), demonstrated to be relevant, since the application requiring reliability requires
low ETX. In addition, the presence of the number of hops in this function allowed to increase the
percentage of reliability, because the smaller the number of hops the greater the probability of delivery
of the messages.
Figure 7 shows that, for applications that require priority in the quality of the delivery
of data, the DQCA-OF2(FL) with EC = High achieved the best performance in the number of
transmissions/retransmissions represented by ETX. The DQCA-OF2(FL) with EC = High got ETX = 31
when compared to the DQCA-OF2 (EC = High) functions, which achieved ETX = 46, DQCA-OF2
(EC = Low) with ETX = 96, OF-FL with ETX = 115, ERAOF with ETX = 125, MRHOF with ETX = 140
and OF0 with ETX = 180. This difference was achieved because the application required a high level
of priority in the Energy consumed (EC) metric combined with the use of route classifier based on
fuzzy system.
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For the QoS, between all the DQCA-OF applied to the classifier of routes based on fuzzy system,
only the DQCA-OF2 (FL) with Ec = high (high priority for energy consumed), was the more efficient
when compared with the others. That is why only the DQCA-OF2 (FL) was considered for this
analysis. The ETX junction with EC, represented by DQCA-OF2 (FL), prov d to be important, since the
application requiring QoS requires also low ETX. In addition, the presence of the m tric energy
consumed in this function, allows the increase of the network lifetime. These two benefits, increase the
QoS of the network.
4.3. Statistical Data Analysis
To indicate the dispersion or variability of the data in terms relative to its mean value, it was
used as a measure of dispersion the CVP (Pearson Variation Coefficient) with confidence degree of
95%. The CVP was used because it is a relative measure of variability and it is independent of the
unit of measure used, where the observed data unit may be different and its value will not change.







• CVP is the Pearson Coefficient of Variation
• σ is the standard deviation of the series data
• X is the average of the series data
For the energy consumed metric, Table 3 shows that DQCA-OF4 presented lower value in the
coefficient of variation with 2.15% when compared to DQCA-OF4 with the fuzzy system (8.64%),
OF-FL (11.06%), ERAOF (13.89%), MRHOF (19.04%) and OF0 (29.92%). This shows that DQCA-OF4
data, in the metric energy consumed, are more homogeneous when compared to the data of the other
objective functions, representing low dispersion around the mean.
Table 3. Statistical Analysis of Energy Consumption.
Objective Functions Average (J) Standard Deviation (J) Coef. Var. Pearson
DQCA-OF4 174 3 2.15%
DQCA-OF4 (LF) 151 13 8.64%
OF-FL 145 16 11.06%
ERAOF 132 18 13.89%
MRHOF 126 24 19.04%
OF0 109 32 29.92%
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For delay metric, Table 4 shows that DQCA-OF4 and DQCA-OF4(FL) presented similar dispersion
represented by CVP. It is possible to observe that the four functions have similar stability. However,
analyzing the mean, the DQCA-OF4(FL) was more efficient (see the value 11 in Table 4) when compared
to the other objective functions. In this case, the lower the average, the lower the delay. The low
standard deviation (shown in Tables 3 and 4) indicates that the data points tend to be close to the
average, allowing variability to be expressed between the data.
Table 4. Statistical Analysis of Delay.
Objective Functions Average (J) Standard Deviation (J) Coef. Var. Pearson
DQCA-OF4 (LF) 11 3 33.48%
DQCA-OF4 12 4 34.22%
OF-FL 15 5 33.62%
ERAOF 16 5 34.06%
MRHOF 17 6 33.81%
OF0 23 8 35.58%
5. Conclusion and Future Work
This paper proposes an approach to the dynamic routes selection for IoT based on context
information from the applications. The approach consists the creation of four new Objective Functions
(OFs). Each one of these objective functions is based on the fusion of metrics for 6LoWPAN
environments, used by the RPL and described in RFC 6551. Each application may have requirements
that simultaneously need up to three metrics (Expected Transmission Count (ETX) and/or Number
of Hops (NH) and/or Energy Consumed (EC)). Additionally, the approach also accounts Route
Classifier based on Fuzzy System, that estimating the degree of quality of the routes in IoT scenarios.
The route classifier uses as input the values assigned to the metrics (present in the objective functions),
ensuring consistency in decision making during the routing process. In general, it was observed that,
for the scenarios evaluated, the proposed approach can increase the performance of the network to be
used by an application of IoT. The approach proved to be able to increase the life time, to reduce the
delay and to increase the reliability and the QoS.
It was shown that, using the proposed approach, the lifetime of the network increased and the
energy consumption during the operation of the network reduced compared to the other proposals.
The approach is more effective to use Objective Functions (OFs) dynamically (at run time) and to
choose the path of the high quality by means of fuzzy System-Based Route Classifier. The route with
the highest quality is selected as the preferred route. Thus, it is possible to observe that the proposed
approach has substantial advantages in relation to the other proposals researched, mainly in the
metric time of life, which obtained 168.72 J, allowing the network to function for 2100 s. In addition,
provides high reliability by successfully delivering nearly 100% of data packets, low delay for data
delivery and increase in QoS. An 30% improvement is attained in the network life time when using
one of proposed objective function, keeping the devices alive for longer duration.
Based on the results presented, a specific objective function is recommended for each application.
For application that requires a long lifetime, DQCA-OF4 is recommended. For application that requires
a shorter delay, DQCA-OF4 (FL) is the more indicated. DQCA-OF1 (FL) is more recommended for
applications that prioritize reliability. For application that requires QoS for data delivery, it is suggested
to use DQCA-OF2 (FL).
The main contribution of this work, compared to the proposals available in the literature and
considered in the study, includes an optimization of the RPL protocol to reduce the delay and to
increase the reliability and QoS, guaranteeing also an increase in the network life-time. In this proposal,
it is not considered the variation in the number of sensor nodes and RFID tags, the mobility of both the
sink and the RFID reader and the network nodes.
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Next steps include the deployment of this approach in other routing protocols for IoT, taking into
account the scalability of objects that performs an IoT structure. It is also intended to carry out new
studies to optimize the objective functions as well as the route classifier.
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