We prove a decomposition theorem for the class G of {P 2 ∪P 3 , C 4 }-free graphs. This theorem enables us to show that (i) every graph G in G has at most n + 5 maximal cliques where n is the number of vertices in G, and (ii) for every
Introduction
All our graphs are simple, finite and undirected. For a graph G, let n and m, respectively denote the number of vertices and number of edges in G. A clique in a graph G is a set of pairwise adjacent vertices in G, and is maximal if it is not contained in a larger clique. We denote the number of maximal cliques in a graph G by µ(G). Moon and Moser [12] proved that µ(G) ≤ 3 c , where t is a multiple of 3. A class of graphs G is said to have few cliques [14] if µ(G) ≤ p(n), for every G ∈ G, where p(n) denotes a polynomial in n.
In 1965, Fulkerson and Gross [7] obtained an interesting characterization of interval graphs. During the course of their proof, they observed that any chordal graph has at most n maximal cliques. Since then several more classes of graphs with few cliques have been identified. These results are summarized in Table 1 . It follows that the Maximum Clique Problem and the Maximum Weight Clique Problem for these classes of graphs are solvable in polynomial time, where as for a general class of graphs these problems are well known to be NP-complete. Various complexity issues on graphs with few cliques are investigated in [15] .
For (P 2 ∪ P 3 )-free graphs, Maximum Independent Set Problem and Independent Dominating Set Problem are solvable in polynomial time [11] but Minimum Dominating Set Problem [1] and Maximum Clique Problem [13] are known to be NP-complete.
In this paper, we are concerned with the class of {P 2 ∪ P 3 , C 4 }-free graphs, which includes interesting subclasses such as split graphs, pseudo-split graphs, {2K 2 , C 4 }-free graphs and {3K 1 , C 4 }-free graphs. See Fig. 1 for examples of graphs which are (i) {P 2 ∪ P 3 , C 4 }-free, (ii) (P 2 ∪ P 3 )-free but contains an induced C 4 , and (iii) C 4 -free but contains an induced (P 2 ∪ P 3 ).
We prove a decomposition theorem for the class G of {P 2 ∪ P 3 , C 4 }-free graphs. This theorem enables us to show that (i) every graph G in G has at most n + 5 maximal cliques, where n is the number of vertices in G, and (ii) for every G in G, χ(G) ≤  5ω(G) 4 Fig. 1 . H 1 is a {P 2 ∪ P 3 , C 4 }-free graph, H 2 is a (P 2 ∪ P 3 )-free graph but contains an induced C 4 , and H 3 is a C 4 -free graph but contains an induced (P 2 ∪ P 3 ). Table 1 Classes of graphs with few cliques.
G
Upper bound for µ(G)
[9] Graph with boxicity k (2n) k [16] a subgraph of a graph G and if Next, we define an operation to combine various graphs. Let G be a graph on n vertices v 1 , v 2 , . . . , v n , and let
. . , n, and (ii) joining the vertices x ∈ H i , y ∈ H j iff v i and v j are adjacent in G.
An expansion is also called a composition; see [17] . If H i 's are complete, it is called a complete expansion of G, and is
The class of {P
In this section, we prove a decomposition theorem for a non-chordal {P 2 ∪ P 3 , C 4 }-free graph G which says that its vertex set V (G) can be partitioned into three subsets V 1 , V 2 and V 3 such that [V 3 ] can be obtained as a complete expansion of one of the seventeen basic graphs shown in Fig. 2 , and V 1 and V 2 , respectively induce an edgeless graph and a complete graph.
Theorem 1. A connected graph G that contains an induced C
6 is {P 2 ∪ P 3 , C 4 , C 5 }
-free if and only if there exists a partition
Proof. Observe that if such a partition exists, then G is a {P 2 ∪ P 3 , C 4 , C 5 }-free graph that contains an induced C 6 . To see the reverse implication, let us assume that Fig. 2 for the set S).
Theorem 2. If G is a connected {P
Proof. Let G be a connected {P 2 ∪ P 3 , C 4 }-free graph and for 1 ≤ t ≤ 17, let G t denote the class of graphs obtained from G t by the operations stated in the theorem.
If G is {C 5 , C 6 }-free, then G is chordal. If G is C 5 -free and contains an induced C 6 , then a required partition is given by Theorem 1 where [V 3 ] ∼ = C 6 ∈ G 1 and S = ∅. Hence, assume that G contains an induced C 5 . Among all the induced 5-cycles in G, choose one, say C such that the number of vertices in V (G) \ V (C) that are adjacent to exactly two consecutive vertices of C is maximum.
Then it is easily verified that N 1 = A ∪ B ∪ D ∪ F . For convenience, we further partition A, B and D as follows: 
For every i, 1 ≤ i ≤ 5, i mod 5, we have:
is an induced subgraph of C 5 (a consequence of (i), (ii) and (iii)). (2) by (R9), (4) by (R2), and (5) by (R10) and (R12). So, the theorem is proved if we show that [V 3 ] satisfies (3). We will consider three cases depending on |B|. Note that |B| ≤ 2, by (R4). So, if |A| = 0, then by properties (R4) and (R8), we see that
consequence of (i), (ii) and (iii)). (R6) (i) If
Then by using (R7(ii)) and (R8(i)), we see that
Hence, by properties (R4), (R5) and (R8), we conclude that
, and R8(i)) and
Thus, by properties (R4), (R5) and (R8), and by the nature of Z , we conclude that [V 3 ] ∈ G 17 . 
Number of maximal cliques
A universal vertex of a graph G is a vertex which is adjacent to all other vertices in G. For later use, we make the following simple observations and state a result due to Fulkerson and Gross [7] .
Theorem A ( [7] ). If G is a chordal graph, then µ(G) ≤ n. Equality holds if and only if G has no edges. The upper bound given in Theorem 3 is attained for the graphs P ∪ K c t , where t ≥ 0 and P is the Petersen graph.
If [V 3 ] ∈ G j , where 1 ≤ j ≤ 17, j ̸ = 2, let T j ⊆ G j be the independent set defined in Fig. 2. It is easily verified that G 
