Introduction
[2] Joule heating is resistive heating due to current flow along an electric field. The classic example of Joule heating is the heat one feels from an incandescent light bulb. Joule heating of Earth's upper atmosphere causes expansion of the atmosphere and leads to a variety of dynamic and chemical changes in the atmosphere and increased drag on low Earthorbiting satellites. Previous studies have focused on developing simple relationships between the total heating in the Northern Hemisphere to various ionosphere properties or geomagnetic indices [e.g., Chun et al., 1999; Ahn et al., 1983; Baumjohann and Kamide, 1984] . Although important to know the total Joule heating in the upper atmosphere, it is critical to know where the heating is occurring. Joule heating patterns provide such insight.
[3] Creating hemisphere Joule heating patterns can prove to be a daunting task because the patterns require detailed spatial knowledge of heating parameters. Only Foster et al. [1983] have published averaged Joule heating patterns as a function of geomagnetic activity. These patterns were based on simultaneous observations of the electric field and Pedersen conductivity calculated from individual measurements of the ion drift velocity and particle precipitation observed over the lifetime of the Atmospheric Explorer (AE-C) satellite from 1974 to 1978. The patterns were of a spatial resolution of 5°latitude by 2-hour local time and were categorized by season (spring, summer, autumn, and winter) and the Kp index (Kp = 0 -3 and 3 -6).
[4] We now have a unique opportunity to develop higher spatial and geomagnetic activity resolution patterns of Joule heating and associated ionosphere properties using data from the Assimilative Mapping of Ionospheric Electrodynamics (AMIE) technique. The AMIE technique is a weighted least-squares fit of ionospheric electrodynamic parameters to a variety of ground-and space-based data and statistical models [Richmond and Kamide, 1988] . The procedure is typically run at a 5 -10 min cadence, thus producing time-varying maps of high-latitude features. The a priori information contained in the statistical models is used to constrain the electrodynamic parameters over regions where data are absent or sparse.
[5] The procedure first modifies statistical models of ionospheric height-integrated conductance and auroral precipitation with all available observations related to these parameters. The newly derived conductance distribution is applied to the inversion of ground magnetic perturbations to help produce the electric potential or convection distribution. When available, more direct information about the electric field, such as ion drift observations from polar orbiting satellites and radars, are assimilated with magnetic perturbations to create a global view of the high-latitude electrodynamics. The weighting factors for the observations are given by the inverse covariance matrix of the errors, including observational errors, errors associated with AMIE's inherent spatial smoothing, and errors associated with inaccuracies in the simplifying assumptions that are used within the procedure. The errors are presumed to be uncorrelated.
[6] In the past, AMIE has been used extensively for geomagnetic storm case studies, some which have focused on electric field and conductance distributions. These studies have provided a wealth of data that can be used to produce patterns of many ionosphere properties. For this study we extract two additional AMIE output fields that are directly relevant to estimating the energy dissipation in the ionosphere, precipitating electron energy flux and Joule heating. AMIE calculates Joule heating as AE p E 2 , where AE p is the height-integrated Pedersen conductivity in the ionosphere and E is the electric field.
[7] In this paper we present results of our study, which not only shows expected hemisphere patterns during most geomagnetic conditions but also averaged heating patterns during periods of lobe merging. We use the polar cap (PC) index as a measure of geomagnetic activity as opposed to more established indices such as AE. Vennerstrøm et al. [1991] discussed reasons why one would sometimes want to use PC over AE. In this study we use PC because this work is an extension of our previous work and because PC is available in near real time. Thus we extend our previous study [Chun et al., 1999] , which showed that the polar cap index can be used as a proxy measurement of the hemispheric, integrated Joule heating rate into the domain of spatial variations. We first discuss our data and then present local time and latitude maps of Joule heating as a function of the polar cap index. Finally, we compare our results to previous studies and discuss our limitations.
Data
[8] The polar cap index is derived from a single magnetometer located in the polar cap region [Troshichev et al., 1988] and is a measure of geomagnetic activity level in the polar cap. The north PC index is derived from a magnetometer station at Thule, while the south PC index is derived from the Vostok station. PC is well correlated to Joule heating [Chun et al., 1999] and to the AE index [Vennerstrøm et al., 1991] and is reported at a 15-min time resolution. In our study we use the PC index values calculated from the Qaanaq (Thule) ground magnetometer operated by the Danish Meteorological Institute (DMI). DMI processes the PC index using 12 (months) by 24 (hours) coefficients and a winter-time quiet level curve removal method. Some evidence exists that a 5-min coefficient set and a different quiet level curve removal would produce larger PC values (O. Troshichev, personal communication, 2001 ). We believe that our binning of PC is minimally affected by the choice of PC processing methods. Figure 1 shows the cumulative sum distribution of PC in our database. Most of the time the PC index indicates low to moderate activity (PC = 0 -5) and only rarely (<10% of patterns) records extreme storm (>5) or lobe-merging convection (<0) activity.
[9] Table 1 summarizes the AMIE case studies that we have used in this study. These studies include magnetometer data from at least 60 stations worldwide with between 3 and 5 stations in the polar cap. Many of these studies also use data from various satellites such as TIROS, DMSP, Akebono (EXOS D), and UARS. Typical satellite data included in AMIE studies are electron precipitation data and ion drift measurements. Finally, most of these studies use data from coherent and incoherent radar (e.g., ion drift velocities), and a few used data from polar cap digisondes. Details of the case studies and their data input are given by the associated references.
[10] The campaigns tended to focus on geomagnetically active periods. Can they be considered representative of the broader realm of solar-terrestrial interactions? In Table 1 we have used data from a solar flow characterization study [Richardson et al., 2000; I. Richardson, personal communication, 2001 ] to show the number of hours in each campaign interval associated with three solar flow types: SIA ejecta, high-speed stream, and slow flow. In our database, 35.3% of the campaign hours were dominated by ejecta, 38.4% by high-speed flow, and 26.3% by slow flow. Solar cycle averages for these flow types are 30% ejecta, 45% high-speed flow, and 25% slow flow. While the AMIE intervals proportionately represent slow flow, ejecta are slightly over-represented, and high-speed streams are somewhat underrepresented. Despite this the distribution of PC index associated with our database is very similar to the overall PC distribution for 1975 -1997 (see discussion below). We believe that this arises because many of our ejecta events are magnetic clouds with significant intervals of a northward interplanetary magnetic field that produces geomagnetic quiet conditions even though Earth is immersed in ejecta flow. Although the case studies were usually solar and geomagnetic events, we feel that they provide a good representative sampling of ionospheric conditions.
[11] Chun et al. [1999, Figure 1] showed the cumulative distribution of the PC index for three situations: an active year (1982) based on the sunspot number, a quiet year (1997) , and the average of all the PC data available at the time (1975 -1997) . What that figure showed was that, on average, PC > 5 occurred $2 -3% of the time, and PC < 0 occurred $7-8% of the time. It also showed a median (0.5 or 50%) PC value of just under 1. The distribution of the PC index in our database is very similar as seen in Figure 1 and in Table 2 . Table 2 is a breakout of the percentage of AMIE patterns in our database per PC bin. It is clear from Table 2 that most of the AMIE patterns correspond to low to moderate PC values (0 PC < 5). Looking at the ''percent of total'' numbers for the negative and large positive PC (PC < 0 and PC > 5, respectively) across all three seasons, one sees that 9.4% of the patterns fall into those extreme PC ranges. Finally, the median PC value in our database is also just under 1.
[12] Since the case studies were at various time and spatial resolutions, we merged the data for our study into 2°m agnetic colatitude by 1-hour magnetic local time (MLT) bins. We did, however, maintain the time resolution of the AMIE data and interpolated the Northern Hemisphere PC data from Thule from 15 min to the appropriate AMIE time resolution (either 5 or 10 min). Our database consists of 56 days and $12,800 individual patterns. Using bin sizes of 1 in PC (from À3 to 8), we took the average of the individual patterns for each bin. We also divided our patterns into a summer, winter, and equinox season defined by a window of $90 days centered on the appropriate solstice and equinox.
3. Joule Heating Patterns [14] Figure 2 shows a progression of average Joule heating patterns (read left to right, top to bottom) in the Northern Hemisphere during the summer season for negative PC (lobe-merging convection conditions), zero to low positive PC (quiet geomagnetic conditions), and large positive PC (active geomagnetic conditions). PC ranges from À3 to 6. There is a clear evolution of the Joule heating spatial distribution from the high-latitude dayside (dayside defined as sunward of the dawn-dusk meridian) to an auroral oval shape as the polar cap activity changes from a lobe-merging convection condition to an active geomagnetic level. In addition, the total integrated Joule heating rate also increases in both directions away from the quiet condition (PC = 0). During negative PC periods the total integrated heating rate increases from $17 to 38 GW and is constrained to a very localized region in the high-latitude dayside. As PC increases, the total heating rate increases to $450 GW and becomes more intense along the dawn and dusk flanks, with the predominate heating occuring on the dawn side.
[15] Figure 3 shows the average Joule heating patterns for equinox (which includes both spring and autumn). For the equinox patterns, PC ranges from À2 to 8 (again, read from left to right, top to bottom). A comparison with Figure 2 shows no substantial difference between summer and equinox patterns. As with the summer patterns, the equinox Joule heating patterns exhibit localized heating in the high-latitude dayside during negative PC intervals, minimal Joule heating for near-zero PC conditions, and increased intensity and spatial extent along the auroral oval for larger positive PC values. The total integrated heating varies from 16 to 317 GW.
[16] Figure 4 is the average Joule heating patterns for winter with PC ranging from À2 to 8. Compared with summer and equinox, there are fewer cases when PC is strongly negative, but even during slightly negative PC values (À1 PC < 0), Joule heating, on average, occurs at high latitudes on the dayside. However, for the most negative PC bin (À2 PC < À1), there is, on average, no strong region of heating except for a narrow latitudinal region along the dusk meridian. As PC increases, however, Joule heating is again constrained to the auroral oval with intense heating occuring more along the dawn flank than the dusk flank. The total integrated Joule heating ranges from 4 to over 450 GW.
[17] In the presentation of these average patterns a question arises as to whether the average results are statistically significant. Another question is whether the PC index orders the Joule heating data well. We attempt to assess the statistical significance of the Joule heating data by analyzing how the average Joule heating rate (mW/m 2 ) varies as a function of PC for four different latitude local time sectors. The four sectors were located at midnight (78°-84°magnetic latitude (MLAT), 22-02 MLT), noon (78°-84°MLAT, 10-14 MLT), dawn (60°-66°MLAT, 04-08 MLT), and dusk (60°-66°MLAT, 16-20 MLT). These four latitude local time sectors were chosen to represent the high-latitude polar regions along the noon-midnight meridian and the auroral region along the flanks of the ionosphere, respectively.
[18] Figure 5 shows the average Joule heating rate as a function of PC for these four sectors. The midnight sector is the top panel, noon is the second panel, dawn is the third panel, and dusk is the bottom panel. The data are further separated into summer (left column; Figure 5a SIA average Joule heating is minimal around a PC of zero since the activity is low. However, as activity increases in the positive PC direction, the average Joule heating also increases in all four latitude local time sectors and in all seasons. As one would expect, the dawn and dusk flanks exhibit the highest heating compared to the high-latitude midnight and noon sectors. However, the noon plots show that significant heating can occur at higher latitudes as PC becomes negative (indicative of northward IMF conditions). Also of note is the asymmetry in the dawn and dusk heating rates. The average dawn heating rate can at times be about twice that of the dusk heating rate. Thus Figure 5 suggests that our results are statistically significant in that each sector responds differently with PC, each latitude local time sector's relationship with PC varies across seasons, and that PC orders the Joule heating data well.
Discussion

Heating Associated With Lobe-Merging Convection
[19] Analysis of the averaged Joule heating patterns during lobe-merging convection periods (negative PC) shows that much of the heating is constrained to very high latitudes and to the dayside, as opposed to occurring along the auroral oval and flanks. This result indicates that the classic two-cell convection pattern evolves into a smaller spatial region with no discernable auroral oval as the conditions in the polar cap evolve into a lobe-merging convection situation.
[20] To investigate this further, we present representative averaged patterns of the electric potential and Pedersen conductance for three PC bins. Figure 6 shows a series of averaged Pedersen conductance (top row) and electric potential (middle row) patterns associated with the Joule heating patterns for the summer season and the three negative PC bins from À3 to 0 (i.e., the top row of Joule heating patterns from Figure 2 ). Note that the bottom row of Figure 6 also shows corresponding average patterns of electron particle fluxes, which will be discussed in section 4.2. The format of the plots are similar to the Joule heating pattern plots, except that for the electric potential plots the cross polar cap potential is reported. The three patterns in the À3 PC < À2 plot are from the 26-29 May 1996 event; the 28 patterns in the À2 PC < À1 plot are from the 2 -3 August 1991 (5 patterns), 26-29 May 1996 (21 patterns), and 27 May 1993 (2 patterns) events; and the 434 [21] The averaged Pedersen conductance patterns ( Figure  6 , top row) do not show any dramatic evolution from a PC of À3 to a PC of 0 (especially in the high-latitude dayside). In addition, although there is significant distortion of the solar-induced conductivity, there is no noticeable enhancement of conductivity at high latitudes on the dayside. The primary factor constraining Joule heating to the high-latitude dayside appears to be the electric fields, as seen in the electric potential patterns. Granted, the averaged electric potential, and thus Joule heating patterns, for the first two PC bins are dominated by the 26-29 May 1996 event. Thus one would expect very little change in the average patterns. However, the third plot (À1 PC < 0) is not as heavily dominated by the 26 -29 May 1996 event, and we can observe that although the averaged electric potential pattern is different from the previous PC bins, the result is the same: The average Joule heating is still confined to the highlatitude region.
[22] Previous work by Foster et al. [1983] showed highlatitude dayside heating (note that their data were limited to latitudes <80°) usually comparable to or greater than that along the auroral oval. Their averaged patterns exhibited global heating occuring throughout all seasons and geomagnetic activity (Kp = 0 -3 and 3 -6), whereas our patterns show a clear evolution with the PC index from polar cap or high-latitude dayside heating to intense heating in the dusk/ dawn flanks of the oval. This difference in our patterns is probably due to differences in our geomagnetic binning scheme and parameter since the Kp index is not as well suited as the PC index in distinguishing lobe-merging convection conditions. Foster et al. [1983] also showed heating rates between 0 and 8 mW/m 2 with total integrated heating rates upward to 160 GW, lower than our estimates by up to a factor of 4. We find that our integrated hemispheric Joule heating rate is more comparable to those found by Ahn et al. [1983] and Baumjohann and Kamide [1984] .
Comparison Studies
[23] We make a simple comparison of integrated Joule heating rates for each season and averaged pattern to the quadratic fits from our earlier study [Chun et al., 1999] in Figure 7 . The average integrated heating rate and standard deviation (indicated by the error bars) of each PC bin are plotted as the data points, and a quadratic fit is plotted as the solid line. Since the fit relationships intercept the majority of the error bars, one could make the argument that the quadratic fits appear to adequately represent this study's results. This is expected though since the fits were based on a subset of the database used in this study. This study includes data from two severe storm events (Kp > 8) that were excluded from our earlier study due to less than ideal satellite data coverage.
[24] Using data from the low-energy charged particle detector and the electric field detector on the EXOS D (Akebono) satellite, Troshichev et al. [1996] correlated the cross polar cap potential to the PC index. Using 80 EXOS D crossings of the polar cap in March-April 1990, they found a correlation of 0.797 between the two parameters with a relationship of È(kV) = 19.35 PC + 8.78. We have average electric potential patterns (e.g., middle row of Figure 6 ) for each Joule heating pattern as a function of PC, so we can also correlate the average cross polar cap potential from the AMIE database to the PC index. Figure 8 shows our results for each season, summer (top panel), equinox (middle panel), and winter (bottom panel). We show two correlations, one for positive PC and one for negative PC. In addition, we show the Troshichev et al. [1996] correlation as a dashed line. [25] Average polar cap potential is positively correlated when the PC index is positive with correlation coefficients of 0.99 for all three seasons. During summer, when the PC index is negative, the polar cap potential is negatively correlated with a correlation coefficient of À0.879. The slope of the weighted linear fits for all three seasons (17.1, 12.3, and 12.9 for summer, equinox, and winter, respectively) is smaller than that reported by Troshichev et al. [1996] . This discrepancy can be accounted for if, for negative PC indices, we convert the polar cap potential into a negative value and include all data into one linear fit (similar to Troshichev et al. [1996] ). When we do this, we get slopes of 21, 19.1, and 17 for summer, equinox, and winter, respectively, consistent with Troshichev et al. [1996] . The fit coefficients for Figure 8 and their corresponding uncertainties are summarized in Table 3. [26] Finally, we make a comparison of the average Joule heating with the average energy from electron particle flux. We have created average patterns of electron particle flux corresponding to each PC bin in Figures 2, 3 , and 4. Three examples of these patterns can be seen in the bottom row of Figure 6 , which corresponds to the negative PC bins in summer (top row of Figure 2 ). Figure 9 is a plot of hemispheric integrated electron particle flux versus PC for summer (top panel), equinox (middle panel), and winter (bottom panel). Corresponding integrated Joule heating rates are plotted in Figure 7 for a comparison. To first order, one can see that Joule heating rates are typically greater than particle flux energy. Electron particle fluxes are linearly correlated with PC with correlation coefficients of 0.94 (summer), 0.92 (equinox), and 0.98 (winter). The weighted linear fit equations are shown in each plot panel and summarized in Table 4 . It appears that during quiet periods, with PC close to zero, Joule heating and particle energy are comparable in magnitude. In summer and equinox, as the PC index decreases below zero, Joule heating increases, whereas particle energy appears relatively constant. In winter, however, Joule heating and particle energy appear to match one another, which is perhaps a result that during the winter season, polar cap conductivity, and thus Joule heating, is more dependent on electron particle precipitation during times of negative PC conditions.
[27] Figure 10 is a plot of the ratio of Joule heating to electron particle energy for the three seasons. Summer is indicated by a square, equinox is a triangle, and winter is a circle. From this plot we see that although the spatial distributions of Joule heating and particle energy are very different; they provide, on average, equal contributions to the global energy budget during geomagnetically quiet times (near zero PC). As PC increases in both directions from zero, Joule heating becomes a larger contributor with ratios approaching 4 to 5, consistent with previous studies [Ahn et al., 1983; Lu et al., 1995] . The exception again is negative PCs during winter, where the ratio of Joule heating to particle energy remains close to 1 and is sometimes <1. The heating ratios also exhibit seasonal variations, with the largest ratio occurring in the summer followed by equinox and then winter. In addition, although Ahn et al. [1983] and Vickrey et al. [1982] showed that the Joule heating to particle energy ratio was independent of the AL and Kp indices, respectively, it is clear from our data that the ratios are dependent on the PC index. [1996] is also shown for comparison.
Figure 9. Hemispheric integrated electron particle flux heating for (top) summer, (middle) equinox, and (bottom) winter. 
Limitations
[28] We must note some limitations in our data and analysis, in that it is difficult to quantify the effects of neutral winds, electric field variability, and induced currents in the AMIE procedure. Neutral wind effects are known to sometimes enhance the local Joule heating rate upward from 200 -400% associated with significant changes in the electric field direction, as well as sometimes reducing the local heating rate by 40% during periods when the electric field is enhanced but in a steady direction [Thayer, 1998 ]. In one study of a Geospace Environment Modeling campaign period, 28 -29 March 1992 , Lu et al. [1995 showed that neutral winds had a 28% reduction on Joule heating. Accurately accounting for neutral winds in our AMIE database would be difficult to accomplish without incorporating AMIE results into a thermosphere-ionosphere general circulation model, similar to the approach taken by Lu et al. [1995] . Since AMIE relies heavily on magnetometer data, the AMIE procedure does capture some neutral wind effects since the magnetometers measure magnetic fields from all sources. Separating out the neutral wind effect from other magnetic field sources, however, would be a major undertaking and would be beyond the scope of this paper.
[29] Not accounting for the variability in the electric field can also lead to underestimating Joule heating. Using theoretical arguments, Codrescu et al. [1995] showed that by including electric field variability, Joule heating estimates could increase by 33-234% depending on whether the variability was of magnetospheric origin or due to local conductivity changes. Further, Codrescu et al. [2000] showed that inclusion of electric field variance (as a Gaussian about a zero mean) into the Millstone Hill electric field model yielded integrated hemispheric Joule heating rates about twice what one would get by just using the average electric field in the Joule heating calculations. Recently, using European Incoherent Scatter radar data, Rodger et al. [2001] compared 6-min electric field data to hourly averaged electric field data, and found that the median underestimation of Joule heating by using hourly averaged electric field data was $20% with an upper extreme of 40%. They also determined that this underestimation was independent of geomagnetic conditions, solar flux, and magnetic local time. Finally, Crowley and Hackert [2001] have reported results of temporal variations in AMIE's electric field for a single day. They found that the standard deviation of their patterns was comparable with the mean value of the high-latitude electric field. We have determined (not shown) that the standard deviations in our Joule heating patterns are, at times, on the same order of magnitude as the average Joule heating. However, they are usually lower. Future work will investigate the spatial variability of the electric field in our database.
[30] Another possible limitation of this study could be due to inaccurately accounting for magnetic field contributions from internal sources like induced currents in Earth. A recent study by Tanskanen et al. [2001] showed that magnetic contributions from induced currents in Earth can account for up to 40% of the measured magnetic field at a given station during substorm onset. Additionally, during substorm recovery, stations near oceans can receive between 25 and 30% contribution from these internal currents, while inland stations receive between 15 and 20%. Thus AMIE could be overestimating Joule heating.
[31] In summary, we have noted that various uncertainties could perhaps lead to underestimations of AMIE-derived Joule heating (neutral winds and electric field variability) or overestimations (induced currents). Comparisons between AMIE results and runs of the Thermosphere-Ionosphere Electrodynamics General Circulation Model, however, suggest that AMIE generally underestimates upper atmospheric heating by a factor of 2 .
[32] The AMIE procedure does attempt to account for uncertainty (and possible associated variability) in the data. The procedure accounts for some electric field variability since AMIE uses an inverse covariance matrix of the ''errors'' to develop weighting factors of its observational data. For instance, AMIE uncertainty in the electric fields ranges from 5 to 25 mV/m that correspond to uncertainties in the Joule heating estimates on the order of a few mW/m 2 [Richmond and Kamide, 1988] .
[33] In terms of accounting for internal current sources, the AMIE procedure provides a rough estimate of the magnetic field due to induced underground current sources by assuming a perfectly conducting layer at a depth of 250 km below Earth's surface overlain by a perfect insulator. This leads to uncertainties in the magnetic field on the order of 10% [Richmond and Kamide, 1988] .
[34] Although it would be ideal to account for all of the errors and uncertainties in these 15 AMIE case studies, the data sets and current implementation of the algorithm do not lend themselves to a straightforward means of doing so. Efforts are underway, however, to improve future AMIE analysis by improving and expanding the covariance matrix used in the procedure [Matsuo et al., 2002] . Despite the limitations discussed here we believe the AMIE results, in general, and our results, specifically, are consistent with previous studies that determined average global characteristics of the ionosphere. Further, we anticipate this study Figure 10 . Ratio of Joule heating to electron particle heating as a function of PC. Summer is indicated by a square, equinox by a triangle, and winter by a circle.
SIA will provide a framework for future comparison of Joule heating derived from more direct measurements obtained from satellites and radars.
Conclusions
[35] In this study we have shown averaged estimated patterns of Joule heating from AMIE as a function of the polar cap (PC) index and season. We find that during times of negative PC, reminiscent of a reverse convection situation in the polar cap, Joule heating is confined to a limited region in the dayside high latitude. As geomagnetic activity increases with increasing PC, heating intensifies and expands along the auroral oval with the greatest heating occurring along the dawn and dusk flanks. Moderate to high values of PC are associated with hemispherically integrated Joule heating rates in excess of 450 GW. Joule heating is typically $4 -5 times greater than electron particle heating during geomagnetically active times, but during quiet times the heat inputs are comparable. Seasonal variations are also evident in the ratio of the two heat inputs. [37] Janet G. Luhmann thanks Alan S. Rodger and another referee for their assistance in evaluating this paper. Figure 2 ) for negative PC (À2.5 PC < À0.5). The average electron particle flux patterns corresponding to the same PC bins are plotted in the bottom row.
