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Die 28. Jahrestagung der Gesellschaft für Mineralstoffe und Spuren-
elemente e .V. (GMS) fand vom 11. bis 13. Oktober 2012 im Institut für 
Angewandte Biowissenschaften, Abteilung Lebensmittelchemie und 
Toxikologie, am Karlsruher Institut für Technologie (KIT) statt. Unter dem 
Motto „Nutzen-Risiko-Bewertung von Mineralstoffen und Spurenelemen-
ten: Biochemische, physikalische und toxikologische Aspekte“ sollte das 
Spannungsfeld zwischen positiven, aber auch - bei Überversorgung - 
möglichen nachteiligen Wirkungen von Mineralstoffen und Spuren-
elementen dargestellt werden. 
Mineralstoffe und Spurenelemente sind unverzichtbare Bestandteile oder 
Kofaktoren in allen lebenden Systemen. Sie sind unerlässlich für nahezu 
alle Stoffwechselwege sowie für die Aufrechterhaltung der Stabilität des 
Genoms. Obwohl zahlreiche biochemische und physiologische Funktionen 
bekannt sind, liegen den Zufuhrempfehlungen oftmals nur Schätzwerte 
zugrunde, und die optimalen Aufnahmemengen werden teilweise kontro-
vers diskutiert. Hierzu gehört auch die Frage, ob Vitamine und Mineral-
stoffe in Form von Nahrungsergänzungsmitteln sinnvoll sind oder ob sie 
sogar nachteilige Wirkungen haben können. So haben in den letzten Jahren 
durchgeführte sog. Interventionsstudien keinen Rückgang an Herz-
Kreislauf-Erkrankungen oder Tumorerkrankungen ergeben, und ein 
möglicherweise erhöhtes Diabetes Typ II-Risiko bei einer Überversorgung 
mit Selen wird diskutiert.  
Im Rahmen der diesjährigen GMS-Tagung wurden diese und andere 
Aspekte aus unterschiedlichen Blickwinkeln präsentiert und diskutiert. Den 
Auftakt bildete die traditionelle “GMS Evening Lecture” am Vorabend der 
eigentlichen Jahrestagung (11. Oktober 2012). Prof. Rolf Großklaus vom 
Bundesinstitut für Risikobewertung ging in seinem Vortrag zum Thema 
“Nutzen-Risiko-Abschätzung von Mineralstoffen – ein Problem bei der 
Grenzwertsetzung zwischen Essentialität und Toxizität” der Frage nach 
optimalen Aufnahmemengen von Mineralstoffen sowie deren Unbedenk-
lichkeit nach. An den darauf folgenden Tagen wurden neueste Erkennt-
nisse aus dem Bereich der Spurenelemente präsentiert. Die Vorträge und 
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Poster beschäftigten sich mit essentiellen und potentiell toxischen Wirkun-
gen von Zink, Selen, Jod und Eisen, sowie Interaktionen zwischen diesen 
Spurenelementen. Ferner stellte sich die Frage nach möglicherweise 
toxischen Wirkungen von Spurenelementen in Folge unphysiologischer 
Aufnahmewege – diskutiert am Beispiel der Neurotoxizität von Mangan 
und zellulärer Effekte von Kupfer-basierten Nanopartikeln. Auch Arsen 
stand wieder auf dem Programm: hier stand der Metabolismus sowie die 
Speziesabhängigkeit toxischer Effekte im Fokus des Interesses. Insgesamt 
wurden neue Daten und Erkenntnisse zur Nutzen-Risiko-Bewertung von 
Mineralstoffen und Spurenelementen in 14 wissenschaftlichen Vorträgen 
und acht Postern präsentiert und mit den etwa 50 Teilnehmern der Tagung 
diskutiert.  
Der Erfolg einer GMS-Tagung hängt auch von den Posterbeiträgen ab, die 
sich auch diesmal durch eine hohe Qualität auszeichneten und in diesen 
Tagungsband mit aufgenommen wurden. Der wissenschaftliche Poster-
preis wurde an Daniel Brugger (Lehrstuhl für Tierernährung, Technische 
Universität München) für seinen Beitrag „Using piglets as an animal model: 
Dose-response study on the impact of short-term zinc undersupply on 
oxidative stress and cell fate dependent gene expression in the heart 
muscle“ vergeben.   
Wissenschaftliche Veranstaltungen wie die Jahrestagung der GMS können 
in dieser Qualität verständlicherweise nicht ohne finanzielle Unterstützung 
durchgeführt werden. Die Tagungspräsidentin und das Organisations-
komitee bedanken sich deshalb herzlich bei der GMS und den Sponsoren 
der Tagung.  
Abschließend möchten wir uns sehr herzlich bei allen Referentinnen und 
Referenten der Tagung für ihr großes Engagement bedanken. Unser Dank 
gilt ferner Frau Anja Sander sowie allen Mitgliedern der Abteilung Lebens-
mittelchemie und Toxikologie des KIT für die vielfältige Hilfe bei der 
Organisation, ohne die ein angenehmer und reibungsloser Ablauf der 
Tagung nicht möglich gewesen wäre. Des Weiteren danken wir Frau Elena 
Maser, die an der Zusammenstellung des Tagungsbandes maßgeblich 




Nicht zuletzt danken wir allen Autorinnen und Autoren für die Bereitschaft, 
ihre Vorträge und Posterbeiträge in Manuskriptform zusammenzufassen 
und wünschen den Leserinnen und Lesern viel Freude bei der Lektüre des 
vorliegenden Bandes. 
 
Prof. Dr. Andrea Hartwig (Tagungspräsidentin) 
PD Dr. Beate Köberle 
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Nutzen-Risiko-Abschätzung von 
Mineralstoffen – ein Problem bei der 
Festlegung von Grenzwerten zwischen 
Essentialität und Toxizität 
Rolf Großklaus 
ehemals Bundesinstitut für Risikobewertung (BfR), Berlin 
Email: rgrossi@web.de 
Schlüsselwörter: Ableitung von Höchstmengen; Spurenelemente; Modelle; 
Nahrungsergänzungsmittel; angereicherte Lebensmittel 
Kurztitel: Nutzen-Risiko-Analysen von Mikronährstoffen 
Zusammenfassung 
Der Markt für Nahrungsergänzungsmittel und angereicherte Lebensmittel 
wächst seit Jahren kontinuierlich. Dies führt zu unterschiedlichen Aufnah-
men an Mikronährstoffen innerhalb der Bevölkerung bzw. Bevölkerungs-
gruppen, und möglicherweise auch zu großen Unterschieden in der 
individuellen Aufnahme. Es ist deshalb erforderlich, anhand von Verzehrs-
erhebungen zu ermitteln, inwiefern zu niedrige oder zu hohe Aufnahme-
mengen mit einem potentiellen Risiko eines Mangels bzw. Überschusses 
verbunden sind. Zu niedrige Aufnahmemengen werden anhand des 
Durchschnittsbedarfs (Estimated Average Requirement, EAR), während zu 
hohe Aufnahmemengen anhand der sog. sicheren Gesamttageszufuhr 
(Tolerable Upper Intake Level, UL) bewertet. Dabei werden die Chancen 
und Grenzen gegenwärtiger Verfahren der Risikobewertung anhand von 
Beispielen aufgezeigt. Mehrere Modelle wurden zur Ableitung von 
Höchstmengen für den Zusatz von Mikronährstoffen zur Anreicherung von 
Nutzen-Risiko-Analysen von Mikronährstoffen 
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Lebensmitteln und in Nahrungsergänzungsmitteln entwickelt. Es ist die 
Aufgabe von Risikomanagern anhand dieser Vorschläge zu entscheiden, 
wie diese aufgeteilt werden sollen, um die Bevölkerung vor nachteiligen 
gesundheitlichen Wirkungen zu schützen. Zusätzliche positive gesundheit-
liche Effekte hinsichtlich der Prävention von Krankheiten, aber auch die 
messbare Reduzierung von negativen Effekten werden bei den meisten 
herkömmlichen Verfahren der Risikobewertung außer Acht gelassen, 
können aber in einer integrativen Nutzen-Risiko-Abschätzung in Betracht 
gezogen werden. 
Problemstellung 
Der Markt für Nahrungsergänzungsmittel und angereicherte Lebensmittel 
wächst seit Jahren kontinuierlich. In Deutschland gaben 27,6% der Befrag-
ten die Einnahme von Supplementen an, 30,9% bei den Frauen und 24,2% 
bei den Männern, wobei ältere Menschen eine höhere Einnahme hatten 
[1]. Die Einnahme von Nahrungsergänzungsmitteln ist bei Leistungs-
sportlern mit 67% am weitesten verbreitet, wobei 30% der Athleten mehr 
als 2 Supplemente verwenden [2, 3]. Da es sich bei Supplementen um 
konzentrierte Quellen von Nährstoffen handelt, die typischerweise nicht 
gekaut oder von Wasser oder Makronährstoffen begleitet sind, besteht ein 
größeres Risiko als bei Lebensmitteln für die Toxizität, Interaktionen mit 
anderen Nährstoffen oder Arzneimitteln und mögliche unerwünschte 
Nebenwirkungen [4]. Zweifelsohne werden die physiologischen Wirkungen 
von essentiellen Vitaminen und Mineralstoffen in bedarfsdeckenden 
Mengen (Recommended Dietary Allowances, RDA) gut verstanden, um das 
Risiko von Mikronährstoffmangel zu reduzieren. Jedoch haben in den 
letzten Jahrzehnten die Wirkungen von Vitaminen, Mineralstoffen und 
sonstigen Stoffen in höheren Dosen (> RDA) für eine „optimale Ernährung“ 
mehr an Aufmerksamkeit erlangt, obgleich diese Wirkungen, von denen 
einige pharmakologischer Natur sind, nicht so gut verstanden werden. 
Einige von diesen Wirkungen sind ggf. von Vorteil, andere nicht, so dass 
erhebliche Sicherheitsbedenken bestehen bei der weit verbreiteten 
Anwendung von solch hochdosierten, nicht verschreibungspflichtigen 
Nahrungsergänzungsmitteln, zumal diese auch ohne ärztliche Kontrolle 
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eingenommen werden [5]. Die Schwierigkeit bei der Anreicherung von 
Lebensmitteln mit solchen Mikronährstoffen besteht darin, eine als unter-
versorgt identifizierte Gruppe innerhalb der Bevölkerung zu erreichen, 
ohne die anderen – gut versorgten – Gruppen zugleich mit diesen Nähr-
stoffen zu überladen [6, 7]. Deshalb wurden von mehreren Gremien 
weltweit sog. Tolerable Upper Safe Limits (ULs) festgelegt, und in der 
Europäischen Union ist ein Verfahren zur Festlegung von Höchstmengen 
für Vitamine, Mineralstoffe und sonstige Stoffe für angereicherte Lebens-
mittel und Nahrungsergänzungsmittel in der Diskussion. Hierzu wurden 
mehrere Modelle entwickelt und unterbreitet [5, 6, 8, 9, 10, 11, 12, 13]. 
Sinn und Zweck des Beitrages ist es, am Beispiel einiger essentieller 
Mineralstoffe und Spurenelemente die Chancen und Grenzen gegen-
wärtiger Verfahren der Risikobewertung, insbesondere bei der Ableitung 
von Höchstmengen für solche Mikronährstoffe zur Anreicherung von 
Lebensmitteln und zu Nahrungsergänzungsmitteln, aufzuzeigen. Darüber 
hinaus sollen aber auch neue Verfahren der integrierten Nutzen-Risiko-
Abschätzung von Lebensmitteln zu deren optimaler Aufnahme diskutiert 
werden [14, 15, 16, 17, 18, 19, 20].  
Chancen und Grenzen gegenwärtiger Verfahren 
der Risikobewertung 
Herkömmliches Verfahren der Risikobewertung von  
Chemikalien in Lebensmitteln 
Alle von den Mitgliedstaaten und der Gemeinschaft erlassenen Maß-
nahmen zum Schutz der Gesundheit von Menschen müssen auf einer 
Risikoanalyse beruhen, die sich aus den drei miteinander verbundenen 
Einzelschritten der Risikoanalyse, nämlich der Risikobewertung, des 
Risikomanagements und der Risikokommunikation zusammensetzen 
(Abbildung 1).  
Nutzen-Risiko-Analysen von Mikronährstoffen 
10 
 
Abbildung 1: Die 3 Hauptkomponenten der Risikoanalyse (mod. nach FAO/WHO 
2006 [21]). 
 
Die wissenschaftsbasierte Risikobewertung erfolgt dabei in 4 Schritten 
[21]: 





Bei der Gefahrenidentifizierung (Hazard Identification) gilt es, eine Gefahr-
quelle (Risikofaktor, Agens) in einem Lebensmittel oder Futtermittel, die 
eine Gesundheitsbeeinträchtigung verursachen kann, qualitativ und 
quantitativ zu identifizieren. Dabei versteht man unter einer Gesundheits-
beeinträchtigung/Nebenwirkung (adverse effect) „...eine Änderung in 
Morphologie, Physiologie, Wachstum, Entwicklung, Reproduktion oder 
Lebensspanne eines Organismus, eines Systems oder Bevölke-
rung(sgruppe), die in der Folge zu einer Beeinträchtigung der Funktion, der 
Nutzen-Risiko-Analysen von Mikronährstoffen 
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Fähigkeit zusätzlichen Stress zu kompensieren oder zu einer erhöhten 
Empfindlichkeit gegenüber anderen Einflüssen führt“ [22].  
Um diese Gefahrenpotentiale zu erkennen, werden epidemiologische und 
tierexperimentelle Studien sowie alle weiteren verfügbaren Daten heran-
gezogen. 
Im nächsten Schritt der Gefahrenbeschreibung (Hazard Characterisation) 
geht es um das Erkennen einer Dosis-Wirkungs-Beziehung. Die Darstellung 
orientiert sich an den Daten zur Toxikokinetik/Pharmakokinetik (Auf-
nahme, Verteilung, Metabolismus, Ausscheidung) und den toxischen 
Wirkungen (z.B. akute und subchronische Toxizität, Mutagenität, Kanzero-
genität). Ggf. werden gesundheitlich relevante Grenzwerte abgeleitet und 
angegeben, z.B. der ADI-Wert („Acceptable Daily Intake“). 
Die Expositionsabschätzung erfordert Angaben zu exponierten Bevölke-
rungsgruppen sowie ggf. unterschiedlichen Belastungssituationen bei 
empfindlichen Verbrauchern unter Berücksichtigung von Alter und Körper-
gewicht.  
Der letzte Schritt der Risikobeschreibung ergibt sich aus dem Vergleich der 
Gefahrenbeschreibung und der Expositionsabschätzung, um die Wahr-
scheinlichkeit der Häufigkeit und Schwere der bekannten oder potenziellen 
schädlichen Auswirkungen der Gefahrenquelle/des Risikos auf die Gesund-
heit in einer bestimmten Bevölkerung einzuschätzen. Dabei sollte auch die 
Qualität der zur Verfügung stehenden Daten und Unsicherheiten bewertet 
werden. 
Ableitung von Grenzwerten nach dem No Observed  
Adverse Effect Level (NOAEL) - Verfahren 
Für die meisten toxischen Wirkungen von chemischen Stoffen wird davon 
ausgegangen, dass sie einem Schwellenwert unterliegen; d.h. der gesund-
heitsschädliche Effekt tritt nur ein, wenn eine bestimmte Dosis (Schwelle) 
überschritten wird; Expositionen unterhalb dieser Dosis rufen keinerlei 
schädlichen Effekte hervor. Für Stoffe mit solchen Schwellenwert-
Wirkungen können gesundheitlich relevante Grenzwerte abgeleitet 
werden. 
Nutzen-Risiko-Analysen von Mikronährstoffen 
12 
 
Abbildung 2: Ableitung von Grenzwerten. 
 
Um aus einer Studie an Tieren einen Grenzwert für Menschen abzuleiten, 
geht man bei der klassischen toxikologischen Risikoanalyse und Bewertung 
von dem so genannten NOAEL aus ("No Observed Adverse Effect Level"), 
das ist die höchste Dosierung ohne schädliche Wirkung. Der NOAEL wird 
durch einen (Un)Sicherheitsfaktor (UF) geteilt, der Unterschiede zwischen 
Tier und Mensch ebenso berücksichtigen soll wie Unterschiede zwischen 
den Individuen (d.h. den einzelnen Menschen). Meist wird dafür ein Faktor 
von 100 verwendet. So ist gewährleistet, dass auch besonders empfind-
liche Personen geschützt sind. Auch wird ggf. noch ein UF für Lücken in den 
Daten eingesetzt (Abbildung 2). 
Typische Grenzwerte für gesundheitlich annehmbare Expositionen sind: 
ADI/TDI steht für "Acceptable or Tolerable Daily Intake" (annehmbare oder 
duldbare tägliche Aufnahmemenge) und gibt die Menge eines Stoffes, z. B. 
eines Lebensmittelzusatzstoffes, Pflanzenschutzmittelwirkstoffs o. ä. an, 
die VerbraucherInnen täglich und ein Leben lang ohne erkennbares 
Nutzen-Risiko-Analysen von Mikronährstoffen 
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Gesundheitsrisiko aufnehmen können. Der ADI/TDI stellt einen Grenzwert 
für die Langzeit-Exposition von VerbraucherInnen dar und wird in mg/kg 
Körpergewicht angegeben. 
ARfD steht für "Akute Referenzdosis" und gibt laut Definition der WHO die 
Menge eines Stoffes an, die VerbraucherInnen bei einer Mahlzeit oder bei 
mehreren Mahlzeiten über einen Tag ohne erkennbares Gesundheitsrisiko 
mit der Nahrung aufnehmen können. Der ARfD stellt somit einen Grenz-
wert für die Kurzzeit-Exposition von VerbraucherInnen dar. Ein ARfD-Wert 
wird nicht für jeden Wirkstoff festgelegt, sondern nur für jene, die laut den 
Kriterien der zuständigen Gremien in ausreichender Menge geeignet sind, 
die Gesundheit schon bei einmaliger Exposition zu schädigen [23].  
Mitunter kann die Aufnahme von kumulierenden Stoffen (z.B. Schwer-
metallen) von Tag zu Tag schwanken. In diesen Fällen hat sich die Verwen-
dung eines dem ADI analog zu gebrauchenden „Provisional Tolerable 
Weekly Intake” (PTWI) bewährt, worunter man die vorläufig duldbare 
wöchentliche Aufnahmemenge von Kontaminanten oder Rückständen in 
Lebensmitteln in mg/kg Körpergewicht versteht. 
Die Grenzwerte dürfen nicht als absolute Unbedenklichkeitsgarantien 
angesehen werden, die sie nicht sind. Die Festlegung von rechtlich verbind-
lichen Grenzwerten ist eine politische Entscheidung unter Berücksichtigung 
naturwissenschaftlicher Erkenntnisse, aber auch anderer Belange. 
Risikobewertung von Nährstoffen 
Die Risikobewertung von Vitaminen und Mineralstoffen unterscheidet sich 
wesentlich von der Bewertung chemischer Rückstände oder Kontami-
nanten. Während für letztere das Minimierungsprinzip gilt, ist die Risiko-
bewertung von essentiellen Nährstoffen komplexer [7, 24, 25, 26]. Bei 
ihnen muss sowohl das Risiko einer Unter- als auch einer Überversorgung 
berücksichtigt werden (Abbildung 3). Das herkömmliche Verfahren zur 
Sicherheitsbewertung von Chemikalien in Lebensmitteln, unter Ein-
beziehung der Charakterisierung der Gefahr anhand detaillierter toxiko-
logischer Bewertung von Tierversuchen, Festlegung eines No Observed 
Adverse Effect Level (NOAEL) oder Lowest Observed Adverse Effect Level 
(LOAEL) und Ableitung eines ADI-Wertes unter Berücksichtigung geeigne-
Nutzen-Risiko-Analysen von Mikronährstoffen 
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ter UF kann deshalb generell nicht auf Nährstoffe angewendet werden. Da 
die Aufnahme eines Mikronährstoffes in einem bestimmten Bereich zur 
Aufrechterhaltung der Gesundheit lebensnotwendig ist, kann es in vielen 
Fällen schon zu Mangelerscheinungen kommen, wenn so große UF wie sie 
gewöhnlich zur Ableitung des ADI-Wertes für Zusatzstoffe und Kontami-
nanten verwendet werden, auch für Mikronährstoffe angewandt würden. 
Um diesen Unterschied gegenüber dem klassischen ADI herauszustellen, 
wurde alternativ sowohl von der US National Academy of Sciences als  
auch dem Wissenschaftlichen Lebensmittelausschuss der EU der Begriff  
„Tolerable Upper Intake Level (UL)“ bzw. sog. sichere Gesamttageszufuhr 
eingeführt [27, 28].  
 
 
Abbildung 3: Risikobewertung von essentiellen Nährstoffen. 
Legende: EAR = Estimated Average Requirement. Der geschätzte durchschnittliche 
Bedarf (EAR) ist die Aufnahme für einen Nährstoff, bei der die Bedürfnisse von 
50 Prozent der Bevölkerung erreicht werden können. RDA = Recommended Daily 
Allowances. Empfohlene tägliche Zufuhr (RDA) eines Nährstoffs, die als ausreichend 
angesehen wird, um den Anforderungen fast aller (97-98%) gesunden Personen in 
den einzelnen Altersgruppen und Geschlecht zu entsprechen. Weitere Erläute-
rungen s. Text.  
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Der UL ist die tägliche maximale Gesamtzufuhr eines Nährstoffes aus allen 
Quellen, die bei chronischer Aufnahme kein gesundheitliches Risiko 
darstellt [27]. 
Im Unterschied zu Kontaminanten besteht bei essentiellen Nährstoffen 
auch das Risiko von Mangelerscheinungen durch eine zu niedrige Zufuhr. 
Eine sichere Gesamtzufuhr eines Mikronährstoffes umfasst den Bereich, 
der zwischen der empfohlenen Zufuhr (RDA) und der höchsten sicheren 
Zufuhr (UL) liegt. Dieser Bereich kann von Nährstoff zu Nährstoff erheblich 
variieren. Während einige Nährstoffe (wie z.B. die Vitamine A und D, Zink 
oder Selen) eine geringe therapeutische Breite haben und rasch toxische 
Nebenwirkungen auslösen, kommt es bei anderen Stoffen (z.B. Nicotin-
amid) erst bei höheren Überschreitungen des RDA zu unerwünschten 
Wirkungen. So wurden bei der Ableitung des UL für jeden Nährstoff 
bestimmte Endpunkte gewählt:  
Beispielsweise wurde bei Selen vom SCF bzw. der EFSA als Endpunkt die 
Selenintoxikation (Selenosis) nach chronischer Aufnahme gewählt, wobei 
der NOAEL anhand der Daten an Menschen 850 μg betrug und bei einem 
UF von 3 ein UL von 300 μg festgelegt wurde. Als die kritischsten bzw. 
empfindlichsten Indikatoren für eine überhöhte Molybdänzufuhr erwiesen 
sich im Tierversuch Reproduktions- und Entwicklungsstörungen bei der 
Ratte, so dass sich für die Übertragung der Daten auf den Menschen mit 
einem UF von 100 ein UL von 600 μg ergab. Vergleicht man die abge-
leiteten ULs des SCF/EFSA mit denen des US Institute of Medicine (IOM), so 
ergeben sich teilweise erhebliche Unterschiede (Tabelle 1).  
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Tabelle 1: Vergleich der abgeleiteten Tolerable Upper Intake Levels (UL) und 
verwendeten Unsicherheitsfaktoren (UF) für einige Mineralstoffe vom Scientific 
Committee on Food (SCF) bzw. der European Food Safety Authority (EFSA) und dem 








Selen µg 300 3 400 2 
Molybdän µg 600 100 2000 30 
Magnesium mg 250 1 350 1 
Eisen mg - - 45 1,5 
Jod µg 600 3 1100 1,5 
Zink mg 25 2 40 1,5 
Kupfer mg 5 2 10 1 
Calcium mg 2500 1 2500 2 
 
Für einige Mineralstoffe und Spurenelemente war es bislang nicht möglich, 
einen UL abzuleiten: 
• Bei Mangan, Natrium, Kalium, Silicium (Tiere) und Phosphor wurden 
zwar nachteilige Effekte identifiziert, aber es fehlt eine Dosis-
Wirkungs-Beziehung.  
• Bei Vanadium, Eisen, Chrom und Nickel liegen zu wenige Daten vor; 
nachteilige Effekte sind aber möglich. 
Das Fehlen von UL für bestimmte Stoffe darf nicht zu der Interpretation 
führen, dass es keine nachteiligen Effekte gibt und man infolgedessen 
unbegrenzte Mengen aufnehmen kann [6, 9, 27].  
Ursache allein ist nicht nur der Mangel an vorzugsweise menschlichen 
Daten, so dass wegen der bestehenden Unsicherheiten von den verschie-
denen nationalen und internationalen Gremien bei der Festlegung von ULs 
sehr unterschiedliche UF eingesetzt wurden. Gewöhnlich existieren nur 
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wenige Daten aus kontrollierten Studien an Menschen über nachteilige 
Wirkungen oder exzessive Aufnahmen von essentiellen Nährstoffen, und, 
falls vorhanden, beziehen sich diese nur auf akute oder kurzfristige Belas-
tungen. Daten über Nebenwirkungen am Menschen stammen meistens 
aus einzelnen Fallberichten und Studien nach therapeutischer Verwendung 
hoher Dosen oder durch missbräuchliche Anwendung von Nahrungs-
ergänzungsmitteln und sind insgesamt nur von begrenzter Aussagekraft. 
Folglich ist es in der Regel auch nicht möglich, einen chronischen LOAEL 
oder NOAEL an Menschen mit ausreichend großer Genauigkeit zu bestim-
men. Keinesfalls ist es sinnvoll, wenn der UL eines Nährstoffes kleiner als 
der RDA ist [22, 25, 29, 30]. 
Eine weitere wesentliche Ursache für die Unsicherheiten bei der Risiko-
bewertung von Nährstoffen liegt in der Natur der Nährstoffe selber. Bei 
Nicht-Nährstoffen geht man davon aus, dass sie keine physiologische Rolle 
haben, die Möglichkeit der Entgiftung im Stoffwechsel besteht, die nicht 
spezifisch für die Chemikalie ist, allgemein keine gegenseitige Abhängigkeit 
bei der Exposition zu anderen Chemikalien oder Nährstoffen besteht und 
das Risiko von schädlichen Effekten bei niedriger Aufnahme nicht größer 
wird. 
Nährstoffe sind verschieden; sie besitzen charakteristische biochemische 
und physiologische Rollen, und die biologischen Organismen haben 
spezifische und selektive Mechanismen entwickelt, um die Nährstoffe 
selbst zu akquirieren, aufzunehmen, systematisch zu verteilen, zu ver-
stoffwechseln und zu regulieren. Dabei gibt es Unterschiede, die vom 
Geschlecht, Alter, besonderen physiologischen Bedingungen wie Schwan-
gerschaft und Ernährungsgewohnheiten abhängen, weshalb auch unter-
schiedliche RDAs für die verschiedenen Altersgruppen und Geschlechter 
angegeben sind [24, 25, 31]. Diese homöostatischen Mechanismen reagie-
ren sowohl auf Abweichungen der Aufnahme unter und über den physio-
logischen Bedarf [32]. Gesundheitlich nachteilige Effekte können sich 
sowohl bei einer zu niedrigen (Mangel) als auch zu hohen Aufnahme 
(Toxizität) ergeben (Abbildung 4).  
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Abbildung 4: Akzeptabler Bereich oraler Zufuhr (mod. nach WHO, 2002 [32]). 
Legende: Theoretische Dosis-Wirkungskurve für verschiedene Effekte, die mit zu 
niedriger bzw. zu hoher Zufuhr eines essentiellen Nährstoffs auftreten können. Das 
untere Ende der Kurve für kritische Effekte in Bezug auf Mangel (Kurve 3) und 
Toxizität (Kurve 6) definiert den Bereich der akzeptablen oralen Zufuhr, die mit 
normalem Funktionieren homöostatischer Prozesse einhergeht. 
 
Dabei ist der Verlauf der Dosis-Wirkungskurve bei übermäßiger und 
unzureichender Aufnahme abhängig von der Effizienz der Homöostase und 
möglicherweise auch von der gegenseitigen Abhängigkeit der Nährstoffe 
bei der Zufuhr und im Stoffwechsel (beispielsweise die Wirkungen von 
Aminosäuren im Zinkmangel oder die Interaktionen von Eisen und Zink bei 
der Absorption). Bei der Risikobewertung von Nährstoffen ist deshalb 
auf solche Confounder (Störgrößen) zu achten [29]. Einer besonderen 
Homöostase unterliegen die essentiellen Spurenelemente wie Eisen, Zink 
und Kupfer, sei es bei der kontrollierten Aufnahme, z.B. über Transferrin 
(Eisen) oder Ionenkanäle, deren Bindung an intrazelluläre Speicher-
proteine, z.B. bei Eisen an Ferritin oder von Zink und Kupfer an  
Metallothioneine oder bei der gezielten Ausschleusung über spezifische 
Proteine. Die Verteilung von Eisen ist im Organismus streng kontrolliert 
[33, 34]. Größere Abweichungen können zu oxidativen DNA-Schäden und 
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Genmutationen führen [35, 36]. Ähnliches gilt für Kupfer [34, 37]. Auch 
führt ein Zinkdefizit zu vermehrten DNA-Schäden. Betroffen ist vor allem 
die DNA-Transkription, bei der sogenannte „Zinkfinger-Regionen“ an die 
DNA binden [38]. Dabei können solche „Zinkfinger“-DNA-Reparatur-
proteine auch durch Selen inaktiviert werden [39]. Neue Erkenntnisse 
belegen, dass diese essentiellen Spurenelemente durch epigenetische 




Abbildung 5: Regulation der Genomstabilität durch essentielle Mineralstoffe (mod. 
nach Chen 2009 [42]). 
 
So spielen diese Elemente als Kofaktoren oder struktureller Bestandteil 
wichtiger antioxidativer Abwehrproteine und DNA-Reparaturenzyme bei 
der Regulierung von DNA-Reparaturmechanismen, Zellteilung und 
-differenzierung sowie beim Zelltod (Apoptose) eine entscheidende Rolle. 
Dabei kann es sowohl durch Mangel als auch durch eine übermäßige 
Zufuhr zu Veränderungen der Genomstabilität kommen [40, 41, 42, 43]. 
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Die Ergebnisse einer Bevölkerungsstudie weisen darauf hin, dass mindes-
tens neun Mikronährstoffe die Genomstabilität beeinflussen [44].  
Während der Studie wurden bei 190 gesunden Personen (Durchschnitts-
alter 47,8 Jahre) die Ernährung und die Genomschädigungen in Lymphozy-
ten analysiert. Die Ergebnisse zeigten, dass eine gesteigerte Zufuhr von 
Calcium, Folsäure, Niacin, Vitamin E, Vitamin A und Beta-Carotin signifikant 
mit erhöhter Genomstabilität assoziiert ist. Pantothensäure, Biotin und 
Riboflavin hingegen sorgten für eine erhöhte Instabilität. Offensichtlich ist 
eine Balance zwischen ausreichender Versorgung und Überversorgung 
notwendig, um das zelluläre System an Schutzmechanismen gegenüber 
DNA-Schäden aufrecht zu erhalten. Inwieweit hier neue Ansätze zur 
Etablierung optimaler Mikronährstoffmengen und Ernährungsmuster zur 
Prävention von Krebs und anderen chronischen Erkrankungen möglich 
sind, bedarf der weiteren Forschung [45, 46, 47]. 
Ableitung von Höchstmengen von 
Mikronährstoffen zur Anreicherung von 
Lebensmitteln und zu Nahrungsergänzungs-
mitteln – Frage der Balance 
Obgleich bislang verschiedene Modelle zur Ableitung von Höchstmengen 
für den Zusatz von Vitaminen und Mineralstoffen zu Lebensmitteln vorge-
schlagen wurden, gibt es offensichtlich bis heute kein ideales Modell, nach 
dem die EU Kommission als Risikomanager endgültige Höchstmengen 
hätte festlegen können [5, 6, 8, 9, 10, 11, 12, 13]. Theoretisch müsste die 
optimale Nährstoffaufnahme am Schnittpunkt des maximalen Nutzens und 
der minimalen Toxizität bestimmt werden – und das für jeden Nährstoff 
unter Berücksichtigung der Prävalenz der unterversorgten und über-
versorgten Gruppen [24]. Dies in der Praxis umzusetzen ist angesichts der 
Problematik der oft schon guten Versorgung der Anwender von Nahrungs-
ergänzungsmitteln jedoch sehr schwierig [48, 49, 50, 51].  
Im Folgenden soll die Problematik an 3 Modellen vorgestellt werden, dem 
BfR-Modell, dem ERNA-Modell und dem ILSI-Modell [6, 8, 9, 12, 52]. 
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Das BfR-Modell 
Das BfR-Modell (BfR steht für Bundesinstitut für Risikobewertung) verfährt 
bei der Ableitung von Höchstmengen für den Zusatz von Vitaminen und 
Mineralstoffen zu Lebensmitteln folgendermaßen: 
Ausgangsbasis ist die Bevölkerungsgruppe mit der höchsten Aufnahme 
(Z95). Die Differenz zwischen der höchsten Aufnahme und dem UL ergibt 
die jeweilige Restmenge (R) der Vitamin- und Mineralstoffaufnahme, die 
für eine sichere zusätzliche Zufuhr durch Nahrungsergänzungsmittel und 
angereicherte Lebensmittel zu Verfügung steht. Die Höhe des Anteils, der 
Nahrungsergänzungsmitteln an dieser für eine zusätzliche Zufuhr zur 
Verfügung stehenden Restmenge zugebilligt wird, ist frei wählbar. Er kann 
jeweils zwischen 0 und 100% liegen, wobei die Summe beider Anteile 
jedoch 100% nicht überschreiten darf. 
Da VerbraucherInnen möglicherweise mehrere Nahrungsergänzungsmittel 
oder angereicherte Lebensmittel aufnehmen, wurde ein Expositionsfaktor 
(EF) bestimmt. Ziel des BfR-Modells war, die Vermeidung einer Zufuhr 
oberhalb des ULs sowie eine Erhöhung der Zufuhr bei unterversorgten 
Personen zu erreichen [6, 9]. 
Das BfR-Modell hat aufgrund der aufgezeigten Unsicherheiten bei der 
Ableitung von ULs und der fehlenden Angaben über tatsächliche Exposi-
tionen einiger Nährstoffe einen sehr konservativen Ansatz („worst case 
szenario“). Entscheidend ist, dass vom UL die oberste Perzentile der 
Zufuhrmenge abgezogen wird, die den „safe range of additional intake“ 
angibt (Abbildung 6). Dieser sichere Bereich wird auf angereicherte  
Lebensmittel und Supplemente aufgeteilt. 
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Abbildung 6: Konzept eines sicheren Zufuhrbereiches aus allen Quellen der 
Nahrungsaufnahme einschließlich Supplementen. 
Legende: Z95 = gegenwärtige hohe Aufnahme (95. Perzentile) aus der normalen 
Nahrung (ohne Supplemente und angereicherte Lebensmittel). Die Summe der 
tolerierbaren Gesamtzufuhr eines Vitamins oder Mineralstoffes über angereicherte 
Lebensmittel und Supplemente sollte den UL nicht überschreiten. Weitere Erläute-
rungen s. Text. 
Das ERNA-Modell 
Das ERNA-Modell (ERNA steht für European Responsible Nutrition Alliance) 
berücksichtigt Supplemente, aber keine angereicherten Lebensmittel. Es 
basiert auf der Ableitung eines bevölkerungsbasierten Sicherheitsindex 
(PSI) für Vitamine und Mineralstoffe. Aufgrund der unterschiedlichen 
Sicherheitsspanne werden die Nährstoffe in die Risikokategorien A, B und 
C eingeteilt: 
 In Kategorie A fallen Stoffe ohne Risiko, für die kein UL festgelegt 
wird. Dazu gehören Vitamin B1, B2, Biotin, Pantothensäure, Vitamin 
K und Chrom. Das ERNA-Modell hält Höchstmengen (Maximum Safe 
Level, MSL) für Stoffe der Kategorie A nicht erforderlich. 
 Kategorie B enthält Stoffe mit einem geringen Risiko, den UL zu 
überschreiten. Dazu zählen Vitamin B6, Vitamin C, D und E, Folsäure, 
Nicotinamid, Phosphor, Magnesium, Molybdän und Selen. Die  
UL 
Sicherer Zufuhrbereich  





Zufuhr aus  
Nahrung  
Z95 
“Safe range of  
additional intake” 
Toxizität Mangel 
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Ableitung der Höchstmengen erfolgt, indem die Zufuhr mit einem 
Faktor multipliziert wird und die Differenz zum UL gebildet wird. 
 Für Stoffe der Kategorie C mit einem potenziellen Risiko bei hohem 
Verzehr schlägt das ERNA-Modell Höchstmengen (MSL) vor, die sich 
am RDA orientieren. In diese Kategorie gehören Vitamin A, 
ß-Carotin (Raucher), Calcium, Kupfer, Fluorid, Jod, Eisen, Mangan 
und Zink [6, 12]. 
Das ILSI-Modell 
ILSI-Modell (ILSI steht für International Life Sciences Institute) beschränkt 
sich bei der Ableitung von Höchstmengen für den Zusatz von Vitaminen 
und Mineralstoffen ausschließlich auf energiebezogene Lebensmittel. Es 
eignet sich nicht für Supplemente oder energiefreie Lebensmittel [8]. Das 
ILSI-Modell ist nur eingeschränkt anwendbar. Es bietet ebenso wenig wie 
das BfR-Modell eine Lösung für Nährstoffe, für die weder SCF/EFSA noch 
FNB einen UL abgeleitet haben oder keine ausreichenden Daten über die 
Nährstoffzufuhr vorhanden sind. Des Weiteren gibt es keine Antwort auf 
die Frage nach den Höchstmengen für Nahrungsergänzungsmittel und für 
energiearme Lebensmittel, wie z.B. Erfrischungsgetränke. Die Formeln 
können auch nicht angewendet werden, wenn die Zufuhr in der höchsten 
Perzentile über dem UL liegt, wie bei Vitamin A der Fall. Der Faktor PFFn 
(Prozentsatz der anreicherungsfähigen Lebensmitteln) muss regelmäßig an 
die sich verändernde Marktsituation angepasst werden. Kritisiert wird 
außerdem, dass bei der Ableitung der Höchstmengen nicht UL-Werte von 
Kindern, Schwangeren und Stillenden als empfindliche Verbraucher-
gruppen berücksichtigt wurden [10]. 
Ein spezielles Problem sind die unterschiedlichen Zufuhrdaten der ver-
schiedenen Modelle. ERNA- und ILSI-Modell gründen ihre Berechnungen 
auf der Basis von Gesamtzufuhrmengen. Das BfR-Modell verwendet 
dagegen die Perzentile der Bevölkerungsgruppe mit dem höchsten  
Verzehr. Aufgrund dessen kommen die verschiedenen Modelle zu unter-
schiedlichen Höchstmengenvorschlägen (vgl. Tabelle 2).  
Ein hohes Schutzniveau für die gesamte Bevölkerung kann nur dann erzielt 
werden, wenn die Gruppen der Bevölkerung, die bereits über die übliche 
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Ernährung hohe Nährstoffzufuhren erreichen, als Basis für die Höchst-
mengenableitung herangezogen werden [9, 12].  
Tabelle 2: Höchstmengenvorschläge für ausgewählte Mineralstoffe in Nahrungs-









Calcium (mg) 1000-1500 500 2500 1000 
Magnesium (mg) 250 250 250 400 
Phosphor (mg) 1250 250 - 700 
Eisen (mg) 14-20 0 - 15 (Frauen) 
Zink (mg) 10-15 2,25
a
 25 10 
Kupfer (mg) 1-2 0 5 1-1,5
c
 
Jod (µg) 150-200 100 600 200 
Chrom (µg) -
*
 60 - 30-100
c
 
Mangan (mg) 2 0 - 2-5
c
 





Selen (µg) 200 25-30 300 30-70
c
 
Legende: ERNA, European Responsible Nutrition Alliance; EHPM, European 
Federation of Associations of Health Product Manufactures; BfR, Bundesinstitut für 
Risikobewertung; UL, Tolerable Upper Intake Level; D-A-CH, PRI, Bevölkerungs-
referenzwerte 
* keine Höchstmenge festgelegt, da im ERNA/EHPM Modell kein Beleg für ein 
Risiko bei gegenwärtiger Aufnahme gesehen wird 
a
 keine Supplemente für Kinder und Jugendliche unter 18 Jahren 
b




Da die Tolerable Upper Intake Levels (ULs) von Vitaminen und Mineral-
stoffen für Kinder und für Erwachsene in beträchtlichem Umfang differie-
ren, ist daher bei Nahrungsergänzungsmitteln und angereicherten Lebens-
mitteln jeweils die Festsetzung separater Höchstmengen für beide Alters-
gruppen notwendig. Dies gilt um so mehr, da Kinder als die vulnerabelste 
Gruppe im Verhältnis zu den ULs hohe Zufuhrwerte insbesondere von 
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Vitamin A, Zink, Jod, Kupfer und Magnesium aufwiesen [53]. Aus pragmati-
schen Überlegungen sollte deshalb so vorgegangen werden, dass für 
Nahrungsergänzungsmittel jeweils getrennte Höchstmengen für Kinder 
und Erwachsene festgesetzt werden, während bei angereicherten Lebens-
mitteln auf eine getrennte Festsetzung verzichtet wird und die Höchst-
mengen an den Schutzbedürfnissen für Kinder ausgerichtet werden. 
Gesundheitliche Risiken durch Magnesium, Eisen 
und Selen? 
Magnesium – Unterschiede zu Arzneimitteln 
Der SCF hat auf Basis eines NOAEL von 250 mg/Tag unter Verwendung 
eines UF von 1 einen Tolerable Upper Intake Level (UL) von 250 mg/Tag 
für den Zusatz von Magnesiumverbindungen zu Lebensmitteln des allge-
meinen Verzehrs einschließlich Nahrungsergänzungsmittel abgeleitet. 
Nach Einschätzung des BfR besteht für Magnesium bei der Verwendung 
in Nahrungsergänzungsmitteln ein mäßiges Risiko für unerwünschte 
Wirkungen. So kann es bei hoher Dosierung von Magnesium (> 250 
mg/Tag) zu osmotisch bedingten Durchfällen kommen, die allerdings 
reversibel sind. Das BfR empfiehlt für Nahrungsergänzungsmittel eine 
Höchstmenge von 250 mg festzulegen, wobei diese zulässige Tagesdosis 
auf 2 Einnahmen pro Tag verteilt werden sollte [9]. Im Unterschied zu 
magnesiumhaltigen Arzneimitteln müssen solche Nahrungsergänzungs-
mittel sicher sein und dürfen auch keine Nebenwirkungen aufweisen  
(„Zu Risiken und Nebenwirkungen lesen Sie die Packungsbeilage und 
fragen Sie Ihren Arzt oder Apotheker“ gilt nicht für Lebensmittel!).  
Mengenmäßig eignen sie sich deshalb auch nur zur Deckung eines norma-
len und erhöhten Bedarfes, nicht jedoch zur Beseitigung von Mangel-
zuständen. 
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Eisen – erhöhtes Risiko von chronischen Erkrankungen bei 
Überladung 
Die vorgeschlagenen Höchstmengen des BfR- und des ERNA-Modells 
differieren teilweise erheblich (Tabelle 2). Für Eisen nennt das ERNA-
Modell einen Höchstwert von 14-20 mg, das BfR-Modell dagegen keinen. 
Dies hat folgenden Hintergrund: Die EFSA konnte aufgrund der bestehen-
den Unsicherheiten für Eisen keinen UL ableiten [54]. Eisen birgt mehrere 
gesundheitliche Risiken: Es zeigt ab einer Dosis von 20-60 mg/kg KG akute 
toxische Wirkungen und führt zu gastrointestinalen Nebenwirkungen 
(Obstipation, Völlegefühl, Übelkeit, Durchfall, Erbrechen). Zudem ist es ein 
starkes Oxidans und wirkt als freies Eisen zelltoxisch. Darüber hinaus wird 
Eisen als Promotor von kardiovaskulären und neurodegenerativen Erkran-
kungen sowie Krebs diskutiert. Des Weiteren wird ein prooxidatives 
Zusammenwirken mit den Vitaminen A, C und E vermutet. Gefährdet sind 
insbesondere gesunde erwachsene Männer über 30 Jahre, postmeno-
pausale Frauen, Personen im höheren Lebensalter und Menschen mit 
hereditärer oder sekundärer Hämochromatose [55, 56].  
Das Food and Nutrition Board (FNB) hatte für Erwachsene einen UL von 
45 mg/Tag abgeleitet, der auf akuten unerwünschten Effekten, jedoch 
reversiblen gastrointestinalen Effekten durch Einnahme von Eisentabletten 
basiert. Da in den USA 25% der Männer zwischen 31 und 50 Jahren  
Ferritinkonzentrationen > 200 μg/L aufweisen (in den Altersgruppen > 50 
Jahre liegt die Prävalenz sogar höher), was als Risikofaktor für kardio-
vaskuläre Erkrankungen angesehen wird, hielt es das FNB für sinnvoll, 
Männern und postmenopausalen Frauen von der Einnahme von Eisen-
supplementen und hoch angereicherten Lebensmitteln abzuraten [57]. 
Das FNB spricht sich damit eindeutig gegen eine unkontrollierte Eisen-
zufuhr über Supplemente und angereicherte Lebensmittel aus. Aus diesem 
Grunde entschied sich das BfR für die Empfehlung, eine Supplementierung 
von Eisen nur unter ärztlicher Kontrolle durchzuführen [56]. 
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UL von 300 μg Selen pro Tag sicher? 
Im Jahr 2000 hatte der SCF für Selen einen UL für Erwachsene von 300 µg 
aus allen Quellen abgeleitet. Aktuelle Studienergebnisse geben jedoch 
Hinweise dafür, dass bereits Zufuhrmengen unterhalb des UL (200 µg/Tag) 
mit negativen gesundheitlichen Wirkungen einhergehen könnten: 
So wurde eine randomisierte, placebo-kontrollierte Studie (Selenium and 
Vitamin E Cancer Prevention Trial [SELECT]) mit 35.533 Männern ≥ 50 
Jahre, die über mindestens 7 und maximal 12 Jahre entweder Selen 
(200 µg als Selenomethionin) oder Vitamin E (400 IU = 268 mg als all-rac-α-
Tocopherylacetat) oder eine Kombination von beiden Stoffen einnehmen 
sollten, 2 Jahre vor dem geplanten Ende abgebrochen, weil durch die 
Supplementierung kein Nachweis für eine präventive Wirkung von Selen 
und/oder Vitamin E auf die Entstehung von Prostatakrebs erbracht werden 
konnte. Stattdessen wurde ein statistisch nicht signifikantes leicht erhöh-
tes Risiko für Prostatakrebs in der Vitamin-E-Gruppe und für Typ-II-
Diabetes in der Selengruppe beobachtet; in dem Kombinationsarm (Selen + 
Vitamin E) wurden diese Risikoerhöhungen nicht festgestellt [58]. 
Auch aus anderen Studien gibt es Hinweise dafür, dass Selenkonzen-
trationen im Serum > 120 ng/mL bzw. die zusätzliche tägliche Einnahme 
von 200 µg Selen über mehrere Jahre bei Menschen, die ausreichend mit 
diesem Spurenelement versorgt sind, mit einem erhöhten Diabetesrisiko 
einhergehen [59, 60]. In einer neueren klinisch kontrollierten Studie zeigte 
sich jedoch nach sechsmonatiger Supplementierung (100 – 300 µg/Tag) bei 
älteren Probanden mit einem niedrigen Selenstatus kein diabetogener 
Effekt [61]. 
Ferner wird berichtet, dass in ausreichend mit Selen versorgten Bevölke-
rungen ein Zusammenhang zwischen hohen Serumselenkonzentrationen 
und erhöhten Konzentrationen an Gesamtcholesterin, Triglyceriden sowie 
Apolipoprotein B und A-1 bzw. erhöhtem kardiovaskulärem Risiko beo-
bachtet wurde [62, 63]. Die Mechanismen einer möglichen selenabhän-
gigen Risikoerhöhung für die Entstehung von Diabetes oder anderen 
chronischen Erkrankungen wie Krebs oder kardiovaskuläre Erkrankungen 
sind komplex [64]. Das Vorliegen eines U-förmigen Verlaufs deutet auf 
einen dualen Charakter der Selenwirkung hin [63]. Die vorliegenden Daten 
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reichen nicht aus, um eine quantitative Risikobewertung durchzuführen. 
Diese Studien deuten jedoch darauf hin, dass der bisher gültige UL 
(300 µg/Tag) für die Langzeitzufuhr von Selen keine ausreichende Sicher-
heit bietet. Es sind weitere kontrollierte Studien zur Aufklärung der 
Ursachen und zur Ermittlung einer Dosis-Wirkungs-Beziehung notwendig, 
bevor eine Neuableitung des UL erfolgen kann. Aus Sicht des gesundheit-
lichen Verbraucherschutzes erscheint es daher geboten, die Höchst-
mengen für Supplemente und angereicherte Lebensmittel so festzulegen, 
dass insgesamt nicht mehr als 200 µg Selen pro Tag aufgenommen werden.  
Es ist die Aufgabe von Risikomanagern anhand der von verschiedenen 
nationalen und internationalen Gremien gemachten Vorschläge für 
Höchstmengen von Vitaminen und Mineralstoffen letztlich zu entscheiden, 
wie diese zum Zwecke der Anreicherung von Lebensmitteln und für 
Supplemente aufgeteilt werden sollen, um die Bevölkerung vor nach-
teiligen gesundheitlichen Wirkungen zu schützen. „Viel hilft nicht viel“ - es 
muss entschieden werden, ob Nährstoffe ohne (bisher!) unerwünschte 
Wirkungen unbegrenzt oder nach ernährungsphysiologischen Gesichts-
punkten zugesetzt werden sollten. 
Integrierte Nutzen-Risiko-Abschätzung von 
Lebensmitteln 
Optimale Ernährung spielt eine wichtige Rolle bei der Vorbeugung von 
Krankheiten. Somit ist die Nutzen- und Risikoanalyse für Lebensmittel eine 
absolute Notwendigkeit für die öffentliche Gesundheit. Bei der Bewertung 
von Nutzen und Risiken von Lebensmitteln bestehen beträchtliche Unter-
schiede, da Empfehlungen oftmals nur auf einer subjektiven Beurteilung 
beruhen. In der Vergangenheit wurden Risiken und Nutzen getrennt 
bewertet, wobei die Risikobewertung hauptsächlich von Toxikologen 
durchgeführt wurde und die Bewertung von Nutzen mehr in den Händen 
von Epidemiologen und Ernährungswissenschaftlern lag [17]. Zusätzliche 
positive gesundheitliche Effekte hinsichtlich der Prävention von Krank-
heiten, aber auch die messbare Reduzierung von negativen Effekten 
werden bei den meisten herkömmlichen Verfahren der Risikobewertung 
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außer Acht gelassen, können aber in einer integrativen Nutzen-Risiko-
Abschätzung in Betracht gezogen werden [14, 15]. 
In ihrem Leitliniendokument empfiehlt die EFSA ein dreistufiges Verfahren, 
bestehend aus: einer Erstbewertung, um festzustellen, ob eine Risiko-
Nutzen-Bewertung tatsächlich notwendig ist bzw. ob die gesundheitlichen 
Risiken gegenüber den Vorteilen deutlich überwiegen (oder umgekehrt); 
eine verfeinerte Analyse, die darauf zielt, Schätzungen von Risiken und 
Nutzen für maßgebliche Aufnahmewerte zu quantifizieren; und schließlich 
ein umfassender Vergleich von Risiken und Nutzen, um die gesundheit-
lichen Nettoauswirkungen bestimmter Lebensmittel bewerten zu können. 
Dabei sollte die Risiko-Nutzen-Bewertung auf klar definierten Zielen 
beruhen, die vorab zwischen den Risiko-Nutzen-Bewertern und den 
Entscheidungsträgern zu vereinbaren sind. Bei dem Verfahren geht es 
dabei ausschließlich um die Abwägung der Risiken und Vorteile für die 
menschliche Gesundheit und nicht um andere, für Entscheidungsträger 
ebenfalls relevante Aspekte wie soziale, wirtschaftliche, ökologische oder 
ethische Faktoren [14]. 
Nutzen-Risiko-Abschätzung - Definition 
Der Prozess der Nutzen-Risiko-Analyse sollte sich widerspiegeln in den 
allgemeinen Prinzipien der Risikoanalyse [21, 22] und deshalb aus den drei 
Komponenten Nutzen-Risiko-Bewertung, Nutzen-Risiko-Management und 
Nutzen-Risiko-Kommunikation bestehen [14, 15]. Analog zu den einzelnen 
Schritten der Risikobewertung wurden für die Nutzen-Bewertung folgende 
Begriffe vorgeschlagen (Abbildung 7): 
 Identifizierung der positiven gesundheitlichen bzw. reduzierten  
negativen gesundheitlichen Effekte 
 Charakterisierung der positiven gesundheitlichen bzw. reduzierten 
negativen gesundheitlichen Effekte (Dosis-Wirkungs-Beziehungen) 
 Expositionsabschätzung 
 Nutzen-Charakterisierung 
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Abbildung 7: Nutzen-Risiko-Abschätzung (nach EFSA 2010 [14]). 
 
Beispiele in denen eine Nutzen-Risiko-Abschätzung angezeigt ist können 
sein: 
• Dieselbe Substanz oder Lebensmittelbestandteil hat das Potential 
für sowohl positive als auch negative gesundheitliche Effekte  
a) in derselben Gruppe von Personen – z.B. Selen, Eisen,  
Phytosterole. 
b) in verschieden Gruppen von Personen – z.B. Anreicherung 
von Mehl mit Folsäure, wobei die Prävention von Neural-
rohrdefekten des ungeborenen Kindes mit der möglichen 
Maskierung eines Vitamin B12-Mangels bei älteren Personen 
verglichen werden soll [19]. 
• Dasselbe Lebensmittel enthält Substanzen, die negative, und Sub-
stanzen, die positive gesundheitliche Effekte in derselben Bevölke-
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rungsgruppe hervorrufen können – Beispiel: mit Umwelt-
schadstoffen belastete Frauenmilch. 
• Dasselbe Lebensmittel enthält Substanzen, die negative gesundheit-
liche Effekte in einer Bevölkerungsgruppe haben können, und  
Substanzen, die positive Effekte in einer anderen Bevölkerungs-
gruppe haben können – Beispiel: Fisch (n-3-Fettsäuren, Jod, Dioxine, 
Methylquecksilber, PCBs) [16, 65, 66]. 
• Bevor neue Maßnahmen, wie Anreicherung von Lebensmitteln 
mit Nährstoffen eingeführt werden sollen – Beispiel: Folsäure,  
Fluoridierung [19]. 
• Vorliegen neuer Erkenntnisse mit großen Auswirkungen auf Risiken 
oder Nutzen einer vorhergehenden Risikobewertung, Nutzen-
bewertung oder Nutzen-Risiko-Abschätzung – Beispiel: mögliche 
Beziehung zwischen Folsäureverzehr und Kolonkrebs. 
Vor einer Nutzen-Risiko-Abschätzung sollte eine umfassende Problem-
formulierung mit dem Risikomanager vorgenommen werden, um vorher 
den Aufgabenbereich (Terms of Reference) einschließlich den Zeitplan 
abzustecken [14, 20]. Bei den meisten herkömmlichen Methoden der 
Nutzen-Risiko-Analyse werden Risiken und Nutzen getrennt voneinander 
beurteilt. Im Gegensatz dazu erfolgt die Beurteilung der Netto-Auswirkung 
von Lebensmitteln (bzw. deren Zutaten) auf die menschliche Gesundheit in 
Form einer integrativen Bewertung von Nutzen und Risiken. Hierzu wurde 
ein neues Schema für die Bewertung von Nutzen und Risiken von Lebens-
mitteln entwickelt [20]. Das Modell basiert auf einem gestuften Ansatz und 
vergleicht, falls nötig, Nutzen und Risiken unter Verwendung vereinheit-
lichender Kennzahlen wie QALY (Qualitatskorrigiertes Lebensjahr /quality 
adjusted life year) und DALY (Behinderungsbereinigtes Lebensjahr 
/disability adjusted life year). Die einzelnen Stufen unterscheiden sich 
grundlegend in der Art und Weise, wie Nutzen und Risiken in die Studie 
integriert werden. In Stufe 1 werden Nutzen und Risiken getrennt beur-
teilt, während sie in Stufe 2–4 integrativ bewertet werden, indem zuneh-
mend ausgeklügelte und verfeinerte Ansätze zur Anwendung kommen, die 
letztendlich ein Maß für die Netto-Auswirkung auf die Gesundheit liefern 
[20, 67]. 
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Als Voraussetzungen für eine erfolgreiche Nutzen-Risiko-Abschätzung 
werden erachtet: 
• Eine Nutzen-Risiko (NR)-Abschätzung mag angebracht sein, wenn 
der Verzehr einer Substanz, eines Nährstoffs, eines Lebensmittelbe-
standteils, eines Lebensmittels oder einer bestimmten Diät sowohl 
mit möglichem Nutzen als möglichen Risiken assoziiert ist. 
• Kausalität und Dosis-Wirkungsbeziehungen sollten definiert sein. 
• Verlässliche Expositionsdaten sind notwendig. 
• Die NR-Charakterisierung sollte deskriptive (narrative), semiquanti-
tative oder quantitative Daten enthalten über den Einfluss auf die 
Gesundheit von Bevölkerungen und Bevölkerungsgruppen. 
• NR-Abschätzung muss nicht (aber kann) zu Empfehlungen führen. 
• Die Kommunikation der Ergebnisse einer NR-Abschätzung an Be-
hörden oder die Öffentlichkeit muss die Einzelheiten der verwende-
ten Daten, Annahmen und Unsicherheiten enthalten, die der Ab-
schätzung zugrunde liegen, so dass die Adressaten ihre eigenen 
Schlüsse ziehen [14, 18]. 
Nutzen-Risiko-Abschätzung der Cadmiumbelastung bei 
vegetarischer Ernährung? 
Die durchschnittliche wöchentliche Aufnahme an Cadmium über Lebens-
mittel ist bei Vegetariern in der Regel höher als bei Mischköstlern. So kann 
es zur Überschreitung der von der EFSA festgelegten vorläufig tolerier-
baren maximalen Cadmiumaufnahme (Tolerable Weekly Intake, TWI) von 
2,5 μg/kg Körpergewicht pro Woche kommen. In der nicht rauchenden 
Bevölkerung ist die Ernährung die Hauptquelle von Cadmium. Besonders 
hohe Gehalte sind in Innereien, vor allem in Leber und Nieren, und Scha-
lentieren enthalten. Aber auch pflanzliche Grundnahrungsmittel wie 
Weizen oder Reis können stark belastet sein. Die höchsten Werte ermittel-
te das Scientific Panel on Contaminants in the Food Chain (CONTAM) der 
EFSA in Algen, Fisch, Meeresfrüchten und Schokolade. Aufgrund des hohen 
täglichen Konsums tragen vor allem Getreide und Getreideprodukte, 
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Gemüse, Nüsse und Samen, Kartoffeln sowie Fleisch und Fleischprodukte 
zur täglichen Cadmiumaufnahme bei. Durch eine gezielte Lebensmittel-
auswahl kann aber auch bei Vegetariern die Belastung innerhalb der 
Grenzwerte bleiben. Dennoch sind Maßnahmen zur Begrenzung der 
Risiken in der gesamten Nahrungskette erforderlich, um den Cadmium-
gehalt in Lebensmitteln so weit wie möglich zu reduzieren. 
EFSA und BfR gehen aber davon aus, dass in der Netto-Auswirkung die 
gesundheitlichen Nutzen einer pflanzenreichen Kost mit viel Vollkorn-
getreide, Obst, Gemüse und Nüssen die Risiken der Cadmiumbelastung 
übersteigen. Eine solche Ernährungsweise soll z.B. vor Übergewicht, 
Bluthochdruck, Herz-Kreislauf-Erkrankungen und möglicherweise verschie-
denen Krebsarten schützen. Außerdem senkt sie das Risiko, an Diabetes 
mellitus Typ 2 zu erkranken [68, 69]. 
Fazit 
Bei der Nutzen-Risiko-Bewertung von Mineralstoffen und anderen unver-
zichtbaren Nährstoffen bestehen z.T. noch erhebliche Unsicherheiten, 
insbesondere zu der Frage von optimalen Aufnahmemengen und deren 
Unbedenklichkeit. 
Neue Erkenntnisse über die Beteiligung von solchen Nährstoffen an der 
Aufrechterhaltung der Stabilität des Genoms sollten zur Ermittlung von 
kritischen Endpunkten und geeigneten Biomarkern umgesetzt werden, um 
den akzeptablen Zufuhrbereich genauer definieren zu können. 
Um bei dem zunehmenden Angebot von Nahrungsergänzungsmitteln 
und angereicherten Lebensmitteln ein wirksames Funktionieren des 
Binnenmarktes in Europa und gleichzeitige Sicherstellung eines hohen 
Verbraucherschutzniveaus zu garantieren, ist eine Festlegung von einheit-
lichen Höchstmengen für Vitamine und Mineralstoffe zur Vermeidung von 
unerwünschten Wirkungen durch übermäßige Zufuhr dringend erforder-
lich. 
Die Höchstmengen für Vitamine und Mineralstoffe zur Anreicherung von 
Lebensmitteln sollten nach den Vorschlägen des BfR risikobasiert sein und 
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bei Fehlen von Tolerable Upper Intake Levels (UL) sich an den Zufuhr-
empfehlungen (PRI, RDA, DACH-Referenzwerte) orientieren. 
Viel hilft nicht viel – es muss daher entschieden werden, ob Nährstoffe 
ohne (bisher!) unerwünschte Wirkungen unbegrenzt oder nach ernäh-
rungsphysiologischen Gesichtspunkten zugesetzt werden sollten. 
Bei einer integrativen Nutzen-Risiko-Abschätzung müssen Tools erarbeitet 
werden, um sowohl Risiken als auch mögliche zusätzliche Nutzen eines 
Stoffes/Lebensmittels qualitativ und quantitativ abzuwägen.  
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Zusammenfassung 
In Deutschland hat sich die Jodversorgung seit Mitte der 80er Jahre des 
letzten Jahrhunderts signifikant verbessert, wie in mehreren regionalen 
und Querschnitts-Studien gezeigt werden konnte. In der ersten nach 
epidemiologischen Kriterien bundesweit durchgeführten Studie bei Wehr-
pflichtigen, Schwangeren, Neugeborenen und Senioren (Jodmonitoring 96) 
wurde jedoch noch ein mittleres Defizit der Jodaufnahme von 30% festge-
stellt. Die im Jahre 2004 ebenfalls bundesweit durchgeführte Studie bei 
Kindern und Jugendlichen (KIGGS) erbrachte eine mittlere Jodausscheidung 
von 117 µg/L. Damit liegt Deutschland in dem von der WHO empfohlenen 
und als ausreichend bezeichneten Bereich. Definitionsgemäß hat aber 
etwa die Hälfte der Untersuchten eine Jodausscheidung von < 100 µg/L 
und damit einen Jodmangel. Nach der neuesten Diskussion zu diesem 
Thema wird der Jodmangel aber dadurch überschätzt, dass die intra-
individuellen Schwankungen der Jodausscheidung und der tatsächliche 
durchschnittliche Bedarf an Jodid nicht berücksichtigt werden. Es wird 
daher vorgeschlagen, den nach dem Institute of Medicine errechneten 
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„estimated average requirement“ (EAR) Jodbedarf zusammen mit den 
intra-individuellen Schwankungen der Jodausscheidung im Urin (Jodurie) 
zu extrapolieren und somit die Mindestmenge der Jodurie zu errechnen. 
Damit ergibt sich für Erwachsene ein cut-off von 63 µg/L und nicht 100 
µg/L. Nach diesem neuen Ansatz gibt es in Deutschland keinen Jodmangel 
mehr, mit Ausnahme möglicherweise der Schwangeren ohne zusätzliche 
Jodzufuhr. 
In letzter Zeit werden häufiger Schilddrüsen-Autoantikörper bei Gesunden 
nachgewiesen, und dies wird mit der verbesserten Jodversorgung in 
Verbindung gebracht. Die Studienlage hierzu ist jedoch kontrovers. Dieses 
Phänomen, auch wenn es mit der verbesserten Jodversorgung in Zusam-
menhang stehen sollte, ist im Vergleich zu den Vorteilen der ausreichen-
den Jodversorgung zu vernachlässigen. 
Einführung 
Etwa 92% des mit der Nahrung zugeführten Jodids wird über den oberen 
Gastrointestinaltrakt resorbiert und aktiv über den Natrium-Jod-Symporter 
in die Schilddrüsenzelle aufgenommen. Nach Oxydierung zu J
+
 durch die 
Oxydasen (DUOX 1 und 2) wird Jod an die Tyrosinreste des Thyreoglobulin 
gebunden als erste Stufe der Schilddrüsenhormon Synthese. In Abhängig-
keit vom intrathyreoidalen Jodgehalt wird mehr oder weniger Jodid 
aufgenommen, der Rest über die Niere ausgeschieden. Im Gleichgewichts-
zustand entspricht die Jodausscheidung im Urin über 24 h in etwa der 
täglichen Jodaufnahme, nur etwa 10% werden über die Galle und den 
Stuhl ausgeschieden [1]. 
Jodmangel bewirkt zunächst eine Hypertrophie der Thyreozyten und bei 
länger andauerndem Jodmangel eine Hyperplasie. Die Proliferation der 
Thyreozyten beginnt ab einem Jodgehalt unter 150 µg Jod/g Gewebe. 
Eine Struma ist somit das Zeichen eines chronischen Jodmangels und war 
historisch gesehen das erste Kriterium zur Definition von Gebieten mit 
einem endemischen Jodmangel [2]. 
Die mit einer Jodmangelernährung assoziierten Erkrankungen sind aber 
nicht nur die Struma mit und ohne Knoten, sondern vor allem mentale 
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und psychomotorische Entwicklungsstörungen bei Kindern bis hin zum 
Kretinismus. Eine Beseitigung des weltweiten Jodmangels in der Ernäh-
rung wäre die einfachste und kostengünstigste Prophylaxe dieser Erkran-
kungen, die nach WHO-Berechnungen etwa 0,04 € pro Jahr und Person 
kosten würde. Gegenwärtig leiden noch ca. 2,2 Milliarden Menschen 
weltweit an einem Jodmangel [3]. 
In Deutschland hat die tägliche Jodzufuhr durch die Bemühungen des 
Arbeitskreises Jodmangel und der Deutschen Gesellschaft für Ernährung 
(DGE) und den daraus hervorgegangenen gesetzlichen Änderungen in den 
letzten Jahrzehnten signifikant zugenommen [4]. Der Jodmangel kann am 
besten durch eine Jodsalzprophylaxe beseitigt werden, denn die Salzzufuhr 
ist, im Gegensatz zu anderen Nahrungsmitteln, am ehesten konstant. Um 
sowohl eine Unter- als auch Überversorgung der Bevölkerung zu ver-
meiden sollte jedoch die Jodversorgung durch Bestimmung der Jodurie 
regelmäßig überprüft werden [3]. Eine ausreichende Jodversorgung ist 
dann erreicht, wenn die tägliche Jodaufnahme der Bevölkerung zwischen 
150 und 300 µg pro Tag beträgt (Tabelle 1). 
Erhebungen zur Jodversorgung in Deutschland 
Die Jodversorgung einer Population wird üblicherweise über die Jod-
ausscheidung im Urin bestimmt und daraus die tägliche Jodaufnahme 
abgeleitet (Tabelle 1). Früher wurde die Jodausscheidung auf Gramm 
Kreatinin bezogen, was bei normal ernährten und gesunden Personen 
einen genaueren Wert ergibt als nur die Jodkonzentration im Spontanurin, 
allerdings bei unterernährten Personen in Entwicklungsländern zu falsch 
hohen Werte führen kann. Die Jodausscheidung im 24-h Urin wäre am 
genausten, ist aber nicht praktikabel, und daher wird für epidemiologische 
Zwecke die Jodausscheidung im Spontanurin für ausreichend erachtet [1]. 
Eine zusätzliche Methode wäre die Analyse der Jodmenge in den täglich 
verzehrten Nahrungsmitteln, was aber wiederum für größere Studien nicht 
geeignet ist. Man kann aber aus der Jodausscheidung auf die tägliche 
Jodzufuhr schließen, wie im „Jodmonitoring 96“ gezeigt wurde [5]. Die 
sonographische Bestimmung des Schilddrüsenvolumens einer Population 
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korreliert mit der durchschnittlichen chronischen Jodzufuhr sehr gut und 
besser als die Jodbestimmung im Spontanurin, wurde aber nur in wenigen 
Untersuchungen wegen des großen logistischen Aufwandes angewendet. 
Es gibt für Deutschland leider nur wenige repräsentative, epidemiologische 
Untersuchungen, in denen die Jodzufuhr bzw. Jodausscheidung in den 
verschiedenen Altersgruppen untersucht wurde. Die erste deutschland-
weite epidemiologische Untersuchung („Jodmonitoring 96“) bei Jugend-
lichen, Schwangeren und älteren Menschen wurde 1996 durchgeführt 
und hat gezeigt, dass die Jodversorgung, verglichen mit den letzten 
30 Jahren, signifikant zugenommen hat, allerdings aber noch in einem 
Bereich liegt, der nach WHO-Definition als milder Jodmangel zu bezeichnen 
ist [4, 5]. Die mittlere Jodaufnahme lag bei etwa 120-140 µg pro Tag 
(normal > 150-300 µg). Am schwerwiegendsten war aber, dass etwa 40% 
aller Neugeborenen einen Jodmangel Grad I nach WHO-Definition hatten. 
Das bedeutet für diese Kinder bereits ein höheres Risiko für eine psycho-
motorische Entwicklungsstörung [3]. 
Das früher häufig zitierte Nord-Süd-Gefälle hat sich in dieser Studie nicht 
bestätigt. Die mittlere Jodaufnahme ist in Norddeutschland identisch mit 
der in Süddeutschland. Aber es gibt starke regionale Schwankungen in der 
Jodzufuhr, ohne dass es aber Gegenden mit einem zuviel an Jodzufuhr gibt 
[5]. Dies konnte in einigen regionalen Untersuchungen bei Schulkindern 
bestätigt werden. So konnte an über 3000 Schulkindern in 128 verschiede-
nen Städten in Deutschland gezeigt werden, dass die Jodausscheidung im 
Mittel bei 148 µg/L Urin liegt, nur 6% hatten eine Jodausscheidung 
< 50 µg/L, 20% eine Jodausscheidung < 100 µg/L [6]. Die Untersuchungen 
an 591 Schulkindern aus der Region Würzburg ergaben ein ähnliches 
Resultat [7]. In der „Greifswalder Studie“ wurden vergleichbare Ergebnisse 
erzielt, die mittlere Jodausscheidung bei Schulkindern in Mecklenburg-
Vorpommern liegt bei 122 µg/L [4]. In einer Studie aus Erlangen betrug die 
mittlere Jodausscheidung bei Schulkindern 111 µg/L [8]. Bei Erwachsenen 
einer Universitätsklinik in Leipzig betrug die Jodausscheidung im Mittel 
124 µg/L [9]. Einschränkend muss allerdings dazu gesagt werden, dass 
diese Untersuchungen mit Ausnahme der Greifswalder Studie nicht nach 
streng epidemiologischen Gesichtspunkten durchgeführt wurden und nicht 
repräsentativ für die Situation in Deutschland sind. Zudem muss berück-
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sichtigt werden, dass Schulkinder mehr Milch trinken, eine wesentliche 
Jodquelle in der täglichen Ernährung. 
Wir haben den Jodgehalt in verschiedener kommerziell erhältlicher Milch 
gemessen, er liegt zwischen 25 und 300 µg Jod pro Liter Milch, im Mittel 
95 µg/L (eigene Daten, unpublished). 
Regionale Unterschiede der Jodurie wurden kürzlich auch bei Erwachsenen 
in Mecklenburg-Vorpommern (Ship-Studie) verglichen mit der Gegend um 
Augsburg (KORA-Studie) gefunden [10]. Während die mittlere Jod-
ausscheidung in der KORA-Studie bei 156 µg/L lag betrug sie in der Ship-
Studie 110 µg/L. 
In der neuesten repräsentativen bundesweiten Studie (Kinder- und Jugend-
gesundheits-Survey, KIGGS) wurde neben der Jodurie auch das Schild-
drüsenvolumen bei ca. 18000 Kindern und Jugendlichen untersucht, und es 
zeigte sich, dass die mittlere Jodausscheidung bei 117 µg/L lag, aber etwa 
30% der Jugendlichen ein Schilddrüsenvolumen oberhalb der von der WHO 
angegebenen Normalwerte hatten [11]. 
Derzeit werden die Daten der Jodurie bei Erwachsenen ausgewertet, die 
im Rahmen eines vom Robert Koch Institut durchgeführten bundesweiten 
Surveys erhoben wurden. 
Jodmangelerkrankungen sind erst nach drei Generationen wirklich elimi-
niert. Dies zeigt sich auch an den Untersuchungen, in denen Schilddrüsen 
von freiwilligen Probanden sonographisch untersucht wurden (Papillon-
Studie). In dieser jüngsten großen Feldstudie (Schilddrüsen-Initiative 
Papillon) wurde im Jahre 2001 bei mehr als 90 000 Beschäftigten in ver-
schiedenen Betrieben Deutschlands die Schilddrüse sonographisch unter-
sucht [12]. Dabei zeigte sich, dass 26,7% der Teilnehmer einen oder 
mehrer Knoten in der Schilddrüse aufwiesen, und 17,3% hatten eine 
Struma ohne Knoten. Frauen waren dabei signifikant häufiger als Männer 
betroffen. In der Altersgruppe der 18-30jährigen Frauen lag die Inzidenz 
bei 12,1% (Männer 7,7%), in der Gruppe der 31-45jährigen bei 26,9% 
(Männer 16,7%) und in der Gruppe der 46-65jährigen sogar bei 41,7% 
(Männer 29,0%). Dies spiegelt eindeutig den früheren Jodmangel wider, 
denn die Strumen und Knoten entwickeln sich meist im jüngeren Lebens-
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alter, und die mittlere Jodaufnahme vor etwa 30 Jahren lag bei nur etwa 
40-80 µg pro Tag [13]. 
Aus epidemiologischen Daten geht hervor, dass offenbar Knotenstrumen 
familiär gehäuft auftreten. Es wird daher gegenwärtig untersucht, welche 
genetischen Faktoren hierfür verantwortlich sein könnten. Offenbar gibt es 
Menschen, die eine höhere Jodzufuhr benötigen, um keine Knotenstrumen 
zu bekommen. 
Neuer hypothetischer Ansatz zur Berechung der 
Mindest-Jodurie in epidemiologischen Studie 
Die Diskussion darüber, ob sich in Gegenden mit einer mittleren Jodurie 
von knapp über 100 µg/L nicht doch zeigt, dass definitionsgemäß etwa die 
Hälfte der Bevölkerung einem Jodmangel ausgesetzt ist, wurde in den 
letzten Jahren ausführlich diskutiert. Es wurde hierzu jetzt ein neuer 
Ansatz zur Bestimmung des unteren „cut-off“ Wertes von Vertretern der 
International Council for the Control of Iodine Deficiency Disorders  
(ICCIDD) publiziert [1]. Es wurde die Hypothese aufgestellt, dass der untere 
Wert von 100 µg Jod/L den Jodmangel weltweit überschätzt. Dieser neue 
Ansatz beruht auf Studien zur Strumahäufigkeit, den intra-individuellen 
Schwankungen der Jodurie, sowie der vom Institute of Medicine (IOM) 
erstellten Formel zur Berechung des Mindestbedarfes an Jod zur Auf-
rechterhaltung der normalen Schilddrüsenfunktion. 
Ältere Studien insbesondere auch aus der Schweiz zeigen, dass die  
Strumahäufigkeit (> 10% Strumen in einer Population) erst ab einer 
Jodausscheidung von unter 60 µg/L ansteigt [1]. Die vom IOM vorgestellte 
Formel zur Berechnung des EAR beruht auf Daten des Jodumsatzes bei 
gesunden Probanden: 
 
EAR = Jodaufnahme (µg x L
-1
/0,92 x 0,0009 L x h
-1
 x 24h x d
-1
 x kg) 
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Hierbei wird angenommen, dass 92% des aufgenommenen Jods resorbiert 
wird, der Faktor 0,0009 wurde empirisch für die Jodausscheidung be-
rechnet. Der mit Hilfe dieser Formel errechnete Jodbedarf zusammen mit 
den intra-individuellen Schwankungen der Jodurie wurde nun extrapoliert 
und die Mindestmenge der Jodurie zu errechnen. Damit ergibt sich für 
Erwachsene ein unterer „cut-off“ der ausreichenden Jodversorgung von 
63 µg/L und nicht 100 µg/L. Damit würde eine mittlere Jodausscheidung in 
epidemiologischen Untersuchungen von 100 µg/L nicht mehr bedeuten, 
dass 50% der Bevölkerung einen Jodmangel haben, sondern eine aus-
reichende Jodversorgung der Gesamtbevölkerung widerspiegeln und nur 
7% eine unzureichende Jodaufnahme haben. 
Das Problem dabei ist, dass davon ausgegangen wird, dass die Jodspeicher 
der Schilddrüse ausreichend gefüllt sind und die Nierenfunktion normal ist. 
Die KIGGS Daten mit einer Strumaprävalenz von 30% bei mittlerer Jodurie 
von 117 µg/L widersprechen diesen neuen hypothetischen Überlegungen. 
Inwieweit sich diese Absenkung des unteren Wertes des UIC in Studien 
weiter belegen lässt wird abzuwarten sein. Insbesondere sehen wir 
Probleme bei der Risikogruppe der Schwangeren. Bei diesen errechnet sich 
ein unterer Wert von 95 µg/L, im Gegensatz zu dem bisher von der WHO 
empfohlenem Wert von > 150 µg/L [3]. 
Jod und Autoimmunthyreoiditis (AIT) 
In den letzten Jahren wurde zunehmend darauf hingewiesen, dass eine 
Verbesserung der Jodversorgung zu einer erhöhten Inzidenz von Auto-
immunerkrankungen der Schilddrüse kommen könnte. Für Deutschland 
gibt es leider keine epidemiologischen Daten über die tatsächlichen 
Funktionsstörungen bei AIT sowie Prävalenz erhöhter, Schilddrüsen-
spezifischer Autoantikörper (TPO-Ak). In einer neueren Studie bei frei-
willigen Mitarbeitern einer Firma wurden bei 13% positive TPO-Ak  
nachgewiesen, ein erhöhtes TSH (> 2,5 µU/ml) bei 3,9% [13]. In einer 
Studie aus Mecklenburg-Vorpommern bei 4000 Gesunden (Alter 20-79 
Jahre) betrug die Prävalenz erhöhter TPO-Ak 11,1% und bei 1,2% wurde ein 
erhöhtes TSH (definiert > 2,1 µU/ml) gemessen [14]. In der bereits zitierten 
Vergleichsstudie von KORA und Ship [10] war die Jodausscheidung in der 
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KORA-Studie signifikant höher, die Prävalenz der TPO-Ak aber identisch zur 
Ship-Studie, insgesamt aber mit nur etwa 1-2% deutlich niedriger als bei 
allen anderen Studien. Dies könnte daran liegen, dass der „cut-off“ bei 
> 200 U/L angesetzt wurde und höher ist als bei den anderen Studien. 
In der Wickham Studie aus England wurden bei 8% der jüngeren Frauen 
und bei 16% der über 60-Jährigen erhöhte TPO-Ak nachgewiesen. Davon 
wurde bei 6% der Frauen unter 60 Jahren eine subklinische Hypothyreose 
diagnostiziert, bei 7-10% der Frauen über 60 Jahren und bei 20% der 
Frauen über 75 Jahre mit erhöhten TPO-Ak. Bei Männern liegt die Präva-
lenz etwa 8-mal niediger [15]. Weniger als 2% aller Frauen und weniger als 
1% der Männer hatten eine Hyperthyreose. Ähnliche Ergebnisse wurden in 
der „Colorado Thyroid Disease Prevalence Study“ gefunden [16]. Die 
Jodausscheidung in England und den USA lag bei etwa 200-300 µg/L, also 
um den Faktor 2-3 höher als in Deutschland, und die Prävalenz der TPO-Ak 
war aber vergleichbar. 
In einer dänischen Studie konnte gezeigt werden, dass die Prävalenz von 
Hypothyreosen infolge einer AIT in Gebieten mit moderatem Jodmangel 
(mittlere Jodurie 68 µg/L) um 53% höher ist im Vergleich zu Gegenden mit 
mildem Jodmangel (mittlere Jodurie 53 µg/L) nach der Einführung der 
Jodsalzprophylaxe. Umgekehrt waren die Hyperthyreosen häufiger in 
Gegenden mit mildem Jodmangel [17]. Die Prävalenz von TPO-Ak war aber 
in beiden Gruppen mit 18,8% identisch und nur geringfügig höher als in 
anderen Ländern, trotz der niedrigeren Jodzufuhr. Keine unterschiedliche 
Prävalenz von erhöhten TPO-Ak konnte in einer älteren Studie in Däne-
mark vor Einführung der Jodsalzprophylaxe gezeigt werden, in der nach 
epidemiologischen Kriterien die Bevölkerung aus einem Gebieten mit 
mildem Jodmangel verglichen wurde mit der einer ausreichenden Jod-
versorgung [18]. Zum selben Ergebnis kam eine Studie bei Kindern und 
Jugendlichen in Berlin: trotz Verbesserung der Jodversorgung war die 
Inzidenz von positiven TPO-Ak unverändert verglichen mit früheren Daten 
bei schlechterer Jodversorgung [19]. Auch hatten die Kinder mit positiven 
TPO-Ak keine höhere Jodausscheidung sondern eine niedrigere im Ver-
gleich zu den Kindern ohne TPO-Ak. Die Jodausscheidung der Kinder in 
Berlin war mit 147 µg/L höher im deutschlandweiten Vergleich. 
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Kürzlich wurde eine Studie aus China publiziert [20], in der die Prävalenz 
und 5-Jahres Inzidenz von Schilddrüsenerkrankungen in Gebieten mit  
sehr hoher Jodaufnahmen (mittlere Jodausscheidung 375 bzw. 615 µg/L) 
verglichen wurde mit einem Gebiet mit mildem Jodmangel (mittlere 
Jodausscheidung 103 µg/L). Es ist die bisher größte Studie sowohl zur 
Prävalenz als auch Inzidenz von Autoimmunerkrankungen der Schilddrüse 
mit über 3000 Patienten. Dabei zeigte sich, dass die Prävalenz und Inzidenz 
von positiven Schilddrüsen-Autoantiköpern identisch in allen drei Gebieten 
ist (Tabelle 2) und der Prävalenz weltweit entspricht. Auch ist die Inzidenz 
von manifesten Hypothyreosen nicht signifikant unterschiedlich. Sie 
beträgt 0,2% bei mildem Jodmangel, 0,5% bei mehr als adäquater Zufuhr 
und 0,3% bei exzessiver Jodzufuhr. Die Prävalenz der manifesten Hypo-
thyreose ist in dem Gebiet mit der höchsten Jodversorgung mit 2% signifi-
kant höher verglichen mit dem Gebiet der niedrigsten Jodversorgung 
(0,3%), dasselbe gilt für die Prävalenz der subklinischen Hypothyreose. 
Allerdings muss man berücksichtigen, dass hohe Joddosen allein eine 
Hypothyreose verursachen können, weil hierdurch die Schilddrüsen-
funktion blockiert wird (Wolff-Chaikoff-Effekt), also nicht Ursache der 
durch Jod induzierten AIT. 
Die Prävalenz des M. Basedow, der auch eine Autoimmunerkrankung der 
Schilddrüse ist, betrug im Jodmangel 1,4%, bei exzessiver Zufuhr aber nur 
1,1% und auch die 5-Jahres Inzidenz blieb unverändert (0,8%, 0,6% und 
0,6%). Dies ist ein eindeutiger Hinweis darauf, dass nicht die Jod-
versorgung, sondern andere, möglicherweise bedeutsamere Faktoren 
(Umwelt, Genetik, Selenversorgung) ursächlich für die Entstehung der  
AIT mit Funktionsstörungen verantwortlich sind [21, 22]. Gerade die  
Basedow´sche Erkrankung sollte ja unter einer erhöhten Jodzufuhr häufi-
ger sein. Strumen und Knotenstrumen waren wie zu erwarten signifikant 
seltener in Gegenden mit einer höheren Jodzufuhr. 
In schon älteren tierexperimentellen Untersuchungen konnte gezeigt 
werden, dass nur Ratten, die genetisch bedingt spontan eine AIT ent-
wickeln, durch Füttern von hohen Joddosen eine AIT früher entwickeln als 
die Kontrolltiere mit niedrigerer Jodidsubstitution [23]. Auch bei Menschen 
ist eindeutig belegt, dass die Entwicklung einer AIT genetisch determiniert 
ist [24]. Damit ist eindeutig belegt, dass die AIT sich nur bei Patienten mit 
einer genetischen Disposition entwickeln kann, davon sind etwa 10% der 
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Bevölkerung betroffen, und nur sehr hohe Joddosen, aber auch andere 
Faktoren wie Stress, virale Infektionen oder Selenmangel zu einer früheren 
Manifestation beitragen können [21]. 
In einer kleinen prospektiven Untersuchung bei Strumapatienten konnte 
eine erhöhte Inzidenz von positiven Thyreoglobulin-Antikörpern (Tg-Ak) 
12 Monate nach einer hohen Jodidsubstitution (500 µg Jodid/Tag) im 
Vergleich zur Kontrollgruppe (200 µg Jodid/Tag) nachgewiesen werden 
[25]. Insgesamt entwickelten 14% der Patienten unter der hohen Jodid-
substitution Tg-Ak, keiner aber eine subklinische oder manifeste Hypo-
thyreose oder TPO-Ak. 
Bei einer AIT mit manifester Hypothyreose (Hashimoto-Thyreoiditis) nimmt 
die Schilddrüse definitionsgemäß wenig bis kein Jod mehr auf. Eine nor-
male Jodzufuhr ist bei diesen Patienten offensichtlich nicht schädlich, sie 
können weiterhin Lebensmittel, die mit Jodsalz hergestellt wurden, zu sich 
nehmen, auch Jodsalz im Haushalt verwenden. Sie müssen also kein Jod 
meiden, benötigen aber keine höhere Jodzufuhr. 
Eine Exazerbation der AIT kann eindeutig mit typischen Veränderungen 
der weiblichen Hormone in Zusammenhang gebracht werden, wie sie 
postpartal und perimenopausal auftreten und ebenso mit negativem 
psychischen Stress. Patientinnen mit einem Polycystischen Ovarsyndrom 
(PCOS) haben eine vergleichbare Hormonkonstellation der weiblichen 
Hormone wie postpartale oder perimenopausale Frauen, sie haben 
keine Ovulation und daher keine Gestagene, die die Immunreaktion ganz 
generell unterdrücken, ähnlich den männlichen Hormonen. Diese Frauen 
haben etwa 3-mal häufiger positive TPO-Ak im Vergleich zu altersgleichen 
Frauen [26]. 
Auch ein intrathyreoidaler Selenmangel, und damit eine verminderte 
Glutathionperoxidase-Aktivität, sind ursächlich mit an der Entstehung einer 
AIT verantwortlich. Dies wurde schon früher epidemiologisch und tier-
experimentell belegt und in Interventionsstudien bewiesen [27, 28]. 
Jod ist ein essentieller Baustein von Schilddrüsenhormonen und für das 
Leben und vor allem die Entwicklung des Fetus unabdingbar. Daher 
müssen alle Schwangeren, auch wenn sie eine AIT haben, unbedingt 
ausreichend Jod für das Kind zuführen, mindestens 250 µg pro Tag, also 
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etwa 150 µg mehr als sie mit der täglichen Ernährung derzeit zuführen. 
Tun sie das nicht, gefährden sie die normale Entwicklung ihres Kindes. Die 
Warnung vor einer Jodaufnahme bei diesen Frauen ist also gefährlich für 
das sich entwickelnde Kind. Für die Mutter besteht keine Gefahr, denn die 
TPO-Ak fallen regelhaft in der Schwangerschaft ab, bedingt durch die 
hohen Gestagene. Empfehlungen, Jod in der Schwangerschaft zu meiden, 
wenn bei der Mutter eine AIT vorliegt, widersprechen dem Stand des 
heutigen Wissens [29]. 
Fazit 
Nachdem die Verwendung von Jodsalz auf freiwilliger Basis beruht, müssen 
unsere Bemühungen weiter dahin gehen, dass die Verwendung von 
jodiertem Speisesalz sowohl im Haushalt als auch in der Industrie weiter 
zunimmt, oder zumindest konstant bleibt. Bisher wird jodiertes Speisesalz 
im Haushalt nur von etwa 75% der Haushalte wahrgenommen, und der 
Anteil von jodiertem Speisesalz in der Herstellung von Fertignahrungs-
mitteln, Brot und Wurstwaren beträgt nur 35%, mit leider abnehmender 
Tendenz. Anzustreben ist eine Anhebung der Jodsalzverwendung auf mehr 
als 90% in den Haushalten und Backwaren. Die Ängste vor Jod müssen 
weiter abgebaut werden und die Bedeutung der Jodprophylaxe als wesent-
licher Baustein der Gesundheitsvorsorge weiterhin hervorgehoben wer-
den. 
Besondere Risikogruppen, wie Schwangere und Stillende, müssen weiter-
hin mit Jodidtabletten substituiert werden, da der Gehalt an Jod in der 
Muttermilch deutschlandweit nach wie vor ohne zusätzliche Jodzufuhr 
immer noch zu gering ist. Er beträgt im Mittel 52 µg/L (normal > 75 µg/L) 
[7]. Zu empfehlen ist eine Jodidzufuhr von etwa 100-150 µg bei Schwange-
ren. 
Häufig besteht die Angst vor einem Zuviel an Jod bzw. einer Überver-
sorgung. Eine Überversorgung konnte bisher in keiner der vorliegenden 
deutschen Studien belegt werden. Inwieweit die Zunahme der Prävalenz 
von TPO-Ak mit Anhebung der Jodversorgung assoziiert ist, bleibt kontro-
vers und ist möglicherweise nur ein transientes Phänomen. Zudem ist der 
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Nachweis von niedrigen TPO-Ak Titern noch keine Erkrankung. Eine 
weitere Befürchtung ist eine Zunahme von Hyperthyreosen bei älteren 
Patienten mit Knotenstrumen und Autonomien. Hierfür gibt es bislang 
ebenfalls keine gesicherten Hinweise. Von einer Gefährdung der Bevölke-
rung durch die bisher erreichte, verbesserte Jodzufuhr durch jodiertes 
Speisesalz kann daher keinesfalls ausgegangen werden. 
Tabelle 1: Einteilung des Schweregrades eines Jodmangels einer Bevölkerung nach 





Jodaufnahme pro Tag (µg) 
Jodversorgung 
< 20 < 30 Schweres Defizit 
20-49 30-74 Moderater Mangel 
50-99 75-149 Milder Mangel 
100-199 150-299 Optimal 
200-299 300-449 Mehr als adäquat 
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Tabelle 2: Prävalenz und Inzidenz nach 5 Jahren von Autoimmunerkrankungen der 
Schilddrüse in drei Gebieten mit mildem Jodmangel, mehr als adäquater und 












Hypothyreose 0,3 / 0,2 0,9 / 0,5 2 / 0,3 
Subkl. Hypothyreose 0.9 / 0,2 2,9 / 2,6 6,1 / 2,9 
Hashimoto 0,4 / 0 1 / 0,3 1,5 / 0,5 
M. Basedow 1,4 / 0,8 1,3 / 0,6 1,1 / 0,6 
Hyperthyreose 1,6 / 1,4 2,0 / 0,9 1,2 / 0,8 
 
TPO-Ak 9,2/ 2,8 9,8 / 4,1 10,5 / 3,7 
TgAK 9,0 / 3.3 9,0 / 3,9 9,4 / 5,1 
Diffuse Struma 19,5 / 7,1 13,5 / 4,4 5,1 / 6,9 
Solitärer Knoten 8,8 / 4,0 8,3 / 5,7 4,1 / 5,6 
Knotenstruma 3,7 / 5,0 3,4 / 2,4 2,5 / 0,8 
Multiple Knoten 3,8 / 0,4 1,9 / 1,2 6,7 / 1,0 
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Abstract 
The essential trace element selenium (Se) has a long track record for 
anti-diabetic and insulin-mimetic properties. By contrast, more recent 
epidemiological data have suggested potential pro-diabetic effects of 
supranutritional Se intake in humans. Animal and cell culture studies have 
provided evidence that dietary Se compounds and selenoproteins can 
affect both the pancreatic insulin secretion and the insulin sensitivity 
of target tissues, thereby interfering with insulin-regulated metabolic 
pathways. To gain insight into underlying molecular mechanisms, we 
investigated the transcriptional regulation of the major Se-containing 
plasma protein selenoprotein P by factors related to carbohydrate  
metabolism, and vice versa, the influence of Se compounds on the insulin 
signalling cascade. Liver-derived selenoprotein P (SeP) is crucial for Se 
homeostasis acting as plasma Se transporter. We identified high glucose 
and glucocorticoids as positive regulators of hepatic SeP biosynthesis, 
whereas insulin attenuated SeP expression and secretion. Thus, SeP is 
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regulated like a gluconeogenic enzyme by factors controlling the hepatic 
glucose factory under physiological and pathophysiological conditions. 
On the other hand, we showed that Se oversupply causes alterations 
in insulin-regulated energy metabolism in vitro and in vivo: Sodium  
selenite, a Se source in dietary supplements, delayed insulin-triggered 
phosphorylation of protein kinase B (Akt) and FoxO transcription factors 
and decreased glucose uptake in cultured myocytes. In a small pilot study, 
healthy male pigs were fed a supranutritional Se diet (0.5 mg Se as 
Se-enriched yeast/kg). After 16 weeks, fasting plasma concentrations 
of insulin, cholesterol and triacylglycerols were non-significantly elevated 
in the Se-supplemented animals, whereas fasting glucose concentrations 
remained unchanged. Several alterations in expression and/or phosphory-
lation of transcription factors and enzymes point to a shift to increased 
lipid turnover in adipose tissue and skeletal muscle, induced by supranutri-
tional Se. Taken together, current epidemiological and mechanistic data 
suggest a more careful handling of dietary Se supplements, even though 
supranutritional Se intake is probably not sufficient to induce diabetes in 
healthy individuals. 
Introduction 
The essential trace selenium (Se) has received attention for a plethora of 
(assumed) beneficial effects on human health and its unique biochemistry 
[1, 2]. Se is a constituent of the 21
st
 proteinogenic amino acid seleno-
cysteine (Sec) that is co-translationally incorporated into 25 human 
selenoproteins [3]. Even though the selenoproteome is rather small, bio-
synthesis of selenoproteins has been shown to be essential for mammals: 
transgenic mice with a disrupted selenocysteine-tRNA
Sec 
gene exhibit early 
embryonic lethality [4]. Humans, whose selenoprotein biosynthesis is 
impaired due to a rare heterozygous defect in the Sec insertion sequence-
binding protein (SECIS) 2 gene, suffer from a multisystem disorder [5]. 
Many selenoproteins are enzymes with one Sec residue in their active 
center. Glutathione peroxidases (GPx) and thioredoxin reductases (TrxR) 
contribute to degradation of reactive oxygen species (ROS) and regulation 
of the cellular redox homeostasis [2]. Iodothyronine deiodinases (DIO) are 
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involved in the synthesis of thyroid hormones [6]. Seven selenoproteins 
are localized in the endoplasmic reticulum, where they contribute to  
the quality control of protein folding and the regulation of calcium  
homeostasis [7]. Selenoprotein P (SeP) contains up to 10 Sec residues and 
serves mainly as plasma Se transporter [8]. 
The biosynthesis of several key selenoproteins such as GPx1 and SeP 
decreases when Se supply is low [9,10]. Concentrations of the two major 
selenoproteins in plasma are used as biomarkers of Se status: Maximal 
GPx3 activity in plasma is achieved at a daily intake of ~70 µg Se [11], 
whereas SeP plasma levels reach a plateau at ~105 µg Se/day [12]. In 
Germany and in most other European countries, the average Se intake 
from the habitual diet (< 50 µg Se/day) is below those levels, but within the 
recommended range for adequate nutrition of humans (30 to 85 µg 
Se/day) [1, 13]. Compared to Europe, Se intake in the U.S. is much higher 
with 93 and 134 µg/day for males and females, respectively [1, 13]. Overt 
Se deficiency occurs very rarely in humans. Nevertheless, the consumption 
of Se-enriched dietary supplements is common in Europe and more so  
in the U.S., where one-third of the population regularly ingests multi-
vitamin/mineral supplements [14]. Supplements can provide an additional 
10-200 µg Se/day, in form of inorganic Se compounds such as sodium 
selenite and selenate as well as organic Se-compounds, e.g. Se-enriched 
yeast and garlic containing selenomethionine and gamma-glutamyl-Se-
methylselenocysteine [1, 15].  
Adequate and/or supranutritional Se intake has been proposed to be 
beneficial in terms of cancer prevention, dating from a landmark study in 
the 1970s that reported an inverse correlation of Se intake levels with 
cancer mortality among individuals from 27 countries [16]. Moreover, Se 
might be useful for protection against oxidative stress-related chronic 
diseases of the cardiovascular system and the brain and in the therapy of 
inflammatory disorders, viral diseases and sepsis [1, 2, 17]. There is 
increasing evidence that Se may delay the inflammatory process in auto-
immune thyroid disease [18]: a recent study showed an improved quality 
of life and a slower progression of orbitopathy in patients with Graves’ 
disease (M. Basedow), who were supplemented with 200 µg selenite/day 
[19]. On the other hand, Se has a very narrow therapeutic window and a  
U-shaped dose-response curve. Cases of Se toxicity have been observed in 
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humans and animals consuming plants grown at Se-rich soil or after 
accidental ingestion of very high Se doses [1]. Currently, the “tolerable 
upper intake level” is set at 300-450 µg Se/day for adults [1, 13]. To assess 
the prospects of dietary Se supplementation for human health, it should 
also be taken into account that Se intake above nutritional requirements 
could trigger adverse side-effects even below toxic levels.  
Epidemiological evidence in regard to selenium as 
risk factor for type 2 diabetes  
The much discussed Nutritional Prevention of Cancer (NPC) trial has shown 
that there is probably no light without shadow when Se shall be used for 
dietary supplementation: In order to examine whether Se could suppress 
the recurrence of skin cancer, 1312 patients from the Eastern U.S. with a 
history of basal cell or squamous cell carcinomas of the skin received for 
4.5 years either 200 µg Se/day in the form of Se-yeast or a placebo 
[20]. On the one hand, the NPC trial provided strong evidence for a 
tumor-preventive capacity of Se by revealing decreased overall cancer 
mortality and a lower incidence of prostate and colorectal cancer in 
Se-supplemented male subjects with relatively low (< 122 ng/mL baseline 
plasma Se) initial Se status [20, 21]. On the other hand, Se-supplemented 
NPC participants with high baseline plasma Se levels (> 122 ng/mL; top 
tertile) were more likely to develop type 2 diabetes mellitus (T2DM) than 
those assigned to placebo [22]. An ongoing discussion regarding the safety 
of dietary Se supplements has arisen from this unexpected finding.  
In comparison to the NPC trial, the much larger selenium and vitamin E 
cancer prevention trial (SELECT) found that the risk to develop T2DM was 
slightly increased in the group of participants with daily administration of 
200 µg L-selenomethionine. However, the increase in diabetes risk was 
non-significant [23], and this was confirmed by a recent follow-up of 
SELECT [24]. SELECT was carried out in healthy U.S. American men at the 
age ≥ 50 years, whose baseline plasma Se levels were even higher than in 
the participants of the NPC trial, ranging from 122 to 152 ng/mL [23]. 
According to two recently published small intervention studies, a short-
term (6 weeks) dietary Se supplementation of healthy humans did not 
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induce T2DM or was even beneficial: 150 µg Se/day in the form of dairy-Se 
or Se-yeast did not cause an increase in fasting plasma glucose concentra-
tions [25]. In comparison to the placebo group, HOMA-IR (homeostatic 
model assessment of insulin resistance) values were significantly lower in 
volunteers, who received 200 µg Se/day in the form of Se-yeast [26]. 
The majority (4 out of 6) of cross-sectional studies found a positive associa-
tion between serum/plasma Se levels and T2DM. High serum/ plasma Se 
levels were associated with increased fasting plasma glucose concentra-
tions and/or increased total and LDL cholesterol concentrations in plasma 
[27-32]: Two of the four studies showing such positive associations were 
carried out in the U.S. (NHANES III and NHANES 2003-4) [27, 28], whereas 
the other two studies (SU.VI.MAX and Olivetti Heart Study) examined 
European populations [29, 30]. No significant associations were detected in 
the French EVA study and in a study from Singapore [31, 32]. In contrast, 
lower Se levels in toenails were reported among diabetic men with or 
without cardiovascular disease than among healthy participants of the U.S. 
American Health Professionals Follow-Up Study [33].  
Longitudinal studies found no evidence for a diabetogenic role of Se in 
humans: a prospective analysis was undertaken to examine associations 
between serum Se concentrations and cardiometabolic risk factors in an 
8-year follow-up of the Italian Olivetti Heart Study. However, baseline Se 
levels did not predict changes in plasma cholesterol concentrations  
between the baseline and follow-up examinations [30]. A 9-year follow-up 
of the French EVA study revealed a protective effect of high serum Se 
levels at baseline against the later occurrence of impaired fasting glucose 
that was specific for males [34]. 
Recently, we measured plasma adiponectin concentrations, a surrogate 
marker of insulin resistance and T2DM [35], in the elderly (60-74 years) 
participants of the UK Prevention of Cancer by Intervention with Selenium 
(PRECISE) trial. There was an inverse cross-sectional association between 
baseline plasma Se and adiponectin levels. However, Se supplementation 
for 6 months with 100, 200 or 300 µg Se/day in form of Se-yeast did 
not affect the adiponectin concentrations in plasma, arguing against 
Se-induced development of insulin resistance in this population [36]. 
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Modulation of insulin secretion and signalling by 
selenium and selenoproteins 
Insulin resistance and an impaired insulin secretory capacity due to  
progressive loss of pancreatic beta cell mass are hallmarks in the  
pathogenesis of type 2 diabetes mellitus. Supranutritional Se intake might 
contribute to the development of T2DM, as Se compounds and seleno-
proteins are capable of interfering with both insulin biosynthesis in the 
pancreas and insulin signalling in target tissues [37]. 
Expression and activity of glutathione peroxidases is particularly low in 
pancreatic islets, exhibiting only 5% of the values in liver [38]. Sodium 
selenite and selenate have been shown to stimulate biosynthesis and 
secretion of insulin in Min6 insulinoma cells and isolated rat islets in vitro, 
probably by increasing GPx activity [39]. Paradoxically, an increase in GPx1 
activity in pancreatic beta cells can elicit opposing metabolic outcomes 
in vivo [40]. Beta cells of mice with global transgenic overexpression of 
GPx1 were hypertrophic, showing elevated insulin production and secre-
tion. However, these alterations resulted in hyperinsulinemia, insulin 
resistance and obesity in aged animals [41]. In other animal models, 
increased GPx1 activity/expression had beneficial effects: Beta cell-specific 
GPx1 overexpression ameliorated hyperglycemia in db/db mice and in 
streptozotocin-treated mice [42]. An adaptive increase in expression of 
antiapoptotic proteins and antioxidant enzymes including GPx1 has been 
proposed to contribute to survival of hypertrophic beta cells during chronic 
hyperglycemia in mice [43]. 
Earlier studies in the 1990s reported that high doses of the Se compounds 
sodium selenate and sodium selenite elicit insulin-mimetic effects in 
adipocytes and hepatocytes: 1 mM selenate stimulated glucose uptake in 
isolated rat adipocytes [44], and 10 µM selenite counter-acted glucagon-
stimulated glycogen breakdown in the isolated perfused rat liver [45]. 
More recently, we compared the influence of four Se compounds (selenite, 
selenate, selenomethionine and methylseleninic acid) on insulin signalling 
and glucose uptake in skeletal muscle cells in vitro: at a dose of 1 µM, 
selenite and methylseleninic acid delayed insulin-induced phosphorylation 
of protein kinase B (Akt) and forkhead box protein class O (FoxO) transcrip-
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tion factors in L6 rat myotubes, whereas selenate and selenomethionine 
had no effect. Basal and insulin-stimulated glucose uptake in L6 myotubes 
was also attenuated by selenite and methylseleninic acid. In contrast, 
selenomethionine stimulated glucose uptake, but only at a high dose of 
100 µM [46]. 
Patients with genetically impaired biosynthesis of selenoproteins exhibit 
enhanced systemic and cellular insulin sensitivity [5]. Two selenoproteins, 
GPx1 and selenoprotein P (SeP), have been reported to suppress the 
canonical insulin-induced signalling cascade in hepatocytes and myocytes 
[37]. GPx1 reduces hydrogen peroxide (H2O2) [9] that serves as second 
messenger to enhance early insulin signalling and to stimulate insulin-
induced glucose uptake by transient inhibition of counter-regulatory 
phosphatases [47, 48]. As Se transport protein, SeP delivers Se for  
intracellular biosynthesis of GPx1 and other selenoproteins [8]. SeP has 
been shown to impair insulin signalling and to dys-regulate carbohydrate 
metabolism in hepatocytes and myocytes [49]. Knock-out of GPx1 in 
mice resulted in improved insulin-induced phosphorylation of Akt due 
to increased ROS generation and oxidation (inactivation) of the dual 
specificity protein phosphatase PTEN, and it protected the rodents from 
insulin resistance provoked by a high-fat diet [50]. Conversely, elevated 
GPx activity in the liver of sodium selenate-supplemented rats was  
associated with increased activity of protein tyrosine phosphatase 1B 
(PTP-1B) [51]. In addition to GPx1 and SeP, other selenoproteins such as 
selenoprotein S and methionine sulfoxide reductase have recently been 
proposed to be involved in the dys-regulation of carbohydrate metabolism 
induced by supranutritional Se intake [52]. 
We compared the expression of enzymes and transcription factors related 
to energy metabolism in major insulin target tissues of healthy male pigs 
fed either an adequate-Se (0.17 mg Se/kg) or a supranutritional-Se (0.5 mg 
Se/kg as Se-yeast) diet. After 16 weeks, fasting plasma concentrations of 
insulin, cholesterol and triacylglycerols were non-significantly increased in 
the Se-supplemented animals. Fasting glucose concentrations did not differ 
between the groups. We did not observe molecular alterations in the liver. 
In skeletal muscle of the supranutritional-Se pigs, pyruvate kinase was 
down-regulated, whereas the transcription factors FoxO1a and PGC-1α 
were up-regulated. In visceral fat of the supranutritional-Se pigs, mRNA 
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levels of the transcription factor SREBP1 were increased and basal  
phosphorylation of protein kinases (Akt, AMPK, MAPKs) was affected. 
This pattern suggests a shift to increased lipid turnover in adipose 
tissue and skeletal muscle of the Se-supplemented animals. However, 
supranutritional Se was not sufficient to induce type 2 diabetes mellitus 
[53]. 
Modulation of selenoprotein biosynthesis by 
factors related to energy metabolism 
Alternatively, the observed cross-sectional associations between high 
plasma Se levels and hyperglycemia/dyslipidemia might arise from altera-
tions in Se homeostasis and biosynthesis of selenoproteins as a side effect 
of a dys-regulated energy metabolism. Selenoprotein P contains around 
60% of total Se in human plasma [54]. The vast majority of SeP circulating 
in plasma derives from the liver [8, 55]. Indeed, hepatic SeP biosynthesis 
has been shown to be increased under hyperglycaemic conditions: we 
reported that cultivation of isolated rat hepatocytes in the presence of 
high glucose concentrations (25 mmol/L vs. 11 mmol/L glucose) stimulated 
SeP mRNA expression and secretion [56]. A subsequent study corroborated 
and extended these findings by demonstrating up-regulated hepatic SeP 
expression by high glucose and palmitate as well as elevated SeP mRNA 
levels in the liver of animal T2DM models [49]. This might also explain 
observations of elevated SeP serum levels in individuals with prediabetes 
and T2DM [49, 57]. 
We found that the human SeP promoter contains a functional binding site 
for FoxO transcription factors [58]. FoxO1a and FoxO3 are involved in the 
control of the hepatic glucose factory by increasing the transcription of 
gluconeogenic enzymes through interaction with its co-activator PGC-1α 
and the transcription factor HNF-4α [59, 60]. We also identified a binding 
site for HNF-4α at the human SeP promoter, and we showed that 
SeP transcription is controlled by interaction of PGC-1α with FoxO1a 
and HNF-4α [61]. This explains both the observed down-regulation 
of SeP expression in hepatocytes by insulin and its up-regulation by 
glucocorticoids and high glucose [56, 58, 61]. Based on these results, we 
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developed the concept that SeP is regulated in hepatocytes like a  
gluconeogenic enzyme [37, 61]. In agreement with this idea, SeP mRNA 
levels in the liver of mice have been shown to be increased by fasting and 
to be decreased 1 h after feeding [49]. A recent study provided additional 
support by demonstrating that methylation of the involved transcription 
factors is required for transcription of both gluconeogenic enzymes and 
SeP [62].  
Concluding remarks 
The epidemiological evidence for a diabetogenic role of selenium in 
healthy humans is still rather weak and controversial, even though the 
majority of cross-sectional observations point to an association of high 
plasma/serum Se levels with biomarkers of type 2 diabetes mellitus such as 
hyperglycemia, dyslipidemia and low adiponectin plasma levels [27, 36, 37, 
63-65]. Mechanistic studies have provided alternative explanations for the 
observed cross-sectional associations: dietary Se oversupply may affect 
pancreatic insulin secretion and insulin sensitivity of target tissues,  
probably through inducing abundant expression of selenoproteins.  
Conversely, hepatic biosynthesis of selenoprotein P, the major 
Se-containing protein in plasma, is increased under hyperglycaemic 
conditions.  
Despite the induction of some alterations in energy metabolism,  
commonly applied selenium doses - as ingested through dietary supple-
ments - are probably not sufficient to induce overt type 2 diabetes in 
healthy individuals. Nevertheless, it is recommended that individuals with 
high Se status should not ingest Se-containing supplements, as optimising, 
rather than maximising, exposure is the key to benefit most from Se while 
avoiding potential adverse effects [65]. 
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Abstract  
As with virtually all biologically essential transition metals, but probably in 
a more acute way than most, iron excess and deficiency underlie a range 
of pathological conditions in animals. Accordingly, regulatory systems 
maintain the proper iron amount to fulfill the needs of the whole body and 
of each individual cell, while avoiding deleterious effects. The latter may be 
due to lack of iron availability, e.g. at the active site of iron enzymes, or to 
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reductive catalysis promoted by uncontrolled ferrous ions leading to the 
formation of reactive species such as the hydroxyl radical. Two major 
regulators maintain metazoan iron homeostasis, a systemic one relying on 
the circulating hormone hepcidin, and a ubiquitous cellular one organized 
around the Iron Regulatory Proteins. These central nodes of iron  
homeostasis are themselves regulated by numerous effectors beyond 
iron availability, and they impact other biological processes not directly 
connected to the use of iron by animal cells. Further, the use of iron 
resources and conditions impacting it, such as variations of the redox 
balance, regulate cell fate, e.g. self-renewal of stem cells and differentia-
tion in hematopoiesis. Iron and redox homeostasis are grounded on a 
series of identified molecular events, but it is not clear how changes of the 
associated biological parameters may favor proliferation of leukemic 
clones detrimental to maturation, in acute myeloid leukemia for instance. 
It now appears that the complex interactions among the networks  
influencing iron and redox homeostasis should be treated with new 
integrated data and modeling tools, with the aim to provide a global  
view of the functional differences between normal and pathological 
hematopoiesis in particular. The outcomes of the currently on-going 
efforts in this area are presented herein. 
Introduction 
The supply of essential trace elements to living cells needs to be secured 
for ensuring mandatory biological functions, and it has to be regulated to 
avoid unwanted effects. The latter statement is particularly important for 
iron which can easily catalyze highly deleterious biochemical reactions 
when not properly directed to its targets, generally the active site of 
various enzymes and proteins [1, 2].  
Recent observations have indicated that cellular iron handling is coupled to 
other major biological functions, such as oxygen management [3], in 
shaping phenotypes. Basic biological functions at different levels (cellular, 
whole organisms) are set by series of regulatory and metabolic reactions 
involving iron and oxygen. They define networks and are interconnected. 
Hematopoiesis, and its deregulation in myeloid leukemia, is used herein to 
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illustrate the importance of the iron and redox balances, and to stress the 
usefulness of powerful new modeling approaches in analyzing complex 
biological processes. 
Overview of iron homeostasis 
Iron exchanges throughout the body 
In mammals, iron is provided by the diet, and it is absorbed in the entero-
cytes of the proximal intestine [4]. Upon reaching the circulation by export 
through ferroportin, also called MTP1 or IREG1 (SLC40A1), iron is bound to 
transferrin, and cells usually receive it by endocytosis of the transferrin-
transferrin receptor complex. Most of the circulating iron is targeted to the 
bone marrow to be inserted into hemoglobin which concentrates 70 - 80% 
of the iron needs for oxygen distribution and carbon dioxide removal. Iron 
is recovered from senescent red blood cells in macrophages and re-
injected into the circulation [5].  
Liver is used as a storage organ in case of excess but no dedicated excre-
tion system for body iron is available. Losses only occur by bleeding and 
cell peeling. Reciprocally, intestinal iron absorption is a relatively slow 
process that cannot be rapidly enhanced by several orders of magnitude. 
This explains the difficulties in recovering from nutritional iron deficiency, a 
major cause of morbidity worldwide. Thus, the limited exchanges of iron 
between animal bodies and their environment justify the presence of strict 
regulatory systems monitoring the biological use of the metal. 
Systemic iron regulation 
A general control mechanism is carried out by hepcidin, a 25 aminoacid 
hormone which is mainly synthesized in the liver and which interacts with 
ferroportin to trigger its degradation [6]. This mainly decreases iron 
absorption and recycling. The regulation of hepcidin is complex. Transcrip-
tion of the gene responds to i) iron availability, ii) iron needs, and iii) 
inflammation. Hepcidin deregulation triggers diseases of iron homeostasis, 
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such as different types of hemochromatosis (iron overload) and iron 
refractory iron-deficiency anemia [7]. 
Cellular iron regulation 
Beyond regulation by hepcidin, each cell has to adjust its iron provision and 
use to its needs. To this aim, the Iron Regulatory Proteins (IRP) bind to 
the Iron Responsive Elements (IRE) of regulated mRNA in cases of iron 
shortage [1]. Such binding increases – for the transferrin receptor- or 
decreases – for the ferritin subunits, ferroportin, and other messengers-
translation (Figure 1). The two known IRP are mainly regulated at the post-
translational level.  
Overview of the cellular redox balance 
Oxygen participates to fulfill the energy requirements of animal cells at 
the level of the mitochondrial respiratory chain, and other biochemical 
reactions catalyzed by dioxygenases also require oxygen as substrate.  
Oxygen reduction and oxidative stress 
Upon reduction of oxygen, intermediates such as the superoxide anion 
radical, hydrogen peroxide, and the hydroxyl radical, may form [8]. They 
can also be generated by enzymatic reactions, as part of innate immunity 
against foreign substances for instance. Some derivatives of nitrogen 
monoxide share with partially reduced oxygen species a high ability to 
react with cellular components. The cellular equilibrium between reducing 
(i.e. electron donating) and oxidizing (i.e. electron withdrawing) molecules 
is referred to as the reduction-oxidation, i.e. redox, potential. Imbalance 
toward oxidation defines oxidative stress which, when not buffered by 
reducing compounds and activities, leads to irreversible damage of cell 
components (e.g. proteins, nucleic acids, lipids, etc.). 
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Redox signaling via oxygen and its derivatives 
Conditions of even minor oxidative stress or the activity of specific  
enzymes may modify components of regulatory pathways and shift the set 
of networks cells rely on to function [9]. These changes impact cellular 
fate, be it programmed death, proliferation, or differentiation.  
Examples of signaling molecules responding to redox shifts include  
transcription factors, e.g. of the nuclear respiratory factor (Nrf) family or 
activator protein 1 (AP-1), and signal transduction cascades, involving 
MAPK (mitogen-activated protein kinases) and protein tyrosine phospha-
tases. DNA oxidation may increase and it may induce repair by use of 
apurinic/apyrimidinic endonucleases, such as Apex1 (Ref-1), which are 
sensitive to redox changes. 
The known roles of iron and of the redox balance 
in hematopoiesis 
Hematopoiesis and acute myeloid leukemia  
Hematopoiesis is the biological process producing all blood cells. It mainly 
occurs in the bone marrow (of adults) and follows a succession of cell 
transformations from a limited number of stem cells. The generic term 
acute myeloid leukemia (AML) clusters conditions characterized by the 
proliferation of immature myeloid clones detrimental to the homeostasis 
of the bone marrow and, later, to the production of mature blood cells 
[10]. In general, the disease is of poor prognosis whatever the stage at 
which hematopoiesis is impaired; the latter varies, as reflected in the 
myriad of somatic mutations identified in AML clones. The drugs being 
presently used to treat AML aim at decreasing DNA replication, considering 
that malignant cells more heavily rely on this process as compared to non-
cancerous ones [11, 12]. This strategy cannot cure the disease, but it is 
valuable to prepare patients for transplants. However, a single (or a limited 
number of) drug targeting a general and essential feature of all AML clones 
would be economically and, hopefully, therapeutically efficient, but this 
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requires a more thorough understanding of the disease than presently 
achieved. 
Redox control of myeloid differentiation 
The many cellular crossroads that occur throughout hematopoiesis are 
paralleled by the modulation of many regulatory circuits. Throughout, the 
cellular redox balance plays a role, with changes activating pathways or 
occurring through the action of leukemic oncogenes in hematopoietic 
malignancies [13-15]. For instance, two of the frequently mutated genes in 
AML, fms-related tyrosine kinase 3 (Flt3) with internal tandem repeat (ITD) 
and Ras, appear to increase the redox potential of hematopoietic stem 
cells [16].  
The general physiological status with respect to oxygen can also impact 
hematopoiesis. Hypoxia triggers erythropoietin synthesis by the activation 
of hypoxia induced transcription factors (HIF) [17]. This activates erythroid 
precursors and enhances production of red blood cells, hence iron  
consumption. In contrast, the buildup of oxidative species in the bone 
marrow activates FoxO transcription factors [18] which regulate a range of 
genes involved in the antioxidant response, DNA repair, and cellular fate. 
FoxO are inhibited by Akt serine threonine kinase which transduces signals 
from inositol 1,4,5-trisphosphate kinase (PI3K). The latter responds to 
different stimuli such as growth factors and stress effectors.  
Hematopoietic stem cells gather in the most hypoxic regions of the bone 
marrow [19, 20], and it seems that differentiation follows the oxygen 
gradient in the bone marrow and, beyond, into the circulation. Leukemic 
blasts endure high levels of oxygen without maturating, thus showing 
deficiency to detect, respond, and integrate the variations of the redox 
potential accompanying hematopoiesis. 
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Roles of iron in the cell cycle: relevance to myeloid 
differentiation 
Because unregulated transition metals, and iron prominent among them, 
display a large catalytic potential to interconvert oxygen-bearing molecules 
in the cellular context, the link between redox regulation of hematopoiesis 
and iron handling is expected to be very tight. Proliferating cells exposed to 
iron chelators rapidly stop growing and die mainly by apoptosis [21]. An 
early identified target of chelators is the ribonucleotide reductase R2 
subunit which requires iron to generate the tyrosyl radical initiating 
dehydroxylation of ribonucleotides and electrons from thioredoxin or 
glutaredoxins. This enzyme is one of the points of convergence between 
cellular iron management and redox regulation. In addition cyclins A, E, 
and D, some dependent kinases, such as CDK2 and CDK4, and CDK inhibi-






, are iron regulated. They 
interact with major regulators of the cell cycle, such as the retinoblastoma 
protein (pRb) and p53. Modulation by iron seems to occur at the transcrip-
tional, translational, and post-translational levels. 
Of particular interest, the regulation of N-myc downregulated gene 1 
(NDRG1) occurs through hypoxia, NO, N-myc -as the name says-, and other 
regulators, with effects on p21
WAF1/CIP1
. Exposing cells to iron chelators 
increases NDRG1, and, in AML samples, NDRG1 levels seem lower than in 
different myeloid cells from normal donors, thus associating NDRG1 up-
regulation and differentiation [22]. Accordingly, NDRG1 expression  
increases during erythropoiesis [23]. 
Perturbation of the cell cycle by iron chelation may involve other path-
ways. Treatment of the human erythroleukemia cells K562 by deferasirox 
(ICL670, Exjade®) acts on mTor (mammalian target of rapamycin) [24], an 
important modulator of cell death and proliferation, which is also a down-
stream target of Akt and PI3K. More generally, suppression of the iron 
provision to leukemic cells [25, 26] revealed commitment into the  
monocyte lineage and increased apoptosis, with initial, over a few hours, 
increased levels of oxidative species and activation of mitogen-activated 
protein kinases (MAPK). 
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At another regulatory level, micro-RNA modulate expression of genes 
involved in iron homeostasis, either upstream or in parallel of the hepcidin 
and IRP driven systems [27]. In the case of myeloid leukemic cells,  
the involvement of mi-RNA in the commitment into different lineages,  
antagonistic to proliferation, has been highlighted: the identified mi-RNA 
target the transferrin-receptor and the non IRE-regulated DMT1 transcripts 
[28, 29]. Reciprocally, iron homeostasis influences processing of precursors 
into mature mi-RNA [30]. Further, iron effects on major cellular functions 
can be extended to post-translational processes, such as protein modifica-
tion, e.g. [31], or degradation, e.g. [32]. 
From the above, it should appear that iron and redox homeostasis interact 
at many stages. A scheme recapitulating some of the involved pathways is 
shown in Figure 1. Myeloid maturation is a relevant context for these 
interactions by its sensitivity to available iron and to redox imbalance. 
The use of modeling iron homeostasis in 
hematopoiesis 
To illustrate the complexity of AML patho-physiology, single mutations of 
the CCAAT/enhancer-binding protein alpha (CEBPA) gene in a fraction of 
the heterogeneous family of cytogenetically normal AML [33] lead to a 
worse overall survival of the patients than double, mainly biallelic, ones 
[34]. This counter-intuitive outcome suggests that the activity of CEPBA 
contributes to worsen AML prognosis, whereas its inhibition proportionally 
improves it. However, the mechanism explaining why a regulatory module, 
which is sensitive to iron and redox homeostasis, most likely through the 
HIF pathway, should be knocked-down to repress proliferation of AML 
progenitors is not straightforward. This highlights the remaining gaps in 
basic human biology and in mechanisms predicting, or even describing, the 
pathological outcome with obvious consequences for patient care. Modern 
modeling approaches may provide means to deal with such problems. 
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Some implemented methods to model iron homeostasis 
The considered question of cellular iron homeostasis, redox balance, and 
hematopoiesis calls for the integration of various biological data. Thus, 
modeling should involve systems described at various levels, but no actual 
multi-scalar approaches have yet been applied in this field.  
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Figure 1: Schematic view of some interactions occurring among participants to iron 
and redox homeostasis in animal cells, particularly hematopoietic ones, as  
discussed in the text. Small molecules triggering effects are highlighted in yellow. 
Blocked arrows indicate inhibition. HO: heme oxygenase; ALAS2: erythroid  
aminolevulinate synthase; FT(H/L) ferritin subunits; TfR1: transferrin receptor; PHD: 
prolyl hydroxylase; RNR: ribonucleotide reductase; FoxO: forkhead box O; other 
abbreviations are given in the text.  
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The latest kinematic model of animal iron homeostasis adjusted kinetic 
constants and other parameters describing the exchanges between the 
different pools of iron in the mouse body and their evolution upon changes 
of the nutritional iron provision [35]. A conceptually different approach 
considered an abstracted and digitized representation of iron homeostasis 
at the level of the whole body using the language of Petri nets [36]. This 
modeling process can analyze physiological (e.g. impact of hepcidin 
production) and pathological (e.g. anemia associated with inflammation) 
conditions by modulating the transitions represented in the model [37-39].  
In a further step toward a formal and digitized representation of iron 
homeostasis, models implementing boolean networks, in which each 
element can be in one of two states, may be proposed. This has been used 
with the available biochemical information on iron handling in the well 
characterized eukaryote Saccharomyces cerevisiae. The Boolean formalism 
was extended by adding a weight, representing the probability of occur-
rence, to each reaction [40]. The result is a comprehensive description of 
more than 103 biochemical reactions among more than 600 elements 
involving, directly or indirectly, iron in yeast. Known phenotypes, such  
as growth with different substrates or after removal of selective genes  
in mutants, or upon applying a physiological switch, e.g. +/- O2, were  
analyzed for this unicellular organism under laboratory conditions.  
The cellular level studied in yeast is also relevant for biological events 
which are initiated and develop locally in a single tissue, such as the 
growth of a leukemic clone in AML for instance. An early attempt 
at considering mammalian cellular iron homeostasis with switch-like 
regulatory steps, i.e. by representing steep transitions between regulated 
and non-regulated states, integrated data available at the time [41]. 
The dynamic properties of this system were represented by ordinary 
differential equations (ODE). A more recent model of this kind included the 
presence of the cellular iron exporter, ferroportin, and its degradation 
upon interaction with external hepcidin [42]. This modeling approach 
was set in the context of breast cancer, and it particularly focused on 
properties that were independent of the values of the model parameters. 
A qualitative validation of this model was provided by modulating  
ferroportin production, and measuring variations in the concentrations of 
ferritin and IRP(2). 
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Another option for the same system has been recently proposed [43].  
It differs by the differential equations used to describe the system,  
particularly in the analytical form representing regulation by available 
iron and IRP. Indeed, this theoretical discrepancy cannot yet be resolved 
by discriminatory experimental data. However, the latest efforts [43] 
i) could restrict the set of parameters relevant to a stable physiological 
condition, ii) they could monitor the dynamics of the system upon perturb-
ing this condition by relying on the behavioral constraints expressed in a 
temporal logic formalism, and iii) they bore significant predictive power as 
to the time evolution of the system triggered by environmental changes. 
Figure 2 shows the outcome of these simulations. The molecular conse-
quences newly revealed by these results will be experimentally probed in 
the future, thus significantly extending the present knowledge on this 
important regulatory system. 
Conclusion 
Therefore, the latest developments in the modeling of the core regulatory 
network managing iron at the cellular level provide insight into the details 
of its properties. These improvements are now challenging existing  
experimental data and they call for new measurements. This to-ing and 
fro-ing between experiments and modeling should further detail the 
placement of this regulatory system among the set of networks organizing 
mammalian cells. 
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Figure 2: Examples of simulations of the iron regulatory system in response to iron 
cut-off. The transferrin saturation (represented by Tf_sat, upper curve) was set 
to zero at time t = 6 hours. The different curves for the other species correspond 
to three sets of parameters chosen in the parameter space respecting the  
experimental data and the known behavior of the system. The simulations were 
done with the tool Breach [44, 45]. 
  
Modeling iron networks 
86 
When combining a robust molecular description of iron regulation with 
that of redox balance within the already well advanced modeling of 
hematopoiesis [46, 47], it may be hoped that a more integrated view of 
pathological myeloid differentiation will emerge and will improve the 
therapeutic strategies currently implemented to treat AML.  
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Zusammenfassung 
Im menschlichen Körper spielt Zink eine wichtige Rolle in der Katalyse, 
Struktur und Regulation von mindestens 3000 Proteinen. Etwa drei  
Dutzend Proteine sind direkt an der zellulären Homöostase von Zink  
sowie am Transport und als Sensoren des Zinkspiegels beteiligt. Eine 
bemerkenswerte Wende in unserem Verständnis ist die Erkenntnis, dass 
diese Proteine nicht nur den Zinkhaushalt gewährleisten, sondern auch 
über die Kontrollfunktionen von Zinkionen entscheiden. Diese neue Auf-
fassung entstand aufgrund quantitativer Daten über die Bindungsstärke 
von Zink an Proteine und die sich daraus ergebenden extrem niedrigen, 
aber nicht vernachlässigbaren Konzentrationen an “freien” Zinkionen. 
Sowohl proteingebundene als auch freie Zinkionen sind funktionell von 
Bedeutung. Die Konzentrationen von freien Zinkionen sind im pikomolaren 
Bereich; sie sind aber keineswegs konstant, sondern unterliegen induzier-
ten Schwankungen, so dass Zink als Botenstoff zwischen Zellen und in den 
Zink als zellulärer Botenstoff 
91 
Zellen selbst wirken kann. Solche Zinksignale entstehen einerseits durch 
Phosphorylierung von Membrankanälen, die Zinkionen aus einem Reser-
voir im endoplasmatischen Retikulum freisetzen, und andererseits durch 
Oxidation der Schwefelliganden in Koordinationsstellen von Zink in  
Proteinen. Die freigesetzten Zinkionen binden an weitere Proteine und 
beeinflussen deren Aktivität. Ein Beispiel sind Proteintyrosinphosphatasen, 
die selbst keine Zinkproteine sind, aber durch pikomolare Zinkkonzentra-
tionen gehemmt werden. Die Mitwirkung des Übergangsmetallions Zink an 
der Kontrolle von zellulären Phosphorylierungskaskaden ist ein neues 
Prinzip für die Wirkung eines Spurenelements und belegt recht eindrucks-
voll, dass ein essentielles Element, das quantitativ als Spurenelement 
betrachtet wird, qualitativ umfassende Bedeutung hat. 
Einleitung 
Man könnte argumentieren, dass Zink eher den Mineralstoffen als den 
Spurenelementen zuzuordnen ist. Der Grund für diese Betrachtungsweise 
ist die verhältnismäßig hohe Konzentration von Zink in der Zelle und die 
ebenso vergleichsweise hohe Gesamtmenge im Menschen. Die Zink-
konzentration beträgt > 0,2 mM für die meisten Zellen und entspricht 
damit in etwa der Größenordnung von Metaboliten, wie bespielsweise 
ATP. Zum Vergleich: die Menge an Zink in einem Menschen mit 70 kg 
Gewicht ist mit 2-3 mg dem des Eisens ähnlich. 
Die Entdeckung, dass Zink essentiell für das Wachstum eines Pilzes ist, 
wurde von Jules Raulin, einem Schüler von Louis Pasteur, im Jahre 1869 
gemacht [1]. Es dauerte fast hundert Jahre, bis Ananda Prasad im Jahre 
1961 Zinkmangel beim Menschen feststellte und zeigen konnte, dass 
Zinkgaben das Wachstum stimulierten und die Pubertät bei Jungen, die in 
ihrer Entwicklung weit gegenüber ihren Altersgenossen zurückgeblieben 
waren, einleitete [2]. Die Biochemie des Zinks begann allerdings früher mit 
der Entdeckung von David Keilin (1939), dass Carboanhydrase ein Zink-
enzym ist [3]. 
Es ist nicht Ziel dieses Artikels die Geschichte der Zinkbiochemie vollständig 
zu beschreiben. Ein gerade erschienenes Buch bietet einen Überblick [4]. 
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Es reicht festzustellen, dass seit den 1960er Jahren mit der Entwicklung 
von analytischen Methoden zur Reinigung von Proteinen und zur Bestim-
mung von Zink viele Zinkenzyme beschrieben wurden [5]. Doch die Bedeu-
tung des Zinks in der Biologie erfuhr einen weiteren “Quantensprung” mit 
der Entdeckung der Zinkfingerproteine [6]. In diesen hat Zink nicht eine 
katalytische Funktion wie in den Zinkenzymen, sondern Zinkfingerproteine 
bestimmen die Struktur von Proteindomänen in einer solchen Weise, dass 
spezifische Wechselwirkungen mit DNA/RNA, anderen Proteinen und 
Lipiden möglich werden. Ein Höhepunkt in der Zinkbiologie wurde erreicht, 
als es vor etwa fünf Jahren gelang, durch Sequenzanalysen Metall-
bindungsstellen vorauszusagen und abzuschätzen, dass das menschliche 
Genom für über 3000 zinkhaltige Proteine kodiert [7]. Damit ist etwa jedes 
zehnte Protein ein Zinkprotein. 
So beeindruckend diese Entwicklung der Zinkbiochemie ist, so weisen doch 
neue Ergebnisse auf eine noch größere Bedeutung des Zinks hin. Gegen-
stand der folgenden Abhandlung ist es, diese neuen Erkenntnisse zu 
beschreiben, welche weitgehend darauf beruhen, dass nicht nur perma-
nent proteingebundene Zinkionen, sondern auch Zinkionen, die freigesetzt 
werden und dann als Botenstoffe regulierend in das zelluläre Geschehen 
eingreifen, von Bedeutung sind.  
Zinkionen als Botenstoffe 
Die Anfänge dieses Gebietes gehen auf die Entdeckung von hohen  
Zinkkonzentrationen im Hippokampus durch Helmut Maske (1955) zurück 
[8]. Eine Folge von Untersuchungen führte zu der Einsicht, dass Zinkionen 
ein Bestandteil der synaptischen Vesikel sind, von denen sie ausgeschüttet 
werden und als interzelluläre Botensubstanzen wirken [9]. Dieses Prinzip, 
dass Zellen Zink ausscheiden, wurde dann für viele andere Zellen gezeigt. 
Ausgiebige Übersichtsarbeiten berichten darüber [10]. 
Im Folgenden will ich mich auf die Vorgänge in der Zelle beschränken. Hier 
zeigen Experimente in den letzten Jahren, dass auch Zinkionen, die inner-
halb der Zelle freigesetzt werden, eine Funktion als Botenstoffe haben. Die 
Wirkung findet bei so geringen Konzentrationen statt, dass sie für Metall-
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ionen eine neue Dimension eröffnen. Zum Verständnis der Funktion als 
Botenstoff hat eine weitere Entwicklung entscheidend beigetragen, 
nämlich die Erkenntnis, dass die zelluläre Zinkhomöostase ein äußerst 
komplexer Prozess ist, an dem viele Proteine beteiligt sind.  
Die zelluläre Zinkhomöostase – über Biomoleküle der systemischen 
Zinkhomöostase wissen wir relativ wenig – zeichnet sich durch eine 
umfangreiche Kompartimentierung des Zinks aus. Mindestens zwei  
Dutzend Transportproteine sind beim Menschen für die Aufnahme und 
Abgabe von Zink durch die Plasmamembran und für die intrazelluläre 
Verteilung zu den zahlreichen Organellen verantwortlich [11,12]. Dazu 
kommen ein Dutzend Metallothioneine, die Zink in der Zelle verteilen und 
sicherstellen, dass die freien Zinkkonzentrationen gepuffert sind [13]. 
Schließlich sind Sensorproteine dafür verantwortlich, dass genügend Zink 
in chemisch verfügbarer Form vorhanden ist.  
Aufgrund der Beteiligung von Zink in so vielen Proteinen beschäftigt man 
sich letztendlich mit der Frage, wie, wann, und wo in der Zelle Zink für die 
Funktion in Proteinen bereitgestellt wird. Eine ausreichende Antwort gibt 
es jedoch noch nicht. Es ist ebenfalls nicht bekannt, ob die Verteilung einer 
Hierarchie unterliegt, die es erlauben würde, bei Zinkmangel Zink für die 
wichtigsten Funktionen zurückzuhalten, aber für weniger wichtige Funk-
tionen aufzugeben. Mit der Entdeckung von Proteinen, die an der  
zellulären Zinkhomöostase beteiligt sind, wurde die Komplexität der 
Regulation von Zink aufgeklärt – an sich alleine schon ein Beweis dafür, 
welche Bedeutung die Zelle Zink beimisst – und es wurde deutlich, dass 
diese Proteine ganz spezielle Eigenschaften haben, die auf die zellulären 
Funktionen von Zink genau abgestimmt sind. 
Regulation von Zink: Die Kontrolle der zellulären 
Zinkhomöostase  
Mehrere Dutzend Proteine sind an der Speicherung und Freisetzung von 
Zink beteiligt. Sie binden einen Überschuss an Zink und vermeiden damit 
unerwünschte Nebenreaktionen, transportieren Zink durch Membranen 
und zelluläre Kompartimente und sind ebenfalls Sensoren.  
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Zehn Proteine aus der ZnT Familie (SLC30A) transportieren Zink aus dem 
Zytosol, während vierzehn Proteine aus der Zip Familie (SLC39A) Zink in das 
Zytosol transportieren [11,12]. Diese Transporter kontrollieren Zink auf 
subzellulärem Niveau und unterliegen selbst einer ausgiebigen Kontrolle. 
Leider sind Kristallstrukturen von Zip Proteinen noch nicht entschlüsselt. 
Allerdings ist eine Kristallstruktur des E. coli Proteins Yiip, einem Homolog 





porter. Es ist ein Dimer mit einer Transmembrandomäne und einer zyto-
plasmatischen Domäne. Das Monomer bindet mehrere Zinkionen. Eine 
Bindungstelle zwischen den Transmembranhelices ist am Zinktransport 
beteiligt, während eine binukleare Bindungsstelle als Sensor für die 
zytosolische Zinkkonzentration dient. Mit der Zinkbindung ist ein Konfor-
mationswechsel verbunden, der den Transport von Zink durch die Trans-
membrandomäne ermöglicht. Metal-response element (MRE)-binding 
transcription factor-1 (MTF-1) ist der einzig bekannte Zinkionensensor in 
Eukaryonten. Das Protein kontrolliert zinkabhängige Genexpression bei 
erhöhten Zinkkonzentrationen [15]. Ein spezielles Paar seiner sechs 
Zinkfinger scheint für die Sensorfunktion verantwortlich zu sein [16]. 
Metallothioneine (MT) sind ebenfalls an der Zinkhomöostase beteiligt. Der 
Mensch hat mindestens zwölf verschiedene Metallothioneine [13]. Die 
Genexpression der Mehrzahl dieser Proteine ist unter der Kontrolle von 
MTF-1. MT Proteine haben 60-68 Aminosäuren, wovon 20-21 Cysteine 
sind. MT haben zwei Eigenschaften, die verglichen mit anderen Zink-
proteinen außergewöhnlich sind [17]. Zum einen binden MT bis zu sieben 
Zinkionen mit 20 Cysteinen. Jedoch wären 28 Cysteine notwendig, um 
jedes der sieben Zinkionen einzeln zu binden. Trotzdem hat jedes Zinkion 
vier Cysteinliganden. Dies ist aber nur möglich, indem die Schwefelatome 
als Brückenliganden in zwei Zink/Thiolat Clustern, Zn3S9 und Zn4S11, einge-
setzt werden. Die Koordination ist den zellulären Verhältnissen durch 
verschiedene Bindungsstärken der Zinkionen angepasst, obwohl alle sieben 
Zinkionen formal die gleichen Liganden haben. Somit können MT sowohl 
Zinkakzeptoren als auch Zinkdonatoren sein. Die zweite Eigenschaft 
besteht darin, dass MT Redoxproteine sind. Zink, im Gegensatz zu Eisen 
und Kupfer, ist in der Zelle immer redox-inert. Allerdings können die 
Schwefelliganden oxidiert werden, und diese Kopplung an die Redox-
chemie der Zelle erlaubt die Freisetzung und Bindung von Zinkionen aus 
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Bindungsstellen, die thermodynamisch sehr stabil sind. Mikromolare 
Konzentrationen von MT bieten Zellen einen vorübergehenden Zink-
speicher mit hinreichender Kapazität und Bindungsstärke für Zink.  
Verglichen mit pikomolaren freien Zinkionenkonzentrationen steht der 
Zelle somit genügend gebundenes Zink zur Verfügung, das bei Bedarf 
bereitgestellt werden kann.   
Das Puffern von Zink  
Wie jedes andere essentielle Metallion wird die Zinkionenkonzentration  
in einem ganz bestimmten Bereich reguliert, sodass Zink-spezifische 
Reaktionen ohne Interferenz mit anderen Metallionen stattfinden können. 
Die Metallionen sind gepuffert, und für dieses Puffern ist die Bindungs-
stärke der Proteine und anderer Liganden für Zink verantwortlich. Für Zink 
sind Komplexkonstanten zytosolischer Proteine im pikomolaren Bereich 
gemessen worden [18]. Daher ist fast alles Zink proteingebunden und die 
freien Zinkkonzentrationen sind entsprechend außerordentlich niedrig 
[19]. Mehrere Arbeitsgruppen zeigten mit verschiedenen Messmethoden, 
dass die freien Zinkkonzentrationen im Bereich von zehn bis zu mehreren 
Hunderten Pikomolar liegen. Die gesamte Zinkkonzentration einer Zelle ist 
allerdings ein paar hundert Mikromolar, also mindestens sechs Größen-
ordnungen höher als diejenige der freien Zinkionen. So gering wie diese 
Konzentrationen auch sind, so ist das freie Zink nicht zu vernachlässigen, 
sondern es ist eine wichtige Substanz in der zellulären Regulation. Dabei 
muss man bedenken, dass die Zelle Zinkkonzentrationen in einer Weise 
puffert, wie das im Labor nur mit Chelatbildnern möglich ist. 
Ungefähr 30% der Pufferkapazität beruht auf Liganden mit einer 
Sulfhydrylgruppe [20]. Oxidation dieser Sulfhydryle unter oxidativem Stress 
verringert die Pufferkapazität, wodurch Zellen empfindlich gegenüber 
zusätzlichen Zinkionen werden. Der zelluläre Zinkpuffer ist dynamisch: 
dabei kann sich der pZn Wert (pZn = -log[Zn
2+
]), die Pufferkapazität oder 
beides ändern [19]. Eine Erhöhung der Zinkpufferkapazität durch eine 
Erhöhung der Konzentration der Zink-bindenden Liganden erlaubt der Zelle 
mehr Zink aufzunehmen und dabei den pZn Wert konstant zu halten. Eine 
Erniedrigung der Zinkpufferkapazität macht es dagegen möglich, den pZn 
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Wert zu ändern, unter Bedingungen wie beispielsweise Zinkaufnahme  
oder Zinkabgabe. Je nachdem, ob die Zelle sich teilt, differenziert oder 
programmierten Zelltod erleidet, liegen unterschiedliche pZn Werte vor 
[20, 21]. Die Bedeutung dieser dynamischen Prozesse liegt darin, dass es 
der Zelle damit möglich wird, globale oder lokale Änderungen der Zink-
konzentration zur Kontrolle von Proteinen zu verwenden. Allerdings ist die 
thermodynamische Kontrolle von Zink nicht der einzige Prozess. Wenn 
dem so wäre, dann könnte Zink sich nur gemäß dem Gradienten in  
einer Richtung, nämlich zu festeren Bindungsstellen hin bewegen. Wichtig  
sind daher die Speicherung und das Freisetzen von Zink nicht nur von  
dynamischen Koordinationsstellen in Proteinen, sondern vor allem auch 
von zellulären Kompartimenten. Der intrazelluläre Transport zwischen 
verschiedenen Kompartimenten braucht viele Transporter, die auch zum 
Zinkpuffern einer Zelle beitragen. Ein solcher Transport von Metallionen ist 
allerdings ein kinetisches Phänomen, für das man im Falle des Kalziums 
den Namen “Muffling” (Dämpfen) eingeführt hat [22]. Indem Zinkionen 
vom Zytosol in ein Kompartiment überführt werden, kann die Zelle weitaus 
höhere Schwankungen der Zinkkonzentration hinnehmen. Zelluläres Zink-
puffern ist also eine Kombination von thermodynamischem Puffern der 
Liganden und kinetischem “Muffling” durch die Aktivitäten von Trans-
portern [23]. Grundlegend ist, dass dieses Puffern nicht nur kontrolliert, 
dass die korrekte Zinkkonzentration in der Zelle vorliegt, sondern es erst 
möglich macht, dass freie Zinkkonzentrationen sich ändern können und 
dann zur Kontrolle von zellulären Vorgängen verwendet werden. Durch 
bereitgestellte Vesikel wird Zink vorübergehend gespeichert und dann bei 
Bedarf zur Verfügung gestellt. Hiermit scheint eine lange Diskussion 
beendet, nämlich dass nie ein Protein mit hoher Speicherkapazität für Zink, 
wie beispielsweise Ferritin für Eisen, gefunden wurde. 
Zink in der Regulation: Zink(II)ionen als 
Botenstoffe 
Die wohl interessanteste Entwicklung in der Zinkbiologie begann mit der 
Erkenntnis, dass freigesetzte Zinkionen eine Funktion als Botenstoffe in der 
Zelle und zwischen Zellen haben. Die Bevorzugung von bestimmten 
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Koordinationsstellen verleiht diesen Zinksignalen eine gewisse Spezifität 
[24]. Die Amplituden der Signale bestimmen, welche Proteine von den 
Signalen betroffen sind, denn diese Proteine müssen sich durch ent-
sprechende Bindungskonstanten auszeichnen. Wenn durch bestimmte 
Bedingungen die Zelle stimuliert wird, dann nehmen die Zinkkonzentra-
tionen im pikomolaren Bereich zu und erreichen maximal 1-2 Nanomolar. 
Höhere freie Zinkkonzentrationen sind zytotoxisch. Zink erreicht innerhalb 
von Minuten wieder die steady-state Konzentration, es sei denn, die 
Pufferkapazität ändert sich [25]. In einer Reihe von Experimenten wurden 
diese Schwankungen unter verschiedeneden Bedingungen gemessen, 
beispielsweise unter oxidativem Stress, hohen Glukosekonzentrationen, 
elektrischer Stimulierung, oder Verdrängung von Zink in Koordinations-
stellen durch Schwermetalle wie Quecksilber. Die folgenden Abschnitte 
beschäftigen sich mit der Erzeugung solcher Zinksignale, deren Zielproteine 
und der Aufhebung der Wirkung von Zink.   
Erzeugung von Zinksignalen   
Zusätzlich zu der Freisetzung von Zink von Proteinen gibt es zwei Prozesse, 
bei denen Zinkionen von Vesikeln freigesetzt werden. Zum einen gibt es 
Vesikel, die an einer Exozytose teilnehmen und Zink in den extrazellulären 
Raum ausschütten. Das am längsten bekannte Beispiel ist die Ausschüttung 
von Zink aus synaptischen Vesikeln von Nervenenden im Hippokampus in 
den synaptischen Spalt [26]. Das geschieht in Synapsen, die Glutamat als 
Botenstoff verwenden. Ein Zielprotein ist der postsynaptische N-methyl-D-
aspartat (NMDA) Rezeptor, den nanomolare Zinkkonzentrationen hemmen 
[27], aber es gibt auch andere Zielproteine, einschließlich solcher am 
selben Nervenende nach Zinkwiederaufnahme. Zinkfreisetzung durch 
Exozytose ist auch an Zellen, die keine Nervenzellen sind, beobachtet 
worden [28]. Dazu gehören exokrine und endokrine Drüsen, somatotro-
phische Zellen der Hirnanhangdrüse, pankreatische Azinarzellen, β-Zellen 
der Langerhans Inseln, Paneth Körnerzellen in den Lieberkühn Krypten, 
Zellen der Tubuloazinardrüsen der Prostata, Epithelzellen der Epididymis 
und Osteoblasten. Die Beladung von Vesikeln geschieht durch spezielle 
Transporter: ZnT3 in Nervenzellen, ZnT8 in pankreatischen β-Zellen und 
ZnT2 in Epithelzellen der Brust [29]. Die Beladung und Ausscheidung ist mit 
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wichtigen physiologischen Funktionen verbunden: z.B. der Ausbildung der 
hexameren Struktur und Speicherform von Insulin oder der Versorgung der 
Milch mit Zink. Oozyten von Mäusen nehmen bedeutende Mengen an Zink 
im letzten Stadium der Reifung auf und hören nach der ersten meiotischen 
Teilung auf zu wachsen [30]. Nach der Befruchtung scheiden die Embryo-
nen Zink in einem Prozess aus, der als “zinc sparks” (Zinkfunken) bezeich-
net wird, und nehmen dann die Zellteilung wieder auf.   
Zum anderen werden freie Zinkionen in der Zelle freigesetzt. Verschiedene 
Wachstumshormone aktivieren Caseinkinase-2, die den Zinktransporter 
Zip7 phosphoryliert, was wiederum zur Ausschüttung von Zinkionen von 
einem Speicher im endoplasmatischen Retikulum in das Zytosol und in der 
Folge zur Zellproliferation führt [31]. Schwankungen von freien Zinkionen 
finden im mitotischen Zellzyklus statt und zeichnen sich durch zwei  
Maxima aus. Ein Maximum liegt in der frühen G1 Phase und ein weiteres in 
der S Phase [25]. Ähnliche Prozesse wurden in Form einer Ausschüttung 
von Zink aus Lysosomen in Interleukin 2-stimulierten T-Zellen als  
Bedingung zur Zellproliferation beobachtet [32]. In Makrophagen ver-
anlasst die Stimulierung des Immunoglobulin E FcεRI Rezeptors und 
anschliessende Aktivierung von ERK/IP3 -abhängigen Signalen die Zink-
ausschüttung, ein als “zinc wave” (Zinkwelle) bezeichneter Prozess [33]. 
“Zinc sparks” werden in Sekunden beobachtet, während “zinc waves” in 
einer Zeitspanne von Minuten ablaufen. Damit haben Zinksignale nicht nur 
verschiedene Amplituden, sondern auch verschiedene Frequenzen. 
Proteine sind Ziel von freien Zinkionen  
Räumliche Nähe scheint eine Voraussetzung für die Wirkung von Zink-
signalen zu sein. Wegen ihrer hohen Affinität für Sulfhydrylgruppen sind 
Zinkionen klassische Hemmer von Proteinen. Was aber nicht bekannt  
war, ist, dass eine solche Hemmung physiologisch sehr bedeutend sein 
kann. Das wurde erst dadurch ersichtlich, dass bestimmte Enzyme, wie 
beispielsweise Proteintyrosinphosphatasen, durch pikomolare und nano-
molare Konzentrationen von freien Zinkionen gehemmt werden [34]. 
Jedoch werden Proteintyrosinphosphatasen nicht als Zinkproteine betrach-
tet. Ein Grund ist, dass sie in Gegenwart von Chelatbildnern isoliert wer-
den, um ihre enzymatische Aktivität zu erhalten. Kinetische Unter-
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suchungen dieser Enzyme mit gepufferten Lösungen von Zinkionen erga-
ben eine Bindungskonstante von 27 pM für die zytoplasmatische Domäne 
der Rezeptorproteintyrosinphosphatase beta [35]. Am Ort der Freisetzung 
können die freien Zinkkonzentrationen jedoch höher sein als Konzentra- 
tionen, die sich aus dieser Gleichgewichtskonstante ergeben. Damit ist eine 
physiologische Hemmung dieses Enzyms sehr wahrscheinlich. Einige 
Proteintyrosinphosphatasen sind an die Membran des endoplasmatischen 
Retikulums gebunden, wo die Zinkfreisetzung stattfindet. Die Phosphory-
lierung von Zip7, die Hemmung der enzymatischen Aktivität von Protein-
tyrosinphosphatasen, und die Schwankungen der Konzentration von freien 
Zinkionen belegen eine Funktion von Zink in Phosphorylierungskaskaden. 
Die Affinität von Enzymen und Proteinen für Zink definiert eine untere und 
eine obere Grenzkonzentration für die Steuerung biologischer Prozesse 
durch Zink [36]. Vier unabhängige Beobachtungen legen diesen Bereich der 
Steuerung in pikomolare Konzentrationen von Zink: (i) die gemessene freie 
Zinkionenkonzentration und deren Schwankungen, (ii) die Bindungskons-
tanten von MT für Zink, (iii) die Bindungskonstanten von Zinkproteinen für 
Zink, und (iv) die Bindungskonstanten der Zielproteine von Zinksignalen. 
Die Funktionen von Zinkionen bei so geringen Konzentrationen - ein 
Bereich der typisch für Hormone ist - ist äußerst bemerkenswert und 
soweit einzigartig unter den Spurenmetallen. So erweitert Zink die  
Kontrollfunktionen von Metallionen - Magnesium im mikromolaren 
Bereich, Kalzium im nanomolaren Bereich - in den pikomolaren Bereich. 
Damit können diese drei Metallionen, die nicht der Redoxkontrolle unter-
liegen, über viele Grössenordnungen an Konzentrationen in der biolo-
gischen Kontrolle wirken. 
Die Aufhebung der Zinksignalwirkung 
Metallothionein hat Bindungskonstanten für Zink genau in dem Bereich, 
der zur hier diskutierten Regulation notwendig ist [37]. Daher ist MT 
thermodynamisch keine Endstation für Zink, sondern es kann aktiv an der 
Verteilung von Zink durch Erzeugung und Aufhebung von Zinksignalen 
teilnehmen. In vitro bindet Thionein, das Apoprotein von Metallothionein, 
Zink und aktiviert durch Zink gehemmte Enzyme. In vivo ist weder Metallo-
thionein ganz mit Metallionen beladen noch Thionein völlig frei von 
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Metallionen. Der Transport von MT in Zellen und die Expression der MT 
Gene durch zahlreiche Signalwege machen eine Änderung der Zinkpuffer-
kapazität möglich. Modulation der Chelatbildnerkapazität von MTs, durch 
Änderung entweder der totalen Menge oder des Redoxzustands von MT, 
ermöglicht die Kontrolle der regulatorischen Funktionen von Zinkionen. 
Erhöhte Zinkionenkonzentrationen induzieren MTF-1-kontrollierte Gen-
transkription von Thioneinen und des Zinktransporters ZnT1. Damit können 
überschüssige Zinkionen gebunden und Zink aus der Zelle enfernt werden.  
Zusammenfassend kann man feststellen, dass für die biologische Zink-
forschung ein neues Stadium begonnen hat, von dem man sich viele neue 
Einsichten in die zellulären Steuerungsvorgänge verspricht und damit neue 
Ansätze zur Früherkennung, Vorbeugung, und Behandlung von Krank-
heiten, an denen Zink direkt oder indirekt beteiligt ist, wie beispielsweise 
Krebs, Diabetes und andere degenerative und chronische Erkrankungen. 
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Zink beeinflusst den zellulären 
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Einleitung 
Biochemische Funktionen von Zink 
Das Spurenelement Zink ist essentiell für den Menschen. Der Gesamt-
körperbestand an Zink beträgt etwa 2-4 g; die Konzentration im Plasma 
liegt bei 11-20 µM. Zink ist Bestandteil von mehr als 3000 Proteinen, 
einschließlich 1000 Enzymen. Zinkabhängige Enzyme sind in allen sechs 
Enzymklassen (Oxidoreduktasen, Transferasen, Hydrolasen, Lyasen, 
Ligasen und Isomerasen) vertreten, wobei Zink innerhalb dieser Proteine 
sowohl katalytische Funktionen (z.B. Carboanhydrase) als auch strukturelle 
Funktionen (z.B. Alkoholdehydrogenase) einnimmt. Zink ist u.a. an der 
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Ausbildung sogenannter Zinkfingerstrukturen beteiligt. Dabei wird ein 
Zinkatom durch vier Cysteine und/oder Histidine komplexiert und schafft 
damit die Voraussetzung für Protein-Protein- bzw. DNA-Protein-Wechsel-
wirkungen. Zink-bindende Domänen sind beispielsweise Bestandteil von 
Transkriptionsfaktoren (u.a. TF IIIA), DNA-Reparaturproteinen (u.a. XPA, 
PARP) und dem Tumorsupressorprotein p53.  
Damit ist Zink an zahlreichen zellulären Prozessen, die an der Aufrecht-
erhaltung der genomischen Stabilität mitwirken, wie der Zellproliferation 
und - differenzierung, an zellulären Signalwegen, an der antioxidativen 
Abwehr, an der DNA-Reparatur sowie an der Genexpression beteiligt 
[zusammengefasst in 1, 2] 
Zinkhomöostase 
Die Zinkhomöostase wird vorwiegend über die Resorption im Dünndarm 
und über die Ausscheidung reguliert. Ungefähr 15-40% des aufgenomme-
nen Zinks werden im Jejunum und Ileum resorbiert. Die Ausscheidung 
erfolgt zu ca. 90% über die Galle und das Pankreassekret. Die Zink-
homöostase ist streng reguliert und wird über Zink-Importproteine  
(ZIP 1-14), Zink-Exportproteine (ZnT 1-10) und Zink-Speicherproteine 
aufrechterhalten. ZIPs fördern den Einstrom in die Zelle und aus Vesikeln 
(z.B. Endoplasmatisches Retikulum) heraus und erhöhen damit die intra-
zelluläre Zinkkonzentration. ZnTs dagegen erniedrigen die intrazelluläre 
Zinkkonzentration, indem sie den Ausstrom von Zink in den extra-
zellulären Raum bzw. die Speicherung in intrazelluläre Vesikel fördern. 
Metallothioneine (MT) binden das essentielle Spurenelement mit hoher 
Affinität, können es aber bei Bedarf auch wieder abgeben [3, 4]. Die 
intrazelluläre Zinkkonzentration beträgt wenige hundert Micromolar, 
wobei nur picomolare bis niedrige nanomolare Konzentrationen an intra-
zellulärem Zink „frei“, d.h. an niedermolekularen Bestandteilen gebunden, 
vorliegen [5]. Diese „freien“ Zink-Ionen sind sehr potente Signale innerhalb 
der Zelle und können gezielt Proteine und die damit verbundenen bio-
chemischen Prozesse beeinflussen [6]. 
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Redoxstatus der Zelle und die Rolle von Zink 
Der Redoxstatus der Zelle hängt von der Anwesenheit reaktiver Sauerstoff-
spezies (ROS) sowie von den zellulären Schutzmechanismen ab. ROS 
können endogen durch fehlerhaften Elektronentransfer innerhalb der 
mitochondrialen Atmungskette sowie durch die Aktivierung des Immun-
systems generiert werden. Exogene Quellen sind ionisierende Strahlung 
und redoxaktive Substanzen. Im Gegenzug verfügt die Zelle über verschie-
dene antioxidative Abwehrmechanismen, wie Antioxidantien (z.B. Ascor-
binsäure), Glutathion (GSH) und detoxifizierende Enzyme (z.B. Superoxid-
dismutase (SOD), Katalase). So werden Superoxidradikalanionen (O2
-
∙) 
durch die SOD in H2O2 umgewandelt, welches wiederum durch die Katalase 
und Glutathionperoxidase (GP) detoxifiziert wird. Ist die Detoxifizierung 
von H2O2 nicht ausreichend gewährleistet, kommt es durch Reaktionen  




) zur vermehrten Bildung von  
Hydroxylradikalen (∙OH), die neben Proteinen und Lipiden auch die DNA 
schädigen können. Die Reaktion von ∙OH kann u.a. zu DNA-Einzel- und 
Doppelstrangbrüchen und oxidativen DNA-Basenmodifikationen, wie z.B. 
8-Oxoguanin (8-OxoG) führen [7, 8]. Die Entfernung dieser DNA-Läsionen 
durch die vorhandenen zellulären Reparaturmechanismen ist für die 
Integrität der DNA unerlässlich.  
Zink ist redox-inert, da es ausschließlich in der Oxidationsstufe +2 vor-
kommt. Da jedoch Schwefel-Liganden in Cysteinresten von Proteinen 
redox-aktiv sind, wird Zink in Zink-Cystein-Clustern redox-regulierbar. Je 
nach Redoxstatus der Zelle kann der Schwefel-Ligand oxidiert oder redu-
ziert und dementsprechend Zink freigesetzt oder gebunden werden. Somit 
besteht eine Verbindung zwischen dem zellulären Redoxstatus und der 
zellulären Zinkverteilung [9]. 
Basenexzisions- und DNA-Einzelstrangbruchreparatur 
Für die Entfernung kleiner DNA-Basenschäden und DNA-Strangbrüche 
sind die Basenexzisionsreparatur (BER) und die DNA-Einzelstrangbruch-
reparatur (SSBR) verantwortlich.  
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Eine der häufigsten oxidativen DNA-Basenmodifikationen ist 8-OxoG. 
8-OxoG ist potentiell mutagen, da es in replizierenden Zellen zu GC→TA 
Transversionen führt [10]. 
8-OxoG wird durch die 8-Oxoguanin-DNA-Glykosylase-1 (OGG1) erkannt, 
die die N-glykosidische Bindung zwischen geschädigter Base und Zucker-
Phosphat-Rest hydrolytisch spaltet, wodurch eine apurinische (AP-) Stelle 
entsteht. Die OGG1 verfügt als bifunktionelle Glykosylase über eine AP-
Lyase-Funktion und führt zum Einschneiden des DNA-Strangs auf der 
3´Seite der Desoxyribose, woraus ein DNA-Einzelstrangbruch resultiert. Der 
verbleibende Desoxyribosephosphatrest wird durch die APE-1 entfernt. In 
die dadurch entstehende Lücke fügt die Polymerase ß (Pol ß) ein neues 
Nukleotid ein, und die Ligase IIIα (Lig IIIα) schließt die Lücke (Abbildung 1A) 
[11]. Bei der SSBR erfolgt die Schadenserkennung durch Poly(ADP-Ribose) 
Polymerasen (PARPs), von denen die PARP-1 die höchste katalytische 
Aktivität hat. PARP-1 ist ein im Zellkern lokalisiertes Zinkfingerprotein, 
welches an DNA-Strangbrüche bindet und dadurch aktiviert wird. Sie 
katalysiert den Transfer von ADP-Ribose-Einheiten vom Substrat NAD
+
 u.a. 
auf sich selbst (Automodifikation) und auf Histone. Diese Poly(ADP-
Ribosyl)ierung rekrutiert u.a. das DNA-Reparaturprotein XRCC1 zum 
Schaden. Ebenso wie bei der BER erfolgen Prozessierung und Ligation 
durch die Pol ß und Lig IIIα (Abbildung 1B) [12]. 
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Abbildung 1: Schematischer Ablauf der BER (A) und der SSBR (B). 
Ergebnisse und Diskussion 
Das Spurenelement Zink ist essentiell für die Aufrechterhaltung der 
genomischen Stabilität. Eine intakte Zinkhomöostase ist die Voraussetzung 
für die fehlerfreie Funktion der biochemischen Prozesse. Überschüssiges 
„freies“ intrazelluläres Zink kann über seine hohe Affinität zu SH-Gruppen 
die Funktion von Proteinen nachteilig verändern. Daher stellt sich die 
Frage, welche Auswirkungen bereits kleine Änderungen der intrazellulären 
„freien“ Zinkkonzentration auf das Ausmaß oxidativer DNA-Schäden in der 
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Zelle haben, indem beispielsweise detoxifizierende Enzyme sowie DNA-
Reparaturproteine beeinflusst werden.  
Um zu untersuchen, welchen Einfluss Zink auf die genomische Stabilität 
hat, betrachteten wir sowohl die direkten als auch die indirekten Aus-
wirkungen von Zink auf die DNA-Integrität. Eine direkt schädigende 
Wirkung, z.B. über die Induktion von DNA-Einzelstrangbrüchen, konnte 
nicht nachgewiesen werden. Zink scheint vielmehr einen indirekten 
Einfluss auf die genomische Stabilität über die Inhibierung von detoxifizie-
renden Enzymen und DNA-Reparaturprozessen auszuüben. 
Einfluss von Zink auf den zellulären Redoxstatus 
Wir untersuchten den Einfluss von Zink auf H2O2-generierte DNA-
Einzelstrangbrüche mittels Alkalischer Entwindung (AU) [13]. Als Zell-
modell dienten Epithelzellen des Schweinedünndarms (IPEC-J2) [14]. Die 
Ergebnisse zeigten eine synergistische Steigerung von H2O2-induzierten 
DNA-Einzelstrangbrüchen nach 1 h Vorinkubation mit ZnSO4. Der zugrunde 
liegende Mechanismus dieser beobachteten Zunahme der H2O2-induzier-
ten DNA-Einzelstrangbrüche muss im Weiteren noch geklärt werden. 
Möglicherweise beruht der Effekt auf der Inhibierung detoxifizierender 
Enzyme. 
In der Literatur gibt es bereits erste Anhaltspunkte, dass Zink mit dem 
GSH/GSSG System interferiert, nicht aber die Katalase beeinflusst. Bishop 
et al. konnten nach 6 h Inkubation ab 150 µM Zinkacetat einen erhöhten 
GSSG-Gehalt in intakten Astrozyten aus neugeborenen Wistarratten 
nachweisen. Die Autoren vermuteten eine Inaktivierung der Glutathion-
reduktase (GR) über einen NADPH-abhängigen Mechanismus [15]. Weitere 
Untersuchungen zeigten, dass Zink-Pyrithion in den zellulären Redoxstatus 
eingreift, indem es den zellulären Gehalt an Nicht-Protein-Thiolen (z.B. 
GSH) im nanomolaren bis micromolaren Bereich erniedrigt [16]. Zudem 
wurde eine Hemmung der isolierten GP nachgewiesen [17].  
Zusätzlich existieren in der Literatur Hinweise, dass erhöhte Zink-
Konzentrationen an der Bildung von ROS beteiligt sind, indem Zink die 
Autoxidation von SH-Gruppen auf der Zellmembran [18] fördert, die 
Zink, oxidativer Stress und DNA-Reparatur 
110 
Thiolreduktase [19] inhibiert sowie die Aktivität der NADPH Oxidase [20] 
steigerte. 
Einfluss von Zink auf die BER und SSBR 
Neben der Beeinflussung des zellulären Redoxstatus ist die Effektivität der 
vorhandenen Reparaturmechanismen für die genomische Stabilität von 
entscheidender Bedeutung. 
Dabei können DNA-Reparaturproteine mit ihren Cystein- und Histidin-
seitenketten potentielle Angriffspunkte bei überschüssigem Zink sein. Im 
Mittelpunkt unserer Untersuchungen standen v.a. die OGG1 sowie die 
PARP-1.  
Mittels eines nicht-radioaktiven Cleavage Assays [21] untersuchten wir den 
Einfluss von Zink auf die OGG1 in intakten Zellen und Proteinextrakten, 
gewonnen aus IPEC-J2 Zellen. Während Zink die OGG1-Aktivität in intakten 
Zellen nicht beeinflusste, führte die direkte Behandlung der Protein-
extrakte mit ZnSO4 zu einem signifikanten, konzentrationsabhängigen 
Aktivitätsverlust der OGG1 ab 75 µM. Mögliche Angriffspunkte innerhalb 
der OGG1 stellen die Aminosäurereste Cys253 und Cys255 dar, die nahe 
des aktiven Zentrums lokalisiert sind [22]. In der Literatur gab es bereits 
Hinweise, dass Zink mit der OGG1 interferiert, allerdings im isolierten 
System und mit der murinen OGG1 (mOGG1). Konzentrationen größer  
100 µM ZnCl2 inhibierten die Basenexzision sowie den Einschnitt in das 
Zucker-Phosphat-Rückgrat der DNA. Der Einschnitt in den DNA-Strang 
wurde bei 100 µM ZnCl2 moderat aktiviert [23].  
Da wir eine Hemmung der OGG1 im subzellulären System beobachteten, 
untersuchten wir im nächsten Schritt die Auswirkung von Zink auf die 
Reparatur oxidativer DNA-Basenmodifikationen. Im zellulären System 
zeigte sich eine deutlich verlangsamte Reparatur der durch sichtbares Licht 
induzierten DNA-Schäden in Anwesenheit von Zink bei nicht-zytotoxischen 
Konzentrationen im Vergleich zur Kontrolle.  
Als nächstes untersuchten wir den Einfluss von Zink auf die PARP-1. Wir 
konnten zeigen, dass die Poly(ADP-Ribosyl)ierung in Kernextrakten aus 
IPEC-J2 Zellen signifikant durch eine Inkubation mit ZnSO4 erniedrigt 
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wurde. Diese Zink-vermittelte Inhibierung der PARsylierung konnte durch 
Metallchelatoren vollständig revertiert werden, wohingegegen Thiol-
reagenzien den Effekt nur partiell revertierten. Um zu untersuchen, ob die 
Inhibierung der PARsylierung auf eine direkte Interaktion der PARP-1 mit 
Zink zurückzuführen ist, quantifizierten wir die Aktivität der isolierten 
PARP-1 in Gegenwart von Zink. Hier zeigte sich eine konzentrations-
abhängige Abnahme der PARsylierung.  
Die PARP-1 besitzt außerhalb ihrer Zinkfingerstrukturen SH-Gruppen in der 
Automodifikationsdomäne (Cys429) sowie in der katalytischen Domäne 
(Cys845 und Cys908), die potentielle Zielstrukturen darstellen. Eine fast 
vollständige enzymatische Inaktivierung der PARP-1 resultierte aus der 
Mutagenese des Cys908 [24]. Die partielle Revertierung der Zink-
vermittelten Hemmung durch Thiolreagenzien deutet auf die Wechsel-
wirkung von Zink mit kritischen SH-Gruppen außerhalb der Zinkfinger-
bindenden Strukturen der PARP-1 hin. 
Zusammenfassung 
Da Zink an einer Vielzahl biochemischer Prozesse innerhalb der Zelle 
beteiligt ist, stellt eine strikt regulierte Zinkhomöostase eine wichtige 
Voraussetzung für die Aufrechterhaltung der genomischen Stabilität dar.  
Gezielt freigesetzte Zink-Ionen stellen in der Zelle ein sehr potentes Signal 
dar und wirken spezifisch auf Proteine und die damit verbundenen zellulä-
ren Prozesse. Eine erhöhte „freie“ intrazelluläre Zink-Ionenkonzentration 
kann jedoch zu unspezifischen Reaktionen mit kritischen SH-Gruppen von 
Proteinen führen und adverse Folgen nach sich ziehen.  
Wir konnten zeigen, dass Zink die DNA nicht direkt, aber indirekt schädigt, 
indem es in den zellulären Redoxstatus eingreift und DNA-Reparatur-
proteine hemmt. Zink erhöhte synergistisch H2O2-generierte DNA-
Einzelstrangbrüche. Dieser Effekt steht womöglich in Zusammenhang 
mit einem durch Zink veränderten GSH/GSSG System. Die untersuch- 
ten DNA-Reparaturproteine, OGG1 und PARP-1, verfügen über kritische  
SH-Gruppen, die potentielle molekulare Zielstrukturen darstellen. Zink 
bewirkte einen Aktivitätsverlust beider Proteine im subzellulären System. 
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Ebenso konnten wir eine verlangsamte Reparatur gegenüber oxidativer 
DNA-Basenmodifikationen in Anwesenheit von Zink im zellulären System 
beobachten.  
Die Ergebnisse machen deutlich, dass Zink, obwohl es in gut reguliertem 
Zustand unerlässlich für die Aufrechterhaltung der genomischen Stabilität 
ist, im Falle erhöhter Konzentration an „freien“ Zink-Ionen zu oxidativem 
Stress und der Hemmung von DNA-Reparaturprozessen führen kann.  
  




Abbildung 2: Einfluss von Zink auf die antioxidative Abwehr sowie der DNA-
Reparatur bei intakter (A) und gestörter (B) Zinkhomöostase. ZnTs, ZIPs und MT 
sind an der Regulierung der Zinkhomöostase beteiligt. (A) Zink ist essentieller 
Bestandteil u.a. von detoxifizierenden Enzymen und DNA-Reparaturproteinen 
und damit an der Aufrechterhaltung der genomischen Stabilität beteiligt. (B) 
Überschüssiges intrazelluläres „freies“ Zink kann über die Bindung an kritischen 
SH-Gruppen Proteine inaktivieren und damit zelluläre Prozesse beeinträchtigen.  
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Abstract 
For humans Mn is an essential trace element, but at higher doses a neuro-
toxic metal. Chronic Mn exposure is affecting the central nervous system. 
Occupational Mn overexposure leads to an accumulation in the brain and 
has been shown to cause progressive, permanent, neurodegenerative 
damage with syndromes similar to idiopathic Parkinsonism. Mn is trans-
ported by an active mechanism across neural barriers (NB) finally into the 
brain, but to date modes of Mn neurotoxic action are poorly understood. 
This paper investigates the relevant Mn-carrier species which are  
responsible for a widely uncontrolled transport across NB. Mn speciation in 
paired serum/cerebrospinal fluid (CSF) samples was performed by size 
exclusion chromatography – inductively coupled plasma – dynamic  
reaction cell – mass spectrometry (SEC-ICP-DRC-MS) and capillary zone 
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electrophoresis (CZE) coupled to ICP-DRC-MS in an 2D approach for clear 
identification. The Mn-species from the different sample types were 
interrelated, and correlation coefficients were calculated.  
In serum, protein-bound Mn-species like Mn-transferrin (Mn-Tf) had 
important influence on total Mn in serum if Mntotal was less than 1.5 µg/L, 
but above 1.6 µg/L the serum-Mntotal concentration was correlated with 
increasing Mn-citrate (Mn-Cit) concentration. Correlations between serum 
Mn species and CSF showed that Mntotal from CSF was correlated to Mn-Cit 
from serum above 1.6 µg/L Mntotal in serum.  
Statistical models discriminated the samples in two groups where CSF 
samples were either correlated to Mntotal and Mn-Cit (samples with serum 
Mntotal > 1.5 µg/L) or correlated to Mn-TF (samples with serum Mntotal 
< 1.5 µg/L).  
We conclude that elevated Mn-Citserum could be a valuable marker for 
increased total Mn in CSF (and brain). It could be used as a marker for 
elevated risk of Mn-dependent neurological disorders in occupational 
health. 
Introduction 
Mn is an essential trace element required for normal growth, development 
and cellular homeostasis [1]. Mn is a required cofactor of several enzymes 
necessary for neuronal and glial cell function, as well as enzymes involved 
in neurotransmitter synthesis and metabolism [2, 3, 4]. However, excessive 
Mn exposure can accumulate in the brain causing severe neurological 
disorder similar to Parkinson´s disease (PD) [5]. Studies from occupational 
health after Mn exposure showed a limitation of mental ability, proceeding 
to psychotic phase with reduction of psychomotoric coordination, damage 
of the extrapyramidal nervous system and finally leading to symptoms 
similar to Parkinson´s disease [6, 7, 8]. 
In a series of investigations we previously showed that different Mn-
species are present in human serum and cerebrospinal fluid (CSF) [9, 10, 
11, 12]. In serum mainly Mn-transferrin (Mn-Tf) was found, aside from 
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small amounts of Mn-citrate. Contrary, in CSF mainly low molecular mass 
(LMM) Mn-species were found, where Mn-citrate was identified as the 
major Mn-species [11]. Nischwitz et al. investigated paired serum and CSF 
samples [12] showing that total Mn and Mn-Tf were downgraded across 
neural barriers (NB) but Mn-citrate was enriched. Also Yokel et al. [13] and 
Aschner et al. [14] found Mn-citrate to be facilitated transported across NB 
when performing perfusion experiments in rat brains.  
Thus, Mn-speciation targeted to Mn-citrate in human serum could provide 
a Mn-biomarker for Mn-exposure. Up to now a validated biomarker for Mn 
exposure is not available: Total Mn determination in blood or serum often 
cannot distinguish between non-exposed and exposed persons [15], and 
renal Mn excretion being below 1% of total Mn excretion is consequently 
not suitable as biomarker [16]. Therefore, in this paper significant relation-
ships between Mn-species from serum and CSF were elucidated. Identifica-
tion of Mn-compounds was provided using an orthogonal speciation 
scheme based on analysis of the samples by SEC ICP-DRC-MS, followed 
from analysis of SEC characterized fractions by CE-ICP-DRC-MS. Pearson´s 
relationships between serum and CSF Mn species were calculated.  
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Figure 1: Scheme of environmental- and bio-monitoring: For avoiding exposure 
effects (diseases) monitoring should be as early as possible (left side of the 
scheme). In case of Mn, simple metal analysis in bodyfluids does not result in 
clear differentiation between exposed and non-exposed persons. Therefore, 
biomonitoring must include metabolized Mn species (secondary Mn species) 
and their specific pathways: Mn speciation may help to improve efficiency of 
differentiation of exposed from non-exposed persons (from Angerer, modified). 
Experimental 
Chemicals 
From Sigma-Aldrich, Deisenhofen, Germany: Blue dextran: 2000 kDa, α-2-
macroglobuline: 609 kDa, arginase: 107 kDa, transferrin: 78 kDa, albumin: 
68,5 kDa, β-lactoglobuline: 36,5 kDa, lysozyme: 14,3 kDa, Metallothionein: 
7 kDa, L-thyroxine: 777 Da, N,N´-bis(t-BOC)-l-cystine: 440,5 Da, citric acid: 
192,5 Da, inorganic MnCl2. 
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From Merck, Darmstadt, Germany: TRIS, HNO3, HCl (suprapure), NH4-
acetate (NH4Ac), acetic acid (HAc) and TSK SEC-gel (230 – 450 mesh). From 
Air-Liquide, Gröbenzell, Germany: Argonliqu and NH3.  
Standards, samples and sample preparation 
Mn-protein stock standards were prepared by dissolving the powder of 
each compound in 10 mL TRIS-HCl buffer (10 mM, pH 7.4). Stock solution 
of MnCl2 was prepared by dissolving 100 mg/L (related to Mn). Mn-citrate 
stock solution was prepared by mixing a solution of 1 g/L citrate with a 
MnCl2 solution (5 mg/L) using a ratio of 4+1 (v:v), resulting in a Mn-citrate 
stock concentration of 1 mg Mn/L. Mn-albumin and Mn-transferrin stock 
solutions were prepared in analogy by mixing 1 g/L protein solution with 
5 mg/L MnCl2 solution (4+1, each), resulting in 1 mg Mn/L for each  
compound. Stock solutions were aliquoted and stored in the dark at -20°C. 
Working solutions were prepared daily by appropriate dilution with TRIS-
HCl, 10 mM, pH 7.4.  
Serum samples were collected from healthy persons as described in [12] 
and stored at 4°C in a refrigerator. CSF samples were taken from non Mn 
exposed persons at the Dept. of Neurology, Technical University of  
Munich, following standard clinical procedures. The CSF samples were 
aliquoted and stored at -20°C. Before analysis, the CSF samples were 
thawed slowly at 4 °C and analyzed immediately. 
SEC Parameters 
SEC was performed with a Knauer 1100 Smartline inert Series gradient 
HPLC system and two serially installed SEC columns: Biobasic 300 mesh 
column (300x8mm ID, Thermo, separation range 700 - 5 kDa) serially 
connected to a 550x10 mm ID Kronlab ECO column filled with TSK-HW40S 
(separation range 100 - 2000 Da). Tris-HAc (10 mM, pH 7.4) + 250 mM 
NH4Ac was used as the eluent at a flow-rate of 0.75 mL/min.  
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For additional identification of Mn-species by CE-ICP-DRC-MS, the SEC 
column effluent was fractionated in 2.5 min intervals with a ‘‘Fraction 
Collector 100’’ (Pharmacia, Freiburg, Germany).  
Capillary zone electrophoresis coupled to ICP-DRC-MS 
A "Biofocus 3000" capillary electrophoresis system (BioRad, Munich, 
Germany) was used as the CE device at a temperature of 20°C. The  
capillary (120 cm x 50 µm ID, non-coated) was from CS-Chromatographie 
Service GmbH (Langerwehe, Germany). 
TRIS (10 mM, adjusted to pH 8.0 with HAc) buffer was the background 
electrolyte (BE). For sample stacking a buffer sandwich was injected 
consisting of 160 nL Na-acetate as leading electrolyte (LE), 60 nL sample, 
and 235 nL terminating electrolyte (TE, = BE/H2O (1:100)). The applied 
voltage was +28 kV. The hyphenation was described earlier [11].  
ICP-MS parameters 
A NexIon ICP-MS, Perkin Elmer (Sciex, Toronto, Canada) with dynamic 
reaction cell capability was employed for on-line determination of 
55
Mn in 
the graphic mode.  
For SEC coupling the ICP-introduction was managed with a Meinhard 
nebulizer whilst for CE-coupling a Micromist nebulizer was installed. The RF 
power was 1250 W, the plasma gas was 15 L Ar/min. The nebulizer gas 
was optimized and finally set to 0.98 (Meinhard) or 1.02 (Micromist) mL 
Ar/min. The dwell time was 500 ms for SEC coupling but 100 ms for CE 
coupling. The dynamic reaction cell (DRC) was operated using NH3 for the 
DRC gas, finally at a flow rate of 0.58 ml/min. DRC band pass (q) was 0.45.  
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Results and Discussion 
SEC-separation of Mn-species in serum and CSF 
Mn-proteins were separated from LMM Mn-compounds in serum and  
CSF samples. The main part of Mn in serum is associated with proteins,  
whilst in CSF the main Mn fraction is associated with LMM Mn-species,  
predominantly with the citrate fraction. This was confirming our previous 
findings [10, 11]. 
Mn species were additionally investigated with CE-ICP-DRC-MS in 2.5 min 
fractions from SEC separation (two-dimensional analysis). For example 
figure 2 demonstrates the Mn-electropherogram of the citrate SEC  
fraction from CSF. The comparison with standard solutions containing  
ά-2-macroglobulin, Mn-citrate and inorganic Mn, standard match is found 
for Mn-citrate but no match was seen for ά-2-macroglobulin. However, the 
latter was not suspected in this citrate SEC fraction. 
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Figure 2: CE-ICP-DRC-MS analysis of the Mn-citrate SEC fraction from CSF and three 
standard Mn-species for comparison. Standard matches are observed for 
Mn-citrate and traces of inorganic Mn. The peak at 10.5 min relates to Mn-malate 
(standard match not shown). 
 
Based on the above described 2D approach the Mn-peaks in SEC chromate-
grams were assigned to the main Mn-species eluting at respective reten-
tion times for quantification [17] and calculating Pearson´s relationships.  
Pearson´s relationships 
Mn-species concentrations from serum and CSF were interrelated and 
Pearson´s correlation coefficients were calculated. Only few relationships 
had reasonable r
2
 values indicating correlation, which were dependent on 
the total Mn concentration in serum. 
The total Mn concentration in serum was correlated to the serum Mn-Tf 
fraction when total Mn was < 1.5 µg/L. Above 1.5 µg/L correlation was 
Mn-speciation for Mn-biomonitoring 
125 
excluded. Contrary, no correlation was seen for Mn-citrate vs. total Mn in 
serum below 1.5 µg/L, but a pronounced correlation was found above 
1.5 µg/L total Mnserum. 
Therefore we conclude that above a total Mnserum concentration of 
 1.5 µg/L Mn-citrate seems to be the most important Mn-species in serum, 
being responsible for the elevated Mntotal concentration. The findings from 
serum are also reflected in correlations between serum vs. CSF Mn species: 
for total Mnserum concentrations below 1.5 µg/L, total MnCSF concentrations 
were correlated mainly with Mn-Tf from serum, but above 1.5 µg/L (total 
Mnserum) the total MnCSF concentration was predominantly correlated to 
Mn-citrate in serum.  
This result is specifically important because it indicates that Mn-citrate 
is the main Mn-species in CSF when total MnCSF or total Mnserum concentra-
tion is elevated. Furthermore, elevated Mn-citrateserum and Mn-citrateCSF 
concentrations are directly correlated. This can be used for estimating the 
Mn-citrateCSF concentration from the Mn-citrateserum concentration. This 
fact could be used for biomonitoring purposes, as CSF usually is not  
simply available (only after strict neurological indication at the hospital) in  
contrast to serum. 
Statistical evaluation 
Two statistical techniques have been applied in order to retrieve useful 
information whether there is a differentiation between sample pairs.  
First we applied an orthogonal partial least square discriminant analysis 
(OPLS/O2PLS-DA) dividing the dataset in two classes and studying the 
dependence of the variables Y1= total Mn, Y2 = Mn-Tf fraction (peak 
45-47) and Y3 = Mn-citrate fraction (peak 55-57) and studying which are 
the responsible variables for the groups’ separation. The goodness of the 
fit and the prediction were expressed by these two indexes respectively, 
R²(Y) was 0.85 and Q²(cum) = 0.54 (the maximum value for both is 1), as 
seen in figure 3. 
The loading Biplot expresses this relation between the variables “total Mn 
in CSF”, “Mn-TF in CSF”, “Mn-citrate in CSF” and the observation in the 
Mn-speciation for Mn-biomonitoring 
126 
dataset of paired samples. Here it is seen that “Mn-Tf” is more related to 
“class 1 members”, i.e. members of the violet group which have total 
Mnserum < 1.5 µg/L whilst “total MnCSF” and “Mn-citrateCSF” are positively 
related to each other and with the “class 2 members”, i.e. members of the 
orange group having total Mnserum > 1.5 µg/L. 
 
 
Figure 3: OPLS/O2PLS-DA model: It visualizes the two groups differences. Here it is 
shown that Mn-Tf is more related with the violet group having total Mn in serum 
< 1.5 µg/L whilst total MnCSF and Mn-citrateCSF are positively related to each other 
and with the orange group, having total Mn in serum > 1.5 µg/L. 
 
We applied also canonical discriminant analysis. The class variable has 
been set up in the canonical discriminant analysis as dependent variable.  
Summarized from both statistical evaluations we get a confirmation of 
Pearson´s relationships calculated above: When total Mn in serum is above 
1.5 µg/L, then “total Mn in CSF” and “Mn-citrate in CSF” are higher and CSF 
samples out of these sample pairs are differentiated from CSF samples 
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Conclusion 
A set of paired serum and CSF samples has been investigated with two 2D 
approaches for Mn speciation. The established SEC-ICP-DRC-MS method 
allowed smooth separation of important Mn species, whilst CE-ICP-DRC-
MS provided improved species identification. The interrelation of Mn-
species from both sample types revealed correlations from serum Mn-
species and CSF Mntotal or CSF Mn-species. As the most important result we 
found CSF Mntotal or CSF Mn-Cit to be correlated with serum Mn-Cit when 
serum Mntotal was (slightly elevated) > 1.5 µg/L, but serum Mntotal and CSF 
Mntotal were more correlated to serum Mn-Tf when serum Mntotal was 
< 1.5 µg/L.  
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Kurztitel: Toxizität von nano- und mikroskaligem Kupferoxid  
Zusammenfassung 
Das redoxaktive essentielle Spurenelement Kupfer wird über die zelluläre 
Kupferhomöostase streng reguliert. Dennoch kann Kupfer unter Über-
ladungsbedingungen, z.B. nach Inhalation kupferhaltiger Stäube, adverse 
Effekte bewirken. Synthetisierte Partikel wie nano- oder mikroskaliges 
Kupferoxid (CuO NP, CuO MP) rückten in den letzten Jahren in den Fokus 
toxikologischer Untersuchungen, da sie als Beispiel der stärkeren Toxizität 
von nano- gegenüber mikroskaligen Partikeln identischer Zusammen-
setzung gelten. Allerdings sind vergleichende systematische Studien als 
Beitrag zur Nutzen-Risiko-Bewertung von CuO NP, CuO MP sowie der 
entsprechenden löslichen Verbindung (hier: CuCl2) bisher rar. Zusätzlich zu 
den spezifischen Elementeigenschaften können partikelinhärente physiko-
chemische Charakteristika, wie Oberfläche oder Löslichkeit, die biologi-
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schen Effekte beeinflussen. Ein vielversprechender Ansatz zur Aufklärung 
zugrunde liegender Mechanismen der Toxizität von Partikeln basiert auf 
der Evaluierung der Löslichkeit bzw. Bioverfügbarkeit in physiologisch 
relevanten Modellflüssigkeiten sowie im zellulären System. Im vorliegen-
den Beitrag konnte gezeigt werden, dass sich CuO NP in allen eingesetzten 
Medien stärker lösten als CuO MP. Auch im Zellkern überwog die Akkumu-
lation von Kupferionen nach Inkubation mit CuO NP. Ferner induzierten 
lediglich CuO NP DNA-Strangbrüche, jedoch erhöhten alle drei Substanzen 
die Anzahl an H2O2-induzierten DNA-Strangbrüchen. Darüber hinaus 
hemmten sie das Ausmaß der Poly(ADP-ribosyl)ierung durch das an der 
DNA-Reparatur beteiligte Zinkfingerprotein Poly(ADP-ribose)-Polymerase-1 
(PARP-1). Ergänzende Untersuchungen zur Zytotoxizität zeigten einen 
starken Rückgang der Koloniebildungsfähigkeit nach Inkubation mit CuO 
NP und CuCl2, während CuO MP nicht zytotoxisch waren. Zusammen-
gefasst können die beobachteten Effekte zum Teil, aber nicht vollständig, 
durch Unterschiede in der Bioverfügbarkeit oder den physikochemischen 
Eigenschaften der verwendeten Kupferverbindungen wie Oberfläche und 
Löslichkeit erklärt werden.  
Einleitung 
Kupfer und Kupferhomöostase  
Kupfer ist ein essentielles Spurenelement und katalytischer Cofaktor in 
einer Reihe von Enzymen [1]. In Säugern und anderen Landlebewesen wird 
Kupfer in der Regel mit der Nahrung über den Verdauungstrakt auf-
genommen [2], wobei Fisch, Leber, Getreide und Nüsse wichtige Kupfer-
quellen darstellen [1]. Die Ausscheidung von überschüssigem Kupfer 
erfolgt vorrangig über die Galle. Sowohl die Aufnahme als auch die  
Exkretion werden durch die zelluläre Kupferhomöostase streng reguliert.  
Dabei erfolgt die Resorption des Kupfers ins Zellinnere über in der Zell- 
membran gelegene Transporter. Anschließend wird es an Glutathion oder  
Metallothioneine gebunden bzw. gespeichert. Glutathion überträgt Kupfer 
durch Protein-Protein-Wechselwirkungen an sogenannte Chaperone, die 
es ihrerseits an kupferabhängige Enzyme übertragen [3]. 
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Kupfertoxizität 
Trotz seiner essentiellen Funktionen ist das redoxaktive Kupfer, das 
vorrangig in den Oxidationsstufen +1 und +2 auftritt, potentiell toxisch. 
Insbesondere eine exzessive Kupferexposition, z.B. nach Inhalation kupfer-
haltiger Stäube, kann die Kupferhomöostase stören. In der Folge wird 
Kupfer vorwiegend an niedermolekulare Verbindungen gebunden, wo-
durch es in der Lage ist, Fenton-ähnliche Reaktionen und somit die Bildung 
von Hydroxyl-Radikalen zu katalysieren. Diese können zelluläre Komponen-
ten wie Proteine, Nukleinsäuren oder Membranlipide schädigen [4, 5] 
sowie Redox-sensitive Signalwege aktivieren. Ferner könnte Kupfer direkt 
mit Redox-sensitiven Proteindomänen oder Aminosäuren reagieren und 
dadurch Redox-sensitive Strukturen wie die Zink-bindenden Domänen der 
PARP-1 zerstören [6]. 
Nanopartikel 
Nanoobjekte sind definiert als Materialien, die mindestens eine Dimension 
(D) < 100 nm aufweisen. Dazu zählen Nanoplättchen (1D), Nanofasern (2D) 
und Nanopartikel (3D) [7]. Insbesondere Metalloxidpartikel wie syntheti-
sierte nano- oder mikroskalige Kupferoxidpartikel (CuO NP, CuO MP) 
werden zunehmend als Katalysatoren oder antimikrobielle Zusätze ver-
wendet [8-10].  
Toxikologische Evaluierung von Nanomaterialien 
Aufgrund von steigenden Produktionsmengen bei noch unvollständiger 
Aufklärung der Gesundheitsrisiken [11, 12] gibt es einen dringenden  
Bedarf an vergleichenden systematischen Studien, die zur Nutzen-Risiko-
Bewertung des Einsatzes von Nanomaterialien beitragen. Die toxiko-
logische Evaluierung von Nanomaterialien setzt dabei einen inter-
disziplinären Ansatz voraus. Im Gegensatz zu löslichen Metallverbindungen 
besitzen Nanopartikel physikochemische Eigenschaften, deren Kenntnis für 
die Interpretation biologischer Effekte und assoziierter Mechanismen 
wichtig ist. Dazu zählen sowohl physikalische Eigenschaften wie Größe, 
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Form oder spezifische Oberfläche als auch chemische Eigenschaften wie 
Löslichkeit oder elementare Zusammensetzung [13]. Zusätzlich zur Kennt-
nis der Toxizität der löslichen Komponente sollten auch Interaktionen 
zwischen Zellen und der Oberfläche von Partikeln berücksichtigt werden 
[14] Im Unterschied zu löslichen Metallionen werden Partikel über Endo-
zytose in Zellen aufgenommen. Dabei bilden sich Endosomen (pH 6,2), die 
zu Lysosomen (pH 4,5) prozessiert werden, aus denen aufgrund des sauren 
pH-Wertes große Mengen an Metallionen intrazellulär freigesetzt werden 
können [14, 15]. Dieser Vorgang wurde auch mit dem Begriff des „trojan-
horse-type mechanism“ betitelt [16]. 
Toxizität von CuO NP und CuO MP  
In der Literatur wurde die deutlich stärkere Zytotoxizität einer identischen 
Massendosis von CuO NP im Vergleich zu CuO MP mehrfach beschrieben 
[17-19]. Ferner wurde eine stärkere Induktion von DNA-Schäden durch 
CuO NP beobachtet [18, 20, 21]. Als potentiell beeinflussende Faktoren der 
Zyto- und Genotoxizität wurden die größere Oberfläche, eine bessere 
Löslichkeit und somit eine erhöhte Freisetzung reaktiver Kupfer-Ionen, 
Unterschiede in der Aufnahmerate wie auch direkte Partikel-Zell- oder 
Partikel-Organell-Kontakte diskutiert.  
Bereits bekannt ist die Induktion von DNA-Strangbrüchen durch lösliche 
Kupferverbindungen [22-24]. Überdies hemmte CuSO4 die Poly(ADP-
ribosyl)ierung, welche vorrangig durch das Zink-bindende Protein PARP-1 
katalysiert wird [24]. PARP-1 ist ein an den prozessierenden Schritten der 
Basenexzisionreparatur (BER) und den initialen Schritten der Einzelstrang-
bruchreparatur (SSBR) beteiligtes Enzym [25]. Es verfügt über drei Zink-
bindende Strukturen [26], die für die DNA-Bindung essentiell sind und 
daher empfindliche Angriffspunkte für zweiwertige Metallionen darstellen.  
Ein aussichtsreicher Ansatz zur vergleichenden Aufklärung zugrunde-
liegender Mechanismen der Toxizität von CuO NP, CuO MP sowie CuCl2 
basiert auf der Evaluierung der Löslichkeit und somit der Bioverfügbarkeit 
der genannten Verbindungen in physiologisch relevanten Modellflüssig-
keiten sowie im zellulären System. Wir untersuchten zyto- und geno-
toxische Effekte mit für Nanomaterialien geeigneten Methoden wie der 
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Koloniebildungsfähigkeit, der Alkalischen Entwindung und der Immun-
fluoreszenz. Anschließend stellte sich die Frage, ob die beobachteten 
Unterschiede in der Toxizität durch die Bioverfügbarkeit von CuO NP, CuO 
MP oder CuCl2 erklärt werden können.  
Ergebnisse und Diskussion 
Anhand elektronenmikroskopischer Aufnahmen, Dynamischer Lichtstreu-
ung (DLS) und der Brunauer-Emmett-Teller (BET) Methode wurde eine 
vielfach geringere durchschnittliche Partikelgröße und daraus folgend eine 
deutlich größere Oberfläche der CuO NP im Vergleich zu CuO MP ermittelt. 
Sowohl CuO NP als auch CuO MP waren von identischer chemischer 
Zusammensetzung und Reinheit.  
Neben den physikochemischen Eigenschaften der Partikel wie Größe, 
Oberfläche und chemische Zusammensetzung kann auch das Inkubations-
medium die Löslichkeit beeinflussen. Entscheidend sind hierbei der 
pH-Wert sowie der Zusatz von Salzen, Aminosäuren, Proteinen oder 
komplexierenden Agentien. In der vorliegenden Studie wurde die Löslich-
keit von CuO NP oder CuO MP in wässrigen Suspensionslösungen einfacher 
bis komplexer Zusammensetzung und bei neutralem oder saurem pH-Wert 
untersucht. Nach erfolgreicher Inkubation wurden die Partikelsuspensio-
nen mehrfach zentrifugiert und der Kupfergehalt der Überstände spektro-
metrisch bestimmt. In allen Suspensionslösungen und zu jedem Zeitpunkt 
wurde eine stärkere Löslichkeit von CuO NP im Vergleich zu CuO MP 
festgestellt. Der stärkste Löslichkeitsunterschied zeigte sich bei saurem  
pH-Wert sowie im Zellkulturmedium. Auch ein Einfluss von fötalem Kälber-
serum auf die Löslichkeit wurde beobachtet. Aufbauend auf den gemesse-
nen Löslichkeitsdifferenzen untersuchten wir die Bioverfügbarkeit und die 
intrazelluläre Verteilung von CuO NP, CuO MP oder CuCl2 im zellulären 
System. Dazu ermittelten wir den Kupfergehalt von Proteinfraktionen des 
Zyto- bzw. Kernplasmas von A549-Zellen nach Inkubation mit den kupfer-
haltigen Substanzen. Die Ergebnisse zeigten für den Zellkern eine stärkere 
Kupferakkumulation durch CuO NP verglichen mit CuO MP oder CuCl2. Im 
Anschluss interessierte uns, inwieweit die Unterschiede in der Löslichkeit 
und der Bioverfügbarkeit die Zyto- und Genotoxizität beeinflussten. Im 
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Hinblick auf die Zytotoxizität verursachte CuCl2 eine stark ausgeprägte 
konzentrationsabhängige Abnahme der Koloniebildungsfähigkeit in den 
humanen Krebszelllinien A549 und HeLa S3. Unsere Ergebnisse bestätigen 
Untersuchungen zur Zytotoxizität von CuSO4 in HeLa S3-Zellen, für die eine 
zytotoxische Wirkung ab 300 µM ermittelt wurde [24]. Im Gegensatz zu 
den CuO MP verringerten auch die CuO NP die Koloniebildungsfähigkeit 
stark. In der Literatur wurde wiederholt die deutlich stärkere Zytotoxizität 
einer identischen Massendosis von CuO NP im Vergleich zu CuO MP 
beschrieben [17-19]. Außer den kupferhaltigen Substanzen kann allerdings 
auch die verwendete Testmethode die Ergebnisse von Toxizitätsunter-
suchungen beeinflussen. Die Anwendung kolorimetrischer oder enzymati-
scher Methoden bei der Untersuchung von Nanomaterialien wurde bereits 
in Verbindung mit fehlerbehafteten Resultaten gebracht [17, 27, 28]. Im 
Gegensatz dazu eignet sich die im vorliegenden Beitrag gewählte Methode 
der Koloniebildungsfähigkeit für die Untersuchung von Nanomaterialien, 
da eine Interaktion von Partikeln mit kolorimetrischen oder enzymatischen 
Testreagenzien ausgeschlossen ist. Aufbauend auf Vorarbeiten mit CuSO4 
[24] quantifizierten wir mittels der Methode der Alkalischen Entwindung 
die Induktion von DNA-Strangbrüchen in HeLa S3-Zellen nach Inkubation 
mit CuO NP, CuO MP oder CuCl2 sowie erstmals die Anzahl an H2O2-
induzierten DNA-Strangbrüchen nach einer Vorinkubation mit den kupfer-
haltigen Substanzen. Ohne H2O2-Behandlung zeigte allein die Behandlung 
mit CuO NP eine signifikante Induktion an DNA-Strangbrüchen. In Kombi-
nation mit H2O2 wurden unabhängig von der kupferhaltigen Substanz DNA-
Strangbrüche festgestellt. Dies bestätigt Ergebnisse aus Untersuchungen 
mit dem sogenannten Comet Assay, nach denen CuO NP konzentrations-
abhängig mehr DNA-Schäden induzierten als CuO MP [18, 20, 21]. Ferner 
wurde bereits früher gezeigt, dass lösliche Kupferverbindungen DNA-
Strangbrüche auslösen können [22-24]. Die erhöhte Anzahl an H2O2-
induzierten DNA-Einzelstrangbrüchen könnte auf eine Reaktion des H2O2 
mit Kupferionen zurückzuführen sein. Cu(I) ist durch Fenton-ähnliche 
Reaktionen in der Lage, Hydroxyl-Radikale zu bilden, die in der Folge durch 
Reaktionen mit DNA-Basen oder Zuckerresten DNA-Strangbrüche verursa-
chen [5]. Zusätzlich können Kupfer-Ionen direkt mit den Phosphatresten 
des Ribosephosphat-Rückgrats oder den DNA-Basen interagieren, wodurch 
sich die Wasserstoffbrückenbindungen zwischen den DNA-Basenpaaren 
sowie die DNA-Struktur verändern [29, 30]. Als potentiellen molekularen 
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Angriffspunkt der Kupfertoxizität untersuchten wir den Einfluss von CuO 
NP, CuO MP oder CuCl2 auf das Ausmaß der durch das Zink-haltige Enzym 
PARP-1 katalysierten Poly(ADP-ribosyl)ierung in HeLa S3-Zellen. Unter 
Verwendung einer immunfluorimetrischen Methode beobachteten wir 
eine konzentrationsabhängige Verringerung an H2O2-induzierter Poly(ADP-
ribosyl)ierung nach Inkubation mit CuO NP, CuO MP oder CuCl2. Im unter-
suchten Konzentrationsbereich war die Poly(ADP-ribosyl)ierung partiell 
gehemmt; in der Literatur wurde bereits diskutiert, dass auch eine teil-
weise inhibierte Poly(ADP-ribosyl)ierung zu genomischer Instabilität 
beitragen könnte [31].  
Ein möglicher Grund für das verringerte Ausmaß an Poly(ADP-
ribosyl)ierung könnte eine verminderte Anzahl an H2O2-induzierten DNA-
Strangbrüchen sein. Dies konnte jedoch anhand der oben beschriebenen 
Ergebnisse ausgeschlossen werden, da alle Substanzen die Anzahl an H2O2-
induzierten DNA-Strangbrüchen erhöhten. Da Kupfer als redoxaktives 
Metall in der Lage ist, mit Redox-sensitiven Strukturen wie Sulfhydryl-
Gruppen in Proteinen oder Aminosäuren zu reagieren, könnte es die  
Zink-bindenden Domänen der PARP-1 und somit die Enzymaktivität 
beeinflussen. 
Zusammenfassend konnte gezeigt werden, dass die Löslichkeit der CuO NP 
in wässrigen Suspensionslösungen und die Bioverfügbarkeit in der Kern-
proteinfraktion von A549-Zellen im Vergleich zu CuO MP überwog. Neben 
einer ausgeprägten Zytotoxizität induzierten CuO NP DNA-Strangbrüche 
und hemmten die Poly(ADP-ribosyl)ierung in HeLa S3 Zellen. Im Hinblick 
auf die Poly(ADP-ribosyl)ierung trat die beobachtete Hemmung ebenso 
stark nach der Inkubation mit CuO MP und CuCl2 auf, obwohl alle drei 
Substanzen die Anzahl an H2O2-induzierten DNA Strangbrüchen erhöhten. 
Bezüglich der Zytotoxizität verminderte CuO MP die Koloniebildungsfähig-
keit nicht, wohingegen CuCl2 sie ähnlich stark wie CuO NP verringerte, was 
auf eine Relevanz der Substanzlöslichkeit hinweist. Im Gegensatz dazu 
konnte keine eindeutige Korrelation zwischen der zellulären Bioverfüg-
barkeit bzw. der intrazellulären Verteilung an Kupfer und der Toxizität  
beobachtet werden. Möglicherweise tragen direkte Wechselwirkungen der 
Partikel mit zellulären Membranen oder Unterschiede in der Generierung 
von Hydroxyl-Radikalen zu der nur mit CuO NP beobachteten Induktion 
von DNA-Strangbrüchen bei (Tabelle 1 und Abbildung 1). Abschließend 
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bleibt festzuhalten, dass weitere Untersuchungen notwendig sind, um die 
Toxizitätsunterschiede mit einer möglichen Aktivierung Redox-sensitiver 
Signalwege in Zusammenhang zu bringen und deren Einfluss auf die 
genomische Stabilität abzuschätzen. 
Tabelle 1: Vergleich der Toxizität, Genotoxizität und Bioverfügbarkeit von CuO NP, 
CuO MP und CuCl2. 
Endpunkt CuO NP CuO MP CuCl2 
Zytotoxizität + + + - + + + 
Induktion von DNA-Strangbrüchen + + + - + 
Verstärkung H2O2-induzierter DNA-
Strangbrüche 
+ + + + + + + + + 
Hemmung der Poly(ADP-
ribosyl)ierung 
+ + + + + + + + + 
Bioverfügbarkeit Zellkern + + + + + + 
Bioverfügbarkeit Zytosol + + + + + + + 
-: kein Effekt;  +: schwacher Effekt; ++: mittlerer Effekt; +++: starker Effekt 
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Abbildung 1: Aufnahme von löslichen Kupferionen und partikulärem Kupferoxid in 
eine Zelle. Extrazellulär gelöste Kupferionen werden über in der Zellmembran 
gelegene spezifische Transporter in die Zelle aufgenommen. Der ungelöste Anteil 
partikulären Kupferoxids kann endozytiert werden. Das entstehende Endosom wird 
durch Fusion mit Lysosomen angesäuert, wodurch sich Kupferionen aus den 
Partikeln lösen. Dadurch können im Zytoplasma und im Zellkern hohe Kupferionen-
konzentrationen erreicht werden. 
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Einleitung 
Die DNA eines Organismus ist ständig der Gefahr ausgesetzt, durch exo-
gene oder endogene Faktoren geschädigt zu werden. Um die Stabilität der 
genetischen Information dennoch zu gewährleisten, haben sich im Laufe 
der Evolution effiziente Reparaturwege entwickelt, die Schäden an  
der DNA beseitigen. Während der letzten Jahre wurde sowohl für die  
Nukleotid-Exzisions-Reparatur (NER), die Basen-Exzisions-Reparatur (BER), 
als auch vereinzelt für die DNA-Doppelstrangbruch-Reparatur (DNA-DSB-
Reparatur) eine Beeinflussung durch kanzerogene und/oder toxische 
Metallverbindungen gezeigt. So sind Cadmium, Cobalt oder Arsen unter 
anderem dafür bekannt, dass sie die Reparatur unterschiedlicher DNA-
Läsionen beeinträchtigen [1, 2]. Ein Halbmetall, das bisher weniger gut 
untersucht wurde, ist Antimon (Sb). Es wird mit steigender Tendenz u.a. 
bei der Plastikherstellung, in Bremsbelägen sowie als Flammschutzmittel 
eingesetzt. Somit erhöht sich die Exposition des Menschen gegenüber 
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diesem Halbmetall ständig. In Tierversuchen konnte bereits eine kanzero-
gene Wirkung gezeigt werden. Zugrunde liegen zwei Inhalationsstudien mit 
Ratten, die nach Exposition gegenüber Antimontrioxid vermehrt Lungen-
tumore aufwiesen [3, 4]. Basierend auf diesen Daten wurde Antimontrioxid 
als möglicherweise humankanzerogen (Gruppe 2B) durch die IARC [5] und 
Antimon und seine anorganischen Verbindungen als kanzerogen im 
Tierversuch (Gruppe 2) durch die deutsche MAK-Kommission [6] einge-
stuft. 
Antimon teilt einige toxikologische Eigenschaften mit Arsen, welches ein 
Humankanzerogen ist und für das bereits umfangreiche Untersuchungen 
vorliegen. Wie bei Arsen steht auch die Toxizität von Antimon im Zusam-
menhang mit seiner jeweiligen Oxidationsstufe. Dreiwertige Verbindungen 
zeigen in der Regel eine höhere Toxizität als fünfwertige und führen zu 
DNA-Schäden, was wiederum bei fünfwertigen Verbindungen nicht der Fall 
ist. Da Arsen und Antimon nicht mutagen sind, stellt sich die Frage, ob die 
dreiwertigen Verbindungen direkt mit der DNA interagieren, oder aber ihre 
genotoxischen Eigenschaften eher indirekt, z. B. über eine Inhibierung von 
DNA-Reparaturprozessen vermitteln.  
Mögliche molekulare Strukturen, die beeinträchtigt werden können, in 
vielen Proteinen vorkommen und die eine Rolle bei der Aufrechterhaltung 
der genomischen Integrität spielen, sind sogenannte Zinkfinger-Motive. 
Diese Strukturen werden durch die Koordination von Zink durch vier 
Cystein- oder Histidin-Seitenketten gebildet und vermitteln Protein-
Protein- oder Protein-DNA-Interaktionen. Die hohe Affinität von toxischen 
Metallionen gegenüber Thiolgruppen und Imidazolen lässt diese jedoch 
potentiell mit zinkbindenden Motiven interagieren und beeinflusst  
Funktion und Konformation von Peptiden und Proteinen [7]. Für Arsen 
liegen zu diesem Aspekt viele Studien vor, für Antimon ist die Datenlage 
sehr begrenzt. Da Arsen und Antimon ähnliche chemische Eigenschaften 
besitzen, stellt sich die Frage, ob Antimon, ebenso wie Arsen, mit  
Proteinen der DNA-Reparatur interagiert und so in DNA-Reparaturprozesse 
eingreifen kann [8, 9].  
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Die Nukleotid-Exzisions-Reparatur und ihre 
Beeinflussung durch Antimon 
Für die Nukleotid-Exzisionsreparatur (NER) konnte eine Beeinflussung 
durch Antimon in unserer Arbeitsgruppe bereits experimentell nach-
gewiesen werden [10]. Die NER beseitigt vor allem sperrige, helix-
verzerrende DNA-Läsionen, welche beispielsweise durch UVC-Strahlung in 
Form von Cyclobutan-Pyrimidin-Dimeren (CPD) und 6-4-Photoprodukten 
(6-4 PP) oder Benzo[α]pyren in der DNA entstehen [11]. Die Reparatur 
dieser Schäden umfasst mehrere Schritte – von der Erkennung des  
Schadens über die Entfernung des defekten DNA-Abschnitts und  
anschließender Polymerisation bis zur Ligation des neu gebildeten DNA-
Stranges. An diesem Prozess sind mehr als 30 verschiedene Proteine 
beteiligt, die sich in definierter Reihenfolge an die Läsion anlagern und 
wieder abdissoziieren. Von besonderer Bedeutung sind die Proteine 
Xeroderma Pigmentosum (XP) A-G, welche durch die Charakterisierung  
des Krankheitsbildsvon XP identifiziert wurden. XP ist ein autosomal-
rezessiv vererbter Defekt in der NER, bei dem es Patienten aufgrund von 
Mutationen in unterschiedlichen XP-Proteinen nicht möglich ist, z. B. 
UV-induzierte DNA-Schäden zu reparieren. 
Zur Untersuchung der NER ist die Bestrahlung von Zellen mit UVC ein 
gängiges Modell. Die entstandenen Schäden und deren Reparaturverlauf 
können unter anderem durch Immunfluoreszenz untersucht werden. 
Hierzu werden die Zellen bestrahlt und nach verschiedenen Reparaturzeit-
punkten mit einer Formaldehyd-Lösung fixiert. Durch die Inkubation mit 
spezifischen, primären Antikörpern, die direkt gegen CPD und 6-4 PP 
gerichtet sind, und Fluoreszenz-gekoppelten sekundären Antikörpern 
können die Schäden mittels Fluoreszenz-Mikroskopie sichtbar gemacht 
und quantifiziert werden. Dieses Testsystem wurde in einer unserer 
Studien verwendet, um die Reparatur der durch UVC-Strahlung  
verursachten DNA-Läsionen in Gegenwart der dreiwertigen Antimon-
verbindung SbCl3 zu quantifizieren [10]. Interessanterweise wurde die 
Reparatur der 6-4 PP nicht beeinträchtigt, jedoch die Reparatur der CPD. 
So blieben 24 h nach Bestrahlung mit 10 J/m
2
 UVC in A549 Zellen, die 2 h 
vor der Bestrahlung mit steigenden Konzentrationen an SbCl3 behandelt 
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wurden, signifikant mehr CPD unrepariert als in unbehandelten Zellen. Die 
Inhibierung der Reparatur betrug bis zu 50% der Kontrolle. Eine erhöhte 
Anzahl nicht reparierter CPD-Läsionen konnte bereits bei nicht-
zytotoxischen SbCl3-Konzentrationen von 250 µM nachgewiesen werden.  
Die spezifische Wirkung von Antimon auf CPD kann mit einem Unterschied 
in der Schadenserkennung zwischen beiden Läsionen erklärt werden. Das 
Protein XPE/DDB2 gilt als kritischer Faktor für die Erkennung von CPD und 
ist für die Rekrutierung von XPC an CPD notwendig [12]. Die Reparatur von 
6-4 PP ist im Gegensatz dazu unabhängig von XPE/DDB2.  
In unseren Experimenten verringerte sich der mRNA-Gehalt von XPE/DDB2 
nach 24-stündiger Inkubation der Zellen in Gegenwart von SbCl3. Ein 
signifikanter Rückgang des mRNA-Gehalts um ein Drittel wurde bei nicht-
zytotoxischen SbCl3-Konzentrationen von 250 µM beobachtet. Der Effekt 
von Antimon auf die Genexpression konnte auch auf Proteinebene detek-
tiert werden. Nach einer Inkubationszeit von 24 h mit SbCl3 verringerte sich 
der Proteingehalt von XPE/DDB2 um bis zu 50%, in Kombination mit UVC 
um bis zu 67%. Da die transkriptionelle Regulation von XPE/DDB2 über p53 
erfolgt, kann die Abnahme des Proteingehalts von XPE/DDB2 möglicher-
weise über eine gestörte Regulation der Expression von XPE/DDB2 durch 
eine Fraktionierung von p53 erklärt werden. Der Proteingehalt von XPC, 
das ebenfalls durch p53 reguliert wird, wurde jedoch nicht durch die 
Inkubation der Zellen mit Antimon beeinflusst. 
Ein weiterer wichtiger Faktor bei der Reparatur von CPD und 6-4 PP ist das 
Reparaturprotein XPA [13, 14]. Um die Anlagerung und die Abdissoziation 
von XPA an der DNA-Schadensstelle untersuchen zu können, erfolgte die 
Bestrahlung der Zellen mit UVC durch einen Filter, wodurch einzelne, 
lokale Spots mit DNA-Schäden generiert wurden. Nach unterschiedlichen 
Reparaturzeiten wurden die Zellen fixiert und mit XPA-spezifischen  
Antikörpern behandelt. Durch die Messung der Fluoreszenz-Intensität 
konnte so in Abwesenheit und Gegenwart von Antimon eine Aussage über 
das Verhalten von XPA an den Schadensstellen getroffen werden. Nach 2 h 
Vorinkubation der Zellen mit SbCl3 und anschließender Bestrahlung mit 
30 J/m
2
 UVC zeigten die Experimente eine beeinträchtigte Anlagerung von 
XPA an die DNA-Läsionen 10 min nach deren Induktion. 60 min nach 
Bestrahlung, ein Zeitpunkt, zu dem etwa die Hälfte des Proteins wieder von 
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der Läsion abdissoziiert sein sollte, konnte in mit Antimon behandelten 
Proben jedoch mehr XPA als in den unbehandelten Kontrollen beobachtet 
werden. Dies deutet auf eine verzögerte Ablösung von XPA von der Läsion 
nach einer Inkubation mit Antimon hin. Somit ist die Funktion von XPA 
innerhalb des Reparaturkomplexes in Gegenwart von Antimon gestört. Die 
Assoziation des Schadenserkennungsproteins XPC wurde hingegen durch 
Antimon nicht beeinflusst. 
Die DNA-Doppelstrangbruch-Reparatur und ihre 
Beeinflussung durch Antimon 
Bezüglich einer potentiell inhibierenden Wirkung von Antimon auf die 
Reparatur von DNA-DSB wurde bislang nur eine Arbeit publiziert, in der  
die Versuche mit bereits zytotoxischen Antimon-Konzentrationen durch-
geführt wurden [15]. Daher wurde im Rahmen unserer Untersuchungen 
überprüft, ob Antimon die DSB-Reparatur auch bei nicht zytotoxischen 
Konzentrationen stört. 
DNA-DSB zählen zu den schwerwiegendsten DNA-Läsionen, und ihre 
Reparatur wird von stark regulierten Netzwerken, wie der Homologen 
Rekombination (HR) oder dem Nicht-Homologen End-Joining (NHEJ) 
koordiniert. Beim NHEJ, welches in allen Phasen des Zellzyklus agiert, 
erfolgt die direkte Verknüpfung zweier getrennter Enden meist unabhängig 
von der Sequenz der DNA [16]. Das NHEJ benötigt hierzu keine oder nur 
sehr kurze homologe DNA-Abschnitte. Der Bruch wird durch das Hetero-
dimer Ku70/Ku80 erkannt und die katalytische Untereinheit (DNA-PKcs) 
der DNA-abhängigen Proteinkinase (DNA-PK) zum Bruch rekrutiert. Nach 
Prozessierung der Bruchenden erfolgt die Ligation über den XRCC4/ 
DNA‐Ligase IV‐Komplex [17]. Nachteilig beim NHEJ sind die häufig vor-
kommenden Fehlverknüpfungen und Deletionen während der Reparatur 
[18]. Die HR hingegen ist ein nahezu fehlerfreier Reparaturprozess, sofern 
fehlende Sequenz‐Informationen an der Schadensstelle unter Verwendung 
einer homologen Sequenz der Schwesterchromatide neu synthetisiert 
werden. Aus diesem Grund ist die HR in der S- und der G2-Phase des 
Zellzyklus aktiv. Der DSB wird durch den MRN (Mre11-Rad50-Nbs1)-
Komplex erkannt, und überhängende, einzelsträngige DNA‐Enden werden 
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prozessiert. An diese einzelsträngigen Bereiche lagern sich Rad51, Rad52 
und RPA an. Anschließend erfolgt die Stranginvasion über Rad52, Rad54, 
BRCA1 und BRCA2 in den homologen Bereich der Schwesterchromatide 
und die Neusynthese des DNA‐Bereichs um den DSB. Nach der Synthese 
wird die entstandene Holliday‐Junction aufgelöst, und die neu synthetisier-
ten Bereiche werden ligiert [19].  
In unserer Studie wurde zunächst die Zytotoxizität von SbCl3 über die 
Bestimmung der Zellzahl und die Koloniebildungsfähigkeit ermittelt. 
Untersucht wurden HeLa-Zellen nach 2-stündiger Vorinkubation und 
6-stündiger Nachinkubation mit SbCl3. Die Behandlung der Zellen mit 
50 µM Antimon ergab eine Verminderung der Kolonieanzahl um 27%, mit 
100 µM Antimon um 78% im Vergleich zur Kontrolle. Die Induktion von 
DSB mit 1 Gy ionisierender Strahlung in unbehandelten HeLa-Zellen 
verringerte die Anzahl der Kolonien um 23%. Nach Bestrahlung in Gegen-
wart von Antimon wurde bei der Koloniebildungsfähigkeit in HeLa-Zellen 
ein mehr als additiver toxischer Effekt beobachtet. 
Nach Inkubation von A549-Zellen mit der höchsten SbCl3-Konzentration 
von 500 µM wurde eine Verringerung der Kolonieanzahl um 4% beobach-
tet. Nach Bestrahlung der Zellen in Abwesenheit oder Gegenwart von 
Antimon konnten keine oder nur geringe Effekte festgestellt werden. Die 
geringere Empfindlichkeit der A549-Zellen in Gegenwart von Antimon und 
ionisierender Strahlung verglichen mit HeLa-Zellen kann durch den höhe-
ren GSH-Status der A549-Zellen erklärt werden.  
Im nächsten Schritt wurde der Einfluss von Antimon auf die Reparatur von 
DSB untersucht. Wie auch bei den Experimenten zur NER wurden die 
DNA-Brüche, hier die DNA-DSB, über Immunfluoreszenz detektiert und 
quantifiziert. Der spezifische primäre Antikörper erkennt die Phosphorylie-
rung an Serin 139 des Histons H2AX (gamma-H2AX), die nach der Generie-
rung eines DSB auftritt. Dies ist im Mikroskop als „Focus“ im Zellkern zu 
erkennen; dabei korreliert die Anzahl der Foci mit der Anzahl der DSB. Um 
die Reparaturvorgänge in den unterschiedlichen Zellzyklusphasen unter-
scheiden zu können, wurden die Zellen zusätzlich mit einem Antikörper 
gegen das Centromerprotein F (CENP-F) gefärbt. Dieses Protein wird nur 
zum Ende der S-Phase und während der G2-Phase exprimiert; in der G1-
Phase fehlt es, wodurch sich die G1- von der G2-Phase unterscheiden lässt. 
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Nach 2 h Vorinkubation mit SbCl3 und Induktion von DSB wurden die Zellen 
nach unterschiedlichen Reparaturzeiten in Gegenwart von Antimon fixiert 
und mittels spezifischer Antikörper gefärbt. In der unbehandelten  
Kontrolle wurde 15 min nach Bestrahlung mit 1 Gy die maximale Anzahl an 
gamma-H2AX-Foci erreicht. Die Anzahl der gamma-H2AX-Foci in den 
Antimon-behandelten Proben unterschied sich 15 min nach Bestrahlung 
kaum von der Kontrolle. Die Quantifizierung der Foci und der daraus 
folgenden gamma-H2AX-Kinetik ergab jedoch eine konzentrations-
abhängige Hemmung der Reparatur der DSB durch Antimon, welches 
selbst keine DSB verursachte. In der G1-Phase wurde eine Inhibierung der 
DSB-Reparatur über 6 h beobachtet; dieser Effekt war in HeLa-Zellen 
besonders ausgeprägt. Der Reparaturweg des NHEJ wird folglich durch 
Antimon beeinträchtigt. In der G2-Phase war nach kürzeren Reparatur-
zeiten von 2 h und 4 h und niedrigen SbCl3-Konzentrationen bis 100 µM 
keine Hemmung der Reparatur nachweisbar. Erst bei 250 µM SbCl3, bzw. 
nach Reparaturzeiten von 6 h war auch hier ein Effekt zu erkennen. Der 
langsamen Reparatur in der G2-Phase wird der Reparaturweg der HR 
zugeordnet, dieser Reparaturweg wird in Gegenwart von Antimon somit 
ebenfalls gehemmt. Nun stellte sich die Frage, welche Reparaturproteine 
der HR und des NHEJ durch eine Antimon-Inkubation beeinträchtigt 
werden. Das erste Protein, welches unter den oben genannten Versuchs-
bedingungen mittels Immunfluoreszenz auf Foci-Bildung an den DSB 
genauer untersucht wurde und sowohl als übergeordneter Faktor für 
NHEJ als auch HR angesehen werden kann, war Ataxia Telangiectasia 
Mutated (ATM). ATM ist eine Serin-Threonin-Kinase und Mitglied der 
Phosphatidylinositol 3‐Kinase‐ähnlichen Proteinkinasen (PIKK). Sie ist an 
einer Vielzahl regulatorischer Vorgänge beteiligt, wie der Signalweiter-
leitung von DNA‐Schäden und der Kontrolle des Zellzyklus über die Aktivie-
rung von Checkpoints [20]. Die Ausbildung der ATM-Foci in Antimon 
behandelten und bestrahlten Proben unterschied sich nicht von den 
unbehandelten Kontrollen; somit ist die Phosphorylierung von ATM nicht 
beeinträchtigt. Ein Protein, das für den Reparaturweg der HR eine wichtige 
Rolle spielt, ist Rad51. Nach Auftreten von DSB und Resektion der Bruch-
enden bildet Rad51 mit den überhängenden, einzelsträngigen DNA-Enden 
ein Nukleoprotein-Filament, worauf die Stranginvasion in den DNA-
Doppelstrang der Schwesterchromatide erfolgt [19]. Dieser Schritt ist 
essentiell für die Erhaltung der genomischen Integrität, da eine fehlerhafte 
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Anlagerung strukturelle Umordnungen der DNA nach sich ziehen würde. 
Wir untersuchten Rad51 ebenfalls über die Bildung von Foci, die mit 
gamma-H2AX-Foci kolokalisieren. Das Maximum an Rad51-Foci wurde 2 h 
nach Bestrahlung erreicht [21], wobei bis zu diesem Zeitpunkt eine leichte, 
allerdings nicht dosisabhängige Inhibierung der Foci-Bildung der SbCl3-
behandelten Proben zu erkennen war. Bis zum Ende des Versuchs-
zeitraums 8 h nach Bestrahlung wurden die Rad51-Foci der behandelten 
Proben mit etwa der gleichen Geschwindigkeit wie die Rad51-Foci der 
unbehandelten Kontrolle repariert. 
Dieses Ergebnis spricht nicht für einen direkten Einfluss von Antimon auf 
Rad51, möglich ist aber eine indirekte Beeinflussung z. B. über BRCA1 und 
BRCA2. Dies soll noch genauer untersucht werden. 
Zusammenfassung und Ausblick 
Antimon beeinflusst sowohl die NER als auch die DSB-Reparatur. Bei der 
Reparatur von UVC-induzierten Läsionen über die NER in Gegenwart von 
Antimon wurden 6-4 PP ebenso effizient wie in Kontrollzellen entfernt, die 
Reparatur von CPD hingegen war beeinträchtigt. Ein Grund für die unter-
schiedliche Auswirkung auf die Reparatur dieser Läsionen liegt in der Art 
der Erkennung der Schäden durch die NER. 6-4 PP werden direkt von XPC 
erkannt, welches in Gegenwart von Antimon in seiner Funktion nicht 
beeinträchtigt wurde. Für die Reparatur von CPD muss das Schadens-
erkennungsprotein XPC über XPE/DDB2 an die geschädigte DNA rekrutiert 
werden (Abbildung 1). In unserer Studie wurde gezeigt, dass nach  
Inkubation der Zellen mit Antimon der Protein-Gehalt von XPE/DDB2 
deutlich verringert wird. Ein möglicher molekularer Mechanismus ist eine 
gestörte transkriptionelle Regulation von XPE/DDB2 durch p53, ein Protein 
mit Zink-bindender Struktur. Die Konformation und auch die transkrip-
tionelle Aktivität von p53 können durch Zink-Chelat-Verbindungen, durch 
Oxidation der komplexierenden Thiole aber auch durch toxische Metall-
ionen wie z. B. Cadmium beeinflusst werden [22]. Ein weiterer Weg der 
Inhibierung der Reparatur führt über die direkte Interaktion mit Repara-
turproteinen, z. B. über Thiol- und Imidazolgruppen von sogenannten 
Zinkfinger-Strukturen, wie es für XPA gezeigt werden konnte. Dessen 
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Abbildung 1: Auswirkungen von Antimon auf die NER. 
 
Nach UVC-Bestrahlung von Zellen werden CPD und 6-4 PP in der DNA 
induziert. 6-4 PP werden repariert, die Reparatur von CPD hingegen ist in 
der Gegenwart von Antimon beeinträchtigt. Antimon interagiert mit 
XPE/DDB2, einem wichtigen Faktor für die Anlagerung des Schadens-
erkennungsproteins XPC. Zusätzlich beeinträchtigt Antimon die Anlagerung 
und Abdissoziation von XPA am Schaden. 
Bei der Reparatur von DSB in Gegenwart von Antimon wurde sowohl das in 
allen Zellzyklus-Phasen vorkommende NHEJ als auch die in der S- und G2-
Phase agierende HR gehemmt (Abbildung 2). Die molekularen Mechanis-
men sind noch unbekannt und machen weitere Untersuchungen notwen-
dig. 
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Abbildung 2: Auswirkungen von Antimon auf die DSB-Reparatur. 
 
Durch Behandlung von Zellen mit ionisierender Strahlung (IR) wurden DSB 
in der DNA induziert. Die Reparatur der DSB über NHEJ und HR wurde nach 
Inkubation der Zellen mit Antimon gestört. 
Literatur 
[1] Hartwig, A. (2013). Metal interaction with redox regulation: An Integrating 
Concept in metal carcinogenesis? Free Radical Biology and Medicine, 23: 
63-72. 
[2] Beyersmann, D. and Hartwig, A. (2008). Carcinogenic metal compounds: 
recent insight into molecular and cellular mechanisms. Archives of  
Toxicology, Volume 82, Issue 8: 493-512.  
[3] Groth, D. H., Stettler, L. E., Burg, J. R., Busey, W. M., Grant, G. C. and Wong, 
L. (1986). Carcinogenic effect of antimony trioxide and antimony ore  
concentrate in rats. J. Toxicol. Environ. Health 18: 607-626.  
[4] Watt, W. D. (1983). Chronic inhalation Toxicity of Antimony Trioxide: 
Validation of the Threshold Limit Value, Ph. D. Thesis, Wayne State  
University, Detroit. 
[5] IARC (1989). Antimony trioxide and antimony trisulfide. IARC Monographs, 
Vol. 47, IARC, Lyon, France. 
Antimon und DNA-Reparatur 
151 
[6] Greim, H. (ed.) (2007). Antimony and its inorganic compounds. The MAK-
Collection for Occupational Health and Safety. Part I: MAK Value  
Documentations. Vol. 23, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. 
[7] Hartwig, A. (2001). Zinc finger proteins as potential targets for toxic metal 
ions: differential effects on structure and function. Antioxid redox Signal 3: 
625-34. 
[8] De Boeck, M., Kirsch-Volders, M. and Lison, D. (2003). Cobalt and antimony: 
genotoxicity and carcinogenicity. Mutation Research 533, 135-152. 
[9] Schaumlöffel, N. and Gebel, T. (1998). Heterogeneity of the DNA damage 
provoked by antimony and arsenic. Mutagenesis 13 (3), 281-286. 
[10] Großkopf, C., Schwerdtle, T., Mullenders, L. H. F. and Hartwig, A. (2010). 
Antimony Impairs Nucleotide Excision Repair: XPA and XPE as Potential  
Molecular Targets. Chem. Res. Toxicol. 23 (7): 1175-1183. 
[11] Sancar, A. (1996). DNA excision repair. Annu. Rev. Biochem. 65: 43-81. 
[12] Sugasawa, K. (2010). Regulation of damage recognition in mammalian 
global genomic nucleotide excision repair. Mutat Res 685: 29-37. 
[13] Shell, S. M., Li, Z., Shkriabai, N., Kvaratskhelia, M., Brosey, C., Serrano, M. 
A., Chazin, W. J., Musich, P. R. and Zou, Y. (2009). Checkpoint kinase ATR 
promotes nucleotide excision repair of UV-induced DNA damage via  
physical interaction with xeroderma pigmentosum group A. J Biol Chem 
284: 24213-22. 
[14] Cleaver, J. E., Charles, W. C., McDowell, M. L., Sadinski, W. J. and Mitchell, 
D. L. (1995). Overexpression of the XPA repair gene increases resistance to 
ultraviolet radiation in human cells by selective repair of DNA damage.  
Cancer Res 55: 6152-60. 
[15] Takahashi, S., Sato, H., Kubota, Y., Utsumi, H., Bedford, J. S. and Okayasu, R. 
(2002). Inhibition of DNA-double strand break repair by antimony  
compounds. Toxicology 180 (3): 249-256. 
[16] Weterings, E. and van Gent, D. C. (2004). The mechanism of non-
homologous end-joining: a synopsis of synapsis. DNA Repair (Amst) 3: 1425-
1435. 
[17] Weterings, E. and Chen, D. J. (2008). The endless tale of non-homologous 
end-joining. Cell Res. 18: 114-124. 
Antimon und DNA-Reparatur 
152 
[18] Helleday, T., Lo, J., van Gent, D. C. and Engelward, B. P. (2007). DNA double-
strand break repair: from mechanistic understanding to cancer treatment. 
DNA Repair (Amst) 6: 923-935. 
[19] Baumann, P., Benson, F. E. and West, S. C. (1996). Human Rad51 protein 
promotes ATP-dependent homologous pairing and strand transfer reactions 
in vitro. Cell 87: 757-766. 
[20] Shiloh, Y. (2006). The ATM-mediated DNA-damage response: taking shape. 
Trends Biochem. Sci. 31: 402-410. 
[21] Beucher, A., Birraux, J., Tchouandong, L., Barton, O., Shibata, A., Conrad, S., 
Goodarzi, A. A., Krempler, A., Jeggo, P. A. and Löbrich, M. (2009). ATM and 
Artemis promote homologous recombination of radiation-induced DNA 
double-strand breaks in G2. EMBO (28): 3413-3427. 
[22] Meplan, C., Verhaegh, G., Richard, M. J. and Hainaut, P. (1999). Metal ions 
as regulators of the conformation and function of the tumor suppressor 
protein p53: implication for carcinogenesis. Proc Nutr Soc 58: 565-71. 
153 
Posterbeiträge
Selenium deficiency and lipid metabolism 
155 
Influence of selenium deficiency and 
sulforaphane on lipid metabolism in 
growing rats 
Nicole M. Blum, Kristin Mueller, Andreas S. Mueller* 
Institution: Martin Luther University Halle Wittenberg, Institute 
of Agricultural and Nutrit ional Sciences, Preventive Nutrit ion 
Group, Von-Danckelmann-Platz 2, 06120 Halle (Saale), Germany 
*Email: andreas.mueller@landw.uni-halle.de 
Keywords: Selenium deficiency; Sulforaphane; Triglycerides; Cholesterol 
Running title: Selenium deficiency and lipid metabolism 
Introduction 
In recent years the trace element selenium (Se) was subject to a critical 
discussion regarding its role in lipid metabolism and diabetes. Some 
studies with animal models have shown positive effects of Se in the 
treatment of obesity, diabetes and hyperlipidemia. However, only high 
supranutritive selenate concentrations were effective [1, 2]. More recent 
studies in humans have shown that a high selenium status is associated 
with hyperlipidemia, including both increased cholesterol (Chol) and 
increased triglycerides (TG) [3, 4]. In contrast, data of our group revealed 
that feeding a Se deficient diet to rats reduced liver TG and Chol compared 
to their companions fed diets with adequate or slightly supranutritive Se 
[5, 6].  
One very recent investigation suggested beneficial effects of sulforaphane 
(SFN), the main isothiocyanate in broccoli, on cholesterol metabolism in 
hamsters [7]. Furthermore, the transcription factor nuclear factor erythroid 
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2-related factor 2 (Nrf2), which can be activated via SFN, seems to be a 
negative regulator of lipid synthesis [8].  
Consequently the aim of our study was to investigate if SFN can counteract 
negative effects of Se supplementation on lipid metabolism in a similar 
manner like Se deficiency. 
Materials and Methods 
Rats and diets 
28 weaned albino rats (initial body weight: 63.1 ± 1.25 g) were divided  
into 4 groups of 7. The basal diet was a high fat diet (20% lard, 0.15%  
cholesterol) with 1.5% methionine. The rats of the positive control group 
(PC) were fed a Se deficient diet. The diets of the other 3 groups 
(NC = negative control, SFN50, SFN100) contained 150 µg Se/kg. The rats of 
groups SFN50 and SFN100 received 2 single oral SFN doses of 50 µmol SFN 
and 100 µmol SFN 2 days before the end of the experiment. After 6 weeks 
of feeding, the animals were decapitated under CO2 anesthesia for blood 
and organ sampling.  
TG and Chol concentration in liver and plasma 
TG and Chol concentration in liver and plasma were analyzed photo-
metrically using commercial test kits (DiaSys Diagnostic Systems GmbH, 
Germany). 
Relative mRNA concentration of ABCG8 and LDLR 
Liver RNA was extracted using the acid guanidinium thiocyanate-phenol-
chloroform extraction method [9]. Reverse transcription of 1.2 µg of total 
RNA and real-time RT-PCR of ABCG8 and LDLR were performed as  
described previously [10]. Amplification data were analysed with the 
Rotor-Gene 6000™ series software using the ΔΔCt method [11]. For 
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normalization the mean value of β-Actin and Rpl13a expression was used. 
Relative mRNA expression levels are expressed as x-fold changes relative 
to group PC = 1.0.  
Statistical anaylsis 
The data were analysed by one-way ANOVA using the SPSS Statistics 
Package 19.0 for Windows.  
Results 
Liver TG were significantly lower in Se deficient PC rats than in the Se 
sufficient NC group and in group SFN50 (Figure 1A). Liver Chol was reduced 
in Se deficient rats (PC) compared to all other groups (Figure 1B). SFN 
administration did not influence liver Chol concentration compared to the 
Se-sufficient control group NC. Plasma TG concentration was significantly 
reduced in group SFN100 compared to all other groups (Figure 1C). Plasma 
Chol was lower in tendency in SFN50 rats and in SFN100 rats than in both 
control groups (Figure 1D). 
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Figure 1 (A-D): Total Chol and TG concentrations in liver (A, B) and plasma (C, D). 
Values are means ± SEM. Different small letters indicate significant differences 
between means (p ≤ 0.05).  
 
SFN treatment at both concentrations increased relative liver LDLR mRNA 
concentration about 1.5-fold compared to PC and NC rats (Figure 2). Liver 
ABCG8 mRNA expression was about 2 to 4-fold higher in groups PC, SFN50 
and SFN100 than in NC rats.  
 
    
Figure 2: Relative mRNA concentrations of LDLR and ABCG8 in the liver.  
Values are means ± SEM. Different small letters indicate significant differences 
between means (p ≤ 0.05).  
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Discussion 
The aim of our study was to investigate if SFN can counteract negative 
effects of Se supplementation on lipid metabolism in a similar manner like 
Se deficiency. Our results confirmed the findings of previous studies that 
Se deficiency decreases TG [6] and Chol [5] in the liver. In contrast to Se 
deficiency, SFN efficiently reduced TG and Chol in the plasma but not in the 
liver. A reason for the missing effect of Se deficiency on plasma TG and 
Chol could be the lower mRNA level of LDLR and the subsequent lowered 
import of Chol into the liver. Simultaneously the export of Chol from the 
liver by ABCG8 was similar between the Se deficient rats and the SFN 
supplemented groups. To explain the strong effect of SFN on plasma TG 
further analysis are needed.  
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Abstract 
During the last decade, zinc was shown to be involved in oxidative stress 
reactions demonstrating the pathological significance of zinc deficiency. 
However, those investigations mainly focused on situations of massive zinc 
depletion compared to sufficiently fed and oversupplied animals [1]. 
Though, the more common zinc deficiency phenotype in men and animals 
is marginal alimentary undersupply, due to plant based diets rich in anti-
nutritive factors like phytate and fibre [2]. In order to mimic this situation, 
a dose-response study of gradually increasing zinc addition to a zinc 
deficient diet (corn soybean based diet; 28 mg native zinc content/kg diet; 
+0, +5, +10, +15, +20, +30, +40, +60 mg zinc/kg as ZnSO4) with 48 weaning 
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piglets (n = 6 animals per group) was conducted. The diet with +60 mg 
zinc/kg served as baseline and was fed to all animals for two weeks prior to 
the study. Treatment lasted for eight days in order to stay within margin of 
physiological capacity of zinc mobilization and to avoid clinical symptoms 
of zinc deficiency. Analysis included blood plasma zinc levels and mRNA 
expression patterns of genes associated with antioxidative defense and cell 
fate in the heart muscle. The plasma zinc content of the groups increased 
linearly (R
2
 = 0.93) from 0.21 to 0.63 mg zinc/L in group +0 mg zinc/kg to 
+60 mg zinc/kg respectively, proving the efficacy of the model to produce a 
fine-graded undersupply in dietary zinc. A statistically significant up-
regulation of proapoptotic factors was monitored in the +0 mg zinc/kg 
group compared to all other groups (Bax, Fas, Casp9), in concordance to an 
up-regulation of the transcription factor p53. This might be due to increas-
ing abundance of reactive oxygen species as zinc supply declines marked 
by an increased transcription of glutathione reductase and catalase. 
Simultaneously, p21 and Gadd45a (regulating cell cycle arrest in a p53 
dependent manner) were lower expressed with reduced dietary zinc 
supply. In summary, undersupply of zinc proved to increase the transcrip-
tion of genes associated with oxidative stress and apoptosis in the heart 
muscle, even under condition of short term exposure. 
Introduction 
During the last decades increasing evidence suggested a strong relation-
ship between insufficient zinc intake and the occurrence of oxidative 
stress. Several hypotheses were formulated to explain this examinations, 
from decreased activity of key antioxidant enzymes (e.g. Cu/Zn-superoxide 
dismutase (SOD)) over lower metallothionein abundance and competition 
of zinc with redox active metal ions for binding sites (e.g. Fe, Cu) to loss of 
zinc binding to free protein sulfhydryl groups [1]. 
Under basal conditions, the abundance of reactive oxygen species (ROS) is 
balanced by a variety of enzymes, thiols, thioneins and vitamins which 
detoxify ROS metabolites through chemical reduction. However, under 
pathological conditions like nutrient deprivation, the compensation 
capacity of the antioxidative defense machinery may be exceeded, leading 
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to a markedly increased abundance of ROS. High ROS contents promote 
peroxidation of lipids and proteins as well as DNA strand breaks [3]. 
Cardiac function is inevitable for wellbeing and longevity due to its  
important role in delivering oxygen and nutrients to every part of the body. 
Increased oxidative stress in the heart muscle has been associated with the 
development of heart failure in adult individuals [4]. The consequences for 
a developing heart muscle can be assumed to be much more dramatic and 
are possibly involved in the growth retardation observed in growing, zinc 
deficient individuals [5]. 
Tumor suppressor p53 is a stress responsive transcription factor which has 
been shown to be involved in the apoptosis of cardiomyocytes resulting in 
the development of heart failure [6-8]. At basal intracellular ROS levels, 
p53 is short-lived and induces several antioxidative factors like glutathion-
peroxidase 1 (Gpx1) and manganese-SOD (SOD2) as well as cell cycle 
regulators like cyclin-dependent kinase inhibitor 1a (p21) in order to 
maintain ROS homeostasis. At increasing stress levels, the activity of p53 
changes towards the activation of prooxidant genes, leading to apoptosis 
[9]. This stress level dependent reactivity shows clearly that the p53 
signaling pathway might be not only an indicator of cell fate, but also of 
the extent of intracellular stress. 
Most in vivo studies considering zinc supply and oxidative stress are using 
experimental designs to compare situations of massive, long-term dietary 
zinc deficiency to sufficiently fed and/or oversupplied animals [1]. Though, 
the more common zinc deficiency phenotype in men and animals is a 
marginal, alimentary undersupply, due to plant based diets rich of anti-
nutritive factors like phytate and fibre [2]. To mimic this situation, an 
experiment was conducted in which eight groups of weaned piglets were 
exposed to a fine-graded zinc supply for a short period of time, in order 
to avoid metabolic imbalance due to a clinical manifestation of zinc 
deficiency. The aim of the study was to investigate the influence of a 
short term, marginal zinc supply on the transcription of several factors 
associated with antioxidative defense and the p53 pathway. 
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Material and Methods 
Experimental Design 
48 weaned piglets (50% female, 50% male-castrated) were randomly 
assigned to eight treatment groups (n = 6) in a complete randomized block 
design. 
All animals received a corn-soybean-meal based diet (13.0 MJ ME/kg, 24% 
CP), supplemented with 60 mg zinc/kg as ZnSO4 x 7 H2O, for two weeks 
prior to the study. 
The animals showed an average life weight of 13.4 kg at the first day of the 
experiment. During the experimental phase (8d) they received the same 
corn-soybean-meal based diet as during the 14d acclimatization phase, but 
with varying zinc doses (Table 1). The experimental diets were pelletized 
twice in order to markedly reduce the activity of native phytase. 
Table 1: Zinc supplementation levels of the experimental diets [mg/kg]. 
Treatment group 1 2 3 4 5 6 7 8 
Zn dosage  0 5 10 15 20 30 40 60 
Sample collection and storage 
At the end of the experiment, blood samples were taken in Li-Heparin-
Tubes and the blood plasma was recovered by centrifugation. The blood 
plasma samples were stored at -20°C. All animals were euthanized and 
tissue samples were taken from the tip of the heart muscle, placed in 
RNAlater (Qiagen, Hilden, Germany), incubated at 5°C overnight and stored 
at -80°C. 
Zinc deficiency induced oxidative stress in piglet heart muscles 
165 
Zinc content analysis 
The Zinc contents of the experimental diets and blood plasma were 
measured using atom-absorption-spectrophotometry (AAS) (novAA 350, 
Analytik Jena AG, Jena, Germany) directly (blood plasma) or after micro-
wave extraction (Ethos 1, MLS GmbH, Leutkirch, Germany) (experimental 
diets). 
Total RNA extraction and quality control 
RNA was extracted from 50 mg heart muscle tissue using the miRNeasy 
Mini Kit (Qiagen, Hilden, Germany) according to the manufacturer instruc-
tions. The tissue was homogenized with the MagnaLyzer System (MP 
Biomedicals, Illkirch, France). The total RNA extracts were diluted in RNase 
free water. The total RNA yield of every sample was determined with the 
Biophotometer (Eppendorf, Hamburg, Germany). OD260/280 and OD260/230 
ratios of >2.0 were considered as indicators of high purity total RNA 
extracts. 
The total RNA integrity was evaluated using the Experion System (Bio-Rad, 
Munich, Germany). A RNA quality index (RQI) of >5.0 was considered as 
threshold for satisfactory sample integrity. 
cDNA synthesis 
500 ng total RNA/sample were used for cDNA synthesis with the iScript 
Reverse Transcription Kit (Bio-Rad, Munich, Germany) in a total reaction 
volume of 20 µl, according to manufacturer instructions. This kit uses a 
mixture of random hexamer and oligo-dT Primers. The reverse transcript-
tion (RT) was performed in duplicate per sample on the Mastercycler® 
gradient (Eppendorf, Hamburg, Germany). One sample duplicate was 
additionally used with the noRT mix of the kit to serve as a negative 
control. DEPC water was loaded on the plates in duplicate as an additional 
negative control. To reduce interplate variation an interplate calibrator 
(IPC) was introduced. The IPC consisted of a 1:1 mixture of five samples. 
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The RT was performed with the Mastercycler® gradient (Eppendorf, 
Hamburg, Germany): priming (25°C, 5 min), RT step (42°C, 30 min), RT 
inactivation (85°C, 5 min), hold (4°C). 
After the reverse transcription, all samples were diluted 1:5 with 80 µl 
DEPC water. 
The cDNA plates were stored at -20°C until further usage. 
Primer design and optimization 
Oligonucleotides for RT-qPCR applications were designed with Primer Blast 
[10] and ordered at Eurofins MWG Operon (Ebersberg, Germany). Primer 
pair specifications are summarized in table 2. If information on the exon-
intron-positions of the template sequences (NCBI database, Ensemble 
database) was available, primer pairs were designed to span at least one 
exon-exon-junction. Primer sequences were blasted against the Sus scrofa 
and Homo sapiens reference sequence databases (RefSeq mRNA) [11] to 
check for their target specificity. 
The primer pairs were used in a gradient PCR (54°C - 64°C) to evaluate the 
optimal annealing temperature and their specificity by melting curve 
analysis. 
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aggctgtaccagtgcaggtc ccaatgatggaatggtctcc 61.0 
Sod2 NM_214127.2 attgctggaagccatcaaac ggttagaacaagcggcaatc 58.0 
Gpx1 NM_214201.1 caagaatggggagatcctga gataaacttggggtcggtca 61.0 












atttccaagccagcacctta gcgataatttcagttggacag 58.0 




ccgagaagtctttttccgagt cgatctcgaaggaagtccag 58.0 




tgtggtctcttgctccactg ggcacttgtccaaaactggt 61.0 




gggtgcctgactccaaactc gaggagaagttctgggtgtcc 60.0 




















atcttcctgaacggtgatgg catctatcttcgggctcctg 61.0 
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QPCR 
QPCR experiments were performed with the SensiFAST
TM
 SYBR No-ROX Kit 
(Bioline, Luckenwalde, Germany). 
The Mastercycler® gradient was programmed with one initial 95°C step for 
2 min in order to activate the polymerase. The polymerase chain reaction 
was performed for 40 cycles, with 5 sec denaturation at 95°C, 10 sec 
annealing at the specific temperatures shown in table 2 and 8 sec elonga-
tion at 72°C. A dissociation step was programmed to determine the 
melting curve of the amplicons after the PCR. 
An internal standard was loaded in duplicate on each plate, to create a 
standard curve in order to calculate the amplification efficiencies for 
subsequent data normalization. The internal standard for one primer 
pair consisted of its purified amplicons from the gradient PCR (MinElute 

















 copies/µl. To evaluate the copy number in an amplicon 
solution, its dsDNA content was measured with the Biophotometer  
(Eppendorf). The dsDNA content of the solution in combination with the 
specific amplicon length was used to calculate the copy number 
(http://www.uri.edu/research/gsc/resources/cndna. html). 
The qPCR runs were performed in a 96 well format. The plates were 
prepared with the EpMotion System (Eppendorf) and heat sealed (Thermal 
sealer, 4titude®, Wotton, Surrey, UK). 
Normalization of gene expression data 
The raw mean cq datasets of the second reaction plate of each plate 
duplicate was corrected for interplate variation using the mean Cq´s of the 
IPC on each reaction plate in the following formula: 
 
Corrected mean Cq = Mean Cqplate2 – (Mean_IPCplate1 – Mean_IPCplate2) 
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To search for useful reference genes, the complete mean Cq dataset of the 
RT-qPCR assay was screened with Genorm and Normfinder algorithms, 
using the GenEx software (Multi D Analysis, Gothenborg, Sweden). The 
mean Cq´s of the reference genes in each sample were used to calculate 
the geometric mean to serve as reference gene index (RGI). 
The efficiency corrected normalization model [12] was used for evaluation 









Amplification efficiencies of target and reference gene reactions were 
calculated according to [13]: 
 	 10
()/ "+ 
The +60 mg/kg group served as control group.  
The normalized dataset was purified from extreme values by removing all 
data which scattered more than three times the 25% quantile around the 
median. 
Statistical analysis 
A two factorial ANOVA (treatment, block) was performed, using the 
procedure GLM (SAS 9.3; SAS Institute Inc., Cary, United States of  
America). Significantly different treatment means regarding the blood 
plasma zinc content were identified with the Tukey test. Differences 
between treatment groups regarding the normalized gene expression 
results were compared in a linear contrast model using the CONTRAST 
function within the GLM procedure. 
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Results 
Zinc contents in feed and blood plasma 
The zinc content of the experimental diets increased linearly with increas-
ing zinc supplementation (R
2
 = 0.99; p < 0.0001; Table 3), ranging from  
28.1 mg/kg in the +0 mg/kg group to 88.0 mg/kg in the +60 mg/kg group  
(Table 3). 
Table 3: Zinc supplementation levels and analyzed zinc contents of the  
experimental diets [mg/kg]. 
Treatment Group 1 2 3 4 5 6 7 8 
Zinc supplementation 
level 
0 5 10 15 20 30 40 60 
Analyzed diet zinc 
content 
28.1 33.6 38.8 42.7 47.5 58.2 67.8 88.0 
 
The zinc content in the blood plasma was also directly correlated with the 
dietary zinc supply (R
2
 = 0.93; p < 0.0001; Figure 1), ranging from 0.21 mg/L 
in the +0 mg/kg group to 0.63 mg/L in the +60 mg/kg group (Figure 1). 
 
 
Figure 1: Effect of increasing dietary concentrations of zinc supply on the blood 
plasma zinc content. 
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Total RNA Quality and evaluation of reference genes 
The total RNA extracts showed sufficient yield (909 ± 232 µg/mL), purity 
(OD260/280: 2.1 ± 0.1; OD260/230: 2.2 ± 0.2) and integrity (RQI = 6.6 ±1.1) for 
RT-qPCR-experiments. 
Screening the raw Cq dataset with Genorm and Normfinder algorithms 
revealed 18S, PIG8 and SOD2 as useful reference genes. 
Gene expression data 
The expression of catalase (CAT) and glutathione reductase (GSR) was 
significantly increased (p = 0.04; p < 0.0001) in the +0 mg/kg group (Figure 
2 A + B). The remaining antioxidative factors examined, showed no  
differences in expression ratios, compared between treatment groups 
(data not shown). 
 
 
Figure 2: Effect of varying dietary zinc supply on the expression of (A) catalase and 
(B) glutathione reductase. Frames mark the treatment blocks with significant 
differences between each other, evaluated by linear contrast (p = 0.04 and 
< 0.0001, respectively). 
  





Figure 3: Effect of varying dietary zinc supply on the expression of (A) p53, (B) Bax, 
(C) Fas, (D) Casp9, (E) p21 and (F) Gadd45a. Frames mark the treatment blocks with 
significant differences between each other, evaluated by linear contrast (p = 0.03; 
0.05; 0.02; 0.02; 0.01 and 0.02, respectively). 
 
p53 as well as its target genes Bcl2-like x-protein (Bax) and Fas-receptor 
(Fas) were up-regulated in the +0 mg/kg group compared to all other 
treatment groups (Figure 3 A, B and C; p = 0.03, p = 0.05, p = 0.02). The 
expression of caspase 9 (Casp9) showed the same expression pattern 
(Figure 3 D; p = 0.02). The remaining proapoptotic p53 target genes as well 
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as Casp3 and 8 were not differently regulated between treatment groups 
(data not shown). The p53 target genes p21 and growth arrest and damage 
inducible alpha (Gadd45a) showed an expression pattern which was 
contrary to the differential regulated proapoptotic p53 targets. p21 was 
down-regulated under conditions of insufficient zinc supply (< 60 mg/kg; 
[14]), compared to sufficient and mild oversupply (Figure 3 E; p = 0.01). 
Gadd45a was lower expressed in all groups, compared to control 
(+60 mg/kg) (Fig. 3 F; p = 0.02). 
Discussion 
The observed increase of the plasma zinc content with increasing dietary 
zinc supply is in concordance with earlier published data [15, 16]. Though, 
in the actual investigation no plateau was reached at the estimated level of 
sufficient zinc supply for piglets (60 mg/kg; NRC [14]). This might be due to 
ongoing homeostatic adaptions because of the change in alimentary 
supply compared to the supply level during the acclimatization phase. 
Nevertheless it proves the treatment groups were in different states of 
zinc supply, ranging from deficient states to potential mild oversupply.  
Zinc deficiency was discussed as a cause of oxidative stress [1]. This could 
be supported in the actual project in which we investigated several anti-
oxidative factors on the transcriptional level. Two of them, GSR and Cat 
were up-regulated in the group with the lowest zinc supply level, which 
points towards an increased abundance of ROS in the marginal zinc 
supplied heart muscle.   
p53 is a stress responsive transcription factor. Under the terms of physio-
logical stress, it is expressed on a basal level to induce antioxidative  
and cell cycle regulators like Gpx1 and p21, while at high stress levels 
transcription is up-regulated leading to the initiation of proapoptotic and 
prooxidative target genes like Fas and Bax [9]. Gpx1 and SOD2 (anti-
oxidative p53 targets) showed a very consistent expression pattern over all 
treatment groups, while p21 and Gadd45a (p53 dependent cell cycle 
regulators) were down-regulated with decreasing dietary zinc supply. On 
the contrary, Bax and Fas were up-regulated in the +0 mg/kg group. This is 
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in concordance with a higher expression of p53 under this treatment 
condition, which has been already shown in human lung fibroblasts [17]. 
The results indicate high intracellular stress levels, which is in context to 
the significantly increased GSR and CAT expression. 
The increase in Bax expression is in good context to the up-regulation  
of Casp9 in the same group. This factor is activated in the presence of  
cytochrome-c after its release due to a higher permeabilisation of the 
outer mitochondrial membrane by Bax, leading to the activation of Casp3 
and endonucleases [18]. Though, no up-regulation of Casp3 could be 
detected (data not shown). This also applies for Casp8 (data not shown) 
which has been proven to be activated after the binding of death factors 
like the Fas-ligand to their membrane-bound receptors, resulting in 
subsequent activation of Casp3 and DNA degradation [19, 20]. The fact 
that Casp3 and 8 showed no significant differences between treatment 
groups suggests their regulation occurs primarily on the proteomic level. 
The initiation of prooxidative factors like Bax might increase the amount of 
reactive oxygen species making it difficult to determine, if high oxidative 
stress in a tissue is the inducer of apoptosis or its catalyzing by product. 
One of the hypotheses regarding the promotion of oxidative stress by zinc 
deficiency is the lower abundance of metallothioneins [1], which has 
been shown for metallothionein 1 and 2 in zinc deficiency [21]. This was 
confirmed in own investigations regarding the expression of Mt1a and 
Mt2b proving differential zinc supply of the heart muscles (data not 
shown). Metallothioneins are not only the regulators of intracellular 
zinc, but potent antioxidative factors [22-24]. The significantly reduced 
expression of Mt1a and Mt2b potentially decreased the overall anti-
oxidative capacity of cardiomyocytes, leading to increased oxidative stress 
and apoptosis. 
Conclusions 
A varying dietary zinc supply (28 mg/kg to 88 mg/kg) for eight days induced 
differential states of zinc homeostatic regulation in the piglets, as indicated 
by a linear increase in the blood plasma zinc content (0.21 mg/L to 
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0.63 mg/L). Despite the short experimental period, the lowest supplied 
treatment group showed an up-regulation of GSR and CAT, suggesting an 
increased abundance of ROS. In concordance with this observation, the 
stress responsive factor p53, its proapoptotic and prooxidative target 
genes Bax and Fas as well as Casp9 were up-regulated. On the contrary, 
the expression of the p53-dependent cell cycle regulators p21 and 
Gadd45a was reduced in the groups with a dietary zinc content of 
< 60 mg/kg and < 88 mg/kg, respectively. In summary, our results indicate 
dramatically increased stress resulting in proapoptotic stimuli in the heart 
muscle of piglets after just eight days of marginal supply with zinc. This 
highlights the necessity to avoid even short periods of zinc deprivation. 
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Abstract 
Anorganisches Arsenit wurde sowohl durch die „International Agency for 
Research on Cancer“ (IARC) als auch durch die Senatskommission der DFG 
zur Prüfung gesundheitschädlicher Arbeitsstoffe (MAK-Komission) als 
Humankanzerogen eingestuft. Dennoch sind zum jetzigen Zeitpunkt die 
zugrunde liegenden Mechanismen nur unzureichend verstanden. Eine 
wesentliche Rolle wird der Metabolisierung von anorganischem Arsenit zu 
drei- und fünfwertigen methylierten bzw. Schwefel-konjugierten Ver-
bindungen sowie deren Interaktion mit thiolhaltigen Molekülen zuge-
schrieben. Das Ziel der vorliegenden Studie war es, die Bedeutung des 
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Transkriptionsfaktors MTF-1 für die Aufnahme, Zytotoxizität und Geno-
toxizität von anorganischem Arsenit zu untersuchen. Modellhaft wurden 
hierfür embryonale Mausfibroblasten mit funktionellem MTF-1 (3T3) bzw. 
aus MTF-1-knockout Mäusen generierte defiziente Zellen (dko7) verwen-
det. Die Aufgabe von MTF-1 besteht in einer metallvermittelten Induktion 
der Metallothioneinbiosynthese. Das gewählte Modellsystem erfasst somit 
auch die Bedeutung dieser metallbindenden Proteine für die Aufnahme, 
Biotransformation und Zytotoxiziät von anorganischem Arsenit. Die 
durchgeführten Untersuchungen zeigen mit Bezug auf die Zellzahl und die 
Koloniebildungsfähigkeit eine vergleichbare zytotoxische Wirkung von iAs
3+
 
in beiden Zelllinien; bezogen auf die intrazellulär akkumulierten Mengen 
an Arsen erwiesen sich die MTF-1-defizienten Zellen jedoch als deutlich 
sensitiver. Die Untersuchungen zur Genotoxizität ergaben, dass es in 
beiden Mausfibroblastenlinien erst bei hohen Konzentrationen an anorga-
nischem Arsenit zur Induktion von Strangbrüchen kommt. Im Vergleich war 
das Ausmaß der Schädigung größer in den MTF-1-defizienten Fibroblasten, 
im Einklang mit einer protektiven Funktion von MTF-1 gegenüber oxida-
tivem Stress. Erfolgte eine Koinkubation mit Wasserstoffperoxid, so  
resultierte dies in der synergistischen Erhöhung der Anzahl an Strang-
brüchen in den 3T3-Zellen bereits bei niedrigen mikromolaren Konzentra-
tionen. Dieser Effekt wurde jedoch nicht in MTF-1-defizienten Fibroblasten 
beobachtet. In weiteren Versuchen soll geklärt werden, inwieweit diese 
erhöhte DNA-schädigende Wirkung auf eine regulatorische Funktion von 
MTF-1 auf die Entgiftung von Wasserstoffperoxid oder auf den Einfluss von 
DNA-Reparaturprozessen zurückzuführen ist.  
Einleitung 
Arsen ist ein in der Umwelt weit verbreiteter Kontaminant, welcher sowohl 
im Boden, im Wasser als auch in der Atmosphäre vorkommt. Die Exposi-
tion der Bevölkerung gegenüber Arsen erfolgt vornehmlich durch den 
Verzehr von kontaminierten Lebensmitteln bzw. durch das Trinken von 
kontaminiertem Wasser [1]. Die Toxizität von Arsen steht in engem  
Zusammenhang mit seiner chemischen Form, wobei anorganische  
As-Spezies sowie seine methylierten Metabolite im Vergleich zu anderen 
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organischen Arsenverbindungen ein deutlich toxischeres Potential auf-
weisen [2]. Für die anorganischen Arsenverbindungen gibt es eine Vielzahl 
an epidemiologischen Untersuchungen, die ein erhöhtes Risiko für Herz-
Kreislauf-Erkrankungen und das vermehrte Auftreten von Haut-, Blasen-, 
Leber-, Lungen- und Nierentumoren bei einer chronischen Exposition 
gegenüber erhöhten Mengen an Arsen zeigen [3]. Daher wurden anorgani-
sches Arsen und seine Verbindungen durch die „International Agency for 
Research on Cancer“ als Humankanzerogen eingestuft [1]. Eine Neubewer-
tung der Arsenbelastung durch Lebensmittel durch das sog. CONTAM-
Panel der European Food Safety Authority (EFSA) im Jahr 2009 führte zu 
einer Aussetzung des bis dahin gültigen „Provisional Tolerable Weekly 
Intake“ (PTWI) von 15 µg/kg KG anorganischem Arsen. Grundlage hierfür 
war die Berechnung von „Benchmark Dose Lower Limits01“ zwischen 0,3 
und 8 µg/kg KG pro Tag für Tumore der Lunge, Haut und Blase. Die tatsäch-
liche Exposition an anorganischem Arsen liegt für 95% der Bevölkerung im 
Bereich von 0,37 bis 1,22 µg/kg Körpergewicht und Tag [4]. Für anorgani-
sches Arsenit (iAs
3+
) sind die der Kanzerogenese zugrunde liegenden 
Mechanismen bis jetzt nur unzureichend geklärt. Vorangegangene Studien 
zeigen, dass keine direkten DNA-Schädigungen im Vordergrund stehen, da 
anorganisches Arsenit in bakteriellen Mutagenitätstests in der Regel nicht 
und auch in Säugerzellen nur schwach mutagen ist [5]. Demgegen- 
über weisen sie aber ausgeprägte verstärkende Effekte in Kombina- 
tion mit anderen DNA-schädigenden Agentien wie UVC-Strahlung und  
Benzo[α]pyren auf. Dies deutet darauf hin, dass eher indirekte genotoxi-
sche Effekte wie eine Beeinflussung von DNA-Reparaturprozessen und 
andere an der Prozessierung von DNA-Schäden beteiligte Reaktionen für 
die Kanzerogenität von Bedeutung sind [6]. Weitere diskutierte Mechanis-
men sind die Induktion oxidativer DNA-Schäden, Beeinflussungen der 
Genexpression, auch im Zusammenhang mit Veränderungen des DNA-
Methylierungsmusters, sowie eine Beeinflussung von Signaltransduktions-
kaskaden [7-9]. Interessanterweise wurde gezeigt, dass das transkriptions-
aktive Tumorsupressorprotein p53 ein molekularer Angriffspunkt für 
anorganisches Arsenit ist [10-12], woraus sich Interferenzen mit der 
Zellzykluskontrolle, tumorsupressiven Regulationsmechanismen und 
inhibitorische Effekte auf die Induktion der Apoptose ergeben [5]. Ein 
weiterer wichtiger Punkt, der zur kanzerogenen Wirkung von iAs
3+
 beiträgt, 
ist deren Metabolisierung zu methylierten und Schwefel-konjugierten 
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Spezies [13]. Eine Vielzahl an Studien zeigen im Vergleich zu Arsenit 





 [14, 15] sowie auch für die pentavalente 
Verbindung Thio-Dimethylarsinate (DMA
V
) [16, 17], womit der Bio-
methylierung nicht länger eine detoxifizierende Wirkung zugesprochen 
werden kann [13]. Obwohl die genauen Wirkmechanismen dieser anorga-
nischen Arsenverbindungen nicht vollständig geklärt sind, wird die Interak-
tion von Arsenspezies mit Proteinen als eine der Hauptursachen für die 
Toxizität und Kanzerogenität betrachtet. Durch die direkte Bindung von 
iAs
3+
 oder den methylierten As-Spezies an kritische vicinale Cysteinreste 
kann die Aktivität von Enzymen und Proteinen, welche in DNA-
Reparaturprozesse, Transkriptionsvorgänge, DNA-Methylierungen, Prolife-
rationsabläufe oder der strukturellen Organisation der Zelle involviert sind, 
beeinflusst werden [18, 19]. Für die kleinen, Cystein-reichen Proteine der 
Metallothioneine, welche über ausgeprägte Metallbindungseigenschaften 
verfügen, gibt es nur wenige Aussagen im Hinblick auf die Aufnahme, 
Zytotoxizität und Genotoxizität von iAs
3+
. Anorganisches Arsenit wurde  
als Induktor der Metallothionexpression, insbesondere der Isoformen mt1  
und mt2, in verschiedensten Zelltypen beschrieben [20-22]. Die trans-
kriptionelle Regulation der Metallothioneinexpression durch Arsenit und 








 wird durch den Transkrip-
tionsfaktor MTF-1 gesteuert. Entsprechend dem Modell von He und Ma 
[23] wird MTF-1 durch direkte Bindung von iAs
3+
, und nicht wie für  
andere Metalle gezeigt durch Zink-Austauschreaktionen, aktiviert. Nach 
Translokation in den Zellkern bindet MTF-1 an multiple Kopien von „metal  
responsible elements“ (MRE) in den Enhancer-Regionen von mt1 und 
vermittelt darüber die Genexpression. Eine vollständige Deletion von mtf-1 
in Mäusen [24, 25] oder Mutationen in den C-terminalen Cystein-Clustern 
[23] unterbinden oder vermindern dramatisch die mt1-Genexpression 
aufgrund der fehlenden Transkriptionsaktivität von MTF-1. Im Hinblick auf 
iAs
3+
 zeigen einige Studien einen Zusammenhang mit der vermehrten 
Expression von Metallothioneinen und der erhöhten zellulären Anreiche-





 eine Bindung an isolierte Metallothionein-
moleküle gezeigt [28, 29]. Mäuse mit genetisch inaktiviertem mt1 und mt2 
zeigen eine deutlich höhere Sensitivität gegenüber iAs
3+
 [30, 31]. Zelluläre 
Experimente mit Rattenmyoblasten hingegen weisen eher auf eine unter-
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geordnete Bedeutung der Metallothioneinexpression bei der Arsen-
vermittelten Toxizität hin [32]. Bezüglich der verstärkten Synthese von 
Metallothioneinen in sich schnell teilenden und neoplastischen Zellen [33, 
34] wurde eine vermehrter Gehalt an MT1 und MT2 in Tumorbiopsien 
sowie in malignen Zellen nach Transformation durch Arsen als negativer 
prognostischer Indikator bewertet [35, 36]. Aufgrund dieser inkonsistenten 
Datenlage war es das Ziel der vorliegenden Studie, zusammenhängend  
die Rolle des Transkriptionsfaktors MTF-1 für die Arsenit-induzierte Zyto-
toxizität und Genotoxizität bei gleichzeitiger Betrachtung der zellulären 
Arsenaufnahme zu untersuchen. Aufgrund der zentralen Funktion von 
MTF-1 in der Metall-vermittelten Induktion der Metallothioneinexpression 
erlaubt es das gewählte Modell, auch die Bedeutung von Metallo-
thioneinen in diesem Zusammenhang zu erfassen. 
Materialien und Methoden 
Material 
Embryonale Mausfibroblasten, profizient (3T3) oder defizient (dko7) in 
dem Transkriptionsfaktor MTF-1, wurden wie zuvor beschrieben [37] als 
Monolayer in Zellkulturschalen in DMEM mit 5% fötalem Kälberserum 
sowie 100 U Penizillin/ml und 100 µg Streptomyzin/ml kultiviert. Logarith-
misch wachsende Zellen wurden 24 h mit anorganischem Arsenit (Sigma-
Aldrich, 99,999%) behandelt. Um Oxidationsvorgänge zu vermeiden, 
wurden die Stammlösungen von anorganischem Arsenit in sterilem, 
bidestilliertem Wasser unmittelbar vor jedem Experiment hergestellt.   
Bestimmung der Zytotoxizität 
Die Zytotoxizität wurde wie zuvor beschrieben [38] anhand des Einflusses 
auf die Zellzahl und die Koloniebildungsfähigkeit bestimmt.  
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Quantifizierung der zellulären Aufnahme von Arsen 
Für die Bestimmung des gesamtzellulär aufgenommenen Arsens wurden 
die embryonalen Mausfibroblasten nach Inkubation mit iAs
3+
 von den 
Zellkulturschalen abgelöst und mittels Säureaufschluss 65% HNO3/ 
30% H2O2 (1/1) bei 95°C für mindestens 12 h verascht. Anschließend 
erfolgten die Analysen des Gesamt-Arsengehaltes mittels Graphitrohr-
Atomabsorptionsspektrometrie (AAnalyst800, Perkin Elmer) und die 
Quantifizierung mithilfe der Software AA Winlab 32.  
Einfluss auf die Metallothionein-Genexpression  
Der Effekt von anorganischem Arsenit auf die Expression der  
Metallothionein-Isoformen mt1, mt2, mt3 und mt4 wurde mittels 
RT-PCR unter Verwendung eines iCycler, gekoppelt an das iCycler TM IQ 
Detektionssystem (Biorad), durchgeführt. Zur Berechnung wurde das 
Effizienz-korrigierte relative Quantifizierungsmodell herangezogen [39]. 
Nachweis von DNA-Schäden 
Um die DNA-schädigende Wirkung erfassen zu können, wurden die  
embryonalen Mausfibroblasten für 24 h mit anorganischem Arsenit 
inkubiert und die Menge generierter DNA-Strangbrüche in Abwesenheit 
oder Anwesenheit von H2O2 mittels Alkalischer Entwindung quantifiziert 
[40].  
Ergebnisse 
Im Rahmen der vorliegenden Studie sollte die Bedeutung des Transkrip-
tionsfaktors MTF-1 für die Aufnahme, Zytotoxizität und Genotoxizität von 
anorganischem Arsenit erfasst werden. Hierzu wurde zunächst eine 
Bestimmung des gesamtzellulär aufgenommenen Arsens nach Inkubation 
von MTF-1-profizienten (3T3) und -defizienten Mausfibroblasten (dko7) 
mit iAs
3+
 vorgenommen. Die Ergebnisse zeigen, dass Arsenit innerhalb von 
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24 h dosisabhängig von den embryonalen Mausfibroblasten aufgenommen 
wird. Für die 3T3-Zellen konnte bereits bei der Inkubation mit einer 
vergleichsweise geringen Konzentration von 1 µM iAs
3+
 eine ca. 8fache 
intrazelluläre Anreicherung von Arsen nachgewiesen werden. Eine weitere 
Erhöhung der extrazellulären Inkubationskonzentration an iAs
3+
 resultierte 
in einer Verringerung des Anreicherungsfaktors. Im Vergleich dazu erfolgte 
in den MTF-1- defizienten Mausfibroblasten eine vergleichsweise geringere 
Akkumulation von Gesamtarsen. Nach Inkubation mit 1 bis 10 µM iAs
3+
 
wurde lediglich eine Verdoppelung des intrazellulären Gesamtarsen-
Gehaltes detektiert. Da anorganisches Arsenit mehrfach als Induktor der 
Metallothioneinsynthese beschrieben ist, wurde zusätzlich die Expression 
aller vier beschriebenen murinen Metallothioneinisoformen untersucht. 
iAs
3+
 induzierte dosisabhängig lediglich die Expression von mt1 und mt2 in 
MTF1-WT Zellen. Die MTF-1-defizienten Mausfibroblasten verfügten unab-
hängig vom MTF-1 Status über einen basalen Gehalt an mt1-Transkript, 
dessen Menge sich durch die Inkubation mit anorganischem Arsenit 
aber nicht erhöhte. Eine Expression von mt2 konnte weder basal noch 
nach Metallexposition in diesen Zellen nachgewiesen werden. Wurden die 
zytotoxischen Auswirkungen der Arseninkubation mittels Zellzahl quantifi-
ziert, so zeigten beide Zelllinien eine konzentrationsabhängige Reduktion 
der Zellzahlen gegenüber den Kontrollen. Diese  betrug im Mittel für die 
Linie dko7 zwischen ca. 4% für 1 μM bis 60% für 20 μM anorganisches 
Arsenit. Die Reduktion der 3T3-Zellzahlen war etwas geringer ausgeprägt, 
jedoch statistisch nicht signifikant verschieden gegenüber den dko7-Zellen. 
Auch die Koloniebildungsfähigkeit wurde in beiden Fibroblastenlinien in 
ähnlichem Ausmaß durch iAs
3+
 reduziert. Bezogen auf die intrazellulär 
angereicherten Mengen an Arsen jedoch ergaben sich statistisch signifi-
kante Unterschiede. Bei vergleichbaren zellulären Arsengehalten reagier-
ten die MTF-1-defizienten dko7-Zellen deutlich sensitiver sowohl in Bezug 
auf Zellzahl als auch Koloniebildungsfähigkeit. Im Hinblick auf genotoxische 
Effekte wurde zunächst die Menge der durch iAs
3+
 generierten DNA-
Strangbrüche bestimmt. Hier zeigte sich, dass es in beide Mausfibroblas-
tenzelllinien erst bei der höchsten eingesetzten Inkubationskonzentration 
von 20 µM iAs
3+
 zur Induktion von DNA-Strangbrüchen kommt. Im Ver-
gleich war das Ausmaß der Schädigung jedoch größer in den MTF-1-
defizienten Fibroblasten. Erfolgte eine Koinkubation mit Wasserstoff-
peroxid, zeigte sich bei den 3T3-Zellen eine synergistische Verstärkung der 
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Induktion von DNA-Strangbrüchen. Dieser Effekt wurde jedoch nicht bei 
der MTF-1- defizienten Linie dko7 beobachtet. 
Diskussion 
In einer Vielzahl von epidemiologischen Studien wird auf das gehäufte 
Auftreten von Haut-, Nieren-, Lungen- und Harnblasentumoren im Zusam-
menhang mit der Arsenexposition hingewiesen [1]. Obwohl das Problem 
der weltweiten Belastung der Bevölkerung durch Arsenverbindungen 
bekannt ist, sind die für die Toxizität und Kanzerogenität zugrunde liegen-
den Mechanismen nur unzureichend verstanden. Die in der Literatur 
beschriebenen Mechanismen weisen vermehrt auf die Induktion und 
Anhäufung von DNA-Schäden infolge der verstärkten Generierung  
reaktiver Sauerstoffspezies (ROS) [41] sowie der Hemmung von DNA-
Reparaturprozessen hin [42-44]. Hierbei scheint aufgrund der Thiol-
affinitität von iAs
3+
 und seinen methylierten Metaboliten insbesondere die 
Interaktion mit Thiolgruppen von Cysteinen, zum Beispiel in Proteinen mit 
sogenannten „Zinkfingerstrukturen“, von Bedeutung zu sein [6, 18]. Im 
Hinblick auf das in menschlichen Zellen prominenteste metallbindende 
Protein Metallothionein existieren im Zusammenhang mit der arsen-
vermittelten Zytotoxizität nur relativ wenige Daten. Die in der vorliegenden 
Studie erhaltenen Ergebnisse belegen eine Rolle von Metallothioneinen 
sowohl für die zelluläre Aufnahmekapazität von anorganischem Arsenit 
als auch dessen zytotoxische Wirkung. Bezüglich der Aufnahme zeigen 
die Daten sowohl für die MTF-1-profizienten als auch -defizienten Maus-
fibroblasten eine konzentrationsabhängige Aufnahme von iAs
3+
 in die Zelle. 
Vergleichbare dosisabhängige Effekte wurden zuvor sowohl für humane 
Lungenkarzinomzellen [43], Urothelzellen und primäre Hepatozyten [45], 
als auch Hamsterfibroblastenzellen [45, 46] beschrieben. Bezüglich der  
in dieser Arbeit gewählten Zellmodelle zeigte sich bei Inkubation mit  
nicht-zytotoxischen Mengen von iAs
3+
 ein signifikant höherer zellulärer  
Gesamtarsengehalt in den MTF-1-profizienten Mausfibroblasten. Einher- 
gehend mit dieser Beobachtung wurde in den 3T3-Zellen eine vermehrte  
Expression der Metallothionein-Isoformen mt1 und mt2 beobachtet. 
Inwieweit die intrazelluläre Bindung des aufgenommenen Arsens an die 
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Metallothioneinmoleküle oder ein Transfer an weitere zelluläre thiolhaltige 
Moleküle eine Rolle spielt, muss zukünftig geklärt werden. Untersuchun-
gen mit isolierten Proteinen zeigen sowohl die Bindung von iAs
3+
 an als 
auch die Translokation zwischen isolierten Metallothioneinmolekülen via 
Protein-Protein-Interaktionen [29]. Interessanterweise ergab sich bei den 
3T3-Zellen mit zunehmender Konzentration an iAs
3+
 im Inkubations-
medium eine deutliche Abnahme der relativen Aufnahme der Arsenver-
bindungen, was auf einer Inhibierung der Aufnahme oder einer erhöhten 
Effluxrate beruhen könnte [45]. Zunehmend diskutiert wird dabei, dass 
iAs
3+
 unter Beteiligung von Glutathion als As(GSH)3-Komplexe aus Zellen 
exportiert wird [13]. Für  MTF-1 wurde gezeigt, dass dieses Protein neben 
seiner Rolle in der Metallothioneingenexpression auch essentiell für die 
Transkription der für die schwere Kette der γ-Glutamyl-cysteinsynthase  
(γ-GCS(hc)) kodierenden Gene ist [47, 48]. Inwiefern sich das Fehlen dieses 
Schlüsselenzyms auf die zelluläre Synthese von GSH in den dko7 Zellen und 
damit gegebenenfalls auch auf den Export von Arsenspezies aus diesen 
Fibroblasten aus wirkt, muss zukünftig geklärt werden. In Bezug auf die 
genotoxischen Eigenschaften wurden in beiden murinen Zelllinien erst bei 
der höchsten eingesetzten Inkubationskonzentration von iAs
3+
 DNA-
Strangbrüche beobachtet, in Übereinstimmung mit Daten von Schwerdtle 
et al. [38]. Erfolgte eine Koinkubation mit H2O2 so zeigte sich für die 3T3-
Zellen eine synergistische Erhöhung der DNA-Strangbruchraten. Dieser 
Effekt wurde jedoch nur bei den MTF-1 profizienten Fibroblasten beobach-
tet. Zu klären ist einerseits, ob MTF-1 nach Inkubation mit iAs
3+
 regula-
torisch in die antioxidativen Abwehrmechanismen der Zelle eingreift  
und somit die Entgiftung von Wasserstoffperoxid beeinträchtigt. Des 
Weiteren muss die Rolle des Transkriptionsfaktors und somit auch die des  
Metallothioneins im Hinblick auf DNA-Reparaturprozesse und andere an 
der Prozessierung von DNA-Schäden beteiligte Reaktionen nach Inkubation 
mit anorganischem Arsenit geklärt werden. Eine Bindung sowohl von iAs
3+
 
als auch von methylierten Arsenspezies und eine daraus resultierende 
Inaktivierung wurde sowohl für metabolische Enzyme [15] als auch für 
Proteine mit essentieller Funktion in DNA-Reparaturprozessen, Transkrip-
tionsvorgänge und der strukturellen Organisation der Zelle [18, 19]  
beschrieben. Die Rolle von MTF-1 sowie auch von Metallothionein in 
diesem Zusammenhang ist zum jetzigen Zeitpunkt nur ungenügend geklärt 
und bedarf weiterer Untersuchungen. 
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Abbildung 1: Mechanismen der Arsenit-induzierten Kanzerogenese und die 
mögliche Rolle von Metallothionein. 
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Abstract 
Bei Melanoidinen handelt es sich um hochmolekulare Verbindungen, die 
durch die Reaktion von Aminokomponenten mit reduzierenden Zuckern in 
der Endphase der Maillard-Reaktion gebildet werden und Bestandteil 
zahlreicher thermisch behandelter Lebensmittel sind. Diese Substanzen 
besitzen verschiedenste physiologische Effekte; hierbei standen bislang vor 
allem ihre antioxidativen Eigenschaften und deren zugrunde liegenden 
Mechanismen im Fokus des Interesses. Aktuelle Studien weisen allerdings 
darauf hin, dass Melanoidine, insbesondere nach Bindung von redox-
aktiven Metallionen, auch prooxidative Effekte vermitteln. Ziel der vor-
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liegenden Studie war es, den Einfluss von Kupferionen-Komplexierung 
durch Melanoidine auf die Zytotoxizität und die Induktion von DNA-
Schäden in der humanen Kolonkarzinomzellinie HCT-116 zu beurteilen. 
Nach Inkubation mit reinen D-Glc/L-Ala-Melanoidinen war kein signifikan-
ter Anstieg an Schäden in der genomischen DNA nachweisbar. Auch die 
Viabilität der Kolonzellen blieb unter Verwendung lebensmittelrelevanter 
Konzentrationen an reinen Melanoidinen unbeeinflusst. Hingegen resul-
tierte die Inkubation mit Cu(II)-beladenen Melanoidinen in einer deut-
lichen Induktion von DNA-Strangbrüchen, verbunden mit der vermehrten 
Expression des Stress-Response-Gens Metallothionein 2A sowie Cytochrom 
p450 1A1. Einhergehend zeigte sich eine verminderte metabolische 
Aktivität und verringerte Fähigkeit zur Koloniebildung der HCT116-Zellen 
nach einer Inkubation mit den Cu(II)-Melanoidin-Komplexen. Des Weiteren 
konnte in in-vitro Experimenten mit isolierten Nukleinsäuremolekülen eine 
direkte DNA-schädigende Wirkung der Cu(II)-beladenen Melanoidine 
gezeigt werden. Zusammenfassend legen diese Befunde nahe, dass 
ernährungsrelevante Melanoidine neben ihren antioxidativen Eigenschaf-
ten im Lebensmittel insbesondere nach Komplexierung von redoxaktiven 
Metallionen im zellulären System auch prooxidative Eigenschaften besit-
zen. Weitere Untersuchungen sind notwendig, um die dafür zugrunde-
liegenden Mechanismen zu klären und zudem die zellulären Auswirkungen 
einer längerfristigen Exposition mit Cu(II)-Melanoidin-Komplexe zu erfas-
sen. 
Einleitung 
Melanoidine entstehen als Endprodukte der Maillard-Reaktion, die beson-
ders bei der hitzeinduzierten Be- und Verarbeitung sowie bei der Lagerung 
von Lebensmitteln abläuft. Ausgangsstoffe sind reduzierende Kohlen-
hydrate wie Mono-, Di- oder Oligosaccharide, aber auch Polysaccharide 
wie Stärke oder Zuckerabbauprodukte mit Carbonylgruppen wie Glyoxal 
oder Furfural sind denkbar. Als Aminokomponente fungieren neben  
freien Aminosäuren vor allem Proteine, die in ihren Seitenketten freie 
Aminofunktionen enthalten. Über Amadoriprodukte reagieren sie zu α-
Dicarbonylverbindungen, die als Schlüsselintermediate der Maillard 
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Reaktion gelten. Abhängig von den Ausgangsstoffen und den Reaktions-
bedingungen werden im weiteren Verlauf der Reaktion eine Vielzahl von 
erwünschten (z. B. Aromastoffe), aber auch unerwünschten Verbindungen 
(z. B. heterozyclische aromatische Amine, Acrylamid) gebildet (Abbildung 
1) [1, 2]. Melanoidine stellen die tief braun gefärbten höher- bis hoch-
molekularen Endprodukte der Maillard Reaktion dar. In vielen Lebens-
mitteln wie Kaffee, Brot und gerösteten Nüssen sind diese Stoffe in teil-
weise hohen Konzentrationen enthalten (bis zu 30% in Kaffee) [3, 4]. 
Obwohl ihre Struktur noch weitgehend unbekannt ist - bisher konnten nur 
einige Inkremente analysiert werden – wurden (oder sind untersucht 
worden) besonders die antioxidativen Eigenschaften der Melanoidine 
intensiv untersucht [5]. Zur Quantifizierung der antioxidativen Aktivität 
stehen verschiedene in-vitro Methoden zur Verfügung [6, 7]. Allerdings 
sind deren Ergebnisse nicht immer kompatibel. Zur Erklärung der anti-
oxidativen Aktivität der Melanoidine werden verschiedene Mechanismen 
herangezogen. So sind Melanoidine in der Lage, freie Radikale, ROS oder 
auch Sauerstoffmoleküle abzufangen, aber auch die Fähigkeit zur Chelati-
sierung von Metallionen trägt zu den antioxidativen Eigenschaften im 
Lebensmittel bei [8, 9, 10]. Vom physiologischen Standpunkt aus ergeben 
sich allerdings deutlich weiterreichende Konsequenzen. So wird z.B. die 
antimikrobielle Wirkung von Kaffee- und anderen Melanoidinen gegenüber 
verschiedenen pathogenen Bakterien auf eine irreversible Schädigung der 
Zellmembran durch die Komplexierung von essentiellen Metallionen 
zurückgeführt [11]. Auch für die Inaktivierung bestimmter Enzyme werden 
Chelatisierungseffekte durch Melanoidine postuliert [12]. Durch die 
Beeinflussung von Löslichkeit und Absorptionscharakteristik kann zudem 
die Bioverfügbarkeit von Metallionen verändert werden, was einerseits zu 
einer Beeinträchtigung der Aufnahme essentieller Spurenelemente, zur 
modifizierten Anreicherung in bestimmten Geweben, aber auch zur 
verstärkten Ausscheidung führen kann (Abbildung 2) [13, 14]. Die hierzu 
publizierten Ergebnisse sind allerdings widersprüchlich. Eine Vielzahl  
von Veröffentlichungen befasst sich mit Untersuchungen zu mutagenen  
oder genotoxischen Eigenschaften von Melanoidinen in subzellulären Test-
systemen, in denen speziell für hochmolekulare Melanoidine keine Aktivi-
tät nachgewiesen wurde [15, 16]. Ziel unserer Arbeit war es zu unter-
suchen, wie sich die im Lebensmittel und in subzellulären Testsystemen 
nachgewiesenen antioxidativen Eigenschaften der Melanoidine in Zell-
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systemen auswirken und welchen Einfluss hierbei eine Chelatisierung von 
Metallionen auf den Redoxstatus von Zellen hat. 
Material und Methoden 
Zellmodell 
Als Zellmodell wurden humane HCT116-Kolonkarzinomzellen verwendet 
[17]. Die Kultivierung der Zellen erfolgte als Monolayer in Zellkulturschalen 
bei 37°C, 5% CO2 und 100% Luftfeuchtigkeit. Die Inkubation der Zellen 
erfolgte mit den jeweiligen präparierten Melanoidinen oder CuSO4∙7 H2O 
(Sigma-Aldrich, 99,999%) für 24 h.  
Herstellung und Charakterisierung der Melanoidine   
Zur Herstellung der Melanoidine wurde D-Glc und L-Ala in äquimolaren 
Mengen gemischt und für 20 min bei 170°C im Trockenen erhitzt [18]. 
Nach einer Dialyse (MWCO 12-14 kDa) gegen destilliertes Wasser oder 
CuSO4 wurden ungebundene Metalle mittels Ultrafiltration (MWCO 3 kDa) 
entfernt. Die Lagerung der gefriergetrockneten Melanoidine erfolgte in 
einem Exsikkator im Dunkeln. Die Charakterisierung der Melanoidine 
wurde im Hinblick auf ihre antioxidativen und reduzierenden Eigenschaf-
ten mittels TEAC-Assay und der Phenanthroline-Methode durchgeführt.  
Der Gehalt an Metallen wurde durch Graphitrohr-Atomabsorptions-
spektroskopie mittels externer Kalibrierung bestimmt [19]. 
Bestimmung der zytotoxischen Parameter  
Die Bestimmung der zytotoxischen Parameter erfolgte anhand der Erfas-
sung der Zellzahl und der Koloniebildungsfähigkeit [20]. 
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Induktion von DNA-Strangbrüchen in kultivierten Zellen 
HCT116-Zellen wurden nach einer Adhärensphase für 24 h mit den jeweili-
gen Melanoidinen, Cu-Melanoidin-Komplexen bzw. CuSO4 vorinkubiert und 
anschließend ggf. für 5 min. mit H2O2 koinkubiert. Das Ausmaß an DNA-
Einzelstrangbrüchen wurde mittels Alkalischer Entwindung (AU) quantifi-
ziert [21]. 
Induktion von DNA-Strangbrüchen an isolierter DNA 
Zur Erfassung der DNA-schädigenden Wirkung an isolierter DNA wurde der 
PM2-Assay genutzt [22]. Hierfür wurde die isolierte PM2-Phagen-DNA für  
1 h mit den jeweiligen Melanoidinen, Cu-Melanoidin-Komplexen bzw. 
CuSO4 inkubiert. Nach einer anschließenden Trennung von intakter super-
spiralisierter und geschädigter zirkulärer DNA mittels Agarose-
Gelelektrophorese und Detektion durch Ethidiumbromidfärbung erfolgte 
die Kalkulation der generierten DNA-Strangbrüche. 
Genexpressionsanalysen 
Die Genexpressionsanalysen wurden mittels Real-Time-PCR unter Verwen-
dung des SYBR Green RT-PCR Systems durchgeführt. Als Zielgene wurden 
Cytochrom p450 1A1 (cyp1A1), γ-Glutamylcystein-Ligase (gclc) Glutathion 
Reduktase (gsr) sowie Metallothionein 2A (mt2A) gewählt. Zur Berechnung 
wurde das Effizienz-korrigierte relative Quantifizierungsmodell herangezo-
gen [23]. 
Ergebnisse 
Ziel unserer Arbeiten war es zu untersuchen, wie sich eine Komplexierung 
von Metallionen auf die antioxidativen Eigenschaften der Melanoidine 
auswirkt und welche Effekte dadurch an isolierten Nukleinsäuremolekülen 
und zellulärer DNA hervorgerufen werden. Hierzu wurden zunächst 
Maillard-Produkte mittels trockener Bräunung aus D-Glukose und L-Alanin 
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als Aminokomponente hergestellt. Durch anschließende Dialyse gegen 
destilliertes Wasser konnte die hochmolekulare Melanoidin-Fraktion 
gewonnen werden. Eine Dialyse gegen CuSO4 erlaubte die Generierung 
von Kupfer-Melanoidin-Komplexen mit einer Absättigung von 106 mg  
Cu-Ionen/g Melanoidin-Cu-Komplex, bestimmt durch Graphitrohr-
Atomabsorptionsspektroskopie. Wurden die gewonnenen Melanoidine 
mittels TEAC-Assay und Phenanthrolin-Assay untersucht, zeigte sich das 
stärkste antioxidative Potential bei den Melanoidinen ohne Metall-
beladung. Eine Komplexierung mit Cu(II)-Ionen resultierte in einer deut-
lichen Verringerung dieser Kapazität. Für die Cu(II)-Ionen wurden keine 
reduzierenden Eigenschaften detektiert. Die Untersuchungen im Rahmen 
der zellbasierten Zytotoxizitätstest ergaben für die reinen Melanoidine 
unter Verwendung ernährungsmittelrelevanter Konzentrationen keine 
negativen Einflüsse. Hingegen zeigten der Cu(II)-Melanoidin-Komplex und 
CuSO4 sowohl im Hinblick auf die Viabilität als auch die Koloniebildungs-
fähigkeit der HCT116-Zellen deutlich adverse Effekte. Begleitend dazu 
wurde eine signifikant erhöhte Expression von Stress-Response Genen wie 
Cytochrom p450 1A1 (cyp1A1) beobachtet, wohingegen die für die γ-
Glutamylcystein-Ligase (gclc) und Glutathion Reductase (gsr) kodierenden 
Gene nur geringfügig beeinflusst waren. Des Weiteren waren signifikant 
erhöhte Mengen von mt2A-Transkripten in HCT-116 Zellen nach Inkubation 
mit Cu(II)-Komplex und CuSO4 nachweisbar, vermutlich als Schutzmecha-
nismus vor weiterer zellulärer Schädigung. Als ein mögliches zelluläres 
Target wurde anschließend die genomische DNA auf ihre Schädigung nach 
Inkubation mit Melanoidin-Komplexen mit und ohne gebundenen redox-
aktiven Metallionen untersucht. Im zellulären System resultierte die 
Inkubation mit reinen Melanoidinen nur in einer geringfügigen Induktion 
von DNA-Schäden. Im Falle der Cu(II)-Melanoidin-Komplexe hingegen 
wurden bereits bei Verwendung geringer nicht-zytotoxischer Konzentra-
tionen erhebliche Mengen an DNA-Strangbrüchen in den HCT116-Zellen 
beobachtet, deren Anzahl sich unter prooxidativen Bedingungen noch 
weiter erhöhte. Des Weiteren wurde auch an der isolierten PM2-Phagen-
Nukleinsäure eine DNA-schädigende Wirkung der Cu(II)-Melanoidin-
Komplexe beobachtet. 
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Diskussion 
Kupfer ist für die meisten Lebewesen ein essentielles Spurenelement und 
muss daher in geringen Mengen mit der täglichen Nahrung aufgenommen 
werden. Der menschliche Körper enthält ca. 1,4 bis 2,1 mg pro Kilogramm 
Körpermaße. Man geht von einem täglichen Kupferbedarf von 1 bis 3 
Milligramm aus, der durch eine ausgewogene und abwechslungsreiche 
Ernährung in der Regel vollständig sichergestellt ist [24]. Die Essentialität 
ergibt sich aufgrund seiner Funktion als Cofaktor für Enzyme, welche unter 
anderem in der Eisenhomöostase sowie antioxidativen zellulären Schutz-
mechanismen involviert sind [25]. Ähnlich wie Kupfermangel kann aller-
dings auch eine exzessive Zufuhr von Kupfer aufgrund einer Überlastung 
des antioxidativ wirksamen Zellsystems zu oxidativem Stress und nach-
folgend zu Gewebeschäden führen. Freie Kupferionen oder niedermoleku-
lare Kupfer-Komplexe katalysieren Fenton-artige Reaktionen und erzeugen 
so Hydroxyl-Radikale, die eine oxidative Schädigung von Makromolekülen 
wie Lipiden, Proteinen und Nukleinsäuren bewirken [26].  
In Übereinstimmung mit anderen Studien [4, 27, 28] zeigen unsere Unter-
suchungen, dass Melanoidine als wesentlicher Bestandteil von thermisch 
prozessierten Lebensmitteln in der Lage sind, Kupfer-Ionen in großen 
Mengen zu komplexieren. Die Bindung der Metalle resultiert in einer 
deutlichen Verringerung der antioxidativen und radikalfangenden Eigen-
schaften der Melanoidine, vermutlich aufgrund der Blockierung der  
dafür zugrundeliegenden funktionellen Gruppen. Im Hinblick auf die 
biologischen Auswirkungen zeigte sich, dass die reinen Melanoidine in 
isolierten Nukleinsäuremolekülen geringfügig DNA-Schäden induzieren, 
möglicherweise begründet durch kleine Mengen an H2O2, die durch die 
Maillard-Produkte in Gegenwart von Sauersoff generiert werden [29]. Die 
Viabilität der humanen Kolonkarzinomzellen wurde, wie bereits für andere 
Maillard-Modelle gezeigt [4], unter ernährungsrelevanten Konzentrationen 
nicht beeinflusst. Nach Bindung der redoxaktiven Kupfer-Ionen hingegen 
zeigte sich ein deutlich prooxidatives Potential, verbunden mit der  
Induktion von DNA-Schäden sowohl in der isolierten PM2-Phagen-DNA  
als auch in kultivierten HCT116-Zellen. Für Cu(II)-Ionen wurde bei den  
entsprechenden Konzentrationen eine nur marginale Induktion von DNA-
Einzelstrangbrüchen beobachtet. Zum jetzigen Zeitpunkt sind die exakten 
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Mechanismen der Kupferbindung durch die Melanoidine nur unvollständig 
verstanden. Da Cu(II)-Ionen keine Fenton-Reaktion katalyiseren können, 
müssen die gezeigten prooxidativen Effekte der Komplexierung der Kupfer-
Ionen durch die Melanoidine zugeschrieben werden. Deren verbleibende 
Reduktionsfähigkeit könnte die Umwandlung von Cu
2+
 zu redoxaktiven  
Cu
+
-Ionen initiieren. Daran anschließende Redoxzyklen und die daraus 
resultierenden reaktiven Sauerstoffspezies sind als ein wesentlicher 
Mediator für die durch Kupfer-Melanoidine generierten DNA-Strangbrüche 
vorstellbar [19]. In weiteren Untersuchungen sollen die für die Erzeugung 
von ROS zugrundeliegenden Mechanismen geklärt und zudem die zellulä-
ren Auswirkungen einer langfristigen Exposition mit Metall-Melanoidin-
Komplexen erfasst werden.  
 
 
Abbildung 1: Übersicht zur Maillard-Reaktion.  
AGE: Advanced glycation end products; HAA: Heterocyclic Aromatic Amine; R-CHO: 
Strecker aldehydes 
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Abbildung 2: Eigenschaften und postulierte biologische Wirkungen von  
Melanoidinen.  
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