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CHAPTER 1
Introduction
The question of the origin of matter in the universe and the nature of the fundamental physical interac-
tions has driven science for centuries. The development of classical physics replaced earlier rudimentary
theories and forms the basis of our understanding of nature. With the discovery of various chemical ele-
ments a scientific ordering scheme was developed at the end of the 19th century which arranged the
assumed elementary particles in a periodic table. Further experimental observations showed that the
chemical elements consist of electrons in the atomic shell and an atomic nucleus which is built from
protons and neutrons. At the beginning of the 20th century physics experienced a paradigm shift intro-
duced by quantum mechanics and the theory of relativity. In the following years it was experimentally
confirmed that protons and neutrons are not elementary particles but have a substructure. Not only the
fundamental particles which build protons and neutrons were identified but also further composite and
elementary particles were discovered. Those discoveries led to the development of the Standard Model
of particle physics (SM) in the 1960’s. So far, the SM is the most fundamental theory which exists for
the description of elementary particles and their interactions. It turned out to be an outstanding theory
of modern physics, since it did not only describe physical processes already known, but also correctly
predicted the existence of new particles, like e.g. the charm quark or the τ lepton, which were later
discovered.
The SM incorporates three fundamental forces: strong interaction, weak interaction and electromag-
netism. The theory of electromagnetic and weak interactions were unified in the theory of electroweak
interaction. In addition, the SM includes twelve fermions, which are grouped according to their inter-
actions into six quarks, three charged leptons and three neutral neutrinos. These fermions interact with
each other via the exchange of bosons, the mediators of the three interactions. The mediators of strong
and electromagnetic interactions are massless, while the bosons of the weak interaction are massive.
The SM not only describes the interactions between elementary particles but also gives an explanation
for the origin of the masses of quarks and leptons as well as the massive bosons. In this theory all
masses are generated by the so-called Brout–Englert–Higgs mechanism. A consequence of this mech-
anism is another massive scalar particle, the Higgs boson. The Brout–Englert–Higgs mechanism is an
essential part of the SM: If electrons had been massless no atoms would have been formed, because
massless electrons would have escaped from the nuclei with the speed of light according to the theory
of relativity. In addition, the weak interaction would be much stronger than the electromagnetic force.
As a consequence, the universe would look completely different. For that reason, the experimental evid-
ence of the Brout–Englert–Higgs mechanism and thereby the origin of particle masses is crucial for the
validation of the SM and our understanding of nature.
In order to confirm the existence of the mass generating mechanism, the Higgs boson has to be observed
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experimentally. The Higgs boson is the last missing particle predicted by the SM. Its experimental evid-
ence is one of the major goals of the searches for physical processes at the Large Hadron Collider (LHC)
at CERN. In 2012, the ATLAS and CMS experiments at the LHC discovered a new particle with a mass
of around 125 GeV in the bosonic Higgs decay channels [1, 2]. The latest mass measurements by the AT-
LAS and CMS experiment yield a mass of mH = 125.36±0.41 GeV [3] and mH = 125.03±0.30 GeV [4],
respectively. Also other so far investigated properties of this particle are consistent with the predicted
SM Higgs boson [5–7].
In order to confirm that this new particle is indeed the SM Higgs boson, an experimental evidence of
its decay into fermions must be found. The search for the Higgs boson decay into two τ leptons with
the ATLAS detector is the subject of this thesis. This Higgs decay channel is the first fermionic decay
channel for which an experimental evidence was achieved. The two τ leptons originating from the Higgs
decay cannot be observed directly in the detector due to the short lifetime of the τ lepton. Instead, they
are indirectly detected by their decay products. The τ lepton can either decay into the lighter leptons, i.e.
electrons or muons, or into hadrons, i.e. bound states of quarks. Depending on the decay products, three
ττ decay channels are distinguished in the Higgs search: (i) both τ leptons decay hadronically, (ii) both
τ leptons decay leptonically and (iii) one τ lepton decays hadronically and the other one leptonically.
The largest branching ratio with ca. 46% is revealed by channel (iii). The corresponding decay is iden-
tified in the ATLAS detector via the τ decay products, i.e. one electron or muon and hadronic activity
associated with a hadronically decaying τ lepton. In addition, a significant amount of so-called missing
transverse energy is expected as a consequence of the undetected neutrinos which are produced by the
decay of the τ leptons. This experimental signature in the detector is, however, not unique to the decay
of the Higgs boson. The decay of the Z boson, one of the mediators of the weak interaction, into two τ
leptons reveals the same signature and is therefore one of the most probable physical processes which
can be mistaken for a Higgs decay into two τ leptons.
In this thesis, the search for the Higgs boson in channel (iii) is presented based on data taken with the
ATLAS experiment in 2011 and 2012. The thesis is part of the analysis of the combined channels (i)-
(iii), which is based on the complete 2011 and 2012 dataset and was published in Reference [8]. In order
to achieve a high sensitivity with respect to the Higgs boson decay the analysis strategy of earlier stud-
ies of ATLAS data has been further developed and extended to a larger dataset. The studies performed
during the work on this thesis significantly contributed to this ATLAS publication and point to future
improvements of the analysis strategy. One important aspect of this thesis concerns the improvement
and validation of the modelling technique used for the dominant background, which originates from
decays of the Z boson into two τ leptons. This modelling technique is of high relevance for the Higgs
search in ττ final states at the LHC. A comprehensive overview of the technique was therefore published
in Reference [9].
The thesis is structured as follows: Chapter 2 starts with a short introduction to the theoretical concept
of the SM and the Higgs searches at the LHC. In Chapter 3, the LHC and the components of the ATLAS
detector are summarised. Chapter 4 briefly discusses how different physical processes are simulated
with the ATLAS software. Further, it is explained how the various particles are reconstructed within the
ATLAS detector. After a short overview of the experimental signatures of the Higgs boson decay into
τ leptons and the background suppression in Chapter 5, Chapter 6 is dedicated to the modelling of the
dominant background from the decay of the Z boson into two τ leptons. In Chapter 7, the multivariate
analysis of channel (iii) is presented. In Chapter 8 the published ATLAS analysis of the Higgs boson
decay considering all possible τ decay modes is shortly summarised. An optimised multivariate ana-
lysis, which suggests further improvements of the analysis concept, is given in Chapter 9. Finally, in
Chapter 10 conclusions are drawn on the obtained results.
2
CHAPTER 2
The Standard Model and the phenomenology of
the Higgs boson
The Standard Model of particle physics (SM) is a theoretical framework describing the interaction of
fundamental particles. Developed in the 1960’s through an interplay of experimental observations and
theoretical concepts, it led to a deeper understanding of matter. In the following decades, many pre-
dictions made by the SM could be confirmed experimentally. A recent milestone was reached in 2012
when the ATLAS and CMS experiments at the Large Hadron Collider (LHC) found a new particle [1, 2]
consistent with the Higgs boson, which was postulated by the Brout–Englert–Higgs mechanism1 [10–
12].
In this chapter, the theoretical concepts of the SM are briefly explained with emphasis on the Brout–
Englert–Higgs mechanism as the essential part of this theory. The discussion closely follows [13–15].
In Section 2.2 important theoretical concepts which are necessary to describe proton-proton collisions
are explained. Further, the searches for the Higgs boson at the LHC are introduced according to [16–19].
2.1 The Standard Model
In the early 20th century protons, neutrons and electrons were the only known particles. The discovery
of more and more particles in the following years, however, exposed that the structure of matter is far
more complex. For example, various hard scattering experiments revealed that neutrons and protons
must have a substructure and are built up from quarks q and gluons g, also referred to as partons, with
interactions on sub-atomic scales. Therefore, protons and neutrons are only two particles in the spec-
trum of many composite particles.
The SM was developed to explain the fundamental interactions between the elementary particles within
a highly predictive scheme. An overview of the particles and the interactions of the SM is given in
Figure 2.1. According to the SM the universe is made of elementary particles with spin 1/2 - called
fermions - , which can be further subdivided into quarks, leptons and neutrinos. The SM contains six
quarks with charges −1/3e or +2/3e and six anti-quarks. They are arranged in three generations accord-
ing to their mass and quantum numbers. Bound states of quarks (qq¯ or qqq, q¯q¯q¯) are also referred to as
hadrons. Matter, observed in everyday life, contains only the two lightest quarks of the first generation
- namely the up (u) and down (d) quarks. Protons and neutrons, which form atomic nuclei, are made up
1 In the following, this mechanism is called the Higgs mechanism.
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Figure 2.1: Particles and interactions described by the SM. The figure is taken from [20].
of three light quarks. While protons consist of two u quarks and one d quark, neutrons contain two d
quarks and one u quark. Other composite particles, i.e. mesons2 (qq¯) or baryons (qqq, q¯q¯q¯), containing
the heavier quarks of the higher generations are referred to as exotic matter. They can be created, e.g.
in high-energy experiments.
The SM further contains three charged (anti-) leptons e, µ, τ and three electrically neutral (anti-) neutri-
nos νe, νµ, ντ, which are arranged in three generations. Each generation consists of one charged lepton
and its corresponding neutrino. An additional quantum number Li (i = e, µ, τ) is introduced for all
generations, which is conserved in interactions. While the masses of the charged leptons significantly
increase in the higher generations, the SM treats neutrinos as massless particles.
The interaction between these fundamental particles is described in the SM via three forces: the elec-
tromagnetic, the strong and the weak interaction. Gravity is not part of the SM, since so far no suitable
quantum theory exists. However, the effect of the gravitational force is negligible when considering
interactions between particles at nuclear or at even smaller scales.
The fundamental interactions are mediated by gauge bosons. While the photon γ and the gluons g, which
mediate the electromagnetic and the strong interaction respectively, are massless, the mediators W± and
Z of the weak interaction are massive. To explain the interactions between particles in detail different
specific theories have been developed using the formalism of Lagrangian densities3. Quantum electro-
dynamics (QED) is the theoretical basis of the electromagnetic interaction (see Section 2.1.1), while
2 The three lightest mesons are the un-/charged pions pi± and pi0. They are bound states of u and d quarks and can be produced,
e.g. in τ decays (see Section 4.3.7).
3 An introduction into the Lagrangian formalism can be found in several textbooks, e.g. [13].
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the strong interaction is described by quantum chromodynamics (QCD) [21–23] (see Section 2.1.2). In
order to bind quarks e.g. into protons, the strong force has to outbalance the repulsive Coulomb field
between their constituents. The strong interaction couples to the colour charge, the counterpart of the
electric charge in electromagnetic interactions. Only quarks and gluons carry colour. Each quark carries
one colour, red (r), green (g) or blue (b), which allows to distinguish quarks of the same flavour. Gluons
are bicoloured objects carrying one colour and one anti-colour. The various combinations of colour
quantum numbers lead to eight distinguishable gluons gi, which, in contrast to photons, can also couple
to each other.
In nature, only colourless bound states of quarks are observed. The confinement of quarks and gluons
into hadrons results from the dependence of the strong coupling constant on the energy scale. For low
energy scales, corresponding to large distances, the coupling strength increases, which makes the obser-
vation of free quarks impossible. In contrast, for large energy scales, corresponding to small distances,
i.e. within the confined hadrons, they act basically as free particles. This effect is referred to as asymp-
totic freedom.
The lifetime of the neutron and some other particles is much longer than expected from strong inter-
action and therefore hinted at the existence of another interaction, known as weak interaction. It is
mediated by the heavy Z and W± gauge bosons. One example for weak interactions is the β-decay, in
which a proton (neutron) decays into a neutron (proton) via the emission of a positron (electron) and a
(anti-) neutrino. Both leptons and quarks participate in weak interactions. Since neutrinos are electric-
ally neutral, they can only be observed in weak interactions.
The electromagnetic and weak interaction can be combined in the electroweak theory. The unification
of both theories, completed by Glashow, Salam and Weinberg [24–26] in the 1960’s, includes a spon-
taneous symmetry breaking mechanism to account for a massless electromagnetic mediator, the photon,
and the three heavy mediators, Z and W±, of the weak interaction. This mechanism is referred to as the
Higgs mechanism and introduces a new scalar field, the Higgs field. The mechanism was first suggested
by Brout and Englert [27], Higgs [10, 11] and Guralnik, Hagen and Kibble [12]. In combination with
the Higgs mechanism an additional scalar particle, the Higgs boson, was postulated. Its mass is one of
the free parameters of the SM.
In total, the SM is described by 19 free parameters. Their values are not predicted by theory but have to
be determined experimentally.
Up to now, the SM is a very successful model, since it does not only postulated the existence of so far
unknown fundamental particles like the top quark or the τ lepton but also precisely predicted interac-
tion rates. One missing part essential for the validation of the SM was the experimental evidence of
the Higgs boson and thus the Higgs mechanism. This was finally achieved by the ATLAS and CMS
experiments at the LHC in 2012 [1, 2].
Although the SM is a success story, which guided physicists for decades to a deeper understanding of
nature, there are still questions which remain unanswered. For example, the experimental evidence of
neutrino oscillation is an evidence for massive neutrinos. This discovery might hint to physics beyond
the current SM. Further, since the masses of fermions are free parameters of the SM, the SM cannot
explain the large mass difference between fermions. Further questions arise from the observation of the
dominance of matter over antimatter in the universe, which cannot be completely explained by the CP
violation in weak interaction. Also, the origin of dark matter is an open question. These are only a few
of the open questions, which go beyond the SM and are currently under investigation. Their discus-
sion goes beyond the scope of this thesis. A summary of how such questions can be addressed by the
experiments situated at the LHC is given in [28].
5
2 The Standard Model and the phenomenology of the Higgs boson
2.1.1 The Lagrangian density of quantum electrodynamics
The interaction of electrons with electromagnetic fields is described within the theory of quantum elec-
trodynamics (QED). In this section, the main concepts of field theory are introduced on the basis of
QED. The same concepts are also used later for the formulation of quantum chromodynamics and of
the electroweak theory. The free Dirac Lagrangian for a spin 1/2 particle is given by
L = iψ¯γµ∂µψ − mψ¯ψ (2.1)
with the particle’s four-component wavefunction ψ and the Dirac matrices γµ (µ = 0, 1, 2, 3) defined
in [13]. It is invariant under global phase transformation ψ(x) → e−ieαψ(x), but not under local phase
transformation ψ(x) → e−ieα(x)ψ(x). In the latter case, an additional dependence of the phase eα(x) on
space and time leads to a non vanishing extra term eψ¯γµψ∂µα, so that the Lagrangian after transforma-
tion is given by
L′ = ψ¯γµ∂µψ − mψ¯ψ + eψ¯γµψ∂µα . (2.2)
Since the Lagrangian in Equation 2.1 is required to be locally phase invariant, an additional term, which
implies the coupling between a field Aµ to a Dirac particle, is added:
Linv = iψ¯γµ∂µψ − mψ¯ψ − (eψ¯γµψ)Aµ . (2.3)
This new field transforms according to Aµ → Aµ + ∂µα, which is analogous to the transformation of
the electromagnetic field in the Maxwell equations, and compensates the extra term in Linv in order to
ensure local phase invariance. The final Lagrangian of QED includes a further term to account for the
free field dynamics of the massless4 field Aµ
LQED = iψ¯γµ∂µψ − mψ¯ψ − 14 F
µνFµν − (eψ¯γµψ)Aµ (2.4)
with Fµν = ∂µAν − ∂νAµ being the field strength tensor. The equations of motion are obtained from
the Euler-Lagrange equations and directly lead to the Maxwell equation of electrodynamics, which are
known to be invariant under gauge transformations of the form Aµ → Aµ + ∂µα. In the final step, the
equations of motion are solved in perturbation theory. This approach can be used, since an expansion in
the coupling strength α = e2/4pi ≈ 1/137 converges quickly due to the small size of α.
QED is a good example to illustrate the concept of symmetry groups, which is also highly relevant to
the formulation of quantum chromodynamics and weak interaction: The interaction structure is set by
defining a symmetry group U with U†U = 1, under which the Lagrangian is required to be invariant, i.e
transforms like
ψ→ Uψ .
For the Lagrangian density of QED such a unitary symmetry group is of the degree 1 and named U(1).
In this case, the electric charge e is the generator of the U(1) group. Further terms are added to the
Lagrangian in order to preserve gauge invariance.
The same concept is used for the formulation of the Lagrangian densities of strong and weak interaction,
which are based on the SU(3) and SU(2) symmetry group, respectively. Also, more fermions can be
4 The dynamics are obtained from the Lagrangian for spin 1 vector fields with mass m [14]. To ensure gauge invariance the
field Aµ is required to be massless.
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incorporated by adding kinetic and interaction terms for each new fermion, leading to the Lagrangian
of the SM.
2.1.2 The Lagrangian density of quantum chromodynamics
Deep inelastic scattering experiments performed around 1970 provided the first evidence that protons
have a substructure. This was in line with the quark model postulated by Gell-Mann and Zweig in
1964. Today, the quark model with six colour-charged quarks of different flavours is experimentally
established. The dynamics of strong interaction between quarks are explained by QCD. Due to the
colour charge each quark has three additional degrees of freedom and hence the gauge symmetry is
defined by the SU(3) group. This results in eight gauge bosons, called gluons, as mediators of the
strong force, in contrast to one gauge boson as in QED. However, the QCD formalism can be derived
equivalently to QED by following the same strategies.
Again, the free Lagrangian is given by
L = iq¯γµ∂µq − mq¯q (2.5)
where q now denotes the quark field
q(x) =
 ψredψblue
ψgreen
 (x) (2.6)
and where ψred, ψblue and ψgreen are the four-component Dirac spinors that carry the colour charge red,
blue and green, respectively. The quark field transforms locally under SU(3) gauge symmetry according
to
q(x)→ eiαa(x)·λa/2 . (2.7)
λa refers to the 3x3 Gell-Mann matrices [13] and the index a takes values from one to eight. For the
Gell-Mann matrices, it holds
[λa, λb] = 2i fabcλc . (2.8)
fabc refers to the structure constants of QCD5. Applying the local transformation in Equation 2.7 to the
free Lagrangian (Equation 2.5), results in an additional term, which destroys the local gauge invariance
as in QED. The interaction term is absorbed by introducing the covariant derivative
Dµ = ∂µ + igs
λa
2
Gaµ (2.9)
resulting in
Linv = iq¯γµ∂µq − mq¯q − gs2 (q¯γ
µλaq)Gaµ . (2.10)
The parameter gs refers to the coupling strength between quarks and gluons in strong interaction. The
covariant derivative also introduces additional gauge fields Gaµ representing the eight gluons. As a last
5 The structure constants are fully antisymmetric and describe the commutation relation between generators of the symmetry
group. A definition of all structure constants fabc is given in [13].
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step, the free gluon Lagrangian density Lgluon has to be added:
Lgluon = −12Tr[GµνG
µν]
= −1
4
GaµνG
a,µν . (2.11)
Gaµν denotes the gluon field strength tensor
Gaµν = ∂µG
a
ν − ∂νGaµ − gs f abcGbµGcν . (2.12)
In contrast to the field tensor Fµν of QED, Gaµν provides an extra term due to the non-vanishing structure
constants fabc, so that Lgluon not only provides kinetic energy terms, but also features self-interaction
between gluons. The final Lagrangian density of QCD reads:
LQCD = iq¯γµ∂µq − mq¯q − 14G
a
µνG
a,µν − gs
2
(q¯γµλaq)Gaµ . (2.13)
It describes the kinetics and the interaction of gluons, which are required to be massless in order to pre-
serve gauge invariance, with quarks. Additional terms depending on gs and g2s are associated with three-
gluon and four-gluon vertices. Those gluon self-couplings cause an increase in the coupling strength
with decreasing energy scale Q as pointed out earlier. The dependence of the strong coupling strength
αs on Q2 can be written as [13]
αs(Q2) =
g2s(Q
2)
4pi
=
12pi
33 − 2n f log(Q2/Λ2) (2.14)
where n f refers to the number of light quark flavours, which - depending on their mass - contribute at the
energy scale Q2. The QCD scale Λ is a free parameter and must be determined from experiments. It can
be interpreted as a threshold marking the transition between asymptotic freedom and the confinement
of partons in hadrons. The method used to solve the equation of motion depends on the exact value of
αs(Q2): For low values of αs(Q2) , a perturbative expansion of αs is possible. This regime corresponds
to high energy scales Q2, in which the distances between partons are small. Due to their small coupling,
they can be regarded as quasi-free particles. In contrast, for large αs, i.e. low energy scales, the coupling
between partons increases. The consequence of the behaviour of αs is that quarks are confined inside
hadrons. Attempts to dig partons out of hadrons cause the scattered parton to hadronise. These hadron-
isations result in parton showers (see Section 2.2), which are reconstructed as jets (see Section 4.3.6) in
the detector.
2.1.3 The electroweak unification and the Higgs mechanism
The theory of electroweak interaction describes the coupling of massive leptons to the massless electro-
magnetic field and to the massive Z and W± fields. Further, it reproduces the experimental observations,
which demonstrated that the weak interaction is maximal parity violating [29].
Glashow, Salam and Weinberg suggested such a unified theory based on a SU(2)L×U(1)Y gauge group,
which describes the coupling of fermions to three vector fields Wµ with the coupling strength g and the
coupling to one single vector field Bµ with strength g′/2. The corresponding Lagrangian LWeinberg-Salam
is written as
LWeinberg-Salam = Lweak bosons +Linteraction . (2.15)
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The first term describes the self-interaction and kinetic energies of the four gauge bosons
Lweak bosons = −14W
i
µνW
i,µν − 1
4
BµνBµν (2.16)
with the field tensors of SU(2) and U(1):
W iµν = ∂µW
i
ν − ∂νW iµ − gi jkW jµWkν (2.17)
Bµν = ∂µBν − ∂νBµ . (2.18)
In analogy to QCD, i jk refers to the SU(2) structure constants6. The interaction of these fields with
fermions and the fermions’ kinetic energy are expressed in the second term of Equation 2.15:
Linteraction = χ¯Lγµ
(
i∂µ − g12τ ·Wµ − g
′Y
2
Bµ
)
χL + ψ¯Rγ
µ
(
i∂µ − g′Y2 Bµ
)
ψR (2.19)
where τi (i = 1, 2, 3) are 2 × 2 matrices defines as
τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ1 =
(
1 0
0 −1
)
. (2.20)
The weak isospin Ii = τi/2 and the hypercharge Y denote the generators of SU(2)L and U(1)Y, re-
spectively. The hypercharge connects the third component of the isospin I3 with the electric charge Q
according to
Y = 2Q − I3 . (2.21)
The interaction term in Equation 2.19 distinguishes between left-handed (χL) and right-handed (ψR)
particles. Left-handed particles are arranged in weak isospin doublets. They interact with the fields Wµ
of SU(2)L and with the field Bµ of U(1)Y. In contrast, right-handed particles form isospin singlets and
only interact with the field Bµ. Since neutrinos are electrically neutral (Q = 0), right-handed neutrinos
have assigned an hypercharge of Y = 0 and hence do not interact with any field. This reflects the fact
that no right-handed neutrinos are observed in nature. All isospin doublets and singlets are listed in
Table 2.1.
The isospin doublet χL locally transform under SU(2)LxU(1)Y as
χL → eiα(x)I+iβ(x)YχL , (2.22)
while the isospin singlet ψR transforms according to
ψR → eiβ(x)YψR . (2.23)
By adding the covariant derivative to Equation 2.19, local gauge invariance is preserved.
6  i jk is equal to +1 (-1) in the case of (anti-) cyclic permutations of 123. In all other cases  i jk is equal to zero.
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Table 2.1: Weak isospin I and hypercharge Y of multiplets formed by left-(L) and right-(R) handed quarks and
leptons. The singlets of right-handed massless neutrinos are not displayed, since they do not participate in any
interaction. Each multiplet is characterised by the same hypercharge Y and same isospin I.
Quark I I3 Y Lepton I I3 Y
uL 1/2 +1/2 +1/3 νeL 1/2 +1/2 −1
dL 1/2 -1/2 +1/3 e− 1/2 -1/2 −1
cL 1/2 +1/2 +1/3 ν
µ
L 1/2 +1/2 −1
sL 1/2 -1/2 +1/3 µ− 1/2 -1/2 −1
tL 1/2 +1/2 +1/3 ντL 1/2 +1/2 −1
bL 1/2 -1/2 +1/3 τ− 1/2 -1/2 −1
uR 0 0 +4/3
dR 0 0 −2/3 e−R 0 +0 −2
cR 0 0 +4/3
sR 0 0 −2/3 µ−R 0 +0 −2
tR 0 0 +4/3
bR 0 0 −2/3 τ−R 0 +0 −2
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The fields of the electroweak theory can be associated with the observed bosons of weak and electro-
magnetic interaction. While W1µ and W
2
µ correspond to the charged gauge bosons
W± = (W1 ∓ iW2)/√2 , (2.24)
the other two fields Bµ and W3µ are neutral. They are connected to the physical fields Zµ and Aµ via the
relation (
Zµ
Aµ
)
=
(
cos ΘW − sin ΘW
sin ΘW cos ΘW
)
=
(
W3µ
Bµ
)
(2.25)
where ΘW = atan(g′/g) denotes the weak mixing angle. Further, the elementary charge e can be ex-
pressed by
e =
gg′√
g2 + g′2
= g′ cos ΘW . (2.26)
So far, the derivation of the electroweak Lagrangian density followed the same theoretical concepts,
which were also used earlier in the context of QED and QCD. At this point, it describes the interaction
of massless particles with massless gauge fields. In the case of weak interactions, however, the mediat-
ors Z and W± are bosons with large masses. For this reason, the electroweak gauge theory also has to
provide massive gauge fields.
Because the simple attempt of adding mass terms to the Lagrangian density violates the local gauge
invariance, the concept of spontaneous symmetry breaking is used. As a consequences of this symmetry
breaking mechanism three massive gauge fields and a massive Higgs field are obtained. This Higgs
mechanism assigns masses to the gauge bosons of weak interactions and enables to unify weak and
electromagnetic interaction in the electroweak theory of Weinberg and Salam.
In the following, the concepts of spontaneous symmetry breaking and the Higgs mechanism are dis-
cussed. Furthermore, the Lagrangian density for a spontaneous broken local SU(2)LxU(1)Y symmetry
is derived, which is necessary to take heavy gauge bosons into account and thus complement the elec-
troweak unification in Equation 2.15.
The concept of spontaneous symmetry breaking
Before considering how the local SU(2) symmetry for weak interaction is broken, the mathematical
concept of spontaneous symmetry breaking and the resulting mechanism of mass generation is dis-
cussed. The Lagrangian density for a complex scalar field Φ = (Φ1 + iΦ2)/
√
2 with global gauge
symmetry is given by
L = (∂µΦ)∗(∂µΦ) − µ2Φ∗Φ − λ(Φ∗Φ)2 (2.27)
with λ > 0. The last two terms correspond to the potential V(Φ) = µ2Φ∗Φ + λ(Φ∗Φ)2 with a shape
depending on the sign of µ2. For µ2 > 0, V(Φ) describes a complex field with mass µ. Its ground state
is given by Φ1 = Φ2 = 0 and reflects the symmetry of the Lagrangian. In the case of µ2 < 0, the minima
of the potential are given by
v2 = −µ
2
λ
= Φ21 + Φ
2
2 . (2.28)
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There is an infinite number of possible vacuum states. All solutions are found on a circle in the plane
spanned by Φ1 and Φ2 as depicted in Figure 2.2. In order to solve the equation of motion one particular
η
ξ
Figure 2.2: The Higgs potential V(Φ) for a complex scalar field with λ > 0 and (a) µ2 > 0 in violet and (b) for
µ2 < 0 in green. For the latter case the minima lie on a circle with radius v and Φ21 + Φ
2
2 = v. Choosing one
particular minimum breaks the local symmetry. The direction of the fields η and ξ are indicated by black arrows.
vacuum state has to be chosen. In doing so, the symmetry is spontaneously broken. The fluctuation
around the minimum energy is calculated by arbitrarily choosing the ground state where Φ1 = v and
Φ2 = 0. Then, the Lagrangian in Equation 2.32 is expanded around this ground state with respect to the
fields η and ξ, i.e. substituting
Φ =
1√
2
[v + η(x) + iξ(x)] . (2.29)
The resulting Lagrangian then reads
Lexp = 12(∂µξ)
2 +
1
2
(∂µη)2 + µ2η2 + higher orders . (2.30)
The higher order terms describe interactions and higher order corrections. The second and third term of
Lexp correspond to the kinetic energy of the η-field and its mass. Indeed, the third term can be written
as
µ2η2 = −1
2
m2ηη
2 (2.31)
and hence has the form of a mass term with mass mη =
√−2µ2. The first term of Equation 2.30,
1
2 (∂µξ)
2, corresponds to the kinetic energy of the ξ-field and has no associated mass term. Hence, due
to the spontaneous symmetry breaking, a massless scalar, known as Goldstone boson is introduced.
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Spontaneous symmetry breaking is a phenomenon which is found in many physical systems. It is ob-
served when the lowest energy state is not unique. For example, the Lagrangian describing ferromagnets
is invariant under rotation in space. In the ground state, the spins are aligned in a particular direction
and thus break the rotational symmetry.
Spontaneous symmetry breaking in the local SU(2)LxU(1)Y gauge symmetry
The example above demonstrates how the concept of spontaneous symmetry breaking is used to generate
mass terms. In the following, it is extended to the more complex SU(2)LxU(1)Y symmetry group and
the masses of the three mediators of the weak interaction, Z and W±, are derived.
Starting point is again a Lagrangian density with global gauge symmetry given by
LHiggs = (∂µΦ)†(∂µΦ) − µ2Φ†Φ − λ(Φ†Φ)2 . (2.32)
Φ denotes an isospin doublet (I=1/2) of complex scalar fields and weak hypercharge Y=1:
Φ =
1√
2
(
Φ1 + iΦ2
Φ3 + iΦ4
)
. (2.33)
The global phase transformation of Φ is given by Φ → e−iαa(x)τa/2+iβ(x)YΦ. Here αa(x) and β(x) are real
numbers, while τa and Y denote the three generators of the SU(2)L group and U(1)Y group, respectively.
To ensure local phase invariance the covariant derivative
Dµ = ∂µ + ig
τa
2
Waµ + ig
′Y
2
Bµ (2.34)
is introduced, so that the Lagrangian reads as
LHiggs =
(
i∂µΦ − g1
2
τWµΦ − g′Y
2
BµΦ
)† (
i∂µΦ − g12τWµΦ − g
′Y
2
BµΦ
)
− µ2Φ†Φ − λ(Φ†Φ)2 . (2.35)
The Lagrangian LHiggs describes the Higgs potential V(Φ) and the interactions between the Higgs field
and the electroweak gauge fields. It is added to LWeinberg-Salam in Equation 2.15, so that the full Lag-
rangian of electroweak theory yields:
LWeinberg-Salam = Lweak bosons +Linteraction +LHiggs
= −1
4
W iµνW
i,µν − 1
4
BµνBµν
+χ¯Lγ
µ
(
i∂µ − g12τ ·Wµ − g
′Y
2
Bµ
)
χL + ψ¯Rγ
µ
(
i∂µ − g′Y2 Bµ
)
ψR
+
(
i∂µΦ − g1
2
τWµΦ − g′Y
2
BµΦ
)† (
i∂µΦ − g12τWµΦ − g
′Y
2
BµΦ
)
−µ2Φ†Φ − λ(Φ†Φ)2 . (2.36)
For λ > 0 and µ2 > 0 Equation 2.35 describes the interaction of three massless gauge bosons Wµ and
the massless gauge boson Bµ, whereas the symmetry is broken if λ > 0 and µ2 < 0. The minimum of
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V(Φ) is given by
Φ†Φ = −µ
2
2λ
=
1
2
v . (2.37)
Choosing the ground state
Φ0 =
1√
2
(
0
v
)
(2.38)
breaks the symmetry of SU(2)L and U(1)Y, but not of U(1)em. This is due to the fact that applying the
generator Q = I3 + Y/2 of U(1)em on the vacuum expectation value yields
QΦ0 = 0 . (2.39)
Hence, Φ0 is invariant under U(1)em transformation. As a consequence, the photon which is the gauge
field of U(1)em remains massless. The massive gauge bosons are produced by the three symmetry
breaking generators of SU(2)LxU(1)Y. The fluctuation of Φ around its ground state Φ0 is evaluated and
can be written as
Φ(x) =
1√
2
(
Θ2(x) + iΘ1(x)
v + h(x) − iΘ3(x)
)
≈ 1√
2
eiτ·Θ(x)/v
(
0
v + h(x)
)
. (2.40)
It is fully described by four independent real fields Θ1(x), Θ2(x), Θ3(x) and h(x). The key point is that
due to the choice of the gauge transformation terms in Equation 2.35 with dependences on the three
fields Θi(x) vanish and mass terms of the three Wµ gauge bosons are introduced. In order to calculate
the masses of the three Wµ gauge bosons the vacuum expectation value is substituted in the relevant
term of Equation 2.35. The relevant term is given by
Lmass =
((
−ig1
2
τWµ − ig
′
2
Bµ
)
Φ
)† ((
−ig1
2
τWµ − ig
′
2
Bµ
)
Φ
)
=
1
8
v2g2
[(
W1µ
)2
+
(
W2µ
)2]
+
1
8
v2
(
W3µ , Bµ
) ( g2 −gg′
−gg′ g′2
) (
W3µ
Bµ
)
. (2.41)
Each of the first two terms is associated to the mass term of one boson, 12 MW
2
µ , with mass M =
1
2vg.
Since the fields W1µ and W
2
µ are related to the charged bosons W
± according to Equation 2.24, these
terms are responsible for the masses of the W± bosons. The masses of the neutral gauge bosons are
derived from the mixing term of W3µ and Bµ in Lmass:
Lmass,neutral = 18v
2
(
W3µ , Bµ
) ( g2 −gg′
−gg′ g′2
) (
W3µ
Bµ
)
. (2.42)
Expressing Lmass,neutral in the eigenbasis of the 2 × 2 matrix yields
Lmass,neutral = 18v
2
[
gW3µ − g′Bµ
]2
+ 0
[
g′W3µ + gBµ
]2
. (2.43)
These terms refer to the mass terms of the physical fields Z and A which are given by:
1
2
M2ZZ
2 +
1
2
M2AA
2 . (2.44)
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In agreement with experiments, one obtains three massive gauge bosons with masses
mW± =
1
2
vg,
mZ =
mW
cos ΘW
(2.45)
and one mass eigenstate equal to zero
mA = 0 , (2.46)
which is associated with the massless photon. The vacuum expectation value v depends on the Fermi
coupling constant GF , which is derived from measurements of the muon lifetime [30]. Based on the
relation v = (
√
2GF)−1/2 the vacuum expectation value v is determined to be v ≈246 GeV [31]. Since
the massive Z boson is a mixed state of the fields W3µ and Bµ, its mass is larger than the mass of the other
weak gauge bosons W±.
As seen in the example before, the spontaneous symmetry breaking of SU(2)L introduces four real
fields and gives masses to the gauge fields Wµ. The fields Θi(x) refer to the massless Goldstone bosons,
which are eliminated by the choice of the gauge transformation. The Lagrangian LHiggs also provides
an additional particle - the Higgs boson - which is identified with the Higgs field h(x). The requirement
of electric charge conservation forces the Higgs boson to be a neutral scalar. Its mass is given by
mH =
√
2µ2 . (2.47)
The coupling of the Higgs boson to the gauge bosons W± and Z is proportional to the squared masses
m2W and m
2
Z . In addition, the chosen Higgs potential in Equation 2.35 results in terms, describing the
Higgs self-coupling of the order h3 and h4.
The experimental evidence of the Higgs boson is essential for the verification of the Higgs mechanism.
Within the SM, however, the Higgs mass is a free parameter, which depends on the exact shape of the
Higgs potential. The fact that the Higgs mass is not predicted by the SM renders the experimental search
difficult such that different mass hypotheses (see Section 2.3) have to be assumed.
Fermion masses
The fermion masses and the Yukawa coupling of fermions to the Higgs field are described by the Lag-
rangian:
LYukawa = (G1L¯ΦR + G2L¯ΦcR + hermitian conjugate) (2.48)
where Φc denotes the charge conjugated Higgs field. The same Higgs field Φ, which assigns masses to
gauge bosons, also assigns masses to fermions. LYukawa can be rewritten in terms of two Lagrangian
densitiesLlepton andLquark describing the coupling of the Higgs field to leptons and quarks, respectively.
The Lagrangian
Llepton = −G`
[(
ν¯`, ¯`
)
L
(
Φ+
Φ0
)
`R + ¯`R
(
Φ−, Φ¯0
) (ν`
`
)
L
]
(2.49)
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couples left- and right-handed leptons `(= e, µ, τ). Choosing the same ground state as before and fixing
the gauge yields
Llepton = − G`√
2
v
(
¯`L`R + ¯`R`L
)
− G`√
2
(
¯`L`R + ¯`R`L
)
h . (2.50)
The desired lepton mass is proportional to the coupling constant G`
m` =
G`v√
2
. (2.51)
The last term of Equation 2.50 contains direct couplings of the Higgs field to the leptons. Since the
Higgs boson couples more strongly to heavier leptons, the experimental proof of the proportionality
between Higgs-to-fermion coupling is essential to confirm that the Higgs mechanism is indeed the
origin of symmetry breaking in electroweak interaction.
The masses of the six quarks are generated similarly. But in contrast to the lepton doublets, masses
must also be assigned for the upper elements of the quark doublets. Since the charge conjugated Higgs
doublet
Φc =
(−Φ¯0
Φ−
)
(2.52)
transforms in the same way as Φ, it is used to generate masses for the upper elements, i.e. u, c and t
quark.
In weak interactions the mixing of quarks between generations is possible. The mixing in the quark
sector is accounted for by expressing the lower member of the quark doublet as a linear combination of
flavour eigenstates. Hence the Lagrangian density, revealing masses for the quarks, reads
Lquark = −Gi jd
(
u¯i, d¯′i
)
L
(
Φ+
Φ0
)
d jR −Gi ju
(
u¯i, d¯′i
)
L
(−Φ¯0
Φ−
)
u jR + h.c. (2.53)
with Gi ju and G
i j
d being 3x3 matrices. The usual procedure results in
Lquark = −midd¯idi
(
1 +
h
v
)
− miuu¯iui +
(
1 +
h
v
)
. (2.54)
Again, the coupling strength is proportional to the fermion mass.
The above discussion stresses the importance of the experimental evidence of the Higgs boson for the
Higgs mechanism incorporated in the SM. The Higgs mechanism is minimal in a sense, that it allows to
generate masses of the weak gauge bosons and the fermions consistent with experimental observations.
However, their masses remain as free parameters of the SM. As pointed out earlier, the mass of the Higgs
boson is a free parameter of the SM and has to be experimentally measured. As soon as the Higgs mass
is determined, its production cross-section and decay rate can be calculated. For that reason, searches
for the Higgs boson are performed for various mass hypotheses (Section 2.3). However, theoretical
considerations are used to set bounds on the possible Higgs mass and hence confine searches at the
LHC to certain mass ranges. Previous experimental and theoretical constrains suggested that the Higgs
mass is between 114-250 GeV [28]. Indeed, the found Higgs boson with a mass of ≈ 125 GeV is in the
favoured mass range.
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2.2 Phenomenology of proton-proton collisions
In scattering experiments two particles collide and interact with each other. In this interaction, they can
e.g. annihilate and produce new particles. While the initial state, i.e. the colliding particles, and the
final state, i.e. the particles after the interaction, are experimentally observable, the transition between
the initial and final state is unknown. In fact, different possible transitions refer to the same observation
of the initial and final state. Each mathematically described transition can be represented by Feynman
graphs. An introduction into the concept of Feynman rules and graphs is found in [14]. In Figure 2.3
two Feynman graphs belonging to the same physical process are illustrated. They visualise different
transitions between identical initial and final states. On the left-hand side an electron-positron pair in
e−
e+
γ
e−
e+
γ
e+
e− e−
e+
final state
vertex vertex
internal line
initial state
initial state final state
Figure 2.3: Two Feynman diagrams describing the scattering of an electron-positron pair.
the initial and an electron-positron pair in the final state are illustrated. The point where the lines meet
is called interaction vertex. Two interaction vertices are connected with each other via internal lines. In
this example, the internal line describes a virtual photon which originates from the annihilation of the
electron and positron and decays into an electron-positron pair. Another possible transition is shown on
the right-hand side. Here, a virtual photon is exchanged between the incoming electron and positron.
For a particular process the total transition amplitude, also called matrix elementM, is defined by the
sum of all possible transitions with amplitude Mi. The probability for a particle to transit from the
initial state to the final state is quantified by the cross-section σ which is given in units of an effective
area. The differential cross-section dσ is proportional to the square of the total transition amplitude
M2 = |M1 +M2 +M3 + ......|2:
dσ ∝ |M|2dρ , (2.55)
where dρ refers to all possible kinematic states. If the cross-section of a process is known the corres-
ponding event rate Nevents can be predicted according to
Nevents = σ ·
∫
L dt , (2.56)
where
∫ L dt denotes the time integrated luminosity, which depends on the experimental setup. For
the LHC, it depends on the number of bunches n, the number of protons per bunch in each beam
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Nproton beam 1,2, the frequency of collisions f such as the spread of both beams in the x and y direction
σx/y. It can be written as
L = n f Nproton beam 1Nproton beam 2
2piσxσy
. (2.57)
The luminosity is measured as discussed in Section 3.3.
As in most high energy physics analyses, in the presented analysis the expected rates of various phys-
ical processes are determined in a particular phase space region and the theoretical expectations are
compared to the observed data. In order to obtain the expected event rates, the cross-section has to be
calculated. Its calculation is mainly based on perturbation theory. However, some important aspects
of the model for proton-proton collisions sketched in Figure 2.4 have to be considered: First of all,
since the proton is a compound of partons, the energy fraction carried by the interacting partons is of
importance. The energy fraction is described by the probability density function as discussed below.
Secondly, interactions observed in the same event take place at different energy scales. While the hard
scattering, like the production of a Z or a Higgs boson, is calculated with high precision within per-
turbation theory, the soft scattering denotes processes at small energy scales at which αs becomes too
large to use perturbative calculations. Pileup and underlying events (see Section 2.2.5) cause significant
contributions of soft scattering processes to the total cross-section. Both scattering processes are based
on the theoretical framework of QCD, but, due to their nature, they have to be treated separately based
on the factorisation theorem [32]. Partons in the initial and final state are accompanied by initial and
final state radiation caused by the emission of additional gluons. The resulting parton showers and their
hadronisation have to be modelled on a phenomenological basis.
In the following, the concept of perturbative QCD calculations and features of the different parts of the
proton-proton collision model mentioned above are briefly introduced.
Figure 2.4: Sketch of a proton-proton interaction including soft and hard interactions at parton level: Two incom-
ing protons illustrated as thick grey lines collide. An u quark and an u¯ quark interact with each other. The two
quarks annihilate and produce a boson which decays into two quarks. In the final state, two quarks, which cause a
parton shower, and the remnant of the two protons (thin grey lines) are found. ISR and FSR denote the initial and
final state radiation. The figure is taken from [33].
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2.2.1 Concepts of perturbative QCD calculations
The calculation of the cross-section is based on the evaluation of the integral over |M|2. Since this integ-
ral can neither be solved numerically nor analytically, it has to be calculated using perturbation theory.
In general, perturbation series arrange the different terms according to the number of interaction vertices
as illustrated in Figure 2.5. The leading-order (LO) term describes transitions involving two interaction
vertices. It is proportional to the coupling αs(Q2). The next higher term is called next-to-leading-order
q
q¯
g q
q¯ q
q q
qq¯
q¯
q¯
q¯
g
g
g
∝ √αs ∝ √αs ∝ √αs ∝ √αs
∝ √αs ∝ √αs
Figure 2.5: Feynman diagrams for a quark and anti-quark pair interacting via strong interaction. They show
examples for transitions of different orders: leading-order (left), next-to-leading-order (middle) and next-to-next-
to-leading-order (right).
(NLO) and is proportional to α2s(Q
2). If αs(Q2) < 1, the perturbation series converges such that the
perturbative expansion is often only evaluated up to next-to-next-to-leading-order (NNLO). In QCD,
however, a perturbative expansion is only possible for large energy scales due to the dependence of the
strong coupling αs(Q2) on the energy scale (see Section 2.1.2).
In the perturbative expansion divergent terms due to virtual loops can occur in higher orders. In order
to ensure the renormalisability of the SM these divergences have to be removed [34]. Therefore, the
experimentally measurable quantities like the coupling constants (gexp) or the boson masses (mexp) are
assumed to be composed of a bare quantity (g0 or m0) and an extra factor (δg or δm). In the renorm-
alisation step the bare quantities which refer to the divergent terms are subtracted from the result. The
remaining renormalised quantities are associated to the experimentally observed quantities. The en-
ergy scale Q2 at which the divergent terms are subtracted is called renormalisation scale µR. For strong
interaction the coupling strength αs(Q2) depends on µR.
2.2.2 Parton density function
In proton-proton collisions, a parton q1 belonging to proton h1 interacts with a parton q2 of proton h2.
Each parton carries an a-priori unknown momentum fraction xiPi of the proton momentum Pi. However,
the probability of a parton carrying a certain momentum fraction can be expressed by the parton density
function (PDF) fqi/hi(xi), so that the hadronic cross-section reads
σh1h2→X =
∑
q1q2
∫ 1
0
dx1
∫ 1
0
dx1 fq1/h1(x1) fq2/h2(x2)
∫
dσˆpartonic(x1P1, x2P2) . (2.58)
The partonic cross-section dσˆpartonic(x1P1, x2P2) is weighted by the PDFs of the two corresponding
partons and integrated over all possible momentum fractions xi. Finally, the sum over all initial parton
pairs is calculated.
This equation is justified by the factorisation theorem, which allows the calculation of the hard scattering
process σˆpartonic independent of soft scattering phenomena. Both, the partonic cross-section and the
PDFs, depend on the so-called factorisation scale µF , which divides the energy scale Q2 into the non-
perturbative soft regime (Q2 < µF) and the region of hard scattering (Q2 > µF). The PDFs are evaluated
at the factorisation scale. Divergences in the perturbative expansion of processes at low energy scales
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(Q2 < µF) are absorbed by the PDFs. The cross-section also depends on the renormalisation scale µR
introduced in Section 2.2.1. The exact values of µF and µR are arbitrary. They are in general chosen to
be identical to match the energy scale which corresponds e.g. to the invariant mass M of the final state
leptons [35].
The PDF only depends on the energy scale Q2 and can therefore be exploited for every kind of hard
scattering process. Since it cannot be calculated using perturbative expansions, it is obtained from data
fits based on measurements of earlier experiments. For example, the PDFs for the LHC are derived
from other experiments, e.g. at HERA [36], at lower energy scales and extrapolated to higher energy
scales [37]. Several sets of PDFs including uncertainties are provided by e.g. CTEQ [38] [39] or
MSTW [40] and are shown in Figure 2.6.
Figure 2.6: The parton density as a function of the energy x for quarks and gluons provided by MSTW 2008 NLO
at the energy scales Q2 = 10 GeV2 (left) and Q2 = 10 TeV2 (right). The bands illustrate the 1σ uncertainty. The
figures are taken from [40].
2.2.3 Parton shower
Scattering processes at high energies involving partons can be accompanied by an additional emission
of gluons, quarks or photons. Although the calculations of many important physical processes at NLO
consider the emission of one such particle, the description is not sufficient to explain the occurrence
of a large number of partons in the final state. However, event generators like ALPGEN factorise
the interaction into the hard scattering process as well as further final state radiation. While the hard
process is determined by matrix element calculations, the showering of the additional partons must be
approximated. In order to model parton showers, the parton at the energy scale of hard processes Q has
to be subsequently split into further partons until the energy scale of hadronisation Q0 is reached. The
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probability of the parton A to be split into two partons B and C at a given energy scale Q2 is given by
dPA =
αs
2pi
dQ2
Q2
PA→BC(z)dz (2.59)
with z being the fraction of energy which parton A transfers to parton B. Considering all possible split-
tings of A into parton combinations and energy transfers z a set of differential equations is obtained.
These equations still suffer from divergences in the soft (emission of partons with small momentum)
and collinear (small opening angle between emitted and original parton) limit, that have to be elimin-
ated by the so-called Sudakov form factor [41], which describes the probability of no parton splitting
between two scales ∆Q2. Based on these probabilities the parton splitting is repeated at different scales
q until the hadronisation scale Q0 is reached.
The several event generators use slightly different implementations, e.g. different starting scales Q.
As a consequence, the parton showering differs slightly between generators. Additional matching al-
gorithms [42] are implemented in order to resolve the conflicts that are caused if the emission of further
partons is already included in calculated higher order corrections for the hard cross-section. A detailed
overview of the implementation of models for parton showering is given in [43].
2.2.4 Hadronisation
After parton showering, partons in the final state are found at low energies where they form bound states,
called hadrons, due to confinement. This transition from individual partons to composite hadrons in the
final state is referred to as hadronisation. Since the hadronisation involves small momentum transfers,
it cannot be simulated using perturbation theory. Instead phenomenological methods, which operate at
energy scales well separated from the perturbative QCD region, are used for simulation.
Different models are implemented in the generators. While PYTHIA [44] employs the Lund-String
model, which immediately transforms partons into hadrons, HERWIG [45] uses the cluster hadronisa-
tion model, which constructs massive cluster objects before decaying them into hadrons. In both models
unstable hadrons decay into hadrons with long enough lifetimes. The parton shower and its hadronisa-
tion is sketched in Figure 2.7 for the Lund-String model. A detailed description of the hadronisation
methods can be found in [46].
2.2.5 Pileup and underlying event
During the collision of two protons only two partons are involved in the hard scattering process. The
remaining partons undergo soft scattering. This further activity is also referred to as underlying event.
Several models within MC generators attempt to describe the underlying event structure based on ob-
servations rather than precise theoretical predictions.
Pileup activity denotes soft processes originating from other proton-proton interactions either in the
same (in-time) or neighbouring (out-of-time) bunch crossings. Due to the huge number of protons in
each bunch, the correct modelling of pileup activity is challenging. Pileup and underlying event can
have a significant effect on the performance of momentum measurements and can also impact the train-
ing of multivariate classifiers (see Section 5.2) in physics analyses. For example, the H → ττ analysis
strongly relies on the modelling of VBF topologies, which are characterised by two jets associated to
the VBF production mechanism (see Section 2.3.1). The energy measurement of these VBF jets (and
all other jets) can be influenced by energy deposits in the calorimeter due to pileup and hence has to be
corrected [47]. Although MC generators contain models for pileup and underlying events, which are
tuned with respect to these activities, data-based-background estimates are preferred (see Chapter 6).
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Figure 2.7: Sketch of the parton shower from Figure 2.4 and its hadronisation: All partons produced in the parton
shower are connected by a string (long grey line). This string splits into string fragments (small grey bands) from
which hadrons (black balls) are formed. The figure is taken from [33].
2.3 Higgs production and decay mechanisms at the LHC
From earlier experiments performed at colliders such as LEP at CERN and the Tevatron at Fermilab,
some mass ranges could already be excluded from the search for the Higgs boson. Hence, in the
first years of data taking the searches for the Higgs boson at the LHC focused on a mass range of
100 GeV<mH<600 GeV and resulted in the discovery of a new particle, whose properties are consistent
with the SM predictions. In this section, the predictions that can be made on the production and the
decay of the Higgs boson once a fixed Higgs mass is chosen are presented.
Further details on the Higgs boson phenomenology at the LHC including theory calculations are provided
by the Higgs cross-section working group. Their results are published in three reports [16–18] to which
this section mainly refers to.
2.3.1 Production of the SM Higgs boson
The SM Higgs boson at hadron colliders is produced via one of four possible production mechanisms
illustrated in Figure 2.8: gluon-gluon fusion (ggF), vector boson fusion (VBF), Higgs-Strahlung (VH)
and Higgs production in association with one top pair (tt¯H). The production cross-section of the Higgs
boson strongly depends on the interacting partons, the Higgs mass and the center-of mass-energy (
√
s)
of the two colliding beams as indicated in Figure 2.9. Increasing the center-of-mass energy from 7 TeV
to 14 TeV enhances the cross-section by 300-400% in the low Higgs mass region. The dominant produc-
tion mechanism is the ggF process (Figure 2.8a), because gluons significantly contribute to the density
function of protons at small momentum fractions. Since this process is mainly induced by top-quark
loops, the corresponding QCD corrections are large. For a Higgs boson with mass mH=125 GeV the
ggF cross-section is 19.3 pb at
√
s =8 TeV. The ggF cross-section contains contribution from the finite
top and bottom mass in leading-order. QCD radiative correction at NLO are of the order of 80-100%.
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Figure 2.8: The main SM Higgs production processes at hadron colliders at leading-order, with q (Q) denoting
light (heavy) quarks: (a) gluon-gluon fusion, (b) Higgs-Strahlung, (c) vector boson fusion, (d) Higgs production
in association with heavy quarks. The figures are taken from [19].
Additionally, QCD corrections in the mtop-limit in the NNLO result in corrections of about 25%. The
precision in NNLO is improved by the resummation of the contributions from the soft gluon emission
in all orders at next-to-next-to-leading log (NNLL). Further, electroweak corrections strongly depend
on the Higgs boson mass and are about +5% for mH =125 GeV. Uncertainties on the theoretical predic-
tions are discussed in the context of the analysis in Section 7.7.3.
The VBF production mechanism (Figure 2.8c) has the second largest cross-section. In this process, two
quarks radiate a vector boson (W or Z). These two vector bosons then annihilate to a Higgs boson. In
contrast to the ggF production mechanism in which partons annihilate, in the VBF production the two
interacting quarks undergo a scattering process. Due the two scattered quarks being well separated in
pseudorapidity the VBF process has a distinct signature in experimental searches. For that reason, it is a
very suitable channel for Higgs searches despite of its small cross-section of 1.58 pb (for mH=125 GeV
at
√
s =8 TeV). The cross-section for VBF production is calculated in strong and electroweak couplings
at NLO. In contrast to ggF corrections, the NLO QCD corrections are small and only of the order of
5-10%. Higher NNLO QCD corrections are approximated by a structure function approach [48]. The
size of electroweak corrections is conditioned by the renormalisation scheme and similar to the size of
QCD corrections.
The process of Higgs-Strahlung (Figure 2.8b) is the third most likely production mechanism. Here, two
quarks annihilate into a weak vector boson (W or Z), which radiates off a Higgs boson (H). The cross-
section for WH (ZH) is 0.705 pb (0.415 pb) for mH=125 GeV at
√
s =8 TeV. While QCD corrections
are calculated up to NNLO, electroweak corrections are determined only up to NLO.
The tt¯H process (Figure 2.8d) has the lowest cross-section, since the two top quarks in the final state
limit the available phase space. Due to its small cross-section it can be neglected in the context of this
thesis.
More details on the different generators used to simulate the Higgs signal such as the corrections from
theory are discussed in Section 7.1.
2.3.2 Decay channels of the SM Higgs boson
The Higgs boson is an unstable particle decaying most likely into the heaviest particle-antiparticle pair
which is kinematically allowed. In such a decay, the strength of the interaction is proportional to the
masses of the fermions and vector bosons produced (m f /v and m2V/v). Hence, for a given Higgs mass
mH the branching ratios for the various possible decay channels strongly depend on the mass of the
decay products. Higgs boson searches were performed over a large range for mH . Due to the mass
dependences of the branching ratios, the accessible final states differ and the search strategies have to
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(a) (b)
Figure 2.9: The SM Higgs production cross-section for different production mechanisms at the LHC as a function
of the Higgs boson mass at (a)
√
s =7 TeV and (b)
√
s =14 TeV. The comparison of both figures shows the
dependence of the cross-section on the center-of-mass energy. The figures are taken from [16].
be adjusted for the different mass hypotheses. The leading-order decay modes relevant for the low-mass
SM Higgs search at the LHC are illustrated in Figure 2.10. While the Higgs directly couples to vector
bosons and τ leptons or bottom quarks, the decay into photons or gluons is indirectly induced via heavy
quark loops (or vector bosons in the case of H → γγ).
The total Higgs boson decay width considering all possible decays at the given mass covers a wide range
Figure 2.10: Leading-order diagrams for different decay channels of the SM Higgs boson. While f ( f¯ ) denote
the decay into (anti-) fermions like b quarks or τ leptons, Q describes any heavy quark. The figures are taken
from [19].
from 100 keV for Higgs masses below 10 GeV and 103 GeV at about 1 TeV. The mass dependence of
the total decay width for the region accessible by the LHC is depicted in Figure 2.11. In the case of a
Higgs boson with mass 125 GeV, the total width ΓH is about 4 MeV [49]. Even in Higgs decay channels
with very good mass resolution, this width is still about three orders of magnitude smaller than the ex-
perimental resolution and hence too small to be directly measured.
The branching ratios as well as the Higgs decay width are calculated using the software packages HDE-
CAY [50] and PROPHECY4F [51], which generates the four particle decay H → WW/ZZ∗ → 4 f . The
software determines all partial widths with high precision including corrections from QCD and elec-
troweak processes, and derives the particular branching ratios from the complete set of partial widths.
Corresponding theoretical uncertainties result from missing higher order corrections. In addition, para-
metric uncertainties are considered. Those arise from uncertainties on the SM input parameters like the
strong coupling strength αs.
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Figure 2.11: The total width of the SM Higgs boson as a function of the Higgs boson mass in the mass range
accessible at the LHC. The figure is taken from [16].
As mentioned before, the branching ratio for the various decay modes strongly depends on the Higgs
boson mass so that only certain combinations of Higgs production mechanisms and decays can be stud-
ied at the LHC. The mass dependence is shown in Figure 2.12a visualising the accessible decay modes
as a function of the Higgs masses. The width of the bands illustrate the overall uncertainties origin-
ating from missing higher order effects. While at high masses the decay into the heavy vector bosons
dominates (H → WW∗ and H → ZZ∗), for low masses the largest contribution arises from the decay
into fermions, especially into b quarks. The range at around mH =125 GeV is from physics perspective
a very interesting region as it allows to analyse the decay of the Higgs boson in diverse channels. In
particular, the predictions of the SM Higgs boson decays into fermions as well as bosons can be directly
probed. All accessible decay channels at mH =125 GeV are briefly introduced below. Details on the
reconstruction and signature of particular physics objects are discussed in Chapter 4 and 5.
For the experimental evidence of the SM Higgs boson, the H → γγ [1, 5, 52] decay is of high im-
portance. Compared to other decay processes the branching ratio of the H → γγ decay is rather small.
However, it reveals a clear signature. The two photons are reconstructed with high accuracy and low
misidentification probability. Further, prompt photons are distinguishable from photons originating
from pi0 decays. This clear signature allows to identify the decay mode. The Higgs boson mass can be
fully reconstructed by the four momenta of the two photons. This channel, however, is only accessible
in a small mass range between 110 GeV< mH <140 GeV.
Besides the di-photon decay, the H → ZZ∗ → ```′`′ (` = e, /µ) decay channel [1, 5, 52] also allows to
fully reconstruct the event with an excellent mass resolution. The clear signature counterbalances the
low branching ratio at low Higgs boson masses. The analysis of the H → ZZ∗ channel focuses on the
Z boson decays into light leptons. These processes are almost background free because hadronic pro-
cesses hardly contribute to the background. In contrast, hadronic decays indicate high misidentification
probabilities. Further, the full reconstruction of invariant mass is impossible, because neutrinos cannot
be detected. The decays of the Z bosons also allow studies of spin and CP quantum numbers.
The analysis of the H → WW∗ [1, 5, 52] channel, which is the dominant decay channel in a wide Higgs
boson mass range, concentrates on decays of the W bosons into muons or electrons in order to suppress
large contributions from the W+jets or multijets background. Due to the neutrinos originating from
the W decay the Higgs boson mass cannot be completely reconstructed. By investigating the angular
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(a)
(b)
Figure 2.12: Top: Branching ratios for SM Higgs decays as a function of the Higgs boson mass mH for the
most important decay channels in low mass SM Higgs searches. The line width corresponds to the theoretical
uncertainties [16]. Bottom: Production cross-section times branching ratio as a function of mH . The H → ττ
channel produced in VBF (ggF) is illustrated as solid (dashed) orange line. The figures are taken from [16].
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distributions of the decay products, conclusions on spin quantum numbers of the Higgs boson can be
drawn.
For a Higgs with mass 125 GeV two fermionic decay modes are accessible at the LHC: The H → bb¯
channel [53] has the largest branching ratio at low Higgs boson masses. Due to the large background
contributions from multijet events, the search for this channel is very challenging. The search focuses
on the VH production processes, in which the vector boson decays leptonically. The focus on this par-
ticular production mechanism enables an effective lepton triggering.
The only leptonic decay mode observed with Run 1 data is the H → ττ channel. This channel enables
to directly study the Yukawa coupling of the Higgs boson to τ leptons. Hence, it is essential for probing
the mechanism for the fermion mass generation. At mH =125 GeV, the branching ratio for the H → ττ
channel is 6.3% with an uncertainty of about ± 6% [17]. The H → ττ channel has one of the largest
sensitivities with respect to the VBF production mechanism (see Figure 2.12b). By exploiting the VBF
topology, large parts of the background processes can be rejected, which renders the analysis of the
H → ττ most sensitive towards VBF production.
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CHAPTER 3
The LHC and the ATLAS experiment
The analysis presented in this thesis is based on data taken with the ATLAS detector [54], which is one
of the experiments at the Large Hadron Collider (LHC) [55]. It is situated at the European Center For
Nuclear Research (CERN) in Geneva, Switzerland (see Figure 3.1).
The main part of the LHC is a synchrotron ring with a circumference of 26.7 km. Two proton beams
are injected into the ring in opposite directions and are then accelerated. The protons collide at four
interaction points. At these points the main experiments are installed in order to study the collision
products. With a design luminosity of 1034 cm−2 s−2 and a design center-of-mass energy of
√
s =14 TeV,
the LHC operates at the high-energy frontier of particle physics. Not only does it provide high precision
measurements of SM parameters, but it also allows for searches for new physics phenomena.
The experiments are designed for several purposes: The ATLAS and CMS experiment are multi-purpose
detectors. The LHCb experiment [56] is designed to investigate decays of hadrons containing c or b
Figure 3.1: The LHC and the location of the ATLAS, CMS, LHCb and ALICE experiment. The figure is taken
from [57].
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quarks while the ALICE detector [58] collects data particularly from heavy ion collisions. Since the last
two experiments investigate processes with higher cross-sections, they are supplied with less luminosity.
Besides those large experiments some other experiments are situated at the LHC as well: The TOTEM
experiment [59] studies elastic and diffractive scattering, whereas the LHCf [60] experiment measures
neutral particles, which are emitted in forward region in proton-proton collisions, and is used for studies
of cosmic rays. Finally, the MoEDAL experiment [61] is built to search for magnetic monopoles and
other exotic particles.
After a short introduction to the proton acceleration at the LHC in Section 3.1 a brief explanation of the
coordinate system used by ATLAS follows in Section 3.2. In Section 3.3 the different subdetectors of the
ATLAS experiment are summarised. Finally, Section 3.4 gives an overview of the running conditions
during the first data taking period between 2011-2012. The data collected in this period is the basis for
this thesis.
3.1 The LHC
The LHC [55] is situated in the tunnel of the former LEP (Large Electron Positron Collider) machine
roughly 100 m below the surface. It is designed to collide proton-proton, proton-Pb and Pb-Pb beams.
While in proton-proton collisions the fundamental interaction between partons is investigated, heavy
ion collisions are an appropriate method to study QCD dynamics in hot and dense environments [58].
Compared to e+e− colliders, hadron colliders do not suffer from high energy losses due to synchrotron
radiation, since protons are about a 1000 times heavier than electrons. Hence, collisions at very high
center-of-mass energies become possible. Disadvantages of such colliders are additional activity in the
detector originating from further interactions of the same or neighbouring proton-proton collision (see
Section 2.2) and the unknown initial states.
Before the proton beams in the LHC can collide at the design center-of-mass energy of 14 TeV, several
pre-accelerators illustrated in Figure 3.2a are used1: Protons obtained from ionising hydrogen gas are
accelerated with linear accelerators up to 50 MeV and with the help of quadrupoles grouped in sets
of bunches. Afterwards, they are injected into the Proton Synchroton Booster accelerating them to
1.4 GeV. The bunch train pattern which consists of 72 neighbouring bunches with a spacing of 25 ns is
delivered by the Proton Synchrotron. This accelerator further accelerates the protons to 25 GeV. The
last pre-accelerator is the Super Proton Synchrotron which accelerates the protons to 450 GeV and then
injects two beams into the beam pipe of the LHC. There, they are bent on a circular trajectory by the
magnetic field of 1232 superconducting dipole magnets. At 7 TeV the magnetic field strength has to
be 8.33 T in order to deflect the beams onto the ring. Hence, the magnetic field is a limiting factor
for high beam energies. The proton beams are focused by 392 quadrupole magnets. In addition, 8
superconductive cavities operating at 400 MHz generate an electric field which is necessary to further
accelerate these protons and to compensate energy losses due to synchroton radiation. Per turn the
particle bunches gain an energy of 485 keV. In total, the LHC can be filled with 39 bunch trains, each
consisting of 2808 bunches. Each of the bunches contains about 1011 protons as sketched in Figure 3.2b.
The proton beams with energies of 7 TeV are brought to collisions with a crossing angle of 285 µrad in
four interaction points at which detectors are installed. The beam lifetime depends on the luminosity
loss within the collisions and is about 14.9 h. In the first data-taking period during 2010-2012 the LHC
was operated at center-of-mass energies of
√
s =7 TeV and
√
s =8 TeV and a bunch spacing of 50 ns
was used.
1 The following values refer to the design values of the LHC.
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(a)
LHC
bunches
protons
partons
(quarks, gluons)
(b)
Figure 3.2: Left: Schematic figure of the CERN accelerators used to accelerate protons injected into the LHC
ring [62]. Right: Sketch of collisions at the LHC [63]. Protons are arranged in bunches within the beam. These
bunches are brought to collisions so that the constituents of the protons are interacting with each other.
3.2 The coordinate system and common variables
In the description of collisions events recorded by the ATLAS detector a right-handed coordinate sys-
tem is used as shown in Figure 3.3: Its origin is given by the nominal proton-proton interaction point
situated in the detector’s center. The z-axis runs along the beam pipe. While the x-axis points from
the interaction point to the center of the LHC ring, the y-axis points upwards such that the transverse
plane spanned by the x and y axis is perpendicular to the beam pipe. Due to the cylindrical geometry
of the detector, trajectories in the transverse plane are described in polar coordinates (r, φ, θ), where
r =
√
x2 + y2 denotes the radial distance from the interaction point and φ = arctan y/x (θ = arctan(r/z))
the azimuthal (polar) angle around the beam pipe. The pseudorapidity η is derived from the rapidity for
massless particles and is given in terms of the polar angle θ as η = − ln tan(θ/2). The angular distance
between two objects is measured in units of ∆R ≡ √(∆η)2 + (∆φ)2 [54].
The partons carry a fraction x of the proton momentum which, for an ensemble of events, is predictable
via parton distributions functions (see Section 2.2.2). With respect to a particular proton-proton interac-
tion, however, the longitudinal and the transverse momentum of the initial parton cannot be determined.
But in contrast to the longitudinal component the transverse momentum is approximately zero and is
therefore neglected. For that reason at the LHC interactions are often considered in the transverse plane
in which due to momentum conservation the sum over the transverse momenta of all scattered particles
~p iT is zero: ∑
~p iT = 0 . (3.1)
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The transverse momentum ~p missT of particles like neutrinos, which do not interact with the detector
material, are estimated from momentum conservation
~p missT =
∑
~p iT (3.2)
taking all detected particles i into account. Its magnitude is called missing transverse energy EmissT (see
Section 4.3.8). A large measured EmissT indicates neutrinos within the detected event.
Track
Detector
Collision
Point
Beam Line
(Center of the LHC)
Figure 3.3: The coordinate system of the ATLAS detector. The figure is adopted from [64].
3.3 The ATLAS detector
In this thesis, data recorded with the multi-purpose ATLAS detector in 2011 and 2012 is analysed. The
detector, which weighs 7 kt and has a diameter of 25 m, cylindricallly encloses the beam pipe (diameter
of 36 mm) on a length of 44 m along the z-direction. Hence, it covers a solid angle of almost 4pi around
the point of interaction. To ensure a backward and forward symmetry the interaction point is located in
the middle of the detector.
The ATLAS detector depicted in Figure 3.4 consists of three different subsystems: the inner detector,
the calorimeter and the muon spectrometer. These subdetectors are designed to provide a good resol-
ution of all detected objects in order to be able to precisely reconstruct hard scattered events. For the
identification and reconstruction of b hadrons2 and τ leptons a high spatial resolution of the reconstruc-
ted production vertex is necessary. In order to accurately reconstruct the tracks and the momenta of
particles, the detector has to measure a high number of space points over large distances. At the same
time, the energy loss due to bremsstrahlung, which occurs when a particle is slowed down while tra-
versing through the detector material, has to be reduced as much as possible. In order to measure the
momenta of particles their trajectories are bent by a superconducting solenoid magnet, which encloses
the inner detector and creates a field strength of 2 T. In addition, the magnetic field of three toroid mag-
nets is required to bend muon trajectories to allow for measurements of the muon momenta in the muon
spectrometer over a wide momentum range. Moreover, the detector provides a precise measurement of
energies and an accurate reconstruction of EmissT . This is achieved by a combination of electromagnetic
and hadronic calorimeters with high energy resolutions.
2 Bound states of b quarks and lighter quarks are referred to as b hadrons.
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Due to the high luminosity multitudes of collisions take place. An efficient trigger system selects events
of interest within this large number of collision events. The luminosity itself is determined with the help
of the LUCID and ALFA detectors [54], which measure the number of charged particles in a distance
of ±17 m and ±240 m, respectively, from the interaction point.
Starting from the inside to the outside, the following subsections introduce the different subsystems
according to [54, 65].
Figure 3.4: The ATLAS detector and its different components. The figure is taken from [54].
3.3.1 The inner detector
The inner detector (ID) shown in Figure 3.5 is the smallest component with a diameter of 2.1 m. It con-
sists of three sub-detectors used to measure the momentum of charged particle tracks within |η| < 2.5.
The magnetic field of the solenoid magnet bends the tracks, so that their momentum can be calculated
according to the momentum-curvature relation.
The pixel detector, the component closest to the interaction point, is built up from three cylindrical
layers in the barrel region. The innermost layer is also called b-layer, because it is of high importance
for the determination of the secondary vertices for b quark decays. On these layers about 80.4 million
pixels with a nominal size of 50×400 µm are located, which makes precise track and vertex reconstruc-
tion possible. Additional pixels are situated on three disks on each of the two endcaps. They are ordered
on staves consisting of 13 modules. When a particle crosses the pixel detector it leaves about three hits.
Each of these hits has a resolution of 10 µm in the (r, φ) plane and 115 µm in z-direction, respectively.
The Silicon Microstrip Tracker (SCT) is a silicon strip detector which consists of four layers in the bar-
rel region and nine disks in each endcap. With an active area of 63 m the SCT is able to measure four
space points in a range of |η| < 2.5. Two 285 µm thick sensors are built from 768 active strops with a
strip pitch of 80 µm. They are attached to modules which enclose a stereo angle of 40 mrad.
The small angle enables the measurement of three-dimensional space points with a precision of 17 µm
in the (r, φ) plane and 580 µm in z-direction, respectively. The sensors are single sided p-in-n silicon
detectors. They are supplied with a voltage of 150 V. The voltage can be adjusted to ensure the efficient
collection of charged particles. Like the pixel detector, the SCT is cooled in order to suppress radiation
effects on the detector performance.
The outermost component is the Transition Radiation Tracker (TRT), which consists of polymide drift
tubes with a diameter of 4 mm. The 144 cm long tubes, installed parallel to beam pipe, are convo-
luted with polyproyplen and polyethylen fibres. They are filled with a gas mixture based on Xenon.
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Their working concept is similar to proportional counters. Charged particles traversing the tubes create
charges due to gas ionisation, which are then collected by a gold plated tungsten wire inserted in the
tubes. The tubes provide a measurement with an accuracy of 130 µm. Due to their geometry, however,
the particle’s position in z-direction is not detectable. Despite of the worse hit precision compared to
the SCT, with roughly 36 hits per particle it is of large importance for the track reconstruction. Besides
the detection of low-threshold TRT hits due to ionisation, high-threshold hits originating from trans-
ition radiation are measured with the help of the embedded fibres. The transition radiation is emitted
if a particle crosses the boundary between two materials with different dielectric constants. Since the
intensity of the transition radiation depends on the Lorentz factor γ = E/m, the TRT enables the iden-
tification of particles. In particular, it provides a separation of electrons from muons and pions over a
wide momentum range.
Figure 3.5: The inner detector and its three components: pixel detector, SCT and TRT. The figure is taken
from [66].
3.3.2 The calorimeter
The electromagnetic calorimeter (ECAL) encloses the ID and is followed by the hadronic calorimeter
(HCAL) (see Figure 3.6).
The ECAL is specialised to measure the energy of photons and electrons. Its center is built by the
EM barrel calorimeter (diameter 2.8 m-4 m) with a coverage of |η| < 1.4 and a 4 mm gap at |z| = 0.
In contrast, the EM endcap calorimeters have a coverage in forward region of |η| <3.2 and ranges
from r =0.33 m to r =2.1 m. The φ-symmetric ECAL consists of three different layers in accordion
shape as depicted in Figure 3.6. Each of these layers is built up from narrow strips with a granularity
of ∆η × ∆Φ = 0.003 × 0.1 resulting in an high resolution in η. It provides an overall good angular
resolution for photon and electron reconstruction. Further, the ECAL also enables to identify pi0 → γγ
decays, which is of importance for the τ reconstruction. Due to its transverse segmentation pi0 → γγ
decays are distinguishable from primary photons. Since most of the electromagnetic showers are found
in the first two layers (granularity of the second layer: ∆η × ∆Φ = 0.025 × 0.25), the outer layer
(∆η × ∆Φ = 0.05 × 0.025) is suitable to differentiate between electromagnetic and hadronic deposits.
In front of the EM calorimeter, a 11 mm thick liquid argon (LAr) layer is installed in order to correct for
energy losses within the ID. Further, the EM calorimeter, which is also based on LAr, is penetrated by
lead absorber plates with a thickness of 1.33 mm to 1.53 mm. Two wheels within a distance of 3 mm in
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between form one of the EM endcaps. They have the same geometry as the barrel calorimeter.
For the τ identification, the subsequent HCAL, in which hadronic τ-decay products are measured, is
essential. It consists of the hadronic tile, endcap and the LAr forward calorimeter. The cylindrical tile
barrel calorimeter (radius 2.3 m- 4.3 m) employs scintillating tiles as active material intercepted by steel
absorbers. Photomultiplier used for read out are installed at the tile edges with wavelength shifting
fibres. As the ECAL, it is formed by three layers, but with a coarser granularity of ∆η × ∆Φ = 0.1 × 0.1
(first two layers) and ∆η × ∆Φ = 0.2 × 0.2 (third layer) respectively since hadronic showers are broader
than electromagnetic ones in most cases. Two disks with a coverage of 1.5 < |η| < 3.2 form the endcap
calorimeter, which is designed as copper/LAr sampling calorimeter. Its granularity is ∆η×∆Φ = 0.1×0.1
(∆η×∆Φ = 0.2×0.2) below (above) |η| = 2.5. The LAr calorimeter is a combination of electromagnetic
and hadronic calorimeters and is built up from three layers. While in the first layer copper is used in
order to measure electromagnetic showers, the last two layers provide the detection of hadronic showers
using tungsten. The active material is LAr which is located in gaps between the absorber material.
Due to the hermetic geometry the calorimeter enables a precise reconstruction of EmissT , which is of high
importance for the analysis of the H → ττ decay channel. Further, the design of the calorimeter does
not only allow the precise measurement of particle energies but also to differentiate between various
objects. In addition, the thickness of the calorimeter prevents particles except for muons from reaching
the muon spectrometer, which is necessary to measure the complete energy of all hadrons.
(a) (b)
Figure 3.6: Left: The ECAL with its three layers and cell granularity in the η − φ space. Right: The complete
ATLAS calorimeter system. The figures are taken from [54].
3.3.3 The muon spectrometer
The outermost part of the ATLAS detector is the muon spectrometer (MS) which encloses the HCAL.
Its purpose is the measurement of the position and the momentum of muons in a momentum range of
3 GeV-1 TeV with an acceptance of |η| < 2.7. Due to the calorimeter design muons are the only particles
from primary interactions which are able to reach the MS. Since, in general, muons loose their energy
via ionisation, they deposit only a small amount of their energy (roughly 3.5 GeV) in a detector. This
requires a larger detector volume for track reconstruction compared to other particles. In order to bend
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muon tracks three air-core toroid magnets, each consisting of eight coils, generate a magnetic field. The
muons subsequently pass monitored drift tubes, cathode strip chambers and thin gap chambers, which
have different response times. The monitored drift tubes, organised in the barrel in cylindrical layers in
5 m - 10 m distance from the interaction point as well as in the endcap region, are made of aluminium
tubes filled with an Ar/CO2 gas mixture. They have a drift time of about 700 ns and a spatial resolution
of 35 µm. Due to the high resolution and the resulting accurate hit positions the chambers are required to
be perfectly aligned at a precision of 30 µm, which is realised by an optical alignment system. Further,
tungsten-rhenium wires supplied with 3080 V are used to collect ionised electrons.
The cathode strip chambers operating in the region between 2.0 < |η| < 2.7 are multi-wire proportional
chambers. They allow to resolve the hits in two dimensions. Besides these chambers, Resistive Plate
Chambers are installed on both sides (back side) of the middle (outer) drift tube layer in order to obtain
a fast trigger system. In addition, they complement the information provided by the monitored drift
tubes by a further two-dimensional position measurement. The Resistive Plate Chambers consist of
two electrode plates which are paralleled in a distance of 2 mm creating a magnetic field of strength
4.9 kV mm−1. The space between both plates is filled with a gas mixture.
Figure 3.7: The muon spectrometer. The figure is taken from [66].
3.3.4 The ATLAS trigger system
Due to the high collision rate and the corresponding high luminosity a large number of inelastic inter-
actions per bunch crossing is observed, which makes it technically impossible to store all events. A
remedy is found by the installation of an appropriate trigger system filtering events with potentially in-
teresting topologies and hence reducing the original event rate of 40 MHz to 200 Hz [67].
The implemented trigger system contains three levels as illustrated in Figure 3.8: the level-1 hardware
trigger (L1), the level-2 software trigger (L2) and the event filter trigger (EF). Each of these trigger
levels exploits the information obtained by the upstream trigger and includes additional conditions. Be-
cause of the short bunch spacing time data is written into a buffer. The L1 trigger makes a fast decision
within 2.5 µs. Those decisions are based on information delivered by the different detector components.
To obtain a decision, the L1 trigger scans the calorimeter for energy depositions in electromagnetic or
hadronic trigger towers, which reveal a coarser granularity (∆η × ∆Φ = 0.1 × 0.1) than later used in the
off-line reconstruction. Regions with large energy depositions are referred to as regions of interest (ROI)
and are exploited to build different trigger objects. The L1 trigger is able to reduce the event rate from
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40 MHz to 75 kHz. A further reduction is achieved by the high level software trigger processing the L1
triggered events and their ROIs. Based on those ROIs the L2 enables more sophisticated decisions by
the use of the complete granularity of the ATLAS detector. Although its functionality is similar to the
off-line reconstruction, the L2 does not provide a full event reconstruction. Instead, it only evaluates the
event within the ROIs. Focusing exclusively on ROIs makes the L2 with 40 ms still rather fast. In the
last step, the EF reconstructs the full event based on information of all detector subsystems. The event
reconstruction is very similar to the off-line object reconstruction (discussed in Chapter 4) and thus can
already reject large parts of possible background sources. Its processing time is about four seconds.
The reconstructed particle momenta and energies are checked against the required trigger conditions.
The different selection requirements are provided by the so-called trigger-menu collecting different con-
ditions suitable to identify certain topologies, e.g. isolation or kinematic criteria on τ leptons, jets,
muons or electrons.
Figure 3.8: Scheme of the ATLAS trigger system. The figure is taken from [68]
3.4 Run 1 period
The experiments at the LHC collected the first data between the end of 2009 and the beginning of 2013.
In this data taking period, also referred to as Run 1, data from proton-proton as well as heavy ion col-
lisions were successfully recorded. In the years of data taking, the beam energies and the delivered
instantaneous luminosities have been increased. The operation periods of the LHC during Run 1, which
are also summarised in Table 3.1, are briefly explained below:
The first proton-proton collisions took place at the end of 2009 at
√
s =900 GeV. In the following weeks
the center-of-mass energy was subsequently increased up to
√
s =7 TeV. At this center-of-mass energy
the LHC delivered a luminosity of 48.1 pb−1 in 2010. The 2010 dataset already permitted precision
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Table 3.1: Delivered and recorded luminosities in proton-proton collisions in Run 1. This thesis is based on the
datasets collected in 2011 and 2012. Further details on the luminosity measurements with ATLAS are found
in [69].
Year
√
s Delivered luminosity Recorded luminosity
2010 7 TeV 48.1 pb−1 45.0 pb−1
2011 7 TeV 5.46 fb−1 5.08 fb−1
2012 8 TeV 22.8 fb−1 21.3 fb−1
measurements of the SM. With a higher beam intensity but same beam energy in 2011, 5.25 fb−1 were
recorded corresponding to an efficiency of about 90%. The largest Run 1 dataset with 21.7 fb−1 was
obtained during the data taking period in 2012, in which the center-of-mass energy was enhanced to√
s =8 TeV. The cumulative luminosity as a function of time is shown in Figure 3.9a demonstrating a
significant increase in the delivered luminosity in the middle of 2012.
In Run 1, the protons were grouped in bunches with a spacing of 50 ns, which is twice as the design
bunch spacing (25 ns). Due to the large number of protons per bunch, however, a peak luminos-
ity of 7.7 × 1033 cm−2 s−2 was achieved in 2012, which is slightly below the design luminosity of
1034 cm−2 s−2. One consequence of the increasing luminosity during these two years is a higher pileup
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Figure 3.9: Left: The cumulative luminosity delivered by the LHC (green) and recorded with the ATLAS detector
(yellow) during proton-proton collisions taking place in 2011 and 2012 at centre-of-mass energy of
√
s =7 TeV
and
√
s =8 TeV, respectively. Right: Mean number of interactions per bunch crossing in the 2011 (blue) and 2012
(green) dataset. The distributions are luminosity weighted and taken from [69].
activity in 2012 quantified by the number of interactions per bunch crossing. Figure 3.9b compares the
number of interactions per bunch crossing in 2012 to the one in 2011. The mean number of interactions
increased from about nine interactions in 2011 to 20 in 2012.
Breaks between proton-proton data taking periods were used for heavy ion collisions. These were car-
ried out in the winters of 2010/2011, 2011/2012 and 2012/2013. Run 1 ended in 2013. From 2013
until May 2015 no data was collected in order to prepare the LHC for Run 2, which started in May 2015
with
√
s =13 TeV. The data collected between May and November 2015 corresponds to a delivered
luminosity of 4.2 fb−1 [70].
This thesis is based on the proton-proton collisions recorded with the ATLAS detector in 2011 and 2012.
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For the analysis a Good-Run-List (GRL) is applied in order to ensure a high data quality. It contains a
list of good-quality runs3 and corresponding luminosity blocks4. A run is tagged as good-quality run if
no defects in one of the detector’s subsystems is significantly affecting the detector performance. In case
of small defects the run is written into the GRL and affected blocks are masked. These blocks are not
considered within the analysis. Based on blocks which are listed as good-quality data in the GRL, the
overall luminosity has to be recalculated, which results in a slightly smaller luminosity than delivered
by the ATLAS detector as visualised in Figure 3.9a.
3 Run denotes a short period of data taking.
4 Each run is subdivided into several luminosity blocks. Each of them contains about the same number of events.
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CHAPTER 4
Monte Carlo simulation and event
reconstruction
The ATLAS data is analysed with the ATHENA software framework [71] which provides algorithms
for a wide range of data-processing application in ATLAS, e.g. the reconstruction of physics objects.
In Run 1 the ATHENA off-line reconstruction provided several data formats differing in the amount of
information available for each event and therefore suitable for different use cases. Since for physics
analyses the experimental results have to be compared to theoretical predictions, the detector response
of signal and background processes have to be simulated. Event generators are used to simulate event
signatures at parton level. Afterwards the response of the ATLAS subdetector components is simulated.
Finally, general reconstruction algorithms also used for collision data are employed. However, the
reconstruction performance and efficiency of the object identification in Monte Carlo (MC) simulation
slightly differs from collision data due to possible imperfections of the detector simulation. For that
reason calibrations are required.
The reconstruction algorithm used for simulated events and collision data includes the reconstruction of
physics objects starting from hits and tracks as well as the reconstruction of particle four-momenta and
associated properties based on detector-level information.
This chapter focuses on the event simulation as well as the reconstruction and identification of physics
objects relevant for the H → ττ analysis. The description refers to algorithms used during the 2012
data-taking period.
4.1 Data formats in ATLAS
The ATLAS data model of Run 1 provides several data formats. They differ in the detail of information
about hits, cells, clusters and physics objects. Higher level formats, which are used for analyses, are
derived from lower level formats by applying several slimming and thinning algorithms.
The most fundamental data format is given by the RDO (Raw Data Objects) format. It contains in-
formation on hits originating from the various subsystems of the ID. The energy deposits in the cells
of the electromagnetic and hadronic calorimeter are also stored. From this data format the higher level
ESD (Event Summary Data) format is obtained. In ESDs, particle tracks are accessible. In addition,
all information concerning the calorimeter are provided in a compactified way. The AOD (Analysis
Object Data) format is the next higher data format, which is already suitable for user analyses. It only
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provides a selective access to lower level objects. For example, instead of cells, only energy clusters are
stored. The DESD (Derived Event Summary Data) and DAOD (Derived Analysis Object Data) format
are derived from the ESD and AOD format by applying filters. The filter requirements select physics
objects with certain properties, e.g. Z → µµ events, and hence reduce the number of stored events. The
D3PD (Derived Physics Data) format is mainly used in physics analyses. It contains the reconstructed
physics objects and their properties. The exact content can differ depending on the use case, e.g. D3PDs
used in the H → ττ analysis include observables related to the τ reconstruction.
4.2 Event generation and simulation
The search for the SM Higgs boson or other phenomena in high-energy physics strongly relies on an
accurate simulation of physical processes within the ATLAS detector. This does not only imply the
simulation of hard scattering processes, but also the simulation of pileup and underlying event contri-
butions as well as the response of the different subdetector systems and triggers. These components are
considered within the ATLAS simulation infrastructure [72]. The simulation consists mainly of three
steps: First, events are generated using external event generators. The event generation contains the
simulation of the hard scattering process including all immediate decays and also accounting for QCD
effects and resulting parton showers. Pileup interactions from both, the same and neighbouring bunch
crossings, are considered. An overview of the different event generators used in this thesis is given in
Section 7.1.
In the second step, the transition of these particles through the ATLAS detector including interactions
with the detector material, is simulated by the GEANT4 [73] toolkit. GEANT4 provides a full sim-
ulation of the detector geometry, hits and tracks for a large number of particles over a wide energy
range. The different numerical models describing the interactions of particles are ordered in so-called
physics-lists within GEANT4 [73]. In the third simulation step, the detector response is simulated by
converting the created hits into digits. Digits result from an excess of voltage or current above a certain
threshold in one of the various readout channels. Several subdetector digitisation packages are provided
for channel specific differences. After the digitisation the simulated event is handed over to the common
object reconstruction also used for collision data.
Compared to other steps of the simulation chain, the detector simulation requires large computing re-
sources. For that reason, several attempts were made to simplify the models for the detector simulation
and consequently safe computing resources. Such simplifications are possible, because for many use
cases a detailed detector simulation is not compulsory. Comparisons of fast simulation programs FAT-
RAS and FastCaloSim with GEANT4 [74] still show room for improvements. Nevertheless, regarding
the increasing amount of data in Run 2, fast simulation will become of interest for many analyses.
4.3 Object reconstruction
The following section describes the reconstruction and identification of objects relevant for the H → ττ
analysis. Starting from fundamental objects, tracks and clusters, the reconstruction of physics objects
which are necessary to find H → ττ signatures are discussed. Finally, the reconstruction of EmissT which
is an indicator for undetected neutrinos is introduced. Although for some objects several reconstruction
algorithms exist, here, the focus lies on methods used for the analysis presented in this thesis.
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4.3.1 Track reconstruction
Charged particles with sufficiently large lifetimes traverse the ID and leave hits in the different subde-
tectors. After converting the hit information into three-dimensional space points, tracks are reconstruc-
ted following the procedures described in [75]. One differentiates between two kinds of tracks: While
primary tracks refer to tracks of particles originating from the primary vertex (see Section 4.3.2), sec-
ondary tracks summarise all other particle tracks, e.g. tracks from photon conversions. The first group
of tracks is reconstructed by the INSIDE-OUT algorithm provided that the track transverse momentum
exceeds 400 MeV. This algorithm starts searching for hits in the pixel and SCT detector and extrapol-
ates them into the TRT taking into account material geometry as well as bending due to the magnetic
field. The OUTSIDE-IN reconstruction is used for secondary tracks and extrapolates track segments in
the TRT to the primary interaction point by matching SCT and pixel hits. Afterwards, both kinds of
tracks are refitted using all matched space points.
A track is characterised by five parameters: d0 and z0 denote the distance between the track and the
primary vertex in the transverse and longitudinal plane, respectively. The parameters are measured with
respect to the point of closest approach of the track to the vertex. The angles φ0 and Θ0 describe the
polar and azimuthal angle of the direction of the track in the transverse plane at the point of closest ap-
proach. A track is further characterised by the ratio of the particle’s charge and the absolute momentum.
Tracks are used for vertexing and further particle reconstruction. The latter implies the application of
object-specific track quality requirements, like the number of hits in the different subdetectors used to
reject badly reconstructed jets.
4.3.2 Vertex reconstruction
Vertices are reconstructed using an iterative finding algorithm [76]. They are required to have at least
two associated tracks. For robustness more than two tracks are often required.
Vertex seeds are built from the z distribution of all reconstructed tracks at the beamline. Starting from
Figure 4.1: The three types of vertices relevant for physics analyses: primary (red), pileup (green) and secondary
vertex (blue). The figure is taken from [77].
the maximum of the z distribution and nearby tracks a vertex is fitted using an iterative χ2 fit. Each
considered track obtains a weight which quantifies the compatibility of the track with the fitted vertex.
If a track is displaced by more than 7σ it is not associated to the fitted vertex, but used as seed for a new
vertex. This procedure is repeated as long as further vertices are found.
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For each identified vertex, the sum of squared transverse momenta of all associated tracks is calculated.
The vertex with the largest associated sum is marked as primary vertex. Other vertices reconstructed
along the beam pipe are called pileup vertices. Another group of vertices, called secondary vertices,
originates from the decay short-lived particles as shown in Figure 4.1.
The performance of the vertex reconstruction in collision data is summarised in [78].
4.3.3 Reconstruction of clusters
A particle traversing the calorimeter causes a particle shower with energy depositions in many calori-
meter cells. ATLAS provides two algorithms [79], which arrange cells with energy deposits in clusters
and calculate the total amount of energy. In parallel calorimeter noise is suppressed.
Since the measured energy differs from the true energy of the particle shower, the reconstructed cluster
energies have to be corrected. Based on measurements performed with test beams all reconstructed
clusters are calibrated to match the electromagnetic scale. In contrast to electromagnetic showers, the
calorimeter features in general a smaller energy response with respect to energy deposits from electrons
or photons in hadronic showers. This effect is also known as non-compensation and requires additional
corrections. The calibration of the individual clusters depends on the shower type, i.e. electromagnetic
or hadronic shower, and takes dead material, non-compensation effects and energy deposits outside the
reconstructed cluster into account. Correction factors dedicated to hadronic showers are determined by
comparing the reconstructed with the true energy of simulated pions.
The clustering algorithm starts with the search for a cell, which is appropriate to serve as cluster seed.
Therefore, in each cell i the significance Γi of the energy deposit is calculated. It is defined as the cell
energy divided by its noise level. The latter depends on the η region and the specific calorimeter mod-
ule. A high significance ensures that the energy measurements remain unaffected by the calorimeter
noise. A cell is considered as cluster seed if its significance exceeds a certain threshold Γ > Γthreshold.
All neighbouring cells with Γ > Γneighbour are added. A neighbouring cell might be associated with two
clusters. If this is the case, the potential clusters are merged. All other cells with Γ < Γneighbour but above
a certain threshold Γcell are matched to the most significant seed cluster in the adjacencies.
After building clusters considering all cells with energy deposits, they are split. In order to split a cluster,
well isolated energy maxima have to be identified within the cluster. Such a local maximum is char-
acterised by a cell with a deposited energy of 500 MeV. Further, the energy deposit in this cell has to
exceed the energy deposits in all neighbouring cells. At least four adjacent cells must be associated with
the same cluster as the cell seed. Starting from these maxima, new clusters are built in a similar way as
described above based on already clustered cells but without merging clusters. For each cell, which is
matched to two clusters, a weight is assigned considering the distance of the cell to the center of both
clusters as well as the energy of the two clusters.
For each reconstructed cluster two copies are stored in two different cluster collections. While in the
first collection clusters are calibrated according to the electromagnetic scale, in the second the energy
of clusters is corrected to match the local cluster level [47].
Depending on properties of the reconstructed clusters like e.g. the shower depth the probability of the
cluster to be caused by an electromagnetic or hadronic shower is determined. Based on the shower
probability the cluster is weighted using corresponding calibration constants.
Topological clusters are used for the reconstruction of several physics objects like EmissT or jets. In the
following, the cluster collection which is calibrated to match the local cluster level is used for the re-
construction of jets and hadronically decaying τ leptons, because jets reconstructed from these clusters
reveal a better energy resolution than jets calibrated at the electromagnetic scale.
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4.3.4 Muon reconstruction
For the reconstruction of muon candidates in Run 1 two algorithms [80], so-called chains, were de-
veloped. While the first chain is based on a statistical combination of track parameters considering the
covariance matrix between them, the second chain refits the muon track starting from hits in the differ-
ent subdetectors. For the embedding method discussed in Chapter 6 chain 1 muons are used since the
reconstruction of these muons does not require lower-level detector information. Those algorithms are
replaced in Run 2 by the chain 3 algorithm which combines features of the two old chains.
In order to reconstruct the muon trajectory in the muon spectrometer, each layer of the chamber is
scanned for track segments. These track segments are later combined to one trajectory. In the ID,
a second measurement of the trajectory takes place which is closer to the interaction point. The ID
track has to fulfil several quality criteria concerning the number of hits in different ID components [80].
Several types of muons are provided. They differ in how or whether track segments in the muon spectro-
meter and ID are combined. The type with the highest muon purity is the combined muon which is based
on the combination of two independent measurements of the muon trajectory in the muon spectrometer
and ID. Except for some acceptance losses at η = 0 and 1.1 < η < 1.3 muons in the range η < 2.5 are
detected with 99% efficiency. Non-prompt muons, i.e. muons which originate from hadronic showers,
are rejected using isolation requirements.
4.3.5 Electron reconstruction
Electrons in the central region (below |η| < 2.47 ) are reconstructed by matching an energy cluster in
the electromagnetic calorimeter to a reconstructed ID track [81]. A sliding-window algorithm [79] is
used to search for seed-clusters with an overall transverse energy larger than 2.5 GeV. Additionally, the
seeds have to pass shower shape requirements. Clusters are reconstructed with high efficiencies between
95%-99.9% depending on the transverse energy and the detector region.
For the track reconstruction, the area in a cone with ∆R = 0.3 around the EM cluster is scanned using
pattern recognition algorithms [75, 82] based on charged pion and electron hypotheses. The electron
hypothesis takes possible energy losses due to bremsstrahlung into account. This improves the perform-
ance of the electron track reconstruction. According to the chosen hypothesis, the track candidate is
refitted using the ATLAS Global χ2 Track Fitter [83]. Based on loose hit requirements and extrapola-
tions of the track into the electromagnetic calorimeter, a geometrically sufficiently close enough track
is associated with the cluster. After matching, the track is refitted using the optimised Gaussian Sum
Filter algorithm [84], considering effects due to non-linear bremsstrahlung. Within the electron recon-
struction, several tracks can be associated with the cluster. All of them are stored for later analyses, but
the closest one to the cluster is marked as primary track from which the charge and kinematics of the
electron candidate are measured. Electrons in the transition region between barrel and endcaps between
1.37 < |η| < 1.52 are not considered in this thesis.
Objects like hadronic jets or electrons from photon conversions can be misidentified as prompt elec-
trons, which e.g. originate from Z boson decays. In the different electron identification techniques
discriminating variables are used to distinguish between true electron candidates and faked ones [81].
Different working points for the electron identification which depend on the transverse energy and η are
introduced. These working points differ in their signal over background efficiency.
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4.3.6 Jet reconstruction
Jets are an essential ingredient for many physics analyses, e.g. jet topologies are exploited in the search
for the VBF Higgs boson production mechanism (see Section 5.6.3). They result from the hadronisa-
tion of partons (Section 2.2.4) and are characterised by collimated, neighbouring particles with high
transverse momenta originating from the same vertex. In this thesis, jets are reconstructed based on
topological clusters (Section 4.3.3) using the anti-kt jet clustering algorithm [85, 86]. The anti-kt al-
gorithm clusters pair-wise objects starting with object i which reveals the largest transverse momentum.
The distance di j between object i and object j as well the distance diB between object and beam is
determined according to
di j = min
(
p−2T,i, p
−2
T, j
) ∆R2i j
r2
(4.1)
diB = p−2T,i (4.2)
with the resolution parameter r = 0.4. For all objects the distances di j and diB are calculated and their
sizes are compared. As long as the smallest value is a distance di j between two objects, object i and
j are combined and the list is updated. If instead diB is smaller than any di j, the jet is assumed to be
complete and removed from the list of input objects. These calculations are subsequently repeated as
long as unclustered input objects are found.
The reconstructed jet has to be corrected for effects which are not considered in the cluster calibration.
This calibration accounts e.g. for energy deposits, not reconstructed in the calorimeter, or particles
stopped in the ID. The calibration begins with the removal of energy depositions from multiple p-p
interactions. In order to reduce the dependence on the number of vertices a technique is applied which
determines the pT density per area in the event and uses correction factors based on these jet areas [87].
The jet direction is recalculated assuming that all particles associated with the jet have their origin in
the primary vertex. Finally, the jet is calibrated using pT - and η-dependent correction factors which are
derived from dijet simulation and data [47, 88, 89].
For the analysis only jets from the primary interaction are of interest, while jets from pile up vertices
must be suppressed. To achieve their suppression, the jet vertex fraction (JVF) [90] is calculated for
each reconstructed jet. The JVF of jet i with respect to the primary vertex (PV) j is given by
JVF(jeti,PV j) =
∑
m pT
(
trackjetim ,PV j
)
∑
n
∑
l
(
trackjetil ,PVn
) (4.3)
with m running over tracks which are associated with jet i and originating from the primary vertex j.
The index n runs over all primary vertices, while l over tracks which are associated with jet i and belong
to primary vertex n. Cuts on the JVF used in this thesis are documented in Section 7.2.3.
In particular, the rejection of b jets is of interest in H → ττ searches. Since b hadrons have a long
lifetime, jets containing b hadrons can be tagged. By identifying b jets, background contributions from
tt¯ and single top (Section 5.4) are efficiently reduced in the H → ττ analysis. In other searches like
H → bb¯, however, they are an essential part of the event signature [53]. Different algorithms are
provided to identify b jets [91]. They make use of characteristic signatures of b-decays. In this thesis,
the MV1 algorithm [92] is used for b jet identification. It combines several tagging algorithms in a
neural network to improve the tagging efficiency. The working point used in this thesis corresponds to
an efficiency of 70%.
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4.3.7 Reconstruction of hadronically decaying τ leptons
With a mass of (1776.82±0.16) MeV the τ lepton is the heaviest known lepton. Due to its short lifetime
of (290.6 ± 0.1)×10−15 s it can only be detected indirectly via its decay products. For that reason, the
τ lepton is classified according to its decay products. Leptonically decaying τ leptons, which are also
denoted as τ` in the following, decay into one of the lighter leptons ` and two neutrinos, i.e. into an
electron and two neutrinos (τ` → eνeντ) or a muon and two neutrinos (τ` → µνµντ). Electrons and
muons originating from τ` decays and prompt electrons and muons, e.g. originating from Z boson de-
Table 4.1: The most dominant τ decay modes including the corresponding branching ratios according to [31].
Decay mode Branching ratio [%]
Leptonically τ− → e−ν¯eντ 17.83±0.04
decays τ− → µ−ν¯µντ 17.41±0.04
τ− → pi−pi0ντ 25.52±0.09
τ− → pi−ντ 10.83±0.06
One prong τ− → pi−pi0pi0ντ 9.30±0.11
τh decays τ− → pi−pi0pi0pi0ντ 1.05±0.07
τ− → K−ντ 0.700±0.010
τ− → K−pi0ντ 0.429±0.015
Three prong τ− → pi−pi−pi+ντ 8.99±0.06
τh decays τ− → pi−pi−pi+pi0ντ 2.70±0.08
cays, are difficult to distinguish. The majority of τ leptons (≈65%), however, decays hadronically and
can be used for τ identification. The hadronically decaying τ lepton is also referred to as τh lepton. In
these hadronic decays, the τ lepton decays into a τ neutrino, mostly in combination with charged and
uncharged pions and only rarely accompanied by kaons K. The main τ decay modes and their branch-
ing ratios are summarised in Table 4.1. The hadronic decay products of the τ decay are denoted as τhad
object so that the hadronic τ decay can also be written as τh → τhadντ. These hadronic decay products
are used for the reconstruction and identification of τ leptons.
The reconstruction of τhad objects is based on the reconstruction of topological clusters [47]. These
calibrated clusters serve as input to the anti-kt jet finding algorithm with a radius parameter r = 0.4. To
associate a track to a calorimeter cluster it has to fulfil several track quality criteria [93] concerning the
momentum and distance to the cluster barycentre. After associating tracks and clusters, the momentum
of the τhad candidate is derived from energy depositions in the topological clusters and the charge is
given by the sum of charges of the linked tracks. The signature of τhad candidates within the detector
is very similar compared to jets as shown in Figure 4.2. Although τhad candidates usually have a more
narrow shower shape and less associated tracks, these characteristics are not sufficient to separate both
physics objects within the reconstruction. Instead, different identification algorithms are applied to the
reconstructed candidates. These identification algorithms are based on variables which exploit charac-
teristic properties of hadronically decaying τ leptons. They are derived from information provided by
the calorimeter, ID or by combining information of both detector subsystems. In the following, the vari-
ables used in the default identification algorithm used for 2012 data are shortly introduced according to
the description in [93]:
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Figure 4.2: Left: Leptonically decaying τ lepton. Middle: One prong τh decay. Right: Gluon initiated hadronic
shower. The right figure is taken from [94].
• The central energy fraction ( fcent) quantifies the amount of energy deposited in a cone with ∆R <
0.1 around the τhad candidate compared to the deposited energy in a larger environment (∆R <
0.2). In contrast to jets, τhad objects have a very narrow shower shape, for which the deposited
energy is expected to be concentrated within a small area, i.e. they result in a high fcent-value as
illustrated in Figure 4.3a.
• Another important variable is the leading track momentum fraction ( ftrack). It is defined by the
ratio of the transverse momentum of the leading associated τhad track and the sum of all transverse
energy.
• The track radius (Rtrack) calculates the pT -weighted distance between the directions of the τhad
track and the τhad object. Figure 4.3b shows that the track radius is significantly smaller for true
τhad leptons than for misidentified τhad candidates.
• All tracks which are matched to the τhad candidate within 0.2 < ∆R < 0.4 are counted and referred
to as number of tracks in the isolation region (Nisotrack).
• The maximum ∆R (∆RMax) is defined as the maximum distance between a τhad track and the
direction of the τhad candidate.
• The leading track impact parameter significance (S leadtrack) is only calculated for one prong τhad
candidates. Therefore, the impact parameter of the leading τ track is determined and divided
by its uncertainty. For three prong candidates the transverse flight path significance (S flightT ) is
calculated which corresponds to the τ decay length divided by its uncertainty.
• The track mass (mtrack) is built from all tracks in the τhad-relevant region under the assumption
that each track belongs to a pion.
In addition, a pi0 cluster identification algorithm [93] was developed, which reconstructs the substructure
of τh decays. Based on information from the calorimeter and strip layer neutral pions associated with
the τh decay are reconstructed. In this thesis, only the identification with boosted decision trees 1, called
1 The concept of boosted decision trees is discussed in Section 5.2.1.
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BDT τ ID, is used in order to identify τhad candidates and to reject jets and electrons. The BDT τ ID
is evaluated for τhad candidates with one associated track (one prong) or three matched tracks (three
centf
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Figure 4.3: Distribution of the central energy fraction fcent (left) and track radius Rtrack (right) for one prong
and three prong τhad candidates, respectively. The signal distribution (red) is based on simulation and contains
reconstructed τhad leptons which are matched to truth τ leptons on generator-level. The multi-jet distribution
(black) is obtained from data. The figures are taken from [93].
prong). For each case a separate BDT is trained based on a short list of τhad characteristic cell and track
variables (see Table 4.2). Three different pT -dependent working points tight, medium and loose [93] are
defined with different efficiencies. The efficiencies for these working points in the case of one prong
τhad candidates with pT >15 GeV are shown in Figure 4.4a. They are stable with respect to changing
pileup conditions. In this thesis, only τhad candidates satisfying the medium criteria are considered. This
working point corresponds to a τhad selection efficiency of about 55-60%. The probability to misidentify
a jet as τhad candidate is 1-2%.
Although electrons and muons2 can also be misidentified as τhad candidates, the misidentification prob-
Table 4.2: Variables used as input for the training of the BDT based τ ID for one prong and three prong τhad
candidates. The notation is adopted from [93].
Variable One prong Three prong
ftrack X X
fcent X X
Rtrack X X
Nisotrack X
S leadtrack X
S flightT X
∆RMax X
mtrack X
ability is much smaller compared to jets. While electrons have a very similar signature to one prong
τh decays with one track and narrow shower, muons can be misidentified in cases where they interact
with the material of the calorimeter and lose a large part of their energy. Since these objects have a high
2 In the following, electrons and muons are also called light leptons or ` in order to distinguish between them and the τ lepton.
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reconstruction efficiency, the majority of them can be removed by an overlap removal between different
objects. This overlap removal is carried out on analysis level with a looser object selection than usually
required for the final analysis objects. The overlap removal for the presented analysis is discussed in
Section 7.2.3.
Besides the overlap removal, other means are provided to reject fakes caused by lighter leptons. For
the rejection of electrons against τhad candidates a BDT is trained based on information on hits, depos-
ited energy and shower profile. Again, three different working points corresponding to different signal
efficiencies are provided. The medium working point with an efficiency of about 85% is used for the
presented analysis. The BDT is exclusively trained on one prong candidates, but also reveals a good
performance for three prong candidates.
In the cases of misidentified τhad candidates due to muons a muon veto built from requirements on the
relation between the transverse momentum of the track and deposited energy is applied. The muon veto
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Figure 4.4: Left: The τ ID efficiency for one prong τhad candidates for the three working points tight (red), medium
(blue) and loose (green) as a function of the number of reconstructed interaction vertices. Right: Energy response
curves for one prong τhad candidates as a function of the reconstructed τhad energy. The curves correspond to
different pseudorapidity ranges. The figures are taken from [93].
removes roughly 40% of all misidentified muons. Due to the low misidentification probability, however,
this veto is not used in the following.
As for jets, the clusters which are associated to the tracks of the τhad candidate are calibrated. However,
a pure cluster calibration at local cluster scale is not sufficient, since it is not optimised with respect to
the cone size of ∆R = 0.2 which is used to measure the momentum of the τhad candidate. Further, it is
not tuned for the specific mixture of hadrons found in τh decays. For that reason, additional corrections
are applied to the reconstructed τhad candidates. In the first calibration step, the τ energy scale is correc-
ted in order to match the true energy scale at a few percent level. The corrections are based on energy
dependent response curves, which are derived from simulated Z → ττ, Z′ → ττ and W → τν events. In
these simulated events the reconstructed τhad candidate, which has to pass several quality requirements,
is truth-matched to τ leptons on generator level. The ratio of the reconstructed τhad energy and the vis-
ible true energy is calculated and evaluated in intervals of the true visible energy and pseudorapidity. In
each of these intervals a Gaussian fit is used to determine the mean value of the ratio distribution. Based
on those mean values the response curves for different pseudorapidity ranges are fitted as a function of
the average reconstructed τhad energy. The response curves for one prong τhad leptons is shown in Fig-
ure 4.4b. After the application of the response curves additional corrections are necessary to correct for
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two further effects: First, the measured pseudorapidity is biased since the reconstructed cluster energies
are underestimated in poorly instrumented regions of the detector. Second, pileup correction reduce the
dependence of the reconstructed energy on the number of vertices. In the final calibration step, two
complementary data driven methods are used to probe the calibration with real data. These techniques
add some small corrections to the τ energy scale. They are also used to asses systematic uncertainties.
Further details on these methods are documented in [93].
4.3.8 Reconstruction of missing transverse energy
The reconstruction of the missing transverse energy EmissT relies on all fully reconstructed objects dis-
cussed above, i.e. electrons, muons, τhad leptons, photons and jets [95]. All cells associated with one
of these objects are arranged together and the negative sum of the momenta of the matched objects is
calculated. Afterwards, all terms are added:
EmissT = E
miss,e
T + E
miss,µ
T + E
miss,τhad
T + E
miss,γ
T + E
miss,jet
T + E
miss,soft
T (4.4)
The last term Emiss,softT refers to cells with energy deposits which cannot be associated with one of the
other physics objects and is scaled according to a soft-term vertex fraction [96]. This fraction is defined
as the scalar sum of transverse momenta of unmatched tracks originating from the primary vertex di-
vided by the sum of transverse momenta of all unmatched tracks in the event. Considering contributions
from unmatched cells improves the reconstruction of EmissT in high pileup environments [97].
Each term is calibrated according to the corresponding physic objects, e.g. Emiss,τhadT is calibrated to the
τ energy scale [93] and electrons to the electron energy scale.
The missing transverse energy plays an important role for the analysis of the H → ττ channel, since a
large amount of the τ lepton energy is transferred to τ decay neutrinos which cannot be detected. The
use of EmissT and its direction as a measure for the neutrinos within the analysis improves the rejection of
background processes. Further, EmissT is an important ingredient in the reconstruction algorithm of the
ττ invariant mass, discussed in Section 5.5.3.
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CHAPTER 5
Properties of H → τ`τh decays and background
suppression
For the study of the H → ττ decay channel three processes are distinguished: Either both τ leptons
decay hadronically (H → τhτh → τhadνττhadντ) or both leptonically (H → τ`τ` → `ν`ντ`ν`ντ) or one
τ lepton decays leptonically and the other one hadronically (H → τ`τh → `ν`νττhadντ). Each of these
decay channels is analysed separately by searching for channel-specific signatures as indicated in Fig-
ure 5.1.
Good knowledge of the characteristic event topologies of H → τ`τh decays is of high importance for the
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Figure 5.1: Sketch of the three analysis channels H → τ`τh (left), H → τhτh (middle) and H → τ`τ` (right). The
visible decay products of the hadronically (leptonically) decaying τ lepton are illustrated in green (red). Neutrinos
emitted in the τ lepton decays are shown in grey. They remain undetected.
development of the analysis strategy. The H → τ`τh signature is characterised by the τ decay mode as
well as the Higgs production mechanism. It is identified by one τhad candidate in the final state in com-
bination with an electron or muon of opposite electric charge. Further, a significant amount of missing
transverse energy is measured due to the undetected neutrinos originating from the τ decay. Additional
jet activity points to different Higgs production mechanisms.
Several background processes reveal a very similar signature and can be misidentified as signal process.
For example, the Z → ττ process, which is the most dominant background process, exposes the same
objects in the final state. The misidentification rate in combination with the large cross-section of these
background processes is challenging for H → τ`τh searches. Concepts have to be developed to effi-
ciently suppress large parts of the background and hence increase the signal sensitivity.
In this chapter the analysis strategy is motivated. Based on the characteristics of H → τ`τh signatures
it is explained which physical processes can mimic signal processes and how differences in the event
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topologies can be used to suppress background processes. This chapter is organised as follows: After
a short description of the H → τ`τh analysis strategy in Section 5.1 and an introduction to multivariate
classifiers in Section 5.2 the main features of the H → ττ signature are summarised in Section 5.3. The
most important background processes are discussed in Section 5.4. The reconstruction of the invariant
ττ mass is explained in Section 5.5. In the last section, different variables which are suitable to discrim-
inate between signal and background processes are described. The knowledge about the properties of
the various processes will be used in the H → τ`τh analysis in Chapter 7.
5.1 The analysis strategy
Although the signature of the three H → ττ decay channels is distinct, the analyses of these channels
are based on the same analysis strategy. In this thesis, the H → τ`τh channel is studied (Chapter 7)
with the intention to combine the results with the analyses of the two other channels (Chapter 8). The
combined sensitivity of all channels is large enough to confirm the decay of the Higgs boson into two τ
leptons.
Background processes can imitate the signal signature due to jets or light leptons misidentified as jets.
Compared to these processes the cross-section for the Higgs production is several orders of magnitude
smaller (see Figure 5.2). For these reasons, searches for H → τ`τh signatures are strongly contaminated
by background processes. Hence, a low signal-to-background ratio is expected. The analysis strategy
Figure 5.2: Calculated SM cross-section for selected processes at hadron-hadron colliders as a function of center-
of-mass energy. The figure is taken from [98].
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has to improve the signal-to-background ratio by an appropriate choice of signal-enriched phase spaces.
Another challenge arises from the worse resolution of the invariant ττ mass due to the undetected neut-
rinos from τ decays. For the reconstruction of the ττ invariant mass an algorithm has to be chosen,
which calculates the invariant mass as precise as possible. As discussed later, the resolution depends
on the kinematics in the Higgs production mechanism. Hence, the topologies of the Higgs production
mechanisms are exploited to improve the mass resolution.
An increased signal-to-background ratio is obtained in several steps. In the preselection events are selec-
ted which reveal exactly the objects expected in H → τ`τh decays. Requirements on the quality of the
physics objects (object preselection) already reduce some background contributions in particular due to
misidentified τhad candidates. Events passing the preselection are arranged in two categories provided
that they pass the requirements for at least one of these categories. The definition of both categories, the
boosted and VBF category, is driven by the kinematic properties of the two dominant Higgs production
mechanisms (see Section 7.2.4). While in the VBF category events with at least two jets with high
transverse momentum are selected, the boosted category contains events with a boosted Higgs candid-
ate and which fail the VBF selection. The purpose of the categorisation is to enhance the number of
signal events with respect to a certain Higgs production mechanism (VBF or ggF) rather than to reduce
background contaminations. The background is mainly suppressed by the use of multivariate classifiers
(Section 5.2), which split the phase space into signal-like and background-like phase space regions and
declares the events either as signal or background. The construction of different signal-enriched regions
and the resulting high sensitivity are the most important advantages of the application of multivariate
classifiers. In each category, one classifier is trained based on discriminating variables which render a
good separation power between the signal and background processes. Since the VBF and boosted cat-
egories are sensitive to the VBF and ggF production mechanism, respectively, a different set of variables
is used for discrimination. The variables are chosen such that they have separation power with respect
to the dominant Higgs production mechanism in the particular category.
All analysis steps are performed on data and on the background-only (background-plus-signal) model.
The background-only (background-plus-signal) model is obtained from simulations and describes the
expected number of the different background (and signal) processes in the signal regions. Inaccuracies
in the modelling of the processes are origin for systematic uncertainties. In order to reduce the size
of systematic uncertainties the dominant background sources, i.e. Z → ττ and backgrounds due to
misidentified τhad signatures, are not derived from simulations but from data-driven methods. In or-
der to extract the signal the expected event yields from the background-only (background-plus-signal)
model are compared to the observed events in data. Therefore, a profile likelihood fit, which incorpor-
ates statistical and systematic uncertainties in the form of nuisance parameters, is performed based on
the output distributions of the multivariate classifiers. The compatibility test of the observed data with
the hypothesis of a H → τ`τh signal determines an estimate for the signal strength and the observed
significance.
5.2 Multivariate classifiers
In order to gain sensitivity in the signal categories with respect to a possible H → τ`τh signal the
discriminating variables introduced in Section 5.6 has to be employed. These variables can be used in
different ways: In the cut-based analysis (see Section 8.4), signal-enriched sub-categories are defined by
consecutively cutting on discriminating variables. Events which (do not) pass these cuts are classified
as signal (background)-like. Instead of the cut-based classifier, more sophisticated methods, so-called
multivariate methods, can be used to classify data events as signal-like or background-like. As the cut-
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based classifier, multivariate methods use the information gained from a set of discriminating variables
in order to determine whether the event is signal or background. In general they have, however, a higher
sensitivity compared to the cut-based classifier, since they form different signal-enriched regions, which
are hypercubes of high dimensionality. Examples for such multivariate classifiers are likelihood estim-
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Figure 5.3: Scheme showing the functionality of a classifier: The red (blue) points illustrate signal (background)
events in a two dimensional phase space spanned by two parameters x1 and x2. The black line stands for the
classifier separating the phase space into two regions. The left plot shows an example of a simple classifier. A
more complex classifier is illustrated in the middle. The right plot is an example for a classifier suffering from
overtraining. It is sensitive to fluctuations in the signal sample.
ation, neural networks or boosted decision trees.
Before the classifier is used in the analysis to determine the signal-likeness of events, it is trained on
given (Monte Carlo) background and signal samples. For the training a small set of discriminating vari-
ables is used which reveal separation power between background and signal samples. These samples
are known to be signal or background. Afterwards, the classifier is tested on other samples, the so-called
testing samples, which are independent from the training samples.
Some classification examples are sketched in Figure 5.3: The red (blue) points illustrate signal (back-
ground) events in a two dimensional phase space. In Figure 5.3a all points below the black curve are
classified as signal, while the rest is assumed to be background. Some events are misclassified as signal
or background. In Figure 5.3b the classifier is optimised for the given two datasets and yields a smaller
misclassification rate. In contrast, Figure 5.3c shows a worse classification. The classifier is sensitive
to fluctuations in the datasets, which are indicated by the circles around the single points. The problem
that the classifier exploits statistical fluctuations is referred to as overtraining.
In Chapter 7- 9 boosted decision trees (BDTs) are used as classifiers.
5.2.1 The BDT classifier
A decision tree is characterised by consecutive yes/no decisions (also called leaf nodes) based on dis-
criminating variables1 which split the phase space into several regions. The structure of a decision tree
is illustrated in Figure 5.4. Starting from the root node several decisions are made. Since in the training
it is known whether an event is signal or background, the true ratio of signal events to background events
can be determined in the final regions. Depending on this ratio the regions are declared to be signal-like
(red) or background-like (blue). Events which end up in these regions are regarded as signal-like or
background-like corresponding to the name of the region. Such a simple decision tree corresponds to a
1 Each decision is only based on one variable.
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Figure 5.4: Schematic representation of a decision tree. Consecutive decisions based on a set of input variables
lead to the separation of signal (S) and background (B) events. Each decision is based on events included in the
corresponding node and on one variable.
cut-based analysis: The most signal-like leaf node, for which all decisions indicated signal, corresponds
to the signal region of the cut-based analysis. Only the sensitivity of this single leaf node is exploited for
the cut-based analysis. But it might be that the cut on one variable decided the event to be background-
like, whereas the other decisions indicated signal. These events are not considered in the cut-based
analysis. In contrast, analyses based on decision trees gain additional sensitivity, since they take further
leaf nodes with high signal contributions into account. The consideration of additional signal-like leaf
nodes is a huge advantage of decision trees2.
The decision tree is optimised with respect to the used variables and their best cut-values with the aid of
the so-called Gini-Index G. It is defined as G = p · (1− p), where p stands for the signal purity in a given
leaf node, and quantifies the separation between signal and background events. The Gini-Index is zero
(has its maximal value), if the purity is 100% (50%). For the optimisation the Gini-Index of the parent
node is compared to the weighted sum of the indices of both daughter nodes. The weighting is given
by the relative fraction of events ending up in the nodes. The variables and corresponding cut values
are chosen such that they have the highest increase between mother and daughter nodes. By repeating
the optimisation procedure with the daughter nodes, the tree grows further until the maximal depth of
the tree is reached or the number of events in the leaf node is getting to small. Both, the depth of the
tree and the minimal fraction of events in the leaf nodes, are set by the user. For this thesis, a maximal
depth of 5(4) is chosen for the VBF (boosted) category. In principle, it is possible to construct a tree
based on so many decisions, such that each leaf node contains exactly one input event. However, such a
classifier would be overtrained. In order to avoid overtraining, the depth of the tree and leaf size should
be restricted, so that enough events end up in the leaf nodes. Further, all events used for the training are
not used for the testing of the classifier’s performance or within the analysis.
2 The latest cut-based analysis also increased its sensitivity by introducing sub-categories with large signal contamination
similar to the idea of the decision tree (see Section 8.4.).
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Improvement of BDT performance via boosting
The boosted decision tree is characterised by the training of several trees based on the same training
sample. The sum of all trained BDTs is referred to as forest. A forest enables to classify each event not
only based on the decisions of a single tree but takes the classification of all trees into account. Events
misclassified in the first tree obtain higher weights compared to the proper classified events. In the next
tree to be trained, these events are of higher importance, so that the decisions and the resulting cuts
might differ from the findings of the first one. This learning process, also called boosting, is iterated 600
(400) for the boosted (VBF) category resulting in a better separation of signal and background events.
After boosting, for each event the BDT score value which is a number between -1 and 1 is defined. An
increasing (decreasing) score value corresponds to a higher signal (background)-likeness.
Different boosting algorithms are provided by TMVA [99]. While the H → τ`τh and H → τ`τ` ana-
lyses use the gradient boost [100], the H → τhτh analysis uses AdaBoost [101]. In the following, both
algorithms are briefly introduced according to the description in [99].
• AdaBoost: The Adaptive Boost algorithm focuses on events which are misclassified in the pre-
vious tree and assigns a higher weight to them. For each tree the misclassification rate Nmiss is
determined, from which a boosting weight α is derived according to
α =
1 − Nmiss
Nmiss
. (5.1)
In order to ensure that the sum over all weights remains unaffected by the reweighting, all obtained
weights α are renormalised. Afterwards, they are applied to the samples used for the next tree
iteration so that the final boosted classification cboosted(x), which depends on the tuple of BDT
input variables x, is given by
cboosted(x) =
1
Ncollection
Ncollection∑
i
ln(αi) · fi(x) , (5.2)
with fi(x) as classifier, which maps the value +1 to signal and −1 to background, and Ncollection
being the number of classifiers in the collection.
• Gradient boost: As the Adaptive Boost algorithm, the Gradient Boost minimises the deviation
between the estimated and true class, i.e. background class or signal class, to which the events
are associated. Therefore, a loss function is used. It slightly differs from the one used in the
Adaptive Boost method and has the advantage of being more robust with respect to fluctuations.
It is defined as
L(F, y) = ln
(
1 + exp2F(x)y
)
, (5.3)
where F(x, y) denotes the model response and y the true class, i.e whether the event is signal
or background. In order to minimise the loss function its gradient is calculated. Afterwards, a
classifier fi(x) is built in a way that its corrected leaf values correspond to the mean values of
the gradient. By iterating this steepest-descent approach one obtains a forest which minimises
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F(x, y). The final classifier is given by the sum over all iterated classifiers fi(x):
f (x) =
N∑
i=0
wi fi(x) . (5.4)
The classifier’s output is finally transformed to a BDT score value between -1 and 1.
Calculating the gradient of the loss function is difficult, because the gradient associated to the
trained classifier is only defined at certain points. These points xp are given by the tuples xi. Each
tuple xi corresponds to one training event and its variable values, used in the training. Only for
these points xp the true class is given. The gradient at all other points in the variable space are
unknown. In order to apply the trained classifier also on events, which are not associated to the
points xp the gradient has to be estimated between the points xp. Statistical fluctuations in the
input samples might influence the estimate. A stabilisation is achieved by dividing the weights wi
by a factor a and hence reducing the learning rate artificially. This method is known as shrinkage
method. It is particularly used in applications with complex correlations and increases the number
of necessary iterations. By increasing the number of iterations the discriminating power of the
classifier can be improved significantly.
5.3 Signature of H → ττ processes
The signature of H → ττ decays is characterised by the decay mode of the τ lepton and the Higgs
production mechanism. The analysis strategy is optimised with respect to these aspects.
The branching ratios for the different ττ decays are depicted in Figure 5.5a. The H → τ`τh(→
`ν`νττhadντ) channel has the largest branching fraction with 45.6%, closely followed by the H →
τhτh(→ τhadνττhadντ) channel (42%). In contrast, the contribution of H → τ`τ`(→ `ν`ντ`ν`ντ) de-
cays is relatively small (12.4%). The H → τ`τh signature is characterised by one single light lepton (i.e.
electron or muon) and one τhad candidate. Due to charge conservation, both objects must have opposite
electric charge. The τ decay products are in general emitted collinear to the τ lepton and are high-energy
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Figure 5.5: Left: Branching ratios of the different ττ decay modes. Decay modes summarised in the H → τ`τh
(H → τ`τ`) analysis are shown in shades of red (blue). The H → τhτh decay is depicted in green. Right: Branch-
ing ratios for the different Higgs production mechanisms in the case of a Higgs boson with mass mH=125 GeV.
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because of the large mass difference between the τ lepton and the Higgs boson. This implies not only
the visible decay products, the light lepton and τhad candidate, but also the three undetected neutrinos.
Due to those neutrinos H → τ`τh events are expected to posses a significant amount of reconstructed
missing transverse energy.
The reconstruction of the invariant ττ mass provides additional information about the Higgs boson.
Its reconstruction, however, is difficult due to the undetected neutrinos, which carry a non-negligible
amount of energy from the decaying τ lepton. Mass reconstruction algorithms were developed in order
to cope with this challenge (Section 5.5).
The complete H → ττ signature also depends on the Higgs production mechanism. All production
modes exhibit different kinematic properties and result in additional jet activity in the event which effect
the kinematics of the Higgs boson and its decay products. The ggF is the dominant production mode
(see Figure 5.5b). In leading-order, no additional partons are contained in the final state. In this case, the
transverse momentum of the Higgs boson is small and the two τ leptons are emitted in opposite direc-
tions as illustrated in the left sketch in Figure 5.6. The back-to-back emission of the τ leptons forces the
neutrinos to fly in opposite directions. As a consequence, their contributions to the missing transverse
energy almost cancel, which results in a small measured missing transverse energy. However, due to
higher order QCD corrections additional partons in the final state are possible. The additional parton
hadronises and causes a recoil of the Higgs boson against the jet. As a consequence, the Higgs boson is
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Figure 5.6: Sketch of the event kinematics in the case of a Higgs boson with low transverse momentum (left) and
high transverse momentum (right).
boosted in the center-of-mass system and the transverse momenta of the τ decay products increase. In
this case, the sum of the transverse neutrino momenta does not cancel and a larger missing transverse
momentum is measured (see right sketch in Figure 5.6). Due to the increased momenta of the visible τ
decay products and EmissT they are resolved which also improves the invariant ττ mass resolution.
The VBF mechanism illustrated in Figure 2.8c is characterised by two additional jets in the final state.
The two additional jets are very suitable to tag this signal process, as they are well-separated in pseu-
dorapidity. Its topology is clearly distinguishable from other processes, so that the H → ττ analysis is
most sensitive to this mechanism.
The Higgs production in association with a vector boson is also considered a signal process in this ana-
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lysis. However, the signal categories are not optimised with respect to this particular Higgs production
mechanism. Instead, a separate analysis is dedicated to search for the SM Higgs boson produced in
this production mode and decaying into a τ pair [102]. Furthermore, the analysis is not sensitive to the
Higgs production in association with tt¯ due to its low cross-section3.
The topologies of the dominant Higgs production processes, i.e. boosted Higgs boson and VBF jets, are
exploited to define signal categories and to differentiate between signal and background processes.
5.4 Background processes in H → τ`τh searches
Processes which contribute to the background model in the H → τ`τh search can be organised in three
categories: events with a real light lepton and a real τh decay as well as events with a jet faking the τhad
candidate (jet→ τhad fake) or a light lepton faking the τhad candidate (electron/muon→ τhad fake).
In general, background events with an identical signature are difficult to separate from signal processes.
The reconstructed ττ mass is one of the best discriminators for these background processes. Event
yields for background processes with fake τhad signatures are difficult to obtain from simulations, since
the actual τhad misidentification rate in the experiment is not known beforehand. For that reason, a data-
driven method described in Section 7.3.5 was developed to estimate the fake τhad background in data.
In the following, the different background processes and their properties are briefly introduced.
• Z → ττ+jets: The Z boson decays into a fermion and its corresponding anti-fermion. Relevant
for the analysis are the decays into two light leptons (Z → ee and Z → µµ) and into two τ leptons
(Z → ττ). The Z → ττ decay represents the largest irreducible background in H → ττ searches,
since it has the same final state and similar kinematics as the signal process. The exemplary Feyn-
man graphs in Figure 5.7 show the production and decay of the Z boson. The Figures 5.7a- 5.7c
show the production of the Z boson via the QCD interaction of two partons, while Figure 5.7d
displays the electroweak production via the interaction of two vector bosons. The latter mechan-
ism is accompanied by two jets, which makes the signature of electroweak Z boson production
very similar to the VBF Higgs production signature.
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Figure 5.7: Exemplary Feynman graphs for the production and the decay of the Z boson into leptons in leading
and higher orders.
3 The ATLAS collaboration published another analysis which includes the search for this rare mode in Reference [103].
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As the H → τ`τh decay, Z → ττ events are characterised by the signature of a real light lepton
and a real τh decay accompanied by missing transverse energy. Due to the same signature as the
signal process they are difficult to distinguish from H → ττ decays. The kinematic properties
of additional jets in the final state, e.g. the difference in pseudorapidity between both leading
jets, have some discriminating power. However, the most important discriminator between both
processes is the mass difference between the Z and the Higgs boson. In order to exploit the mass
difference it is essential to reconstruct the ττ mass as precise as possible and with a small resol-
ution. In this analysis, the MMC mass reconstruction is chosen because of its good performance
(see Section 7.3.5). Since the high mass tail of the Z → ττ background overlaps with the much
smaller signal mass peak, also other variables are necessary to further separate both processes.
• Z → ee+jets and Z → µµ+jets: Z → ee and Z → µµ4 events can imitate the signal signature, if
one of the two light leptons in the final state is not reconstructed as lepton. One distinguishes two
cases sketched in Figure 5.8: The τhad candidate is either faked by a light lepton (Figure 5.8a) or
by a jet (Figure 5.8b). The background estimate differs depending on the particular object, which
is misidentified as τhad candidate. While for jet→ τhad fakes no charge asymmetry is expected,
in the case of electron/muon→ τhad fakes the charges of the selected lepton and τhad candidate
are strongly correlated, i.e. more light leptons and τhad candidate pairs with opposite charge than
same charge are expected. Further, the invariant mass reconstructed from the true light lepton and
the electron/muon→ τhad is close to the mass of the Higgs boson. These effects, charge correl-
ation and similar invariant mass, makes the case of electron/muon→ τhad fakes more difficult to
distinguish from signal. But, compared to jets, the τhad misidentification rate for muons and elec-
trons is rather low. As a consequence, only events with a jet faking the τhad candidate significantly
contribute to the H → τ`τh background. These events can be suppressed by accepting only events
with exactly one light lepton (see Figure 5.8b).
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Figure 5.8: Sketch of possible Z → `` decays which might be selected when searching for H → τ`τh signatures.
While in Figure (a) one of the light leptons (electron or muon) from the Z boson decay is misidentified as τhad
candidate, in Figure (b) a jet is misidentified as τhad candidate. In both cases, one of the light leptons originating
from the Z boson decay is correctly identified. Background events of the second kind can be reduced if one
requires one reconstructed light lepton at most in the event.
• W+jets: At the LHC, W bosons are mainly produced via quark anti-quark annihilation. Other
production mechanisms involving quark-gluon interactions contribute in NLO. As illustrated in
Figure 5.9, the production of the W boson in NLO is often accompanied by the emission of a
quark or gluon which results in additional jet activity in the final state. These processes are also
called W+jets events. The dominant decay process of the W boson with a branching ratio of
4 In the following, the notation Z → `` is introduced for Z → ee and Z → µµ decays.
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Figure 5.9: Exemplary Feynman graphs showing the production and the decay of the W boson in leading (top)
and next-to-leading order (bottom).
about 67.4% is the decay into a quark anti-quark pair. With a branching ratio of 10.9% it also
decays into a charged lepton (e, µ, τ) and a neutrino (νe, νµ, ντ). Decays of the W boson can mimic
the H → τ`τh signature by a reconstructed light lepton originating from the W boson decay
and a jet faking the τhad candidate. Due to the large decay cross-section, which is one order of
magnitude larger than for Z → `` processes, it significantly contributes to the background of
H → τ`τh searches. In particular, W+jets events are the dominant background source due to a
misidentified τhad object. Such events feature a significant amount of missing transverse energy
because of the neutrino from the W boson decay. Since in most cases the jet originates from the
hadronisation of an emitted quark, a charge anti-correlation between the fake τhad candidate and
the light lepton is found, so that slightly more fake τhad/light leptons pairs with opposite charge
than same charge are detected. One of the best ways to suppress W+jets events is a cut on the
transverse mass (Section 5.6.2). For W+jets events, the transverse mass has its maximum slightly
below the mass of the W boson, so that rejecting events with high transverse mass significantly
reduces the contamination of this background.
• Diboson (ZZ,W+W−,W±Z:) Processes in which a pair of electroweak bosons, ZZ,W+W− or
W±Z, is produced are referred to as diboson processes. Although a part of the diboson back-
ground can be rejected by requiring exactly one light lepton in the event, diboson events can still
imitate H → τ`τh signatures in several ways. Some possible decays are shown in Figure 5.10. For
example, WW decays (Figure 5.10a) can have a real lepton and τhad signature, if one W decays
into a light lepton and the other one into a hadronically decaying τ lepton. The ZZ background
(Figure 5.10b) mainly contributes if one Z boson decays leptonically. Signal and ZZ events can
look alike due to the same reasons as described above for single Z boson decays. In WZ back-
ground processes (Figure 5.10c) a jet can be misidentified as τhad candidate in similar ways as in
single W or Z decays.
Diboson events represent only a small background source for H → τ`τh searches due to its small
cross-section times branching ratio.
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Figure 5.10: Exemplary Feynman graphs for diboson processes which mimic H → τ`τh signatures.
• t t¯ and single top: Another contribution to the background in H → τ`τh searches arises from the
production of two top quarks (tt¯) or a single top. Examples for these processes are illustrated in
Figure 5.11. Each top quark further decays into a b quark from which a b jet originates and a
W boson which decays as described above. About 50% of tt¯ and single top processes contribute
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Figure 5.11: Exemplary Feynman graphs for tt¯ (left) and single top (right) processes.
to the background due to a τh lepton from one W boson decay and a light lepton from the other
W boson decay. The neutrinos from the W decay result in a non-negligible amount of missing
transverse energy. The other half of these processes contains a light lepton originating from a
W boson decay and a jet which is misidentified as τhad candidate. Only few events contribute in
which a lepton fakes the τhad candidate.
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In the case of tt¯ events, two b jets are found in the final state, which can imitate the two jets from
the VBF production mechanism of the Higgs boson. For single top events, one b jet is found in
the final state. By vetoing b-tagged jets (Section 4.3.6) in the event, the contribution of tt¯ and
single top events to the background is reduced.
• QCD events: The QCD process is a generic term for all processes in which only quarks and
gluons interact via strong interaction as e.g. displayed in Figure 5.12. Due to the hadronisation
of these partons in the final state, these events are also referred to as multijet events. The QCD
contamination results from two jets of which one is misidentified as τhad candidate and the other
as light lepton. Since the selected objects are jets they are not correlated with each other and as
consequence no charge asymmetry is expected. The amount of missing transverse energy is ex-
g
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q
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Figure 5.12: Exemplary Feynman graph for a QCD process.
pected to be small. This is due to the effect, that no neutrinos are produced in these processes and
hence only misreconstruction and resolution effects contribute. The large cross-section of QCD
processes is coped with by applying tight isolation and identification criteria within the object
selection. Although such requirements significantly reduce the size of the QCD background, it
remains a considerable background source in H → τ`τh searches.
For the various processes different modelling methods are used as discussed in Section 7.3. The com-
position of these background processes in the H → τ`τh channel is illustrated at analysis preselection
level in Section 7.2.3. It differs from the composition in the other H → ττ decay channels, where these
background events contribute by imitating other signatures depending on the τ decay mode.
The preselection level, at which events with characteristic H → τ`τh signature are selected, still show
large contributions of background processes. As already indicated, different discriminating variables
can be used to further suppress them. They employ differences in the kinematics and event topologies
compared to the signal process and are introduced in detail below.
5.5 Reconstruction of the invariant ττ mass
For the study of the H → ττ decay channel, the reconstruction of the invariant ττ mass is of high
importance in order to separate the Higgs signal from the background. In particular for the reduction
of the irreducible Z → ττ background the invariant ττ mass is essential as it is the best variable to
differentiate between both processes. The mass can be reconstructed in several ways. They differ in the
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treatment of the undetected neutrino momenta which have to be considered in order to fully reconstruct
the invariant mass.
5.5.1 Visible and effective mass
The visible mass mvis is the simplest way to reconstruct the invariant ττ mass. It is exclusively based on
the visible τ decay products:
mvis = (p` + pτhad)
2
with p` and pτhad denoting the four-vectors of the light lepton and the τhad candidate. Since the visible
mass does not consider the momenta of the invisible τ decay products, it is smaller than the true invariant
ττ mass and has a worse mass resolution (see Figure 5.13).
Considering that the vectorial sum of all neutrinos from τ lepton decays is given by the measured missing
transverse momentum yields the effective mass meff:
meff = (p` + pτhad + p
miss
T )
2
with pmissT =
(
EmissT
~p missT
)
.
The effective mass is a better approach than mvis, since it takes the missing transverse energy into
account. However, it is still incomplete, since the longitudinal component of ~p missT cannot be measured.
To improve the mass reconstruction other techniques have to be used which are capable of estimating
the longitudinal component.
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Figure 5.13: The reconstructed invariant ττ mass compared to the true ττ mass for the Z boson decay (left) and
Higgs boson decay (right) with mH=125 GeV. For the reconstruction different mass algorithms are used.
5.5.2 The collinear mass
Provided that the τ leptons have large momenta, i.e. are strongly boosted, the visible and invisible τ
decay products fly in a very similar direction as the initial τ leptons. This behaviour is used in the
calculation of the collinear mass [104]. In the collinear approximation, illustrated in Figure 5.14, the
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direction of the in-/visible decay products associated to the same τ lepton are assumed to be equal.
Under this assumption, the missing transverse momentum can be projected onto the directions of the
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Figure 5.14: Sketch of the H → τ`τh event kinematics in the transverse plane: In the collinear approximation,
the projection of ~p missT on the direction of the visible τ lepton decay products, illustrated in red and green, is
an estimate for the neutrino momenta. The projection is indicated by the blue arrows. The resulting transverse
momenta of the τ leptons are shown in grey.
visible light lepton and the τhad candidate. The projection is an estimate of the neutrino momentum5.
Due to the high momenta of the τ leptons it holds that the invariant ττ mass is approximately given by
m2 ≈ pτpτ(1 − cos ∆Φ(`, τhad)) .
Using geometrical relations the mass can be rewritten in terms of the visible momentum fractions
x` =
pT (`)
pT (τl)
and xh =
pT (τhad)
pT (τh)
.
The resulting collinear mass mcoll is given by
mcoll =
mvis√
x`xh
.
Although this method provides an estimate for the longitudinal component of ~p missT , it has limitations
in experimental applications. For example, if both τ leptons fly in opposite directions the projections of
the missing transverse momentum on the visible decay products are an invalid estimate of the neutrino
momenta. This can lead to non-physical solutions for the energy fractions xi and cause large mass tails
as shown in Figure 5.13.
5 In the case of the leptonically decaying τ lepton, two neutrinos are found in the final state. Hence the projection of the
transverse momentum on the light lepton direction is an estimate for the vectorial sum of both neutrino momenta.
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5.5.3 The ττ MMC mass
The missing mass calculator (MMC) [105] extends the concept of the collinear approximation and
improves the modelling of the high mass tails (see Figure 5.13). Instead of requiring the τ decay products
to be completely aligned, probability functions for the angle between the visible and invisible τ lepton
decay products are derived and considered in the mass reconstruction. The MMC delivers an accurate
reconstruction of the invariant ττ mass. The invariant mass calculated with the MMC is also referred to
as MMC mass or mMMCττ in the following.
The exact reconstruction of the invariant ττ mass requires the knowledge of six unknowns, i.e. the three
space components of the undetected momentum carried by the neutrinos from the decay of the two τ
leptons. Depending on the τ decay mode up to two additional unknowns need to be considered. They
result from τ` leptons, which reveal two neutrinos in the final state instead of one as for hadronically
decaying τ leptons.
All unknowns are put in relation by the lower system of equations
EmissT,x = pmis,1 sin θmis,1 cos φmis,1 + pmis,2 sin θmis,2 cos φmis,2
EmissT,y = pmis,1 sin θmis,1 sin φmis,1 + pmis,2 sin θmis,2 sin φmis,2
M2τ,1 = m
2
mis,1 + m
2
vis,1 + 2
√
p2vis,1 + m
2
vis,1
√
p2mis,1 + m
2
mis,1 − 2pvis,1 pmis,1 cos θν,m1
M2τ,2 = m
2
mis,2 + m
2
vis,2 + 2
√
p2vis,2 + m
2
vis,2
√
p2mis,2 + m
2
mis,2 − 2pvis,2 pmis,2 cos θν,m2 (5.5)
with EmissT,x/y being the space components of the E
miss
T vector and pvis1,2, mvis1,2, θvis1,2, φvis1,2 (pmis1,2,
mmis1,2, θmis1,2, φmis1,2) the momenta, invariant masses, polar and azimuthal angles of the visible τ decay
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Figure 5.15: Distributions of the invariant ττ mass calculated with the MMC for MC simulated H → τ`τh
(red) and embedded Z → ττ (black) events. The events passed the boosted (left) or VBF category (right) of the
H → τ`τh analysis. The figures are taken from [8].
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products (of the invisible part carried by the neutrinos). The angle between pvis and pmis is denoted as
θν,m1,2.
Although an exact solution of these equations is impossible because of its under-constraintment, one can
distinguish solutions, which are more likely than others by using additional information provided by the
distance ∆R(vis,mis) between the visible and invisible τ lepton decay products: By scanning through
different points in the parameter space different solutions for the unknown variables are found. Each
scanned point obtains a weight which depends on the probability of the calculated ∆R(vis,mis). The
probability functions which depend on the τ momentum and the decay mode are derived from Monte
Carlo simulations. Finally, the weighted invariant ττ mass is calculated for each scanned point and
filled in a histogram. The maximum value of the obtained mττ distribution is the final estimator mMMCττ .
Since the performance of the MMC algorithm is highly correlated with the resolution of EmissT , those
resolution effects are also accounted for in the kinematic scan.
For the Higgs and Z boson decays the efficiency of the MMC algorithm is above 99%. For that reason,
events failing the MMC are not further considered in the analysis of the H → ττ decay channel. The
small number of signal events, for which the MMC algorithm fails, are the result from huge fluctuations
of EmissT or other scanned variables.
In Figure 5.15, the mMMCττ distribution is depicted for H → ττ and Z → ττ events passing the H → τ`τh
analysis categories (see Section 7.2.4). The resolution which is given by the ratio between the maximum
value and the full width at half maximum is about 30%. The high efficiency in combination with the
good resolutions favours the MMC technique over the collinear approximation or other methods.
5.6 Discriminating event observables
Differences in the event topology between signal and background processes are exploited to determine
signal-enriched phase space regions. In the following, event observables are introduced which describe
characteristic properties of signal and background processes. They will be used in the analyses presented
in Chapter 7- 9. Only few observables are employed to define signal categories which mainly aim for
selecting different Higgs production mechanisms (see Section 7.2.4). The larger part of variables is used
within classifiers to reject background processes and hence increases the signal-to-background ratio.
The performance of these variables differs for the several background sources, since the two groups
of background sources, processes with a fake and true τhad signatures, have different kinematics. Some
observables are mainly suitable to reject processes with a fake τhad candidate, while others are necessary
to reject background event with true τhad signatures. A small selection of those observables is shown in
Figure 5.16. In Figure 5.16a (Figure 5.16b) the shape of the ratio between the transverse momentum of
the selected light lepton and the τhad candidate (the difference in pseudorapidity) is shown for H → τ`τh
signal and Z → ττ background events. Examples for shape differences between the H → τ`τh signal
and W → µν events are depicted in Figure 5.16c and Figure 5.16d. They illustrate the distance between
the selected light lepton and τhad candidate and the transverse mass, respectively.
5.6.1 Variables related to spin correlations
The kinematics of the light lepton and the τhad candidate is affected by the spin of the decaying boson.
While the Higgs boson is a particle with spin zero, the Z boson carries a spin of one. The different
spin causes small differences in the momentum distributions of the visible decay products and hence
provide additional discriminating power between the signal and background process. For example in
the case of a Higgs boson decay, a larger momentum difference between the visible decay products
|pT (τhad) − pT (`)| than in Z boson decays is expected. The visible energy fraction x` and xτhad as well
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Figure 5.16: Shape comparisons for some event observables in H → τ`τh decays (red) and background processes
(black): (a) the ratio between the transverse momentum of the selected light lepton and the τhad candidate, (b)
difference in pseudorapidity between the two leading jets, (c) distance between the selected light lepton and the
τhad candidate, (d) the transverse mass. In the upper (lower) plots comparisons between signal and Z → ττ
(W → µν) events are shown.
as the momentum ratio pT (`)/pT (τ) also provide some separation power due to their sensitivity to spin
correlations.
5.6.2 EmissT related observables
EmissT φ centrality
Angular relations between the selected objects are used to reduce the contributions from W+jets decays,
because in contrast to the signal process, the selected objects in W+jets events do not belong to the
same mother particle. Figure 5.17 illustrates how the angular orientation in W+jets events between light
lepton and (mis-) identified τhad candidate differs from signal processes: In Figure 5.17a the orientations
of the H → τ`τh decay products are displayed. Due to the additional jet activity in the Higgs production
the Higgs system is boosted against the jet. EmissT points in the direction of the neutrinos from both
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τ decays and is therefore expected to lie between the direction of the light lepton and the true τhad
candidate. In the case of W+jets events, illustrated in Figure 5.17b, the τhad candidate is faked by a
jet. Only one neutrino from the leptonically τ decay is present in the event so that EmissT points into
the direction of this neutrino. EmissT is not between the angle enclosed by the lepton and τhad candidate.
The EmissT φ centrality quantifies the relative angular position of E
miss
T with respect to the visible τ decay
electron/
muon
(a)
electron/
muon
(b)
Figure 5.17: Scheme of the orientation of the light lepton, the (mis-) identified τhad candidate and EmissT in the
transverse plane for (a) the H → τ`τh decay and (b) the decay of a W boson.
products. It is defined as:
C(EmissT φ) =
A(EmissT ) + B(E
miss
T )√
A(EmissT )
2 + B(EmissT )
2
(5.6)
with
A(EmissT ) =
sin(φ(EmissT ) − φ(τhad))
sin(φ(`) − φ(τhad)) (5.7)
and
B(EmissT ) =
sin(φ(`) − φ(EmissT ))
sin(φ(`) − φ(τhad)) . (5.8)
According to its definition the variable has its maximum value of
√
2, if EmissT lies centrally between the
visible τ decay products. A value of one corresponds to the case, in which EmissT is perfectly aligned
with one of the visible decay products. For real ττ topologies 1 < C(EmissT φ) <
√
2 is expected. If
the EmissT φ centrality is smaller than one, E
miss
T is not enclosed by the visible τ decay products. Hence,
processes with jets faking the τhad candidate are expected to have C(EmissT φ) < 1.
The transverse mass
The transverse mass mT (`/τhad) also makes use of the correlation between the direction of EmissT and the
visible τ decay products. It partially reconstructs the invariant ττ mass based on one of the visible τ
decay products (either ` or τhad) and the measured EmissT :
mT (`/τhad) =
√
2 · pT (`/τhad) · EmissT
(
1 − cos ∆φ(`/τhad, EmissT )
)
. (5.9)
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In W+jets events (Figure 5.17b), the angle between the lepton and EmissT is compatible large, which
results in a large mT (`) component. Hence, mT (`) is already used at analysis preselection level to
reject this background source (see Section 7.2.3). The equivalent mT (τhad), based on the detected τhad
candidate, becomes larger if the energy of a jet is mismeasured. It is suitable to reject QCD background
and is used as input for the BDT training in Section 7.6.
5.6.3 Boosted topologies
Summed transverse momentum
The sum of the absolute transverse momenta of the lepton, the τhad candidate and all jets passing the jet
quality criteria ∑
pT = |pT (τhad)| + |pT (`)| +
∑
i
|pT ( jeti)| (5.10)
is a measure of the total activity. It is expected to be smaller in cases of weak boson decays than in tt¯ or
multijet processes.
Transverse momentum of the reconstructed Higgs boson
The transverse momentum of the reconstructed ττ system is referred to as ~pT (H):
~pT (H) = ~pT (τhad) + ~pT (`) + ~EmissT . (5.11)
In the case of additional partons, produced within ggF or Drell-Yan processes, the ττ system is re-
coiled, which results in a large ~pT (H). Since the ~pT (H) spectrum for signal events is harder, it has
some discriminating power against Z → ττ background events. However, the definition of the boosted
event category6 does not only benefit from the separation power of this observable, but also from its
correlation to other observables. Due to the correlations an even better discrimination between signal
and background events is obtained. With increasing ~pT (H),
∑
ET scales up as well and so the relative
EmissT resolution is getting worse. Due to the dependence of m
MMC
ττ on the E
miss
T resolution, the relative
mMMCττ resolution improves with larger ~pT (H), which further enhances the separation power of m
MMC
ττ for
H → ττ against Z → ττ. Another observable, which exploits correlations with ~pT (H), is the distance
between the two visible τ decay products ∆R(`, τhad). For the lepton and τhad candidate originating from
τ leptons of a boosted Higgs boson decay, an angular relation is observed, whereas in processes with a
fake τhad candidate like multijet or tt¯ events the kinematics of the visible products is not directly related
with each other.
5.6.4 VBF topologies
The above discussed observables describe characteristics of boosted Higgs system independent of the
Higgs production mechanism. Higgs bosons produced via VBF form a special case for boosted Higgs
systems. Such VBF-like events are characterised by two well-separated jets with high momentum as
illustrated in Figure 5.18. The following observables use properties of the VBF topology to discriminate
between signal and background.
6 Besides other requirements pT (H) has to exceed 100 GeV. For further details see Section 7.2.4.
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Figure 5.18: Event display of an VBF-like H → τ`τh event: The electron originating from the τ decay is illustrated
as blue track, while the visible decay product of the hadronically decaying τ lepton is represented by a green track
and the yellow cluster. The direction of EmissT is indicated by the dashed line. The two turquoise cones visualise
the two VBF jets. The figure is taken from [106].
Total transverse momentum
A suitable variable to measure additional activity in VBF-like events and to reject QCD background is
ptotT . It is defined as the vectorial sum of the visible decay products, the two leading jets and ~E
miss
T :
ptotT = |~pT (τhad) + ~pT (`) + ~pT (leading jet) + ~pT (subleading jet) + ~EmissT | . (5.12)
In the case of electroweak quark scattering, ptotT vanishes, whereas for QCD events the momenta of these
objects do not necessarily balance each other.
Difference in pseudorapidity
A cut on the pseudorapidity difference of the two leading jets ∆η( j1, j2) = η( j1) − η( j2) ensures well-
separated jets. It is also used to define the VBF signal category in Section 7.2.4.
Product of pseudorapidities
The product of pseudorapidities η( j1) × η( j2) also accounts for the well-separated jets originating from
VBF processes. The product becomes negative, if the two jets are detected in opposite detector hemi-
spheres.
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` − η centrality
In VBF signal processes the direction of the Higgs boson typically points between the two jets so that
the light lepton from the H → τ`τh decay is found between these jets as well. The position of this lepton
(η`) with respect to the directions of these jets (η1 and η2) is quantified by the ` − η centrality:
Cη1,η2(η`) = exp
[
− 4
(η1 − η2)2
(
η` − η1 + η22
)2]
. (5.13)
It is defined such that it has its maximum value of 1 if η` is centrally between the two jets. If the lepton
is perfectly aligned with one of the jets, the ` − η centrality drops to 1/e. It lies below, if the lepton is
not enclosed by both jets.
η centrality
A more general definition considers that not only the lepton but also the τhad candidate is enclosed by
both VBF jets. The η-centrality is defined as the product of ` − η centrality and the τhad − η centrality:
Cη1,η2 = Cη1,η2(η`) ·Cη1,η2(ητhad) . (5.14)
Invariant dijet mass
The invariant dijet mass m j j contains information about the momenta of the two jets and their angular
correlation. Compared to multijet or tt¯ or Z → ττ processes, VBF jets are expected to have larger
transverse momenta and thus a larger dijet mass. Also contributions from diboson events can be rejected
using m j j. For example, the signature of the ZZ decay in which one Z boson decays into two τ leptons
and from the other two jets originate is very similar to the H → ττ decay in which the Higgs is produced
via VBF. But the invariant dijet mass is about the mass of the Z boson.
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CHAPTER 6
Modelling of Z → ττ processes using
data-driven methods
The correct modelling of background processes is one of the essential ingredients of the H → ττ
analysis, because its experimental sensitivity relies on the study of fairly complex event signatures in-
volving not only observables related to the Higgs candidate, but also global observables. For example,
the missing transverse momentum serves as one of the inputs for the reconstruction of the MMC mass
(see Section 5.5.3), which amongst others serves as a multivariate classifier for signal extraction, see
Section 5.5.3.
Especially the modelling of the Z → ττ process1 - the largest irreducible background - is of huge im-
portance for the analysis. Dedicated measurements in ATLAS [107–109] have illustrated, that current
Monte Carlo simulations of Z+jets events do not correctly model the data. Hence, a data-based estimate
is favoured to reduce potential effects due to mismodelling in MC and detector simulation. However, it
is difficult to obtain sufficiently pure Z → ττ samples from data, since such events cannot be selected
without also including events from other background processes, in which e.g. jets are misidentified as
τhad leptons. More important, it is conceptually impossible to select a signal-free sample. As illustrated
in Figure 6.1, the Higgs signal overlaps with the right tail of the Z mass peak, which makes it impossible
to separate both processes. Nonetheless, this particular region must be well modelled.
The embedding method [9] offers the possibility to still model Z → ττ events in a largely data-driven
way, exploiting that the kinematics of Z → µµ decays are - apart from the difference in mass between
the muon and the τ lepton - the same as for Z → ττ decays. In contrast to Z → ττ events, Z → µµ
decays can be selected with high purity from data and due to the small muon mass the branching ratio of
H → µµ decays is several magnitudes smaller compared to H → ττ decays. For that reason, the signal
contamination is negligible.
Using the muon four momenta of selected Z → µµ events, a Z → ττ with identical kinematics is simu-
lated. Afterwards the detector response of the original Z → µµ decay is removed from the original event
and replaced by the corresponding information of the simulated decay. The combination of both events
takes place on cell and track level. In a final step, the hybrid event, which is referred to as embedded
event, has to be re-reconstructed.
Embedded events have the advantage, that except for the simulated τ lepton decays, the kinematics
of Z+jet events as well as underlying and pileup events are directly taken from data. The embedding
1 In the following, the simplified notations Z → ττ and Z → µµ are used for Z/γ∗ → ττ and Z/γ∗ → µµ processes.
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Figure 6.1: Invariant ττ MMC mass in the boosted Z → ττ control region. In order to show the overlap with
the signal (red) the cut on the MMC mass is removed. The Z → ττ background is illustrated in blue. All other
background processes are summarised in "others". The figure is taken from [9].
technique has been developed based on Z → µµ MC simulations before the first data taking period of
the LHC [110–112]. While embedded events served as cross-checks in early analyses, with time it has
become an important ingredient for Higgs analyses in ττ final states [113–115] including the recent
H → ττ analysis (see Chapter 7 and 8). Its range of application has also been extended to single τ pro-
cesses, e.g. searches for charged Higgs boson [116, 117] and analysis of W → τν [118, 119] decays.
During its application in various analyses a deeper understanding of the method was obtained which
results in technical improvements as well as derivation of embedding specific systematic uncertainties.
In particular, in the context of this thesis, further corrections and tools have been developed, which allow
an almost standalone validation of the method. As later shown, these tools can also be used in the fu-
ture to better estimate embedding-related uncertainties. Further, the effect of muon final state radiation
on embedded events was quantified, demonstrating that these effects are covered by embedding-related
uncertainties.
The performed studies were published in [9], to which this chapter mostly refers to. The analysis of the
H → ττ decay channel in Chapter 7 and 8 strongly benefit from the presented results discussed below
and mainly drove the developments of the embedding technique within this thesis.
This chapter gives a detailed description of the embedding procedure and its validation: In Section 6.1
the embedding algorithm and its sub-steps are explained. Section 6.2 lists the various samples and
selections for validation purposes. The discussion of embedding-specific properties distinguishing em-
bedded samples from standard MC such as corrections applied to embedded events follows in Sec-
tion 6.3 and 6.4. After the discussion of systematic uncertainties related to the embedding technique in
Section 6.6, the validation of this technique is shown in Section 6.7. The performance of the embedding-
specific corrections is discussed in Section 6.8. The last Section 6.9 suggests a further improvement of
the method which might be useful for future applications.
If not otherwise stated this chapter focuses on the technical realisation and validation of embedded
samples based on 2012 data recorded with
√
s =8 TeV and used in the SM H → ττ analysis.
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6.1 The Embedding procedure
The embedding technique can be subdivided into five consecutive steps: After the selection of Z → µµ
input events, a Z → ττ decay with identical decay kinematics as the corresponding Z → µµ decay is
generated and simulated. In the next step, the simulated event is merged with the input data event by
replacing cells and tracks, which belong to the muons in the original event with the simulated τ decay
products. Finally, the merged hybrid events have to be re-reconstructed, which implies the complete
standard ATLAS reconstruction except for hits. Starting from the ESD format, all steps of the procedure
are performed at the level of reconstructed tracks and calorimeter cells. In the following, the individual
steps are described in detail according to the flowchart in Figure 6.2. Although the concept of the method
corresponds the description below, the actual technical realisation is more complicated: The increasing
amount of data taken, and therefore the larger number of embedded events has made it necessary to
restructure the individual steps in order to exploit the available computer resources in a more efficient
way during productions. The technical realisation within the ATLAS production setup is summarised in
Appendix A.
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• 1) Selection of Z → µµ input events:
In order to obtain a rather pure Z → µµ input sample with low background contamination,
events have to pass several requirements listed in Table 6.1. The event has to be triggered by
at least one of the two chosen muon triggers. The choice of the muon triggers is driven by the
trigger selection and pT thresholds used in the analyses in Chapter 7 and 8. The single muon
trigger EF_mu24i_tight triggers events with one isolated muon with transverse momentum of
pT > 24 GeV, whereas the di-muon trigger EF_mu18_tight_mu8_EFFS requires two muons with
pT >18 GeV (8 GeV). The event has to contain at least two combined STACO muon candidates
passing track quality criteria, which are provided by the muon performance group [80]. Muons
also must have non-zero charge, |ηµ| < 2.5 and pT >15 GeV. For each event, all possible pairs
of oppositely charged muon candidates with a common vertex are formed, where the transverse
momentum of the leading candidate is required to exceed 20 GeV. Only events, that contain at
least one such pair with an invariant mass mµµ larger than 40 GeV, are selected and the muon pair
with mµµ closest to the Z boson mass is chosen as the Z → µµ candidate. For the skimming of
7 TeV data no triggers are required and the momentum of the leading muon has only to exceed
15 GeV.
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√
s =8 TeV
√
s =7 TeV
Trigger EF_mu18_tight_mu8_EFFS || EF_mu24i_tight not required
GRL Not required Required
Muons At least two combined STACO muons with q = ±1e and |η| < 2.5
Requirements on hits in the ID
Following the recommendations of Muon performance group [80]
pT (µ1)>20 GeV , pT (µ2)>15 GeV pT (µ1) pT (µ2)>15 GeV
I(ET , 0.2)/pT <0.2
Combination Originating from same vertex
of muons mµµ>40 GeV
qµ1 ∗ qµ2 < 0
Table 6.1: Selection requirements for Z → µµ data events used for the embedding technique.
• 2a) Generation of Z → ττ decays:
In the next step, a Z → ττ decay with identical kinematics as the original Z → µµ decay is
generated. The muons and the reconstructed Z boson are written in an ASCII file in HEPEVT
format, which contains the particle’s four momentum, production or decay vertex (in case of the
Z boson), information about possible daughter or mother particles and its particle identification
number. To declare the Z → µµ decays as Z → ττ decays the particle identification number of
the muons is changed to that of the τ lepton and their four momenta is corrected by the factor√
E2µ − m2τ
|~pµ| (6.1)
in order to account for the difference in mass between both leptons. Next, the obtained Z → ττ
decay kinematics is handed over to TAUOLA [120] and PHOTOS [121] to generate the τ decay.
Whereas the τ polarisation and spin correlation are correctly taken into account by TAUOLA the
polarisation of the Z boson depends on the initial parton configuration which is not accessible in
collision data. For that reason, TAUOLA assumes an average polarisation of zero and assigns
a random helicity of ±1 to each Z boson. To account for the non-zero average Z polarisation,
weights are obtained by the TauSpinner program [122–124] as described in Section 6.5.
• 2b) Kinematic filter:
Z → ττ decays are generated based on physical probability distributions of the decay kinematics.
As a consequence, many generated τ decay products, namely the visible part of hadronically de-
caying τ leptons and leptonically decaying τ leptons, cannot pass the selection criteria of physics
objects in the H → ττ analysis. The available background statistics is therefore significantly
reduced in signal sensitive regions. To increase the statistics in these regions, a kinematic filter
is implemented at generator level. For each Z → µµ input data event, it generates 1000 Z → ττ
decays with different kinematic configurations of the τ decay products. These configurations cor-
respond to the physical probability distributions. For each of those Z → ττ decays, the filter tests
whether the transverse momenta of the visible τ decay products exceed certain threshold values.
These thresholds are driven by cut values, used for leptons in the H → ττ analysis. The first event,
passing the filter thresholds, is the only event handed over to the ATLAS simulation and finally
embedded into the input data event. The results of the other iterations are used to calculate the
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filter efficiency for each event. The particular choice of the filter thresholds and the resulting filter
efficiencies are discussed in Section 6.3.1. Using the filter causes a kinematic bias as illustrated in
Figure 6.3. This bias is corrected for by evaluating the calculated event-by-event filter efficiencies
and applying these as weights to the event.
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Figure 6.3: Comparisons of τ-embedded events on generator-level: (a) τhad transverse momentum and (b) the
summed transverse momenta of all neutrinos. (Un-) filtered events are shown in blue (red), events with applied
filter weights in black. The lower ratio illustrates the relative deviation of the corrected distributions from the
unfiltered ones. The error band (bars) correspond to the statistical uncertainty from the unfiltered (filtered) events.
The figures are taken from [9].
• 3) Simulation of Z → ττ decays
The resulting Z → ττ decay, which corresponds to a standard event generator output like PY-
THIA, is processed with the standard ATLAS detector simulation, digitisation and reconstruction.
In order to prevent possible double counting in the merging step, the simulation of the calorimeter
noise is disabled. The resulting simulated event contains only the pure Z → ττ decay without
underlying and pileup events and is therefore referred to as mini event in the following.
• 4) Merging of simulated Z → ττ and Z → µµ data event
The signature of the Z → µµ decay in the input event needs to be removed and replaced by the
corresponding tracks and cells of the simulated Z → ττ decay. In order to remove the calorimeter
cells associated with the muons of the original event, a Z → µµ decay with the same kinematics
as the input event but without underlying and pileup event is simulated. The simulated cell ener-
gies are subtracted from the corresponding cells in the data event and all calorimeter cells of the
simulated Z → ττ mini event are copied into the data event. The simulated tracks of the τ decay
products are copied as well. These copied tracks and cells are the only part of the hybrid event,
which is simulated and therefore the event properties are still very close to data conditions.
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• 5) Re-reconstruction of the hybrid event
In the final step, the standard ATLAS reconstruction needs to be applied to the hybrid event, be-
cause the combination of the event information at the level of fully reconstructed physics objects
is insufficient. For example, the identification of hadronic τ decays depends on the details of the
calorimeter response. Also, the calculation of EmissT is potentially influenced by additional calor-
imeter energy depositions. By re-running the reconstruction algorithms, all physics objects are
recreated except for tracks and cells, from which the reconstruction starts. In common applica-
tions, particle tracks are reconstructed based on detector hits. In the re-reconstruction this track
reconstruction is impossible due to missing hit information. However, corresponding effects are
negligible in the phase space of H → ττ analysis. For that reason, starting the reconstruction
from tracks and cells is sufficient for the embedding procedure.
The event displays in Figure 6.4 illustrate the three main steps of the procedure: A selected Z → µµ
input event, the corresponding mini event, in which one τ lepton decays hadronically and the other one
into a muon, and the finally merged embedded Z → ττ event.
(a) (b)
(c)
Figure 6.4: Event displays of (a) a Z → µµ input event selected from data, (b) the corresponding simulated
mini event with one hadronically decaying τ lepton and the other decaying into a muon such as (c) the merged
embedded Z → ττ event. The figures are taken from [9].
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6.2 Dedicated validation samples and selection
The simulated Z → ττ MC reference sample as well as the Z → µµ MC input sample are produced
according to the description in Section 7.1. Embedded Z → ττ or Z → µµ events are generated as
described in Section 6.1. The τ decays are simulated with Tauola [120], while the photon radiation
from charged leptons is provided by Photos [121]. From simulated Z → µµ MC or collision data events
the following embedded samples are obtained:
• τ-embedded data: Muons from Z → µµ collision data are replaced with τ leptons from simulated
Z → ττ decays. These are the standard event samples used in the H → ττ analysis to model the
Z → ττ background. They are based on the full 2011 and 2012 ATLAS dataset and validated in
dedicated control regions (see Section 6.7.3).
• µ-embedded data: The muons from Z → µµ input data are replaced by muons from simulated Z →
µµ decays. Those events provide a tool to study systematic effects of the embedding procedure
in comparatively simple final states as in Section 6.7.1. Since these samples are only used for
validation purposes, they are based on a subset of ATLAS collision data which corresponds to an
integrated luminosity of 1.0 fb−1.
• re-reconstructed data: Z → µµ collision events are re-reconstructed using the same configura-
tions as for the re-reconstruction of embedded events (Section 6.7.1). These samples are used to
validate the reconstruction based on cells and tracks instead of hits.
• µ- or τ-embedded MC or re-reconstructed MC: Instead of Z → µµ collision data, Z → µµ
MC serves as input for the production of the samples mentioned above. They can be directly
compared to standard Z → µµ or Z → ττ MC and help to disentangle embedding specific effects
from imperfections of MC simulations.
• generator-seeded embedding: Effects originating from the reconstruction of the input muons and
final state radiation are studied by µ- or τ-embedded MC samples, in which the kinematics of
the embedded objects is obtained from the momenta of generator-level muons, instead of recon-
structed muons. Embedded MC events, in which the decay kinematics is based on reconstructed
momenta, are also called detector-seeded below.
For the studies in this chapter the listed samples have to pass one of the following sets of criteria. In
all cases, standard quality criteria described in Section 7.2.3 are applied to ensure a fully operational
detector and well-reconstructed events.
• Z → µµ selection:
Collision events are selected using a combined dimuon trigger with pT thresholds of 18 GeV
for the leading muon and 8 GeV for the sub-leading muon or a single-muon trigger (pT (µ) >
24 GeV). Only events with at least two good-quality muons are accepted if the leading (sub-
leading) muon fulfils pT (µ) > 20 (15) GeV. Both muons must be isolated in the ID, which is
ensured by requiring the scalar sum of other track transverse momenta in an isolation cone of size
∆R = 0.4 to be smaller than 20% of the muon transverse momentum (I(pT , 0.4)/pT (µ) < 0.2).
Only events containing at least one such opposite-charge muon pair with an invariant mass mµµ >
40 GeV are considered.
• Z → ττ selection:
To enhance the available statistics for validation purposes, Z → ττ events only have to pass the
H → ττ analysis preselection described in Section 7.2.3.
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6.3 Special properties
With regard to most analysis aspects, embedded events can be treated as common ATLAS data. How-
ever, there are some special properties and limitations of embedded events which need to be considered.
• The selection of Z → µµ input events introduces a bias due to trigger and reconstruction efficien-
cies. In particular, these efficiencies have impact on the selection of low pT leptons, which play
an important role in the H → τ`τ` channel. In order to account for that, correction factors are
derived and applied, as documented in Section 6.4.
• Since the embedding procedure is based on tracks and cells, the trigger response of the hybrid
event cannot be simulated. Such a simulation would require hit level information. The missing
trigger responds with respect to the analysis trigger selection needs to be evaluated by paramet-
rising the measured trigger efficiency in data. They enter the analysis as additional correction
factors for the embedded events.
• Although Z → µµ events are selected with high purity, the selected input samples are still con-
taminated by other processes like tt¯ or diboson events. To estimate the contamination the num-
ber of tt¯ and diboson in the VBF and boosted signal region containing two truth τ leptons with
pT (τ1) >20 GeV, pT (τ2) >15 GeV, |η|τ1,τ2 < 2.5 and invariant mass mττ>40 GeV is determined.
While 4.1% (11.9%) of diboson events in the VBF (boosted) signal region survive the truth τ
selection, 6.3% (9.2%) of tt¯ events pass the selection as well. To avoid double counting in the
final background model, these events are vetoed.
• The kinematics of the embedded Z → ττ decay are derived from reconstructed muons implying
that the truth kinematics of the Z decay are folded with the resolution of the muon reconstruction.
In addition, the final state radiation of the selected input muons affect the kinematics of the em-
bedded objects as well. These effects are conceptually unavoidable and cannot be separated when
embedding leptons in Z → µµ data events. However, by using Z → µµ MC events as input, both
effects can be studied separately, as documented in Section 6.7. Those studies confirm, that the
effects are small.
• Although most of the event topology is taken from data, the embedded τ lepton is still taken
from MC simulation and consequently systematic uncertainties related to the MC description of
τ decays as well as the corresponding detector response have to be considered.
• Potential systematic uncertainties related to the procedure itself have been studied and are also ad-
dressed in the analysis. Embedding specific uncertainties, which are considered in Run 1 analyses
are summarised in Section 6.6.
• The re-reconstruction based on tracks instead of hits might bias the track reconstruction of had-
ronic τ decays in the presence of pileup. The corresponding systematic effect is discussed in
Section 6.6.1.
• The number of faked τ leptons in τ embedded events differs from standard Z → ττ MC. In only
1% of the cases, the selected light lepton and hadronically decaying τ lepton are not matched to
a true τ lepton, while this is the case for 2.79% of Z → ττ MC events. The misidentification rate
is lower in embedded events due to preselection of high momentum muons and the usage of the
kinematic filter, which ensures that the τ decay products survive the kinematic analysis thresholds.
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This difference is compensated in the H → ττ analysis by normalising embedded events to data
in a dedicated region and by the fake background model.
• Depending on the use case the normalisation of embedded samples to data, MC or an absolute nor-
malisation is preferable. For the SM H → ττ analyses, embedded samples are normalised to data
(see Section 7.3.1), while for searches for Higgs bosons of the Minimal Supersymmetric Standard
Model (MSSM) [125] an absolute normalisation is preferable, because obtaining a signal free Z
control region is not possible due to low mass signal samples. The possibility of normalising
embedded events absolutely has been tested within the MSSM analysis [126]. While the normal-
isation to data has been proven to be reliable, for an absolute normalisation, several efficiencies
needed to be accounted for: Starting from lepton universality (i.e. assuming the branching ratios
of Z → ττ and Z → µµ decays to be equal), the branching ratios for the different τ decay channels
need to be considered as well as the efficiency and purity of the Z → µµ input selection. Further,
one needs to estimate the cut into the ττ phase space due to µµ acceptance cuts. For example one
has to consider the different isolation requirements for muons and τ leptons.
• The size of embedded samples is naturally limited by the number of available Z → µµ events in
collected data. In particular, in the high BDT bins the number of embedded events is a statistical
limiting factor. The available sample size of embedded events can be enhanced by the usage of
the kinematic filter (see Section 6.3.1).
6.3.1 Efficiencies of the embedding technique
The size of τ-embedded samples is limited by the number of input Z → µµ MC or data events. The
number is further reduced due to the selection of Z → µµ events. Testing the skimming efficiency on
Z → µµ MC results in a loss of about 54% of Z → µµ events, which are no longer available for val-
idation purposes. For the embedding of Z → µµ collision data, however, the skimming is necessary in
order to reduce background contaminations. Further, events are rejected due to the analysis thresholds
on the kinematics of embedded objects. The percentage of simulated physics objects, which are below
Truth visible object Analysis threshold Fraction of objects passing threshold
τhad pT (τhad) >20 GeV 66.9±0.9%
Muon pT (µ) > 26 GeV 24.0±0.6 %
Electron pT (e) > 26 GeV 36.2±1.0%
µτhad 16.1±1.1%
eτhad 24.2±1.3%
Table 6.2: Fraction of visible simulated τ decay products and embedded events passing the analysis pT thresholds.
the analysis thresholds is given in Table 6.2, showing significant losses of embedded events only due
to kinematics of random TAUOLA Z → ττ decays. The kinematic filter helps to enhance the statist-
ics of events passing analysis thresholds by requiring the simulated visible τ decay products to exceed
pT (e) >18 GeV (pT (µ) >15 GeV) and pT (τhad) >15 GeV. The values are driven by the thresholds of the
lepton-τ triggers EF_tau20Ti_medium1_e18vh_medium12 and EF_tau20_medium1_mu15. Events below
these thresholds are forced to be regenerated by the filter, which increases the number of embedded
events used within the analysis. Since events selected by the lepton-τ trigger are, however, not con-
sidered in the analysis, the kinematic filter could have been further optimised by adjusting the thresholds
2 The naming convention is introduced in Section 7.2.
83
6 Modelling of Z → ττ processes using data-driven methods
to the requirements of the single lepton trigger EF_mu24i_tight andEF_e24vhi_medium1, respectively.
The distribution of the transverse momentum of the truth muon after H → τ`τh objects preselection
(Figure 6.5) shows, that 47% of the events are below the single lepton trigger threshold and hence not
used for analysis. Prospective studies showed that if the thresholds of the kinematic filter are increased
to 24 GeV a gain in statistics by a factor of about 2.8 is achieved. In this thesis, however, the lower
thresholds (pT (e) >18 GeV, pT (µ) >15 GeV, pT (τhad) >15 GeV) are used3. For future applications
the thresholds of the kinematic filter should be revisited in order to ensure that the maximal possible
statistics for τ embedded events is obtained.
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Figure 6.5: Transverse momentum of the truth muon after object preselection. The threshold of the muon trigger
is indicated by the red line. All events below this threshold are not used for the analysis.
6.4 Embedding-specific corrections
Some of the above mentioned properties of embedded events require embedding-specific corrections.
These corrections concern the bias due to the selection of Z → µµ input events, effects due to the missing
trigger information and polarisation effects. The following section explains how these correction factors
are derived. Their impact on the shape of analysis relevant distributions is discussed in Section 6.8.
6.4.1 Muon selection efficiencies
The selection of Z → µµ input events is subject to trigger and reconstruction efficiencies of input muons
and hence biases the kinematics of the simulated Z → ττ decays. To account for both effects, the
embedded objects are weighted by the inverse product of the corresponding efficiencies. The trigger
efficiencies for single and di-muon trigger are derived separately for different data taking periods in bins
of η and muon pT . An example for the single muon trigger efficiency is given in Figure 6.6. The muon
reconstruction efficiency is a function of η and muon pT . It is shown in Figure 6.7.
3 By using lower filter thresholds more flexibility in the design of the H → ττ analysis was obtained.
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(a) (b)
Figure 6.6: Efficiencies  of the EF_mu24i_tight trigger in period H-L as a function of transverse momentum pT
(left) and pseudorapidity η (right) of the muon. The figures are taken from [127].
(a)
Figure 6.7: Reconstruction efficiencies of muons as a function of transverse momentum and pseudorapidity of
the muon. The figure is taken from [127].
6.4.2 Trigger emulation correction
Since the trigger response of the hybrid event is not simulated, the trigger efficiencies are taken from
respective trigger performance groups, which evaluate the efficiencies by parametrising the measured
trigger efficiency in data. The remaining differences between emulation and regular offline trigger treat-
ment are corrected for by another weight, which is obtained from standard ATLAS Z → ττ MC. This
weight is derived from shape comparisons between the transverse momentum of τ decay products (elec-
tron, muon and τhad), using the offline trigger treatment and the trigger emulation. These weights, shown
in Figure 6.8, are calculated for the eτhad and µτhad channel separately in bins of pT (τhad) and pT (`). This
additional correction accounts for imperfections of the trigger emulation like missing trigger-matching.
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Figure 6.8: Trigger emulation corrections as function of pT (τhad) and pT (`) for eτhad (left) and µτhad (right)
channel.
6.4.3 The B-layer correction
The B-layer correction is temporarily necessary due to incorrect information about the expected hit in
the B-layer in the latest produced samples of Z → ττ decays embedded in Z → µµ collision data
at
√
s =8 TeV: Although the information, whether a B-layer hit is correctly simulated for the em-
bedded muon and electron objects, the information is overwritten and always set to true during the
re-reconstruction. Since this bug concerns ATLAS tools in a certain software release, this correction
is not related to the embedding method itself and won’t be necessary in future applications. For the
H → ττ analysis the incorrectly stored information results in inconsistencies to standard MC and colli-
sion data, in which certain B-layer requirements are only applied if a B-layer hit is indeed expected. For
each embedded muon or electron object the corresponding B-layer correction weight is obtained from
the map given in Figure. 6.9. It shows the reciprocal efficiency of requiring a B-layer hit, when none is
expected, in bins of η and φ.
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(a) (b)
Figure 6.9: B-layer correction for electrons (left) and muons (right) as a function of the η and φ of the electron
and muon, respectively. The figures are taken from [127].
6.5 The TauSpinner tool
The polarisation of the τ leptons pτ and Z boson influences the kinematics of τ decay products and hence
needs to be correctly modelled. The TAUOLA program assigns the correct polarisation to τ leptons and
spin correlations. The ratio between positive and negative polarised τ leptons, originating from Z/γ∗
decays, depends on the probability
pZτ =
dσ
d cos θ (s, cos θ, pτ = 1)
dσ
d cos θ (s, cos θ, pτ = 1) +
dσ
d cos θ (s, cos θ, pτ = −1)
(6.2)
with
dσ
d cos θ
(s, cos θ, pτ) = (1 + cos2 θ)F0(s) + 2 cos θF1(s) − pτ[(1 + cos2 θ)F2(s) + 2 cos θF3(s)] (6.3)
where cos θ is the scattering angle of τ leptons, s the squared center-of-mass energy of the hard process
and Fi(s) the form factors as function of the initial and final state couplings of fermions to the Z boson.
To calculate the probability pZτ , the flavour of the incoming partons must be known. Whereas common
generators like PYTHIA provide this information, the configuration of incoming partons is unknown
in embedded events. For that reason, TAUOLA assumes an average pZτ , which is equal to p
Z
τ (cos θ =
0). However, the correct pZτ can be stochastically restored by the TauSpinner tool [122–124] which
determines the initial state configuration in four steps:
• Calculation of invariant Z/γ∗ mass
• Calculation of scattering angle cos θ in the ττ rest-frame
• Determination of fraction of momenta taken by partons
• Make probabilistic choice to assign flavors to the initial quarks and the sign of the scattering angle
Using this information, pZτ is obtained as the weighted average over all possible initial quark configura-
tions. The final output of the TauSpinner program is a spin weight, calculated for each event separately.
The embedding is one of the main applications of the TauSpinner tool. But TauSpinner can also be
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used to remove tau spin effects from samples with generated spin effects and to change spin effects in
samples, which are generated with a certain τ polarisation to other spin configurations, e.g. Z/γ∗ → H.
To validate the TauSpinner tool two standard Z → ττ MC samples are generated with and without spin
effects and the shape of the truth visible ττ mass spectrum is compared with each other (Figure 6.10a).
After applying TauSpinner (Figure 6.10b), both samples match each other. TauSpinner weights are then
applied to the second sample and compared with the first one, see Figure 6.10.
(a) (b)
Figure 6.10: Distribution of the truth visible ττ mass in the H → τ`τh channel for τh → piν. Left: Comparison
of polarised (red) and unpolarised (black) Z → ττ MC; Right: Comparison of polarised (red) and unpolarised
Z → ττ MC corrected with TauSpinner (black). The figures are taken from [127].
6.5.1 Influence of TauSpinner weights on Z → ττ embedded events
The size and the direction of the TauSpinner correction in embedded events depend on the τ lepton decay
mode and therefore on the three H → ττ analysis channels. In all channels, TauSpinner corrections are
small compared to other corrections. Comparing the impact of this correction between the channels, the
largest effect is observed in the H → τ`τ` channel, in which the visible mass spectrum becomes harder
after applying TauSpinner. The size of the correction increases for high masses and reaches values of
about 10-15%. The direction of the correction changes in cases of the H → τhτh channel and reaches
values of about 10%. The smallest polarisation effects are observed in the H → τ`τh channel as shown
in Figure 6.11a. In this case, effects due to hadronic and leptonic τ decays cancel. Since the visible
mass spectrum in Figure 6.11a considers all hadronic τh decays and not only the decay of τh → piν
as in Figure 6.10a, the direction of the correction is switched. Also other quantities like the invariant
ττ MMC mass in Figure 6.11b are only slightly influenced by spin weights, so that compared to other
effects the polarisation is negligible in this particular channel.
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Figure 6.11: Comparison of τ-embedded events in the H → τ`τh channel with (black) and without (red) TauS-
pinner weights applied. All possible (hadronic) τ-decay channels are considered: (a) visible ττ mass (b) invariant
ττ MMC mass.
6.6 Systematic uncertainties
For the presented analysis in Section 7, two embedding-specific uncertainties have been identified:
• The isolation requirement, used to select Z → µµ events, influences the environment of the em-
bedded τ object. It has also impact on the background contamination from µµ final states with
non-prompt muons. To estimate the effect the nominal isolation requirement I(pT , 0.2)/pT (µ) <
0.2 is either tightened to I(pT , 0.4)/pT (µ) < 0.06 and I(ET , 0.2)/pT (µ) < 0.04 or removed com-
pletely.
• The cell energy, associated to the input muons, is removed by subtracting deposited energies in
corresponding cells of simulated Z → µµ decays with the same kinematics. This estimate res-
ults in potential large uncertainties, which are accounted for by varying the simulated energy
deposition before subtraction by ±20% (±30%) for data recorded with √s =8 TeV (√s =7 TeV).
The choice of the amount of the energy to be varied had to be made before the production of
τ-embedded data events, used for the analysis, and was confirmed to be reasonable by oppos-
ing the lepton isolation in τ-embedded data events to standard Z → ττ MC, e.g. as shown in
Figure 6.12. The relative calorimeter isolation differs between τ-embedding and standard MC.
However, varying the subtracted energy by ±30% as demonstrated in Figure 6.12a covers indeed
remaining differences. Based on the good coverage due to the cell-related systematic uncertainty,
the varied energy was reduced to ±20% for later data-taking periods at √s =8 TeV (Figure 6.12b).
The validity of the ad-hoc choice is also confirmed by comparisons based on τ-embedded Z → µµ
MC events. The latter comparison is more significant since it only involves pure MC events and
hence potential effects due to differences between simulated cell energies and cells from collision
data do not interfere.
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Figure 6.12: Relative calorimeter isolation of standard Z → ττMC in light blue compared to nominal τ-embedded
data events in red at
√
s =7 TeV (left) and
√
s =8 TeV (right). The triangles correspond to the upward/downward
variation of the subtracted cell energy, the green (dark blue) circles to tight (no) isolation.
The described variations are produced in parallel for all embedded samples summarised in Section 6.2.
The different datasets are used to validate the embedding procedure and the embedding-specific system-
atic uncertainties. Other potential sources of systematic uncertainties were studied and found to be small
compared to the recent used systematics (see Section 6.6.1). In case of validation studies, the systematic
variations are normalised to the default samples in order to absorb differences in selection efficiencies,
e.g. due to tighter muon isolation requirements. The remaining shape uncertainties are symmetrised
for each of the two systematic uncertainties to the larger variations, which particularly compensates
for the non-symmetric isolation criteria. In Figure 6.13 the absolute calorimeter and mMMCττ mass are
shown, illustrating the influence of the embedding specific uncertainties on the shape of the nominal
Z → ττ embedded sample. In contrast to the cell subtraction systematic uncertainty the muon isolation
has a small effect. In particular dropping the muon isolation requirement, which is done for the down
variation, has no visible impact compared to the nominal. This is due to the rather strong isolation re-
quirements used in the analysis (I(pT , 0.4)/pT < 0.06 and I(ET , 0.2)/pT < 0.06), which already reject
most of the non isolated events.
6.6.1 Further sources of systematic uncertainties
Besides the two embedding-related uncertainties, described above, further possible sources have been
investigated. These further uncertainties turned out to be negligable in the context of the H → ττ
analysis in Run 1. As discussed in Section 6.3, modifications of the input muon kinematics due to
detector resolution or final-state radiation are unavoidable effects of the procedure and therefore could
be considered as more fundamental sources of systematic effects. Although they do not directly enter,
neither the muon isolation variation, nor the varied subtracted cell energy, their impact is expected to be
correlated with these variations and indeed found to be small in comparison (see Section 6.7.3). Other
potential sources of systematic uncertainties are the shower models used for the simulation of Z → ττ
decays or the composition of one and three prong τ decays as discussed below.
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Figure 6.13: Effect of systematic variations on (a) the calorimeter isolation of the selected light lepton and on (b)
the ττ invariant MMC mass. The lower ratio plots display the effect of no (tight) isolation in blue (green) as well
as the effect of scaling the subtracted cell energy by +20% ( −20%) presented as upward (downward) pointing
triangles. The red lines illustrate the nominal embedded sample. The figures are taken from [9].
Shower model
For the simulation of physics processes in the ATLAS detector, GEANT4 offers a variety of different
models, describing the interaction of particles with the detector material. GEANT4 summarises con-
sistent physics models for all particles and different energy ranges in so-called physics lists. The user
can choose between those lists and -if necessary- modify them, in order to balance the detail of mod-
elled physics processes or the modelled description and necessary CPU time. A detailed description
of various physics list is documented in [128]. Suitable models for operating at high energies are the
Quark-Gluon String (QGS) and the fragmentation model (FTF) [129]. They are combined with the Pre-
compound model (P) operating at low energies to de-excite nucleons. For primary protons, neutrons,
pions and kaons below roughly 10 GeV the Bertini cascade model (BERT) is used.
The combined physics lists QGSP_BERT and FTFP_BERT show a good performance in the ATLAS
and CMS experiment and are chosen for those as default. For the embedding QGSP_BERT is used. The
choice of the physics list for the simulation of the Z → ττ decay is another possible source of systematic
uncertainties. In order to estimate its size, another τ-embedded sample produced with FTFP_BERT is
compared to the default one. As examples, the distribution of the transverse momentum of the hadron-
ically decaying τ lepton as well as the ττ invariant mass are shown in Figure 6.14. The chosen physics
list has only a small impact on τ-embedded events. The tiny effect is clearly covered by the tau energy
scale uncertainty, which already includes uncertainties on the modelling of true τ leptons and hence is
correlated to the shower model.
Since the tau energy scale is considered as systematic uncertainty for τ embedded events and covers
shape differences due to different shower models, no additional systematic uncertainty for the shower
model is assigned to the embedding method.
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Figure 6.14: Comparison of nominal τ-embedded events and τ-embedded events simulated with the alternative
physics list FTFP. The up and down variation of the tau energy scale is shown in dark blue. The blue error band
in the ratio refers to the symmetrised up and downward variation of the nominal embedded sample with respect
to the tau energy scale.
One prong/three prong composition
Another potential source of embedding-related uncertainties arises from the usage of reconstructed
tracks from the simulated Z → ττ mini event. These tracks are not re-reconstructed in the final em-
bedding step opposed to the common ATLAS reconstruction, in which all objects of the full event are
reconstructed from hits. In the presence of pileup the track reconstruction might be biased. Although
it is assumed, that there is no impact on the larger fraction of events with one prong τhad candidates,
pileup might still influence the reconstruction of three prong τhad candidates.
To estimate the size of the effect, in Figure 6.15 the distribution of the number of τhad tracks in τ-
embedded Z → µµ MC events is compared to standard ATLAS Z → ττ MC in the boosted and VBF
signal region of the H → τ`τh analysis. Small differences in the composition of one and three prong
decays are observed, which are not quite covered by embedding-related systematics. In particular, less
three prong τ decays are observed in τ embedding than expected from standard Z → ττ MC. However,
the corresponding control plots for the Z enriched control region in Figure 6.16 demonstrate that the
composition is compatible with data within total uncertainties. The level of agreement to data is similar
for τ embedded and standard Z → ττ MC.
Despite of small visible effects it is very unlikely that they are relevant for the H → τ`τh analysis and
therefore would require to address an additional systematic uncertainty within the analysis. First of all,
the analysis categories do not separate between one and three prong τ decays. Secondly, any overall
mismodelling of efficiencies would be compensated by normalisation procedures4. Possible second or-
der effects might arise, if the one/three prong composition biases other τ-related quantities, e.g. fake
estimate or resolution: In order to test if the BDT shape used for signal extraction is influenced by the
4 Embedded events are normalised to data in dedicated region, see Section 7.3.1.
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Figure 6.15: Comparison of τ-embedded Z → µµ MC events (black) with Z → ττ MC events (red) with respect
to the ratio between one and three prong τ decays in the (a) boosted (b) VBF signal region of the H → τ`τh
analysis. The corresponding ratio plots below show the relative difference between the τ-embedded and Z → ττ
MC events. The embedding-related uncertainties are shown in grey.
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Figure 6.16: Comparison of data with the combined background model for the one/three prong track composition
in the (a) boosted and (b) VBF Z-enriched control region. The ratios show the relative difference of the data to the
total background estimate. Except for the Z → ττ background, all other background processes are summarised
and are estimated as described in Section 7.3.
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one/three prong ratio, the distributions of τ embedded events in Figure 6.15 are reweighted by 10% to
match the prediction from standard ATLAS Z → ττ MC. The reweighting is then applied to all BDT
input variables and compared to the shapes of these distributions without reweighting. No significant
impact is found.
To evaluate the effect further the complete analysis was repeated with reweighted embedded samples.
With respect to the embedding normalisation no visible effect is observed. The same holds for the final
signal strength, on which the impact of the one/three prong composition is less than <0.01% [130].
Similar checks for the H → τhτh analysis show, that the impact of the one-to-three prong ratio is below
the pruning threshold for systematics [131]. Hence, indirect systematic effects due to the composition
are negligible and no additional systematic is assigned.
6.7 Validation
Since a precise Z → ττmodelling is of high importance for the H → ττ analysis, the embedding proced-
ure has to be validated carefully. Various validation approaches have been developed in the context of
this thesis, which are based on different combinations of the event samples, documented in Section 6.2.
Each of them is suitable to validate particular aspects of the procedure and hence is an important part of
the validation. In total their results give confidence that the method works properly. Nonetheless, some
of them also show room for improvements for Run 2, e.g. tuning of the cell subtraction.
In this section the different validation methods are introduced. All distributions are normalised to unit
area unless stated otherwise.
6.7.1 Z → µµ based validation
Most parts of the embedding method can be validated without the embedding of more complex physics
objects like electrons or hadronically decaying τ leptons. For example, testing for biases introduced by
the configurations used to re-reconstruct events from tracks and cells or the removal and replacements of
cells and tracks. Hence, comparisons of Z → µµ events before and after running parts of the embedding
algorithm provide a powerful validation. Since input and output distributions are obtained from the
same events, they can be directly compared without considering caveats and external corrections listed
in Section 6.3 and 6.4. Due to the correlation the statistical error is not displayed in the following ratio
plots.
The validation described below is mainly based on Z → µµ collision data. However, the same cross
checks were also carried out using Z → µµ MC as input for the re-reconstruction and µ-embedded
events. The parallel investigation ensures that neither MC specific nor data specific effects biases the
interpretation of the obtained results.
Pure re-reconstruction of Z → µµ events
Comparisons before and after pure re-reconstructions of Z → µµ input events might be considered as a
trivial test. But the embedding is the only current use case for reconstruction based on cells and tracks
instead of hits. Thus, reconstruction based on ESDs is neither officially supported, nor centrally val-
idated within ATLAS. In the past, the ESD-based reconstruction was frequently broken by low-level
changes in the reconstruction algorithms, underlying configurations or data formats. Hence, the recon-
struction configurations in the embedding method have to be validated.
Distributions before and after re-reconstruction are not expected to be identical (even for a correctly
configured reconstruction), because of the compactification of the calorimeter information within the
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Figure 6.17: Comparison of Z → µµ data events before (blue) and after (black) re-reconstruction in terms of
transverse momentum of (a) the leading jet and (b) the leading muon. The corresponding ratio plots show the
relative difference of the distributions after re-reconstruction indicated by the black points.
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Figure 6.18: Distribution of the missing transverse energy in Z → µµ events before (blue) and after (black)
re-reconstruction: The re-reconstruction runs in the software release which is (a) dedicated for the production of
embedded samples and (b) also used to reconstruct the input Z → µµ events. The corresponding ratio plots show
the relative difference of the distributions after re-reconstruction indicated by the black points.
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ESD files [132], which is a very small effect. Indeed, when comparing distributions for a variety of
quantities of Z → µµ MC and ATLAS data before and after re-reconstruction, no significant differences
are observed, as indicated by the examples in Figure 6.17. However, there is a hint of larger tails in the
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Figure 6.19: Left: Vectorial sum of jet and cell out component of EmissT before (blue) and after (black) re-
reconstruction of Z → µµ events. Right: EmissT in τ-embedded events with (black) and without (blue) EmissT
reweighting.
distribution of missing transverse energy after re-reconstruction of both data and MC due to inconsistent
reconstruction releases of Z → µµ data.
The various ATLAS data and MC Z → µµ events in ESD format used as input for the embedding tech-
nique are reconstructed in different releases. Ideally, the re-reconstruction in the embedding setup would
run in the same software release as used for the different Z → µµ input samples beforehand. However,
due to technical reasons, the various embedding steps, i.e. the simulation and reconstruction of Z → ττ
decays as well as the re-reconstruction of hybrid events, have to run all in one software release dedicated
for the
√
s =8 TeV embedding production.
In order to confirm that the effect in the high-EmissT range originates from inconsistent production re-
leases the Z → µµ events are re-reconstructed based on tracks and cells in the software release, which
was used before to reconstruct the input Z → µµ data starting from hits (see Figure 6.18b). A good
agreement of the EmissT distribution before and after re-reconstruction is achieved. A closer study of the
EmissT components shows that the jet and cellout component are most affected by inconsistent releases.
The distribution of the vectorial sum of jet and cellout term is plotted in Fig 6.19a before and after
re-reconstruction. The distribution is plotted only for events, in which the jet component of EmissT does
not vanish, because events, which have no jet component in EmissT , do not reveal release inconsistencies.
The small effect of inconsistent releases in re-reconstruction cannot be avoided without reducing the
efficiency of the production setup5. For that reason, it is of interest to study the impact of the differ-
5 The current production setup is discussed in Appendix A, in which the consequences of different releases for different
embedding steps are also discussed.
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ence between re-reconstruction and standard ATLAS reconstruction (Figure 6.18a) on the τ embedded
samples, used to model the Z → ττ background in the H → ττ analysis. Therefore weights are derived
by a linear fit of the ratio plot of Figure 6.19a. The obtained weights wEmissT are:
• for RefJet+CellOut<20 GeV: wEmissT = 1−0.04/10 GeV·(RefJet+CellOut)
• for 20 GeV:<RefJet+CellOut <80 GeV: wEmissT = 1+0.04/60 GeV ·(RefJet+CellOut)
These weights are then applied to the τ-embedded samples with a non-zero jet component in EmissT after
analysis preselection. Finally, the reweighted missing transverse energy is compared to the nominal one.
Figure 6.19b demonstrates that the reweighting has no significant impact and thus the reconstruction of
missing transverse energy based on different re-reconstruction releases does not effect the analysis.
Embedding of Z → µµ events in Z → µµ data
Muon-embedded samples refer to events, in which the original muons are removed and replaced with
muons from simulated Z → µµ decays with identical kinematics. The muon embedding was already
part of the embedding validation in earlier analysis [112]. However, further developments improved this
validation approach significantly.
• The former muon embedding (Figure 6.20a) uses one simulated Z → µµ decay not only to subtract
the cell energy of the original muons but also to embed these simulated muons in the original
event. This method is only conditionally suitable, because the same amount of energy is added
to each cell as is subtracted from it beforehand. Hence, this former method can only be used
to test if the cell subtraction algorithm is correctly implemented. An approach, which is closer
to the actual τ-embedding procedure is preferable. The recent muon embedding (Figure 6.20b)
makes use of two simulated Z → µµ decays, which are both based on the same kinematics as the
input Z → µµ event. Whereas the first simulated decay is used to subtract the cell energies from
the original event, the muons of the second decay are embedded. Thus, this method is sensitive
to fluctuations in the estimation of the calorimeter energy of the input muons and implies cases,
where the energy subtracted from input data is larger than the actually deposited energy in the
input data cells.
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Figure 6.20: Flowchart of the old (left) and improved (right) muon embedding procedure.
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• The embedding specific systematic uncertainties are taken into account within the validation of
muon embedded samples.
• The muon embedding is repeated using Z → µµ MC in order to validate the MC embedding,
which serves as final closure test (see Section 6.7.3). Moreover, µ-embedded MC allows to study
muon resolution and radiation effects. These effects are unavoidable in data embedding. In ad-
dition, comparing results of µ-embedded data with µ-embedded MC can help to clarify whether
visible effects which might occur originate from merging data with MC instead of MC with MC.
• The direct comparison of those muon-embedded events with re-reconstructed instead of input
Z → µµ events exclude potential re-reconstruction effects, as discussed earlier.
Muon embedded events allow to investigate several aspects of the embedding technique:
The relative (I(ET , 0.2)/pT ) and absolute (I(ET , 0.2)) muon calorimeter isolation are appropriate ob-
servables to study possible distortions of the detector response close to the input muons. They are
displayed for µ-embedded data in Figure 6.21. The isolation systematic uncertainty is not shown in the
error bands, because it is obtained by varying an explicit cut on the relative calorimeter isolation and
thus is not well defined in these specific comparisons. For example in Figure 6.21a, the threshold for
tight isolated muons is given by I(ET , 0.2)/pT > 0.4. Some of the embedded events with previous tight
isolated muons are situated above this thresholds, because the embedding technique has a slight impact
on the muon isolation. As consequence, input muons, which were just below this threshold, can result in
embedded muons above it. In general, the isolation systematic becomes very large above this cut value.
The observed changes in the distributions show fluctuations in the estimated calorimeter energy, which
are not fully covered. This mainly concerns negative isolation values, which are far away from standard
isolation requirements used for the H → ττ analysis and the region above I(ET , 0.2)/pT > 0.4, where
the isolation uncertainty drastically increases.
The cell energy Efinalcell after removing the energy deposited by the muons is given by
Efinalcell = E
initial
cell − kµ · Esimulatedcell (6.4)
with Einitialcell being the cell energy in the original event, E
simulated
cell the energy in the simulated Z → µµ
event and kµ the factor by which the subtracted energy is scaled. The scale factor kµ is assumed to be
equal to one and is varied by ±20% in the corresponding systematic variation. However, the distribu-
tions of relative and absolute calorimeter isolation suggest that the default value differs from 1. So, they
can be used to optimise the default value kµ in future applications.
Jets and their kinematics are not manipulated by the method and should remain unaffected, e.g. as
illustrated for the transverse momentum of the leading jet and dijet mass in Figure 6.22.
For quantities directly related to the muon four-momenta most changes are found to be within the un-
certainties: The pT spectrum of the leading muon in Figure 6.23a shows some slight differences in its
peak, but these differences are covered by isolation uncertainties. The same holds for the distribution
of the transverse momentum of the Z boson (Figure 6.23b), in which small differences are observed
at the low end of the spectrum. Larger effects are found in particular for the dimuon invariant mass
shown in Figure 6.23c. Here, the largest deviations are observed at the Z mass, although some smal-
ler differences are also visible in the region of low mass. The impression of large uncertainties in the
tail originates from shape differences between tight isolation variation and nominal events. They are
larger in the low mass region, because pileup can contribute an almost constant term to the cell energy
deposits around the muons and the isolation efficiency depends e.g. on pT (µ). The symmetrisation of
the uncertainties further increases the impression of large uncertainties. Although not directly obvious,
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Figure 6.21: Comparison of Z → µµ ATLAS data events before (blue) and after (black) µ-embedding in terms
of (a) the relative and (b) the absolute calorimeter isolation in a cone of ∆R = 0.2. The corresponding ratio plots
below show the relative difference of the distributions after µ-embedding. The grey error band corresponds to the
cell systematic uncertainties of the µ-embedded events. The figures are taken from [9].
global observables like EmissT also depend on the muon four-momentum, because muons also enter the
EmissT calculation and hence cause small differences, see Figure 6.23d.
All these differences are expected, because the kinematics of the embedded Z → µµ events are based
on reconstructed input muons. As already mentioned in Section 6.3, the reconstructed muon momenta
are used to seed the true momenta of the embedded muon objects. Afterwards the reconstruction is
run again for the embedded hybrid event. Furthermore, it is impossible to access reconstructed muons
before they radiate, which results in a softer pT spectrum of the input muons. For that reason, they are
certainly modified by the detector resolution as well as muon final state radiation.
The source of these effects can be confirmed by using generator seeded embedded samples, in which
simulated Z → µµ events serve as input and the kinematics of the embedded (muon-) objects are de-
rived from generator level muon momenta, instead of the reconstructed information. This allows to
remove muon reconstruction and final state radiation effects from input muons, which indeed improves
the agreement in the muon-related distributions as shown in Figure 6.24: The small differences observed
before in the distributions of pT (µ), pT (Z) and EmissT in Figure 6.23 vanish. Also the agreement in the
dimuon invariant mass is improved.
Although these generator-level based studies can confirm that the observed differences result from re-
construction and final state radiation effects, both effects unavoidably enter the embedding of ATLAS
data events. For the eventual application of τ-embedding samples, those studies have to be repeated
using generator-seeded τ-embedding events. As shown later in Section 6.7.3, in contrast to generator-
seeded µ-embedding, these effects are much smaller and covered by already existing embedding-related
uncertainties. Therefore, they can be neglected.
99
6 Modelling of Z → ττ processes using data-driven methods
(leading jet) [GeV]
T
p
0 20 40 60 80 100 120 140 160 180
N
or
m
al
is
ed
 e
ve
nt
s 
/ 1
0 
G
eV
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4 µµ→Z
Data
Embedded Data
Emb. Uncertainty
ATLAS
(leading jet) [GeV]
T
p
0 20 40 60 80 100 120 140 160 180
Em
b.
/D
at
a
0.8
0.9
1
1.1
1.2
(a)
[GeV]jjm
0 50 100 150 200 250 300 350 400 450 500
N
or
m
al
is
ed
 e
ve
nt
s 
/ 2
5 
G
eV
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
µµ→Z
Data
Embedded Data
Emb. Uncertainty
ATLAS
[GeV]jjm
0 50 100 150 200 250 300 350 400 450 500
Em
b.
/D
at
a
0.8
0.9
1
1.1
1.2
(b)
Figure 6.22: Comparison of Z → µµ ATLAS data events before (blue) and after (black) µ-embedding in terms of
(a) the transverse momentum of the leading jet pT (leading jet) and (b) the dijet mass m j j. The corresponding ratio
plots below show the relative difference of the distributions after µ-embedding. The light (dark) grey error band
corresponds to the sum in quadrature of cell and isolation (cell only) systematic uncertainties of the µ-embedded
events. The figure 6.22a is taken from [9].
6.7.2 Embedding of Z/γ∗ → ee decays in Z → µµ events
The next more complex objects muons can be replaced with are electrons. The embedding of Z/γ∗ → ee
decays in Z → µµ events allows stability checks of the missing transverse momentum, since it only
involves prompt electrons in contrast to secondary electrons or muons from Z → ττ decays. Further,
in contrast to embedded Z → µµ decays, it involves the embedding of calorimeter based objects, which
can be used to study the manipulation of cell energies. Samples with embedded Z/γ∗ → ee decays
are also suitable to verify external embedding corrections related to the muon trigger and reconstruction
efficiencies (see Section 6.4.1). The Z/γ∗ → ee based approach has been recently developed [133] and
probably will be part of future validations of embedded samples.
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Figure 6.23: Comparison of Z → µµ ATLAS data events before (blue) and after (black) µ-embedding in terms of
(a) the transverse momentum of the leading muon, (b) transverse momentum of the Z boson, (c) dimuon invariant
mass, (d) missing transverse energy. The corresponding ratio plots below show the relative difference of the
distributions after µ- embedding. The light (dark) grey error band corresponds to the sum in quadrature of cell
and isolation (cell only) systematic uncertainties of the µ-embedded events. The figures 6.23a and 6.23c are taken
from [9].
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Figure 6.24: Comparison of Z → µµ ATLAS MC events (blue) and generator-seeded µ-embedding (black) in
terms of (a) the transverse momentum of the leading muon, (b) transverse momentum of the Z boson, (c) dimuon
invariant mass, (d) missing transverse energy. The corresponding ratio plots below show the relative difference of
the distributions after µ- embedding. The light (dark) grey error band corresponds to the sum in quadrature of cell
and isolation (cell only) systematic uncertainties of the µ-embedded events. Figures 6.24a and 6.24c are taken
from [9].
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6.7.3 Z → ττ based validation
The Z → µµ based validation already addresses most aspects of the embedding technique and its results
show no indication of any significant intrinsic biases introduced by the manipulation of the input event.
More direct comparisons of ττ final states are desirable in order to complementary validate the model-
ling of the Z → ττ background by τ-embedded samples. It would be preferable to compare τ-embedded
samples directly to Z → ττ samples from collision data. However, it is impossible to obtain such a
reference sample signal-free and with sufficient purity. A comparison of the τ-embedded ATLAS data
with standard Z → ττ is not a conceptually clean approach either, because in that case embedding-
specific effects due to event manipulation cannot be disentangled from imperfections in standard MC
simulations. In earlier analyses [114, 134, 135], the latter was the only possibility (besides testing the
combined background model including τ-embedded data in control regions, as e.g. in Section 6.7.3) to
validate τ embedded events. A well-defined way to further study the embedding method at ττ level is
provided by the τ-embedded Z → µµ MC events and subsequent comparisons with standard Z → ττ
MC presented in the following. These τ-embedded Z → µµ MC events serve as final closure tests of the
embedding and are used to estimate effects related to the input muons.
Input muon radiation and reconstruction effects
As discussed earlier, τ-embedded events include two effects which originate from the input muons and
by construction are unavoidable: The derived kinematics of the Z → ττ mini event is influenced by
the resolution of the reconstructed momenta of the input muons as well as their final state radiation.
Whereas these effects are clearly visible in the muon embedding (e.g. in Figure 6.23), the effect will be
certainly less distinct in the τ-embedding, because in contrast to muons τ leptons have a worse energy
resolution (about 10-20% for energies below 100 GeV [93]). Hence, muon resolution and radiation ef-
fects are partially covered by the resolution of reconstructed τ leptons.
In order to judge if these effects are indeed negligible for τ-embedding the distributions of pT (`),
pT (τhad), visible mass of the visible ττ decay products and invariant ττ MMC mass are compared in
Figure 6.25. The blue distributions depict the generator-seeded τ-embedded Z → µµ MC events. They
represent the ideal case of τ embedding, in which the kinematics of the simulated Z → ττ mini-event
are derived from the truth four momenta of the input muons before they radiate. In reality, only detector-
seeded τ embedding (illustrated in black) is accessible. An influence on the high-pT tails is observed,
which might be due to the higher accuracy of the τ momentum resolution6. In case of reconstructed ττ
final states the mass resolution is dominated by the neutrinos produced in the τ decay, so that they are
almost not affected.
All differences between both samples are covered by already existing embedding-specific systematic
uncertainties. These comparisons confirm that the two effects related to the input muons are negligible
and thus do not require to derive additional systematics. However, for future applications, it is con-
ceivable that under consideration of correlations further embedding-specific uncertainties are deduced
from these effects. This would especially be true, if the systematic related to the cell subtraction can be
further reduced, so that it does not any longer cover remaining differences in Figure 6.25.
In primary order the combined effect of final state radiation and resolution on τ-embedding is of interest,
because with respect to the embedding technique they have the same conceptual origin. They originate
from the generation of Z → ττ decays based on already reconstructed decay kinematics in Z → µµ
events. Nevertheless, the embedding toolbox also allows to study both effects separately: The effect
6 The momentum resolution depends on the pseudorapidity as well as the momentum. The resolution decreases with increas-
ing τ lepton momentum.
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Figure 6.25: Comparison of generator-seeded (gen.-s.) in blue and detector-seeded (det.-s.) in black τ-embedded
Z → µµ MC events: (a) transverse momentum of the visible decay products of the hadronically decaying τ
lepton, (b) transverse momentum of the τ decay lepton, (c) visible mass of the visible ττ decay products, (d)
ττ invariant mass calculated with the MMC. The corresponding ratio plots below show the relative difference
of the distributions from detector-seeded embedding. The blue error band in the ratio plots corresponds to the
statistical uncertainties of the generator-embedded events. The black error bars are the statistical uncertainties
associated with the detector-seeded embedded events. The light (dark) grey error band corresponds to the sum
in quadrature of cell and isolation (cell only) systematic uncertainties of the detector-seeded τ-embedded events.
The figures 6.25b, 6.25c and 6.25d are taken from [9].
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of final state radiation can be investigated by comparing τ-embedded Z → µµ MC events, using truth
muons before and after radiation as kinematic seeds. The impact of the muon reconstruction can be
studied by opposing τ-embedded Z → µµ MC events, for which truth muons after radiation serve as
kinematic seeds and detector-seeded τ-embedded Z → µµ MC event.
MC embedding
Although the τ-embedding technique was first developed based on input Z → µµ MC events, Z → µµ
collision data are exclusively used as input since the start of Run 1. As a consequence, a powerful
tool which provides a well defined way to further validate the embedding technique got lost: In con-
trast to comparisons between τ-embedded ATLAS data and Z → ττ collision data (Section 6.7.3), MC
embedding has the advantage, that contaminations from other background processes are excluded. Ad-
ditionally, potential effects from imperfections of simulations are avoided, because the hybrid event is
created by merging the Z → ττ MC mini event with Z → µµ MC. Hence, the kinematics of jets, pileup
and underlying event are also taken from MC and generated the same way as the Z → ττ MC reference
sample. The latter argument implies, that for the generation of the input Z → µµ MC sample the same
models and consistent configurations as for the Z → ττ MC reference are applied, so that any observed
differences can be reliably interpreted as an effect of the embedding technique.
For the latest H → ττ analysis, the τ-embedding based on Z → µµ MC events has been re-developed
and used as final closure test by comparing these to standard Z → ττ MC. In contrast to the Z → µµ
based validation presented in Section 6.7.1, the opposed distributions refer to statistically independent
events samples and their statistical error is now additionally displayed in the ratio plots. Also the correc-
tions introduced in Section 6.3 and 6.4 must be applied. The influence of these corrections is separately
discussed in Section 6.8.
Due to the missing trigger information, the embedded samples need to be separately normalised to the
yields of standard Z → ττ MC after preselection in the µτhad and eτhad channel. The percentage of MC
embedded events after preselection, which enter the boosted and VBF category of the H → ττ analysis,
matches the expectations from standard MC (see Table 7.7).
Some examples used in the final closure test are collected in Figure 6.26 and Figure 6.27: Despite
Table 6.3: Percentage of preselected MC embedded and standard MC Z → ττ events, that enter the boosted or
VBF category of the H → ττ analysis. The given uncertainties are statistical only.
Category Embedding (stat) MC (stat)
Boosted 4.35±0.06% 4.41 ± 0.06%
VBF 0.56±0.02% 0.57±0.02%
of small differences, the transverse momenta of the visible decay products pT (`) in Figure 6.26a and
pT (τhad) in Figure 6.26b are in agreement within uncertainties. Also other quantities, related to the
kinematics of the Z boson like mvisττ and pT (Z) in Figure 6.26c and Figure 6.26d, are in good agreement.
Figures 6.27a and Figure 6.27b compare the distribution of the missing transverse energy originating
from the simulated τ decay neutrinos and reconstruction effects and the mMMCττ . The E
miss
T φ centrality
in Figure 6.27c is another example for one of the BDT input variables. For all of these distributions no
significant differences are observed. The same conclusions are drawn for jet-related variables like the
pseudorapidity difference between both jets in Figure 6.27d.
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Figure 6.26: Comparison of τ-embedded Z → µµ MC events (black) with Z → ττ MC events (blue): transverse
momentum of the (a) light lepton and (b) τhad candidate, (c) visible ττ mass, (d) visible transverse momentum of
the Z boson. The corresponding ratio plots below show the relative difference of the τ-embedded distributions.
The blue error band in the ratio plots corresponds to the statistical uncertainties of the MC events. The black error
bars are the statistical uncertainties associated with the embedded MC events. The light (dark) grey error band
corresponds to the sum in quadrature of cell and isolation (cell only) systematic uncertainties of the embedded
MC events. Figures 6.26b and 6.26c are taken from [9].
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Figure 6.27: Comparison of τ-embedded Z → µµ MC events (black) with Z → ττ MC events (blue): (a)
missing transverse momentum, (b) invariant ττ MMC mass, (c) EmissT φ centrality, (d) distance in pseudorapidity
between the two leading jets. The corresponding ratio plots below show the relative difference of the τ-embedded
distributions. The blue error band in the ratio plots corresponds to the statistical uncertainties of the MC events.
The black error bars are the statistical uncertainties associated with the embedded MC events. The light (dark)
grey error band corresponds to the sum in quadrature of cell and isolation (cell only) systematic uncertainties of
the embedded MC events. The figures 6.27a and 6.27b are taken from [9].
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So far only high level observables related to the embedded τ object are discussed. Merging simulated τ
objects with real data, however, might cause some modifications of lower level observables which are
used to train BDTs in order to separate τ leptons from fake τ candidates. As explained in Section 4.3.7,
for the identification of hadronic τ decays three pT dependent working points loose, medium and tight,
Table 6.4: τ ID efficiencies in τ-embedding and standard ATLAS Z → ττ MC for one prong decays.
One prong Embedding (stat)(syst) MC (stat)
Loose 86.2±0.7±3.7% 86.4 ± 0.1%
Medium 74.1±1.1±4.6% 73.9±0.1%
Tight 49.6±1.0±4.1% 49.4±0.1%
which correspond to different τ ID efficiencies, are provided by those BDTs. In order to study the im-
pact of the embedding on the τ ID, for each working point the τ ID efficiencies in τ-embedded Z → µµ
MC are calculated by counting the number of events passing the Z → ττ preselection, described in
Section 6.2, but failing the τ ID.
The results are compared to the corresponding ones in standard ATLAS Z → ττMC in Table 6.4 for one
and in Table 6.5 for three prong decays. Very good agreement is found with respect to the τ ID efficien-
cies of one prong decays. For three prong decays the obtained efficiencies match within uncertainties.
Although the efficiencies for the different working points agree well, there are some slight differences
visible in the underlying BDT scores shown in Figure 6.28. The BDT score distribution reveals devi-
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Figure 6.28: Comparison of τ-embedded Z → µµ MC events (black) with Z → ττ MC events (blue) in terms of
the τ BDT score for one prong (left) and three prong (right) decays. The corresponding ratio plots below show
the relative difference of the τ-embedded distributions. The blue error band in the ratio plots corresponds to the
statistical uncertainties of the MC events. The black error bars are the statistical uncertainties associated with the
embedded MC events. The light (dark) grey error band corresponds to the sum in quadrature of cell and isolation
(cell only) systematic uncertainties of the embedded MC events.
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Table 6.5: τ ID efficiencies in τ-embedding and standard ATLAS Z → ττ MC for three prong decays.
Three prong Embedding (stat)(syst) MC (stat)
Loose 71.0±0.8±4.7% 73.0 ± 0.2%
Medium 61.8±0.7±3.3% 63.0±0.2%
Tight 40.0±0.4±3.4% 42.3±0.2
ations in the high BDT score region above 0.8, which, however, lies above the tight working points and
hence does not influence the resulting τ ID efficiencies. Those deviations arise from differences in the
modelling of the BDT input variables (see Section 4.3.7) due to unavoidable software inconsistencies
in simulation of the Z → ττ mini event and the standard ATLAS Z → ττ MC as similar explained
for the re-reconstruction in Section 6.7.1. Two distributions of BDT input variables are shown in Fig-
ure 6.29: the central energy fraction and the leading-track momentum fraction of three prong τ decays.
Both distributions agree within systematic uncertainties and hence indicate, that the detector response
to embedded τ leptons does not significantly differ from τ leptons in standard MC.
In all relevant distributions τ-embedded Z → µµ MC events agree with standard ATLAS Z → ττ MC
within embedding-related uncertainties. Additional effects like the modification of the input muon kin-
ematics due to resolution and final state radiation as well as residual effects from the modelling of the
Z boson polarisation on the τ decays are included in these comparisons. They are covered by current
embedding-related uncertainties. Hence, no additional systematics need to be derived for these effects.
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Figure 6.29: Comparison of τ-embedded Z → µµ MC events (black) with Z → ττ MC events (blue) for BDT
input variables: (a) central energy fraction and (b) leading-track momentum fraction for three-prong hadronic τ
decays. The corresponding ratio plots below show the relative difference of the τ-embedded distributions. The
blue error band in the ratio plots corresponds to the statistical uncertainties of the MC events. The black error
bars are the statistical uncertainties associated with the embedded MC events. The light (dark) grey error band
corresponds to the sum in quadrature of cell and isolation (cell only) systematic uncertainties of the embedded
MC events. The figures are taken from [9].
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Figure 6.30: Comparison of standard Z → ττ MC (blue) with (un-) corrected τ-embedded events in black (red):
the pseudorapidity of (a) the leptonically and (b) the hadronically decaying τ lepton, (c) the visible ττ mass and
(d) the invariant ττ MMC mass.
Z control region
All validation methods, introduced so far, do not imply direct comparisons of embedded events with
Z → ττ data. They are carried out, before using embedded samples in the H → ττ analysis. In the
final step, the τ embedded Z → µµ collision data events must be validated within the analysis as part
of the combined background model in a dedicated region. This validation is performed in parallel for
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all three channels of the SM H → ττ analysis. Examples for the H → τ`τh use-case are summarised in
Section 7.4.1.
6.8 Performance of embedding-specific corrections in embedded
events
The combined effect of the external corrections discussed in Section 6.4 is studied using τ-embedded
MC. In Figure 6.30, the effect is illustrated for four quantities: the pseudorapidity of the visible τ decay
products, the visible ττ mass and the invariant ττ MMC mass. The pseudorapidity is strongly related
to the source of corrections. Its mismodelling originates from differences in the detector acceptance
between the original muons and the embedded objects. The corrections significantly improve the shape
of the distributions. Especially in the case of the light lepton pT spectrum a good agreement at η = 0
is found. After applying the corrections the pseudorapidity is still not perfectly modelled. However,
the results in Chapter 7 indicate that the mismodelling of this particular variable has no impact on
observables relevant for the H → ττ analysis. While the corrections have a visible effect on η and
φ their impact is less pronounced for other analysis-relevant quantities like the visible mass or the ττ
invariant MMC mass (Figure 6.30c and Figure 6.30d). The actual size of the corrections differs between
the three H → ττ analysis channels.
6.9 Rotation around the axis of the Z boson
The embedding procedure can be further improved for future applications by inserting the simulated
Z → ττ decay into another region of the detector than the original Z → µµ decay.
An example of such a transformation in η and φ is the rotation of the Z boson decay products around the
Z boson axis: In the rest frame of the Z boson the decay leptons have opposite directions and enclose a
fixed angle with the Z boson axis, while the other angle is arbitrary as illustrated in Figure 6.31a. For
the transformation, the direction of the muons is determined in the Z boson rest-frame and afterwards
rotated by a fixed angle α (Figure 6.31b). This angle is preferably chosen such that the new position
significantly differs from the old one (α = pi/2). The rotated momenta are transformed back into the
laboratory frame and are used to generate the Z → ττ decay as described in Section 6.1. The original
muon tracks and associated cells are removed and the simulated Z → ττ decay products are embedded
in a detector region which is distinct from the muon direction. Such a transformation has the advantage
that the bias due to the selection of Z → µµ events is reduced. Effects due to the muon cell subtraction
and corresponding systematic uncertainties are also reduced.
Figure 6.32 shows the pseudorapidity distribution of the lepton and the τhad candidate of rotated τ-
embedded MC events in comparison with Z → ττ MC events. All corrections described in Section 6.4
are applied except for corrections concerning the muon selection efficiencies. These η-dependent cor-
rections are ignored in order to study the impact of the muon selection bias on simulated Z → ττ events
which are embedded into another detector region than the original Z → µµ decay. Indeed, a good agree-
ment between rotated embedded events and Z → ττ MC events at around η =0 is achieved. In this
region, the performance of rotated events is even better than the performance of Z → ττ decays embed-
ded according to the procedure described in Section 6.1 for which all corrections (including selection
efficiency corrections) are applied7. The standard τ-embedded events are depicted in Figure 6.32 as red
points. Although the agreement between standard embedded events and Z → ττ MC improves after
7 For simplification the latter class of embedded events is referred to as standard τ-embedded events.
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applying corrections (see Figure 6.30), there are still some discrepancies visible in the pseudorapidity
spectrum of the τhad candidate. After rotation, however, the τ-embedded distribution at around η = 0
matches Z → ττ MC within uncertainties. There are still some differences visible in the tails of the
pseudorapidity distribution. The impact of embedding-specific corrections on other kinematic quantit-
ies like transverse momentum, missing transverse energy or invariant ττ mass are shown to be small [9].
For that reason, no significant influence due the rotation of the Z → ττ decay is expected which is
confirmed by distributions shown in Figure 6.33.
These quantities also benefit from inserting the Z → ττ decay into a different detector region than the
original muons, because the uncertainty originating from the cell subtraction is reduced. This reduction
results from the fact that the cells in which the muons have deposited their energies are situated far away
from the embedded objects. Hence, only cell energies far away from the embedded τ decay products are
subtracted. The impact of the rotation on this uncertainty is depicted in Figure 6.34 for the invariant ττ
MMC mass and the transverse momentum of the τhad candidate. While for standard τ-embedded events
(upper ratio plots) the size of the cell subtraction uncertainty is in the range of 5-7% in the relevant
regions, the uncertainty is significantly reduced by rotating events.
The rotation of Z → µµ decays slightly affect the Z → µµ acceptance as illustrated in Figure 6.35:
Muons in Z → µµ decays are selected if they exceed 15 GeV. When rotating these muons the transverse
momentum changes and can drop below the analysis thresholds. Some events can be recovered by the
kinematic filter (see Section 6.1) of the embedding procedure. If the rotated transverse muon momentum
- and consequently the true τ transverse momentum - is below the filter thresholds, the corresponding τ
decay products can not exceed the filter threshold and are not available for the analysis. In contrast to
standard embedded events, the efficiency of the analysis preselection is about 7.3% smaller for rotated
events. This lost in acceptance should be corrected for by event weights.
Although this simple rotation results in slight modulations of the angle between the muon and the proton
axis in Z boson rest-frame, the study of analysis relevant observables demonstrates that the modelling
Z-boson axis
p(μ )
1
2
p(μ  )
(a) (b)
Figure 6.31: Scheme of a Z → µµ decay in the Z boson rest-frame. The vertical line illustrates the Z boson axis,
while the other two arrows indicate the direction of the muons. Additionally in (b) the direction of the muons is
shown after rotating the muons around the angle α.
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Figure 6.32: Comparison of Z → ττ MC events (blue) with τ-embedded Z → µµ MC events after rotation (black)
and standard τ-embedded Z → µµ MC events (red): (a) pseudorapidity of the light lepton and (b) pseudorapidity
of the τhad candidate. The rotated events are not corrected for muon selection efficiencies. The corresponding
ratio plots show the relative difference between the rotated (standard) τ-embedded and Z → ττ MC distributions
in black (red). The blue error bands in the ratio plots correspond to the statistical uncertainties of the Z → ττ
MC events. The black error bars are the statistical uncertainties associated with the rotated embedded events.
The light (dark) grey error band corresponds to the sum in quadrature of cell and isolation (cell only) systematic
uncertainties of the rotated τ-embedded events. The red error bars of the standard τ-embedded events illustrate
the corresponding statistical error.
based on rotated τ-embedded events is compatible to standard τ-embedded events. The improvement of
the η-modelling and the reduction of systematic uncertainties are good arguments to use a transforma-
tion of muon four-momenta in the future.
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Figure 6.33: Comparison of Z → ττ MC events (blue) with τ-embedded Z → µµ MC events after rotation (black)
and standard τ-embedded Z → µµ MC events (red): (a) transverse momentum of the light lepton, (b) transverse
momentum of the τhad candidate, (c) invariant ττ mass calculated with MMC and (d) missing transverse energy.
The rotated events are not corrected for muon selection efficiencies. The corresponding ratio plots below show
the relative difference between the rotated (standard) τ-embedded and Z → ττ MC distributions in black (red).
The blue error bands in the ratio plots correspond to the statistical uncertainties of the Z → ττ MC events. The
black error bars are the statistical uncertainties associated with the rotated embedded events. The light (dark) grey
error band corresponds to the sum in quadrature of cell and isolation (cell only) systematic uncertainties of the
rotated τ-embedded events. The red error bars of the not-rotated τ-embedded events illustrate the corresponding
statistical error.
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Figure 6.34: Upper ratio plots: Ratio between the cell varied τ-embedded events and standard τ-embedded
events. Lower ratio plots: Ratio between the cell varied τ-embedded events and rotated τ-embedded events. The
subtracted cell energy is varied by ±20%. Left: The invariant ττ mass. Right: The transverse momentum of the
τhad candidate. The error bars show the statistical uncertainty.
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Figure 6.35: Scheme of muon transverse momenta before (x-axis) and after (y-axis) rotation. The vertical line
illustrates the muon momentum threshold used to selected Z → µµ input events while the horizontal line indicates
the threshold of the kinematic filter applied in the embedding procedure on visible τ decay products. Events below
this threshold are rejected. Events in the turquoise phase space are available for the analysis.
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CHAPTER 7
Analysis of the H → τ`τh decay channel with
4.5 fb−1+ 20.3 fb−1
The first preliminary evidence for a SM Higgs boson decaying into two τ leptons was achieved with the
analysis of the 2012 dataset [135]. This analysis was based on the dataset taken at
√
s =8 TeV, which
corresponds to an integrated luminosity of 20.3 fb−1. The analysis of this dataset results in an observed
(expected) significance of 4.1 (3.2) standard deviations and a measured signal strength of µ = 1.4+0.5−0.4.
Whereas previous searches for SM H → ττ decays [114, 134] were based on the fit of the invariant
ττ mass in a signal-enriched phase space region1, the claim of an evidence with the Run 1 dataset was
possible by a drastic change of the analysis strategy using multivariate methods.
Multivariate methods are advantageous in cases of complex final states like H → ττ. They are used
to improve the signal-to-background separation and hence the signal sensitivity. The good separation
power, which allows to use rather loose event categories, is achieved, because multivariate methods
exploit correlations between observables. The combination of several variables, all of them with some
signal-to-background discrimination power, into one classifier is a powerful tool towards the discovery
of rare physical processes. In this thesis Boosted Decision Trees (BDTs) are used as multivariate classi-
fier. This method is implemented in the Toolkit for Multivariate Data Analysis (TMVA) [99], which is
part of the ROOT data analysis framework [136]. The final BDT output distributions are then used for
the final signal extraction.
The analysis of the H → ττ decay distinguishes three channels: τlτl, τlτh and τhτh defined by the τ
decay products (see Section 5.3). As illustrated in Figure 5.5a the τlτh and τlτl channel consist of two
(τµτh, τeτh) and three (τeτe, τeτµ, τµτµ) sub-channels, respectively. These sub-channels are defined by
the flavour of the light lepton (electron or muon).
In this chapter, the multivariate analysis of the H → τ`τh channel is presented. It is based on datasets
from the data taking periods in 2011 and 2012 at
√
s =7 TeV and
√
s =8 TeV, respectively. The data-
sets correspond to an overall integrated luminosity of 4.5 fb−1 and 20.3 fb−1. This analysis entered the
H → ττ combination (see Chapter 8) published by ATLAS [8].
1 This strategy is referred to as cut-based analysis in the following. The cut-based analysis of the H → ττ channel is briefly
discussed in Section 8.4.
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7.1 Data and Monte Carlo samples
The analysis is based on data which is recorded with the ATLAS detector during the Run 1 of the
LHC at a proton-proton center-of-mass energy of
√
s =7 TeV and
√
s =8 TeV, respectively. After
applying certain data-quality requirements (see Section 7.2.1), the datasets correspond to an integrated
luminosity of 4.5 fb−1 and 20.3 fb−1. In this section, the Monte Carlo signal and background samples
used to analyse the H → τ`τh channel are introduced, while in the subsequent section a simplified way
to simulate H → τ`τh background processes is presented, which will become of interest in future Run
2 analyses.
7.1.1 Monte Carlo samples of the H → τ`τh analysis
For the Higgs signal the three most dominant production processes (see Section 2.3) are considered: ggF,
VBF and VH. The ggF and VBF processes are simulated by the POWHEG [137–140] event generator,
which uses the CT10 [38] parametrisation of the parton distribution functions (PDF), interfaced to PY-
THIA8 [44]. The normalisation of the VBF process is obtained using NLO QCD and electroweak (EW)
corrections [141, 142] in combination with an approximate NNLO in QCD [48]. For the gluon-gluon
fusion process the normalisation is calculated at NNLO in QCD [143–148] with a soft-gluon resum-
mation up to NNLL [149] as well as NLO EW corrections [150, 151]. The VH production process is
simulated using the PYTHIA8 event generator with the CTEQ6L1 parametrisation of the PDFs [39].
Its normalisation is taken from calculation at NNLO in QCD [152] using NLO EW radiative correc-
tions [153].
For Higgs bosons produced in ggF the shape of the generated distribution of the transverse momentum
is corrected such that it matches the distribution from a calculation at NNLO with NNLL correc-
tions derived by the HRES2.1 [154] program. The calculation considers the effect of a finite top
and bottom mass [154, 155]. It also makes use of dynamical renormalisation and factorisation scales
µR, µF =
√
m2H + p
2
T (see Section 2.2.1 and Section 2.2.2). Events with at most one jet and with at least
two jets at particle level are reweighted separately. The transverse momentum distribution of signal
events with at least two jets are corrected to match the MINLO HJJ predictions [156]. The reweighting
is performed in a way such that the inclusive transverse momentum spectrum of the Higgs boson and
the transverse momentum spectrum of events with at least two jets match the HRES2.1 and MINLO HJJ
predictions. In addition, the jet multiplicity is required to be in agreement with (N)NLO calculations
from JETVHETO [157–159].
Since the NLO EW corrections for the VBF production process depend on the transverse momentum of
the Higgs boson2 the transverse momentum spectrum for Higgs bosons produced via VBF is reweighted
according to the differences between POWHEG+PYTHIA and HAWK [141, 160] calculations.
The irreducible Z → ττ background is modelled by the data-driven embedding method as described in
Section 6.1.
All other background processes are simulated by different event generators which are interfaced either
to PYTHIA [44] or HERWIG [45, 161] delivering the parton shower, hadronisation and the modelling
of underlying events. In samples generated with HERWIG TAUOLA [120] is used to simulate the de-
cay of τ leptons. The photon radiation for charged leptons is provided by PHOTOS [121]. W+jets
and Z+jets samples are generated using the ALPGEN event generator [162] which employs the MLM
matching scheme [163] between the hard process (calculated with LO matrix elements for up to five
partons) and the parton shower. For the WW process the GG2WW [164] program is used in order to
2 The correction increases from few percent at low transverse momentum up to about 20% at 300 GeV.
118
7.1 Data and Monte Carlo samples
generate the loop-induced gg → WW process. While the CTEQ6L1 parametrisation of the PDFs is
used for the ACERMC [165], ALPGEN and HERWIG generators the CT10 parametrisation is used for
events generated with GG2WW.
The ATLAS detector response [72] is simulated for all processes by the GEANT4 [73] program (Sec-
tion 4.2). Events from minimum-bias interactions are simulated using the AU2 [166] parameter tuning
of PYTHIA8. The AU2 tuning contains a set of optimised parameters for parton shower, hadronsiation
as well as multiple parton interactions. They are merged with the simulated signal and background
processes according to the luminosity profile of the recorded data. The contributions from those pileup
interactions are simulated both within the same bunch crossing as the hard scattering process and in
neighbouring bunch crossings. In the final step, the simulated events are reconstructed using the same
algorithms as for data.
For Z+jet events VBF-filtered Monte Carlo samples3 are used in combination with non-filtered samples
in order to increase the available statistics in the VBF category. The samples are merged by employing
an emulated VBF filter, which exploits truth level information.
A list of Monte Carlo samples used for the analysis can be found in Appendix B.
7.1.2 Prospective studies of MC events simulated with ATLFASTII
The most CPU consuming part of the event simulation is the shower simulation. Since for many ap-
plications a detailed simulation of the detector response is not necessary, different algorithms have been
developed in Run 1 to reduce CPU time for simulation.
The ATLFASTII algorithm [72] provides a fast simulation of the ATLAS tracking system by FAT-
Table 7.1: BDT and likelihood τ ID efficiency at the medium and tight working point for truth-matched τhad
candidates in full and fast-simulated Z → ττ events. The last column shows the τ ID efficiencies for fast-simulated
events after application of ET and η dependent weights.
Working point Full simulation Fast simulation Fast simulation reweighted
BDT tight (44.33±0.07)% (48.37±0.07)% (44.73±0.07)%
BDT medium (66.32±0.07)% (69.16±0.07)% (65.92±0.07)%
Likelihood tight (41.26±0.07)% (44.53±0.07)% (42.19±0.07)%
Likelihood medium (64.91±0.07)% (67.47±0.07)% (65.19±0.07)%
RAS [167] in combination with a shower parametrisation by FastCaloSim [168]. It is 10 times faster
than the common full simulation. For that reason, the use of samples simulated with ATLFASTII are of
interest for the H → ττ analysis. Based on comparisons of full- and fast-simulated 8 TeV MC events it
was investigated to which extent fast-simulated samples are applicable in the presented analysis.
In this context, the effect of a simplified calorimeter geometry on τ related observables is of particular
interest. In Table 7.1 the efficiencies of the BDT and likelihood τ ID are compared at the medium and
3 The VBF filter is applied on generator level in order to select the typical VBF signature in MC events. The loose (tight) VBF
filter requires the dijet mass to exceed 200 GeV (400 GeV) and ∆η j j>2.0 (4.0). By using the VBF filter the MC samples are
enriched with events revealing this signature and hence reduces the statistical uncertainties in the analysis categories.
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tight working points calculated for truth-matched4 τhad candidates in Z → ττ samples: The ID efficiency
is slightly overestimated in fast-simulated event samples. By reweighting the fast-simulated distribution
of the centrality energy fraction in bins of η and ET (Figure 7.1) a good agreement with respect to the
distributions of τ ID input variables, pT resolution and τ ID efficiency is achieved [169, 170]. Except for
tt¯ the reweighting scheme reveals a good performance for different processes containing true τhad can-
didates. Besides the study of τhad characteristic observables, the potential use of fast-simulated W+jets
and other fast-simulated samples in the context of the H → τ`τh analysis was investigated [170, 171].
For the Run 1 analysis the reduction in simulation time cannot cancel disadvantages of an additional
reweighting and derivation of corresponding systematic uncertainties, so that the presented analysis is
exclusively based on full-simulated processes. Nevertheless, for analyses based on data collected in Run
2, the application of fast-simulated processes should be re-investigated. Especially, since in 2014 a new
shower model was implemented which includes shape fluctuations [74] improving the τhad modelling.
Also the embedding technique (Section 6.1) might benefit, since the simulation of the Z → ττ mini
event is the most time consuming part in the embedding procedure. By using fast-simulated τ leptons
the large CPU resources necessary for the embedding technique could be significantly reduced and thus
embedded samples would get available sooner after the detection of the Z → µµ collision data.
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Figure 7.1: Central energy fraction fcent and visible mass distribution for Z → ττ events simulated with ATL-
FASTII and full ATLAS simulation.
7.2 Event selection
Events of interest are selected exploiting characteristics of Higgs production mechanisms and decay
signatures discussed in Section 5.3. The selection is subdivided into several steps: A general data
cleaning to guarantee the data quality, an object selection defining the physics objects to be analysed
and a basic preselection which selects objects to be expected in the signal process. A final categorisation
distinguishes between ggF and VBF production mode. Many efforts were made to harmonise the event
selection- and in particular the object selection- between the three channels.
4 The term truth-matched refers to the technique in which a reconstructed object like the τhad candidate is matched to a particle
at generator-level.
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7.2.1 Data quality
In order to ensure the quality of data collisions a data cleaning and jet cleaning is applied, i.e. rejecting
events not originating from proton-proton collisions like cosmic rays: The event is required to have at
least one reconstructed primary vertex with at least four associated tracks with pT > 400 MeV. The
application of a GRL (see Section 3.4) ensures that the detector worked well.
7.2.2 Trigger requirements
Events are preselected using single-electron or single-muon triggers. The exact trigger thresholds de-
pend on the lepton flavours and datasets (
√
s =7 TeV and
√
s =8 TeV). For the eτhad channel of
the
√
s =7 TeV dataset, four different electron triggers are used (EF_e20_medium5, EF_e22_medium,
EF_e22_medium1 and EF_e22vh_medium1) with increasing pT thresholds and identification criteria in
order to account for the increasing pileup. Two muon triggers are used: EF_mu18_MG for the beginning
of data taking period and EF_mu18_MG_medium, which introduces a medium identification criteria to
cope with the increasing pileup. For the
√
s =8 TeV dataset one single trigger is used for each channel:
EF_e24vhi_medium1 and EF_mu24i_tight. While the pT thresholds of the triggers are called online
thresholds the lepton pT thresholds of the analysis are called offline thresholds. The offline thresholds
are high enough above the corresponding online thresholds to ensure a fully efficient trigger. All online
and offline thresholds used for both datasets and analysis channels are summarised in Table 7.2.
Table 7.2: Summary of trigger and lepton pT thresholds.
Channel Trigger Online pT Offline pT
eτhad (
√
s =7 TeV) Single electron pT (e) > 20-22 GeV pT (e) > 25 GeV
pT (τhad) > 20 GeV
µτhad (
√
s =7 TeV) Single muon pT (µ) > 18 GeV pT (µ) > 22 GeV
pT (τhad) > 20 GeV
eτhad (
√
s =8 TeV) Single electron pT (e) > 24 GeV pT (e) > 26 GeV
pT (τhad) > 20 GeV
µτhad (
√
s =8 TeV) Single muon pT (µ) > 24 GeV pT (µ) > 26 GeV
pT (τhad) > 20 GeV
5 The triggers are named according to the trigger level (EF stands for the event filter trigger) and the triggered object (e for
electrons, mu for muons). The object is triggered if it passes the specified pT threshold (given by the number in the trigger
name) and the isolation requirement (last part of the trigger name).
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7.2.3 Object and event preselection
Events also have to pass the object preselection summarised in Table 7.3. In the object preselection
quality requirements on different physics objects are defined. The subsequent event preselection listed
in Table 7.4. has the aim to identify events with a H → τ`τh signature (see Section 5.3). For the
identification only those physics objects which are selected by the object preselection are considered.
The criteria for the object preselection, e.g. the requirement on the electron ID, are looser compared to
the requirements used in the event preselection.
Light leptons
Electrons and muons originating from τ decays are an essential part of the signal signature. Muons are
reconstructed by the STACO algorithm (see Section 4.3.4) and have to be identified as loose, which
implies combined as well as segmented-tagged muons. The muons exceed a transverse momentum of
pT (µ) >10 GeV and are situated in the pseudorapidity range of |η| < 2.5. Further quality criteria on the
ID track which is associated with the muon candidate are also applied to achieve a precise measurement
of the muon momentum and a reduction of the misidentification rate [80]. Electron candidates are
reconstructed using energy clusters in the electromagnetic calorimeter which are matched to tracks in
the ID (see Section 4.3.5). They have to pass the LoosePP identification, have a transverse energy of
larger than 15 GeV and be within |η| < 2.47. Electrons in the transition region between barrel and endcap
calorimeter, i.e. 1.37 < |η| < 1.52 (crack-region), are rejected since the reconstruction and identification
efficiency in this region is low.
Jets
Jets reconstructed with the anti-kt clustering algorithm (Section 4.3.6) and a distance parameter of R =
0.4 are selected if they have a transverse momentum larger than 30 GeV and a pseudorapidity |η| <
4.5. In order to reduce the number of jets from additional proton-proton collisions from the same or
neighbouring bunch crossing the jet vertex fraction in the 7 TeV analysis is required to be |JVF| > 0.75
for jets within |η| < 2.4. The conditions in the 8 TeV dataset are relaxed to |JVF| > 0.5 for jets with
pT < 50 GeV to account for the increased pileup. Contaminations from tt¯ processes are reduced by a
b-veto (see Section 4.3.6).
τhad candidates
All τhad candidates reconstructed according to the description in Section 4.3.7 need to pass the Medium
identification and their transverse momentum must exceed pT > 20 GeV. The calorimeter cluster and
the leading track must satisfy |η| < 2.47. Only candidates with one ore three (charged) associated tracks
are considered. The summed electric charges of these tracks must be ±1.
Overlap removal
It is possible that the so far identified objects geometrically overlap. If two objects are found to be within
∆R < 0.2, only one of them is used for the further analysis. Muons have the highest reconstruction purity
and hence are always kept preferred to other objects. The overlap removal (OLR) for the other objects
is performed in the following order of priority which is driven by the reconstruction purities: electron,
τhad candidates and jets. Objects which have lower priority are discarded, if they overlap with an object
of higher priority. In the case of an overlap removal between muons and τhad candidates, the transverse
momentum threshold of the muon is reduced to 2 GeV in order to remove muon→ τhad fakes.
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Table 7.3: Summary of the selection criteria for the different physics objects. For electrons and muons the criteria
are split into object-selection which refers to the selection used for the overlap removal and event-selection which
summarises criteria used to select events in the analysis preselection.
Object-selection
Object Criteria
Muon Combined or segmented
pT (µ) > 10 GeV (2 GeV for OLR with τhad)
|η| < 2.5
ID quality criteria
Electron Medium identification
pT (e) > 15 GeV
|η| < 2.47
Not in crack-region
Event-selection
Object Criteria
Muon Combined
pT (µ) > 26 GeV (pT (µ) > 22 GeV for 7 TeV)
I(pT , 40) < 0.06 and I(ET , 0.2) < 0.06
Electron Tight identification
pT (µ) > 26 GeV (pT (µ) > 25 GeV for 7 TeV)
I(pT , 40) < 0.06 and I(ET , 0.2) < 0.06
Jet LC topo
pT ( jet) > 30 GeV
|η| < 4.5
|JVF| > 0.5 for jets with pT < 50 GeV
(|JVF| > 0.75 for jets within |η| < 2.4 for 7 TeV)
τhad BDT medium identification
pT (τhad) > 20 GeV
|η| < 2.47
One or three tracks
Charge ±1
Electron veto in eτhad channel
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Event preselection
In the next step, H → τ`τh characteristic object combinations are selected, while part of the background
discussed in Section 5.4 is already rejected. The object identification requirements are tightened after
the overlap removal in order to address different background contributions and compositions, e.g. ad-
ditional isolation requirements are introduced to suppress background originating from misidentified b-
or c-jets. Muons are now required to pass the combined identification, while electrons have to pass the
tight identification criteria TightPP. In addition, isolation criteria are introduced to reduce background
contaminations due to hadronic jets. They are the same for both electrons and muons and for both data-
sets (7 TeV and 8 TeV): I(pT , 40) < 0.06 and I(ET , 0.2) < 0.06. Next, in the eτhad channel, the electron
veto algorithm is tightened to Medium and applied on τhad candidates. The preselection requires exactly
one lepton and one τhad candidate to suppress events from Z → `` decays and to ensure orthogonality
to the two other H → ττ analysis channels (see Section 8.2 and Section 8.1). They are also required
to have opposite charge and to pass the transverse momentum thresholds summarised in Table 7.2. Re-
quiring the transverse mass mT (`, EmissT ) to be below 70 GeV already rejects a large part of the W+jets
background. Further, a b-jet veto is applied to all jets with pT (jet) > 30 GeV. If the event contains such
a vetoed jet, the event is discarded. Finally, events are rejected, if the mττ mass reconstructed with the
MMC does not converge. This requirement is introduced in order to be consistent with the H → τhτh
and H → τ`τ` analysis channels. In the case of Higgs and Z boson decays, the mass is reconstructed
with an efficiency of almost 100%. Since the reconstruction efficiency is lower for other background
sources, this requirement mainly concerns background processes with fake τhad signatures.
Due to the high statistics the preselection level is appropriate to validate the embedding procedure as
discussed in Chapter 6.
Background contributions at the preselection level
Although the cut on the transverse mass rejects part of the W+jets background, the main purpose of the
analysis preselection remains the selection of events with a H → τ`τh signature. Figure 7.2 illustrates
comparisons at preselection level between collision data and the background model (see Section 7.3) for
some variables introduced in Section 5.6. They demonstrate that the used background model describes
the data well within the investigated phase space region. All distributions have significant background
contributions from Z → ττ, W+jets and processes with misidentified τhad candidates. In addition,
contributions from Z → ``+jets, diboson and top processes are visible. Also shape differences between
the different signal and background processes are visible. These differences are used to separate signal
from background: Figure 7.2a shows the distribution of the invariant ττ mass calculated with the MMC,
which peaks for the background processes at lower masses than for the signal process. The signal peak is
at the high mass tail of the Z → ττ background. For that reason, the modelling of the Z → ττ high mass
tail is of high relevance. The transverse mass (Figure 7.2b) is particularly suitable to suppress the W+jets
background or same sign events, i.e. events with fake τhad signatures (see also Section 7.3.6), which are
expected to have a large transverse mass. For signal events, the ∆R(`, τhad) distribution (Figure 7.2c)
shows a clear correlation between the direction of the visible τ decay products, while the distribution is
broader for background sources like multijet events6. The transverse momentum ratio in Figure 7.2d is
another example for a variable which provides separation power against the Z → ττ background. As
expected background sources like W+jets or same sign events reveal a negative EmissT φ centrality value
in Figure 7.2e. Figure 7.2f demonstrates that in the signal processes mainly small values of
∑
pT are
measured. The discrimination power of these and other variables will be used in Section 7.6.1 to classify
the background processes in the BDT.
6 The multijet background is included in the estimate of same sign events.
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Figure 7.2: Comparisons of data with the combined background model at preselection level of the
√
s =8 TeV
analysis. Distributions of variables are shown which are used to separate signal from background: (a) invariant ττ
mass calculated with the MMC, (b) transverse mass, (c) ∆R between lepton and τhad candidate, (d) ratio between
transverse momenta of the visible τ decay products, (e) EmissT φ centrality, (f)
∑
pT . The background is modelled
according to Section 7.3. Pure shape comparisons between signal and background processes can be found in
Figure 5.16.
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7.2.4 Event categorisation
In the final step, events are categorised in order to separate phase space regions which are either enriched
by signal events with dominantly high-momentum Higgs bosons produced via ggF (boosted category)
or events with Higgs bosons produced via the VBF mechanism. The two categories7, summarised in
Table 7.4, exploit characteristic event signatures of both production modes:
• The VBF category requires at least two jets with pT (leading jet) > 50 GeV and pT (subleading jet) >
30 GeV and a difference in pseudorapidity of |∆η( j1, j2)| > 3.0. Further, the visible ττ mass mττvis
must exceed 40 GeV to suppress Z boson decays. This selection enhances the contributions of
the VBF production compared to other mechanisms. However, due to the large cross-section of
the ggF mechanism the latter still contributes significantly in this category. VBF contributes with
about 64.5% to the total signal yield, ggF with 35.5%.
• Events failing the VBF selection but containing a boosted Higgs candidate with pHT > 100 GeV
are collected in the boosted category which is defined to be orthogonal to the VBF category. Here,
the VBF Higgs production mechanism contributes with about 18% to the total signal yield, ggF
with 65.5%.
In order to significantly reduce the background contamination8 and to improve the background-to-signal
ratio in these categories, discriminating variables need to be exploited either by cutting on them - and in
doing so introducing sub-categories (see Section 8.4) - or using them for the training of a multivariate
discriminator (see Section 7.6).
The modelling of the discriminating variables is validated in several control regions which are construc-
ted for each category and are enriched in one of the background processes. The exact definition of those
regions is given in the following section.
Table 7.4: Summary of the H → τ`τh event preselection and categorisation.
Preselection Selection cuts
Exactly one isolated lepton and one τhad candidate with opposite charge
mT (`, EmissT ) < 70 GeV
Veto events with b-tagged jets with pT (jet) > 30 GeV
Category Selection cuts
VBF At least two jets with pT (leading jet) > 50 GeV and pT (subleading jet) > 30 GeV
|∆η( j1, j2)| >3.0
mττvis > 40 GeV
Boosted Failing VBF selection
pHT > 100 GeV
7 The signal categories are also referred to as signal regions SR.
8 Although the categorisation provides some background rejection, it is mainly used to split events into different phase space
regions.
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7.2.5 Control regions
For each category described above, several control regions are derived in which the contribution of a
certain background is enhanced. Within these regions the background modelling is validated. They are
also used to extract normalisation factors for the different background sources. Four control regions
summarised in Table 7.5 are dedicated to the most dominant background processes:
• Top control region: For the top background two control regions are used. Both regions are
defined as the corresponding signal region (boosted or VBF category) but the requirement on b-
tagged jets is inverted, i.e. at least one b-tagged jet is required. While one control region requires
mT < 70 GeV, in the other one events have to exceed mT > 70 GeV. Figure 7.3 which shows
the transverse mass spectrum for both 8 TeV signal regions with inverted b-tagged requirement
motivates the choice of the mT threshold: The low-mT region is enriched with events in which a
jet is misidentified as τhad candidate, while in the high-mT region events with a real τhad candidate
dominate. Due to this separation the region below mT < 70 GeV is used to measure the misiden-
tification rate for jets faking the τhad candidate in tt¯ events, whereas the region with mT > 70 GeV
is used to validate the modelling and to derive normalisation of simulated tt¯ events containing a
real τhad object (see Section 7.3.4).
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Figure 7.3: Distributions of the transverse mass in the boosted (left) and VBF (right) category for the 8 TeV
dataset. The b-veto is inverted, i.e. at least one b-tagged jet is required. The tt¯ and single top events which contain
a true τhad signature are illustrated in turquoise, while events with a fake τhad signature are illustrated in green.
• Z → ττ control region: The definition of a pure Z → ττ control region is difficult due to
the almost identical kinematic signature as for the signal process. An upper threshold on the
reconstructed mass (mMMCττ < 110 GeV) reduces potential contaminations by signal events. The
fraction of Z → ττ events is further enhanced by suppressing W boson decays with a cut on the
transverse mass mT < 40 GeV. This control region is relevant for the validation of the embedding
procedure; in particular, this region is important for the modelling of fundamental kinematic
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observables (see Section 7.4.1) with this data-driven method. Other validation techniques for the
Z → ττ background modelled with the embedding technique are described in Section 6.7.
• Fake τhad control region: The same selection as for the signal region is used, but the requirement
on the charge correlation between the τ decay products is inverted, since for misidentified jets no
charge correlation is expected.
• W+jets control region: The W+jets control region is given by the signal region with an inverted
cut on the transverse mass mT > 70 GeV.
Table 7.5: Control regions of the H → τ`τh analysis.
Control region Boosted category VBF category
Top At least one b-tagged jet At least one b-tagged jet
mT > 70 GeV mT > 70 GeV
Z → ττ mT < 40 GeV mT < 40 GeV
mMMCττ < 110 GeV m
MMC
ττ < 110 GeV
Fake Same sign τ decay products Same sign τ decay products
W+jets mT > 70 GeV mT > 70 GeV
7.3 Background model
The relevant background processes for H → τ`τh searches were introduced in Section 5.4. The Z →
ττ background and events with a fake τhad signature are mainly estimated via data-driven methods in
order to reduce systematic uncertainties. Other processes are estimated by Monte Carlo simulation.
The Monte Carlo samples used in the analysis are listed in Appendix B. This section focuses on the
modelling techniques used for the different background processes.
7.3.1 The Z → ττ background
The irreducible Z → ττ background is the dominant process. Its modelling is essential for the H →
τ`τh analysis. For that reason, the embedding method, described in Chapter 6, is used to model this
background. The normalisation factor of the embedded events is derived separately for the µτhad and
eτhad channel in the visible mass window 40 GeV< mvis < 70 GeV after subtracting all other background
sources. In the final fit the normalisation is allowed to float freely.
Z → ττ MC samples are only used for cross-checks of the embedding technique (see Section 6.7.3) and
for the training of the BDTs to maximise the available statistics in the training and testing.
Due to a cut on the visible mass which needed to select Z → µµ input events for the embedding
technique no low-mass Z → ττ events are embedded. Instead, the low-mass Drell-Yan processes below
mMMCττ < 40 GeV are modelled by Monte Carlo simulation.
7.3.2 The Z → `` background
The part of the Z → `` background in which a jet fakes the hadronic τ lepton is estimated by the
fake factor method described in Section 7.3.5. Z → `` events in which an electron or muon fakes
the τhad candidate are estimated from Monte Carlo simulation. The simulated Z → `` events have to
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be corrected, e.g. in order to account for the electron → τhad misidentification rate. Comparisons of
jet-related distributions in Z → `` data and MC reveal an overall good modelling except for the dijet
mass and the difference in pseudorapidity between the two leading jets. In order to correct for the
mismodelling a reweighting function is derived (see Figure 7.4) in which the ∆η j j distribution in MC
is weighted to match the corresponding one in data. This reweighting method needs to be applied to
all Z → `` samples with electron→ τhad (muon→ τhad) fakes. A systematic uncertainty of ± 10% is
assigned to the correction which corresponds to the largest observed difference in the cut efficiency of
the tight VBF selection between data and background.
Figure 7.4: Corrections for Z → `` events as a function of the difference in pseudorapidity for the two leading
jets. The reweighting function is shown for the µτhad, eτhad and the combined channel [127].
7.3.3 The diboson background
The diboson background is taken from MC. As described in Section 6.3, the embedded Z → ττ samples
are contaminated by diboson events. To avoid double counting diboson events which pass the selection
for embedding input events (see Section 6.1) on truth level are rejected.
7.3.4 The tt¯ background
As for the Z → `` background two cases are distinguished: While single top and tt¯ events in which a jet
fakes the hadronic τ candidate are estimated from data as described in Section 7.3.5 events which contain
a true hadronic τ lepton are taken from Monte Carlo simulation. The MC samples need to be corrected
by a factor, which is derived in the high-mT top control regions. This correction factor corresponds to
the ratio between data and top Monte Carlo in the top control region after subtracting all other remaining
background contributions (i.e. also the top background with a jet faking the τhad candidate). The factors
obtained for both categories and datasets are summarised in Table 7.6. The correction factor is allowed
to float freely in the final fit. As described in Section 6.1 the overlap between tt¯ events embedded events
is removed.
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Table 7.6: Pre-fit normalisation factors and their uncertainties (defined in Section 7.7) for top background events
with a real τhad object or an electron/muon misidentified as τhad candidate. The correction factors are obtained for
the VBF and boosted category for the
√
s =7 TeV and
√
s =8 TeV dataset.
Boosted category VBF category
√
s =7 TeV 1.12±0.14 1.44±0.36
√
s =8 TeV 0.96±0.04 0.84±0.08
7.3.5 Fake τhad background
QCD, W+jets, Top (jet → τhad fake) and Z → ``(jet → τhad fake) contribute if a jet is misidentified
as τhad candidate. The different fake processes are estimated simultaneously in the VBF and boosted
category by one single data-driven method: the so-called fake factor (FF) method. Although this method
was validated in earlier analyses, for the final Run 1 analysis, it has been further optimised and extended
to further fake background processes.
For the FF method a control sample is defined by events passing the selection of the VBF or boosted
category but failing the τhad identification. These events are called anti-τ events. In addition, a lower cut
on the BDT τ ID is introduced for these events in order to account for the dependence of the quark/gluon
composition on the τ BDT score. This dependence is shown in Figure 7.5 for one and three prong
(a) (b)
Figure 7.5: Fraction of one prong (left) and three prong (right) anti-τ candidates originating from the hadronisa-
tion of light or heavy quarks, gluons and from pileup jets as a function of the BDT τ ID distribution. The figures
are taken from [127].
candidates: The low BDT score region is dominated by pileup jets or jets originating from gluons. The
fraction of quark jets increases with higher BDT score values. Anti-τ events have to pass the requirement
of 0.7xLoose. Loose is a τ BDT working point provided by the τ performance group [93]. Its exact
value depends on the transverse momentum of the τhad candidate. The threshold for anti-τ events is a
bit smaller than the Loose working point in order to achieve a good compromise between statistics and
aligning the quark/gluon composition in anti-τ events with events passing the τhad identification of the
analysis.
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The number of fake background events Nfakebkg is given by
Nfakebkg =
Nanti−τdata,SR − ∑
others
Nanti−τothers,SR
 · FFCR , (7.1)
where Nanti−τdata,SR denotes the number of anti-τ events in data in the signal region. The sum over N
anti−τ
others,SR
includes all processes containing a true τ lepton, which does not pass the τhad identification as well as
events with an electron/muon faking the τhad candidate. The fake factor FFCR is calculated for each
event in a dedicated control region according to
FFCR =
Nidentified-τCR
Nanti−τCR
. (7.2)
Nidentified-τCR (N
anti−τ
CR ) denotes the number of events with one identified τhad candidate (anti-τ) in the control
region. FFCR depends on the transverse momentum, number of tracks and on the origin of the jet
→ τhad fake. In general, quark-initiated jets are more likely identified as hadronic τhad candidates than
gluon-initiated jets. Since the quark/gluon jet composition strongly depends on the specific background
process, the fake factor has to be measured for the different background sources separately. The different
control regions used to measure the misidentification rate FFCR for different processes are summarised
in Table 7.7.
When applying FFCR on anti-τ data events, the actual process causing the τhad fake is unknown. For that
reason, a fake factor is derived which considers the relative contribution of each of the four processes to
the anti-τ data sample:
FFCR =
∑
i=bkg
Ri · FFi
= (RW+jets · FFW+jets) + (RZ+jets( j→τhad) · FFZ+jets( j→τhad))
+(RTop( j→τhad) · FFTop( j→τhad)) + (RQCD · FFQCD) , (7.3)
where Ri denotes the relative contribution of the individual background i. The fraction of Top(jet→ τhad)
and Z → ``(jet → τhad) are estimated from Monte Carlo simulation, whereas the other contributions,
W+jets and multijet events, are estimated from data via
RW+jets =
NW+jets
NW+jets + NQCD
. (7.4)
Table 7.7: Definition of control regions used to measure the fake factors.
Background Control region
QCD SR with relaxed lepton isolation, i.e. inverted track isolation
and relaxed calorimeter isolation
W+jets SR with inverted mT cut
Z → ``(jet→ τhad) SR with inverted dilepton veto
Top(jet→ τhad) SR with inverted b-jet veto and mT < 70 GeV
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The number of W+jets events is estimated from data in the W+jets control region extrapolated into the
signal region:
NW+jets =
Ndataanti−τhad,W-CR · N
W+jets,MC
anti−τhad
NW+jets,MCanti−τhad,W-CR
, (7.5)
whereas the number of QCD events is estimated from the data signal region after subtracting the estim-
ated number of W+jets event and all other processes
NQCD = Ndataanti−τhad −
NW+jets + ∑
other
Nother MCanti−τhad
 . (7.6)
The contribution of multijet events RQCD is estimated by
RQCD = 1 − RW+jets − RTop − RZ . (7.7)
The measured fractions Ri for
√
s =7 TeV and
√
s =8 TeV are summarised in Table 7.8. For both data-
sets and signal categories the largest contribution arises from W+jets processes, followed by multijet
events. The contributions from Z → ``(jet→ τhad) and Top(jet→ τhad) are small in comparison.
The final fake factors are illustrated as functions of the transverse momentum in Figure 7.6. The res-
ulting fake factors for
√
s =8 TeV (Figure 7.6a and Figure 7.6b) as a function of pT (τhad) vary from
0.15 (0.09) to 0.06 (0.04) for one (three) prong candidates in the boosted category. In the VBF category
the factors range from 0.12 (0.08) to 0.09 (0.04). The statistics available for the derivation of the fake
factors in the
√
s =7 TeV dataset (Figure 7.6c and Figure 7.6d) is smaller, which results in large stat-
istical uncertainties. Due to the low statistics the lower BDT cut for anti-τhad events is dropped for the√
s =7 TeV fake factors.
The BDT cut which is part of the definition of anti-τ events is an improvement of the FF method used in
earlier analyses, since it reduces the contribution of anti-τ events originating from gluon or pileup jets.
Hence, their composition is closer to the composition of identified τhad candidates. Compared to earlier
analyses, the method is extended to the Z → `` and top background. Although the jet → τhad back-
ground is dominated by W+jets and multijet events, the contributions of Z → `` and top background
are statistically large enough to estimate them also from data rather than MC. The estimation from data
is favoured, since it reduces systematic uncertainties.
Table 7.8: Measured fraction Ri and its uncertainty for different background processes for
√
s =7 TeV and√
s =8 TeV in the boosted and VBF category.
Background Boosted (7 TeV) VBF (7 TeV) Boosted (8 TeV) VBF (8 TeV)
Z → ``(jet→ τhad) 0.06±0.03 0.13±0.07 0.05±0.03 0.11±0.06
Top(jet→ τhad) 0.06±0.03 0.03±0.02 0.07±0.04 0.03±0.02
W+jets 0.75±0.38 0.60±0.3 0.62±0.31 0.46±0.23
QCD 0.13±0.07 0.24±0.12 0.26±0.13 0.40±0.20
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Figure 7.6: Fake factors as a function of the transverse momentum of the τhad candidate. These factors are shown
for the boosted (left) and VBF (right) category as well as for the
√
s =8 TeV (top) and
√
s =7 TeV (bottom)
dataset. The functions are derived separately for one (blue) and three (red) prong candidates. Only the statistical
error is displayed.
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Anti-correlation between FFTop and correction factor for Top (real τhad)
The control region used to derive the misidentification rate for top events FFTop is significantly con-
taminated by events with a real τhad object Top(real τhad). These events are normalised as explained
in Section 7.3.4. In order to obtain the number of misidentified τhad candidates the contribution from
Top(real τhad) has to be subtracted. The subtraction is done without any additional normalisation cor-
rection. In principle, this treatment causes an anti-correlation between the fake factor FFTop and the
correction factor for Top(real τhad). By floating FFTop and propagate it to the combined fake back-
ground model the impact of the anti-correlation on the final likelihood fit result has been studied. The
impact on the top background yield and the significance is in the per mill range and therefore negligible.
EmissT calculation in anti-τhad events
In the reconstruction algorithm of EmissT anti-τhad objects are not correctly calibrated. While jets misid-
entified as τhad candidates are treated as real τ leptons, for anti-τhad candidates the jet energy calibration
is used which results in a mismodelling of EmissT -related variables. In particular, the projection of E
miss
T
along the τhad momentum direction
~EmissT · pˆT (τhad)
|~pT (τhad)| (7.8)
is incorrectly modelled as illustrated in Figure 7.7a. For this reason, in the
√
s =8 TeV analysis the EmissT
is re-calculated requiring that the anti-τhad object is treated as τhad object. Figure 7.7b shows how the
recalculation improves the modelling of the above mentioned projection. For the
√
s =7 TeV analysis
such a re-calculation is not available. Hence, these events are reweighted according to the distribution
(a) (b)
Figure 7.7: Projection of EmissT along the τhad momentum direction before and after recomputing E
miss
T in the VBF
fake τhad control region.
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of the EmissT on τhad projection. The weights (see Figure 7.8) are derived in the W+jets control region
which contains many jets misidentified as τhad candidates. For the reweighting procedure a conservative
uncertainty of ±100% is assigned to the weights, because the derivation of these weights is only based
on events in the W+jets control region and is done in just one dimension.
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Figure 7.8: Weights and their statistical uncertainties derived in the W+jets control region. They are used to
correct anti-τhad events in the
√
s =7 TeV dataset. The weights are shown as a function of the projection of EmissT
on the anti-τhad candidate for the boosted (red) and VBF (blue) category.
Sources of systematic uncertainties
For the fake factor method four sources of systematic uncertainties are identified corresponding to an
overall impact on the background estimate of ±4.7% (±3.1% ) in the boosted (VBF) category:
• Statistical uncertainty: The derivation of the fake factors for the different processes is influenced
by the available data statistics in the different control regions. The statistical error is calculated
for each factor FFi.
• Background composition uncertainty: The final fake factor applied on anti-τhad events con-
siders the fake composition (see Equation 7.3) which is mainly estimated from Monte Carlo sim-
ulation. To estimate the uncertainty due to the measured fraction Ri, each fraction is varied by
±50%. Figure 7.9 illustrates how the variation of Ri changes the overall fake composition for the
boosted and VBF category for
√
s =7 TeV and
√
s =8 TeV. In the case of the +50% variation,
the background composition is completely dominated by W+jets events.
• MC closure: In order to validate the fake factor procedure itself and to identify possible bi-
ases due to the method, a MC closure test is used in which the number of anti-τhad candidates
in simulated control samples (W+jets, Z → `` and tt¯) is used to estimate the number of events
of the corresponding Monte Carlo sample in the signal region. The MC closure test is shown
for the MMC mass distribution in Figure 7.10. For the
√
s =8 TeV analysis (Figure 7.10a and
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(a)
(b)
Figure 7.9: Composition of jet→ τhad fakes in the VBF (left) and boosted (right) category for √s = 7 TeV (top)
and
√
s = 8 TeV (bottom). The compositions are estimated with the fake factor method. They are given for
nominal Ri (upper bar), the −50% down (middle bar) and the +50% up (lower bar) variation.
Figure 7.10b) good agreement within statistical uncertainties between expected number of events
from Monte Carlo simulation and fake factor method is observed, while for the
√
s =7 TeV ana-
lysis (Figure 7.10c and Figure7.10d) in particular in the boosted category a discrepancy is visible
for which an uncertainty of ±10% is assigned to the fake factors. The mismodelling might be
caused by potential imperfections of the EmissT -on anti-τhad reweighting method described earlier,
since the calculated MMC mass depends on the relative direction of EmissT and the τhad candidate.
• Closure test in fake τhad control region: In order to check for any remaining mismodelling due
to the method, which is not covered by the uncertainties described so far, the fake background
model (including the rest of the background model) is compared to data in the fake τhad data
control region (see Section 7.4.1) dominated by events with a jet misidentified as τhad candidate.
A good agreement is observed, so that no additional uncertainty has to be assigned.
7.3.6 Estimate of fake background via the opposite sign-same sign method
In order to estimate the background due to jets misidentified as τhad candidates the so-called opposite
sign-same sign (OS-SS) method can be used. It has been part of the background model in earlier H → ττ
analyses and is in detail described in the corresponding documentations [114, 134]. This method is
statistically limited due to the number of data events in the fake τhad control regions. For that reason,
it can only be used to estimate the background in regions with large data statistics like the preselection.
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For the two signal regions, in which a rather small number of events is found, the OS-SS method is not
suitable. Instead, the fake factor method is chosen as the appropriate method to estimate this background
source. In the context of the presented analysis, this method is only used for the background estimate at
preselection level and for the BDT training.
(a) (b)
(c) (d)
Figure 7.10: Monte Carlo closure test of the fake factor method showing the MMC distribution in the boosted
(left) and VBF (right) signal region estimated from Monte Carlo (black) and fake factor method (green) for√
s =8 TeV (top) and
√
s =7 TeV (bottom). The figures are taken from [127].
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7.4 Validation of the background model
The background model has to be validated before making statements about background contributions
in data. While a detailed validation of the BDT input variables and of the BDT score distribution with
respect to the combined background model is performed in the signal and control region in Section 7.6.2,
here the modelling of some basic kinematic observables is investigated.
7.4.1 Validation of the data-driven part of the background model
The larger part of the background model is determined in a data-driven way. The data-driven background
model is validated in two control regions.
Z → ττ background
For the embedding method several validation methods have been developed which address different as-
pects of the procedure. In Section 6.7 which is dedicated to more general validation methods independ-
ent of a particular use case in one of the various analyses it is confirmed that the modelling of Z → ττ
decays based on Z → µµ data events works well. In the final validation step, the τ embedded Z → µµ
collision data events have to be validated within the analysis as part of the combined background model
in the Z-enriched control region. Since other background processes also contribute significantly it is
not a clean and stand-alone validation of the embedding method. Moreover, the complete background
model involving other background estimation procedures is tested as described above.
Some examples for embedding-relevant quantities in the boosted (left-hand-side plots) and VBF (right-
hand-side plots) are displayed in Figures 7.11, 7.12 and 7.13: The transverse momentum of the had-
ronically decaying τ lepton and visible ττ mass in Figure 7.11 are examples for the kinematics of the
visible Z decay products. The reconstructed EmissT and m
MMC
ττ are shown in Figure 7.12. The transverse
momentum of the Z boson and leading jet are given in Figure 7.13. Since these plots are used to val-
idate the Z → ττ background, the composition of the other background processes like fake τ leptons
or diboson events are not of interest. Thus, they are summarised into one background illustrated in red.
The low mass Drell Yan processes with ττ final states are taken from MC and shown in light blue. The
τ-embedded events, illustrated in dark blue, are normalised to data in a dedicated region documented
in Section 7.2.5. Within uncertainties (defined in Section 7.7), the distributions of the ATLAS data are
well described by the combined background model including the dominant embedding-based Z → ττ
model. From these comparisons and the other validation results one can conclude, that τ-embedded data
provide a reliable model of the Z → ττ background.
Fake background
The fake factor method is validated in the fake τhad control region which is dominated by events with
a jet misidentified as τhad candidate. Potential mismodelling due to this method would be visible in
this region and can be addressed by assigning an additional uncertainty, covering the remaining differ-
ences. In Figure 7.14 the transverse momentum of the τhad candidate and mMMCττ are illustrated for the√
s =8 TeV VBF and boosted category. The distributions show no indication for such a mismodelling.
Hence, no additional systematic is assigned.
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Figure 7.11: Comparison of data with the combined background model in the boosted (left) and VBF (right)
Z-enriched control region. The upper (lower) plots show the transverse momentum of the τhad candidate (visible
ττ mass). The ratios show the relative difference of the data to the total background estimate. Except for the
Z → ττ background all other background processes are summarised under "others". The left-hand side figures
are taken from [9].
139
7 Analysis of the H → τ`τh decay channel with 4.5 fb−1+ 20.3 fb−1
 [GeV]missTE
0 20 40 60 80 100 120 140 160
Ev
en
ts
 / 
5 
G
eV
0
100
200
300
400
500 Data
 embeddingττ→Z
<40 GeV)
ττ
 MC (mττ→*γ/Z
Others
Uncert.
-120.3 fb = 8 TeV, s
 Boostedττ ATLAS
ττ→Z
Control Region
 [GeV]missTE
0 20 40 60 80 100 120 140 160
D
at
a/
M
od
el
0.6
0.8
1
1.2
1.4
(a) (b)
 [GeV]ττMMCm
20 40 60 80 100 120
Ev
en
ts
 / 
4 
G
eV
0
100
200
300
400
500
600
700
800
900
Data
 embeddingττ→Z
<40 GeV)
ττ
 MC (mττ→*γ/Z
Others
Uncert.
-120.3 fb = 8 TeV, s
 BoostedττATLAS
ττ→Z
Control Region
 [GeV]ττMMCm
20 40 60 80 100 120
D
at
a/
M
od
el
0.6
0.8
1
1.2
1.4
(c) (d)
Figure 7.12: Comparison of data with the combined background model in the boosted (right) and VBF (left)
Z-enriched control region. The upper (lower) plots show the missing transverse energy (invariant ττ MMC mass).
The ratios show the relative difference of the data to the total background estimate. Except for the Z → ττ
background all other background processes are summarised under "others". The left-hand side figures are taken
from [9].
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Figure 7.13: Comparison of data with the combined background model in the boosted (left) and VBF (right)
Z-enriched control region. The upper (lower) plots show the transverse momentum of the Z boson (of the leading
jet). The ratios show the relative difference of the data to the total background estimate. Except for the Z → ττ
background all other background processes are summarised under "others". The left-hand side figures are taken
from [9].
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Figure 7.14: Comparison of data with the combined background model in the boosted (left) and VBF (right) fake
τhad control region. The ratios show the relative difference of the data to the total background estimate which is
dominated by jets misidentified as τ candidates. The upper (lower) distributions show the transverse momentum
of the τhad candidate (mMMCττ ) in the
√
s =8 TeV analysis.
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7.4.2 Validation of the MC simulated part of the background model
Only background processes, with small contributions in the signal regions are MC simulated. From
those background processes, the top background with a true τhad signature is the largest one. It is
validated in the top control region which enhances the contamination of this particular background.
In Figure 7.15a and Figure 7.15b (Figure 7.15c and Figure 7.15d) the transverse momentum spectrum
of the light lepton (missing transverse energy) is shown for the
√
s =8 TeV and
√
s =7 TeV boosted
category. Figure 7.16a and Figure 7.16b (Figure 7.16c and Figure 7.16d) show the same distributions in
the
√
s =8 TeV and
√
s =7 TeV VBF category. A good agreement within uncertainties is observed.
7.4.3 Validation of the combined background model
After the validation of the background modelling in the control regions, the combined background
model has to be tested in the signal categories. Figure 7.17 and Figure 7.18 show some examples of
kinematic variables in the boosted and VBF signal region for the
√
s =7 TeV and
√
s =8 TeV analysis:
In Figure 7.17a and Figure 7.17b (Figure 7.18a and Figure 7.18b) the pT (τhad) spectra are depicted for
the
√
s =8 TeV and
√
s =7 TeV boosted (VBF) category. Figure 7.17c and Figure 7.17d (Figure 7.18c
and Figure 7.18d) show the invariant ττ MMC mass. The background model agrees with the observed
data within the systematic uncertainties.
7.5 Expected and observed yields in signal regions
Based on the background model described above the number of expected background events in both
regions is determined and compared to the measured values in data. This comparison is done before
fitting (pre-fit) and after fitting (post-fit) the BDT distribution. The pre-fit event yields for the combined
background model and the individual background processes for the
√
s =7 TeV and
√
s =8 TeV data-
sets including statistical and systematic uncertainties (see Section 7.7) are summarised in Table 7.9 and
Table 7.10, respectively. The observed event numbers in data match the prediction from Monte Carlo
simulation in all categories within uncertainties. Since the size of the
√
s =7 TeV dataset is only about
a quarter of the size of the
√
s =8 TeV dataset (see Table 3.1) the event yields in the
√
s =7 TeV are
significantly smaller. The largest contribution in the boosted category originates from the Z → ττ back-
ground, while the fake τhad background dominates in the VBF category of both datasets. Contributions
from other background processes are small. In the boosted category, the dominant signal process is ggF,
followed by VBF. Only small contributions arise from VH. As expected, in the VBF category, more
signal events containing Higgs bosons produced via VBF than ggF contribute. Contributions from ggF
production processes are still significant in the VBF category. Compared to the combined background
yields, the number of signal events expected to enter the categories is very small. For that reason,
the background has to be further suppressed in order to improve the signal-to-background ratio and to
increase the signal sensitivity. This can be achieved either by introducing sub-categories by additional
cuts on discriminating variables as done for the cut-based analysis (see Section 8.4) or using multivariate
techniques as discussed in the following.
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Figure 7.15: Comparison of data with the combined background model focusing on characteristic kinematic
observables in the top control region of the boosted category for the
√
s =7 TeV (left) and
√
s =8 TeV (right)
analysis. The ratios show the relative difference of the data to the total background estimate including systematic
and statical errors: (a) and (b) the transverse momentum of lepton, (c) and (d) the missing transverse momentum.
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Figure 7.16: Comparison of data with the combined background model focusing on characteristic kinematic
observables in the top control region of the VBF category for the
√
s =7 TeV (left) and
√
s =8 TeV (right)
analysis. The ratios show the relative difference of the data to the total background estimate including systematic
and statical errors: (a) and (b) the transverse momentum of lepton (c) and (d) the missing transverse momentum.
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Figure 7.17: Comparison of data with the combined background model focusing on characteristic kinematic
observables in the boosted signal region for the
√
s =7 TeV (left) and
√
s =8 TeV (right) analysis. The ratios
show the relative difference of the data to the total background estimate including systematic and statical errors:
(a) and (b) the transverse momentum of the τhad candidate, (c) and (d) the invariant ττ mass calculated with the
MMC.
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Figure 7.18: Comparison of data with the combined background model focusing on characteristic kinematic
observables in the VBF signal region for the
√
s =7 TeV (left) and
√
s =8 TeV (right) analysis. The ratios show
the relative difference of the data to the total background estimate including systematic and statical errors: (a) and
(b) the transverse momentum of the τhad candidate, (c) and (d) the invariant ττ mass calculated with the MMC.
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Table 7.9: Pre-fit event yields for background and signal processes in the boosted and VBF category of the√
s =7 TeV analysis including statistical and systematic uncertainties defined in Section 7.7. The yields of the
combined background model are compared to the observed yields in data.
Sample Boosted category VBF category
Z → ττ 1231 ± 25 ± 201 136 ± 7 ± 37
Z → ``(` → τhad) 30 ± 3 ± 7 3.9 ± 0.6+1.5−1.2
Diboson 40 ± 1 ± 5 6.5 ± 0.4+1.9−1.8
tt¯(real τhad) 51 ± 2 ± 5 10 ± 1 ± 2
Fake background 820 ± 7 ± 202 196 ± 3+54−54
VBF 2.1 ± 0.1 ± 0.2 3.3 ± 0.1 ± 0.4
ggF 6.4 ± 0.2+2.4−1.9 1.2 ± 0.1+0.6−0.5
WH 1 ± 0.05 ± 0.11 0.03 ± 0.01 ± 0.1
ZH 0.51 ± 0.03+0.11−0.05 0.02 ± 0.01 ± 0.02
Total Signal 10.0 ± 0.2+2.4−1.9 4.6 ± 0.1+0.7−0.6
Total background 2171 ± 26 ± 285 353 ± 8 ± 65
Data 2199 349
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Table 7.10: Pre-fit event yields for background and signal processes in the boosted and VBF category of the√
s =8 TeV analysis including statistical and systematic uncertainties. The yields of the combined background
model are compared to the observed yields in data.
Sample Boosted category VBF category
Z → ττ 6323±57+210−210 900±17+48−51
Z → ``(` → τhad) 213±11+60−61 56±3+31−30
Diboson 421±12+48−48 64±5+15−14
tt¯(real τhad) 398±11+35−44 85±5+11−11
Fake background 5425±26+336−336 1637±13+72−72
VBF 11.0±0.1+0.90−0.90 22±0.2+2.47−2.50
ggF 40±1+13−11 12±1+6−6
WH 6.5±0.1+0.7−0.7 0.36±0.02+0.13−0.10
ZH 3.2±0.1+0.3−0.3 0.11±0.01+0.03−1.28
Total Signal 61±7.82+14.77−13.78 34±1+8.63−9.88
Total background 12779±65+689−699 2741±23+177−178
Data 12952 2830
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7.6 Application of BDTs in the H → τ`τh analysis
While the general concept of the BDT classifier is discussed in Section 5.2, the following section is
concerned with the training and evaluation of BDTs in the H → τ`τh analysis.
7.6.1 The BDT training setup of the H → τ`τh analysis
For both signal categories one individual BDT is trained. The training is performed on
√
s =8 TeV
signal and background samples. For datasets at
√
s =7 TeV, no separate BDTs are trained. Instead,
the BDTs trained at the higher center-of-mass are applied. Reasons, why BDTs are not re-trained for√
s =7 TeV, are elaborated on in Section 7.6.3. For the training different discriminating variables are
used. They are summarised in Section 5.6.
The BDTs are trained on signal samples assuming a Higgs mass of 125 GeV. While for the VBF
Figure 7.19: Sketch of the cross-evaluation method: BDT1 (BDT2) is trained on sample A (B). Afterwards,
BDT1 (BDT2) is applied on sample B (A).
category only the VBF signal sample is considered, for the boosted category the BDT is trained for
VBF, ggF and VH Higgs production mechanisms in order to improve the overall sensitivity. For the
training 50% of the available statistics in background samples and 75% in signal samples is used, while
the rest of the sample statistics is employed to test the BDTs. Based on these trained BDTs events are
classified as signal-like or background-like within the analysis. Due to overtraining effects the BDTs
must not be applied on events which were used for the BDT training. This restriction reduces the sample
statistics available for physics analyses significantly. In order to be able to use 100% of the statistics for
the analysis, however, a technique known as cross-evaluation is applied. This technique is illustrated in
Figure 7.19: The sample is divided arbitrarily into two subsamples A and B containing the same number
of events. In the next step, one BDT is trained for both samples A and B separately. The BDT trained on
sample A is applied on sample B and vice versa. In the case of collision data, both BDTs are applied on
one or the other half, respectively. The application of this technique assumes a similar performance of
both BDTs. The actual background and signal sample size for the training are summarised in Table 7.11.
For the training, the background due to jets misidentified as τhad candidates is estimated by the OS-SS
method (see Section 7.3.6).
BDT training variables
The BDTs are trained based on a set of variables which possess good discriminating power between
signal and background processes. They are chosen from a long list of potential variables by the following
procedure: For both signal categories, a list of variables is chosen. These variables must be suitable to
reject background processes. Then, the number of variables is reduced by removing variables which
are not well-modelled or reveal other problems. For example, variables are avoided which are strongly
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Table 7.11: Sample size for different background and signal samples used for the BDT training of the boosted and
VBF category.
Process Boosted category VBF category
Z → ττ 20728 34588
Z → `` 868 1934
W+jets 7260 16336
tt¯ single top 3773 8024
Diboson 1388 2376
Same Sign events 2867 7051
Total background 36884 70309
Signal (m=125 GeV) 39166 53978
correlated with other input variables. After removing variables the BDT is trained and its discrimination
power is investigated. The dependence of the signal sensitivity of the analysis on the chosen variables
is also studied. Variables with small impact on the BDT performance are not longer considered. After
obtaining a set of basic variables new ideas for variables are tested by adding them to the BDT input
list and reinvestigating the BDT performance. The variables finally used for the BDT training in the
boosted and VBF category are summarised in Table 7.12.
Table 7.12: Discriminating variables for the training of the BDTs at
√
s =8 TeV for the VBF and boosted category.
The variable definition is given in Section 5.6.
Variable Boosted category VBF category
mT X X
mMMCττ X X
∆R(τ1τ2) X X
pτ1T /p
τ2
T X∑
pT X
ptotT X
EmissT φ centrality X X
∆η( j1, j2) X
m j, j X
η j1 xη j2 X
Cη1,η2(η`) X
General BDT performance studies
Different tools are employed to study the discrimination power of the trained BDTs.
• In the importance ranking the separation power of the variables used in the BDT training is quan-
tified. The quantification is achieved in the following way: For each variable the nodes are iden-
tified in which the variable is used to make a decision. Based on the number of identified nodes
a weight is derived. This weight accounts for the actual number of events in the corresponding
node and the improvement of the Gini-Index (see Section 5.2.1). Summing up all weighted occur-
rences leads to a ranking value. A high ranking value means a high importance for the separation
of background and signal events, while a small value is associated with a small influence of the
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variable on the BDT performance. Based on the ranking values the input variables can be quant-
itatively ordered and conclusions on their importance can be drawn. For example, if a variable
has a significantly smaller ranking value than the other BDT input variables, it might be removed
from the BDT training without affecting the BDT performance.
• Besides the variable ranking the investigation of correlations between the input variables are of
interest. If two input variables are strongly correlated which each other they do not significantly
increase the discriminating power of the BDT compared to the case in which only one of those
two variables is used. It is also important to check for potential mismodelling of correlations in
MC. Such mismodelled correlations can bias the BDT. The correlations between input variables
were investigated and no mismodelling was observed [127].
• A good classifier is characterised by a small background misclassification rate background denoting
the number of background events which are misclassified as signal events. At the same time the
classifier should also have a small signal misclassification rate 1 − signal, i.e. signal events which
are misclassified as background. In order to visualise the signal purity 1−background and the signal
efficiency signal of the BDT the ROC (receiver operating characteristic) curve is used. A sketch of
the ROC curve is illustrated in Figure 7.20. It shows the signal purity in dependence of the signal
efficiency. The best theoretical integral value is given by +1 meaning all signal and background
events are correctly classified as signal and background, respectively.
The above mentioned tools, importance rankings, variable correlations and ROC curve, are used in this
analysis in order to optimise the BDT training.
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Figure 7.20: Sketch of a ROC curve. The ROC curve shows the signal purity (1-background) dependent on the
signal efficiency signal. A good classifier increases the integral below the red curve.
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7.6.2 Validation of BDT score distribution and BDT input variables
Besides the above mentioned performance studies the modelling of each BDT input variable has to be
validated. They are validated by comparing the estimated distributions obtained with the combined
background model in Section 7.3 with the results obtained from collision data in both signal regions as
well as in corresponding control regions. In the comparisons the uncertainties discussed in Section 7.7
are considered. Only a small collection of validation plots is presented in Figure 7.21, Figure 7.22 and
Figure 7.23. All other validation plots can be found in Appendix C.1.
Figure 7.21a, Figure 7.22a and Figure 7.23a show the angular separation between the visible τ decay
products in the boosted signal region and the corresponding fake and top control regions. The difference
between background model and data for small ∆R(`τhad) in the fake τhad control region has no visible
impact on the result in the signal region. This variable is well-modelled in the signal region. Good
agreement is also observed in the top control region. The distance ∆R(`τhad) is mainly used in the BDT
training to discriminate signal from background processes with fake τhad signatures. The modelling
of the transverse momentum ratio in the boosted category (Figure 7.21b, Figure 7.22b, Figure 7.23b)
agrees with the observed distribution in data. As shown before at preselection level (see Figure 7.2d)
this variable has some discrimination power against the Z → ττ background. Examples for the VBF
category are depicted in Figure 7.21c, Figure 7.22c and Figure 7.23c. They show the ` − η centrality
Cη1,η2(η`). As expected for signal events, the lepton lies centrally between the two jets. At small values
of Cη1,η2(η`) mainly background events contribute. Figure 7.21d, Figure 7.22d and Figure 7.23d show
the modelling of the difference in pseudorapidity between the two leading jets in the VBF signal and
corresponding control regions. The comparisons of all BDT input variables show a good agreement
between data and the background model.
In the next step, the modelling of the BDT score distribution, from which the sensitivity of the ana-
lysis is extracted, has to be validated. The validation of the BDT score is subdivided into two steps:
In a first blinded validation the low BDT score region is investigated in which the signal contribution
is negligible. Such a validation has the advantage that the analysis is blind with respect to the signal
and hence the analysis strategy is not biased due to observations made in sensitive regions. The BDT
score value up to which the BDT score distribution is unblinded is defined as the value at which the
signal-to-background ratio exceeds 30%. After ensuring a well-modelled low BDT score region, in the
next step, the other bins are unblinded and validated as well.
The unblinded BDT score distributions are summarised in Figure 7.24. Good agreement between back-
ground model and data is observed. Also in the control regions, the modelling of the BDT score distri-
butions is in agreement with data. The BDT score distributions for the control regions are summarised
in Appendix C.2.1. Figure 7.24 demonstrates that the background due to fake τhad candidates dom-
inates in the low BDT score regions and hence separates well from signal processes. The BDT score
also has good discrimination between fake τhad background and Z → ττ. This is an advantage because
the Z → ττ normalisation can be obtained within the fit without a significant impact of the systematic
uncertainties related to the fake τhad background. Due to the good separation the low BDT score region
contains important information about the normalisation of the various background processes.
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Figure 7.21: Comparison of data with the combined background model with respect to BDT input variables in
the boosted (top) and VBF (bottom) signal region of the
√
s =8 TeV analysis: (a) ∆R between the light lepton and
the τhad candidate, (b) pT ratio between the light lepton and the τhad candidate, (c) ` − η centrality Cη1,η2 (η`) and
(d) difference in pseudorapidity between the two leading jets. The ratios show the relative difference of the data
to the total background estimate including systematic uncertainties in the grey error band.
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Figure 7.22: Comparison of data with the combined background model with respect to BDT input variables in
the boosted (top) and VBF (bottom) fake τhad control region of the
√
s =8 TeV analysis: (a) ∆R between the
light lepton and the τhad candidate, (b) pT ratio between the light lepton and the τhad candidate, (c) `− η centrality
Cη1,η2 (η`) and (d) difference in pseudorapidity between the two leading jets. The ratios show the relative difference
of the data to the total background estimate including systematic uncertainties in the grey error band.
155
7 Analysis of the H → τ`τh decay channel with 4.5 fb−1+ 20.3 fb−1
)
h
τR(l,∆
0 1 2 3 4 5 6
Ev
en
ts
 / 
0.
30
0
50
100
150
200
250
300
350
400 Data 2012
τ τ →* γ)/µµZ(
τ → l l →* γZ/
Diboson
 + single toptt
hadτFake 
Uncert.
ggH125 x 50
vbfH125 x 50
 channels
had
τµ + hadτe
)
had
τR(l,∆
0 1 2 3 4 5 6
D
at
a 
/ M
C
0.6
0.8
1
1.2
1.4
data.h_evtsel_dRTauLep
(a)
)hτ(T(l)/pTp
0 1 2 3 4 5 6 7 8 9 10
Ev
en
ts
 / 
0.
50
0
100
200
300
400
500 Data 2012
τ τ →* γ)/µµZ(
τ → l l →* γZ/
Diboson
 + single toptt
hadτFake 
Uncert.
ggH125 x 50
vbfH125 x 50
 channels
had
τµ + hadτe
)hadτ(T(l)/pTp
0 1 2 3 4 5 6 7 8 9 10
D
at
a 
/ M
C
0.6
0.8
1
1.2
1.4
data.h_evtsel_pTratio
(b)
)
l
η(
2
η,
1
ηC
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ev
en
ts
 / 
0.
05
0
10
20
30
40
50
60
70
80
Data 2012
τ τ →* γ)/µµZ(
τ → l l →* γZ/
Diboson
 + single toptt
hadτFake 
Uncert.
ggH125 x 50
vbfH125 x 50
 channels
had
τµ + hadτe
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
D
at
a 
/ M
C
0.6
0.8
1
1.2
1.4
data.h_evtsel_LepEtaCentrality
(c)
j,jη∆
2 3 4 5 6 7 8
Ev
en
ts
 / 
0.
20
0
20
40
60
80
100
Data 2012
τ τ →* γ)/µµZ(
τ → l l →* γZ/
Diboson
 + single toptt
hadτFake 
Uncert.
ggH125 x 50
vbfH125 x 50
 channels
had
τµ + hadτe
2 3 4 5 6 7 8
D
at
a 
/ M
C
0.6
0.8
1
1.2
1.4
data.h_evtsel_jets_deltaEta
(d)
Figure 7.23: Comparison of data with the combined background model with respect to BDT input variables in
the boosted (top) and VBF (bottom) top control region of the
√
s =8 TeV analysis: (a) ∆R between light lepton
and the τhad candidate, (b) pT ratio between the light lepton and the τhad candidate, (c) ` − η centrality Cη1,η2 (η`)
and (d) difference in pseudorapidity between the two leading jets. The ratios show the relative difference of the
data to the total background estimate including systematic uncertainties in the grey error band.
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In this analysis, the BDT combines two functionalities: First, it is used to improve the signal-to-
background ratio. This is achieved by enriching the high BDT score region by signal events. Due
to the separation power of the BDT background processes are situated more likely in the low BDT score
region. Secondly, the BDT score distribution is fitted in order to extract the signal. The signal extraction
based on the BDT scores in Figure 7.24 is discussed in Section 7.8.
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Figure 7.24: Unblinded BDT score distribution (pre-fit) for the boosted (left) and VBF (right) signal category of
the
√
s =7 TeV (top) and
√
s =8 TeV (bottom) analysis. The ratios show the relative difference of the data to the
total background estimate including systematic uncertainties in the grey error band.
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7.6.3 Application of BDTs on the
√
s =7 TeV dataset
The BDT training setup used for the
√
s =8 TeV analysis has been discussed in Section 7.6.1. For the√
s =7 TeV analysis, two options were investigated: First, the BDTs can be optimised for the
√
s =7 TeV
analysis by retraining them on the corresponding dataset. Secondly, BDTs trained on
√
s =8 TeV data
can be applied on
√
s =7 TeV data. Since the
√
s =7 TeV analysis is based on a significant smaller
sample size and is carried out under different pileup conditions, it is not a-priori clear which option is
the better one. In the context of this thesis, both options were studied. In the following, the two options
are discussed in detail and it is argued why the second option is used in the analysis.
BDT retraining on 7 TeV data
For the training of the BDTs with
√
s =7 TeV data challenges arise due to a significantly smaller sample
size compared to the
√
s =8 TeV analysis (see Table 7.13). In order to improve the training statistics
and to avoid potential problems due to overtraining the concept of the cross evaluation is further refined.
Instead of training two BDTs, BDT1 and BDT2, on split samples B and A, the samples can be split
into four samples each containing 75% of the overall available samples statistics. For each of these four
datasets one BDT is trained which is later applied to one of the other three data samples. Nevertheless,
the training statistics is still significantly smaller compared to the
√
s =8 TeV analysis.
Comparing the background composition between the boosted (VBF) signal regions of the
√
s =7 TeV
Table 7.13: Number of background and signal events used in the
√
s =7 TeV and
√
s =8 TeV BDT training.
Category Total background Signal (m=125 GeV)
Boosted
√
s =8 TeV 36 884 39 166
VBF
√
s =8 TeV 70 309 53 978
Boosted
√
s =7 TeV 7 094 6 385
VBF
√
s =7 TeV 14 201 6 039
and
√
s =8 TeV analysis (see Table 7.9 and Table 7.10) shows that the background composition is very
similar for both datasets. Since a similar discriminating power of the BDT input variables listed in
Table 7.12 is expected for the
√
s =7 TeV retraining, the same input variables as for the
√
s =8 TeV
analysis are used.
Based on these variables the BDTs well separate signal from background processes. This separation
is shown in Figure 7.25a and Figure 7.25b. In order to study the impact of the input variables on
the discrimination power of the BDT importance rankings for these variables are carried out for the√
s =7 TeV and
√
s =8 TeV analysis. Their results are documented in Table 7.14 and Table 7.15. The
results confirm that these variables similarly contribute to the discrimination power in the
√
s =7 TeV
and
√
s =8 TeV BDT training. The invariant ττ mass is ranked highest in the boosted category of
the
√
s =7 TeV and
√
s =8 TeV analysis. Its discrimination power is smaller in the VBF category but
still relevant. The invariant ττ mass is lower ranked in this category, since variables related to the VBF
topology provide some additional separation power. Particularly in the
√
s =7 TeV VBF category, the
ranking value of the invariant mass differs from the other categories which might be due to the small
number of events available for the BDT training. Its importance value, however, is similar to the values
of other variables. Hence, the mass also contributes to the separation power of the BDT. In general,
all input variables have similar values of importance. This demonstrates that all of them contribute
in a compatible way to the classification performance of the BDT. The BDT is trained on a minimal
set of variables in a sense that none of the chosen variables has an insignificant contribution to the
158
7.6 Application of BDTs in the H → τ`τh analysis
Table 7.14: Importance rankings for variables used as input for the BDT training on the
√
s =7 TeV (left) and√
s =8 TeV (right) dataset in the boosted category.
Variable Variable importance
mMMCττ 0.523
EmissT φ centrality 0.269
∆R(τ1τ2) 0.240
mT 0.200
pτ1T /p
τ2
T 0.176∑
pT 0.011
Variable Variable importance
mMMCττ 0.218
∆R(τ1τ2) 0.174
EmissT φ centrality 0.169∑
pT 0.150
mT 0.147
pτ1T /p
τ2
T 0.143
Table 7.15: Importance rankings for variables used as input for the BDT training on the
√
s =7 TeV (left) and√
s =8 TeV (right) dataset in the VBF category.
Variable Variable importance
Cη1,η2(η`) 0.130
EmissT φ centrality 0.125
∆η( j1, j2) 0.122
∆R(τ1τ2) 0.113
m j, j 0.111
mMMCττ 0.105
mT 0.100
ptotT 0.099
η j1 xη j2 0.095
Variable Variable importance
∆η( j1, j2) 0.134
mMMCττ 0.130
mT 0.119
m j, j 0.116
EmissT φ centrality 0.113
η j1 xη j2 0.110
Cη1,η2(η`) 0.097
ptotT 0.091
∆R(τ1τ2) 0.090
BDT performance. The largest differences with respect to the values of importance are visible in the√
s =7 TeV boosted category which might indicate that other input variables could result in an equal or
better separation power.
The ROC integrals in Figure 7.25c and 7.25d which correspond to the BDTs trained for the
√
s =7 TeV
signal categories demonstrate that the separation power and the background rejection of the
√
s =7 TeV
BDTs are compatible with the performance of the
√
s =8 TeV BDTs used in the
√
s =8 TeV analysis
(see Figure 7.26a and 7.26b). As for the 8 TeV analysis, the ROC integral of the BDT of the VBF
category is larger due to additional discriminating power from VBF-jet topologies.
In summary, the BDT retraining on 7 TeV is possible. In order to cope with the small size of the training
dataset there are some optimisations of the training setup necessary.
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Figure 7.25: Performance of the BDTs retrained on the 7 TeV dataset: The upper plots show the BDT score
distributions for signal (black) and background (red) in the boosted (left) and VBF (right) category. The lower
plots show the corresponding background rejection as function of the signal efficiency for the boosted (left) and
VBF (right) category.
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Performance of 8 TeV BDTs on 7 TeV data
As an alternative to the retraining discussed above, the 8 TeV BDTs which are based on samples with
higher statistics can be applied on 7 TeV data. The application of the 8 TeV BDTs on the 7 TeV dataset is
only possible if the performance of the BDT does not significantly depend on the center-of-mass-energy.
Further, the BDT performance should be independent from pileup conditions. For this reason, the BDT
performance and the background composition in the BDT score distribution are investigated.
In Figure 7.26a and Figure 7.26b the ROC curves for the BDTs of the boosted and VBF category are
compared witch each other. The ROC curves for the BDTs trained on
√
s =8 TeV data and applied to√
s =7 TeV (
√
s =8 TeV) data are illustrated in black (red). They demonstrate that the BDTs have a
separation power which is similar for both categories. In addition, the BDT performance is indifferent
with respect to the dataset on which the BDT is applied on. In Figure 7.26a, some slight differences
between the BDT performance on the
√
s =8 TeV and
√
s =7 TeV dataset are visible. Similar dif-
ferences are also visible when comparing the BDT retrained on
√
s =7 TeV (Figure 7.25c) to the red
curve in Figure 7.26a. The differences in performance might indicate that the BDT training could be
further optimised for
√
s =7 TeV. They are, however, small enough so that such an optimisation is not
compulsory.
(a) (b)
Figure 7.26: Background rejection as a function of the signal efficiency (ROC curve) for BDTs trained for the
boosted (left) and VBF (right) category. The red (black) curve shows the performance of the BDT trained on√
s =8 TeV data and tested on
√
s =8 TeV (
√
s =7 TeV) data [127].
In Figure 7.27, the fractional background composition as a function of the BDT score is shown for both
categories and both datasets. The plots demonstrate that the background composition in the BDT score
distributions only slightly depends on the dataset on which the BDT is applied. Only a small increase
of the fake τhad background in the
√
s =8 TeV dataset compared to the
√
s =7 TeV dataset is visible.
Since all background sources are similarly classified by the
√
s =8 TeV BDT, Figure 7.27 confirms that
using the
√
s =8 TeV BDTs also for the
√
s =7 TeV BDT analysis is an appropriate choice. Hence, for
the presented H → τ`τh analysis the √s =8 TeV BDTs are used for both datasets.
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(a) (b)
(c) (d)
Figure 7.27: BDT score distributions for different background processes in the 7 TeV (top) and 8 TeV (bot-
tom) analysis: The BDT score is plotted for the boosted (left) and VBF (right) category. The figures are taken
from [127].
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7.7 Systematic uncertainties
Systematic uncertainties arise from the experimental setup and the background modelling. In addi-
tion, the event estimate is also affected by theoretical uncertainties. Uncertainties corresponding to the
performance of triggers, object reconstruction or calibration are mainly estimated from collision data.
After identifying all relevant sources of uncertainties, affected objects and parameters are varied accord-
ing to the corresponding estimated uncertainty. The impact of the varied parameters on the BDT score
shape as well as on the background and signal event yields is evaluated in the signal categories. With
respect to the variations two uncertainties are distinguishable. While shape uncertainties influence the
shape of observable distributions and hence their size differs from bin to bin, normalisation uncertain-
ties correspond to scale factors scaling the overall expected event yields in the categories up and down.
Uncertainties with relevant impact and therefore considered within the signal extraction are discussed
in the following.
7.7.1 Experimental uncertainties
The first group of uncertainties are experimental uncertainties which are mainly driven by uncertainties
in the reconstruction and identification of physics objects, i.e. muon and electrons and τ leptons and
jets. In general, uncertainties related to jets and τhad candidates are bigger than for light leptons. Other
uncertainties arise from trigger efficiencies, energy scales and energy resolutions of the mentioned ob-
jects.
The uncertainties on the measurement of the integrated luminosity is obtained from a calibration of the
luminosity scale which is calculated from beam-separation scans as described in [172]. The final un-
certainty is ±1.8% (±2.8%) for the 7 TeV (8 TeV) analysis. In the following, the relevant experimental
uncertainties are briefly introduced.
Uncertainties related to muons and electrons
In order to account for resolution effects of the muon momentum and the electron energy the mo-
mentum/energy is smeared out by appropriate tools delivered by performance groups [80, 173]. The
uncertainties related to the momentum/energy resolution of the light lepton are rather small in the
H → τ`τh analysis. This is due to the fact that the momentum and energy is measured with higher
precision for muons and electrons than for τhad candidates.
The efficiency of the lepton reconstruction and identification is measured via tag-and probe methods and
scale factors are derived to account for efficiency differences estimated from Monte Carlo and measured
in data [80, 81]. By varying the scale factors within their uncertainties their effect is estimated and
propagated to the analysis.
Similar to the reconstruction and identification uncertainties, the efficiencies of the isolation require-
ments for muons and electrons are obtained with a tag-and-probe method. The efficiencies measured
in data are used to determine correction factors for efficiencies estimated in Monte Carlo simulations.
The correction factors are again varied within uncertainties in order to estimate their impact on analysis
results.
Trigger efficiencies are estimated by tag and probe methods in order to get correction factors for Monte
Carlo simulation, which are afterwards varied. It is the largest efficiency uncertainty for light leptons.
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Uncertainties related to the τhad candidate
Correction factors accounting for differences in the τ ID performance between Monte Carlo and data
are estimated via tag-and-probe methods [93]. But in contrast to efficiency corrections of light leptons,
the correction factors as well as their systematic variation are exclusively applied to truth-matched τhad
objects. Their uncertainty is of the order of 2-3% (3-5%) for one (three) prong τ decays. The amount of
electrons faking the τhad candidate is non-negligible and therefore has to be determined. As in the case of
efficiency corrections, the derived misidentification rate differs between Monte Carlo and collision data
so that is has to be corrected. The corrections are applied on τhad candidates which can be matched with
a true electron and varied within their uncertainties for the
√
s =8 TeV analysis. For the
√
s =7 TeV
analysis a control region which is enriched by Z → `` processes is defined. After subtracting all
background processes except for Z → ``, the ratio between data and Monte Carlo events with a τhad
candidate matched to a true electron is determined. The uncertainty of the ratio with a size of roughly
12% is an estimate for the uncertainty on the electron→ τhad fake rate.
For the τ energy scale which is obtained from a fit of mvis for Z → ττ events in data with a precision
of 2-4% a set of systematic uncertainties is varied. These uncertainties consider effects due to several
components of the modelling and interpolation of true τhad objects and an uncertainty special for fake
τhad candidates.
To estimate the uncertainty on the τ energy resolution the impact of smearing simulated τ leptons as
well as changing the parton shower model is investigated. Their effect on the resolution is found to be
below 1% and hence insignificant for the final discriminating variables.
EmissT related uncertainties
The calculation of EmissT is based on the energy measurement of all objects. For that reason, the energy
scale uncertainties of all relevant objects, i.e. electrons, τhad candidates and jets, influence the recon-
structed EmissT so that it has to be recalculated after each energy scale variation [95]. Apart from these
uncertainties two further uncertainties concerning the energy resolution and the EmissT soft term (see Sec-
tion 4.3.8) are also taken into account. The latter is derived from Z → µµ +jets Monte Carlo events and
results from Monte Carlo modelling and pileup effects. It has the largest effect on the total uncertainty.
Uncertainties related to jets
The uncertainty on the jet energy resolution has to be considered for all signal and background processes
which are obtained from Monte Carlo simulations, i.e. all processes except for Z → ττ and background
events with fake τhad candidates. It is determined by an in-situ measurement which is described in [174].
Each jet is smeared by a smearing factor which corresponds to the uncertainty obtained from the in-situ
measurement. For the final fit the effect of the variation is symmetrised around the nominal value.
The jet energy scale uncertainty consists of 23 independent components related to sources like pileup,
modelling of insitu-jet calibration, detector-response, b-jets, flavour compositions or η-calibration. They
are described in detail in [47] and [88]. In order to reduce statistical noise in the fit the significance of all
components for the analysis has been studied and negligible ones removed. A further reduction of the
influence of these uncertainties on the fit is achieved by using data-driven methods to estimate a large
part of the background (Z → ττ and fake jet → τhad processes).
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Impact of the experimental uncertainties on the analysis
The experimental uncertainties have different impact on background and signal event yields. The impact
of the most important ones on the different event yields is summarised in Table 7.16. The numbers are
derived after applying pruning and smoothing algorithms (see Section 7.8.2).
The largest uncertainties arise from the jet energy scale which range from 2%-29%. The large uncertain-
ties related to the jet energy scale (and other uncertainties) on the event yields for the Z → ``(` → τhad)
and diboson background result from statistical fluctuations. Their sample size is small such that its es-
timate depends on single events with large weights and uncertainties. Furthermore, events migrate from
the boosted to the VBF category (and vice-versa) when the analysis is repeated with a varied energy
scale. The jet energy resolution uncertainty ranges from 1%-21%. Since the fake τhad and Z → ττ
background are modelled by data-driven techniques, the jet (and EmissT ) related uncertainties only con-
cern the purely MC simulated background processes. The τ energy scale has also a large impact on the
event yields. Its uncertainty is of the order of 2%-18%. The lepton energy scale uncertainty is with
1%-16% the smallest uncertainty related to the energy scale. In the group of uncertainties referring to
the object identification and reconstruction the uncertainty on the identified τhad candidate is the largest
one with a size of 2%-23%. In particular for the Z → ττ background this uncertainty is large because
only the visible τ decay products are taken from MC simulation (see Section 6.1). In contrast, uncer-
tainties related to the identified light lepton are small. Their uncertainties are about or below 1%. The
uncertainty related to the identification of b-jets is only relevant for tt¯(real τhad) background which is
the only H → τ`τh background process involving b quarks. For this background its size is about ± 12%
and < 1% for all other processes. Uncertainties referring to the energy resolution and scale of EmissT are
of the order of 1%-11% and are small accept for Z → ``(` → τhad) events due to the reason mentioned
above.
7.7.2 Background estimation uncertainties
Since large parts of the background are estimated from data, additional uncertainties related to the back-
ground modelling techniques are assigned. The Z → ττ background is affected by uncertainties due
to the embedding procedure discussed in Section 6.6 with an impact on the Z → ττ estimate of about
1.4%. Further, uncertainties related to correction factors for trigger and reconstruction efficiencies (see
Section 6.4.1) are considered.
Another source of uncertainties on the background model arises due to the estimate of the fake jet →
τhad background. The corresponding uncertainties are described in detail in Section 7.3.5.
For the known mismodelling of jet kinematics in Z → `` MC (see Section 7.3.5) and additional uncer-
tainty of ±10% is assigned. Uncertainties, on the normalisation of the tt¯ and single-top background have
to be taken into account. Since the correction factor is allowed to float freely in the fit, contributions
to the uncertainties which are mainly uncertainties on the jet energy scale and b-tagging efficiency are
obtained within the fit.
7.7.3 Theoretical uncertainties
Theoretical uncertainties are derived for all signal processes and background processes which are purely
simulated and normalised to theoretical cross-sections. These uncertainties arise from missing higher
order QCD corrections, dependences on generator models or parton distribution functions and the mod-
elling of underlying events and parton showers. While the uncertainties related to the simulation of
background processes are in the order of 1 − 5% depending on the particular process, their impact on
the overall background estimate within the analysis is rather small (< 0.2%). In contrast, for the signal
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Table 7.16: Impact of the most important experimental uncertainties on background and signal event yields in the√
s =8 TeV analysis after application of pruning and smoothing algorithms. The first table is related to uncertain-
ties arising from the object identification and reconstruction. The second table summarises scale uncertainties of
light leptons (LES), τhad candidates (TES), jets (JES) and the energy resolution uncertainties of jets (JER). The
last table lists uncertainties concerning the EmissT energy resolution and scale.
Boosted category VBF category
Process Electron Muon τhad b-jets Electron Muon τhad b-jets
Z → ττ <1% <1% ±2.1% - <1% <1% ±3.0% -
Z → ``(` → τhad) ±1.2% <1% ±22% <1% ±1.2% <1% ±23% <1%
Diboson ±1.2% ±1.0% ±2.0% ±1.0% ±1.1% ±1.2% ±1.8% <1%
tt¯(real τhad) <1% ±1.2% ±3.1% ±3.5% <1% ±1.2% ±3.4% ±12.3%
VBF <1% ±1.2% ±3.5% <1% <1% ±1.2% ±3.5% <1%
ggF <1% ±1.1% ±3.5% <1% <1% ±1.2% ±3.5% <1%
WH <1% ±1.2% ±3.5% <1% <1% ±1.0% ±3.6% <1%
ZH <1% ±1.1% ±3.5% <1% <1% ±1.2% ±3.6% <1%
LES TES JES JER LES TES JES JER
Z → ττ <1% ±2.5% - - <1% ±4.9% - -
Z → ``(` → τhad) ±1.4% ±3.7% ±13.6% ±1.3% ±16.4% ±18% ±28.5% ±21%
Diboson <1% ±5.0% ±8.5% ±1.3% ±2.4% ±4.0% ±16.6% ±8.5%
tt¯(real τhad) ±1.0% ±4.0% ±2.5% ±2.5% ±3.1% ±3.1% ±11.8% <1%
VBF <1% ±2.0% ±1.5% <1% ±1.0% ±2.2% ±6.6% ±1.0%
ggF ±1.0% ±3.5% ±5.7% ±1.0% ±2.2% ±3.3% ±18.0% ±1.0%
WH ±1.0% ±2.7% ±2.6% <1% ±3.7% ±6.4% ±14.5% <1%
ZH ±1.0% ±3.2% ±1.9% <1% ±5.8% ±2.7% ±13.5% <1%
EmissT -scale E
miss
T -resol. E
miss
T -scale E
miss
T -resol.
Z → ττ - - - -
Z → ``(` → τhad) ±1.1% <1% <1% ±11%
Diboson <1% <1% ±1.0% ±2.0%
tt¯(real τhad) <1% <1% <1% <1%
VBF <1% <1% <1% <1%
ggF ±1.1% <1% ±1.2% ±1.4%
WH ±1.0% <1% ±1.0% ±1.4%
ZH <1% <1% ±1.2% ±1.4%
theory uncertainties are highly relevant.
Uncertainties related to missing higher order QCD corrections within the cross-section calculation are
estimated for the VBF and VH production mode by varying the factorisation and normalisation scale
around the nominal scale µR,F = mW [16]. These uncertainties slightly depend on the production mode
or the analysis category and vary between 2-4%. For the calculation of the VBF cross-section σVBF an
additional uncertainty for missing NLO electroweak corrections of 2% is used. In contrast, for the ggF
production mode QCD corrections are large. At NLO their corrections are of the order of 80-100%.
The uncertainties for this mode are determined by evaluating the varied factorisation and renormal-
isation scale µR,F =
√
m2H + p
2
H . The corresponding uncertainties on the cross-section in both signal
categories are calculated after applying cuts on parton level which are very similar to the conditions
used for the definition of the VBF and boosted signal region within the analysis [175]. Since both signal
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categories are contaminated by the ggF production mode, the related uncertainty affects both categories
(uncertainty impact: 24% in the boosted, 23% in the VBF category). Since the two categories are ex-
clusive, migration effects potentially occur between the VBF and boosted category. In order to account
for migration effects they are treated uncorrelated as described in [175].
The definition of the VBF category does not explicitly reject events with more than two jets. However,
the input variables used for the BDT training exploit the VBF jet-topology in a way that they are able
to well discriminate two-jet events from events with less or more than two jets. As a consequence, the
contribution of ggF events with three jets is artificially reduced in the high BDT score region and results
in a further uncertainty on the BDT shape. Since the cross-section for ggF production in association
with three jets is only calculated up to LO, this uncertainty is assumed to have a potential large impact
and reveal a variation of 30% in the BDT shape. Although it is of significant size and therefore con-
sidered in the fit, the impact on the analysis is smaller than 1% due to the fact that the VBF category is
dominated by the VBF production mode.
Another source are uncertainties of the parton distribution functions (PDF). They are derived by evaluat-
ing acceptance differences between various PDF sets and the CT10 PDF which is used for the generation
of the signal samples (see Section 7.1). A constant uncertainty of 0.9% and 1.0% (5.8% and 4.6%) for
VBF (ggF) production in the boosted and VBF category is assigned which corresponds to the largest
observed acceptance difference between two PDFs. Another uncertainty on the inclusive Higgs produc-
tion cross-section is assigned due to the impact of the PDFs. Different generators use several models
to simulate underlying events and parton showers resulting in acceptance differences. To estimate their
effect the performance of POWHEG+Pythia is compared to POWHEG+Herwig for VBF and ggF pro-
duction. The acceptance varies between 4% and 8% for the ggF production mode in the boosted and
VBF category and between 6% and 4% for the VBF production, respectively. The BDT shape is not
significantly affected by different shower models. The several generators do not only differ in their im-
plementation of parton showers, but also in their implementation of matrix elements and their matching
to parton showers. To account for acceptance differences resulting from pure generator specific prop-
erties, POWHEG+Herwig samples are compared to AMC@NLO+Herwig (MC@NLO+Herwig) for
VBF (ggF) production mode. The estimated uncertainty is in the range of 2%-4%.
The theoretical uncertainties described so far also concern background processes which are estimated
from simulations like diboson. They are derived for these processes in a very similar way as for the
signal processes. An uncertainty related to signal process is an uncertainty on the decay branching ratio.
Its estimate is described [17] and adds up to 5.7%.
7.8 Signal extraction
For the extraction of the Higgs signal from the BDT score distributions a combined likelihood fit is
used. Therefore, the nominal and systematically varied BDT shapes of the signal and background
processes, discussed in Section 7.3, are handed to the HistFactory program [176]. HistFactory is a part
of the RootStat package and provides a method to construct parametrised probability density functions.
Hence, it is able to derive limits based on binned histograms. In the case of the H → τ`τh channel,
four regions enter the global fit: The two signal regions and the corresponding two top control regions
of the boosted and VBF category. The top control regions are included as single bins, i.e. no shape
information is added to the fit. Instead, they are used to estimate the top normalisation factor within
the fit. The discriminating power and signal sensitivity originate from the binned BDT distributions in
both signal regions. The following section describes methods to reduce statistical noise which might
be introduced by histogram bins with low event yields. Further, the construction of the likelihood fit
function is explained. From the likelihood fit the nuisance parameters and signal strength are estimated.
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7.8.1 Binning of the BDT distribution
The final binning used to fit the BDT shape has to be chosen in a way that its granularity allows to
exploit as much shape information as possible without suffering from statistical fluctuations. In order
to reach this aim the following binning optimisation procedure is carried out. The starting point is a
histogram with a bin size of 0.001 units. With this bin size single events in the high BDT score region are
resolved. In addition, it was proven that these bin sizes reveal the best expected significance compared
to larger bin widths. The use of such a small bin width along the full BDT score region is inappropriate,
because the necessary computer resources for the fit rapidly increase with a larger bin number. Further,
the low BDT score region does not contribute to the signal sensitivity but to the information on the
background normalisation. For that reason, a coarser binning is favoured for the low BDT score region.
It is achieved by subsequently going from the highest to the next lower bins and merge them until three
requirements are fulfilled: First, the number of total background events in the to-be-merged-bin has to
be larger than the corresponding number in the next higher bin which ensures that the background shape
continuously falls with increasing BDT score values. Further, for each relevant background process its
relative statistical uncertainty must not exceed a background specific threshold. These thresholds are
introduced for robustness, since too high statistical uncertainties would affect the binning optimisation.
While the statistical uncertainty of the dominant Z → ττ (fake τhad background) must not be larger than
30% (50%), for all other considered backgrounds they are required to be smaller than 100%. Finally, in
order to enable the disentanglement with respect to systematic effects and normalisation factors one of
following conditions has to be satisfied:
• The total background estimate in the to-be-merged-bin is at least 50% larger than in the next
higher bin.
• Moving from higher to lower BDT score bins the signal-to-background ratio decreases due to the
discriminating power of the BDT. Nevertheless, it should be maximally reduced by 10% compared
to the previous bin.
• If this is not the case, the ratio between the number of Z → ττ events and fake τhad events should
change dramatically from bin to bin, i.e. more than 50%.
After the application of this algorithm on both categories and datasets the binning summarised in
Table 9.5 is obtained and used for the fit.
Table 7.17: Binning of the BDT score distributions used in the boosted and VBF category of both datasets. The
non-equidistant binning is obtained using a binning optimisation algorithm which allows to exploit as much shape
information as possible without being sensitive to statistical fluctuations.
Category Binning
Boosted (7 TeV) [−1,−0.9,−0.55,−0.05, 0.35, 0.6, 0.75, 0.817, 0.852, 0.884, 0.905, 0.926, 1.0]
VBF (7 TeV) [−1,−0.75,−0.05, 0.45, 0.7, 0.828, 0.889, 0.923, 0.945, 0.97, 1.0]
Boosted (8 TeV) [−1.0,−0.95,−0.75,−0.4,−0.0, 0.307, 0.56, 0.704, 0.804, 0.855, 0.904, 1.0]
VBF (8 TeV) [−1.0,−0.95,−0.35, 0.35, 0.7, 0.851, 0.904, 0.936, 0.955, 0.969, 0.979, 0.988, 1.0]
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7.8.2 Pruning and smoothing algorithms
All uncertainties identified in Section 7.7 are potentially relevant for the analysis and enter the fit. The
impact of these uncertainties on the event yields, however, differs between background processes: While
the resulting variation is large for one background process, it might be small for the other background
processes. In addition, the statistics of some of the samples is rather low in the signal regions resulting
in statistically dominated variations. To prevent statistical noise from affecting the fit result all described
uncertainties are considered as nuisance parameter on the normalisation only as long as their overall re-
lative difference does not go below 0.5%. In addition, all uncertainties which are considered as possible
shape variation uncertainty are pruned and smoothed before entering the fit. The pruning and smoothing
algorithms are optimised in a way that they reject noise dominated variations but at the same time keep
significant ones. Rejected shape uncertainties might still enter the fit as a normalisation uncertainty.
The pruning and smoothing procedure used in this analysis is subdivided into three subsequent steps:
• First, the compatibility of the downward varied shape di and the nominal one ni is tested bin-by-
bin using a χ2 test
χ2 =
∑ (ni − di)2
max(σni , σdi)
. (7.9)
Because the statistical uncertainties of the nominal and varied shape σni and σdi are, in general,
strongly correlated9, only the largest of both is considered. The same compatibility check is
carried out between the upward varied and the nominal shape. From both χ2 distributions the
p-value (see Section 7.8.6) is calculated and compared to a threshold of 0.98. If both p-values
are above 0.98 the uncertainty is considered as insignificant and only used as a normalisation
uncertainty. If at least one p-value is below the threshold the uncertainty passes the first pruning
step.
• An additional pruning criterion is used to identify significant uncertainties. For each uncertainty
and each background process the variation significance S i is calculated according to
S i =
|ui − di|
σalli
, (7.10)
where ui (di) denotes the upward (downward) variation and σalli the statistical uncertainty of the
combined background model in bin i. The bin revealing the largest significance S i is investigated
more closely. Only if it is 10% larger than σalli , the uncertainty is considered for this particular
background as significant. Applying the pruning criterion background-wise decreases the number
of shape uncertainties for background processes with low statistics.
• After pruning, smoothing and symmetrisation algorithms are applied. They are performed af-
terwards, because they might influence the compatibility check between the variation and the
nominal shape.
Different smoothing algorithms are implemented in the ROOT framework and help to flatten stat-
istical fluctuations. The smoothing algorithms assume that without noise the shape of a distribu-
tion should only change slightly going from one bin to the next one. Instead of directly smoothing
the BDT shape, the smoothing of the ratio of varied to nominal shape is preferred, since the BDT
distribution itself might strongly vary from bin to bin, so that it might be smoothed too much. In
9 An unknown fraction of identical events enters the nominal as well as the varied shape.
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contrast, the ratio is expected to change more smoothly. The corrected varied BDT distribution is
given by the nominal BDT distribution times smoothed ratio.
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Figure 7.28: Examples for pruning, smoothing and symmetrisation effects for different systematic uncertainties.
The nominal BDT score distribution in the 8 TeV boosted signal region is shown in black. The +1σ (−1σ)
variation before pruning is indicated by the dashed red (green) line. The +1σ (−1σ) variation after applying the
pruning, smoothing and symmetrisation algorithms is indicated by the solid red (green) line. The ratio plots show
the ±1σ systematic variation with respect to the nominal distribution: (a) the cell subtraction systematic for the
Z → ττ background, (b) the τ energy scale for the Z → ττ background, (c) the jet energy scale for the diboson
background and (d) the jet energy resolution for the tt¯ background.
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7.8.3 Symmetrisation
After smoothing, the majority of statistical fluctuations is removed. Nevertheless, it might occur that
for some systematic uncertainties the upward and downward variations in some bins point in the same
direction with respect to the nominal distribution. Although such one-sided variations can be a con-
sequence of the definition of the uncertainty, they mostly originate from statistical fluctuations. The
removal of these one-sided variations is favoured as they can result in multiple minima of the likelihood
fit and thus disturb the minimisation process, as discussed in Section 7.8.4. For this reason, the up-
and downward variation of each uncertainty is symmetrised bin-wise. Since the shape uncertainties are
always symmetrised with respect to the largest variation from nominal, the symmetrisation procedure
increases the overall size of uncertainties.
Examples for the influence of these pruning, smoothing and symmetrisation algorithms on shape uncer-
tainties are shown in Figure 7.28. They show the nominal BDT score distribution in the 8 TeV boosted
signal region and the ±1σ variation for some selected uncertainties before and after applying these al-
gorithms. Figure 7.28a and Figure 7.28b show the cell subtraction variation and the τ energy scale for
the Z → ττ background. The influence of the pruning on the jet energy scale and jet energy resolution
are demonstrated in Figure 7.28c for the diboson and in Figure 7.28d for the tt¯ background, respectively.
Since the jet energy scale uncertainty is a one-sided uncertainty, it has to be fully symmetrised around
the nominal distribution.
7.8.4 The maximum likelihood function
The maximum likelihood function is a common mean used in particle physics to estimate n parameters
~Θ = {Θ1, ....Θn} on which the probability density function f (x; ~Θ) (PDF) depends [177]. The PDF
f (x; ~Θ) is a continuous function which is normalised to unity and gives the probability to measure
in an event a certain value xe for the sampling variable x. In this particular case, xe stands for the
BDT score value assigned to the observed event and ~Θ for the set of nuisance parameters. For each
value of x (BDT score bin) a certain number of background events B and signal events S according
to the corresponding PDFs fB(x; ~Θ) and fS (x; ~Θ) is expected. Thereby, several signal and background
processes can contribute to each of these PDFs. In general, a signal strength parameter µ is introduced.
The resulting number of expected events Nexp for xe is given by
Nexp = µS + B , (7.11)
where µ = 0 (µ = 1) denotes the background-only (signal-plus-background) hypothesis. Although both,
the signal strength and the nuisance parameters, are estimated, the signal strength is in fact of interest
for the analysis, since it describes the consistency of the measurement with the SM prediction. The
probability to observe Nobs events if Nexp are expected is described by a Poisson distribution:
P(Nobs|Nexp) = e
−(µS +B)(µS + B)N
Nobs!
. (7.12)
The probability density to observe Nobs events at xe hence is
P(x|µ, ~Θ) = e
−(µS +B)(µS + B)Nobs
Nobs!
Nobs∏
e
µS · fS (x; ~Θ) + B · fB(x; ~Θ)
µS + B
. (7.13)
If one assumes the number of data events to be constant the probability density function can be regarded
as a function of µ as well as ~Θ and is referred to as likelihood function L(µ, ~Θ|x). The parameters are
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estimated by minimising the negative likelihood function. Since it is easier to minimise a sum rather
than a product, i.e. the equation
− lnL(µ, ~Θ|x) = (µS + B) + ln Nobs! −
Nobs∑
e=1
ln
[
µS fS (x; ~Θ) + B fB(x; ~Θ)
]
(7.14)
= C −
Nobs∑
e=1
ln
[
µS fS (x; ~Θ) + B fB(x; ~Θ)
]
is used. For a binned BDT score distribution the equation can be rewritten as
− lnL(µ, ~Θ|x) = C −
Nbins∑
i
ln
[
µsi(~Θ) + bi(~Θ)
]
, (7.15)
where si and bi are the expected number of signal and background events in bin i, respectively. The
sum runs over all bins Nbins of the BDT score distribution. By adding the bins of the BDT distributions
from different signal and control regions to the sum, different analysis categories can be combined.
The HistFactory program [176] allows the combination of very different categories like the binned
BDT score distribution in the signal region which provides shape information and the single-bin top
control regions used for normalisation. The programm MINUIT [178] actually provides the solutions
of the − lnL(µ, ~Θ|x) minimisation. The solutions for (µ, ~Θ) minimising − lnL(µ, ~Θ|x) are called best-fit
values or estimators (µˆ, ~ˆΘ). In order to estimate the variance of the best-fit values (µˆ, ~ˆΘ) the logarithmic
likelihood function − lnL(µ, ~Θ|x) is minimised with respect to all parameters except for the parameter
Θvar for which the variance has to be determined. The change if the likelihood profile as a function of
Θvar is investigated. The uncertainty of Θvar is derived from the values Θ
′
var for which the likelihood
profile differs by 1/2 with respect to its minimum.
7.8.5 Systematic and statistical uncertainties in the likelihood fit
The nuisance parameters estimated in the likelihood fit are normalisation factors and parametrisations
of the impact of analysis relevant systematic uncertainties. The systematic uncertainties are obtained
from calibration measurements before the analysis and propagated through the analysis by varying the
nominal results of these measurements by ±1σ. In order to consider the precision of such measure-
ments within the likelihood function and thereby constrain the nuisance parameters constrained terms
are added to the likelihood function. These constrained terms are simplified likelihood function each
depending on one nuisance parameter. The simplifications are necessary to reflect the calibration meas-
urements despite of their complexity. A common simplification is a Gaussian distribution, whose ex-
pectation value is the result of the calibration measurement. Its width is represented by corresponding
uncertainties. Since upward and downward variations are usually expressed in terms of relative devi-
ations from nominal estimates, the Gaussian is centred around 0 such that a nuisance parameter of value
1 matches a shift of ±1σ of the nuisance parameter. While the impact of the uncertainty within the
analysis is estimated by re-analysing the data with the uncertainty varied by ±1σ, within the likelihood
function a continuous parametrisation has to be found. Several linear and exponential interpolation al-
gorithms are implemented in HistFactory in order to interpolate between the nominal estimate of the
nuisance parameter and the corresponding ±1σ shift. Those algorithms and a more detailed discussion
of the incorporation of systematic uncertainties can be found in [176]. The treatment of statistical uncer-
tainties within the likelihood is very similar to the treatment of systematic uncertainties. Again, auxiliary
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measurements are incorporated in constrained terms which are added to the full likelihood function. The
choice of the constrained terms, however, is different. In each bin the number of expected signal and
background events is estimated from the weighted number of simulated events. The sample weights
depend on the individual background processes and the way used to estimate them, e.g. using fake
factors or the normalisation to the measured luminosity according to the theoretical cross-section. The
actual number of unweighted events is a auxiliary measurement which can be described by a Poisson
distribution with an unknown mean. Multiplying the result of this measurement with the corresponding
event weight results in constrained background events. Since adding such terms for each sample in
each bin results in an overwhelming number of nuisance parameters, HistFactory only considers the
total statistical uncertainty of all processes in each bin, i.e. only one nuisance parameter for each bin
associated with the statistical component is employed. For signal processes, no statistical uncertainty is
taken into account.
7.8.6 Likelihood based hypothesis tests
Hypothesis tests are important tools in particle physics to estimate the statistical compatibility of data
with different signal hypotheses. In this thesis, the so called p-value is used to quantify the compatibility
of the excess in data with the background-only hypothesis. This section shortly summarises the main
concept of hypothesis tests as elaborated in [179] and [180].
First, a null hypothesis H0 which is tested against an alternative hypothesis H1 is defined. In general,
H0 denotes the background-only hypothesis (µ = 0), while H1 describes the background-plus signal
hypothesis (µ = 1). Then, for a given test statistics qµ the probability density function f (q|H0), under
the assumption that the hypothesis H0 is true is determined and the p-value is calculated according to
p =
∫ inf
q′
f (q|H0)dq . (7.16)
The p-value describes the probability under the assumption of H0 to obtain an incompatibility between
data and the prediction of H0 which is equal or greater than the observed one. Often, the p-value is
converted into an equivalent significance Z defined as
Z = Φ−1(1 − p) , (7.17)
where Φ−1 describes the inverse of the cumulative distribution of the standard Gaussian. The background-
only hypothesis is rejected and the signal therefore taken to be significant if the p-value is below a certain
threshold. In general, this threshold is given by p = 2.87 · 10−7 corresponding to Z = 5. Evidence for
the signal is claimed if Z is equal or larger than 3. In order to exclude the signal hypothesis upper limits
are determined by calculating a signal event rate at which the hypothesis is rejected with a confidence
level of usually 95%. As outlined in [179] several test statistics based on the profile likelihood ratio
for two-sided tests, upper limits or discovery are defined. One important test statistics q0 which also
considers effects due to systematic uncertainties is used to test the compatibility between observed data
and background-only hypothesis (µ = 0). It is defined as
q0 = −2 ln
L(µ = 0, ˆˆΘ)L(µˆ, θˆ)
 for µˆ ≥ 0
q0 = 0 for µˆ < 0 , (7.18)
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where L(µ = 0, ˆˆΘ) denotes the likelihood function minimised with µ fixed at zero, while L(µ, Θˆ) is
minimised as function of µ and Θ. The incompatibility between data and background-only hypothesis
becomes larger with increasing q0. The estimated signal strength is negative if the number of observed
events is smaller than predicted by the background-only hypothesis. In this case, q0 is defined to be zero
in order to be still consistent with the background-only hypothesis. The derivation of the probability
density function f (q0|µassumed) under an assumed signal strength µassumed is discussed in [179].
7.9 Results
The signal strength µ is obtained by a simultaneous likelihood fit of the BDT score distributions in the
four signal regions (boosted and VBF category in the 7 TeV and 8 TeV analysis) and corresponding
single binned top control regions. The fit does not only provide an estimate of the signal strength but
also the normalisation of the Z → ττ and top quark background. Further, nuisance parameters which
reflect the impact of the systematic uncertainties are estimated. The post-fit BDT score distributions are
shown in Figure 7.29. They demonstrate good agreement between data and the signal-plus-background
model. The BDT score distribution in the 8 TeV VBF signal category indicates a clear excess of data
over the background-only model in the highest bin as shown in Figure 7.29d. The corresponding fitted
signal and background yields for the
√
s=7 TeV and
√
s=8 TeV analysis including event yields for the
two BDT highest bins are summarised in Tables 7.18 and 7.19.
The best estimator of the signal strength µ at mH =125 GeV is found to be
µˆ = 1.06+0.34−0.34 (stat.)
+0.38
−0.29 (syst.) ± 0.1 (theo. syst.) .
While all uncertainties related to experimental effects or background estimation methods or summarised
as experimental systematics (syst.), theoretical uncertainties discussed in Section 7.7.3 are referred to
as theory systematics (theo. syst.). Statistical uncertainties (stat.) denotes statistical uncertainties on
the total number of events in the signal and control regions. The contribution of the statistical, exper-
imental and theoretical uncertainties are obtained by repeating the fit with experimental or theoretical
uncertainties fixed to their best estimate derived from the unconditional fit. Afterwards, the uncertainty
on µˆ from the conditional fit is subtracted in quadrature from the overall uncertainty on µˆ from the un-
conditional fit. The contribution of the statistical uncertainty to the overall uncertainty of µˆ is of the
same size as the systematic uncertainty. The estimates of the signal strength obtained from fits in the
different categories and datasets are illustrated in Table 7.20. Within uncertainties all results are consist-
ent with the µ = 1 hypothesis, i.e. the Higgs boson as predicted by the SM. The overall measured signal
strength is mainly driven by the measurement in the
√
s=8 TeV dataset. The measurement is dominated
by the VBF category of the
√
s=8 TeV analysis. In the
√
s=8 TeV analysis, the signal strength meas-
ured in the VBF signal region (µ = 1.33+0.74−0.59) is larger than the signal strength obtained in the boosted
category (µ = 0.69+1.05−0.69). Since the combined result of the
√
s=8 TeV analysis is driven by the more
sensitive VBF category the measured signal strength is slightly above 1. Due to the smaller statistics
of the
√
s=7 TeV dataset, the uncertainties on the measured signal strength in the
√
s=7 TeV analysis
are larger compared to the results of the
√
s=8 TeV analysis. The combined
√
s=7 TeV result is given
by µ = 1.0+1.4−1.0, while the signal strength in the
√
s=7 TeV VBF category yields µ = 0.0+1.1−0.0. However,
considering the uncertainties this is still in accordance with the µ = 1 hypothesis.
The excess in data is tested against the background-only hypothesis resulting in an overall observed
(expected) significance of 2.5 (2.4) Gaussian standard deviations. This result is only slightly below a
significance of 3σ which is necessary for an experimental evidence for the SM Higgs boson. The results
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Figure 7.29: Post-fit BDT score distributions for the four signal regions. Top: BDT score for the 7 TeV boosted
(left) and VBF (right) category. Bottom: BDT score for the 8 TeV boosted (left) and VBF (right) category. The
signal is fitted with µ = 1.06. The fitted bins are mapped to equidistant bins. The lower ratio plots show the
ratio between data and the signal-plus-background model including the statistical and systematic uncertainties of
the model (hatched band). The blue line illustrates the ratio between the background-only and the signal-plus-
background model.
for the different categories and datasets are summarised in Table 7.21. As before, the result is dominated
by the
√
s=8 TeV VBF category. Since in the
√
s=7 TeV VBF category a signal strength equal to zero
is measured, the corresponding significance is negative.
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Table 7.18: Post-fit event yields for background and signal processes in the
√
s =7 TeV boosted and VBF category including systematic uncertainties. Besides
the overall yields, the yields in the two highest bins are also shown.
Sample Boosted category VBF category
All bins 2nd last bin Last bin All bins 2nd last bin Last bin
Z → ττ 1262±74 8.4 ±3.4 4.2± 2.1 140±12 1.6±1.2 2.1±1.1
Z → ``(` → τhad) 33±8 0.59±0.44 0.26±0.09 4.4 ±1.5 0.06±0.05 0.05±0.05
Diboson 43±6 0.10±0.10 0.21±0.20 7.3 ±1.6 0.06±0.05 0.09±0.08
tt¯(real τhad) 55±14 0.27±0.14 0.72±0.43 11±5 0.37±0.32 0.41±0.39
Fake background 785±92 2.8±0.7 2.9±0.9 182±24 2.5 ±0.6 1.2±0.5
VBF 2.0±0.9 0.16±0.09 0.19±0.09 3.5±1.6 0.54±0.25 1.5±0.6
ggF 6.2±3.2 0.57±0.29 0.62±0.32 1.2±0.7 0.16±0.09 0.27±0.21
WH 1.0 ±0.5 <0.1 <0.1 <0.1 <0.1 <0.1
ZH 0.9 ±0.5 <0.1 <0.1 <0.1 <0.1 <0.1
Data 2199 13 8 349 5 5
Table 7.19: Post-fit event yields for background and signal processes in the
√
s =8 TeV boosted and VBF category including systematic uncertainties. Besides
the overall yields, the yields in the two highest bins are also shown.
Sample Boosted category VBF category
All bins 2nd last bin Last bin All bins 2nd last bin Last bin
Z → ττ 6205 ±206 58.8±1.9 42±2 883±34 7.8±1.0 4.2±0.9
Z → ``(` → τhad) 215±63 14±7 10±5 50 ±23 1.4 ±0.9 0.53±0.36
Diboson 437 ±48 9.7±2.3 5.3±1.6 67±13 1.0±0.4 0.49±0.19
tt¯(real τhad) 400±60 11±2 4.9±2.1 83 ±14 0.2 ±0.6 0.6±0.4
Fake background 5632±171 51±2.6 22.4±1.8 1680±50 8.3±0.9 5.3±0.7
VBF 11 ±5 1.9 ±0.9 2.1±1.0 22±10 3.3±1.6 6.9±3.3
ggF 42±22 6.6±3.3 7.3 ±3.5 13±7 0.8±0.4 0.9±0.06
WH 7.0 ±3.6 1.0±0.5 1.5±0.7 0.44±0.32 <0.1 <0.1
ZH 3.4 ±1.6 0.58±0.25 0.71 ±0.32 0.10±0.09 <0.1 <0.1
Data 12952 170 92 2830 22 21
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Table 7.20: Estimate of the signal strength µˆ obtained from fits in the individual signal categories (boosted and
VBF) and for different datasets (
√
s=7 TeV and
√
s=8 TeV) assuming mH =125 GeV. The last column and
row show the results from the combined fit in the signal regions and for combined datasets. The error includes
statistical and systematic uncertainties.
Category 7 TeV 8 TeV 7 TeV + 8 TeV
Boosted 2.60+2.88−2.49 0.69
+1.05
−0.69 0.88
+1.04
−0.88
VBF 0.00+1.14−0.00 1.33
+0.74
−0.59 1.09
+0.63
−0.52
Combined 1.0+1.4−1.0 1.14
+0.59
−0.49 1.06
+0.53
−0.46
Table 7.21: Observed (expected) local significance in terms of Gaussian standard deviations evaluated for the indi-
vidual signal categories (boosted and VBF) as well as datasets (
√
s=7 TeV and
√
s=8 TeV) under the assumption
of mH =125 GeV. The last column and row show the results of the hypothesis test for the combined signal regions
and for combined datasets.
Category 7 TeV 8 TeV 7 TeV + 8 TeV
Boosted 1.0(0.4) 0.7(1.0) 0.9(1.1)
VBF -0.4(0.6) 2.5(2.0) 2.2 (2.0)
Combined 0.8(0.8) 2.5(2.3) 2.5 (2.4)
The presented H → τ`τh analysis and its results enter the combined H → ττ analysis published in [8].
Slight differences arise from an exclusive fit of the H → τ`τh signal and control regions, while in [8]
regions of all three channels are fitted simultaneously resulting in additional constraints from nuisance
parameters of the other channels. These differences mainly concern the results of the less sensitive
7 TeV analysis and as consequence the combination of both datasets.
In order to estimate the influence of the various experimental and theoretical uncertainties on the results
each nuisance parameter is fixed to its ±1σ estimate. For each fixed nuisance parameter, the fit is re-
peated so that the likelihood is minimised with respect to the overall signal strength µ as well as all other
nuisance parameters Θ. The impact of the nuisance parameter is given by the deviation ∆µGlobal of the
conditional fitted signal strength ∆µ(∆Θ) from the nominal estimate obtained from the unconditional fit.
The size of the changes are used to order the nuisance parameters with respect to their importance as
illustrated in Figure 7.30. The post-fit and pre-fit impact on µˆ are indicated by the red (+1σ variation)
and blue ( −1σ variation) hatched boxes, respectively. The black points show the difference between
the best-fit values and pre-fit values of the various nuisance parameters. The corresponding post-fit and
nominal uncertainties are indicated by black lines and yellow bands, respectively.
The highest ranked nuisance parameter corresponds to the uncertainty on the isolation requirement used
in the embedding technique (see Section 6.6) for 7 TeV data samples, followed by a nuisance parameter
which describes the statistical uncertainty of the background yield in the highest BDT score bin in the
8 TeV VBF category. Further nuisance parameters reflecting statistical uncertainties of lower BDT score
bins are found lower ranked. Of high importance are several components of the modelling of the jet en-
ergy scale. Slightly lower ranked are uncertainties related to the misidentification of τhad candidates by
electrons or jets. The highest ranked nuisance parameter associated with theory uncertainties is the un-
certainty on the prediction of the H → τ`τh branching ratio. Next ranked theoretical uncertainties refer
177
7 Analysis of the H → τ`τh decay channel with 4.5 fb−1+ 20.3 fb−1
to the factorisation and renormalisation scales which are used in the calculation of the cross-section of
the ggF production mechanism. Besides these uncertainties, also the Z → ττ and top normalisation
factors which are allowed to float freely in the fit are in the list of the 50 highest ranked nuisance para-
meters. Like the other parameters, they are in good agreement with their pre-fit values.
The investigation of pulls of nuisance parameters between post-fit and pre-fit estimates as in Figure 7.30
is one part of the validation of the fitting procedure. Several other tests are also carried out to con-
firm a good behaviour of the fit. For example, ensuring that the one dimensional likelihood functions
for all nuisance parameters and the signal strength has a parabolic shape around the global minimum
avoids additional local minima which might otherwise be incorrectly used as best estimate for the differ-
ent parameters. Another check investigates correlation between the various nuisance parameters. The
correlation coefficients should be small in order to avoid some degeneracies between parameters.
7.10 Conclusion
In the presented analysis of the H → τ`τh decay channel a deviation from the background-only hypo-
thesis (µ = 0) is observed which corresponds to a significance of 2.5 σ. The corresponding measured
signal strength of µ = 1.1+0.5−0.5 is consistent with the signal-plus-background (µ = 1) hypothesis. This
result confirms the preliminary result [135], which is based on a multivariate analysis of the
√
s=8 TeV
dataset and yields a signal strength of µ = 1.4+0.6−0.5.
The presented H → τ`τh analysis re-analysed the √s=8 TeV dataset and included the √s=7 TeV into
a combined analysis based on the complete Run 1 dataset. In particular, this analysis includes the first
multivariate analysis of the
√
s=7 TeV dataset in the context of SM H → ττ searches. For the re-
analysis of the
√
s=8 TeV dataset the modelling of the fake and Z → ττ background was further studied
and optimised. The harmonisation with the H → τ`τ` and H → τhτh analyses was improved as much as
possible. Furthermore, the latest results regarding theoretically calculations, object reconstruction and
corresponding uncertainties obtained by the different performance groups were considered.
Since the H → τ`τh channel has the largest branching ratio of the three ττ decay channels, it signific-
antly contributes to the signal sensitivity of the combined H → ττ analysis. The high sensitivity of the
H → τ`τh channel is essential for the performance of the combined H → ττ analysis. In combination
with the analysis of the H → τ`τ` and H → τhτh channel an evidence for the Higgs-boson Yukawa
coupling to τ leptons is achieved. This combination is discussed in the following Chapter 8.
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Figure 7.30: Ranking of the 50 nuisance parameters with the largest impact on the signal strength µ in the com-
bined fit of the H → τ`τh 7 TeV and 8 TeV signal regions. The black points refer to the lower axis and show the
deviations of the best-fit value of the nuisance parameters Θˆ from their nominal pre-fit values Θ0. While the black
lines illustrate the relative post-fit uncertainties of the individual nuisance parameters, the nominal uncertainties
are given by the yellow band. The hatched boxes refer to the upper axis visualising the impact ∆µ(∆Θ) of the
nuisance parameters on the measured signal strength, when fixing the individual nuisance parameters to their best
post-fit value. ∆µ(∆Θ) is divided by the total error ∆µGlobal on the best-fit value of the signal strength. While the
red hatched boxes show the +1σ post-fit impact, the blue hatched boxes display the −1σ pre-fit impact on µˆ. The
labelling of the nuisance parameters is explained in Appendix E.
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CHAPTER 8
Combined analysis of the H → ττ channel
The results discussed so far concerned the analysis of the H → τ`τh decay channel only. Also the other
two possible decay modes H → τhτh and H → τ`τ` were investigated by the ATLAS collaboration.
In order to combine the three analysis channels the analysis strategies between these channels were
harmonised. The different analyses and their combined results are published in [8].
The H → τhτh and H → τ`τ` analyses are based on the same dataset as the H → τ`τh analysis discussed
in Chapter 7. The combination led to an evidence for the Higgs boson Yukawa coupling to τ leptons.
The excess of data over the expected background corresponds to an observed (expected) significance of
4.5 (3.4) standard deviations and a signal strength of µ = 1.43+0.43−0.37 is measured which is in agreement
with the SM Yukawa coupling strength.
The preliminary combination of the ATLAS with the corresponding CMS analysis [181] even results
in an observation with an observed (expected) significance of 5.5 (5.0) standard deviations [182]. The
measured signal strength of µ = 1.12+0.25−0.23 is consistent with the predicted coupling strength of the SM.
The observation of the Higgs boson coupling to τ leptons is a huge success of the LHC physics program
in Run 1.
In this chapter the multivariate analysis of the H → τ`τ` and H → τhτh as well as the combined
ATLAS results of all three channels documented in detail in Reference [8] are briefly summarised. In
addition, the results of the cut-based H → ττ analysis with ATLAS data, which is also documented in
Reference [8] are discussed in Section 8.4.
8.1 Analysis of the H → τhτh channel
Since the branching ratio of H → τhτh is only slightly smaller than the branching ratio of H → τ`τh,
a significant amount of the combined signal sensitivity originates from this channel. The channel is
characterised by one isolated medium τhad candidate and one isolated tight τhad candidate with opposite
electric charge. Events are triggered by a di-τ trigger with pT thresholds of 29 GeV (20 GeV) for the
(sub-)leading τhad candidate. The analysis pT -thresholds are slightly above the online trigger thresholds.
Events with electron or muon candidates are vetoed. Additional cuts on ∆R and ∆η between the two
τhad candidates reduce the dominant multijet background. The latter and Z → ττ processes are the main
background sources. Other electroweak processes like Z → `` only contribute at a few percent level.
A VBF and boosted signal region similar to the H → τ`τh signal regions are defined. In addition,
the so-called rest-category is defined. It contains all events passing the preselection, but failing the
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requirements for the VBF and boosted signal categories. This region is used to constrain the Z → ττ
and mulitjet background. Its signal contamination is negligible. For both signal categories a separate
BDT is trained, which is based on a similar list of discriminating variables used for the H → τ`τh
analysis. The post-fit BDT distributions in the two signal categories are shown in Figure 8.1. Again, the
Z → ττ background is estimated using embedded events, whereas the mulijet background is estimated
by a template which is obtained from a fake control region. This control region is given by the signal
selection criteria, but the requirements on the isolation is inverted and the two τhad candidates have to
have the same electric charge. In order to normalise the multijet and Z → ττ background the distribution
of ∆η between the two τhad candidates is fitted after preselection, whereas the final normalisation is
obtained in the global fit. All other background sources are estimated from MC simulation.
Relevant uncertainties arise from the energy calibration of jets and τhad candidates, trigger efficiencies
and the estimate of the fake background. Besides the signal region the ∆η distribution of the two τhad
candidates in the rest-category is included in the fit, since it provides additional discrimination power
between Z → ττ and multijet events.
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Figure 8.1: Post-fit BDT distributions for the 8 TeV dataset in the boosted (left) and VBF (right) category in the
H → τhτh channel. The Higgs signal is plotted with a signal strength of µ = 1 (dashed line) and best fitted
µ = 1.4 (solid line). The hatched band illustrates the statistical and systematic uncertainties. The lower ratio plots
show the excess of data over the combined background model including the Higgs signal. The figures are taken
from [8].
8.2 Analysis of the H → τ`τ` channel
For the H → τ`τ` analysis, exactly two isolated leptons with opposite electric charge are required. All
lepton flavour combinations in the final state are investigated: ee, µµ and eµ. Leptons have to exceed a
certain transverse momentum threshold. This threshold depends on the trigger conditions that selected
the event. They differ between the datasets and lepton flavours. Events with additional identified τhad
candidates are vetoed. Additional requirements , e.g. on the invariant mass mvisττ or on E
miss
T , are applied
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in order to further suppress background processes. In particular, for the same-flavour final states ee and
µµ tighter selection criteria are used to reject Z → `` background processes. Events from tt¯ decays are
reduced by a b-tag veto. Besides Z → `` and tt¯, Z → ττ belongs to the dominant background processes.
Z → ττ decays contribute if both τ leptons decay leptonically. Contributions from H → WW are taken
into account as well.
Similarly to the H → τ`τh analysis the following two categories are defined: a VBF category, charac-
terised by two jets well-separated in pseudorapidity, and a boosted category which requires pT (H) >
100 GeV. For each of these categories a separate BDT is trained. The post-fit BDT distributions are
illustrated in Figure 8.2. For the BDT training a different set of variables than for the H → τ`τh analysis
is used, which mainly exploits the kinematics of the dilepton system.
Embedded events are used to estimate the Z → ττ background contribution. The normalisation of the
(a) (b)
Figure 8.2: Post-fit BDT distributions for the 8 TeV dataset in the boosted (left) and VBF (right) category in the
H → τ`τ` channel. The Higgs signal is plotted with a signal strength of µ = 1 (dashed line) and using the best
fitted µ = 1.4 (solid line). The hatched band illustrates the statistical and systematic uncertainties. The lower ratio
plots show the excess of data over the combined background model including the Higgs signal. The figures are
taken from [8].
Z → ττ background is derived within the fit. The other backgrounds with two real leptons, Z → `` and
tt¯, are estimated in dedicated control regions via MC simulation. The H → WW contribution is directly
taken from simulation assuming a Higgs mass of mH =125 GeV and the corresponding cross-section
predicted by the SM. Events with a misidentified lepton (W+jets, multijets and tt¯ events) frame another
set of background processes. They are estimated using a template fit technique. In this method, a con-
trol region is defined by the standard signal selection but with reverted isolation criteria for one of the
two leptons. This region is enriched by misidentified leptons and can be used to estimate the shape of
the differential distribution. The absolute normalisation for this background is obtained by fitting the
transverse momentum spectrum of the sub-leading lepton candidate.
Uncertainties mainly arise from the jet energy scale and the b-tagging efficiency. Also uncertainties
related to the embedding technique are relevant. The fit of the H → τ`τ` channel includes the signal
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regions as well as the Z → `` and top control regions.
8.3 Results of the combined multivariate H → ττ analysis
The signal strength is extracted by a global maximum likelihood fit of the BDT distribution in all three
channels and signal categories. Including information from different control regions helps to constrain
the normalisation of the background. Systematics which concern all channels are treated as correlated.
Assuming the Higgs mass to be mH =125.36 GeV, the combined fit results in a signal strength of
µ = 1.43+0.27−0.26 (stat.)
+0.32
−0.25 (syst.) ± 0.09 (theo. syst.) .
In Figure 8.3, the signal strengths measured in the different channels are displayed. They are consistent
with the Higgs Yukawa coupling strength (µ = 1) predicted by the SM. The figure shows that the meas-
ured signal strength is mainly driven by the combined analysis of the
√
s = 8 TeV VBF category. The
systematic uncertainties are mainly composed of uncertainties on the τ and jet energy calibration and
uncertainties on the background estimation methods. Statistical uncertainties are of the same size as the
experimental uncertainties. The most relevant uncertainties are shown in Table 8.1. The experimental
uncertainties are dominated by the jet energy scale (±0.16), followed by uncertainties related to the
background normalisation (±0.12) and estimate (±0.12). Also uncertainties related to the τ energy scale
(±0.07) and τ identification (±0.06) are relevant. Theoretical uncertainties on the H → ττ branching
ratio (±0.08) or parton shower modelling (±0.04) play an important role as well.
Table 8.1: Most relevant uncertainties and their impact on the measured signal strength [8].
Source of uncertainty Uncertainty on µˆ
Signal region statistics +0.27/-0.26
Jet energy scale ±0.13
τ energy scale ±0.07
τ identification ±0.06
Background normalisation ±0.12
Background estimate ±0.19
Branching ratio H → ττ ±0.08
Parton shower/underlying event ±0.04
PDF ±0.03
In Table 8.2 the expected and observed significances are summarised which are measured in the com-
bined fit for each channel and category based on the full dataset. The combined excess corresponds to an
observed (expected) significance of 4.5 (3.4) standard deviations. The excess of expected and observed
data over background is illustrated in Figure 8.5a: The bins of the fitted six BDT distributions (one
for each category of each channel) are ordered according to their signal-to-background ratio. In this
visualisation the bins with the highest sensitivity are on the very right - independently of the category
or channel. The background (grey) and signal estimates (dark red) are obtained from the unconditional
fit which yields the signal strength µ = 1.4. In addition, the dashed line illustrates the background es-
timate derived from a fit in which the signal strength is fixed to zero. The signal event yields under the
signal-plus-background hypothesis (µ = 1) are indicated in light red. The measured data event yields
are in agreement with the predicted sum of signal and background yields.
A way to visualise the compatibility of the result with the prediction of the SM Higgs boson with mass
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Figure 8.3: Measured best signal strength µ separated for the different channels and categories as well as the
combination of the
√
s =7 TeV and
√
s =8 TeV. The total uncertainty on µ is shown in green, while the contribu-
tions from the statistical (experimental) uncertainty are shown at the top (middle) in black (blue). The theoretical
uncertainty is illustrated in red at the bottom. The figure is taken from [8].
mH =125 GeV is depicted in Figure 8.4. In this figure, the ττ invariant MMC mass is weighted by the
factor ln(1+S/B). The weight enhances contributions from events which are compatible with the signal
hypothesis, while other events are reduced. The reweighted distribution shows an excess of data over
background at around mMMCττ =125 GeV. Including the mH =125 GeV signal hypothesis and two altern-
ative hypotheses (mH =110 GeV and mH =150 GeV) confirms that the measured excess is compatible
with the mH =125 GeV signal hypothesis.
Besides the results discussed above it is also interesting to measure the signal strength with respect to
different Higgs production mechanisms. Splitting the signal into ggF production and production pro-
cesses which involve couplings between the Higgs boson and gauge bosons (VBF and VH) results in
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Table 8.2: Observed and expected significance for the individual categories and channels for the combined√
s =7 TeV and
√
s =8 TeV analysis [8].
Channel Category Observed significance Expected significance
VBF 1.88σ 1.15σ
H → τ`τ` Boosted 1.72σ 0.57σ
VBF+Boosted 2.40σ 1.25σ
VBF 2.23σ 2.11σ
H → τ`τh Boosted 1.01σ 1.11σ
VBF+Boosted 2.33σ 2.33σ
VBF 2.23σ 1.70σ
H → τhτh Boosted 2.56σ 0.82σ
VBF+Boosted 3.25σ 1.99σ
Combined VBF+Boosted 4.54σ 3.43σ
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Figure 8.4: Distribution of the ττ invariant MMC mass for data and combined background model in the combined
H → ττ decay channel. The signal is normalised according to the fit result with a signal strength of µ = 1.4. Each
event is weighted by the factor ln(1+S/B), where S(B) denotes the predicted signal (background) events in each
BDT bin. The ratio depicts the difference between weighted data and background events. The difference between
the Higgs signal with mass mH=125 GeV and background is shown in red. Signal processes with alternative mass
hypotheses of mH=110 GeV and mH=150 GeV are shown in blue and green, respectively. The figure is taken
from [8].
the measured signal strengths
µττggF = 2.0 ± 0.8 (stat.) +1.2−0.8 (syst.) ± 0.3 (theo. syst.)
µττVBF+VH = 1.24
+0.49
−0.45 (stat.)
+0.31
−0.29 (syst.) ± 0.08 (theo. syst.) .
Figure 8.5b shows the two-dimensional confidence level contours for µττggF and µ
ττ
VBF+VH . Also here, the
measured signal strengths are consistent with the SM prediction.
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(a) (b)
Figure 8.5: Figure (a): Event yields as a function of log10(S/B) with S (B) referring to the signal (background)
events. The yields are measured in the bins of the fitted six BDT distributions. Figure (b): Two dimensional
68% (dashed line) and 95% (solid line) confidence level contours for the combined H → ττ analysis in the
(µττVBF+VH ,µ
ττ
ggF) plane at mH =125.36 GeV. The prediction from the SM is indicated by a blue plus symbol, while
the best fit value to data is shown as red star. The figures are taken from [8].
8.4 Results of the cut-based H → ττ analysis
As cross-check for the results of the multivariate analysis discussed above, a cut-based analysis was
carried out on the
√
s =8 TeV dataset and also documented in [8]. In contrast to the previously published
cut-based analysis [114], the latest choice of the signal categories and the fit model enables a direct
comparison of the results obtained with the cut-based and the multivariate analysis. Subcategories are
introduced which yield different results for the signal-to-background-ratio, since they select different
phase space regions. By considering additional phase space regions the signal sensitivity of the cut-
based analysis is increased. Performing a combined fit of the mMMCττ mass distribution results in a
measured signal strength of
µ = 1.43+0.36−0.35 (stat.)
+0.41
−0.33 (syst.) ± 0.10 (theo. syst.)
for mH =125.36 GeV1. For mH =125 GeV, the measured significance is 3.2σ and also provides an
evidence for the H → ττ decay. All in all, a good agreement of the cut-based results with the multivari-
ate analysis is observed. In order to quantify the statistical correlation between the measured signal
strengths of both analyses the so-called jackknife technique [183, 184] is applied. The correlation is
calculated to be in the order of 0.55 and 0.75 for each analysis channel.
The results of the cut-based analysis are a good cross-check of the results obtained with the multivariate
analysis.
1 The mass value corresponds to the measurement of the Higgs boson mass in the H → γγ and H → ZZ∗ → 4` channel
published by the ATLAS collaboration [3].
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8.5 Discussion
In conclusion, the combined H → ττ analysis yields a signal which corresponds to an observed (ex-
pected) significance of 4.5 (3.4) standard deviations. The measured signal strength of µ = 1.4+0.4−0.4 is
consistent with the SM prediction of the Higgs boson coupling to τ leptons.
(a) (b)
Figure 8.6: Measured best combined signal strength µ and best µ for the different (a) Higgs production mech-
anisms and (b) Higgs decay channels for the combination (black) of ATLAS (blue) and CMS (red) results based
on the datasets taken in 2011 and 2012. The uncertainties are displayed by the error bars. The figures are taken
from [182].
An analysis of the H → ττ decay channel published by the CMS collaboration yields similar res-
ults [181]. This analysis is based on collision data taken by the CMS detector at
√
s = 7 TeV and√
s = 8 TeV corresponding to an integrated luminosity of 4.9 fb−1 and 29.7 fb−1, respectively. Assum-
ing a Higgs boson mass of mH = 125 GeV an excess of events over the background-only hypothesis is
found resulting in an observed (expected) significance of 3.2 (3.7) standard deviations. The measured
signal strength is µ = 0.8+0.3−0.3. The preliminary combination of the H → ττ analyses of both experiments
yields an excess corresponding to an observed (expected) significance of 5.5 (5.0) standard deviations
and a measured signal strength of µ = 1.1+0.3−0.2 [182]. Figure 8.6 visualises this result together with the
measured signal strengths for the different Higgs boson production mechanisms and for the other Higgs
boson decay channels. The observation of the Higgs boson coupling to τ leptons is one of the milestones
of the Run 1 physics program of the LHC. It is the first experimental observation of the coupling of the
Higgs boson to fermions and therefore of high importance for the establishment of the Higgs mechan-
ism, which gives masses to fermions.
In Run 1 the other important Higgs decay channel with a fermionic final state, the H → bb¯ channel,
was also investigated by both collaborations. Searches in this decay channel are difficult due the direct
production of bb¯ quarks in QCD interactions. In order to cope with the overwhelming background from
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multijet events the H → bb¯ search focuses on the VH production mechanism. The exclusive analyses
of the H → bb¯ channel in Run 1 showed only an excess below 3σ. The ATLAS and CMS collabora-
tion published an excess in the H → bb¯ channel which corresponds to a significance of 1.4σ [53] and
2.1σ [185] respectively. A combination of the H → ττ and H → bb¯ by the CMS collaboration provided
an evidence for couplings to fermions with a significance of 3.8σ [186]. Thus, despite of the difficulties
in the reconstruction of the τ lepton decays and the lower branching ratio, the analysis of the H → ττ
channel is currently more sensitive than the one of the H → bb¯ channel.
Even after the observation of the Higgs boson Yukawa coupling to τ leptons, analyses of ττ final states
remain of importance for future researches at the LHC. Studies of ττ final states based on Run 1 data are
still ongoing. For example, an exclusive search in the H → ττ decay channel for the SM Higgs boson
produced in association with a vector boson was recently published by the ATLAS collaboration [102].
For this search a signal strength of µ = 2.3 ± 1.6 is measured. Further, the tt¯H(→ ττ) decay channel
is included in the search for tt¯H processes resulting in final states containing leptons [103]. A 5σ ob-
servation of the H → ττ decay by each experiment separately and an improved sensitivity with respect
to different Higgs production mechanisms are certainly goals for the near future. In Run 2, which star-
ted in May 2015 with a center-of-mass energy of
√
s =13 TeV, the LHC will deliver a larger amount
of collision data and the cross-section for the Higgs production will increase, so that further improved
studies of the Higgs mechanism and a higher precision in the direct measurements of the Higgs boson to
τ lepton coupling are possible. With increased data more signal events are available which can be used
Figure 8.7: Two dimensional 68% (solid line) and 95% (dashed line) confidence level contours for the combined
result of ATLAS and CMS in the (µVBF+VH , µggF) plane and the best-fit values to the data and SM prediction. The
different colours of the contours refer to the different Higgs boson decay channels. The figure is taken from [182].
to improve the separation between ggF and VBF. This improved separation will contribute to combined
coupling measurements. In particular, the H → ττ boson decay channel will remain one of the most
sensitive Higgs channels to the VBF production. The importance of the H → ττ channel for the meas-
urement of the combined coupling is visible in Figure 8.7. It shows the coupling strengths µVBF+VH
and µggF for the different Higgs decay channels. The signal strength µVBF+VH is strongly constrained
in the H → ττ channel. Moreover, the H → ττ channel poses one possibility to measure the spin and
189
8 Combined analysis of the H → ττ channel
parity quantum numbers of the Higgs boson [187]. For example, a first test of the CP invariance in VBF
production in the H → ττ decay channel based on the √s =8 TeV dataset was recently published by
ATLAS [188]. Furthermore, ττ final states are of importance for ongoing studies of beyond the Standard
Model scenarios [189].
All in all, there is a strong motivation to further optimize the analysis of the H → ττ decay by new
analysis concepts going above the multivariate approach presented in this chapter.
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CHAPTER 9
A multiple BDT analysis of the H → τ`τh decay
The key role in the H → τ`τh analysis presented in Chapter 7 is played by the trained BDT classifi-
ers. These BDTs are used for two purposes: First, they are used to discriminate between signal and
background events and hence increase the signal-to-background ratio. With this functionality they com-
plement the loosely defined signal categories, which are mainly used to select events with kinematic
properties associated to a Higgs boson produced via ggF (boosted category) or VBF (VBF category).
Secondly, the distribution of the BDT score is fitted in order to test the compatibility between observed
data and SM predictions. This multivariate strategy results in a high signal sensitivity and an evidence
of the Higgs boson to τ coupling.
In contrast, the cut-based analysis (see Section 8.4) separates the background suppression from the sig-
nal extraction: Selection cuts defining the subcategories are mainly used to suppress background pro-
cesses, while the distribution of the MMC mass is used in the fit. Since the cut-based analysis provides
a smaller signal sensitivity, the multivariate approach is favoured.
For future analyses it would be desirable to use an ansatz which is able to combine advantages of the
current cut-based and multivariate analyses. This means that an advanced multivariate strategy should
be used which decouples the background suppression from the signal extraction and at the same time
maintains a high signal sensitivity.
Several possible approaches were discussed during the Run 1 phase and are summarised in Section 9.1.
One option is to train the BDTs without using information about the mMMCττ mass. A phase space region
with a large signal-to-background ratio is defined by the high BDT score regions. Events in this region
can then be used to fit the mMMCττ mass distribution. Since the mass has a large discrimination power
which is then not exploited in this approach, this simple approach, however, leads to a significant de-
crease in sensitivity. This loss in sensitivity has to be recovered in some way, e.g. by tuning the BDT
classifier.
In the currently used BDT classifier all background processes are treated equally. The background
sources, however, are very different. For example, one can distinguish between background events with
true and fake τhad signatures. Due to the different origin of background events the discrimination power
of the input variables (see Section 5.6) against signal depends on the particular background process.
The characteristics of the background composition can be exploited by the training of multiple BDTs.
In this approach one BDT is trained for each kind of background in order to discriminate between this
kind of background and the signal process. An example of such a multiple BDT approach is the 2-BDT
analysis, which was investigated in the context of this thesis. The BDT classifiers distinguish between
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background events with true and fake τhad signatures. The concept of the 2-BDT analysis and its results
are discussed in the following.
9.1 Alternative approaches
Several advanced alternatives to the current multivariate analysis strategy are possible extensions to the
H → ττ analysis in Run 2: From simply removing the mMMCττ from the BDT training, over BDT training
at several mass points, to alternative BDTs and fits. In the following, the different approaches are briefly
introduced and their advantages and disadvantages are discussed. The 2-BDT approach which is also
an alternative ansatz is described separately in Section 9.2.
9.1.1 Higgs mass dependent BDT training
The BDT training described in Section 7.6 is based on the mass hypothesis mH =125 GeV. How-
ever, it can be naturally extended to other Higgs boson mass hypotheses. By training the BDTs for
Higgs masses between mH =110 GeV and mH =150 GeV, the expected and observed significance is
measured for several mass points. This method provides by construction the same signal sensitivity at
mH =125 GeV as the analysis discussed in Chapter 7 but since the analysis is repeated for different hy-
potheses, additional mass sensitivity is obtained. For that reason, it is certainly an improvement over the
default multivariate analysis. But this strategy has some important disadvantages. First, re-analysing the
data for several mass points increases the required validation of analysis-relevant distributions in signal
and control regions linearly with the number of trained BDTs. Second, high statistics signal samples for
all investigated mass points are necessary. The sample production requires a large amount of computer
resources.
9.1.2 BDT classifier without dependence on mMMCττ
The variables used for the BDT training (see Table 7.12) contribute similarly to the performance of
the BDT. By removing the mMMCττ from the list of input variables, the discrimination between Z → ττ
and signal is affected, whereas the other discriminating variables have enough discriminating power to
sufficiently suppress all other background contributions. For that reason, the BDTs can be retrained
without mMMCττ . As a consequence, the BDT score distribution is not directly biased with respect to one
particular Higgs boson mass hypothesis so that one can cut on the BDT score distribution at a certain
threshold. The threshold is given by the BDT score value above which the signal over background ratio
exceeds a well-defined value e.g. 0.3. For all events, which have a larger BDT score threshold, the
mMMCττ distribution is fitted.
This method has some similarities to the τ BDT ID, in which also only events above a particular working
point are used for further analyses. The advantage of this method is that the background suppression
and signal extraction are disconnected. Only events in the high BDT score region and hence in a phase
space region with an improved signal-to-background ratio are used in the fit. Nevertheless, removing
the mMMCττ mass from the list of training variables reduces the overall sensitivity by about 50%.
In order to further pursue this approach, a re-optimisation of the BDT input variables is required. It
is questionable if such an optimisation can result in the same sensitivity as the default multivariate
approach as long as all background sources are treated equally within the BDT classification.
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9.1.3 Optimisation of the cut-based analysis
As mentioned earlier, the cut-based analysis discussed in Section 8.4 directly fits the mMMCττ distribution
in the signal subcategories. Compared to the cut-based analysis in [114] the analysis was further op-
timised in order to increase its signal sensitivity. Much effort was put in the definition of subcategories
with which the sensitivity of this analysis was indeed enhanced. Nevertheless, its total sensitivity is still
below the sensitivity reached with the multivariate analysis.
Since the defined subcategories do not result in a compatible signal sensitivity, a multivariate approach
is still favoured.
9.1.4 BDT slicing
The BDT slicing method combines the high sensitivity obtained from multivariate classifiers with the
benefits of a direct fit of the mMMCττ distribution. The BDT classifier is trained without using m
MMC
ττ as
an input variable. Based on BDT score values different categories loose, medium and tight are defined.
For each of these different BDT score regions mMMCττ is fitted separately. For this method, the list of
discriminating variables used for the BDT training has to be re-optimised as well as the BDT slices
need to be tuned for each channel and category. However, prospective studies [190] demonstrate that
the fit of the mMMCττ distribution in slices of the BDTs described in Section 7.6.1 but without the m
MMC
ττ
as input variable already gives some mass sensitivity with a slightly smaller significance, as depicted
in Figure 9.1b. The figure shows the local p-value as function of the Higgs boson mass. The black
curve shows the expected significance with its minimum at around 125 GeV, while the coloured lines
display different injected Higgs mass hypotheses. If a Higgs signal with mass mH =125 GeV is injected
(red curve) and the mMMCττ based BDT score distribution is fitted (Figure 9.1a) the observed sensitivity
remains the same over a broad range. In contrast, if the BDT slicing ansatz is used (Figure 9.1b) the
(a) (b)
Figure 9.1: Comparison of local p0 value as function of the Higgs mass in the H → τ`τh channel for (a) fitting
the BDT trained on mH =125 GeV and (b) fitting the MMC mass in slices of the BDT output. The black curve
shows the expected p0 value, while the coloured curve show the results for different injected Higgs masses. The
figures are taken from [190].
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highest observed sensitivity is reached in the range of 120 GeV< mH <130 GeV. Since the dependence
of the BDT classifier on mMMCττ is removed, the overall significance is reduced.
This BDT slicing method might be a good candidate for future analysis strategies provided that the BDT
classification and slices can be further optimised.
9.2 Two-BDT approach
The above suggestions represent improvements of the multivariate concept used in the Run 1 H → ττ
analysis. Nevertheless, they still have some disadvantages: Either they include the mMMCττ mass in the
BDT training and therefore bias the BDT score distribution with respect to a certain mass hypothesis,
or they result in a smaller sensitivity due to removing the mass from the BDT classifier.
In the following, the two-BDT approach is introduced. The idea is to remove the dependence of the
BDT classifier on the Higgs boson mass. Since the removal causes a loss in sensitivity, the sensitivity
has to be retrieved by optimising the BDT with respect to individual background sources. These back-
ground processes can be arranged in two classes: The resonant background Z → ττ with the same event
signature as the signal process and all other, non-resonant processes. The use of two BDTs, one trained
against Z → ττ, the other against all other non-resonant background processes, optimises the separation
between signal and background. Events which are situated in the high BDT score region of both BDT
score distributions are used to fit the mMMCττ mass distribution.
As shown later, this approach results in a compatible signal sensitivity as the published multivariate
analysis, while the background suppression is disconnected from the signal extraction. The two-BDT
approach was originally developed for the VBF category [112]. The VBF topology has the largest dis-
criminating power besides the mMMCττ mass. Since the VBF topology compensates for the removal of the
mMMCττ mass from the BDT classifier, the VBF category is very suitable to test this approach. Although in
the VBF category a signal sensitivity is achieved which is compatible to the current analysis, it was not
a-priori known if this approach is also applicable to the boosted category. In this category the dominant
Higgs production mechanism is the ggF production process. For that reason, the discrimination between
signal and Z → ττ events has to rely on other variables than those related to the VBF topology. Only
if other variables can be found which recover the loss in sensitivity due to the omission of the mMMCττ
mass, this approach is suitable for future analyses. In the context of this thesis, it was investigated if the
two BDT-training approach is also applicable to the boosted category. Different BDT input variables
were tested to improve the separation power of the two BDTs trained in the boosted category. Also
variables were investigated which could be used for the classification in the VBF category. In addition,
a combined analysis of the VBF and boosted category based on the 2-BDT approach was carried out.
In the following, the two BDT training in both categories for the 8 TeV dataset is introduced. Further,
it is discussed how the signal is extracted and the results are compared to the results obtained with the
published analyses in Section 7.9 and Section 8.4.
The presented analysis is based on the same 8 TeV data samples and event selection described in Sec-
tion 7.1 and Section 7.2. The 7 TeV dataset is not considered, because of its small contribution to
the overall sensitivity. Furthermore, in order to avoid overtraining the individual BDT training against
different background sources requires even more statistics than the training of a single BDT.
9.2.1 Training of two BDTs
The BDT classifier discussed in Section 7.6 provides a good separation between signal and background
processes. Hence, the same setup for the BDT training as discussed in Section 7.6 is used in the fol-
lowing. To increase the number of background events against which the BDTs are trained, the cross-
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evaluation technique is extended, such that 75% of the background events are used for the training and
25% for testing.
The variables used for the BDT training in the VBF signal category are summarised in Table 9.1. The
BDT trained against the Z → ττ background is called resonant BDT below. For this BDT, variables are
chosen which are suitable to distinguish between VBF-jets and jets from Z → ττ events. For example,
the invariant dijet mass m j j should be larger than in strongly produced Z → ττ events and the jets are
expected to be well-separated in space (∆η j j, ∆Φ j j). The position of its visible decay products with re-
spect to the jets (η-centrality) is also suitable for separation, since the Higgs is typically emitted between
both VBF jets. The other BDT, trained in the VBF signal region, is used to separate the Higgs signal
from all other processes, i.e. processes with fake H → ττ signatures like W+jets, tt¯ or multijet events.
This BDT is referred to as non-resonant BDT in the following. It exploits input variables which are
mainly suitable to distinguish between true H → τ`τh signatures and fake signatures. For example, the
W+jets events are rejected by using the transverse mass. In the boosted category, the separation between
signal and Z → ττ is difficult, since the ggF production mechanism is dominant in this category. Hence,
the use of VBF topologies is no longer suitable. Since the invariant ττ mass is also not used there are
Table 9.1: Variables used for the BDT training of the Higgs signal with mass mH =125 GeV against the
Z → ττ (resonant BDT) and all other background processes (non-resonant BDT) for the VBF category based
on
√
s =8 TeV data samples.
Variable resonant BDT non-resonant BDT
mT (EmissT , `) X
mT (EmissT , τhad) X
∆pT X
pT (τhad)/pT (`) X
∆R(τhad, `) X
EmissT φ − centrality X
xτhad · x` X
∆φ j j X
m j j X
∆η j j X
η − centrality X
ptotT X
Table 9.2: Variables used for the BDT training of the Higgs signal with mass mH =125 GeV against the Z →
ττ (resonant BDT) and all other background processes (non-resonant BDT) for the boosted category based on√
s =8 TeV data samples.
Variable resonant BDT non-resonant BDT
mT (EmissT , `) X X
mT (EmissT , τhad) X∑
pT X X
∆R(τhad, `) X
EmissT φ-centrality X X
pT (τhad) − pT (`) X
pT (τhad)/pT (`) X
η(leading jet) X
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only few variables left which at least have some discriminating power against background events with
true H → τ`τh signatures.
Several variables and their performance within the BDT have been tested. The variables finally used
are listed in Table 9.1 and Table 9.2. For the non-resonant BDT variables are again used which provide
discrimination power against fake τhad signatures. An importance ranking is performed to check the
relative importance of those variables within the event classification. The results are summarised in
Table 9.3 and Table 9.4 for the VBF and boosted category, respectively. In the resonant BDT of the
VBF category, the η-centrality has the largest discrimination power. The omission of mMMCττ in the
training is mostly compensated by using features of VBF jets. This behaviour is expected from the
performance checks of the earlier discussed BDT training in Section 5.2.1, where the mMMCττ variable
is not highest ranked (see Table 7.15). In the training of the non-resonant BDT, the transverse mass
contributes most to the discrimination of the BDT. This is expected due to the dominant W+jets and
multijet background. The corresponding ROC-curves are illustrated in Figure 9.2. The non-resonant
BDT in Figure 9.2a shows a slightly better performance than the resonant BDT in Figure 9.2b. Never-
theless, the resonant BDT features an overall good background rejection. Their overall performance is
compatible to the single trained BDT in the VBF category. The difficulties due to the dominance of
Table 9.3: Importance ranking of variables used as input for the 8 TeV training of the resonant (left) and non-
resonant (right) BDT in the VBF category.
Variable Variable importance
η-centrality 0.211
m j, j 0.194
∆η( j, j) 0.168
ptotT 0.046
∆φ j j 0.024
Variable Variable importance
mT (EmissT , `) 0.299
EmissT φ-centrality 0.285
pT (τhad)/pT (`) 0.209
pT (τ) − pT (`) 0.187
∆R(τhad, `)) 0.155
mT (EmissT , τhad) 0.063
xτhad · x` 0.003
Table 9.4: Importance ranking of variables used as input for the 8 TeV training of the resonant (left) and non-
resonant (right) BDT in the boosted category.
Variable Variable importance
mT (EmissT , τhad) 0.043∑
pT 0.018
mT (EmissT , `) 0.011
pT (τ) − pT (`) 0.009
η(leading jet) 0.009
EmissT φ-centrality 0.006
pT (τhad)/pT (`) 0.004
Variable Variable importance
mT (EmissT , `) 0.268
EmissT φ-centrality 0.250
∆R(τhad, `)) 0.231∑
pT 0.035
the ggF production process in the boosted category are visible in the variable ranking in Table 9.4. The
variables used for the training of the non-resonant BDT have similar importance values compared to the
input variables of the non-resonant BDT of the VBF category. The highest ranked variable is again the
transverse mass. Variables in the ranking of the resonant BDT have rather low importance values. Since
characteristics of VBF topologies cannot be exploited, the Higgs signal is difficult to separate from the
Z → ττ background. Since also the shape of the mMMCττ mass which is the highest ranked variable of the
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single boosted BDT in Section 5.2.1 is not exploited, the resonant BDT is based on variables import-
ance values which together own some discrimination power. The corresponding ROC-curve is shown in
Figure 9.3b. Compared to the ROC-curve of the non-resonant BDT in Figure 9.3a and to the two BDTs
trained in the VBF category it has the worst performance. Nevertheless, since the boosted category is
the less sensitive signal category, its performance is sufficient for the further analysis.
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Figure 9.2: The background rejection as a function of the signal efficiency for the BDT trained on Higgs signal
processes and non-resonant (left) and resonant (right) background sources, respectively, in the VBF 8 TeV signal
region.
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Figure 9.3: The background rejection as a function of the signal efficiency for the BDT trained on Higgs signal
processes and non-resonant (left) and resonant (right) background events, respectively, in the boosted 8 TeV signal
region.
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9.2.2 Validation of input variables and BDT distribution
The modelling of variables entering the BDT training must be validated in the signal regions as well
as in the control regions (see Section 7.6.2). In Figure 9.4 the summed transverse momentum and the
dijet mass are shown as examples for the BDT input variables. Further variables can be found in Ap-
pendix C.1 and D.1. While in Appendix C.1 variables which were already used in the context of the
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Figure 9.4: Two examples for variables used in the BDT training: (a) the summed transverse momentum
∑
pT
in the boosted category and (b) the dijet mass in the VBF category. The ratios show the relative difference of the
data to the total background estimate including systematic uncertainties in the grey error band.
earlier presented analysis are collected, in Appendix D.1 only variables are summarised which were not
yet investigated. A well-behaved modelling of these variables is observed.
Figure 9.5 shows the unblinded (non-)resonant BDT score distributions in the signal regions. The BDT
score distributions of the corresponding control regions can be found in Appendix D.2. In both signal
regions, the non-resonant BDT score distribution demonstrates its discriminating power against all non-
resonant background sources. While contributions from background processes with fake τhad signature,
like W+jets, are enhanced in the low BDT score regions, the Z → ττ significantly contributes in the high
BDT score regions. In order to achieve a discrimination between Higgs signal and Z → ττ background,
the resonant BDT is employed. High BDT score values are assigned to signal events, while the resonant
background is accumulated at lower values. As expected, the resonant BDT in the boosted region sep-
arated both physical processes worse. The distribution of the Z → ττ background peaks at low values,
whereas the distribution of the signal processes is flat over a wide range. With an appropriate cut value
on the resonant BDT score distributions the Z → ττ background can be essentially reduced and hence
the signal sensitivity is increased, when fitting the mass distribution. To find the best thresholds for the
resonant and non-resonant BDT, the fit of the mass distribution is repeated with subsequently increased
cut values and their yielded signal sensitivities are compared with each other (see Section 9.2.4).
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Figure 9.5: Unblinded pre-fit BDT score distribution for the boosted (left) and VBF (right) 8 TeV signal category.
The upper plots show the BDTs trained against non-resonant background, like W+jets or mulitjet events, the
lower plots depict the BDTs employed to separate Z → ττ background from Higgs signal processes. The ratios
show the relative difference of the data to the total background estimate including systematic uncertainties in the
grey error band.
199
9 A multiple BDT analysis of the H → τ`τh decay
9.2.3 Systematic uncertainties
The 2-BDT approach differs from the analysis in Chapter 7 in the BDT training and signal extraction,
whereas the background model is the same. For that reason, all uncertainties, which are discussed in
Section 7.7 are also applied here.
9.2.4 Fit model and signal extraction
The fit model including pruning and smoothing algorithms is analogue to the model described in Sec-
tion 7.8: Based on the nominal and systematically varied shape of the mMMCττ mass distribution, the
HistFactory machinery performs a combined likelihood fit in the boosted and VBF signal region. The
signal regions are further restricted by additional cuts on the non-/resonant BDT score distribution which
ensures a signal enriched phase space region (see below). The mass distribution is fitted in the range
between 0 GeV< mMMCττ < 400 GeV using the binning in Table 9.5. By including the corresponding top
control regions the normalisation of the top background is obtained.
Table 9.5: Binning of the MMC mass distribution used for the fit of the 8 TeV dataset.
Category Binning
Boosted [40, 60, 80, 100, 110, 120, 130, 140, 150, 180, 200]
VBF [40, 60, 80, 100, 110, 120, 130, 140, 150, 180, 200]
Cut optimisation
For the fit of the mMMCττ mass distribution, a phase space region enriched by signal events has to be
defined. As visible from Figure 9.5, such a region is given by the combined high BDT score regions
of the resonant and non-resonant BDT: While selecting the high BDT score region of the non-resonant
BDT increases the signal-to-background ratio with respect to processes with fake τhad signatures, an
additional cut on the resonant BDT further reduces the background contamination due to Z → ττ
events. Due to the high signal-to-background ratio in the obtained phase space region, a fit of the mMMCττ
mass distribution has large signal sensitivity.
In order to find the best BDT thresholds, the cut values are subsequently raised and the fit is repeated.
Finally, the fit results are scanned for the cut values which have the highest signal sensitivity. While
choosing the best cut values one should consider that slightly different cut values on the BDT scores
must not result in a rapid change of the sensitivity in order to avoid local maxima due to fluctuations.
The best cut values are summarised in Table 9.6. In the non-resonant BDT score distribution, the signal
is enlarged in the high BDT score bins so that high cut values are chosen. In the case of the resonant
BDT, however, the signal is more flat distributed, so that a lower cut threshold is used.
In the following the boosted and VBF category are redefined as the signal categories documented in
Section 7.2.4. In addition, events have to pass the cuts summarised in Table 9.6.
Table 9.6: Cut values on the non-/resonant BDT score used for the boosted and VBF signal region. Only events
above these thresholds are employed to fit the mMMCττ mass distribution.
Category resonant BDT score non-resonant BDT score
Boosted 0.2 0.85
VBF -0.3 0.75
200
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9.2.5 Results
The signal strength µ is obtained from the simultaneous likelihood fit of the mMMCττ mass distribution in
the two 8 TeV signal regions and the two corresponding single binned top control regions. The post-fit
mass distributions are illustrated in Figure 9.6. Within uncertainties the signal-plus-background model
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Figure 9.6: MMC mass distribution for the boosted (left) and VBF (right) 8 TeV signal region after the maximum
likelihood fit. The signal is fitted with its best signal strength µ = 1.3. The lower ratio plots show the ratio between
data and the signal-plus-background model including the statistical and systematic uncertainties of the model
(hatched band). The blue line illustrates the ratio between the background-only and the signal-plus-background
model.
matches the observation in data. At around 125 GeV, a clear excess of data over the background-only
hypothesis is observed.
The best estimator of the strength µ at mH =125 GeV yields
µˆ = 1.31+0.32−0.31 (stat.)
+0.48
−0.38 (syst.) ± 0.1 (theo. syst.) .
Although the best-fit value is slightly larger than the one obtained from the fit of the BDT score dis-
tribution (see Table 7.20), within uncertainties, it is consistent with the µ = 1 hypothesis. The signal
strengths obtained from the single fit of the boosted and VBF region are summarised in Table 9.7. All
results are consistent with the mH =125 GeV hypothesis within uncertainties. The combined fit result
is mainly driven by the VBF category. Since the measured signal strength in both categories are larger
than 1, the combined signal strength is pulled in the same direction.
As before, the excess in data is tested against the background-only hypothesis. The overall observed
(expected) significance yields 2.7(2.5) Gaussian standard deviations and hence is slightly larger than
obtained from the default multivariate analysis in Chapter 7. The results from the separate fit of the
boosted and VBF category are listed in Table 9.8. The abstinence of the MMC mass as discriminator in
the BDT training is compensated by the BDT tuning with respect to individual background classes.
Finally, the importance of the nuisance parameters is illustrated in Figure 9.7. Highest ranked is the
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Table 9.7: Estimate of the signal strength µˆ obtained from fits of the individual 8 TeV signal categories (boosted
and VBF) and their combination. The error includes statistical and systematic uncertainties.
Category Signal strength
Boosted 1.10+1.12−1.10
VBF 1.21+0.60−0.51
Combined 1.31+0.59−0.50
Table 9.8: Observed (expected) local significance in terms of Gaussian standard deviations evaluated for the
individual 8 TeV signal categories (boosted and VBF) and their combination.
Category Significance
Boosted 0.8(0.6)
VBF 2.5(2.4)
Combined 2.7(2.5)
normalisation of the top background in the VBF category which is calculated from the fit. It is followed
by nuisance parameters associated with the τ and jet energy scale. Also the cell subtraction and isolation
systematic which corresponds to the dominant Z → ττ background have a large impact on the measured
signal strength. The highest ranked theoretical uncertainty is related to the calculated H → τ`τh branch-
ing ratio. Within uncertainties the best-fit values of all nuisance parameters are in agreement with their
pre-fit values.
9.3 Conclusion
The results of the 2-BDT analysis based on the
√
s =8 TeV dataset are compared to the results of the
1-BDT analysis presented in Chapter 7 and the cut-based analysis in Section 8.4. The significances
and measured signal strengths obtained from these three analyses are summarised in Table 9.9. All
results are consistent with the Yukawa coupling strength in the SM. The uncertainties of the measured
signal strengths are of the same size. While in the cut-based analysis a much lower significance for
the excess of data over the background-only hypothesis is observed, both multivariate analyses yield a
similar significance. Particularly the 2-BDT analysis does not only retain the sensitivity of the 1-BDT,
it performs slightly better.
It is therefore shown, that the 2-BDT approach leads to a very good sensitivity not only in the VBF
but also in the boosted category and in the combination of both categories. The 2-BDT approach is
an excellent example of a further development of the 1-BDT approach and is certainly one of the best
options for possible analysis strategies in Run 2. Also the other approaches discussed above might be
able to replace the current 1-BDT approach provided that they are further optimised. Those methods are
based on the same idea of combining advantages of the latest multivariate and cut-based analysis. Their
particular goals, however, are different. While e.g. the Higgs mass dependent BDT training is used to
increase the mass sensitivity, other approaches aim for a disentanglement of the background suppression
and signal extraction or the optimization of the BDT classifier with respect to different background
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sources. Approaches aiming for the latter targets remove the information on the invariant ττ mass from
the BDT classifier and fit the mass distribution. Although the invariant ττ mass is not used in the BDT
training it might be that the fitted mass distribution is still biased by the Higgs mass, which is assumed
in the training of the BDT. Hence, if such an approach is applied in Run 2, the correlations between
mMMCττ and the discriminating variables used in the BDT training have to be investigated. Depending on
the potential bias of the mMMCττ distribution different questions like e.g. the mass sensitivity might be
addressed in the future.
Table 9.9: Comparison of the observed (expected) local significance and the estimate of the signal strength µˆ
obtained from H → τ`τh analyses based on the √s =8 TeV dataset. The same dataset is analysed using different
analysis strategies: The 1-BDT analysis presented in Chapter 7, the 2-BDT analysis in Section 9.2.5 and the
briefly introduced cut-based analysis in Section 8.4.
1-BDT 2-BDT Cut-based
Signal strength 1.1+0.6−0.5 1.3
+0.6
−0.5 0.7
+0.7
−0.6
Significance 2.5(2.3)σ 2.7(2.5)σ 1.0(1.7)σ
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Figure 9.7: Ranking of the 50 nuisance parameters with the largest impact on the signal strength µ in the combined
fit of the 8 TeV signal regions. The black points refer to the lower axis and show the deviations of the best-fit value
of the nuisance parameters Θˆ from their nominal pre-fit values Θ0. While the black lines illustrate the relative
post-fit uncertainties of the individual nuisance parameters, the nominal uncertainties are given by the yellow
band. The hatched boxes refer to the upper axis visualising the impact ∆µ(∆Θ) of the nuisance parameter on the
measured µ, when fixing the individual nuisance parameters to their best post-fit value. ∆µ(∆Θ) is divided by the
total error on the best-fit value of the signal strength ∆µGlobal. While the red hatched boxes show the +1σ post-fit
impact, the blue hatched boxes display the −1σ pre-fit impact on µˆ. The labelling of the nuisance parameters is
explained in Appendix E.
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CHAPTER 10
Conclusions
In this thesis, a measurement of the decay of the SM Higgs boson into one hadronically and one lepton-
ically decaying τ lepton (H → τ`τh) is performed based on proton-proton collision data collected with
the ATLAS experiment at the LHC in 2011 and 2012. The collected data correspond to an integrated
luminosity of 4.6 fb−1 and 20.3 fb−1 taken at a center-of-mass energy of
√
s =7 TeV and
√
s =8 TeV,
respectively. The analysis of the H → ττ decay in the τ`τh channel reveals an excess over background
which corresponds to an overall observed (expected) significance for the H → τ`τh observation of 2.5
(2.4) Gaussian standard deviations. The best-fit estimate of the signal strength parameter is given by
µˆ = 1.06+0.34−0.34 (stat.)
+0.38
−0.29 (syst.) ± 0.1 (theo. syst.)
at mH =125 GeV. The total uncertainty on µˆ is composed of theoretical, systematic and statistical
uncertainties. Systematic uncertainties mainly originate from the τ energy scale, the jet energy scale
and the background estimate. The most important theoretical uncertainties arise from the prediction of
the H → τ`τh branching ratio.
In the presented H → τ`τh analysis two signal categories, the boosted and the VBF category, are
defined which are sensitive to different Higgs boson production mechanisms. The boosted category is
experimentally motivated and requires a Higgs boson with high transverse momentum. In this region,
Higgs signal events produced via ggF are mainly accumulated. The boosted category, however, also
contains a significant amount of VBF produced Higgs boson events. The definition of the VBF category
makes use of the characteristics of Higgs boson events produced via the VBF production mechanism.
In both categories, the background model is mainly data-driven. In particular, the highly relevant Z → ττ
background is modelled using a data-driven technique. The used technique, referred to as embedding
technique, was already developed for earlier analyses. In the context of this thesis, however, a deeper
understanding of lower level features of the embedding technique was gained. The size of intrinsic
effects was estimated and corrections were derived. Furthermore, ways to validate this method were
developed. The embedding-related studies performed in this thesis were published in [9] and were used
in the presented H → τ`τh analysis.
BDTs are used in order to discriminate between the signal and the background events. Based on a set of
discriminating observables the BDTs are trained in the two signal categories of the 8 TeV analysis. They
are then applied on both datasets in order to improve uniformity between the analyses of both datasets.
Studies in this thesis investigated the performance of the BDT classifiers on the 7 TeV dataset.
A likelihood fit is simultaneously carried out in the signal and the corresponding top control regions
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of the 7 TeV and 8 TeV datasets. Pruning and smoothing algorithms are used to reduce the impact of
noise due to statistical fluctuations within the fit. From the simultaneous fit of the top control region,
the normalisation of the top background is obtained. The fit provides an estimate of the signal strength
parameter µˆ mentioned above.
The presented H → τ`τh analysis was part of the combined H → ττ analysis of the three ττ decay
modes in Reference [8]. The combination of H → τ`τ`, H → τhτh and H → τ`τh results in a signal
strength parameter of
µˆ = 1.43+0.27−0.26 (stat.)
+0.32
−0.25 (syst.) ± 0.09 (theo. syst.)
at a mass hypothesis of mH =125 GeV and is consistent with the SM expectation. The observed (ex-
pected) significance yields 4.5 (3.4) standard deviations. The combined result shows an evidence for
the H → ττ decay and hence experimentally confirms the Yukawa coupling between the Higgs bo-
son and fermions. This result entered the preliminary combination of the ATLAS and CMS H → ττ
analyses [182]. In the combination an excess in data is obtained which corresponds to an observed
(expected) significance of 5.5 (5.0) standard deviations. This is the first observation of the Higgs coup-
ling to τ leptons and is one of the highlights of the LHC physics program whose emphasis lies on the
experimental insight in the Higgs mechanism.
The high signal sensitivity is one of the main arguments to use multivariate methods. Since in the pub-
lished analysis the BDT score distribution is fitted the background suppression and signal extraction
are entangled with each other. In order to disentangle both steps several alternative approaches are dis-
cussed. Within this thesis a 2-BDT approach was tested for the H → τ`τh analysis on the 8 TeV dataset:
In each category one BDT is trained against the resonant Z → ττ background while the other BDT is
trained against all other non-resonant background sources. The mMMCττ mass distribution is then directly
fitted for events in the high BDT score region. This approach yields for the best-fit of the signal strength
µˆ = 1.31+0.32−0.31 (stat.)
+0.48
−0.38 (syst.) ± 0.1 (theo. syst.)
at a mass hypothesis of mH =125 GeV. This is consistent with the published result. The observed (ex-
pected) significance of the excess corresponds to 2.7(2.5) Gaussian standard deviations. These results
demonstrate a realisation of a multivariate analysis strategy in which the background suppression and
signal extraction are disentangled. At the same time the signal sensitivity is retained because the BDT
classifiers are optimised with respect to a particular background source. Thus, this approach is a signi-
ficant improvement of the former analysis design so that future H → ττ measurements will benefit from
it in Run 2.
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APPENDIX A
Production setup
For the embedding technique described in Chapter 6 the ESD format is used, because in the event re-
reconstruction the missing transverse energy has to be calculated using calorimeter cells. This informa-
tion, however, is not accessible in the higher level AOD format. Instead of the ESD format, samples in
the DESD format are also suitable as input for the embedding procedure.
While all substeps of the embedding procedure have to run in the same ATHENA software release due
to technical reasons, the condition tags and ATLAS geometries used in those steps differ. Their choice
depends on the collision data or Monte Carlo samples which are processed in the particular embedding
step.
Because of the increasing amount of data during Run 1 and the resulting expense of computing re-
sources, the embedding software had to be re-organised in order to ensure an efficient production of
embedded samples. The new structure of the embedding software enables to simultaneously produce
embedded events for the three ττ final states, their corresponding systematic uncertainties and the vari-
ous validation samples. Intermediate files like the Z → µµ event after cell subtraction, which are needed
for all embedded ττ final states are produced once only and reused where necessary. The re-use of
those files reduces the required CPU time significantly. Figure A.1 illustrates the new workflow of the
embedding software.
The embedding software was also integrated into the ATLAS JobTransforms framework [192]. In this
framework multiple production tasks can be sequentially executed. As soon as the input and output file
are defined the transforms identifies the relevant steps to get from the input to the output file and executes
only those necessary steps. Thereby, the input and output files are not restricted to the input Z → µµ
events and τ-embedded events. In general, the transforms are capable to start and end at any arbitrary
point of the embedding workflow. Some examples of how the production tasks can be configured are
discussed in [191]. Those improvements, which are also documented in [191], were carried out in the
context of this thesis and result in the integration of the embedding software into the central production
system of ATLAS via the interface of the JobTransforms framework.
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Data
Z➝μμ
Full-sim
Z➝μμ
mfsim
Z➝μμ
mfsup
Z➝μμ
mfsdn
Z➝μμ μμ ll lh hh
TAUOLA
subtracted
cells 
Full-sim
Z➝𝜏𝜏
hybrid
Z➝𝜏𝜏
embedding and 
re-reconstruction
Figure A.1: The restructured embedding workflow is displayed: Starting from the same Z → µµ input event the
three Z → ττ final states (τlτl, τlτh, τhτh) and one Z → µµ decay are generated (right part of the upper blue box).
The default and varied energy depositions in the simulated Z → µµ decay (mfsim, mfsup, mfsdn) are removed (left
part of the upper blue box). Afterwards, the mini-events for the three final Z → ττ states are produced (lower blue
box). In the last step, the simulated mini-events are merged with the nominal (varied) Z → µµ data event and the
resulting hybrid events are re-reconstructed (red box). The flowchart is taken from [191].
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APPENDIX B
Monte Carlo samples
The following Table B.1 lists all Monte Carlo samples which are used in the analysis presented in
Chapter 7.
Signal (mH = 125 GeV) MC generator σ × B [pb]
ggF, H → ττ Powheg 1.22 NNLO+NNLL
+ Pythia8
VBF, H → ττ Powheg + Pythia8 0.100 (N)NLO
WH, H → ττ Pythia8 0.0445 NNLO
ZH, H → ττ Pythia8 0.0262 NNLO
Background MC generator σ × B [pb]
W(→ `ν), (` = e, µ, τ) Alpgen+Pythia8 36800 NNLO
Z/γ∗(→ ``), Alpgen+Pythia8 3910 NNLO
60 GeV< m`` < 2 TeV
Z/γ∗(→ ``), Alpgen+Herwig 13000 NNLO
10 GeV< m`` < 60 GeV
VBF Z/γ∗(→ ``) Sherpa 1.1 LO
tt¯ Powheg + Pythia8 253† NNLO+NNLL
Single top : Wt Powheg + Pythia8 22† NNLO
Single top : s-channel Powheg + Pythia8 5.6† NNLO
Single top : t-channel AcerMC+Pythia6 87.8† NNLO
qq¯→ WW Alpgen+Herwig 54† NLO
gg→ WW gg2WW+Herwig 1.4† NLO
WZ,ZZ Herwig 30† NLO
H → WW same as for H → ττ signal 4.7†
Table B.1: Monte Carlo generators used to model the different signal and background processes considered in
the H → τ`τh analysis. In the last column, the cross-sections times branching ratios referring to processes at√
s =8 TeV are listed. Inclusive cross-sections are marked with†. In addition, for each process the perturbative
order of the QCD calculation is given.
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APPENDIX C
Validation plots for the multivariate analysis of
the
√
s =7 TeV +
√
s =8 TeV datasets
C.1 BDT input variables of the
√
s =8 TeV analysis
The following section illustrates all distributions of input variables used to train the BDT in the boosted
and VBF signal categories of the
√
s =8 TeV analysis. In addition, the same distributions are shown for
the four control regions defined in Section 7.2.5.
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Figure C.1: Comparison of data with the combined background model with respect to BDT input variables in the
boosted signal region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated with the
MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay products,
(e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background estimate
including systematic uncertainties in the grey error band.
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Figure C.2: Comparison of data with the combined background model with respect to BDT input variables in
the VBF signal region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated with the
MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference in pseudorapidity
between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality Cη1,η2 (η`). The ratios
show the relative difference of the data to the total background estimate including systematic uncertainties in the
grey error band.
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Figure C.3: Comparison of data with the combined background model with respect to BDT input variables in the
boosted Z-enriched region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated with
the MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay products,
(e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background estimate
including systematic uncertainties in the grey error band.
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Figure C.4: Comparison of data with the combined background model with respect to BDT input variables
in the VBF Z-enriched control region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass
calculated with the MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference
in pseudorapidity between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality
Cη1,η2 (η`). The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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Figure C.5: Comparison of data with the combined background model with respect to BDT input variables in the
boosted top-enriched region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated with
the MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay products,
(e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background estimate
including systematic uncertainties in the grey error band.
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Figure C.6: Comparison of data with the combined background model with respect to BDT input variables
in the VBF top-enriched control region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass
calculated with the MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference
in pseudorapidity between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality
Cη1,η2 (η`). The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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Figure C.7: Comparison of data with the combined background model with respect to BDT input variables in the
boosted W-enriched region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated with
the MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay products,
(e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background estimate
including systematic uncertainties in the grey error band.
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Figure C.8: Comparison of data with the combined background model with respect to BDT input variables
in the VBF W-enriched control region of the
√
s =8 TeV analysis: (a) transverse mass, (b) ττ invariant mass
calculated with the MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference
in pseudorapidity between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality
Cη1,η2 (η`). The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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C.2 BDT input variables of the
√
s =7 TeV analysis
The same distributions shown before for the
√
s =8 TeV analysis are illustrated below for the
√
s =7 TeV
analysis. The BDTs trained on
√
s =8 TeV are evaluated for the
√
s =7 TeV analysis based on those
observables.
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Figure C.9: Comparison of data with the combined background model with respect to BDT input variables in the
boosted signal region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated with the
MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay products,
(e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background estimate
including systematic uncertainties in the grey error band.
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Figure C.10: Comparison of data with the combined background model with respect to BDT input variables in
the VBF signal region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated with the
MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference in pseudorapidity
between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality Cη1,η2 (η`). The ratios
show the relative difference of the data to the total background estimate including systematic uncertainties in the
grey error band.
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Figure C.11: Comparison of data with the combined background model with respect to BDT input variables in
the boosted Z-enriched region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated
with the MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay
products, (e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background
estimate including systematic uncertainties in the grey error band.
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Figure C.12: Comparison of data with the combined background model with respect to BDT input variables
in the VBF Z-enriched control region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass
calculated with the MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference
in pseudorapidity between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality
Cη1,η2 (η`). The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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Figure C.13: Comparison of data with the combined background model with respect to BDT input variables in
the boosted top-enriched region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated
with the MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay
products, (e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background
estimate including systematic uncertainties in the grey error band.
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Figure C.14: Comparison of data with the combined background model with respect to BDT input variables
in the VBF top-enriched control region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass
calculated with the MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference
in pseudorapidity between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality
Cη1,η2 (η`). The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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C Validation plots for the multivariate analysis of the
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Figure C.15: Comparison of data with the combined background model with respect to BDT input variables in
the boosted W-enriched region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass calculated
with the MMC, (c) ∆R between lepton and τhad candidate, (d) ratio between transverse masses of the τ-decay
products, (e)
∑
pT , (f) EmissT φ centrality. The ratios show the relative difference of the data to the total background
estimate including systematic uncertainties in the grey error band.
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C.2 BDT input variables of the
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Figure C.16: Comparison of data with the combined background model with respect to BDT input variables
in the VBF W-enriched control region of the
√
s =7 TeV analysis: (a) transverse mass, (b) ττ invariant mass
calculated with the MMC, (c) ∆R between lepton and τhad candidate, (d) ptotT , (e) E
miss
T φ centrality, (f) difference
in pseudorapidity between two leading jets, (g) dijet mass, (h) product of pseudorapidities, (i) ` − η centrality
Cη1,η2 (η`). The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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C Validation plots for the multivariate analysis of the
√
s =7 TeV +
√
s =8 TeV datasets
C.2.1 Validation of the BDT score distributions
The BDT score distributions in the boosted and VBF control regions of the
√
s =7 TeV and
√
s =8 TeV
analysis are depicted below.
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Figure C.17: Unblinded BDT score distribution (pre-fit) for the boosted (left) and VBF (right) Z-enriched control
region of the
√
s =7 TeV (top) and
√
s =8 TeV (bottom) analysis. The ratios show the relative difference of the
data to the total background estimate including systematic uncertainties in the grey error band.
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C.2 BDT input variables of the
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s =7 TeV analysis
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Figure C.18: Unblinded BDT score distribution (pre-fit) for the boosted (left) and VBF (right) top-enriched
control region of the
√
s =7 TeV (top) and
√
s =8 TeV (bottom) analysis. The ratios show the relative difference
of the data to the total background estimate including systematic uncertainties in the grey error band.
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C Validation plots for the multivariate analysis of the
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Figure C.19: Unblinded BDT score distribution (pre-fit) for the boosted (left) and VBF (right) W-enriched control
region of the
√
s =7 TeV (top) and
√
s =8 TeV (bottom) analysis. The ratios show the relative difference of the
data to the total background estimate including systematic uncertainties in the grey error band.
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APPENDIX D
Validation plots for the multiple BDT analysis
based on the
√
s =8 TeV dataset
D.1 Validation of discriminating variables
In the following, the variables used for the training of the optimised BDTs in Section 9.2 are displayed
for the boosted and VBF signal regions as well as corresponding control regions. Due to the overlap
with the analysis in Chapter 7 and to avoid redundant information, only variables, which are exclusively
used for the alternative training are shown. All other variables are already summarised in Appendix C.1.
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Figure D.1: Comparison of data with the combined background model with respect to BDT input variables in the
boosted signal region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad), (b) momentum
difference between visible τ-decay products, (c) pseudorapidity of leading jet. The ratios show the relative differ-
ence of the data to the total background estimate including systematic uncertainties in the grey error band.
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D Validation plots for the multiple BDT analysis based on the
√
s =8 TeV dataset
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Figure D.2: Comparison of data with the combined background model with respect to BDT input variables in
the VBF signal region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad), (b) xτhad · x`, (c)
∆φ between leading jets, (d) momentum difference between visible τ-decay products, (e) η-centrality. The ratios
show the relative difference of the data to the total background estimate including systematic uncertainties in the
grey error band.
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Figure D.3: Comparison of data with the combined background model with respect to BDT input variables in the
boosted Z-enriched control region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad), (b)
momentum difference between visible τ-decay products, (c) pseudorapidity of leading jet. The ratios show the
relative difference of the data to the total background estimate including systematic uncertainties in the grey error
band.
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Figure D.4: Comparison of data with the combined background model with respect to BDT input variables in
the VBF Z-enriched control region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad),
(b) xτhad · x`, (c) ∆φ between leading jets, (d) momentum difference between visible τ-decay products, (e) η-
centrality. The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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Figure D.5: Comparison of data with the combined background model with respect to BDT input variables in
the boosted top control region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad), (b)
momentum difference between visible τ-decay products, (c) pseudorapidity of leading jet. The ratios show the
relative difference of the data to the total background estimate including systematic uncertainties in the grey error
band.
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Figure D.6: Comparison of data with the combined background model with respect to BDT input variables in the
VBF top control region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad), (b) xτhad · x`, (c)
∆φ between leading jets, (d) momentum difference between visible τ-decay products, (e) η-centrality. The ratios
show the relative difference of the data to the total background estimate including systematic uncertainties in the
grey error band.
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Figure D.7: Comparison of data with the combined background model with respect to BDT input variables in the
boosted W-enriched control region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad), (b)
momentum difference between visible τ-decay products, (c) pseudorapidity of leading jet. The ratios show the
relative difference of the data to the total background estimate including systematic uncertainties in the grey error
band.
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Figure D.8: Comparison of data with the combined background model with respect to BDT input variables in
the VBF W-enriched control region of the alternative
√
s =8 TeV analysis: (a) transverse mass mT (EmissT , τhad),
(b) xτhad · x`, (c) ∆φ between leading jets, (d) momentum difference between visible τ-decay products, (e) η-
centrality. The ratios show the relative difference of the data to the total background estimate including systematic
uncertainties in the grey error band.
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D.2 Validation of the BDT score distributions
The BDT score distributions in the boosted and VBF control regions of the optimised
√
s =8 TeV
analysis (Section 9.2) are depicted below.
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Figure D.9: Unblinded BDT score distribution (pre-fit) for the boosted (left) and VBF (right) 8 TeV Z-enriched
control region. The upper plots show the BDTs trained against non-resonant background, like W+jets or mulitjet
events, the lower plots depict the BDTs employed to separate Z → ττ background from Higgs signal processes.
The ratios show the relative difference of the data to the total background estimate including systematic uncer-
tainties in the grey error band.
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Figure D.10: Unblinded BDT score distribution (pre-fit) for the boosted (left) and VBF (right) 8 TeV top control
region. The upper plots show the BDTs trained against non-resonant background, like W+jets or mulitjet events,
the lower plots depict the BDTs employed to separate Z → ττ background from Higgs signal processes. The
ratios show the relative difference of the data to the total background estimate including systematic uncertainties
in the grey error band.
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Figure D.11: Unblinded BDT score distribution (pre-fit) for the boosted (left) and VBF (right) 8 TeV W-enriched
control region. The upper plots show the BDTs trained against non-resonant background, like W+jets or mulitjet
events, the lower plots depict the BDTs employed to separate Z → ττ background from Higgs signal processes.
The ratios show the relative difference of the data to the total background estimate including systematic uncer-
tainties in the grey error band.
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APPENDIX E
Labelling of nuisance parameters
In the following, the names of the nuisance parameters illustrated in Figure 7.30 and 9.7 are explained.
• norm_LH12_Top_vbf/boost: Normalisation factor of the top background in the 8 TeV VBF/boosted
category.
• norm_LH12_Ztt_01bv: Normalisation factor of the Z → ττ background in the 8 TeV VBF
category.
• SR_(2011)_BDT_2jetvbf/1jetb_bin_Y: Statistical uncertainty of the background model in the
8 TeV (7 TeV) analysis. The uncertainty refers to bin Y of the BDT score distribution in the VBF
(2jetvbf ) or boosted (1jetb) category.
• LUMI_2012/2011: Uncertainty of the measured luminosity in the 8 TeV (7 TeV) dataset.
• EMB_ISOL_2012/2011: Uncertainty on the Z → ττ background modelled by the embedding
technique in the 8 TeV (7 TeV) analysis. This systematic refers to isolation criteria which are
chosen for the selection of Z → µµ input data events.
• EMB_MFS_2012/2011: Systematic uncertainty related to the embedded Z → ττ background
used in the 8 TeV (7 TeV) analysis. It describes the uncertainty which arises due the subtraction
of cell energies deposited by muons.
• LH1X_Fake_boost_COMP: Systematic uncertainty of the fake factor procedure which is related
to the background composition in the 8 TeV (7 TeV) boosted category.
• LH11_Fake_boost_RW: Systematic uncertainty of the fake factor procedure derived from the
MC closure test for the 7 TeV boosted category.
• LH12/LH11_Fake_vbf/boost_STATY: Statistic uncertainty of the fake factor derived for back-
ground Y (=1,2,3..) in the boosted (vbf) category of the 8 TeV (LH12) and 7 TeV (LH11) analysis,
respectively.
• JES_Detector1: Systematic uncertainty component of the jet energy scale associated to the de-
tector.
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• JES_Eta_Modelling: Systematic uncertainty on the jet energy scale which refers to the η- inter-
calibration.
• JES_2012/2011_Modelling1: Component of the jet energy scale uncertainty which is associated
to uncertainties arising in the calibration procedure in the 8 TeV (7 TeV) analysis.
• JES_FlavComp_TAU_G/Q: Systematic uncertainty component of the jet energy scale related to
jets which originate from parton fragmentation (gluons G or quarks Q).
• JES_FlavResp: Uncertainty component of the jet energy scale which accounts for differences in
the calorimeter response. The response depends on the jet flavour (quark or gluon initiated jets).
• JES_NPV: Component of the jet energy scale uncertainty related to pileup.
• JES_2012_Eta_StatMethod: Systematic uncertainty on the jet energy scale which refers to the
statistical component of the η- intercalibration in the 8 TeV analysis.
• JES_2012/2011_Statistical1: Statistical component of the jet energy scale uncertainty in the
8 TeV (7 TeV) analysis.
• JES_Flavb: Systematic uncertainty component of the jet energy scale which is related to truth
b-jets.
• JES_2012/2011_PileRho_TAU_QQ/QG/GG: Component of the pileup uncertainty of the jet
energy scale in the 8 TeV (7 TeV) analysis. This component differentiates between the quark-
quark (QQ), quark-gluon (QG) and gluon-gluon (GG) initial state.
• JER: Uncertainty on the jet energy resolution.
• BTag_LY_2012/2011: Systematic uncertainty component Y related to the b-tagging.
• PU_RESCALE_2012/2011: Uncertainties due to pileup rescaling in the 8 TeV (7 TeV) analysis.
• EL_SCALE: Uncertainty related to the electron energy scale.
• EL_RES Uncertainty of the electron energy resolution.
• MU_EFF_2012/2011: Combination of systematic uncertainties related to the muon trigger, re-
construction and isolation efficiency in the 8 TeV (7 TeV) analysis.
• TAU_ID_2012/2011: Uncertainty referring to the τhad identification in the 8 TeV (7 TeV) ana-
lysis.
• TAU_ID_STAT_2012: Statistical component of the τhad identification uncertainty in the 8 TeV
analysis.
• TAU_EFAKE_2012/2011: Uncertainty on the rate in the 8 TeV (7 TeV) analysis which describes
the misidentification probability of electrons as τhad- candidates.
• TES_Fake_2012/2011: Systematic uncertainty of the τ energy scale which is related to events
with objects misidentified as τhad candidates in the 8 TeV analysis.
• TES_InSitu_2012: Uncertainty referring to the in-situ calibration of the tau energy scale in the
8 TeV analysis.
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• TES_Model_2012: Uncertainty component of the τ energy scale related to the modelling of true
τ leptons in the 8 TeV analysis.
• MET_SCALESOFT_2012/2011: Systematic uncertainty component of EmissT associated to the
energy scale in the 8 TeV (7 TeV) analysis.
• MET_RESOSOFT_2012/2011: Systematic uncertainty component of EmissT related to the resol-
ution and soft term in the 8 TeV (7 TeV) analysis.
• LH12_Zlt_vbf_DETAJJ: Uncertainty related to the reweighting technique applied on Z →
ee/µµ + jets events in the 8 TeV analysis.
• BR_tautau: Uncertainty on the calculated H → ττ branching ratio.
• GenAccq2Z: Systematics uncertainty related to the modelling of Z → ee/µµ + jets. It accounts
for changes in the acceptance due to the choice of a particular event generator.
• QCDscale_ggH_XX: Theoretical uncertainty components related to the QCD scale which ori-
ginate from missing higher order QCD corrections.
• pdf_Higgs_XX: Theoretical uncertainty components arising from parton distribution functions.
• UE_qq/gg: Theoretical uncertainty related to the modelling of the underlying event.
• NLO_EW_Higgs: Theoretical uncertainties related to the next-to-leading order electroweak cor-
rections.
• LH12_Top_vbf_MCNLO: Uncertainty which refers to the reweighting procedure of the Higgs
pT spectrum in the VBF category of the 8 TeV analysis.
• BCH_LH12_vbf: Uncertainty related to the BCH correction procedure.
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