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I An Expert Opinion I 
Q: You have a really extensive background in private industry-Merck, 
Ageia Technologies, SGI. How did you come to make the leap into 
government as a program director for OCI? 
A: Having always worked in industry, I really had never seen myself in 
the government. But I was really intrigued with the leadership role 
that I thought only a few entities could exert in high-performance 
computing (HPC). I deliberately pursued NSF because I thought NSF 
had that potential to play such a role, and second because my views 
personally resonate with the open science approach of NSF. And as 
I researched the vision, called the Cyberinfrastructure Framework for 
21st Century Science and Engineering, CF21, I became quite excited 
and I thought that perhaps my background would be different 
enough and complementary enough that it would be a really good 
fit at NSF. I made quite a deliberate choice. 
Q: So you obviously feel your private sector experience is an asset to 
you at ocr. 
A: While NSF itself doesn't have vendor contracts, I've found that my 
background can help the Blue Waters Pis when they are interacting 
with vendors, as I understand from a business perspective what's 
important and what isn't. In industry, to make a relationship work it 
has to work for both parties. In some cases I may be more sensitive 
to what a for-profit entity views as attractive. For a vendor, that's 
not just about money. 
Q: Coming in at the middle of a project can sometimes be very 
challenging. What challenges, if any, have you encountered with 
Blue Waters? 
A: I must say one very rarely gets a chance to start at the ground and 
see a project all the way through. The challenge with Blue Waters is 
that it's a very Large project, it's moving, so there are Lots of pieces. 
One thing that has been helpful for me and hopefully helpful for the 
team is that I had previously worked with Bill Kramer [NCSA's Blue 
Waters deputy project director]. I was a vendor, at SGI, and he was 
on the other side at NASA and later DOE. So we didn't need a getting 
acquainted period before getting into the work. 
Q: You are fairly new to NSF and to the Blue Waters project, but have 
you found anything that you are particularly enjoying about the 
project? 
A: Oh, yes, absolutely. Blue Waters is not simply about standing up a big 
system over many years and making sure that it all goes swimmingly. 
I also have the PRAC (Petascale Computing Resource Allocations). 
So I get a chance to make sure that a portfolio of computational 
science that is going to be done from the beginning on this system 
is noteworthy, and, frankly, quite exciting. I've thoroughly enjoyed 
working with the Pis. And I will also say there are very good 
project directors and managers at NCSA as well as a very good panel 
associated with Blue Waters, so working with everyone has been 
very enjoyable. It's arguably the most exciting project going on in 
OCI, and I get to say that because I'm so enthusiastic about it! I 
love getting up in the morning and going to work. 
Q: As we work through the PRAC process, petascale computing 
applications in a wider variety of fields will most likely become 
available. How do we ensure that effort has the broadest impact 
possible? 
A: That goes back to one of the key aspects of the OCI vision, which 
is really about making sure that scientific and engineering theory, 
with the experimental studies, have the third leg of the stool, 
which is the computational science. One of the people who has 
been most instrumental in making sure that Blue Waters from the 
beginning has the broadest impact possible is the project director, 
Thorn Dunning. He's been making presentations to various groups, 
and we've also actively reviewed the portfolio that we currently 
have, determining what additional scientific disciplines we should 
approach to get them interested in thinking about Blue Waters. 
There's a very strong team at NCSA that is dedicated to working with 
the applications teams. This does two things. One, it ensures that any 
team is not floundering on any of the specifics and we know what they 
need, and two, it also allows knowledge to be shared across teams. 
We're also more informally collaborating with the users 
of the TeraGrid. For many teams, TG is used as a vehicle to 
develop applications but it is also one of the key places from 
which to gain entry into Blue Waters. We want to do more. 
I would say there is quite a bit of evangelism going on and we are 
all, in our own way, being evangelists. 
Questions & Answers 
Q: Let's go back to the vision. NSF and OCI have many initiatives 
underway that most likely will impact scientific computing. How will 
these initiatives influence the research community and the CI and 
OCI vision? And what do you feel that vision is becoming? 
A: The vision first introduced by Dan Atkins, and taken further with 
CF21 , developed and led by Ed Seidel, is continuing to evolve. We're 
fleshing out the strategy from that vision and evolving specific plans 
to implement it. I'll ramble a little bit and say it's not just about 
the technology resources, it's about the skills to effectively use 
those resources. And it's not just about the scaling up, but how do 
we make it easier for the scientists and engineers who need these 
computational tools to operate at various ranges, up and down. And, 
finally, it is about an operating model to sustain the capabilities and 
skills. 
Q: I've heard many people talk about the educational needs. 
A: It is not insignificant, this educational component. Computational 
science by its nature is interdisciplinary, so that makes it more 
complex than a single domain. You can't just say, "Here's a curriculum 
of education in computational science." It needs to be integrated 
with physics, with math, with biology-it doesn't exist in isolation. 
There is a nontrivial challenge associated with the educational piece. 
How do you nurture and develop the skills you have, and how do you 
promulgate them so that the scientific and engineering disciplines 
can have the third leg of the stool as strong as theory and as strong 
as experimentation? 
Q: Data-driven discovery is also changing how science is done-projects 
that will collect petabytes of data every day. What sort of role do 
NSF and OCI see themselves playing in data-driven discovery; is that 
part of CF21? 
A: At OCI, the long-term access, preservation, and analysis of data is a 
key component of our vision. 
The technical capabilities of Blue Waters include very large 
memory, data, and an extremely high I/0 bandwidth. It's important 
to note that Blue Waters will be a dynamite system for data-intensive 
problems. And that's one of the areas that we're doing some hunting, if 
you will, for good science and engineering problems to solve because 
this is really going to be a top-notch system on which to do those. 
When you get into the high-data area, visualization becomes 
increasingly important. Later on this year we'll be reviewing and 
engaging more on the visualization side for Blue Waters, which is a 
very strong platform. 
Q: The Blue Waters project had barely begun when many in the scientific 
HPC community were already talking about exascale computers. What 
do people focusing on exascale computing need to be looking at? 
A: First of all, I'll say we wouldn't be scientists, and maybe we wouldn't 
even be humans, if we didn't look beyond where we are. And I think 
the sustained petascale is going to keep us busy for quite some time. 
Having said that, it is already clear that to get to exascale computing, 
incremental scaling is insufficient. Fundamental changes, for example, 
with failure containmentand failure resilience will need to be addressed. 
For example, for the component rate that we'll be at with exascale, 
parts will be failing constantly. That is nothing new from petascale. 
However, undetected failures may well be much more significant. 
So the software needs to be able to be sufficiently resilient 
that it can tolerate the failure. And that can go all the way into 
the algorithms themselves with undetected errors. The ability 
of algorithms to accommodate small, occasional errors for some 
problems will be extremely difficult. That's an example of an 
area that will need research and adoption of new approaches. 
Another area-currently used to accommodate failure-is 
checkpoint restart. At the very largest systems, the very largest 
programs running, a system can take up to 30 percent of the 
time doing checkpointing rather than running applications. 
Scale that up to an exascale system, people don't even want 
to think of how much of the system could be consumed just 
writing off partial files in case the system goes down when you're 
computing. So that's an example of something that is very serious 
that would need to be tackled in order to make exascale viable. 
You want to have problems that can scale up and down, 
and you need that continuum, so that's another reason why 
another really key area associated with exascale is the approach to 
parallelism. Scientific parallelism is largely MPI-based right now. 
Given where the multicores are going at the processor level, that 
parallel programming paradigm for many problems actually won't 
scale to exascale. So that's a serious issue that is being reconsidered. 
I'm very excited about addressing the problems that are already 
identified for Blue Waters. And while I'm enthusiastic about exascale, 
I am very hopeful and confident that Blue Waters' impact at petascale 
is going to be extremely high. The project was designed for sustained 
petascale, and for me, the sustaining, the implied ease of use, the 
ability to solve a wide variety of problems, that's really what keeps 
me focused, keeps me excited, keeps me really hopeful for what it 
will accomplish. D 
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By J. William Bell 
A Blue Waters team works with earthquake engineers to build 
and combine codes that will provide better seismic hazard 
assessments and inform safer building codes. 
THE NORTH ERN REACHES the San Andreas Fault have seen their 
share of major earthquakes in the last century. The 1906 San 
Francisco killed more than 3,000 people, and a 1989 quake near 
Santa Cruz postponed the World Series. The other end of the fault 
near Los Angeles, meanwhile, hasn't seen a major earthquake since 
1680. But there is a high probability of a rupture over the next 
two decades. 
A team of more than 30 earthquake scientists, computer 
scientists, and other specialists are very interested in that next 
earthquake-what it might look like, what sort of damage it might 
cause, and what might be done to mitigate the damage. Led by the 
Southern California Earthquake Center (SCEC), they plan to use the 
Blue Waters sustained-petascale supercomputer at NCSA to model 
it. 
"SCEC researchers are developing the ability to conduct 
end-to-end, rupture-to-rafters simulations that will extend 
our understanding of seismic hazards," says Thomas Jordan, 
SCEC's director. "The integration of these research applications 
represents an unprecedented opportunity to advance our ability to 
characterize seismic hazard and risk." 
From today's biggest to tomorrow's 
SCEC's Community Modeling Environment (CME) allows the 
researchers to model fault ruptures and seismic wave propagation. 
Parts of the tool can run across all the available processors in some 
of the world's largest supercomputers-60,000 cores on the Texas 
Advanced Computing Center's Ranger, 96,000 cores on the National 
Institute for Computational Sciences' Kraken, and 130,000 cores 
on Argonne National Lab's Intrepid. 
Even at that scale, they don't yet reveal some important aspects 
of earthquake behavior. Current simulations, for example, only 
describe earthquakes with a maximum frequency of 1.0 hertz, 
which provides spectral acceleration information of one to two 
seconds. 
"Frequencies in this range are of interest for medium-height 
buildings to high-rise-10 to 30 stories. However, the number 
of areas with such tall buildings is limited," says Yifeng Cui, a 
computational scientist at the San Diego Supercomputer Center 
who is working on the project. But the impact on shorter buildings, 
including many homes, must also be understood. 
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Cumulative peak ground velocities for a southeast-to-northwest 
rupture Mw8.0 scenario on the San Andreas fault. The simulation 
computed 350 seconds of wave propagation in a 800km x 400km 
x 100km subset, dividing the region into 32 billion cubes 100 
meters on a side, and up to a maximum frequency of 1 Hz. 
The simulation used 96,000 cores on Kraken and took 2.6 hours 
to compute. The proposed Blue Waters simulation of this kind is 
256 times Larger in terms of computational requirement. (Image: 
Kim Olsen, San Diego State University, Yifeng Cui and Amit 
Chaurasia, San Diego Supercomputer Center) 
With the Blue Waters supercomputer, the team expects to get to 
2 hertz. That will be on simulations that model an 8.1 magnitude 
earthquake, which is "a worst-case scenario on the San Andreas 
Fault," according to Cui. Those simulations will Look at a section 
of the earth 800-by-400 kilometers and 100 kilometers deep, 
covering it with more than 2 trillion mesh points, or one every 
25 meters. That makes for a simulation more than 256 times more 
computationally taxing than their current work. 
"There's huge demand for high frequency. The engineering 
interest is all the way up to 10 hertz. If we want to simulate on 
the 10 hertz scale, not even Blue Waters will be big enough," Cui 
says. The 2 hertz range will "provide useful data of engineering 
interest and greatly expand the usefulness of the simulations to 
the engineering community," nonetheless. 
It will also provide the code base that will allow researchers 
to ultimately scale up to those incredibly high frequencies. 
Preparation is key-whether you're facing the big one in the real 
world or modeling it on a supercomputer. 
To increase the frequency that earthquake engineers can model, 
the team applied for-and won-a Petascale Computing Resource 
Allocation (PRAC). Through these awards from the National Science 
Foundation, the Blue Waters team is working with almost 20 teams 
around the country to prepare their codes to run on Blue Waters 
and other computing systems Like it. The multiyear collaborations 
include help porting and re-engineering existing applications. 
The PRAC team Led by SCEC will focus on a set of three 
seismic and engineering modeling codes. The codes model fault 
rupture, propagate seismic energy through a detailed structural 
model of Southern California, predict ground motion , and model 
buildings' responses to earthquakes. Work on interaction between 
the soil, building foundations, and Large collections of buildings, 
bridges, and other infrastructure-as well as the interactions 
among structures in densely built areas-will be Led by a team 
from Carnegie-Mellon University. 
The goal is to combine the use of these tools to understand 
building damage Likely to result from strong earthquakes and 
to run them on petascale supercomputers. As a collaborative, 
interdisciplinary research group, SCEC's computational science 
group specializes in designing and performing Large-scale 
simulations that involve multiple disciplinary groups such as 
the ground motion and building modele rs involved in this PRAC 
research. 
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'We know there is a due date' 
SCEC's Information Technology Architect, Philip Maechling says, 
"When the SCEC science community identifies an important 
geophysical simulation that, due to its scale or complexity, 
exceeds the capabilities of individual research groups, SCEC's 
Community Modeling Environment collaboration may take on the 
challenge. Due to the broad range of scientific expertise within 
this group, and our close collaboration with computer scientists 
and HPC experts, the SCEC CME can work on some of the Largest 
and most complex problems in our field such as the 2 hertz wall-
to-wall scenario earthquake simulation we are preparing to run on 
Blue Waters." 
"At this Large scale and this Level of complexity, you require 
a Lot of expertise from different areas," Cui says. "In particular 
we require an in -depth understanding of the computational and 
storage hardware on Blue Waters as well as information on optimal 
software designs on this new architecture. Without support from 
NCSA, we would not be able to produce such Large simulations. 
Our collaboration with the NCSA PRAC team enables SCEC to focus 
most of our efforts on the geophysical aspects of our research and 
reduces the time we must spend on scaling-up our codes." 
SCEC's efforts to achieve sustained petascale computing on 
Blue Waters are expected to contribute to a broad range of SCEC's 
seismological research over the next few years. "Code improvements 
developed in support our Largest simulations, such as this 2 hertz 
simulation on Blue Waters, are rapidly integrated into more 
common , Less demanding , seismic research calculations," says 
Maechling. "Our Blue Waters work represents a technological driver 
for SCEC that we believe will Lead to significant improvements in a 
broad range of existing SCEC seismological research." 
"We know there is a due date for our research. We just don't 
know when that due date is." 0 
Project at a glance 
Snapshots of velocity magnitude at 
different intervals. Along the fault, the 
Coachella Valley experiences particularly 
strong shaking, and Large amplitude 
waves are generated in the Los Angeles 
and Ventura basins. Strong near-fault 
ground motion is noticed further north 
beyond Parkfield. (Image: Kim Olsen, San 
Diego State University, Yifeng Cui and 
Amit Chourasia, San Diego Supercomputer 
Center) 
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by Barbara Jewett 
Cosmology and astronomy are increasingly data-intensive sciences. 
NCSA is assisting researchers as they prepare to gather 
and process petabytes of data. 
I T'S NOT UNCOMMON for computational scientists to generate 
several terabytes of data during the course of a project. But imagine 
gathering up to a petabyte of data daily. How will you process 
that much data? Where will you store it? How will you share the 
data with colleagues? Those are just some of the questions NCSA is 
assisting with answering as the center partners in Large cosmology 
and astronomy projects. 
"Data-driven discovery requires an extensive cyberinfrastructure 
that supports data collection and transport to storage sites, followed 
by data cataloging, integration and analysis, "says Thorn Dunning, 
director of NCSA. "This often requires extensive computing resources 
as well as Large data storage facilities. " 
LSST: Wide, fast, deep 
The Large Synoptic Survey Telescope (LSST) will add a new capability 
in astronomy. The LSST is different from other ground-based 
telescopes in that it is a wide-field survey telescope and camera 
that can move quickly around the sky and image the entire sky 
every three days. 
Using an 8.4-meter ground-based telescope, the LSST will, for 
the first time, produce a wide-field astronomical survey of our 
universe that tracks its changes over time. Its 3 gigapixel camera-
the world's Largest digital camera-will provide time-Lapse digital 
imaging of faint astronomical objects. These maps can be used to 
better understand the nature of the mysterious dark energy that is 
driving the accelerating expansion of the universe. In addition, the 
LSST will also provide a comprehensive census of our solar system, 
including potentially hazardous near-Earth asteroids. 
"The repetitive exposures of the sky will be combined to create 
the 'deepest' survey to date, " says Ray Plante, the senior research 
scientist who's Leading NCSA's effort. "In this case 'deep' means 
it is the most sensitive, able to capture the faint Light of distant 
galaxies." 
The LSST will be Located on Cerro Pach6n, a mountain in northern 
Chile. It will survey deeply the entire visible sky twice a week and 
record it with the camera. The LSST is scheduled to see first Light 
in 2014, to begin doing science in 2015, and be in full survey 
operations by 2016. 
"NCSA is designing the Large-scale computing, storage, and 
networking infrastructure for the data-management system," says 
Plante. "NCSA will also serve as the main repository, where the data 
will undergo complete processing and re-processing, and will feed 
the distribution of LSST data to the community." 
The sheer amount of data represents some real challenges. The 
15 terabytes of daily raw data translates into approximately 150 
petabytes of raw data by program end. The degree of precision and 
automation that the data-management system requires to ensure 
that every bit of information goes where it is supposed to go is an 
exciting challenge for the team. And with the Blue Waters petascale 
computer coming online in 2011, there exists even more potential 
for evaluation of LSST data. NCSA will also host the permanent data 
archive. 
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An artist's rendering of LSST on Cerro Pachon. (Image: Michael Mullen Design, LSST Corportation) 
The software telescope 
Testing gravity, studying cosmology and dark energy, searching for 
signals from other civilizations, studying magnetism in the universe 
and where it came from ... these are just a few of the topics scientists 
hope to study with the Square Kilometer Array (SKA). SKA's primary 
objective, however, is to address fundamental questions about the 
origin and evolution of the universe. Scientists will be able to make 
a very large galaxy survey, including looking at how the distribution 
of galaxies evolved with cosmological time. 
"The SKA project builds on collective advances in extreme-
scale computing, astronomy, and advanced astronomical data 
management to enable leading-edge science in the next decade," 
says Athol Kemball, a professor in the University of Illinois' astronomy 
department and the Institute for Advanced Computing Applications 
and Technology who also oversees NCSA's SKA activities. 
NCSA is leading the calibration and processing team, which 
is addressing the computing challenges associated with deriving 
images from such a massive array. The signals from the several 
thousand antennas involved will need to be calibrated and the data 
properly processed. Doing so requires development of algorithms as 
well as providing feedback to antenna designers on the performance 
of the individual antennas. 
The computational processing is so important to this project 
that some people call it a "software telescope." It's a telescope in 
which extreme-scale computational software will be central to its 
scientific success. 
Understanding dark energy 
The possibility that some cosmic 'dark energy' exists that contributes 
to accelerated expansion of the universe has been recognized for 
more than a decade. Scientists now estimate that dark energy, 
despite the fact that we don't know specifically what it is, makes up 
70 percent of our universe. The Dark Energy Survey (DES) will make 
critical observations that can be used to assess theories about the 
nature of dark energy and cosmic acceleration. 
The DES project will use four complementary techniques in two 
coupled surveys: a 5,000 square degree multi band, optical survey of 
the south galactic cap region, and a 40 square degree time domain 
search for supernovae. (Square degrees are used to measure parts 
of spheres.) 
Fermilab is building an extremely red-sensitive 500 megapixel 
camera with a data acquisition system fast enough to take images in 
17 seconds. The cage containing the system will be mounted at the 
prime focus of the Blanco 4-meter telescope at CTIO in Chile, and the 
instrument will become a general user instrument available to the 
astronomical community. The build phase for the camera is nearly 
complete, with the survey operations scheduled for 2011-2016. 
The DES data management system (DESDM) will be used to process 
and archive approximately 200 terabytes of raw imaging data into a 
few petabytes of science-ready data products. Under the leadership 
of NCSA, the DES collaboration is developing-and will deploy and 
operate-the DESDM system. 
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An artist's rendition of a Sparse Aperture Array (Image: SPDO/ Swinburne Ast ro nomy Productions) for the Square Kilometer Array project. 
NCSA's high-capacity storage infrastructure will house both the 
raw and the processed data, and the center is also working on critical 
middleware and an accessible online archive for the DES data. 
As part of the development of the data-processing pipeline, 
NCSA and the DESDM collaborators-Fermilab and the Institut 
d'Astrophysique, Paris-conduct an annual DES Data Challenge. The 
challenge tests the prototype processing system using simulated 
data provided by Fermilab. With each successive challenge, the 
simulated data becomes more sophisticated and more closely 
resembles the data that will be gathered starting in 2011. 
Just processing a single season of data will require approximately 
120 CPU-years and produce more than 100 terabytes of compressed 
data products, including catalogs of more than 12 billion objects. 
"We tend to talk about networks being fast when we can watch a 
movie online, but one season of DES data is already as big as Netflix's 
entire catalog. Processing it once on a desktop computer would take 
an entire career. Building DESDM means rethinking everything-not 
only how to store data, but how to process and organize it in a way 
that enables the community of researchers to interactively explore 
and analyze it. And Let's not forget, the telescopes coming online 
a few years after DES will produce orders of magnitude more data," 
says Jim Myers, head of NCSA's cyberenvironements and technologies 
directorate. 0 
A map of the SKA sensitivity at a particular radio wave frequency 
based on the position of receivers on the ground. The "mid zoom 
in" image shows the SKA Looking at the sky directly over head. 
Red indicates highest sensitivity. (iAntConfig SKA SA) 
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by Barbara Jewett 
The climate is changing. But according to modeling results using 
NCSA resources, this change can be slowed. 
S ECTIONS OF THE COUNTRY are deluged by torrential rains, while 
in others people swelter in the heat. Swollen rivers pour over their 
banks, eradicating farmland, city neighborhoods, and entire rural 
communities. Water Levels drop in the Great Lakes to the point 
freighters can no Longer maneuver. 
The plot for an apocalyptic Hollywood blockbuster? No, those are 
the very real scenarios climate experts are stating we will begin to 
experience in the coming decades if our country and other countries 
around the world do not take action to reduce the emissions of heat-
trapping gases. And they won't be highly unusual, freaky weather 
events; they'Ll become the norm. 
Donald Wuebbles, a professor of atmospheric sciences at the 
University of Illinois at Urbana-Champaign, has spent most of the 
past 40 years studying atmospheric chemistry and physical processes 
and their effect on climate, as well as the effects on the climate 
system resulting from human activities, including studies of the 
emissions that generate air pollution. He uses NCSA supercomputers 
to create and study 3D models of the atmosphere. 
Climate, he notes, should not be confused with weather. As Mark 
Twain said, climate is what we expect, weather is what we get. 
Climate is the Long-term statistics and variations in weather. 
"The climate is changing, and the evidence clearly suggests it is 
Largely being caused by human activities, " he says. "The good thing 
is, although we cannot totally reverse it, at Least during this century, 
we can-by our energy and transportation choices-choose to keep 
the Largest impacts from occurring." 
Nice and toasty 
Scientific evidence clearly shows that the global temperature has 
increased 1.5°F since 1900, with most of that increase occurring in 
the Last 50 years. Along with it, the Midwest has seen a 30 percent 
increase in Large rainfall events. While the term global warming 
is used heavily by the media, Wuebbles prefers the term global 
weirding. 
While global warming is complicated, the basic mechanism 
underlying it is not. Natural emissions of heat-trapping gases 
essentially form a blanket in the Earth's atmosphere, allowing Life 
on our planet as we know it. The problem is human emissions are 
adding another blanket. This blanket is holding in the heat and 
keeping the planet toasty-Lately, a Little too toasty. But don't 
expect a cooling trend any time soon. The gases emitted today will 
affect the Earth's atmosphere many years from now. 
Modeling climate change 
Computer climate models are mathematical models that incorporate 
the complex physics, chemistry, and biology involved in the Earth's 
climate system-the atmosphere, the oceans, the Land surfaces, the 
ice-and the actions of humans. 
Wuebbles' team uses NCSA's Cobalt and Abe supercomputers to 
study the findings from 3D chemistry-climate models and understand 
the effects resulting from air pollution. The pollution, which could 
be urban or regional but may travel globally, comes from energy, 
industrial, and transportation sources, from dust storms, and from 
biomass burning. 
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These models allow them to study the effects of human and natural 
activities on atmospheric gases and particles, and on climate. The 
main heat-trapping gases in our atmosphere affecting ozone are 
water vapor, carbon dioxide, methane, nitrous oxide, and ozone. 
Studies by Wuebbles and by many scientists throughout the world 
have shown that increasing amounts of carbon dioxide, methane, 
and some other gases and particles emitted from burning fossil 
fuels and through Land use changes are having an important impact 
on air quality and on our climate. The effects of clouds and various 
feedbacks within the climate system further amplify these changes 
in the climate. 
Recent stories in the media have implied that the climate changes 
we are seeing are entirely natural, but Wuebbles says the evidence 
disagrees with this assertion. 
"Climate does of course vary naturally, but the Large changes we 
have been seeing in recent decades have the fingerprints of the 
human emissions as being the primary driving force. The global 
temperatures of the Last decade are Larger than they have been in 
over 2,000 years-this would not happen without some form of 
forcing. The Earth clearly has a fever." 
With the computer climate models, the Wuebbles team can alter 
variables, such as emission Levels, and see what might happen to 
the climate system decades in the future. The results show that 
throughout the next 90 years, warming of the planet's Land mass 
will increase substantially even if carbon dioxide emissions remain 
at their present Levels, and we know they are currently increasing. 
The temperature of the oceans, which have a Large heat capacity, 
also increases but at a slower rate. 
The team also modeled many years of historical effects. As 
with the predictive modeling, the historical modeling showed an 
increase in global climate temperatures corresponding with a rise 
in greenhouse gases. 
More recently, the team is exploring the potential effects of 
aviation on the Earth's climate. Separate pieces of this work are being 
supported by Boeing and by the Federal Aviation Administration. 
Picturing the future 
Because climate models can be difficult for those not involved in 
climate science to understand, Wuebbles turned to NCSA's Advanced 
Visualization Laboratory. Visualization expert Alex Betts worked 
with Wuebbles to turn the models into images that could be easily 
understood. 
"When people see a map where the temperature transitions from 
green to yellow to red over time, it is easier for them to understand 
it's going to get hot," says Wuebbles. "The problem then becomes 
convincing them to care and to act when the Largest effects are 
Likely to occur in their children's and grandchildren's Lifetimes, and 
perhaps not their own." 
Future human-related emissions of heat-trapping gases depend on a 
number of factors, including population and gross domestic product 
(GOP). This "high" scenario assumes that humanity continues to heavily 
use fossil fuels for energy and transportation throughout this century 
(total emissions relative to Longitude shown on back wall). These 
emissions can then Lead to changes in atmospheric temperatures as 
depicted by the color scale over the ocean and Land surfaces. This image 
is based on results from a future climate simulation of the resulting 
effect on temperature 40 years from now based on results from the 
NOAA Geophysical Fluid Dynamics Laboratory (GFDL) climate model. 
The "Low" emissions scenario assumes that humanity chooses to heavily 
move away from the use of fossil fuels for energy and transportation 
systems by mid-century (total emissions relative to Longitude shown on 
back wall). Resulting temperature changes from the NOAA GFDL climate 
model are depicted by the color scale over the ocean and Land surfaces. 
Temperature changes in this case are much smaller than were found in 
the high scenario. This results in Less impacts on humanity, and Less 
stress and impacts on plants and animals. 
U.S. heats up 
Wuebbles, who shares in the 2007 Nobel Peace Prize for his work 
with the Intergovernmental Panel on Climate Change (IPCC), also 
was a member of the special government task force that wrote the 
recent assessment of the potential impacts of climate change on the 
United States that was released at the White House Last summer. 
It was Led by a three-member special advisory team, he says, of which 
he was "an unofficial fourth"; he also served on the program's author 
team and helped draft the final report. The group began their work 
under President George W. Bush , he says, and finished under President 
Obama. 
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The special task force drew upon 21 synthesis products that the 
government had also created as well as drawing upon the IPCC's work 
and other work more recently released . The final assessment report, 
released in June 2009, states that "global warming is unequivocal 
and primarily human-induced." The scientists note that the U.S. 
average temperature is nearly 2°F higher than 50 years ago, which 
is more than the global average increase. And 20 years from now 
that temperature will be up yet another degree. If nothing is done 
to halt the rise, by the end of the century average temperatures 
across the country could be nearly 11.5°F higher than they are now. 
Wuebbles says one of his favorite ways to illustrate U.S. climate 
change is with maps of what he calls the "migrating states." People 
often can't relate to degrees, he says. But take a compendium of 
scientific research, put it into a map that illustrates in 40 years the 
temperature in Champaign, Illinois, will be more like today's temps 
in Little Rock, Arkansas, and by the end of the century folks in 
Champaign will feel like their city slid down to Austin, Texas-well, 
suddenly they get the picture. 
Reversing the trend 
Wuebbles firmly believes human actions to reduce carbon dioxide 
emissions can slow and eventually reverse global warming. He 
encourages others to do as he does and help reduce carbon dioxide 
emissions by practicing energy conservation, whether their efforts 
are small or large. 
He drives a hybrid car so as to burn less gasoline. He's rehabbed 
his house, replacing leaky doors and windows, switching standard 
incandescent light bulbs for energy-efficient compact fluorescent 
ones, and installing a tankless water heater and a high-efficiency 
furnace and air conditioner. These changes mean his home 
requires less energy to operate, helping drive down the demand for 
electricity. Lower demand in turn reduces the amount of electricity 
produced, which lowers the amount of carbon dioxide emitted into 
the atmosphere by the power-generating plant. 
In addition to practicing conservation and reducing energy use, 
Wuebbles says climate change can be reversed by developing new, 
renewable, technology; increasing the efficiency of power plants as 
well as transferring away from the traditional coal-burning plants; 
and switching to energy-efficient vehicles. He notes the latter would 
also eliminate "lots of air quality problems." 
The majority of climate scientists, including Wuebbles, believe 
we still have time to reduce the warming and embark on a cooler 
path. But the window on that cooler air and lower societal impacts 
is closing, and, without human actions in our lifetime, will slam 
firmly shut. 0 
All images these two pages: Visualization by Alex Betts, NCSA 
Advanced Visualization Lab, of research simulation in coordination 
with atmospheric scientist Donald Wuebbles, University of Illinois. 
By the end of the century, the high scenario gives much larger emissions 
(total emissions relative to longitude shown on back wall) and a 
resulting much larger increase in temperatures globally, by as much 
as 14 degrees Fahrenheit in some regions. The warmer oceans and the 
hotter land masses will likely radically affect the Earth's ecosystems. 
The choice of reduced use of fossil fuels and continuing to practice 
emission reduction strategies decades into the future will significantly 
reduce emissions of the heat-trapping gases. Notice how the lower 
emissions spikes on the back wall correspond with a less red geographic 
area of temperature changes relative to the high scenario. 
Project at a glance 
Donald Wuebbles 
www.globalchange.gov 
www.ipcc.ch 
www.planetu.illinois.edu 
www.ucsusa.org/global_warming/ 
www. ncsa. illi nois.edu/News/Stories/ eli matechange 
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by J. William Bell and John loon 
Georgia Tech physicists explore graphene's properties as a 
conductor of electrons. 
E LECTRONS FLOWING TI'ROUGH SEMICONDUCTORS are our electronic 
world's lifeblood. They are pumping through your cell phone, 
TV, and computer, the airplane you took last week and the car 
you drove this morning, and, of course, supercomputers. As 
a result of that importance, researchers are on the lookout 
for new materials that might make that flow of electrons 
more efficient or allow for novel designs and features in 
electronics. They're in search of a "post-silicon" world where 
not all electronics are based on this now-ubiquitous material. 
A team from Georgia Tech uses NCSA's Cobalt shared-memory 
supercomputer to study a possible candidate-graphene, a thin 
lattice of carbon atoms just one atom thick-and the metal 
contacts that would connect it to other parts of electronic devices. 
They've also worked closely with NCSA staff to improve their code 
and run better across multiple processors. 
"Lots of people are very excited to use graphene in electronics 
because electron mobility is very high," says Salvador Barraza-
Lopez, a postdoc on the Georgia Tech team. 
Recent results were published in February 2010 in Physical 
Review Letters. 
Atom by atom 
With large-scale, first-principles calculations at NCSA and the 
Texas Advanced Computing Center, the Georgia Tech research team 
conducted detailed atomic-level calculations of aluminum contacts 
grown on graphene. 
"Graphene devices will have to communicate with the external 
world, and that means we will have to fabricate contacts to 
transport current and data," says Mei-Yin Chou, a professor and 
department chair in the School of Physics at Georgia Tech. "When 
they put metal contacts onto graphene to measure transport 
properties, researchers and device designers need to know that 
they may not be measuring the intrinsic properties of pristine 
graphene. Coupling between the contacts and the material must 
be taken into account." 
The calculations studied two contacts up to 14 nanometers apart, 
with graphene suspended between them. In their calculations, the 
researchers allowed the aluminum to grow as it would in the real 
world, then studied how electron transfer was induced in the area 
surrounding the contacts. 
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"We built atomistically resolved contacts, and by doing that, we 
solved this problem at the atomic Level and tried to do everything 
consistent with quantum mechanics," Chou says. 
Because metals typically have excess electrons, physically 
attaching the contacts to graphene causes a charge transfer 
from the metal. Charge begins to be transferred as soon as the 
contracts are constructed, but ultimately the two materials reach 
equilibrium. 
The study showed that charge transfer at the Leads and into 
the freestanding section of the material creates an electron-hole 
asymmetry in the conductance. For Leads that are sufficiently Long, 
the effect creates two conductance minima for the suspended and 
clamped regions of the graphene, according to Barraza-Lopez. This 
means that the energy range where there is high electron mobility 
is Larger. 
The researchers modeled aluminum, but believe their results will 
apply to other metals such as copper and gold that do not form 
chemical bonds with graphene. 
Grown from the Fellows program 
The team's 2010 publication is, according to Barraza-Lopez, the 
culmination of work that started two years ago as part of NCSA's 
Fellows program. While a postdoc at Virginia Tech, Barraza-Lopez 
and his advisor Kyungwha Park spent the summer at NCSA. They 
were using Smeagol, a community simulation code, to model the 
transport of electrons between two gold contacts. 
"We had problems with memory allocation, so the size of the 
systems that we could model had constraints," says Barraza-
Lopez. Collaborating with NCSA's Greg Bauer and Jing Li, "we were 
successful in parallelizing the code further, making memory not so 
much of an issue anymore." 
At the time, they were modeling a single molecule connecting 
the two contacts. Thanks to the parallelization work with NCSA and 
a shared-memory computing system Like Cobalt, however, Barraza-
Lopez and the rest of the team at Georgia Tech are now Looking 
at much Larger systems. The model in Physical Review Letters, for 
example, considered devices with as many as 464 atoms and 5,600 
electronic orbitals. The simulation was able to capture the effect 
of device widths as Large as 100 nanometers. 
"We've reduced the memory requirements tremendously, but we 
still need the Large memory pool that a shared memory computer 
offers," Barraza-Lopez says. With Cobalt and hopefully with the 
new Ember shared memory machine when it comes online, "We're 
not Looking at a tiny flake of graphene. We're at graphene with 
dimensions and real-world properties that are relevant to people 
doing experiments." 0 
Parts of this story were first published by the Georgia Tech Research 
News & Publications Office. 
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Mei-Yin Chou 
Markus Kindermann 
Mihajlo Vanevic 
Department of Energy 
www. ncsa. illi nois.edu/News/Stories/ gra phene 
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User Highlights 
n GPU clusters 
Inane Senocak, Boise State University 
Graphics processing units (GPUs) aren't just for graphics anymore. These 
high-performance "many-core" processors are increasingly being used to 
accelerate a wide range of science and engineering applications, in many 
cases offering dramatically increased performance compared to central 
processing units (CPUs). Unlike CPUs, GPU cores are not general purpose. 
They are focused solely on computation, with little support for I/0 devices, 
interrupts, and complex assembly instructions. Modern GPUs, on the other 
hand, can deliver up to a teraflop of peak computing power from the same 
silicon area as a comparable microprocessor using a small fraction of the 
power per calculation. That means high performance in a smaller footprint, 
for a lower cost, and consuming less power. Inane Senocak's research group 
at Boise State University is developing an incompressible flow computational 
fluid dynamics (CFD) code for GPU clusters. 
power. That's why the team next turned to the Lincoln supercomputer at 
NCSA; with 192 compute nodes and 96 NVIDIA Tesla accelerators, Lincoln 
has the power and the speed for complex turbulent flow CFD simulations. 
The group developed a first-version of the code for small desktop GPU 
supercomputers, using NVIDIA's Compute Unified Device Architecture 
One issue the Senocak team is studying is turbulent flow and chemical 
and biological agent transport in urban environments. An accurate and 
timely knowledge of the wind fields in urban areas is critically important 
to identify and project the extent of contaminant dispersion for emergency 
response purposes. However, this computational problem is typically large 
because of the time-dependent computations in three dimensions. Though 
in the early stages of code development on Lincoln, Senocak believes the 
results on Lincoln look very promising. The team has initially focused on 
computational performance and scalability on Lincoln. Next step will be 
to implement turbulence and atmospheric physics models before they can 
definitively say that it is a high-fidelity simulation of urban environments. 
(CUDA) programming model. Their results 
were published in the proceedings of 
the 47th AIAA Aerospace Sciences 
Meeting in 2009. They also presented 
their results at the inaugural GPU 
Technology Conference held September 
30-0ctober 2, 2009. And NVIDIA Corpora-
tion used research results from the group 
in their presentations at SC09. 
While their desktop GPU supercompu-
ter demonstrated impressive results, some 
problems require even more compute 
Fundamental Dynamical Processes 
Gregory Voth, University of Utah 
The actin cytoskeleton is a highly branched 
network of protein filaments that provides 
shape and structure in eukaryotic cells. The 
actin-Arp2/3 branch junction is one of the most 
critical structures within the actin cytoskeleton, 
and is responsible for nucleation of new 
actin filaments during cell motility as well as 
transfer of force during extension of cell mem-
branes. There are many fundamental questions 
about both the formation and function of 
this network that cannot be addressed by 
experimental techniques alone. Therefore using 
molecular simulation to develop an atomically 
detailed understanding of this piece of cellular 
machinery is a major goal. 
Using TeraGrid resources, the research group 
of Gregory Voth at the University of Utah 
has performed the first all-atom molecular 
dynamics simulations of the Arp2/3 branch 
junction-a system with over 30 individual 
protein subunits. The system consists of 
two actin filaments joined together with the 
Arp2/3 complex, and required over 2.9 million 
atoms to simulate the structural properties 
for 50 nanoseconds. It was one of the largest 
simulations ever performed of the cytoskeleton 
or its components and could not have been 
accomplished without supercomputing re-
sources. A manuscript is now in preparation 
from the first phase of this work. 
This simulation relied on the Kraken super-
computer at NICS and the Ranger cluster at 
TACC. The team has also relied upon the Abe 
and Cobalt supercomputers at the NCSA, TACC's 
Lonestar, Big Red at Indiana University, Big 
Ben and Lemieux at the PSC, and DataStar 
at the SDSC to lay the groundwork for this 
research. 
Extending on previous studies, the team 
plans to specifically investigate the role by 
which the DNase-I binding loop at the Arp2/3 
actin binding site modulates the dynamics of 
the entire branch junction. As an additional 
component of this project they will perform a 
series of small calculations investigating the 
binding of one Arp2/3 subunit to the actin 
mother filament. 
Airflow through downtown Oklahoma City is modeled 
by Inane Senocak and his colleagues at Boise State 
University through the use of Graphics processing 
units (GPUs). The team's work focuses on the ability 
to identify and project the extent of contaminant 
dispersion in urban environments. This is crucial 
to homeland security efforts. Equally important, a 
fundamental understanding of the physics of turbulent 
flow in urban environments could lead to improved 
parameterizations of urban areas in weather forecasting 
models and a better understanding of our urban 
footprint on the climate. (Image: Inane Senocak) 
High resolution image of the actin cytoskeleton (left). 
The branch junction (right and in red box at left) is 
one of the most important structural elements in the 
cytoskeleton. The atomic model created by Gregory 
Voth and coworkers is the first of its kind and is helping 
to drive new discoveries in cellular biophysics. (Image: 
Gregory Voth) 
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News & Notes 
NCSA receives funding 
for GENI research 
The Global Environment for Network Innovations (GENI) is a virtual 
Laboratory for exploring future internets at scale by creating major 
opportunities to understand, innovate, and transform global networks and 
their interactions with society. Dynamic and adaptive, GENI opens up new 
areas of research at the frontiers of network science and engineering, and 
increases the opportunity for significant socio-economic impact. 
The National Science Foundation (NSF) granted the GENI project an 
$11.5 million grant in October 2009 for 33 academic/industrial research 
teams to accelerate prototyping of a suite of infrastructure for the GENI 
project with federation and shakedown experiments that will guide future 
GENI system design. One of those teams is headed by NCSA's Adam Slagell. 
His effort will be focused on developing an evolving GENI 
cybersecurity program through detailed analysis of GENI architecture 
documents, specific implementations, and project work, using an open 
process that encourages community feedback. His team will Leverage 
experience with security planning for the National Petascale Computing 
Facility, NSF TeraGrid and Open Science Grid, broadening the experimental 
community's interactions with GENI. The project will produce interim 
and Longer-term GENI security plans, guidelines and procedures, and will 
collaborate closely with other GENI security projects. 
NCSA to provide Ember as 
shared-memory resource for 
nation's researchers 
NCSA will soon deploy a new highly parallel shared memory supercomputer, 
called Ember. With a peak performance of 16 teraflops, Ember doubles the 
performance of its predecessor, the five-year-old Cobalt system. 
Ember will be available to researchers through the National Science Foun-
dation's TeraGrid until that program concludes in March 2011 and then will 
be allocated through its successor, the eXtreme Digital program. 
"There has been a clear increase in the demand for shared memory re-
sources," said TeraGrid Forum chairman John Towns, whose persistent infra-
structure team at NCSA will deploy and support Ember. "Allocation requests 
for shared-memory systems have consistently exceeded the available re-
sources-by as much as sevenfold in a recent review of requests-and have 
been followed by a series of results highlighted in TeraGrid publications. We 
know Ember will be an essential tool for science and engineering research." 
Ember will support applications that require the Large-scale shared mem-
ory architecture, especially in the fields of chemistry and solid and fluid 
mechanics. Because of the greater ease of shared memory programming 
compared to parallel programming, Ember will also provide a valuable entry 
platform for researchers who are new to high-performance computing. 
Ember will be composed of SGI Altix® UV systems with a total of 1,536 
processor cores and 8 TB of memory. The system will have 170 TB of storage 
with 13.5 GB/s I/0 bandwidth. Ember will be configured to run applications 
with moderate to high Levels of parallelism {16-384 processors). 
For more information about applying for access to Ember and other 
TeraGrid resources, see www.teragrid.org/webjuser-support/allocations. 
NSF provides additional 
funding for Blue Waters 
NSF has awarded additional funding of $775,000 for the Blue Waters 
project. This additional funding will support efforts to educate scientists 
and engineers about petascale computing and Blue Waters, and enable 
them to take full advantage of the extraordinary power of this sustained-
petaflop system. 
The supplemental funding from NSF will support: 
• The Shodor Foundation in expanding and diversifying the pool of 
applicants for internships as part of the Undergraduate Petascale 
Education Program. As part of this effort, a introductory institute 
about petascale tools, methods, and applications for conducing 
science and engineering will jump-start the participants' year-long 
internships. 
• The University of Chicago in increasing the quantity and quality of 
proposals for Petascale Computing Resource Allocations (PRAC). The 
PRAC grants from NSF enable research teams to work closely with the 
Blue Waters team to prepare for a petascale allocation on the system. 
In order to receive an award of time on Blue Waters through the NSF 
allocation program, teams must be awarded a PRAC pre-allocation. 
• The Performance Modeling & Characterization Lab at the San Diego 
Supercomputer Center in creating performance models that will 
provide forecasts of how various science and engineering applications 
will perform on Blue Waters. The application models will be used for 
application and system tuning and to help researchers achieve the best 
possible performance on Blue Waters. A group at Pacific Northwest 
Laboratory Led by Adolfy Hoisie also is conducting performance 
modeling for the project. 
Bill Gropp elected to NAE 
Bill Gropp has been elected to the National 
Academy of Engineering for "contributions to 
numerical software in the area of Linear algebra 
and high-performance parallel and distributed 
computation." Gropp is a computer science 
professor at the University of Illinois at Urbana-
Champaign and a co-PI on the Blue Waters 
project. 
Election to NAE is among the highest professional distinctions 
accorded to an engineer. Gropp has been a major influence on the field 
of high-performance parallel computing, with particular emphasis on 
its role in scientific computing. His career has been characterized 
by his ability to work both the architecture and application sides 
of the HPC equation, enabling him to make vital contributions that 
solve some of the most pressing issues in science and computing. 
He played a major role in creating MPI, the standard interprocessor 
communication interface for Large-scale parallel computers. 
Gropp is a fellow of the ACM and IEEE, has received the IEEE 
Computer Society Sidney Fernbach Award honoring innovative uses 
of high-performance computing in problem solving, has received 
two R&D 100 awards, and was named the inaugural HPC Community 
Leader by insideHPC.com. 
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News & Notes 
NSF awards $1 .95 million 
to GroupScope project 
The National Science Foundation has awarded a grant of $1.95 million for 
a project that will apply advanced computing power to research into social 
interaction in large, dynamic groups. 
GroupScope: Instrumenting Research on Interaction Networks 
in Complex Social Contexts is led by Marshall Scott Poole, director of 
the Illinois Institute for Computing in the Humanities, Arts and Social 
Science (I-CHASS), and co-principal investigators David Forsyth and Mark 
Hasegawa-Johnson of the University of Illinois, Noshir Contractor of 
Northwestern University, and Feniosky Pena-Mora of Columbia University. 
I-CHASS researchers Peter Bacjsy and Alex Yahja and Illinois education 
professor Dorothy Espelage are research scientists for this project. 
Many important tasks-emergency response, product development, 
health care, education, and economic activity-involve large, dynamic, 
interacting networks of groups. Theory and research on such networks of 
groups is much less developed than research on isolated small groups or 
formal organizations. A major challenge for such research is the difficulties 
of collecting and analyzing the necessary huge bodies of high-resolution, 
high-volume observational data. 
The goal of the GroupScope project is to address this challenge by 
applying advanced computing applications to capture, manage, annotate 
and analyze these massive observational sets of video, audio, and other 
data. The resulting data analysis system will enable breakthrough research 
into social interaction in large, dynamic groups to be conducted much more 
quickly and with much higher reliability than was previously possible. It 
will do this by automating as many functions as possible to the highest 
degree possible, including managing huge volumes of video, audio, and 
sensor data, transcription, parsing audio for critical discourse events, 
annotation and indexing of video streams, and coding interaction. These 
first pass analyses can then be supplemented by human analysts, and their 
analyses in turn will feed into machine learning that will improve the 
computerized analysis. 
GroupScope will be developed with the collaboration of social 
scientists studying emergency response teams, children's playground 
behavior, distributed teams, and product development teams. When 
developed, the GroupScope cyberenvironment will enable a community 
of researchers to collaborate on common problems; multiple researchers 
will be able to analyze and code the same data for both small groups 
and large dynamic groups and networks. Multiple analyses from diverse 
perspectives will enable discovery of previously unsuspected relationships 
among different levels and layers of human interaction. They can also be 
linked to survey responses from participants, enabling linkage to the realm 
ofpeKeptionsandtrafts. 
GroupScope will shed light on the workings of critical functions 
performed by real world groups such as emergency response units, health 
care teams, stock exchanges, and military units. GroupScope will also have 
applications in the training of those working in multi-team systems, such 
as first responders to disasters. It can be used to record and "grade" 
training sessions, giving participants feedback on both strengths and 
weaknesses of their approaches. 
Preliminary development of GroupScope was supported by NCSA and 
by the Critical Initiatives for Research and Scholarship Program of the 
Office of the Vice Chancellor for Research at the University of Illinois. 
ModelThis! a new Science 
Olympiad competition 
Dozens of middle- and high-school students from across Illinois and 
aro und the nation tackled the challenges of computational modeling 
at NCSA as t hey competed in the Illinois Science Olympiad State Fina ls 
Competition on April 10. The Science Olympiad National Tou rnament 
will be May 21-22 . 
ModelThis! is t he first Olympiad competition to use co mputer model-
ing. It is a trial challenge, meaning it will be evaluated after the na-
tional tournament and may become an official Science Olympiad event. 
Edee Wiziecki, director of NCSA cybereducation programs, is shepherd-
ing the int roduction of ModelThis! into the Science Olympiad competi -
tion . The initiative is supported by NCSA, the TeraGrid, and the Insti-
tute fo r Chemistry Literacy Through Computational Science (ICLCS) . 
ModelThis! integrates computer technology, the Internet, quanti-
tative data analysis and computer modeling . At t he NCSA-hosted event, 
26 two-person teams used laptop computers and the VenSimPLE mod-
eling software to gain insights about either predator/prey interactions 
or the spread of an ai r-borne disease; they interpreted data and used 
it to answer questions. They also tested models by changing code of 
existing models or creating their own. The 52 competitors came from 
some of t he state's smallest schools as well as from some of the state's 
la rgest. 
"This is a wonderful opportunity for some of the top students in 
the state and in the nation to learn computer modeling techniques to 
better understand complex systems," says Wiziecki. 
TeraGrid conference 
to be in Pittsburgh 
The TeraGrid'10 conference will showcase the capabilities, achieve-
ments, and impact of the TeraGrid in research and education, and 
provide information and training to enable current and future users to 
achieve maximum impact using TeraGrid resources. 
Programming will include the Science, Technology, Gateways, and 
Education tracks, with accepted peer-reviewed papers being published 
in conference proceedings, which will be stored in the ACM digital 
li brary. 
More information on the conference, including registration details, 
is available at: www.teragrid.orgjwebjevents/tg10. 



