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Abstract
Part I
The 3D Vp, Vp/Vs, P- and S-wave attenuation structure of the Cocos subduction zone in
Mexico is imaged using earthquakes recorded by two temporary seismic arrays and lo-
cal stations. Direct P-wave arrivals on vertical components and direct S-wave arrivals on
transverse components from local earthquakes are used for velocity imaging. Relative de-
lay times for P and PKP phases from teleseismic events are also used to obtain a deeper
velocity structure beneath the southern seismic array. Using a spectral-decay method, we
calculate a path attenuation operator t∗ for each P and S waveform from local events, and
then invert for 3D spatial variations in attenuation (Q−1p and Q
−1
s ). Inversion results reveal
low-attenuation and high-velocity Cocos slab. The slab dip angle increases from almost flat
in central Mexico near Mexico City to about 30◦ in southern Mexico near the Isthmus of
Tehuantepec. High attenuation and low velocity in the crust beneath the Trans-Mexico Vol-
canic Belt correlate with low resistivity, and are probably related to dehydration and melting
process. The most pronounced high-attenuation, low-Vp and high-Vp/Vs anomaly is found
in the crust beneath the Veracruz Basin. A high-velocity structure dipping southward from
the Gulf of Mexico near the Isthmus of Tehuantepec coincides with a discontinuity from
vii
a receiver functions study, and provides an evidence for the collision between the Yucata´n
Block and Mexico in the Miocene.
Part II
Small repeating earthquakes present a rare predictable opportunity for detailed field ob-
servations because of their short recurrence times and known locations. An intriguing
observation about repeating earthquakes is their scaling of recurrence time with seismic
moment that is significantly different from the scaling based on a simple conceptual model
of circular ruptures with stress drop independent of seismic moment and no aseismic slip.
Here we show that a model of repeating earthquakes based on laboratory-derived rate and
state friction laws reproduces the observed scaling. In the model, a small fault patch gov-
erned by steady-state velocity-weakening friction is surrounded by a much larger velocity-
strengthening region. Long-term slip behavior of the fault is simulated using a method-
ology that fully accounts for both aseismic slip and inertial effects of occasional seismic
events. For a fixed set of friction parameters, the observed scaling is reproduced by varying
the size of the velocity-weakening patch. We further investigate the behavior of small re-
peating earthquakes in related models under different scenarios, including several forms of
the state evolution equations in rate- and state-dependent friction laws, rectangular velocity-
weakening patch geometries, quasi-dynamic vs. fully dynamic representation of inertial
effects, and 2D vs. 3D simulations. We find that the simulated scalings between the recur-
rence time and seismic moment for these different scenarios are similar while differences
do exist. We propose a theoretical model for the scaling between the recurrence time and
viii
seismic moment of small repeating earthquakes. For patch radii smaller than or comparable
to the full nucleation size, the scaling is explained by the increase of seismic to aseismic
slip ratio with magnitude. For patch radii larger than the full nucleation size, the scaling
is explained by the model in which the recurrence time is determined by the earthquake
nucleation time, which is in turn determined by the time for aseismic slip to penetrate the
distance of the full nucleation size into the patch. The obtained theoretical insight is used
to find the combinations of fault properties that allow the model to fit the observed scaling
and range of the seismic moment and recurrence time.
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1Chapter 1
Introduction
This thesis focuses on two subjects. The first one is the structure of the Mexican subduction
zone, presented in chapters 2 and 3. The second one is the physics of small repeating
earthquakes, presented in chapters 4 and 5. Both studies are motivated by my interest in
understanding the dynamic behavior of the Earth.
1.1 Structure of Central and Southern Mexico from Ve-
locity and Attenuation Tomography
Detailed information on the structure of the subduction zone is crucial to understanding
plate tectonics, continental evolution, and melt generation. Seismic imaging studies in
different subduction zones have greatly enhanced our knowledge of the subduction factory
(e.g., Stachnik et al., 2004; Eberhart-Phillips et al., 2005; Schurr et al., 2006; Matsubara
et al., 2008; Rychert et al., 2008; Syracuse et al., 2008). Both velocity and attenuation
have been shown to be useful in characterizing different structures. Because velocity and
attenuation have different sensitivity to density, temperature, water, and partial melt content
2(Lawrence and Wysession, 2006, and references therein), these two images complement
each other in identifying the origin of the anomaly. It is also useful to obtain the images
using both P and S waves, because, for example, Vp/Vs is a good indicator of overpressured
fluids.
In Mexico, the Cocos slab subducts beneath the North American plate along the Middle
American Trench (figure 1.1). The seismicity indicates that the slab geometry varies greatly
along the trench (Pardo and Sua´rez, 1995). It is steep in the north, flat in the central
segment, and then back to steep in the south, despite the monotonic change of plate age
and subduction rate. In the northern and central segments, the Trans-Mexican Volcanic
Belt (TMVB) is not parallel to the trench. In the southern segment, the continuous volcanic
arc is missing, and instead, the isolated Los Tuxtlas Volcanic Field (LTVF) is found near
the Gulf of Mexico coast. Understanding what causes the anomalous features in Mexico
requires better images of the structure.
Two seismic experiments were recently carried out in Mexico (figure 1.1). One is the
Middle American Subduction Experiment (MASE), which consists of 100 broadband seis-
mic stations deployed from the Pacific coast to near the Gulf of Mexico in central Mexico.
The MASE stations operated from 2005 to 2007. The other seismic experiment was de-
ployed in southern Mexico crossing the states of Veracruz and Oaxaca (VEOX), and con-
sists of 47 broadband seismic stations. The VEOX stations operated from 2007 to 2009.
These two seismic arrays provide excellent data for a detailed study of the tectonic structure
in this region.
In chapter 2, we use local earthquakes recorded by the MASE stations to obtain a
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Figure 1.1. Map of the study region. Stations are marked by inverted triangles, and volca-
noes are marked by red upright triangles. The Trans-Mexican Volcanic Belt (TMVB) and
Veracruz Basin (VB) are outlined in light gray. LTVF denotes the Los Tuxtlas Volcanic
Field. J (Jalisco), M (Michoaca´n), G (Guerrero), and O (Oaxaca) indicate four segments
in this region. Slab iso-depth contours from Pardo and Sua´rez (1995) are shown by black
lines.
42D P-wave attenuation structure. Using a spectral-decay method, we get a frequency-
independent attenuation operator t∗ value for each seismogram, and then invert for spatial
variations in P-wave quality factor Qp in the cross section perpendicular to the trench. The
inversion results show low attenuation in the subducting slab, and relatively high attenua-
tion in the mantle wedge and the crust below the TMVB. The high-attenuation region in the
crust correlates with the low-resistivity zone from an MT study (Jo¨dicke et al., 2006) (fig-
ure 1.2c), and could be caused by fluids and partial melts from dehydration and magmatic
processes.
The P-wave attenuation structure obtained in chapter 2, together with receiver functions
(Pe´rez-Campos et al., 2008; Kim et al., 2010), teleseismic velocity (Husker and Davis,
2009) (figure 1.3) and surface wave studies (Iglesias et al., 2010) along the same line pro-
vide a detailed 2D image of the subduction system from the coast to the back arc.
In chapter 3, we extend the study to a 3D image by incorporating data from the MASE,
VEOX and some local permanent stations. The 3D Vp, Vp/Vs, P- and S-wave attenuation
structure has been obtained. Direct P-wave arrivals on vertical components and direct S-
wave arrivals on transverse components from local earthquakes are used for 3D Vp and
Vp/Vs imaging. Path attenuation operators t∗ for P and S waveforms from local events
are inverted for variations in attenuation (Q−1p and Q
−1
s ). We also use relative delay times
for P and PKP phases from teleseismic events to get deeper velocity structure. Since local
permanent stations are sparse, and a teleseismic velocity study has already been done along
the MASE array (Husker and Davis, 2009) (figure 1.3), we only obtain a 2D teleseismic
P-wave velocity image beneath the VEOX array in this study.
5Figure 1.2. The MT study results from Jo¨dicke et al. (2006). (a) Map of the MT survey
lines. (b) The MT results along the line AA′. (c) The MT results along the line BB′.
6Figure 1.3. Receiver functions results and teleseismic P-wave velocity along the MASE
line from Pe´rez-Campos et al. (2008). NA: North America; C: Cocos; LC: lower crust;
LVM: low velocity mantle; OC: oceanic crust.
7The Cocos slab is clearly shown in our image as low attenuation and high velocity. The
slab is almost flat in central Mexico, and has a dip angle of about 30◦ in southern Mexico.
High attenuation and low velocity are found in the crust beneath the TMVB. The most
pronounced high-attenuation, low-Vp and high-Vp/Vs anomaly lies in the crust beneath the
Veracruz Basin. An unexpected high-velocity structure is found dipping southward into
the mantle from the Gulf of Mexico, and truncates the Cocos slab at about 150 km near
the Isthmus of Tehuantepec. This high-velocity structure coincides with a discontinuity
from a receiver functions study (Kim et al., 2011), and may be related to the oceanic plate
subducted before the collision between the Yucata´n Block and Mexico in the Miocene (Kim
et al., 2011). The unusual geometry of the slab likely changes the convective flow in the
mantle wedge, and affects the volcanism in this region.
1.2 Physics of Small Repeating Earthquakes
Repeating earthquakes are seismic events that repeatedly occur in the same location with
similar seismic signals. Small repeating earthquakes have been found on a number of faults
(Ellsworth and Dietz, 1990; Vidale et al., 1994; Nadeau and Johnson, 1998; Bu¨rgmann
et al., 2000; Igarashi et al., 2003; Peng and Ben-Zion, 2005; Chen et al., 2007). Since
their recurrence times are short and their locations are known, small repeating earthquakes
present a rare opportunity for detailed field observations. They are used to study fault
creeping velocities, earthquake nucleation, postseismic slip, stress drops, and other aspects
of tectonophysics, earthquake mechanics, and seismology (e.g., Ellsworth and Dietz, 1990;
Vidale et al., 1994; Marone et al., 1995; Nadeau and Johnson, 1998; Schaff et al., 1998;
8Nadeau and McEvilly, 1999; Bu¨rgmann et al., 2000; Igarashi et al., 2003; Nadeau et al.,
2004; Schaff and Beroza, 2004;Matsubara et al., 2005; Peng and Ben-Zion, 2005; Allmann
and Shearer, 2007; Chen et al., 2007; Dreger et al., 2007). With abundant seismic data for
small repeating earthquakes, it is important to construct a dynamic model that can explain
various aspects of related observations.
One of the intriguing observations about small repeating earthquakes is the scaling of
their recurrence time T with the seismic momentM0 as T ∝ M0.170 . This scaling was first
pointed out by Nadeau and Johnson (1998) for repeating earthquakes in Parkfield along the
San Andreas Fault (figure 1.4), and then confirmed in other regions (Chen et al., 2007). A
simple conceptual model of these events as circular ruptures with stress drop independent
of the seismic moment and no aseismic slip, however, results in T ∝ M1/30 (Nadeau and
Johnson, 1998; Beeler et al., 2001).
In chapter 4, we show that a model of repeating earthquakes based on laboratory-
derived rate and state friction laws reproduces the observed scaling. In the model, a small
velocity-weakening patch is surrounded by much larger velocity-strengthening region. The
aging form of the state evolution equation is used. The whole fault is subject to long-term
tectonic loading. Long-term slip behavior of the fault is simulated using a methodology
that fully accounts for both aseismic slip and inertial effects of occasional seismic events
(Liu and Lapusta, 2008). The model results in repeating earthquakes with typical stress
drops and sizes comparable with observations. For a fixed set of friction parameters, the
observed scaling is reproduced by varying the size of the velocity-weakening patch. In
simulations, a significant part of slip on the velocity-weakening patches is accumulated
9Figure 1.4. (a) Location of Parkfield along the San Andreas Fault. (b) Observations of
the scaling between the recurrence time T and seismic moment M0 for small repeating
earthquakes in Parkfield from Nadeau and Johnson (1998).
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aseismically, even though the patches also produce seismic events. The proposed model
supplies a laboratory-based framework for interpreting the wealth of observations about
repeating earthquakes, provides indirect evidence that rate and state friction acts on nat-
ural faults, and has important implications for possible scenarios of slip partitioning into
seismic and aseismic parts.
Why the model in chapter 4 is able to match the observed scaling between the recur-
rence time and seismic moment, and what elements in the model are most important, merit
further study. In chapter 5, we investigate the behavior of small repeating earthquakes in
models related to the one used in chapter 4 under different scenarios. The scenarios we
studied include several forms of the state evolution equations in rate- and state-dependent
friction laws, rectangular velocity-weakening patch geometries, quasi-dynamic vs. fully
dynamic representation of inertial effects, and 2D vs. 3D simulations. We find that the
simulated scalings between the recurrence time and seismic moment for these different
scenarios are similar while differences do exist. We propose a theoretical model for the
scaling between the recurrence time and seismic moment of small repeating earthquakes.
For patch radii smaller than or comparable to the full nucleation size, aseismic slip creeps
all the way into the center of the patch, and the scaling is explained by the increase of seis-
mic to aseismic slip ratio with magnitude. For patch radii larger than the full nucleation
size, the scaling is explained by the model in which the recurrence time is determined by
the time for aseismic slip to penetrate the distance of the full nucleation size into the patch.
The obtained theoretical insight is used to find the combinations of fault properties that al-
low the model to fit the observed scaling and range of the seismic moment and recurrence
11
time.
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Chapter 2
Two-Dimensional Seismic Attenuation
Structure in Central Mexico
This chapter was originally published by Ting Chen and Robert W. Clayton (2009) in
Journal of Geophysical Research, 114, B07304, doi:10.1029/2008JB005964.
2.1 Introduction
Intrinsic attenuation is energy loss or absorption as seismic waves pass through the rocks.
One of the major mechanisms of intrinsic attenuation is the frictional loss in dry rocks
due to relative movement at grain boundaries, which is strongly dependent on pressure and
temperature (Jackson et al., 1992). Another one is viscous damping when there is fluid
present (Mavko, 1980). In recent years, detailed images of the attenuation structure have
been obtained in different subduction zones such as Tonga-Fiji (Roth et al., 1999), Japan
(Tsumura et al., 2000), central Andes (Schurr et al., 2003), Alaska (Stachnik et al., 2004),
New Zealand (Eberhart-Phillips et al., 2008), Costa Rica and Nicaragua (Rychert et al.,
2008). These studies generally show that the subducting slab is characterized by low at-
tenuation, while high attenuation is found in the mantle wedge and/or the crust beneath the
volcanic arc. Detailed attenuation images in the mantle wedge and the crust above, how-
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ever, vary from place to place. In some places such as Alaska, Costa Rica and Nicaragua
(Stachnik et al., 2004; Rychert et al., 2008), the high attenuation is concentrated in zones
within the mantle wedge. These obtained attenuation images help to determine the relative
viscosity (Karato, 2003), and provide constraints on the mantle wedge temperature (Stach-
nik et al., 2004) and subduction dynamics including slab dehydration and melt transport
(Schurr et al., 2003).
The seismic attenuation in the central Mexican subduction zone has been studied by
several authors (e.g., Castro et al., 1990; Ordaz and Singh, 1992; Garcia et al., 2004;
Singh et al., 2006, 2007). However, because seismicity in this region is sparse, especially
for intermediate earthquakes, most of these studies are confined to the crust. Castro et al.
(1990) estimated the average crustal attenuation for shear waves propagating along the Pa-
cific coast. Ordaz and Singh (1992) determined the average Qs in the crust including both
coastal and inland paths. Garcia et al. (2004) analyzed some intermediate-depth inslab
earthquakes, and reported an average Qs similar to that of Ordaz and Singh (1992). Singh
et al. (2007) studied the Q of Lg waves and found that Q in the central Mexican Volcanic
Belt is lower than that in the forearc. Due to the lack of seismic stations in the backarc,
the attenuation of the mantle wedge in this region was only recently studied by Singh et al.
(2006). They analyzed shear waves from 16 earthquakes recorded at a station near the
Gulf of Mexico and found that waves passing through the mantle wedge attenuate more
than those mostly traveling through the continental lithosphere. They suggested that this
difference is due to the low Q of the mantle wedge compared with the continental litho-
sphere, and estimated an upper bound of 120f 0.75 for shear-wave Q in the mantle wedge.
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A detailed image of the attenuation structure in central Mexico requires a much larger data
set. The recent Middle American Subduction Experiment (MASE), which was a temporary
deployment of 100 broadband stations in central Mexico from 2005 to 2007, provides us
such an opportunity to obtain a 2D attenuation structure in this region.
2.2 Tectonic Setting
In the Mexican subduction zone, the Rivera and Cocos Plates are subducting beneath the
North American Plate along the Middle American Trench with convergence rate increasing
from 3.9 cm/a at 106.5◦ W to 7.2 cm/a at 94◦W (DeMets et al., 1994). The age of the
oceanic crust at the trench also increases from about 10 Ma in the west to 23 Ma in the east
(Pardo and Sua´rez, 1995). Despite the generally monotonic increase in subduction rate
and plate age toward the southeast, the slab dip angle shows unexpected lateral variations.
Pardo and Sua´rez (1995) studied the lateral variations in the dip of the subducted oceanic
plates by locating hypocenters of earthquakes and found that a shallow subhorizontal slab in
central Mexico is bounded by steeper slab geometry in both northern and southern Mexico.
Based on the seismicity, focal mechanisms, and slab geometry, the Mexican subduction
zone can be divided into four segments (Pardo and Sua´rez, 1995) (figure 2.1): (1) the
Jalisco segment, where the Rivera plate subducts at a steep angle (∼50◦); (2) theMichoaca´n
segment, where the dip angle of the Cocos slab decreases gradually (∼50◦–0◦); (3) the
Guerrero-Oaxaca segment, where the slab is almost flat for about 250 km (∼0◦); (4) the
southern Oaxaca and Chiapas segment, where the dip angle of the Cocos slab increases
gradually (∼0◦–30◦). Receiver functions and seismic velocity tomography studies from
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recent MASE experiment in the Guerrero region imaged the slab in detail in a cross section
perpendicular to the Middle American Trench and through Mexico City (Pe´rez-Campos
et al., 2008). The results show that the Cocos slab is horizontal beneath the North American
plate for about 250 km, and then plunges into the mantle just before the volcanic belt with
a dip angle of about 75◦. The slab is truncated at a depth of 500 km (Husker and Davis,
2009).
-106° -104° -102° -100° -98° -96° -94°
14°
16°
18°
20°
22°
Acapulco
Mexico City
Tampico
Tempoal
Cocos
Rivera
Pacic
Gulf of Mexico
Middle
 American Trench
TMVBJ
M
G
O20
40
60
80
100
A
A’
Stations
Earthquakes
Volcanoes
Popocatepetl volcano
Major cities
North America 
Figure 2.1. The stations and events used in this study. White circles and yellow circles
indicate the MASE array and epicenters of events used in this study respectively. Red
triangles denote volcanoes, and the white triangle shows Popocate´petl volcano. The dark
gray shaded area indicates the Trans-Mexican Volcanic Belt (TMVB). Slab isodepth con-
tours from Pardo and Sua´rez (1995) are shown in dashed lines. J (Jalisco), M (Michoaca´n),
G (Guerrero-Oaxaca) and O (southern Oaxaca) indicate four segments. Major cities along
the MASE array are shown as stars for reference. The line AA′ represents the cross section
projection for 2D attenuation tomography.
Another interesting tectonic feature in central Mexico is the location of the Trans-
Mexican Volcanic Belt (TMVB). Unlike the usual trench-parallel geometry in other sub-
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duction zones, the TMVB lies across central Mexico with an angle about 16◦ oblique to the
Middle American Trench. It is about 300 km away from the trench near Mexico City. The
TMVB consists of nearly 8000 volcanic structures, and extends about 1000 km long while
varying in width between 80 and 230 km (Go´mez-Tuena and Ferrari, 2007). A variety
of volcanic structures have been formed since the middle to late Miocene, including large
strato-volcanoes, monogenetic cones, shield volcanoes, calderas, lava flows and domes
(Macı´as, 2007). Popocate´petl, one of the largest strato-volcanoes in Mexico, is located just
65 km southeast of Mexico City, and has been active since 1994 after 67 years of quies-
cence (Macı´as, 2007). Although some alkaline volcanism exists, the dominant volcanic
sequences in the TMVB are calc-alkaline, and the volcanic belt is thought to be related to
the subduction of the Rivera and Cocos plates (Pardo and Sua´rez, 1995).
2.3 Data
The MASE survey line is perpendicular to the Middle American Trench, and runs across
Mexico from Acapulco on the Pacific coast, through Mexico City, and to Tempoal near the
Gulf of Mexico (figure 2.1). It was in place from 2005 to 2007. The array consisted of 100
three-component broadband sensors (Guralp CMG-3T) spaced approximately 5 km apart.
The data were recorded continuously at 100 samples per second.
In this study, we analyzed seismograms from 37 regional earthquakes recorded by the
MASE array. These events are within the magnitude range of 4.5 to 6.1, and the depths
vary from 50 to 184 km (figure 2.1). The locations of the events are determined by the
Servicio Sismolo´gico Nacional (SSN) of Mexico, which consists of 36 broadband stations
18
and about 10 short-period stations through Mexico. The SEISAN program (Haskov and
Ottemo¨ller, 1999) is used by the SSN for location determination.
2.4 Estimation of Path Attenuation
The attenuation of seismic waves can be estimated from the amplitude spectra. The Fourier
velocity spectral amplitude of a body wave from event j, recorded at a hard rock site station
i, can be written as (e.g., Anderson and Hough, 1984)
Aij(f) = CSj(f)Ii(f)exp(−pift∗ij), (2.1)
where S(f) is the source spectrum, I(f) is the instrument response, andC is the frequency-
independent amplitude term associated with geometric spreading, radiation pattern, and
other static effects. The exponential term describes the attenuation effect. The whole path
attenuation operator t∗ can be expressed as t∗ = τ/Q, with τ being the total travel time and
Q being the average quality factor along the ray path.
Assuming a Brune-type source (Brune, 1970), the source velocity spectrum of event j
can be written as
Sj(f) =
fM0j
1 + (f/fc)2
, (2.2)
where M0j is the seismic moment, and fc is the corner frequency. Since only data in the
flat portion of the pass band (0.01–30 Hz) of the recording system were used in this study,
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I(f) in equation (2.1) can be neglected, leading to
Aij(f) =
C ′f
1 + (f/fc)2
exp(−pift∗ij), (2.3)
where C ′ is a combination of C from equation (2.1) and frequency-independent terms from
S(f) and I(f).
The iterative approach of Eberhart-Phillips and Chadwick (2002) was applied to de-
termine frequency-independent t∗ij for each ray path, together with C
′ for each ray and a
common corner frequency fc for each event. The corner frequency fc is determined using
a grid search over the frequency range 1–20 Hz using all available velocity spectra for each
event. Then for each spectrum, up to 10 iterations of the loop in which C ′ and t∗ij are up-
dated sequentially, are carried out starting with an initial estimate of t∗ij . In the analysis of
P waves, we used the high-sample-rate vertical-component waveforms. The velocity am-
plitude spectra were calculated from a 2.56 s time window beginning at the P wave using a
multitaper algorithm (Park et al., 1987). Corresponding noise spectra were also calculated
from a 2.56 s time window before the P wave. To ensure a high quality estimate of t∗,
we only used the data with a signal-to-noise ratio greater than 2 in a frequency bandwidth
wider than 5 Hz. The lower limit of the frequency band is 1 Hz, and the upper limit varies
from 6 to 30 Hz depending on the noise. Examples of waveforms and fits to the spectra are
shown in figure 2.2.
Based on spectral analysis, we found that the waves passing through the arc and backarc
have different attenuation features than the waves passing through the forearc. Figure 2.3
shows an example of this attenuation contrast for two paths. Path A and path B are from the
20
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Figure 2.2. Examples of waveforms and fits to the spectra of one earthquake (lat = 17.1◦,
lon = −93.8◦, depth = 184 km, 06/22/2005). For each station, the velocity spectra are
shown below the velocity waveform. The plotted velocity waveform is normalized by its
peak amplitude. Signal and noise spectra are calculated from 2.56 s windows after and
before P arrivals, and are shown as solid and dotted lines respectively. Heavy lines indicate
the fits to the signal spectra over the frequency range with signal-to-noise ratio greater than
2. The station name and estimated values of t∗, fc are shown for each station.
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same event, and are chosen to have the same path length to eliminate the spectral difference
due to geometric spreading. Path A goes through the forearc, while path B goes through the
arc and backarc. We calculated the spectra of the P waves traveling along the two paths and
found that the spectrum of the wave going along path B decays more rapidly with frequency
than that of the wave going along path A, which indicates higher attenuation along path B
than path A. The overall lower absolute spectral amplitude of wave B than that of wave A
is partly due to the higher average attenuation along path B, and partly due to other effects
such as source radiation pattern, scattering and local site effects. In figure 2.4, we show the
attenuation variation of waves from the same event and received at stations along theMASE
array by plotting the value of the path-averaged attenuation parameter 1000t∗/τ for each
ray, where τ is the travel time. It is clear that the waves passing through the arc and backarc
systematically attenuate more than the waves passing through the forearc. This behavior
exists for almost every event that is well recorded along the whole array and indicates that
the arc and backarc are characterized by high attenuation. To determine the exact locations
of the attenuating regions, we applied a tomographic inversion.
2.5 Tomographic Inversion
2.5.1 Method
We invert the t∗ measurements for 2D variations in 1/Q. The study region is divided into
blocks and each block is assumed to have constant 1/Q. The observed t∗ for the ith ray
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Figure 2.3. Example of attenuation contrast for two waves from the same event (lat = 17.5◦,
lon = −94.4◦, depth = 179 km, 05/08/2006), and recorded at the stations along the MASE
array. (a) Path A and path B have about the same length. Path A goes through the forearc,
and path B goes through the arc and backarc. (b) The velocity spectra of P waves along
path A and path B. The spectral amplitude of the wave along path B decays more rapidly
with frequency than that of the wave along path A, indicating that the average attenuation
along path B is higher than that of path A.
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Figure 2.4. Path-averaged attenuation for rays from one event to each station along the
MASE array. The event shown here is the same as that in figure 2.3. The Path-averaged
attenuation parameter 1000t∗/τ is plotted versus the position of each station where the
wave is recorded.
23
path is
t∗i =
∑
j
τij(Q
−1)j, (2.4)
where tij is the travel time in block j for the ith path, Qj is the quality factor for block j.
Since τij can be considered to be independent of (Q−1)j , there exists a linear relationship
between t∗i and (Q
−1)j . The inversion problem can be written in matrix form as
[τ ]NM [Q
−1]M = [t∗]N , (2.5)
where M is the number of blocks and N is the number of t∗ measurements. In this study,
a total of 1588 measurements of t∗ were used.
We assume the attenuation structure has no variation along the strike of the Middle
American Trench, and invert for 2D attenuation structure in the cross section perpendicular
to the trench, and along the MASE array (shown as line AA′ in figure 2.1). Based on the
ray coverage, we first divided the cross section into blocks with 50 km horizontal spacing
and 20 km vertical spacing. We then modified some blocks with hit counts less than 8 by
combining them with their neighboring blocks to make larger 100 km × 20 km blocks,
thus increasing the robustness at the edge. Different model parameterizations were tested,
and show overall similar feature of the inversion results. To compute tij , we traced rays
in IASP91 velocity model (Kennett and Engdahl, 1991) with Moho at 40 km depth, as
indicated by receiver functions (Pe´rez-Campos et al., 2008) (figure 2.5).
A damped least squares method that minimizes a combination of data misfit and model
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Figure 2.5. Raypaths and grid used for tomographic inversion. This cross section is per-
pendicular to the trench, and along the MASE array as indicated by line AA′ in figure 2.1.
Stations are shown as triangles. Events (white circles) are projected onto this cross section.
Rays are traced in IASP91 velocity model with Moho at 40 km depth (Pe´rez-Campos et al.,
2008). Block sizes are mostly 50 km × 20 km, with larger blocks (100 km × 20 km) at the
edges to increase the robustness. The larger blocks are highlighted by solid lines.
norm was used to solve this problem:
[Q−1]M = ([τ ]TMN [τ ]NM + µI)
−1[τ ]TMN [t
∗]N . (2.6)
The damping factor µ = 5 was selected based on the L-curve criterion (Aster et al., 2005).
2.5.2 Inversion Results
A high-attenuation result in the mantle wedge (figure 2.6) is consistent with the study of
Singh et al. (2006). The high attenuation, however, does not prevail in the whole mantle
wedge, but is localized in a zone about 80 to 120 km beneath the TMVB, and about 400
to 500 km from the trench. It is about 50 km away from the top of the slab . The high-
attenuation zone in the mantle wedge has Qp less than 200, with the lowest Qp value being
130. Because theQ determined in this study is for P waves, and is frequency independent, it
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Figure 2.6. Results for 2D tomographic inversion in 1000/Q. The TMVB is shown on top
as a line for reference, together with Popocate´petl volcano (triangle). Dashed line indicates
the top of the slab along the MASE array, based on receiver functions and velocity tomog-
raphy studies (Pe´rez-Campos et al., 2008). Earthquakes used in the local 2D inversion are
shown as white dots.
can not be compared with the upper bound of the frequency-dependent shear-waveQ in the
mantle wedge estimated by Singh et al. (2006) in a straightforward way. However, taking
Qp/Qs = 1.5–2.25, and assuming that frequency-independent Q measurements mostly
reflect Q at the upper end of the frequency band (Roth et al., 1999; Stachnik et al., 2004),
the Q for the high-attenuation zone in the mantle wedge from our study is significantly
lower than the estimate of the upper bound of the attenuationQs = 120f 0.75 (0.1≤ f ≤ 10
Hz) by Singh et al. (2006). Their value is similar to what we find for the corner of the
mantle wedge.
Another P-wave high-attenuation zone is imaged in the crust beneath and to the north
of the TMVB, which is consistent with studies of Lg-wave attenuation in the same area
(Singh et al., 2007). The high attenuation mostly concentrates in the lower crust, about 300
to 600 km from the trench. Two prominent subzones with Qp ∼ 120 exist in the high-
attenuation region in the lower crust. One is beneath the TMVB close to the trench, and the
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other is to the north of the TMVB. The volcano Popocate´petl lies roughly on the maximum
(Qp ∼ 110) of the high-attenuation zone. High attenuation is also found to be diffused in
the upper crust in the forearc and arc, especially at a location about 400 km to 450 km from
the trench. Low attenuation (Qp > 1000) is imaged in a broad area from the coast to the
front of the TMVB, and deeper than 40 km.
2.5.3 Resolution
The resolution of the inversion was evaluated by the model resolution matrix. Diagonal
elements of the resolution matrix measure how much information is recovered in each
block (figure 2.7). Due to the closely-spaced stations, most of the model is well resolved,
especially the forearc region deeper than 40 km (resolution > 0.95). The resolution in the
crust is a little lower, because of the limited crossing ray paths, and also because rays travel
less through the crust blocks compared with mantle blocks since most events are far away
from the stations. The edges of the model are relatively less well resolved, due to the low
ray coverage. It should be noted that since we used relatively large blocks, and combined
blocks with hit counts less than 8 to increase the robustness at the edges, even the least well
resolved block has resolution as high as 0.7. This means the whole model is generally well
resolved.
We also performed numerical tests to examine the robustness for regions of interest
in the inversion. In each test, we trace the ray paths through an input 1000/Q model
to generate synthetic t∗ data, and add some normally distributed noise with a standard
deviation of 0.02 to the data. Then we invert these t∗ values for 1000/Q in the same way
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Figure 2.7. Diagonal elements of the model resolution matrix. The resolution is higher
than 0.7 for all the blocks with nonzero hit counts.
as we did for real data. In the first test, the input 1000/Q model has a high-attenuation
anomaly in the lower crust in the arc and backarc (figure 2.8a). The values of 1000/Q
for the anomaly and background are 10 and 1 respectively, both being comparable to the
inversion results. The anomaly is shown to be generally recovered, with some smearing
into the upper crust (figure 2.8b). In the second test, the high-attenuation anomaly lies in
the mantle wedge between the depths of 80 and 120 km, and 400 to 500 km away from the
trench (figure 2.8c). The test shows that the anomaly can be generally recovered, although
there is also some smearing into nearby blocks (figure 2.8d).
2.6 Interpretation and Discussion
The high-attenuation region in the mantle wedge roughly corresponds to a low-velocity
region known from teleseismic wave studies (Husker and Davis, 2009). Several factors
including temperature, hydration, and melt can account for both high attenuation and low
28
input
De
pt
h 
(km
)
 
 0
100
200
recovered
 
 
De
pt
h 
(km
)
Distance from the trench (km)
 
 
0 200 400 600
0
100
200
Distance from the trench (km)
 
 
0 200 400 600
0 5 10
1000/Q
a b
c d
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velocity (Karato, 2003, and references therein). Considering the subduction zone setting
and the active volcanism above the mantle wedge, high temperature could be a large factor
for the imaged high-attenuation zone in the mantle wedge. However, fluids and melts
may also play important roles. The small amount of sediment fill in the Middle American
Trench suggests that a dominant part of the oceanic sediments are subducted (Manea et al.,
2003). Evidence of the existence of fluids and volatiles in the mantle wedge are also found
by geochemical studies (Blatter and Carmichael, 1998; Carmichael, 2002). As oceanic
lithosphere subducts into the mantle, it encounters higher temperature and pressure, and
when it reaches certain depths, the water from oceanic crust and sediments is released
into the overlying mantle wedge, lowering the melting temperature of peridotite (Peacock,
2003). The temperature at the top of the slab, however, is usually still not high enough for
melting due to the cooling of the slab itself, so the fluids continue to migrate in the mantle
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wedge. As the temperature rises and finally exceeds the wet solidus of peridotite, partial
melts will occur, and they will be away from the top of the slab (Hebert et al., 2009). Our
inversion results are consistent with this process, with the focused high-attenuation zone in
the mantle wedge probably indicating a region with partial melts. Because our study is for
P waves, the imaged high-attenuation zone probably only shows where most partial melts
are produced, while the whole partial melt zone could be broader, which is expected to be
shown in shear-wave attenuation as in studies in Nicaragua (Rychert et al., 2008). The high-
attenuation zone in the mantle wedge lies beneath the northern part of the TMVB instead of
the southern part where the volcanoes are currently more active, suggesting more complex
melt transport rather than a simple vertical path. Relatively low attenuation in the corner of
the mantle wedge has also been observed in other subduction zones such as Alaska, New
Zealand, Nicaragua (Stachnik et al., 2004; Eberhart-Phillips et al., 2008; Rychert et al.,
2008). This feature could be related to the relatively low temperature in the corner of the
mantle wedge, which is also dry and isolated from the viscous flow in the mantle wedge
(Kincaid and Sacks, 1997; Manea et al., 2005).
The high-attenuation zone in the lower crust beneath and to the north of the TMVB
correlates well with a low-resistivity zone known from MT studies along almost the same
line as the MASE array (Jo¨dicke et al., 2006) (figure 2.9a). The contrast of attenuation in
the lower crust between the forearc and other parts is also consistent with shear wave ve-
locity results along the same cross section from a surface wave study (Iglesias et al., 2010)
(figure 2.9b). The high attenuation, low resistivity and low velocity of the lower crust zone
beneath and to the north of the TMVB suggest that it might be caused by fluids and partial
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melts. The flattening of the slab is thought to have occurred in the Early to Middle Miocene,
when the NNW-trending Sierra Madre Occidental transitioned to the EW-trending TMVB
(Ferrari et al., 1999). During the Late Miocene, an eastward-migrating pulse of mafic vol-
canism took place in central Mexico, mostly to the north of the TMVB. At 7.5–6.5 Ma,
this mafic pulse reached northern Veracruz state where the northern end of the MASE array
passes (Ferrari, 2004). The imaged high-attenuation zone in the crust to the north of the
TMVB is probably related to partial melts and metamorphic fluids produced in magmatic
events such as the mafic pulse at 7.5–6.5 Ma. The mafic pulse is proposed to have resulted
from eastward-propagating slab detachment (Ferrari, 2004). This slab tear hypothesis is
also supported by the current slab image (Pe´rez-Campos et al., 2008), which suggests that
the slab in the Guerrero region broke at a depth of 80 km, and underwent rollback after that
(Pe´rez-Campos et al., 2008), causing trench-ward migration of the volcanic front (Ferrari
et al., 1999). The imaged high-attenuation zone in the crust beneath the TMVB is prob-
ably caused by the partial melts related to volcanism for the past ∼20 Ma. It could also
be related to fluids stored in the lower crust, which were released from the oceanic crust
and sediment when the slab was flat or shallow below the TMVB during the flattening and
rollback periods. The relatively high attenuation in the upper crust could be partly due to
the smearing from the lower crust attenuation as shown in figure 2.8b, and partly due to the
presence of fluids or partial melts.
The broad low-attenuation area in the forearc below 40 km is likely due to the cold
slab. It is artificially broadened because it actually represents a 2D projection of the slab’s
3D geometry. The 3D variation of the slab geometry can also been seen from the widely
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Figure 2.9. Comparison of different studies. (a) Resistivity results from an MT study along
almost the same line as the MASE array (adapted from Jo¨dicke et al., 2006). (b) Shear wave
velocity along the MASE array from a surface wave study (adapted from Iglesias et al.,
2010). (c) Attenuation inversion results from this study (only shallow part of the model
is shown). The three plots are lined up and at the same 1:1 scale. The high-attenuation
region in the crust correlates with low-resistivity and low-Vs region (highlighted by dashed
boxes).
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distributed location of the events used (figure 2.6).
In this study, inversion was done in a 2D cross section assuming that the attenuation
structure has no variation along the strike of the trench due to the limitations of event-
station pairs. However, the slab geometry in this region actually shows noticeable variation
as we discussed in section 2.2. This should be kept in mind when interpreting the inver-
sion results. Since the events used in this study are mostly far away from the MASE line,
especially the deep ones, the attenuation image in the mantle wedge does not necessarily
represent the structure directly beneath the MASE line but is biased to the east because
of the location of the deeper events. The 2D attenuation image obtained in this study
represents the attenuation structure in this region only in an average sense. Variations of at-
tenuation along the strike of the trench are expected due to variations of tectonic structures.
For example, during the data processing, we found that the waves traveling through the
area west of the MASE line generally seem to attenuate more than waves traveling through
the east area of the MASE line, indicating more attenuating crust or uppermost mantle in
the western part of the MASE line. However, this may also be due to a bias in average
source depth or distance. These effects could not be ruled out with the station geometry of
the MASE experiment.
Our attenuation inversion results resemble studies in other subduction zones in the sense
that the slab is characterized by low attenuation. However, there are a number of differences
in attenuation models for other parts of the subduction system. In the southern part of north-
ern Honshu (Tsumura et al., 2000), Alaska (Stachnik et al., 2004), Nicaragua and Costa
Rica (Rychert et al., 2008), the high-attenuation region mostly lies in the mantle wedge. In
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contrast, the attenuation model for northern part of northern Honshu (Tsumura et al., 2000)
shows a high-attenuation region in the crust beneath the volcanic belt. There are also other
subduction zones such as central Andes (Schurr et al., 2003) and New Zealand (Eberhart-
Phillips et al., 2008), where comparable high-attenuation zones exist both in the mantle
wedge and the crust above. The attenuation model for central Mexico seems to belong to
the third category. The attenuation structure of the mantle wedge in our model resembles
the P-wave attenuation in Nicaragua (Rychert et al., 2008) the most, with the center of the
focused high-attenuation zone away from the top of the slab.
2.7 Conclusions
We have studied the P-wave attenuation structure in central Mexico using the spectral decay
method, and obtained a 2D detailed image of attenuation in this region. The results show a
generally low attenuation in the slab. High attenuation is found in both the mantle wedge
and the crust. The high-attenuation region in the mantle wedge lies beneath the northern
part of the TMVB between the depths of 80 and 120 km, with the lowest Qp equal to
130. The high attenuation is in a compact region away from the top of the subducting slab
and probably indicates where the most partial melts are produced during the subduction
process. The high attenuation in the upper plate concentrates mostly in the lower crust. The
high-attenuation zone to the north of the TMVB is likely to be related to extinct volcanoes.
The high-attenuation zone in the crust beneath the TMVB is probably due to volcanism-
related partial melts and fluids produced through dehydration process when the slab was
undergoing flattening and rollback.
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Chapter 3
Three-Dimensional Velocity and
Attenuation Structure in Central and
Southern Mexico
This chapter has been submitted by Ting Chen and Robert W. Clayton to Journal of
Geophysical Research
3.1 Introduction
In the Mexican subduction zone, the Rivera and Cocos Plates subduct beneath the North
American Plate along the Middle America Trench (figure 3.1). Although the subduction
rate and plate age of the subducting plates both monotonically increase toward the south-
east, the seismicity studies (Pardo and Sua´rez, 1995) suggest that the slab transitions from
normal subduction in the north (Jalisco, Michoaca´n) to shallow subduction in the central
segment (Guerrero), and then back to normal subduction in the south (Oaxaca). However,
since the seismicity in central Mexico is sparse, the detailed structure of the slab and how
the slab transitions from shallow to normal subduction is not well known.
The volcano distribution in this subduction zone also shows anomalous features. Vol-
canoes progressively shift from northern to central Mexico, and are about 300 km away
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Figure 3.1. Map of the study region. Stations are marked by inverted triangles, and vol-
canoes are marked by red upright triangles. The Trans-Mexican Volcanic Belt (TMVB)
and Veracruz Basin (VB) are outlined in light gray. White lines AA’ and BB’ are two MT
surveys in Jo¨dicke et al. (2006). LTVF denotes the Los Tuxtlas Volcanic Field. J (Jalisco),
M (Michoaca´n), G (Guerrero), and O (Oaxaca) indicate four segments in this region. Slab
iso-depth contours from Pardo and Sua´rez (1995) are shown by black lines.
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from the trench near Mexico City, forming the Trans-Mexican Volcanic Belt (TMVB) with
about a 16◦ angle to the trench. In southern Mexico, the continuous volcanic arc is missing
where the Cocos slab is about 100 km deep, which is the typical depth for melt generation
in subduction zones (Wada and Wang, 2009). Instead, the isolated Los Tuxtlas Volcanic
Field (LTVF) is found near the Gulf of Mexico coast, which is about 150 - 200 km above
the Cocos slab based on the extrapolation of seismicity (Pardo and Sua´rez, 1995). The
TMVB is generally considered to be related to the subduction of the oceanic plate, with
the volcano distribution following the geometry of the slab. The mechanisms of the origin
of the LTVF, however, are unclear (e.g., Nelson et al., 1995; Ferrari et al., 2005; Verma,
2006).
A knowledge of the velocity structure in Mexico is important to an understanding of
the tectonic evolution of the subduction system. Studies on the velocity of the crust and
upper mantle in this region have been done using active sources and earthquakes (e.g.,
Meyer et al., 1961; Valdes et al., 1986; Gomberg and Masters, 1988; Gomberg et al., 1988;
Campillo et al., 1996; Shapiro et al., 1997). Most of these studies concentrate on small
areas or only develop 1D models. A detailed 3D velocity model is needed to better under-
stand the tectonic features.
Large coastal earthquakes pose a great threat to heavily populated Mexico City. Un-
derstanding what level of ground motions to expect in Mexico City from an earthquake is
essential to effective hazard mitigation. Many attenuation studies have thus been conducted
(e.g., Castro et al., 1990; Ordaz and Singh, 1992; Yamamoto et al., 1997; Garcia et al.,
2004; Singh et al., 2006, 2007), but due to limited data, most of the studies are restricted to
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certain regions, and the results are path-averaged values. Attenuation tomography has also
been done in this region (Ottemo¨ller et al., 2002), but it is of low spatial resolution, and only
for the Lg waves. More detailed attenuation tomography resolving both the crust and the
upper mantle is necessary to understand the subduction process. Attenuation complements
the velocity studies, and helps to constrain the origin of anomalies.
Recently, a seismic array has been deployed in the Guerrero segment from Acapulco
to the Gulf of Mexico. Receiver function studies (Pe´rez-Campos et al., 2008; Kim et al.,
2010) along this array confirm the shallow subduction in central Mexico, and show that the
Cocos slab is subhorizontal for about 250 km from the trench. Teleseismic velocity study
images the deeper structure of the Cocos slab, and shows that the slab descends steeply
(75◦) into the mantle to a depth of 500 km beneath the TMVB (Husker and Davis, 2009).
Surface waves reveal low velocity in the back arc, particularly in the lower crust beneath the
TMVB (Iglesias et al., 2010). The 2D attenuation images show relatively high attenuation
in the mantle wedge and the lower crust beneath the TMVB (chapter 2). These studies
along the same line provide a detailed 2D image of the subduction system from the coast
to the back arc.
In this study, we seek to extend this image by constructing a 3D image of the subduc-
tion system in central and southern Mexico using a second array to the southeast and the
permanent local stations.
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3.2 Data
From 2005 to 2007, the Middle American Subduction Experiment (MASE) was conducted
in central Mexico with a seismic line running perpendicular to the trench in the Guerrero
region (figure 3.1). A total of 100 three-component broadband sensors were spaced about 5
km apart. From 2007 to 2009, 47 seismometers were deployed in southern Mexico crossing
Veracruz and Oaxaca (VEOX). These two experiments, together with 46 stations of the
National Seismological Service of Mexico (SSN), provide excellent data for detailed 3D
velocity and attenuation imaging.
In this study, we analyzed 895 local events with magnitude between 3.5 and 5. Most of
the events are deeper than 50 km. Crustal events are included only if the distance is less
than 150 km to avoid the contamination of direct arrivals by other phases. The events are
located by SSN using a 1D local velocity model (V. H. E. Castro and A. Iglesias, personal
communication). The accuracy of the SSN catalogue is confirmed by a relocation study
(Alberto, 2010). We also used 200 teleseismic events recorded by the VEOX array to
perform a teleseismic velocity study.
For local events, arrival times are picked on the vertical component for the direct P
wave and transverse component for the direct S wave. The algorithm based on the STA/LTA
ratio is adopted to automate the picking process. The picked arrival times are then manually
checked. For teleseismic events, the relative delay times are determined by cross correlation
for the P phase with the distance between 30◦ and 90◦ and the PKPdf phase when the
distance is larger than 155◦.
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3.3 Methods
3.3.1 Determining Attenuation Operator
The whole path attenuation can be described by the attenuation operator t∗ = τ/Q, where
τ is the travel time, andQ is the average quality factor along the path. The amplitude of the
velocity spectrum of a body wave from event j, and recorded at station i, can be written as
(Anderson and Hough, 1984)
Aij(f) = CSj(f)Ii(f)exp(−pift∗ij), (3.1)
where I(f) is the instrument response, C is the frequency-independent amplitude term
related to geometric spreading, radiation pattern, and other static effects. The exponential
term represents the attenuation effect. Assuming a Brune-type source (Brune, 1970), the
source term S(f) can be expressed as
Sj(f) =
fM0j
1 + (f/fc)2
, (3.2)
where M0j is the seismic moment, and fc is the corner frequency. After removing instru-
ment response, the spectral amplitude has the following form:
Aij(f) =
C ′f
1 + (f/fc)2
exp(−pift∗ij), (3.3)
with C ′ being a combined constant.
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We adopt the iterative approach of Eberhart-Phillips and Chadwick (2002) by first
determining a common corner frequency fc for each event using all the records from the
event, and then obtaining frequency-independent t∗ij and C
′ for each seismogram spectrum.
We use the vertical component for the analysis of the P wave and transverse component for
the analysis of the S wave. A 2.56 s time window starting from the onset of the arrival is
used to calculate the signal spectrum, and a 2.56 s time window before the signal is used to
calculate the noise spectrum. To ensure the high quality of t∗ values used for the inversion,
we apply the following selection criteria. For P waves, the signal-to-noise spectral ratio has
to be larger than 2 over a 10 Hz frequency band from 2 to 40 Hz. For S waves, we lower the
signal-to-noise ratio threshold to 1.5. For each event, there should be at least five t∗ values.
Unrealistic t∗ values that correspond to Q larger than 3000 are also excluded. Examples of
waveforms and spectral fits are shown in figure 3.2.
3.3.2 Tomographic Inversion
Arrival times for local P and S waves are inverted for 3D Vp and Vp/Vs structure using
the package SIMUL2000 (Thurber, 1993; Eberhart-Phillips, 1993; Thurber and Eberhart-
Phillips, 1999). We parameterize the model by 3D grid with interval spacing of 150 km
along the trench, 20 km perpendicular to the trench, and 20 km in the depth direction
(figure 3.3). The initial model has P-wave velocity similar to the IASP91 model (Ken-
nett and Engdahl, 1991), but with the Moho depth at 40 km based on receiver function
studies in this region (Kim et al., 2010, 2011). The initial Vp/Vs ratio is uniform, and has
the value of 1.73. Ray tracing is done in two steps: the approximate ray tracing and the
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Figure 3.2. Examples of waveforms and t∗ fits for one earthquake. For each station, the
signal (solid line) and noise (dotted line) spectra are shown below the velocity waveform.
The plotted velocity waveform is normalized by its peak amplitude. The fit to the spectrum
is shown as a thick line over the range with adequate signal-to-noise ratio. A common
corner frequency fc for the event and different t∗ for each record are estimated.
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Figure 3.3. Grid, earthquakes, and stations used for velocity and attenuation inversion.
The grid is spaced 150 km along the trench (y-axis), 20 km perpendicular to the trench
(x-axis), and 20 km in the depth direction. Numbers denote the y coordinates of the grid in
kilometer. TMVB: Trans-Mexican Volcanic Belt; VB: Veracruz Basin; LTVF: Los Tuxtlas
Volcanic Field.
pseudobending (Um and Thurber, 1987). This ray tracing procedure has been shown to
be effective and accurate for 3D velocity models, especially when modified to improve the
performance for long ray paths (Schurr et al., 2006). Earthquakes are relocated during the
velocity inversion. The solution is the result of an iterative, damped least-squares inversion.
The damping parameter is chosen based on the trade-off curve of data variance and model
variance (Eberhart-Phillips, 1986).
The attenuation parameters t∗p and t
∗
s are used to invert for 3D P-wave and S-wave
attenuation structure in a manner similar to the inversion for velocity. Travel times are
computed with rays traced in the 3D velocity model obtained in this study. The same grid
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as with the velocity inversion is used. The initial attenuation model has a constant Q equal
to 800. We solve 1/Q for each grid node in an iterative procedure.
We found that the noise levels on teleseismic records limit their usefulness in deter-
mining local attenuation structure. A 2D teleseismic velocity structure has already been
obtained along the MASE array (Husker and Davis, 2009), and the local SSN stations are
sparse between the MASE and VEOX arrays, so in this work we only invert for a 2D ve-
locity structure along the VEOX array with the teleseimic study. Relative delay times for
P and PKPdf phases are used to invert for the teleseismic P-wave velocity perturbation in a
manner similar to the inversion for local velocity.
3.4 Resolution
We perform checkerboard tests to evaluate the resolution of the tomographic inversion.
The input model consists of blocks of dimensions 80 km (x) × 600 km (y) × 80 km (z)
with alternating positive and negative anomalies (figure 3.4, 3.5). Synthetic arrival times
or attenuation operators with noise added are computed based on the input model, and then
inverted in the same manner as the real data.
For Vp and Qp, the crust is well resolved along the MASE (y = 0 km) and VEOX
(y = 450 km) lines. The anomalies in the mantle near the VEOX line are also well recov-
ered. The mantle near the MASE line is not resolved due to the absence of intermediate
earthquakes in central Mexico. Vp/Vs and Qs generally have relatively lower resolution
than Vp and Qp, especially in the arc and back arc near the MASE line (y = 0 km). The
streaks in the recovered models are related to dominant ray directions.
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Figure 3.4. Checkerboard test for 3D P-velocity perturbation (left panel) and Vp/Vs (right
panel) inversion. The top panels show the input models for slices at y = −150, 0, and 150
km. The input models for slices at y = 300, 450, 600, and 750 km have opposite values
of that shown in the top panels. The following panels are the recovered results for different
slices along the x-axis. Green lines indicate the contour of the derivative weighted sum of
1000, and reasonably approximate the well-resolved region.
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The quality of solution can also be evaluated using the derivative weighted sum (DWS).
The DWS measures the ray density in the neighborhood of each node. Tests have shown
that DWS tracks well with diagonal elements of the resolution matrix, and high DWS values
correspond to high resolution and low smearing (e.g., Hauksson, 2000; Rietbrock, 2001).
In figures 3.4 and 3.5, the contours of DWS values of 1000 coincide with well recovered
regions from checkerboard tests. For the following plots of tomographic results, we use a
DWS contour of 1000 to indicate the well resolved regions.
3.5 Results
3.5.1 Local Velocity and Attenuation
P-wave velocity results show considerable variation across the studied region (figure 3.6).
High-Vp structure is imaged dipping northeast from the Pacific coast. Another prominent
high-Vp structure is near the Gulf of Mexico coast on the VEOX line (y = 450 km), which
is beneath the LTVF. Relatively low Vp values are observed in some part of the crust and
the mantle wedge. The lowest-velocity anomaly lies in the crust at about x = 220 km near
the VEOX line (y = 450 km), which is beneath the Veracruz Basin (VB). The lowest Vp/Vs
is found dipping southwest from the Gulf of Mexico at y = 450 km, and the highest Vp/Vs
is in the crust beneath the Veracruz Basin (figure 3.7).
P-wave attenuation results reveal a prominent low-attenuation (Q ≈ 1000–2000) struc-
ture dipping northeast from the Pacific coast (figure 3.8). The dip angle of this low-
attenuation structure increases from about 0◦ in central Mexico (y = 150 km) to about 30◦
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Figure 3.6. P-wave velocity perturbation results. Volcanoes are marked by red triangles.
The TMVB and the coast are shown by red and blue lines respectively. Green lines are
contours of the derivative weighted sum of 1000, and indicate the area with good resolution.
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Figure 3.7. The Vp/Vs results. Symbols are the same as in figure 3.6.
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Figure 3.8. P-wave attenuation results. Symbols are the same as in figure 3.6.
near the Isthmus of Tehuantepec (y = 450 km). The dip angle appears to be even larger
further to the south, but the resolution is limited. Low attenuation is also observed beneath
the LTVF. The highest attenuation is imaged beneath the Veracruz Basin. A relatively
high-attenuation anomaly is also found in the crust beneath the TMVB. S-wave attenuation
results show similar features as the P-wave attenuation, but with stronger anomalies (fig-
ure 3.9). The low-Qp anomaly in the crust beneath the TMVB does not appear in S-wave
attenuation results due to the lack of resolution.
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Figure 3.9. S-wave attenuation results. Symbols are the same as in figure 3.6.
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3.5.2 Teleseismic Velocity
The teleseismic image along the VEOX array shows two dipping high-velocity structures
(figure 3.10). One is dipping northward from the Pacific, and the other unexpected one is
dipping southward from the Gulf of Mexico. The high-velocity structure dipping from the
Pacific follows the earthquakes with a little larger dip angle. The high-velocity structure
dipping from the Gulf of Mexico correlates with the discontinuity found by the receiver
function study (Kim et al., 2011). The stronger velocity anomaly also correlates with the
stronger receiver function signals. The dip angle of the unexpected high-velocity structure
is larger than the dip angle of the discontinuity shown by the receiver functions, but with
the correction discussed in appendix 3.8, coincides with it. The high-velocity structure
dipping from the Pacific is truncated by the high-velocity structure dipping from the Gulf
of Mexico at the depth of about 150 km, and the truncation happens where the relocated
events show a kink (Alberto, 2010). In the crust, low velocity is found beneath the Veracruz
Basin, and high velocity is located beneath the forearc and the LTVF.
Resolution tests show that velocity anomalies dipping from either side can be resolved
with a little smearing into the crust and the deeper mantle (figure 3.11g, h). The recovered
dip angle, however, differs slightly from the input. The bias in the inverted dip angle is
not due to the specific data coverage in this study, but generally due to the limited range of
incidence angles for teleseismic study (appendix 3.8). The high-velocity structure dipping
from the Gulf of Mexico is not just a smearing effect of the crustal anomalies to depth
(figure 3.11f). The crustal variations in velocity can be resolved with our station spacing
(figure 3.11e).
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Figure 3.10. Teleseismic P-wave velocity perturbation inversion results along the VEOX
array. Green dots denote the relocated events in this area (Alberto, 2010). Dashed line
shows the discontinuity found by the receiver function study (Kim et al., 2011); the most
prominent part of the receiver function signals is highlighted by the thicker line. The green
triangles are the VEOX stations. VB: Veracruz Basin; LTVF: Los Tuxtlas Volcanic Field;
GM: Gulf of Mexico.
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Figure 3.11. Resolution tests for the teleseismic P-wave velocity perturbation inversion.
The top panels show the input models, and the lower panels show the recovered results.
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(h) are for reference, and they are the same as in (c) and (d) respectively.
54
3.6 Discussion
The 3D velocity structure correlates well with the attenuation structure. The velocity and
attenuation results for the two slices best resolved are compared in figure 3.12 (y = 0 km,
along the MASE array) and figure 3.13 (y = 450 km, near the VEOX array). As with
other studies in subduction zones (e.g., Tsumura et al., 2000; Schurr et al., 2003; Stachnik
et al., 2004; Rychert et al., 2008), our inversion results show that the slab is characterized
by low attenuation and high velocity. The slab is also generally associated with low Vp/Vs.
It is noteworthy that the slab seems to be even more evident in attenuation than in velocity,
which was also observed by Eberhart-Phillips et al. (2008). The variation in the geometry
of the Cocos slab is clearly imaged along the trench. The dip angle increases from about
0◦ in central Mexico near Mexico City to about 30◦ in southern Mexico near the Isthmus
of Tehuantepec. Earthquakes are located within the high-velocity and low-attenuation slab.
The cause of flat subduction in central Mexico is not well understood (Skinner and Clayton,
2011), and this study does not indicate a mechanism for the flattening.
High-attenuation and low-velocity anomalies are found in the crust. One such anomaly
is in the crust beneath the TMVB near Mexico City (figure 3.12). This structure has also
been shown in surface waves (Iglesias et al., 2010) and imaged in a 2D attenuation study
in this region (chapter 2). The relatively higher value of attenuation found in chapter 2
compared to in this study is due to the different inversion schemes. In particular, this study
inverts for the results using an iterative approach starting with an initial model where un-
realistic values are rejected, while chapter 2 uses a simple one-step damped least squares
inversion without any constraints on the inverted parameters, which may result in more ex-
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Figure 3.12. (a) P-wave velocity perturbation, (b) Vp/Vs, (c) P-wave attenuation and (d)
S-wave attenuation results for the slice y = 0 km, which is perpendicular to the trench, and
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Green lines indicate the contour of the derivative weighted sum of 1000, and reasonably
approximate the well-resolved region.
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Figure 3.13. (a) P-wave velocity perturbation, (b) Vp/Vs, (c) P-wave attenuation and (d)
S-wave attenuation results for the slice y = 450 km, which is perpendicular to the trench
and near the Tehuantepec Ridge. Black dots are earthquakes within 100 km from this slice.
Green lines indicate the contour of the derivative weighted sum of 1000, and reasonably
approximate the well-resolved region.
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treme values. The high-attenuation/low-velocity region correlates with the low-resistivity
zone from an MT study along a nearby line (line AA′ in figure 3.1) (Jo¨dicke et al., 2006).
High heat flow is also observed in the TMVB (Ziagos et al., 1985). The anomalies are
probably caused by partial melts related to volcanism, or fluids released from the oceanic
crust and sediments into the continental crust when the slab was underplating the conti-
nental crust beneath the TMVB during the flattening and rollback periods (Pe´rez-Campos
et al., 2008).
The most prominent high-attenuation/low-velocity anomaly lies in the crust beneath the
Veracruz Basin near the Isthmus of Tehuantepec (figure 3.13). This anomaly also shows
a high Vp/Vs ratio. Our study of the teleseismic velocity shows this anomaly too (figure
3.10). Interestingly, MT studies along a line about 150 km to the west of the VEOX array
(line BB′ in figure 3.1) show that low resistivity is also found beneath the Veracruz Basin
west of the LTVF (Jo¨dicke et al., 2006). The low-resistivity anomaly extends to the depth
of about 40 km, which is about the same depth range where we see high attenuation, low-Vp
and high Vp/Vs. The shallower part of this anomaly may be related to the Veracruz Basin,
but the origin of the deeper part of this anomaly is not well understood. This anomaly may
be related to some extinct volcanism in this complex tectonic region (Jo¨dicke et al., 2006).
Beneath the active LTVF, we observe high velocity, low Vp/Vs and low attenuation (fig-
ures 3.10, 3.13). The high velocity beneath the LTVF has also been shown in a previous
teleseismic P-wave velocity study in Mexico (Gorbatov and Fukao, 2005), but at a much
coarser resolution. The properties of this anomaly suggest that there is no large-scale partial
melting zone associated with this volcanic field. Part of the high velocity and low atten-
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uation may also be due to the relatively shallow Moho (∼30 km) in this area (Kim et al.,
2010;Melgar and Pe´rez-Campos, 2011; Zamora-Camacho et al., 2010). The high velocity
in the crust near the Pacific coast (y = 0 km, y = 150 km, y = 300 km and y = 450 km)
and the crust near the Gulf of Mexico coast (y = 300 km and y = 750 km) may also be due
to the fact that the Moho in that area is shallower than the reference Moho depth (Castro,
2009).
Based on synthetic tests, the imaged dipping high-velocity structure from the teleseis-
mic study may have a somewhat steeper angle than the real structure, especially for smaller
dip angles (figure 3.11 and appendix 3.8). Along the VEOX line, the seismicity and the
opposite-dip anomaly from the receiver function studies both have relatively small dip an-
gles of about 30◦ and 35◦, respectively. Using an empirical correlation, the high-velocity
structure dipping from the Pacific actually aligns with the relocated events, indicating the
origin of the anomaly is the Cocos slab. With the correction, the high-velocity structure
dipping from the Gulf of Mexico also has a dip angle similar to the discontinuity shown by
the receiver function study (Kim et al., 2011). Kim et al. (2011) proposed that the unex-
pected slab from the Gulf of Mexico is caused by subduction of oceanic lithosphere before
the collision between the Yucata´n Block and Mexico in the Miocene. Our study shows that
the Cocos slab is truncated by the Yucata´n slab at the depth of about 150 km. The break-
off of the Cocos slab further to the south has also been proposed by Rogers et al. (2002).
In the teleseismic P-wave tomographic image of Rogers et al. (2002), the remnant of the
Cocos slab is seen at the depth of about 500 km in the Gulf of Mexico, resulting a slab gap
about 350 km wide. The unusual slab geometry near the Isthmus of Tehuantepec is likely
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to have a major effect on the dynamics of subduction in this region, and may shed light on
the origin of the complex tectonic features (Kim et al., 2011).
Near the Isthmus of Tehuantepec, the mantle wedge shows moderate attenuation, rela-
tively high Vp and low Vp/Vs (figure 3.13), indicating a lack of partial melt. This suggests
that the flow in the mantle wedge is constricted due to the geometry of the opposing Yu-
cata´n slab, and can explain the absence of a volcanic arc about 100 km above the Cocos
slab. Low Vp/Vs have also been observed in the flat subduction wedge of the Andes (Wag-
ner et al., 2005). At shallower depth above the Cocos slab, we observe relatively high
attenuation, low Vp and moderate Vp/Vs. This may be related to the release of volatiles
from the oceanic sediment and crust or only partially serpentinized forearc mantle. Low
Vp and moderate Vp/Vs in the forearc mantle were also observed in the shallow Hikurangi
subduction zone in New Zealand (Eberhart-Phillips and Chadwick, 2002).
In the Guerrero segment, two clusters of nonvolcanic tremor (NVT) are observed above
the flat slab (Payero et al., 2008). The depths of NVT are distributed between 5 and 40 km.
The high attenuation we image above the flat slab shows some correlation with the location
of NVT, especially for the S-wave attenuation (figure 3.12). The Vp/Vs ratio, on the other
hand, does not apparently correlate with the location of NVT. Although some relatively
high Vp/Vs is found near the plate interface, it is not as high as what is found in Japan
where NVT occurs (Vp/Vs > 1.8) (Shelly et al., 2006; Matsubara et al., 2009). This may
indicate that the NVT in Guerrero is related to fluid release, but not necessarily highly
overpressured free water.
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3.7 Summary
We have obtained 3D velocity and attenuation structure in central and southern Mexico.
The results image the low-attenuation and high-velocity Cocos slab with the dip angle
increasing from being almost flat in the central Guerrero segment to about 30◦ in the south-
ern Oaxaca segment. High-attenuation and low-velocity anomalies are found beneath the
TMVB and Veracruz Basin. An unexpected high-velocity structure dipping into the mantle
from the Gulf of Mexico near the Isthmus of Tehuantepec is imaged by the telseismic study.
We interpret this unexpected dipping structure as the Yucata´n slab caused by the collision
between the Yucata´n Block and Mexico in the Miocene. The Cocos slab is truncated by
the Yucata´n slab at the depth of about 150 km, and this configuration likely changes the
convective flow in the mantle wedge.
3.8 Appendix: Synthetic Tests for Dipping Structures with
Teleseismic Data
To understand the difference between the recovered dip angle and the input dip angle of
the velocity anomaly with teleseismic data in figure 3.11, we have done some synthetic
tests. For a given input model, we construct the synthetic data by ray tracing earthquakes
through the input model to each station on the VEOX array. Two types of synthetic tests
have been done. In the first one, we fix the dip angle of the velocity anomaly to be 45◦,
and invert for the model using different earthquakes. Three different sets of teleseismic
earthquakes are used. Each set consists of earthquakes of the same distance (40◦, 60◦ or
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80◦) but different azimuths (0◦, 90◦, 180◦ and 270◦). In the second one, we vary the dip
angle of the velocity anomaly from 30◦ to 60◦ , and invert for the model using the same set
of earthquakes. The distances of earthquakes vary from 30◦ to 90◦ with an increment of
10◦, and for each distance, different azimuths (0◦, 90◦, 180◦ and 270◦) are covered.
The synthetic tests show that for a given dipping structure, the inversion with earth-
quakes of shorter distance has smaller bias in the dip angle (figure 3.14a–c). For the in-
version with earthquakes covering distances between 30◦ and 90◦, the bias in the dip angle
is smaller for more steeply dipping structure (figure 3.14d–f). The dip bias is introduced
by the anisotropic shape of the point-spread function that is caused by the limited range of
incidence angles.
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Figure 3.14. (a–c) Synthetic tests for a dipping structure of 45◦ using teleseismic earth-
quakes of different distances. (d–f) Synthetic tests for dipping structures of different
degrees using teleseismic earthquakes with distances from 30◦ to 90◦. Thickness of the
anomaly is about 50 km and the position is indicated by the red line.
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Part II: Physics of Small Repeating
Earthquakes
64
Chapter 4
Scaling of Small Repeating Earthquakes
Explained by Interaction of Seismic and
Aseismic Slip in a Rate and State Fault
Model
This chapter was originally published by Ting Chen and Nadia Lapusta (2009) in Journal
of Geophysical Research, 114, B01311, doi:10.1029/2008JB005749.
4.1 Introduction
Repeating earthquakes are seismic events that repeatedly occur in the same location with
similar seismic signals. Sequences of small repeating earthquakes have been found on a
number of faults (Ellsworth and Dietz, 1990; Vidale et al., 1994; Nadeau and Johnson,
1998; Bu¨rgmann et al., 2000; Igarashi et al., 2003; Peng and Ben-Zion, 2005; Chen et al.,
2007). Since their recurrence times range from a fraction of a year to several years and their
locations are known, small repeating earthquakes are an excellent observation target. This
has been exploited in a number of studies, such as the San Andreas Fault Observatory at
Depth (SAFOD) drilling project (Hickman et al., 2004) (figure 4.1). Repeating earthquakes
are used to study an increasingly richer array of problems, from fault creeping velocities
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and postseismic slip to earthquake interaction and stress drops (Ellsworth and Dietz, 1990;
Vidale et al., 1994; Marone et al., 1995; Nadeau and Johnson, 1998; Schaff et al., 1998;
Nadeau and McEvilly, 1999; Bu¨rgmann et al., 2000; Igarashi et al., 2003; Nadeau et al.,
2004; Schaff and Beroza, 2004;Matsubara et al., 2005; Peng and Ben-Zion, 2005; Allmann
and Shearer, 2007; Chen et al., 2007; Dreger et al., 2007). To assimilate and properly
interpret the wealth of data on small repeating earthquakes, it is important to construct a
realistic model of their occurrence.
One of the intriguing observations about small repeating earthquakes is the scaling of
their seismic momentM0 with the recurrence time T as
T ∝M0.170 . (4.1)
This scaling has been first pointed out by Nadeau and Johnson (1998) for repeating earth-
quakes along the Parkfield segment of the San Andreas fault, and it has since been con-
firmed in other tectonic environments (Chen et al., 2007). However, a simple conceptual
model of these events as circular ruptures, with stress drop ∆τ independent of the seismic
momentM0 and slip equal to VLT , where VL is the long-term slip velocity (also called slip
rate) accommodated by the fault segment, results in (Nadeau and Johnson, 1998; Beeler
et al., 2001)
T = ∆τ 2/3M
1/3
0 /(1.81µVL) ∝M1/30 , (4.2)
where µ is the shear modulus of the bulk. Note that this model assumes that all slip at the
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Figure 4.1. Schematics of the model. To simulate repeating earthquakes, such as (b) the
targets of the SAFOD drilling project on (a) the Parkfield segment (shown in blue) of the
San Andreas fault, we consider a segment of a vertical strike-slip fault embedded into an
elastic medium and governed by rate and state friction laws. (c) On the fault, a small, poten-
tially seismogenic, patch with steady-state velocity-weakening properties (shown in white)
is surrounded by a creeping, velocity-strengthening segment (shown in yellow). Outside of
the simulated fault segment, steady sliding is imposed with the long-term slip velocity VL.
The creeping (yellow) zone is chosen to be large enough so that the model behavior does
not depend on its size. (SAFOD schematics courtesy of Dr. Stephen Hickman.)
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location of repeating earthquakes is accumulated seismically. The observed and theoretical
scalings have different exponents as well as different absolute values of recurrence times.
If T is measured in second andM0 is measured in dyne centimeter (Nadeau and Johnson,
1998; Chen et al., 2007), the Parkfield observations are well approximated by T = 7 ×
104M0.170 , while the theoretical model gives T ≈ 2.4M1/30 for typical values ∆τ = 3
MPa, µ = 30 GPa, and VL = 23 mm/a (Nadeau and Johnson, 1998). Thus the observed
recurrence times are much larger than the theoretical ones for moment magnitudes typical
for small repeating earthquakes. Several explanations for the discrepancy in scaling and
recurrence times have been proposed (Nadeau and Johnson, 1998; Beeler et al., 2001;
Anooshehpoor, 2001; Sammis and Rice, 2001). In the work of Nadeau and Johnson (1998),
it was interpreted as an indication of the dependence of stress drop on seismic moment,
with higher stress drops for smaller events. However, to fit the observed recurrence times,
stress drops for the smallest repeating earthquakes would have to be as high as 2500 MPa
(Nadeau and Johnson, 1998). Not only is the physical basis for stress drops of such high
values unclear (Beeler et al., 2001), but also recent seismic estimates of stress drops for
repeating earthquakes in Parkfield (Imanishi et al., 2004; Allmann and Shearer, 2007) have
pointed to values of the order of 1 to 10 MPa, the typical range for earthquakes in general
(Abercrombie, 1995). The work of Sammis and Rice (2001) presented a model with the
observed scaling T ∝ M1/60 in which repeating earthquakes occur on small seismogenic
patches located at the boundary between much larger creeping and locked regions. The
small patches are assumed to be much weaker than the larger locked region, so that the
patches fail many times before the larger region is ready to rupture. The model achieves
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the correct scaling due to stress concentration at the boundary. The corresponding stress
drops are relatively small, 0.5 to 0.08 MPa for the larger locked regions with radii of 100
m to 2 km. Such small stress drops would correspond to much smaller slips than would
be necessary to accommodate the long-term slip of the fault segment, and it is postulated
that most of the slip at the location of repeating earthquakes would be accumulated when
the larger locked region fails. Hence the model of Sammis and Rice (2001) predicts that
there are larger locked regions within the creeping section of the San Andreas fault that
should fail in much larger earthquakes than the repeating events discussed here. However,
currently there is no evidence for such events. The potential importance of aseismic slip at
the location of repeating earthquakes was highlighted in the study by Beeler et al. (2001),
which used a spring-slider (one-degree-of-freedom) model governed by a constitutive law
that incorporated strain hardening in the interseismic period. In the model, part of the
accumulated slip was aseismic, due to strain-hardening behavior, and the resulting scaling
of the seismic moment with the recurrence time had a trend similar to the one observed.
However, Beeler et al. (2001) pointed out that there was no experimental evidence for the
strain-hardening law used in the model.
In this work, we demonstrate that the observed scaling is reproduced in a model of re-
peating earthquakes that treats them as frictional instabilities on a fault in an elastic medium
and incorporates laboratory-derived rate and state friction laws (Dieterich, 1979, 1981; Ru-
ina, 1983; Marone, 1998; Dieterich, 2007, and references therein). Rate and state friction
laws have been successfully used to model a number of fault-slip phenomena as discussed
in a recent review by Dieterich (2007). For the case of constant normal stress σ, a com-
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monly adopted form of the law is
τ = σ[f0 + a ln(V/V0) + b ln(V0θ/L)], (4.3)
dθ/dt = 1− V θ/L, (4.4)
where V is slip velocity, θ is a state variable, L is the characteristic slip for state-variable
evolution, V0 and f0 are the reference slip velocity and friction coefficient respectively,
and a and b are rate and state parameters. We use a regularized version of the law at
V = 0 (Lapusta et al., 2000). The “aging” formulation (4.4) for the state-variable evolution
incorporates strengthening (or healing) of the fault in stationary contact, a feature needed
to explain laboratory observations (Beeler et al., 1994). Recent experiments (Bayart et al.,
2006) suggested that the “slip” formulation (Dieterich, 1979, 1981; Ruina, 1983) may be
a better description of the friction response for the range of slip velocities studied in the
experiments. Perhaps a combined law, of the type proposed by Kato and Tullis (2001),
would be the most appropriate one to use. Different state evolution laws cause differences
in the process of earthquake nucleation (Ampuero and Rubin, 2008) and hence it would
be important to examine the behavior of our model with other state-evolution laws. We
discuss this issue further in section 4.6.
The parameter combination a−b > 0 corresponds to steady-state velocity-strengthening
properties while b − a > 0 corresponds to steady-state velocity weakening. In the follow-
ing, we refer to fault regions as being velocity strengthening or velocity weakening with
the implicit understanding that the characterization applies to the steady-state behavior.
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Velocity-strengthening fault zones tend to respond to slow loading with stable, aseismic
slip, while velocity-weakening zones of sufficiently large sizes can produce inertially con-
trolled seismic events (Rice and Ruina, 1983; Dieterich, 1992; Rubin and Ampuero, 2005).
Sufficiently small regions on velocity-weakening faults can also slip aseismically, leading
to aseismic nucleation processes. For 0.5 < a/b < 1, the range of parameters that in-
cludes the representative laboratory values of a and b used in this work, the half-size of the
slipping region capable of producing seismic slip under slow loading can be estimated as
(Rubin and Ampuero, 2005)
h∗RA = µˆbL/(piσ(b− a)2), (4.5)
with µˆ = µ for antiplane sliding and µˆ = µ/(1 − ν) for inplane sliding, where ν is the
Poisson’s ratio. The 3D nucleation estimates obtained from the same considerations as the
2D estimates of Rubin and Ampuero (2005) would be larger by a factor of pi2/4 [A. Rubin,
personal communication].
4.2 Model for Repeating Earthquakes
We consider a planar fault embedded in an elastic medium and numerically simulate the
behavior of a finite fault region around the location of a repeating earthquake (figure 4.1).
The elastodynamic properties of the medium are as follows: shear modulus µ = 30 GPa,
Poisson’s ratio ν = 0.25, the shear wave speed cs = 3 km/s, and the P-wave speed cp = 5.2
km/s. On the fault, a potentially seismogenic, circular patch of radius r is surrounded
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by a much larger creeping zone. The difference in behavior between the patch and the
surrounding area is achieved by assigning velocity-weakening properties, b− a > 0, to the
patch and velocity-strengthening properties, a − b > 0, to the surrounding fault zone. In
all simulations, the size of the velocity-strengthening zone is kept at least four times larger
than the patch radius. Outside the velocity-strengthening zone, steady sliding with the long-
term slip velocity VL is imposed, to model steady creep (i.e., slow slip) of the surrounding
fault area. We solve for spontaneous slip history in this model using the 3D simulation
methodology of Lapusta and Liu (2009), which fully resolves all aspects of seismic and
aseismic behavior of the fault, including long aseismic periods of slip with velocities of the
order of millimeters per year, accelerating and decelerating aseismic slip in the interseismic
period, all inertial effects during simulated earthquakes with slip velocities of the order of
one meter per second, and postseismic slip. The model of repeating earthquakes as shear
ruptures on seismogenic patches embedded into a larger creeping fault region has been
shown to be consistent with the observed postseismic response of repeating aftershocks on
the San Andreas Fault (Schaff et al., 1998). Kato (2004) used a similar (but quasi-dynamic)
model to study interactions between two sequences of repeating earthquakes.
In all our simulations, we use effective normal stress σ = 50 MPa and the reference
friction coefficient f0 = 0.6 at V0 = 1 µm/s. In simulations presented in section 4.3
and part of section 4.4, we adopt the following values of rate and state parameters rep-
resentative of laboratory results: L = 160 µm, a = 0.015, and b − a = 0.004 for the
velocity-weakening patch, and a = 0.019 and a− b = 0.004 for the surrounding velocity-
strengthening zone. To investigate how the behavior varies with friction parameters, we
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have explored a range of values for the rate and state parameters a and b (section 4.4), mak-
ing the velocity-weakening parameter (b− a) on the patch two times larger and two times
smaller and studying a different value of a. In each case, the properties of the velocity-
strengthening zone are assigned by switching the values of a and b. Two values of long-
term slip rate are used: VL = 23mm/a (based on Nadeau and Johnson, 1998) and VL = 4.5
mm/a. The fault is discretized into rectangular cells that are ∼10-20 times smaller than
h∗RR = µˆpiL/[4σ(b − a)] (Rice and Ruina, 1983). Such discretization is adequate for both
nucleation processes and the cohesive zone at the rupture tip as discussed in Lapusta and
Liu (2009). (The quasi-static value of the cohesive zone is related to h∗RR through the factor
of (b − a)/b.) The results of several conceptually important simulations were confirmed
with finer resolutions.
4.3 Model Response for Different Patch Sizes
As predicted by studies of stability of frictional sliding (section 4.1), most of the velocity-
strengthening part of the fault accumulates slip through stable sliding with the imposed
long-term slip rate VL. The behavior of the velocity-weakening patch depends on its
radius, consistent with the findings of stability studies that a sufficiently large velocity-
weakening region is required for unstable slip. For sufficiently small values of r, the
velocity-weakening patch accumulates slip through perturbed but aseismic sliding, with
slip velocities that never deviate too much from the long-term slip velocity VL. Velocity-
weakening patches of larger sizes produce repeating earthquakes. This is illustrated in
figure 4.2, which shows the history of maximum slip velocity on the fault for four values of
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the patch radius r. For all values of r and for most of the simulated time, the maximum slip
velocity is close to the imposed long-term velocity of VL = 23 mm/a (which translates into
a value slightly smaller than 10−9 m/s), due to stable sliding of the velocity-strengthening
zone away from the velocity-weakening patch. The presence of the patch results in peri-
odic increases of maximum slip velocity. We take 1 cm/s as the value separating seismic
and aseismic slip rates. For the properties used in this section (L = 160 µm, a = 0.015,
b − a = 0.004, σ = 50 MPa), the radius of the smallest patch that results in seismic slip
in our simulations is r = 83 m. Values of r smaller than 83 m result in aseismic slip ve-
locity at all times, although the maximum slip velocity during accelerations of the patch
increases as r approaches the critical size (figures 4.2a and 4.2b). Values of r larger than
83 m result in periodic excursions of slip velocity to values larger than 1 cm/s, indicating
repeating earthquakes (figures 4.2c and 4.2d). The seismogenic patches can create addi-
tional complexity in slip patterns. For example, r = 150 m results in transient increases
of slip velocity before repeating earthquakes (figure 4.2d), as discussed further in section
4.3.2. The estimate (4.5) gives h∗RA = 36 m for antiplane sliding and h
∗
RA = 48 m for
inplane sliding, which is consistent, in view of the 3D factor pi2/4, with the critical patch
radius r = 83 m of our simulations. Note that the model with r = 94 m has a maximum
slip velocity of 0.07 m/s while the model with r = 100 m has a maximum slip velocity of
0.17 m/s. Hence changing the threshold separating aseismic and seismic slip velocities to
0.1 m/s would result in the critical patch size between 94 and 100 m.
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Figure 4.2. Maximum slip velocity over the fault as a function of simulated time, plotted for
different radii of the velocity-weakening patch: (a) r = 40m, (b) r = 60m, (c) r = 124m,
(d) r = 150 m. Smaller values of r result in aseismic behavior of the patch, with slip
velocities never approaching seismic values (panels a and b), while larger values of r result
in sequences of repeating earthquakes (panels c and d). This behavior is consistent with
stability properties of rate and state faults.
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4.3.1 Response of Patches That are Just Large Enough to Produce
Seismic Events
One seismic cycle from a simulation with r = 124 m is illustrated in figure 4.3. This patch
size is only slightly larger than the critical patch size of 83 m. At some point in time during
the interseismic period, most of the velocity-weakening patch is locked; figure 4.3a shows
the distribution of slip velocity over a part of the fault close to the velocity-weakening patch
at the time of 0.08 years after a seismic event (which occurs at the simulated time of 2.28
years). As the simulated time progresses, the locked area shrinks due to penetration of
stable slip from the velocity-strengthening zone surrounding the patch (figure 4.3b). This
is consistent with the stability properties of velocity-weakening regions in which slip over
small zones can be stable. Eventually, slip accelerates (figure 4.3c) and fast (seismic) slip
occurs (figure 4.3d) at the simulated time of 2.73 years. The interseismic period in this case
is 0.45 years. Postseismic slip continues on the patch for a while (figures 4.3e and 4.3f),
eventually affecting the velocity-strengthening zone surrounding the patch (figure 4.3g).
Finally, the patch becomes locked again (figure 4.3h), and the earthquake cycle repeats. It
is important to point out that, for this value of r, the extent of seismic slip, shown in red
in figure 4.3, is a small fraction of the velocity-weakening patch. This means that sizes of
repeating earthquakes inferred based on seismic data may be smaller than the underlying
velocity-weakening patches that cause them.
In this model, a significant part of slip at the location of the velocity-weakening patch
is accumulated aseismically. Continuing with the example of r = 124 m, let us consider
the history of maximum slip velocity and moment accumulation on the patch (figure 4.4).
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Figure 4.3. Snapshots of slip velocity distribution for one earthquake cycle and r = 124m.
Slip velocity is color coded on the logarithmic scale. The seismic range of slip velocities is
indicated by red colors, and slip velocities close to the long-term slip velocity are indicated
by green. The location of the patch is outlined by a white circle. The simulated fault region
is 800 m × 800 m; only a part of it is shown in each snapshot. Much of slip on the patch is
accumulated aseismically (orange, yellow, and green colors). Note that, in this simulation,
the extent of seismic slip is smaller than the size of the patch. The simulations fully account
for both slow aseismic slip and inertial effects during seismic events.
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On the scale of years, the history of maximum slip velocity on the fault (figure 4.4a) points
to the occurrence of repeating earthquakes, as already discussed. The cumulative moment
release on the velocity-weakening patch (figure 4.4d) has the corresponding step-like na-
ture, with most moment released near the time of the seismic events. However, even on
this scale of years, we already see that a significant fraction of moment, about one third,
is released during aseismic periods, when the maximum slip velocity is within an order of
magnitude from the long-term slip velocity VL = 23 mm/a. This is due to penetration of
slip from the creeping region into the locked patch, as shown in figure 4.3b. On the scale of
tens of thousands of seconds or several hours (figures 4.4b and 4.4e), the seismic event is
still too short to see in detail, but it is clear, from comparison of panels 4.4b and 4.4e, that
the moment released with seismic slip velocities is much smaller than the moment released
during postseismic slip with slip velocities of the order of 10−6 m/s. The histories of the
maximum slip velocity and moment released during the seismic event itself are shown in
figures 4.4c and 4.4f. The moment magnitude of the seismic event is Mw = 0.9. In this
simulation, the ratio of seismic and total moments on the patch is less than 0.01, indicating
that more than 99% of slip on the patch is accumulated aseismically. Note that we find such
a small contribution of seismic moment only for patch sizes that are just large enough to
produce seismic slip. That makes intuitive sense, since slightly smaller patches would be
completely aseismic.
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Figure 4.4. (a-c) Maximum slip velocity over the fault as a function of simulated time,
plotted on different temporal scales, for r = 124 m. (d-f) Cumulative moment release on
the velocity-weakening patch for the same time intervals. We see that seismic moment,
defined as moment released with the maximum slip velocity larger than 1 cm/s, is only a
small fraction of the total moment released on the patch, and there is significant pre- and
postseismic slip.
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4.3.2 Response of Larger Patches
As shown in section 4.3.1, the velocity-weakening patches that are just large enough to
be seismogenic produce seismic slip only over a part of the patch and result in very small
ratios of seismic to total slip on the patch, less than 0.01. For larger patches, seismic slip
extends to the entire area of the patch. The change in the behavior occurs rather sharply
at about r = 130 m. As an illustration, consider one seismic cycle from a simulation with
r = 150 m shown in figure 4.5. At some point in time during the interseismic period, most
of the velocity-weakening patch is locked (figure 4.5a), similarly to the case of r = 124 m.
Figure 4.5a corresponds to the time of 0.07 years after a seismic event (which occurs at the
simulated time of 5.18 years). As the simulated time progresses, the locked area shrinks
due to penetration of stable slip from the velocity-strengthening zone surrounding the patch,
until the entire patch slides aseismically (figure 4.5b). The middle of the patch experiences
accelerated slip, with slip velocity that briefly reaches the seismic slip threshold of 0.01 m/s
at a small portion of the patch (figure 4.5c), before slip velocities decrease (figure 4.5d) and
most of the patch becomes locked again (figure 4.5e). The creep-in of the slow slip repeats,
causing another acceleration of slip in the middle of the patch (figures 4.5f-h), which finally
results in a patch-spanning seismic event (figure 4.5i and 4.5j) at the time of 6.81 years.
The interseismic period in this case is 1.63 years. The event is followed by postseismic slip
(figure 4.5k). In this case, the moment magnitude of seismic events is Mw = 2.9 and the
ratio of seismic to total moment on the patch is about 0.3.
Hence we find that, for r = 150m, the entire patch is involved in seismic slip eventually.
In that regard, the behavior is similar to that of even larger patches, as discussed in the
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Figure 4.5. Snapshots of slip velocity distribution for one earthquake cycle and r = 150
m. Colors and markings have the same meaning as in figure 4.3. The simulated fault
region is 1200 m × 1200 m; only a part of it is shown in each snapshot. As in the case
of r = 124 m (figure 4.3), there is significant aseismic slip over the entire patch and
seismic slip eventually initiates from the middle of the patch. However, unlike in the case
of r = 124 m, seismic slip extends over the entire patch.
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following. However, there are also similarities with the case of r = 124 m. First, the entire
patch experiences aseismic slip before a dynamic event. Second, the behavior of slip is still
nearly axisymmetric, modulated only by the difference between the antiplane (Mode III)
and inplane (Mode II) sliding directions. In part, seismic slip still originates in the middle
of the patch and expands towards the boundaries.
For larger patches, the middle part of the patch remains locked when a dynamic event
starts. Figure 4.6 shows one seismic cycle from a simulation with r = 350 m. As the
simulated time progresses, the locked area shrinks due to penetration of stable slip from
the velocity-strengthening zone surrounding the patch (figures 4.6a and 4.6b), as in the
previous cases. However, slip acceleration starts close to the boundary of the patch (figures
4.6c and 4.6d) and seismic slip initiates when a significant part of the patch is still locked
(figure 4.6e). The seismic event then propagates unidirectionally through the patch (figures
4.6e-4.6h). This is different from the cases of smaller patches in figures 4.3 and 4.5, where
seismic slip initiates from the middle of the patch. Postseismic slip follows the dynamic
event, both on and off the patch (figures 4.6i-4.6k). In this case, the moment magnitude of
seismic events isMw = 3.7, the interseismic time is 2.17 years, and the ratio of seismic to
total moment on the patch is about 0.8. The behavior of the velocity-weakening patch qual-
itatively resembles that of the fault model in Lapusta and Liu (2009), where much larger
fault dimensions and characteristic slips L are used to simulate large strike-slip earthquakes
(large values of L were used in Lapusta and Liu (2009) for numerical tractability). Note
that the half size of the actively slipping zone when seismic slip velocities are reached is
about 130 m in the inplane (Mode II) direction and about 90 m in the antiplane (Mode III)
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direction (figure 4.6e), with the latter value being very close to the critical patch radius of
83 m.
The patterns of seismic and aseismic slip can exhibit additional complexity. The be-
havior shown in figures 4.5b-4.5d corresponds to the increase of maximum slip velocity in
figure 4.2d between larger repeating earthquakes. Such increases in the interseismic period
occur for some patch radii, as in our example with r = 150 m, but not others, and these
transients are often completely aseismic. When they do develop slip velocities that we treat
as seismic, their seismic moment is orders of magnitude smaller than that of the larger re-
peating events that occur in the same simulations. In such cases, we use the larger events
to infer the seismic moment and recurrence interval. Note that even if we counted the oc-
casional much smaller events as part of the repeating earthquake sequence and included
them in the computation of the repeat time and average seismic moment for each repeating
sequence, the resulting values would still be consistent, within the scatter, with the scaling
discussed in the next section. Another type of complex response arises for patches that are
large enough to retain a locked region before the dynamic event, such as our example with
r = 350 m. After the aseismic slip penetrates into the patch, an aseismic transient prop-
agates along the creeping rim of the patch. Figure 4.6b actually shows such a transient in
action, with its two fronts (appearing in light-yellow color) propagating to the top on both
sides of the locked patch. Such transients are discussed in more detail in Lapusta and Liu
(2009).
Note that most (more than 90%) of the seismic slip (and seismic moment) in our sim-
ulations is confined to the velocity-weakening patch. For example, for r = 350 m, which
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Figure 4.6. Snapshots of slip velocity distribution for one earthquake cycle and r = 350m.
Colors and markings have the same meaning as in figures 4.3 and 4.5. The simulated fault
region is 2000 m × 2000 m; only a part of it is shown in each snapshot. Aseismic slip on
the patch before the event is restricted to the annulus close to the edges of the patch. The
middle part of the patch is locked when the seismic event begins. The seismic slip initiates
at one end of the patch and propagates unidirectionally.
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is the largest patch size we have simulated, 95% of seismic slip occurs on the patch. This
is because we assume a sharp transition between the velocity-weakening patch and the
velocity-strengthening surroundings, as would be appropriate for an inclusion of a velocity-
weakening material in an otherwise velocity-strengthening fault, and the dynamic rupture
arrests right after exiting the velocity-weakening patch. Other scenarios could be envi-
sioned, such as a gradual change in rate and state properties, which might lead to more
seismic slip outside the patch.
4.4 Simulated Scaling of SeismicMoment with Recurrence
Time
To produce repeating earthquakes of different sizes, and hence to determine the scaling
of seismic moment with the recurrence time in this model, we change the radius r of the
velocity-weakening patch, keeping all other model parameters the same. The resulting
scaling is plotted in figure 4.7a, for r between 88 and 350 m. The lines corresponding to the
observed scaling (4.1) and the theoretical scaling (4.2) are shown for comparison. For the
long-term slip velocity VL = 23 mm/a (Nadeau and Johnson, 1998), the model reproduces
the right scaling exponent; the best fit (green line in figure 4.7a) to the simulated results
(blue dots in figure 4.7a) gives T ∝M0.190 , very close to the observed T ∝M0.170 . However,
this value of VL results in smaller recurrence times than the observed ones. For VL = 4.5
mm/a (figure 4.7a, red dots), our model reproduces both the scaling and the absolute values
of the observed recurrence times. The value VL = 4.5 mm/a is within the range of 4 to
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Figure 4.7. Scaling of seismic momentM0 with recurrence time T for different patch radii
r. (a) Simulation results for long-term slip velocities VL of 23 mm/a and 4.5 mm/a are
shown as blue and red dots, respectively. For each VL, earthquakes of different sizes are
obtained by varying the radius of the velocity-weakening patch; all other model parameters
are the same. The line fit to observations (4.1) of Nadeau and Johnson (1998) and the scal-
ing in the simple theoretical model (4.2) are indicated by the magenta and light blue lines,
respectively. The best fit to simulations with VL = 23 mm/a is shown by the green dashed
line. For both values of VL, the observed scaling exponent is reproduced; the simulations
with VL = 4.5 mm/a also fit the absolute values of the recurrence times. (b) Simulation
results for VL = 23 mm/a, L = 160 µm, and several different combinations of rate and
state parameters a and b all produce the same scaling, with events of all magnitudes be-
tween Mw = 0.3 and Mw = 3.7. VL = 23 mm/a was used for computational efficiency.
Simulations for different values of L also reproduce the observed scaling exponent.
35 mm/a suggested for the portion of the San Andreas fault with repeating earthquakes
(Harris and Segall, 1987).
The main difference between our simulations and the theoretical model leading to scal-
ing (4.2) is the significant aseismic slip that occurs in our model on the velocity-weakening
patch, as discussed in section 4.3 for several examples. The ratio of seismic moment M0
to the total momentMtotal released on the patch during one earthquake cycle, as a function
of the total momentMtotal, is shown in figure 4.8 for VL = 23 mm/a. The ratio varies from
0.001 for the case with the smallest simulated events (r = 88 m) to 0.8 for the case with
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Figure 4.8. Ratio of seismic momentM0 and total momentMtotal released on the patch for
one earthquake cycle as a function of total momentMtotal, for the simulations of figure 4.7
with VL = 23 mm/a. For all simulated cases, a significant portion of the total moment on
the patch is released aseismically, from 0.999 to 0.2.
the largest simulated events (r = 350 m). Hence, even for the largest events in figures 4.7a
and figure 4.8, a significant part, about 20%, of moment is released aseismically. Note that
the results separate into two clusters (figures 4.7a, 4.8). The cluster with smaller seismic
moments corresponds to simulations in which repeating earthquakes occupy only a portion
of the patch size, occurring close to its center, as described in section 4.3.1. The cluster
with larger seismic moments corresponds to simulations in which the repeating earthquakes
occupy the entire patch, as described in section 4.3.2.
For a fixed set of friction properties, simulations with larger seismic moment, and hence
with larger patches, generally correspond to larger proportions of seismic slip, with some
scatter (figure 4.8). However, when friction properties vary from patch to patch, the cor-
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respondence between larger patches and larger ratio of seismic to total slip, in general,
no longer holds even approximately. This is because the ratio of seismic to total moment
at least in part depends on the relative size of the patch with respect to the critical patch
size, and the critical patch size would, in general, be different for different sets of friction
parameters. Hence a given patch can result in different ratios of seismic to total moment,
depending on its friction properties.
The simulations reported so far have been done for a particular selection of rate and
state parameters that are representative of laboratory results: L = 160 µm, a = 0.015 and
b − a = 0.004 for the velocity-weakening patch, and a = 0.019 and a − b = 0.004 for
the surrounding velocity-strengthening zone. To investigate how the behavior varies with
friction parameters, we have explored a range of values for the rate and state parameters
a and b, making the velocity-weakening parameter (b − a) on the patch two times larger
and two times smaller and studying a different value of a. Sets of a and (b − a) on the
velocity-weakening patch are: 0.015 and 0.004, 0.015 and 0.002, 0.015 and 0.008, 0.01
and 0.004, 0.01 and 0.002. In each case, the properties of the velocity-strengthening zone
are assigned by switching the values of a and b. Remarkably, all of these simulations
produce the same scaling of recurrence time with seismic moment, as shown in figure 4.7b,
resulting in events of all sizes between moment magnitudes from 0.3 to 3.7 for the patch
sizes we simulated. (Larger events can be obtained using larger patches.) Note that the
long-term slip velocity of 23 mm/a was used for this exploration, because computations
with that velocity require less computational resources; simulations with 4.5 mm/a should
produce exactly the same qualitative result but with longer recurrence times, matching the
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simulated results with observations as in figure 4.7a.
For different values of the characteristic slip L, our model continues to reproduce the
scaling exponent but the absolute values of seismic moment and recurrence time change as
indicated in figure 4.7b. Note that a larger value of L results not only in larger recurrence
times but also in larger velocity-weakening patches being able to slip aseismically, causing
larger critical patch sizes and larger moments for the smallest earthquakes that can occur in
the model. If L is increased from 160 to 1600 µm, a value outside the range of L observed
in the laboratory, the smallest seismic event that arises in the model has the moment mag-
nitude 2.8, which is larger than the smallest repeating earthquakes observed in Parkfield.
Hence increasing L in the model is not a productive way of increasing recurrence times.
The study of a range of rate and state parameters confirms the conclusion that the long-
term slip velocity has to be smaller than 23 mm/a for the model, in its current form, to fit
the absolute values of the recurrence times. However, it is possible that the model can be
modified to match the recurrence times even for VL = 23 mm/a as discussed in section 4.6.
4.5 Simulated Source Parameters
The source dimensions of simulated repeating earthquakes of moment magnitudes 0.3 to
3.7 are in tens to hundreds of meters. We can find the (static) stress drop in the model by
computing the difference in shear stresses before and after an event. For the simulation
with r = 124 m (section 4.3.1, figure 4.3), the shear stress distribution before and after a
dynamic event, and the resulting static stress drop, over a crosssection centered on the patch
are shown in figure 4.9. The stress drop is highly variable over the source region, with the
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Figure 4.9. (a) Stress distribution along a crosssection of the model illustrated in the inset
of (b), before (dashed line) and after (solid line) an event, for r = 124 m. (b) Static stress
drop along the crosssection.
negative stress drop, i.e., stress increase, outside the area of seismic slip. The heteroge-
neous stress drop distribution is qualitatively consistent with a recent seismic study for a
Mw 2.1 repeating sequence in Parkfield (Dreger et al., 2007). For this and all other repeat-
ing earthquakes we simulated, the average stress drop over the area of positive stress drop is
between 1 and 10 MPa (figure 4.10). The values of stress drops and seismic source dimen-
sions in our model are within the range of typical seismic estimates for small earthquakes
(Abercrombie, 1995), as shown in figure 4.11. The source parameters in our model are also
consistent with inversions for the repeating earthquakes at Parkfield (Imanishi et al., 2004;
Allmann and Shearer, 2007).
4.6 Conclusions
We find that representative rate and state friction parameters combined with a mechani-
cally realistic earthquake model reproduce well-documented properties of small repeating
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Figure 4.11. Values of seismic moment and source dimensions, calculated from our sim-
ulations with L = 160 µm, plotted on top of seismic estimates for small and medium
earthquakes (Abercrombie, 1995). The source parameters in our simulations are consistent
with the seismic observations.
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earthquakes for reasonable values of the long-term slip velocity. The model incorporates
all stages of slip development on faults and all inertial effects during seismic events. For
the range of parameters studied, the simulations have produced repeating earthquakes with
moment magnitudes from 0.3 to 3.7, and all of them follow the scaling (4.1) of the seismic
moment with the recurrence time observed for small repeating earthquakes at Parkfield.
At the same time, the simulated repeating earthquakes have source parameters that are
similar to the ones inferred for repeating earthquakes at Parkfield and typical for small
earthquakes in general. We find significant aseismic slip on the patch that also produces
repeating earthquakes, ranging from more than 99% of total slip for the smallest repeating
earthquakes that arise in our model (with moment magnitude 0.3) to 20% of total slip for
the largest repeating earthquakes that we have simulated (moment magnitude 3.7). From
stability properties of rate-and-state faults, it is clear that the smallest velocity-weakening
patches capable of producing seismic slip would also have significant aseismic slip, since
even smaller patches would be completely aseismic. That consideration, in fact, motivated
the present study, which shows that significant aseismic slip persists over several earth-
quake magnitudes.
The success of the model in matching the observed scaling of repeating earthquakes
while producing reasonable source parameters is, in fact, due to the occurrence of signif-
icant aseismic slip at the location of seismic events. Hence any factors that can affect the
proportion of aseismic and seismic slip in the model need to be explored, such as state-
variable evolution laws other than the aging formulation adopted in this study or additional
weakening of frictional resistance during earthquakes due to shear heating. Note that the
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presence of the surrounding velocity-strengthening region is an important factor in induc-
ing aseismic slip on the patch, since the slow slip from that region continuously penetrates
into the patch due to stress concentrations at the boundary between slipping and locked
areas. If that factor is a dominant one in inducing aseismic slip on the patch, then our
model should produce qualitatively similar results with other rate and state formulations,
especially if they retain properties of the “aging” law at near-plate slip velocities that gov-
ern the penetration of slow slip into the patch. Another important aspect to explore is
the patch geometry. The streaklike nature of earthquake locations on creeping faults in-
dicates that velocity-weakening fault materials may be present in stripes (W. Ellsworth,
personal communication). Hence a model that obtains earthquakes of different magnitudes
by considering rectangular patches of a fixed width and increasing aspect ratio would be an
interesting alternative to the increasing circular patches considered in this work.
To match the absolute values of the observed recurrence times, our model requires a
lower long-term slip rate, 4.5 mm/a, than the rate of 23 mm/a preferred in previous studies.
The value VL = 4.5 mm/a is within the range of 4 to 35 mm/a suggested for the portion
of the San Andreas fault with repeating earthquakes (Harris and Segall, 1987). Since
repeating earthquakes occur in the transition region next to the partially locked segment
that produces occasional Mw 6.0 Parkfield earthquakes, it is indeed possible that the local
slip rate there is lower than the overall long-term rate of the creeping segment. Our model
supports such lower slip rate. The discrepancy in the accumulated slip may be accounted
for by penetration of seismic slip or afterslip. Another factor that would promote smaller
creeping rates is additional shielding due to more local locked asperities that are larger than
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the observed repeating earthquakes, as proposed by Sammis and Rice (2001). Hence it is
important to understand how our model would combine with the ideas of Sammis and Rice
(2001). At the same time, it is possible that modifications in the considered friction law (a
significantly different parameter regime, inclusion of inelastic dilatancy or strong dynamic
weakening) might preserve the simulated scaling but lengthen the recurrence time, allowing
our model to match the absolute values of the observed recurrence times with higher values
of long-term slip rate closer to 23 mm/a.
The study underscores the importance of properly accounting for interaction of seismic
and aseismic slip in earthquake models. Recent observations suggest that similar interac-
tion occurs on larger spatial scales, with aseismic slip transients and seismic tremor dis-
covered on several seismogenic faults (Kao et al., 2005; Shelly et al., 2006; Schwartz and
Rokosky, 2007). Models conceptually similar to the one presented in this work but with
more complex distributions of velocity-weakening and velocity-strengthening regions may
be able to explain a wide range of seismic and aseismic slip patterns observed.
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Chapter 5
On Behavior of Small Repeating
Earthquakes in Rate and State Fault
Models
5.1 Introduction
Repeating earthquakes occur in the same location, and presumably rupture the same patch
of the fault in a similar way, to produce nearly identical seismic signals. The short recur-
rence times and known locations of small repeating earthquakes enable abundant and de-
tailed seismic observations (e.g., Vidale et al., 1994; Nadeau and Johnson, 1998; Igarashi
et al., 2003), and thus provide an excellent opportunity to study the earthquake source
and fault properties. Studies of repeating earthquakes have been used to investigate an in-
creasingly richer array of problems, including fault creeping velocities, postseismic slip,
earthquake interaction, and stress drops (Vidale et al., 1994; Nadeau and Johnson, 1998;
Schaff et al., 1998; Peng et al., 2005; Chen et al., 2007; Dreger et al., 2007; Chen et al.,
2010).
One of the most interesting observations about small repeating earthquakes is the scal-
ing between the recurrence time T and seismic moment M0 as T ∝ M0.170 (Nadeau and
95
Johnson, 1998; Chen et al., 2007). This observed scaling is different from that of a sim-
ple conceptual model with circular ruptures, constant stress drop, and seismic slip equal to
plate velocity times recurrence time, which would result in a relationship of T ∝ M1/30 .
Various explanations for this discrepancy have been proposed: the magnitude dependence
of stress drops (Nadeau and Johnson, 1998), location of small repeating earthquakes at the
boundary between much larger creeping and locked regions (Sammis and Rice, 2001), and
partial aseismic slip due to strain hardening friction (Beeler et al., 2001).
In chapter 4, we conducted fully dynamic simulations of small repeating earthquakes in
a model with a small circular patch governed by rate-and-state velocity-weakening friction
surrounded by a much larger velocity-strengthening region. The model results in repeating
earthquakes with typical stress drops and sizes comparable with observations, and repro-
duces the observed scaling between seismic moment and the recurrence time. We attribute
the simulated scaling to the fact that the seismic to aseismic slip ratio increases with the
seismic moment.
The model in chapter 4 has also been used to study the postseismic response of small
repeating earthquakes to a nearby large event (Chen et al., 2010). By varying the load-
ing velocity to simulate the postseismic creep effect, the model successfully explains the
observed temporal variation in seismic moment and recurrence time of small repeating
earthquakes near Parkfield after the 2004 M6 Parkfield earthquake.
Why the model in chapter 4 is able to match the observed scaling between the recur-
rence time and seismic moment and what elements in their model are most important merit
further study. Here we investigate the behavior of small repeating earthquakes on a rate and
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state fault under different scenarios, explore the importance of different model ingredients,
and propose a theoretical model to understand the simulated results in terms of the scaling
between the recurrence time and seismic moment.
5.2 Model for Small Repeating Earthquakes
Our model for small repeating earthquakes is based on the one in chapter 4 (figure 5.1).
We simulate earthquakes on a fault governed by laboratory-derived rate and state friction
laws (Dieterich, 1979, 1981; Ruina, 1983; Marone, 1998; Dieterich, 2007, and references
therein). Rate and state friction laws have been successfully applied to modeling of various
fault slip phenomena (Dieterich, 2007, and references therein). For constant in time normal
stress σ, shear resistance τ obeying rate and state friction laws is written as:
τ = σ[f0 + a ln(V/V0) + b ln(V0θ/L)], (5.1)
τss = σ[f0 + (a− b) ln(V/V0)], (5.2)
where V is slip velocity, θ is a state variable, L is the characteristic slip distance, a and b are
rate-and-state parameters, V0 and f0 are the reference slip velocity and friction coefficient
respectively, and τss is steady-state shear resistance. Different forms of the state evolution
equation have been proposed based on laboratory experiments (e.g., Ruina, 1983; Kato and
Tullis, 2001; Dieterich, 2007). Which formulation best represents laboratory experiments
is a question of active studies (Bayart et al., 2006). Here we investigate models with the
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following forms:
dθ/dt = 1− V θ/L (the aging form), (5.3)
dθ/dt = −V θ/L ln(V θ/L) (the slip form), (5.4)
dθ/dt = exp(−V/Vc)− V θ/L ln(V θ/L) (the composite form), (5.5)
and
dθ/dt =

1− V θ/L, when V θ/L < 1,
−V θ/L ln(V θ/L), when V θ/L ≥ 1 (the combined form).
(5.6)
The form (5.6) was proposed by Rubin (personal communication).
We refer to the fault regions with a−b > 0 as being velocity strengthening, and a−b < 0
as being velocity weakening. Velocity-strengthening fault regions tend to stably slip (creep)
under loading, and velocity-weakening fault regions are able to produce seismic events
when they are larger than the nucleation zone size 2h∗ (Rice and Ruina, 1983; Dieterich,
1992; Rice, 1993; Rubin and Ampuero, 2005). Estimates for the nucleation half-length h∗
with different dependence on b and (b − a) have been proposed. We denote them as h∗b ,
h∗b−a and h
∗
RA in reference to quantities introduced by Dieterich (1992), Rice (1993) and
Rubin and Ampuero (2005) respectively:
h∗b =
µˆL
σb
, (5.7)
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Figure 5.1. Schematics of the models. To simulate repeating earthquakes, such as (a) the
target events of SAFOD drilling project (image courtesy of U. S. Geological Survey), we
consider a small segment of the fault embedded into an elastic medium and governed by
rate and state friction laws. On the fault, a velocity-weakening, potentially seismogenic,
patch is surrounded by a creeping, velocity-strengthening zone. 3D models with a (b)
circular patch, (c) rectangular patch, and (d) a 2D antiplane model are studied.
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h∗b−a =
µˆL
piσ(b− a) , (5.8)
h∗RA =
µˆLb
piσ(b− a)2 , (5.9)
where µˆ = µ for antiplane sliding and µˆ = µ/(1− ν) for inplane sliding with ν being the
Poisson’s ratio. The 3D analog of h∗RA, which is larger than that in equation (5.9) for 2D
antiplane case by a factor of pi2/4 (Allen Rubin, personal communication), is in agreement
with numerical simulations with the aging form of state-variable evolutions (chapter 4).
In our model, a planar fault is embedded in an elastic medium with the following prop-
erties: shear modulus µ = 30GPa, Poisson’s ratio ν = 0.25, shear wave speed cs = 3 km/s.
On the fault, a potentially seismogenic patch is surrounded by a larger creeping zone.
The patch has velocity-weakening properties, a − b < 0, and the surrounding region has
velocity-strengthening properties, a − b > 0. The similar model setup has also been used
in other studies (e.g., Kato, 2012). The values of a and b of the velocity-strengthening
region is set to be equal to the values of b and a of the velocity-weakening region, respec-
tively; thus we only mention the values of a and b in the velocity-weakening region in the
following. Long-term slip velocity VL is imposed outside the velocity-strengthening zone
to model steady creep of the surrounding fault area. The spontaneous slip history of the
fault is solved using the methodology of Lapusta and Liu (2009), which can fully resolve
all aspects of seismic and aseismic behavior. In our simulations, we use the following
values from chapter 4: effective normal stress σ = 50 MPa, reference friction coefficient
f0 = 0.6, reference slip velocity V0 = 1 µm/s, characteristic slip L = 160 µm, and loading
velocity VL = 23 mm/a (Nadeau and Johnson, 1998). We define seismic slip as the slip
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accumulated with slip velocities larger than 0.1 m/s.
5.3 Response ofModels with Different State Evolution Laws
In chapter 4, we used the aging form in the simulations of small repeating earthquakes.
Here we study the effect of other state evolution forms (equations (5.4)-(5.6)) on the be-
havior of small repeating earthquakes.
Let us first consider the response of models with the slip form. We set a = 0.015
and b = 0.023, and obtain different magnitudes of repeating earthquakes by varying the
velocity-weakening patch radius r. We choose (b − a) of 0.008, which is larger than the
typical value of 0.004 as used in chapter 4, because the nucleation half-length is smaller
for larger (b − a) and thus it is easier to study a larger range of r/h∗. In chapter 4, the
simulated range of r/h∗ is about 1 to 4 for a = 0.015, b − a = 0.004. Here we extend the
range of r/h∗ to about 1 to 11. The simulated earthquakes show a similar exponent of the
scaling between the recurrence time and seismic moment to that with the aging form (figure
5.2). The absolute value of the simulated recurrence time is lower than the observations. As
shown in chapter 4, we can match the absolute values of the observed recurrence time while
maintaining the scaling exponent by using VL = 4.5mm/a instead of VL = 23mm/a. Here,
we use 23 mm/a for numerical convenience (faster loading results in shorter interseismic
time).
We also study different sets of parameters a and b. In general, the simulated overall
scaling of recurrence time and seismic moment with different parameters a, b is similar
to the simulated scaling with the aging form, which is flatter than the theoretical scaling
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Figure 5.2. Simulated scaling of the recurrence time T with seismic moment M0 for the
slip form with different patch radii (b = 0.023, b− a = 0.008). The simulated scaling with
the slip form in this study (dots) is similar to that with the aging form (green dashed line,
from chapter 4). The simulated scaling exponent is similar to the observations (magenta
line, from Nadeau and Johnson (1998)), and different from the prediction of a simple
theoretical model with constant stress drop and no aseismic slip (blue line). The results for
VL = 23 mm/a are plotted; as shown in chapter 4, our simulations can match observations
for VL = 4.5 mm/a.
T ∝ M1/30 (figure 5.3b). The individual scalings for different sets of parameters a and
b, however, seem to show some difference. In particular, simulation results with smaller
(b− a) of 0.002 and 0.004, especially with (b− a) of 0.002, show steeper scaling than the
observed one. This is likely due to the fact that for (b − a) of 0.002 and 0.004, only rela-
tively small patch sizes relative to the nucleation length are studied due to computational
limitation. The simulated range of r/h∗ for (b−a) of 0.002, 0.004, 0.008, and 0.02 is about
1 to 3, 1 to 6, 1 to 11, and 1 to 17, respectively. As discussed in section 5.8, the scaling
between the recurrence time and seismic moment is predicted (theoretically) to be steeper
for relatively small ratios of the patch size to nucleation size. Note that, for the same (b−a),
the simulated recurrence time and seismic moment are almost the same. The absolute level
of recurrence time increases with larger (b− a). For the sets of parameters a, b we studied,
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the absolute levels of recurrence time for simulations with the slip form (figure 5.3b) show
larger variations than that with the aging form (figure 5.3a).
We have also studied the combined form (figure 5.3c) and composite form (figure 5.3d).
The simulated overall scaling for both the combined form and composite form are similar to
that with the aging and slip form. The scaling for smaller (b−a) is steeper than the observed
one due to limited simulated range of r/h∗. The magnitudes of the simulated smallest
events for different values of a and b with the combined form are about the same as those
with the slip form, while the simulated events with the composite form are generally smaller
than that with the slip form. This is because the nucleation length for the composite form is
generally smaller than that for the slip form or combined form as discussed in section 5.7,
and thus the patch sizes needed to produce seismic events are generally smaller, resulting
in smaller seismic moments.
Note that for the aging form (figure 5.3a), the resulting T and M0 cluster around a
single line. For the other forms (figure 5.3b-d), the simulations for individual a and b
combinations displace with respect to each other. For the slip, combined and composite
forms, the simulated levels of T vs. M0 seem to depend only on (b− a).
Simulations with the aging form produce earthquakes that rupture only a small central
portion of the velocity-weakening patch when the patch size is comparable to the nucle-
ation size and (b−a) is relatively small (0.002 and 0.004) (chapter 4). This type of event has
been proposed to explain the increased seismic moment with decreased recurrence time ob-
served for postseismic response of small repeating earthquakes to 2004 M6 Parkfiled earth-
quake (Chen et al., 2010). Simulations with the slip form, combined form, or composite
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Figure 5.3. Simulated scaling of the recurrence time with seismic moment for different
state evolution forms: (a) aging form (mostly adapted from chapter 4, except for the sim-
ulations with a = 0.015, b = 0.035), (b) slip form, (c) combined form, and (d) composite
form. Different colors represent simulations with different a and b. The overall scaling
exponents with the four different state evolution forms are all similar to the observations.
Some individual scalings with certain a and b, for example, b−a = 0.002 and b−a = 0.004
for the slip form, combined form, and composite form, seem to have larger exponents. This
is because for these a and b, only relatively small patch sizes are studied due to computa-
tional limitations. Please see the text for more discussion. The lines have the same meaning
as in figure 5.2.
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form, however, do not commonly produce events of this kind; the simulated patch behav-
ior sharply switches from being totally aseismic to rupturing the whole velocity-weakening
patch. Yet it is possible that events that rupture only a part of the patch can be obtained with
the slip, combined, and composite forms, if the model includes heterogeneous patches or
patches with a constitutive response that incorporates a stabilizing factor such as dilatancy
(e.g., Segall and Rice, 1995).
5.4 Circular vs. Rectangular Patch
In chapter 4, the potentially seismogenic velocity-weakening region is assumed to be circu-
lar. Here we consider the effect of a rectangular geometry, using the other parameters from
the model in chapter 4: the aging form of state evolution equation, a = 0.015 and b = 0.019
for the velocity-weakening region, and a = 0.019, b = 0.015 for the velocity-strengthening
region. The resulting 3D estimate of the half nucleation size h∗RA is about 90 m. In the rest
of the section, we use h∗ to denote the 3D estimate of h∗RA for simplicity. The rectangular
velocity-weakening region has dimensions of 2rII and 2rIII in the mode II and mode III
directions, respectively (figure 5.1c). We study cases with different patch half-widths rIII
of 40, 50, 60, 70, 80, 100, and 130 m, corresponding to rIII/h∗ of 0.4, 0.6, 0.7 0.8, 0.9, 1.1
and 1.4, respectively. For each rIII, we obtain different sizes of earthquakes by changing
rII.
The simulated scaling between the recurrence time and seismic moment with the rect-
angular patch (figure 5.4a) is similar to the results with a circular patch. We observe four
types of slip patterns (figure 5.4b, 5.5-5.7): periodic aseismic; seismic pattern I in which
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seismic events rupture only a part of the velocity-weakening patch and result in small mag-
nitudes (figure 5.5); seismic pattern II in which seismic events rupture the whole velocity-
weakening patch and have much larger magnitudes (figure 5.6); and noncharacteristic in
which different slip patterns occur in one sequence, and not in a repeating way (figure 5.7).
As expected, events are more seismic when the patch size is larger. Seismic events of pat-
tern I have also been observed with a circular patch (chapter 4). Note that if both rII and
rIII are large enough compared with the nucleation half-length, seismic ruptures tend to
start at one side of the patch while the center of the patch is still locked (figure 5.6b). If
rIII is a little smaller than the nucleation half-length, even though rII is much larger than
the nucleation half-length, aseismic slip creeps all the way into the center of the patch, and
seismic ruptures start from the center (figure 5.6a). The noncharacteristic pattern could be
nonperiodic seismic or nonperiodic aseismic depending on the patch dimensions.
Our studies show that the width and length of a velocity-weakening patch do compen-
sate each other to some extent in terms of nucleation. The required size of rII to produce
seismic event is smaller for larger rIII. However, this is only valid for a certain range
of rIII/h∗. For rIII small compared with the nucleation length (rIII/h∗ / 0.4), no seis-
mic events are observed. Seismic events that rupture the whole velocity-weakening patch
are only obtained for rIII close to or larger than the nucleation length (rIII/h∗ ' 0.9).
Noncharacteristic slip patterns are observed when rIII/h∗ is smaller than 1 and rII/h∗ is
large enough. We also expect nonrepeating patterns when both rIII/h∗ and rII/h∗ are large
enough. This is because when one or both of the dimensions of the velocity-weakening
patch get large compared with the nucleation length, more freedom exists for nucleation
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Figure 5.4. (a) Scaling of the recurrence time with seismic moment for simulations with
a rectangular velocity-weakening patch. The aging form is used (a = 0.015, b = 0.019).
h∗ stands for the 3D analog of h∗RA. Different colors represent simulations with different
half widths rIII of the patch. For the same half width of the patch, the half length of the
patch (rII) is varied to produce different sizes of events. The resulting overall scaling is
similar to that with a circular patch. The lines have the same meaning as in figure 5.2. (b)
Different slip patterns for different sizes of the rectangular patch. Note that the rectangular
patch with rIII/h∗ smaller than 1 is still able to produce seismic events for a certain range
of rII/h∗.
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Figure 5.5. Example of an event of seismic pattern I with a rectangular patch (rIII/h∗ = 0.9,
rII/h
∗ = 2.2). Panels show snapshots of slip velocity distribution for one cycle, with the
time between each snapshot indicated on top of the panels. The seismic slip (shown as red)
only ruptures part of the velocity-weakening patch. The patch is indicated by a white box.
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0.9, rII/h∗ = 4.4. (b) rIII/h∗ = 1.1, rII/h∗ = 4.4. Snapshots of slip velocity distribution
for one cycle with the time between each snapshot are shown. The seismic event ruptures
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Figure 5.7. Example of noncharacteristic event sequences with a rectangular patch
(rIII/h∗ = 0.7, rII/h∗ = 3.3): (a) a seismic event; (b) aseismic-slip event symmetric
with respect to the center of the patch; (c) aseismic-slip event that starts at one end.
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processes, resulting in different slip patterns in one sequence.
Based on the simulations we have done, we expect that the results would stay qualita-
tively similar if the values of rII and rIII were switched. For example, since rII/h∗ ≈ 5 and
rIII/h
∗ ≈ 0.7 results in noncharacteristic events, we expect rII/h∗ ≈ 0.7 and rIII/h∗ ≈ 5
to do the same. So all our conclusions should hold with rII and rIII reversed.
5.5 Quasi-Dynamic vs. Fully Dynamic Simulations
Quasi-dynamic approach has been widely used in earthquake simulation studies (e.g., Hori
et al., 2004; Kato, 2004). Compared with the fully dynamic approach, quasi-dynamic ap-
proach ignores wave-mediated stress transfers, with computations becoming much simpli-
fied and less expensive. Here we compare fully dynamic simulations with quasi-dynamic
simulations, with the same model as in chapter 4.
Results with quasi-dynamic simulations and fully dynamic simulations show similar
scaling between the recurrence time and seismic moment (figure 5.8). However, differ-
ences do exist in terms of the recurrence time, seismic moment, effective rupture size, and
maximum slip rate on the fault (figure 5.9). The 3D analog of the nucleation half-length
h∗RA in these simulations is about 90 m. The patch radii r of 106 and 124 m produce seis-
mic pattern I slip that ruptures only a part of the patch, and r of 150, 200, and 300 m
produce seismic pattern II slip that ruptures the whole velocity-weakening patch. The ra-
tio of the maximum slip rate on the fault in fully dynamic and quasi-dynamic simulations
increases with patch radius, and can be as high as 6 for r = 300 m. The effective rup-
ture size, defined as the radius of the seismically ruptured area, is larger for fully dynamic
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Figure 5.8. Recurrence time vs. seismic moment for quasi-dynamic and fully dynamic
simulations (aging form with a = 0.015, b = 0.019). The two approaches show similar
scalings. The lines have the same meaning as in figure 5.2.
simulations, especially for seismic pattern I events. Larger slip rates and effective rupture
sizes for fully dynamic simulations result in larger seismic moments and longer recurrence
times than those of quasi-dynamic simulations for seismic pattern II events. For seismic
pattern I events, the seismic moment of fully dynamic simulations is also higher than that
of quasi-dynamic simulations, but the recurrence times are about the same, because seismic
slip only contributes a very small part of the total slip in these cases.
Note that the rupture pattern for the two simulation approaches can be quite different.
In the example shown in figure 5.10, fully dynamic simulations produce creep events (with
slip velocity that does not reach the seismic limit of 0.1 m/s) between large seismic event,
while quasi-dynamic simulations do not show such creep events.
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5.6 2D vs. 3D Simulations
2D simulations require much less computation than 3D simulations. So it is important
to see if we can obtain the same scaling in 2D simulations as in 3D ones. We study an
antiplane (mode III) 2D case. The velocity-weakening patch turns into an infinite strip
with width 2r (figure 5.1d). The aging form of the state evolution equation is adopted, with
the same parameters as in the 3D simulations of chapter 4.
Since the fault area is infinite in 2D, the computation of seismic moment is not straight-
forward. We use two approaches. One is computing the seismic moment per unit length
of the fault. The other one is interpreting 2D simulation results in terms of a 3D problem
as in Lapusta and Rice (2003). The first approach results in a different scaling between
the recurrence time and seismic moment from that of observation (figure 5.11a). If we use
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Figure 5.10. The maximum slip velocity on the fault as a function of time for (a) fully
dynamic and (b) quasi-dynamic simulations. This example is for the aging form with
a = 0.015, b = 0.019, and r = 150 m. Quasi-dynamic simulations result in lower maxi-
mum slip velocity than fully dynamic simulations. The slip patterns can also be different
for these two simulation approaches. In this example, the fully dynamic simulation has
creep events between seismic events, but these creep events do not occur in the quasi-
dynamic simulation. As a result, the recurrence time of seismic events in the fully dynamic
simulation is almost twice larger.
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Figure 5.11. Simulations with a 2D antiplane model (with the aging form). (a) If seismic
moment is computed per unit length of the fault in 2D, the scaling is quite different from
that with the 3D model and from the observed one. (b) When the results of 2D simulations
are interpreted in terms of a 3D problem, the scaling is similar to that of the 3D model. The
lines have the same meaning as in figure 5.2.
the second approach, the scaling becomes similar to the one in the 3D simulation results
(figure 5.11b).
Note that, unlike simulations with the 3D model, simulations with the 2D model do
not produce seismic pattern I events that rupture only a part of the velocity-weakening
patch, even though both 2D and 3D simulations use the aging form. This means that fault
geometry affects the rupture pattern.
5.7 Simulated Nucleation Processes
In this work, we have conducted simulations in both 2D and 3D models, and studied dif-
ferent forms of the state evolution law. Here we compare nucleation properties obtained in
different simulations. Only fully dynamic simulations with a circular patch are considered.
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One of the important characteristics of the earthquake initiation is the nucleation size,
i.e., the size of the zone slipping on the fault right before the seismic (wave-emitting)
event. In our simulations, continuous slip in the velocity-strengthening region creates stress
concentration inside the velocity-weakening patch, inducing aseismic slip there (e.g., figure
5.5-5.7). This band of aseismic slip initiates at the boundaries of the patch and widens with
time, spreading over the entire patch for sufficiently small patch radii r. As shown in
chapter 4, small enough patches remain completely aseismic. For each combination of
model parameters, there is a critical patch size that starts producing seismic events (defined
as slip with slip rate of 0.1 m/s or larger). It is natural to regard this critical patch size,
which we denote by rnuc, as a measure of the nucleation half-size (the entire size being
the diameter of the patch 2rnuc). In the following, we show that rnuc is indeed relevant for
describing the nucleation behavior of larger patches. The values of rnuc in simulations with
different forms of the state evolution law and different values of a and b are shown in figure
5.12. For the range of a and b studied, rnuc for 2D simulations are smaller than those for 3D
simulations with the same state evolution law. As expected based on prior studies (Rubin
and Ampuero, 2005; Ampuero and Rubin, 2008), the aging form results in the largest values
of rnuc, followed by the slip and combined forms with similar rnuc, and the composite form,
which results in the smallest rnuc among all 3D simulations. The values of rnuc is generally
smaller for larger values of (b− a).
If rnuc is indeed representative of the nucleation half-size in models with larger patches,
then we would anticipate that, for patch radii 1 ≤ r/rnuc / 2, the aseismic slip on the patch
penetrates all the way to the center of the patch before seismic events nucleate, while for
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Figure 5.12. The smallest patch radius rnuc that produces seismic events in the simulations
with different sets of parameters a, b, and with different state evolution laws. Since the sim-
ulations are done with finite increments of patch radius, rnuc is within the range indicated
by the error bar, of which the lower end shows the largest simulated r that does not produce
seismic events, and the upper end shows the smallest simulated r that does produce seismic
events. Note that rnuc is about the same for simulations with the slip form and combined
form.
r/rnuc ' 2, the aseismic slip only penetrates a radial distance of 2rnuc, at which point a seis-
mic event nucleates within this aseismically slipping band. This is exactly what we observe
in our 3D simulations. Figure 5.13 illustrates two representative cases, with r/rnuc = 1.2
(left column) and r/rnuc = 11 (right column). In the case of r/rnuc = 1.2 < 2, aseismic
creep penetrates all the way into the center of the patch, and nucleation processes start from
the center of the patch. For simulations with the aging form and 1 ≤ r/rnuc / 2, seismic
ruptures usually also start from the center of the patch. For simulations with the slip form
and 1 ≤ r/rnuc / 2, the nucleation zone keeps shrinking to one side and seismic ruptures
usually start from the border of the patch (figure 5.13, left column). When r/rnuc = 11 > 2,
aseismic creep only penetrates a certain radial distance into the patch, which is comparable
to 2rnuc, and earthquakes nucleate in this penetrated region (figure 5.13, right column). Let
us denote this creep-penetrated radial distance by rcreep. Figure 5.14 gives the values of
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rcreep/2rnuc for different patch sizes and a representative set of parameters a and b, for both
3D and 2D simulations with slip and aging forms of state evolution. As figure 5.14 shows,
rcreep is indeed approximately constant for different patch sizes and approximately equal
to 2rnuc for 3D simulations. Note that the ratio rcreep/2rnuc is a little larger for simula-
tions with the slip form than for those with the aging form. Interestingly, 2D simulations
have larger rcreep/2rnuc, by about a factor of two, than 3D simulations with the same state
evolution law.
For relatively small patch sizes, aseismic slip creeps all the way into the center of the
patch, and hence the seismic slip d0 at the center of the patch is only a portion of the total
slip VLT . The ratio between the seismic slip and total slip at the center of the patch is
observed to increase with the patch size in our simulations, all the way to 1, as expected
(figure 5.15a). When the patch size is large enough, aseismic slip only creeps into the patch
for a distance of rcreep, thus the seismic slip at the center of the patch is the same as the
total slip. The transition of the ratio d0/VLT to 1 occurs when the patch radius is about
equal to rcreep, or 2rnuc for 3D simulations. The dependence of d0/VLT on the patch radius
is similar for 2D and 3D simulations with the aging and slip forms, with slight difference
in the transition point, which is related to the difference in rcreep. The ratio between the
seismic moment M0 and total moment on the patch µAVLT , where A is the patch area,
increases rapidly for patch radius smaller than rcreep, and more gradually for larger patch
radius (figure 5.15b). A fraction of the total moment is released through aseismic slip
even for relatively large patches, due to the aseismic slip in the creep-in zone around the
patch boundary. Since M0 for seismic events is calculated as the seismic moment on the
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Figure 5.13. Representative nucleation processes for two r/rnuc regimes: r/rnuc = 1.2 < 2
(left column) and r/rnuc = 11 > 2 (right column). The slip form of the state variable
evolution is used. (a-b) Slip velocity distribution over part of the fault, when the maximum
slip velocity reaches the seismic limit of 0.1 m/s. (c-f) The nucleation and rupture processes
in terms of the evolution of slip velocity along the x- (c-d) and z- (e-f) axes are plotted every
several time steps (note that the time steps are variable). The time progression in the slip
velocity profiles is illustrated through varied colors, with black, blue, red, green, magenta,
and cyan showing progressively later times.
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Figure 5.14. The ratio between the creep-in distance rcreep and the smallest patch dimension
2rnuc that produces seismic events. rcreep is about the same as 2rnuc for the simulated range
of patch radii r in 3D simulations with the aging or slip form, as expected. The ratio
rcreep/2rnuc is larger for simulations with the slip form than those with the aging form. 2D
simulations generally have larger rcreep/2rnuc than 3D simulations.
entire fault (the patch and the surrounding area), and seismic ruptures can penetrate into the
velocity-strengthening area outside the patch, the ratio M0/µAVLT may be slightly larger
than 1 for simulations with the larger patch radii. The dependence of the ratio d0/VLT or
M0/µAVLT on the patch size does not seem to have a systematic dependence on parameters
a, b we use in this study, so figure 5.15 shows the results for one representative set of
parameters a and b.
Now that we have established that rnuc is a relevant measure for estimating the extent
of aseismic creep-in for larger patches, let us investigate which theoretical estimates match
the simulated values of rnuc. As introduced in section 5.2, three different estimations (5.7-
5.9) of nucleation half-size have been proposed. Figure 5.16 shows the comparison between
rnuc and the proposed estimations of the nucleation half-length, for 2D simulations with the
aging and slip form. The results for the simulations with the aging form are clearly better
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Figure 5.15. (a) The ratio between the seismic slip d0 at the center of the patch and the total
slip VLT in one earthquake cycle, plotted vs. the patch radius. (b) The ratio between the
seismic momentM0 and the total moment µAVLT of one earthquake cycle on the patch vs.
the patch radius.
matched by h∗RA. The results for the simulations with the slip form are better matched by
h∗b−a in terms of the dependence on parameters a and b; the values of rnuc are about 2 times
larger than h∗b−a. The fit of rnuc by the estimations of the nucleation half-length for all the
simulations is summarized in table 5.7. For the sets of parameters a and b used in this
study, rnuc for the simulations with the aging form are best fitted by h∗RA, and rnuc for the
simulations with the slip, combined, and composite forms are best fitted by h∗b−a. The fit
of rnuc by the corresponding best estimation of the nucleation half-length is better for 2D
simulations than 3D simulations with the same state evolution laws. Note that the values in
table 1 do not depend on the constant prefactors of the nucleation size estimates.
5.8 Theoretical Model for Scaling
As shown in section 5.7, the simulated earthquakes can be divided into two regimes based
on the ratio between the patch radius r and the nucleation half-length rnuc. The numerically
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Figure 5.16. The ratio between the simulated nucleation half-size rnuc and theoretical es-
timates of the nucleation half-size h∗ for different sets of parameters a, b. Three different
estimations of h∗ are used, as discussed in the text. The dotted line illustrates how the
perfect fit would look. (a) The simulated values of rnuc for a 2D antiplane model with the
aging form are better fitted by h∗RA. (b) The simulated values of rnuc for a 2D antiplane
model with the slip form are better fitted by h∗b−a, with the difference by a factor of about
2.
Table 5.1. Standard deviation of normalized rnuc/h∗ for different estimations of nucleation
half-length h∗ and simulations with different state evolution forms 1
std[
rnuc/h
∗
RA
mean(rnuc/h∗RA)
] std[
rnuc/h
∗
b−a
mean(rnuc/h∗b−a)
] std[
rnuc/h
∗
b
mean(rnuc/h∗b)
]
2D aging 0.05 0.42 0.85
2D slip 0.55 0.09 0.67
3D aging 0.22 0.31 0.74
3D slip 0.46 0.21 0.79
3D combined 0.25 0.17 0.60
3D composite 0.30 0.17 0.62
1The smallest standard deviation for each model (a combination of 2D/3D and a state evolution form) is
highlighted in bold.
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determined nucleation half-length rnuc can be approximated by the estimates discussed in
section 5.2, and these estimates are denoted by h∗ here for simplicity. In 3D simulations
with a circular patch, for 1 / r/h∗ / 2, aseismic slip penetrates all the way into the
center of the patch, and the earthquake nucleation starts from the center of the patch. For
r/h∗ ' 2, aseismic slip penetrates into the patch for the radial distance of only about 2h∗,
and the earthquake nucleates in this penetrated annular region.
First, let us consider the regime of 1 / r/h∗ / 2. The stress levels before and after
the earthquake can be approximated as the steady-state stresses with slip velocities equal
to loading velocity VL (∼ 10−9 m/s) and dynamic slip velocity Vdyn (∼ 1 m/s) respectively
(figure 5.17a, c):
∆τ = τi − τf ≈ σ[f0 + (a− b) ln(VL/V0)]− σ[f0 + (a− b) ln(Vdyn/V0)]
= σ(b− a) ln(Vdyn/VL) ≈ (9 ln 10)(b− a)σ. (5.10)
The seismic slip on the patch has the elliptical shape expected from a circular crack model
with a constant stress drop (figure 5.17b, d) (Eshelby, 1957; Keilis-Borok, 1959):
d(ρ) =
24∆τ
7piµ
√
r2 − ρ2, (5.11)
where ρ is the distance from the center of the patch. Depending on the stress drop on the
patch and the frictional properties of the surrounding velocity-strengthening region, the
seismic event can rupture an area larger than the velocity-weakening patch, and result in
slip larger than that shown in equation (5.11). For the frictional parameters used in this
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Figure 5.17. Example of stress drop and seismic slip for events with 1 / r/h∗ / 2 (with
the slip form, a = 0.015, b = 0.023, r/h∗ ≈ 1.2): (a, b) maps of stress drop and seismic
slip over the fault, (c, d) cross section along the x direction and through the center of the
patch. Estimated stress levels before (τi) and after (τf ) the earthquake from equation (5.10)
are indicated as asterisks. Stress drop is approximately constant in this case, and the seismic
slip has a shape similar to the elliptical function from equation (5.11) (dashed line in (d)).
paper, these effects are relatively small, thus we ignore them for simplicity. Based on the
above considerations, we could estimate the seismic moment as (Brune, 1970):
M0 =
16
7
∆τr3. (5.12)
If the center of the patch slips only seismically, we would expect that T = d(0)/VL. Based
on equation (5.11), this implies T ∝ r ∝ M1/30 . However, as shown in figure 5.15, the
seismic slip is only part of the total slip on the center of the patch for r/h∗ / 2, and the
ratio of seismic to total slip increases with r/h∗. Hence we expect a scaling between T and
M0 with an exponent smaller than 1/3, as the simulation results show.
For the case with r/h∗ ' 2, the recurrence time is determined by the nucleation time,
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which in turn is determined by the time for the creep to penetrate the distance of 2h∗ into
the patch. The stressing rate at the location of 2h∗ inside the patch due to steady creep
outside the patch can be expressed by (Das and Kostrov, 1986):
τ˙ = C
µVL√
r2 − (r − 2h∗)2 , (5.13)
where C is a model-dependent constant. By the time the earthquake starts, the stress on the
annulus of 2h∗ has reached ∆τ (figure 5.18a,c), thus we can estimate the recurrence time
as
T =
∆τ
CµVL
√
r2 − (r − 2h∗)2. (5.14)
Our model differs from the model ofDas and Kostrov (1986) in that the creep front changes,
so we expect that the stressing rate is higher and the expression (5.13) needs to be adjusted.
An exact solution is not straightforward to obtain, since the speed of the creeping front is
unknown and potentially variable. We approximately account for the difference by adjust-
ing the constant C in Das and Kostrov (1986). The constant C is determined by relating
equation (5.14) to equation (5.11). For r = 2h∗, we expect that all slip at the center of the
patch is seismic, and the recurrence times calculated based on equation (5.14) and equation
(5.11) are the same. Thus we have
T =
24∆τ
7piµVL
√
r2 − (r − 2h∗)2 = 48∆τ
7piµVL
√
rh∗ − h∗2. (5.15)
The seismic slip on the annulus of thickness 2h∗ has an elliptical shape, and the seismic
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Figure 5.18. Similar to figure 5.17, but for events with r/h∗ ' 2 (r/h∗ ≈ 11). Stress
drop is smaller in the center of the patch, and the seismic slip can be approximated with a
truncated elliptical function.
slip on the central circular patch area is approximately constant and nearly equal to VLT
because almost all the slip on the central area is accumulated seismically (figure 5.18b, d).
Thus we could estimate the seismic moment as:
M0 =
µpiVLT
3
(2r2 + (r − 2h∗)2) = 16∆τ
7
√
rh∗ − h∗2(3r2 − 4rh∗ + 4h∗2). (5.16)
The expected scaling of T vs. M0 based on equations (5.15) and (5.16) is shown in
figure 5.19. The scaling is steeper for smaller r/(2h∗). For r/(2h∗) 1,
T =
48∆τ
7piµVL
√
rh∗ ∝ r1/2, (5.17)
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Figure 5.19. Estimated seismic moment and recurrence time for 3D simulations with the
(a) aging form and (b) slip form based on equations (5.10), (5.15), and (5.16). For each set
of a and b, patch radius r is varied so that r/h∗ ranges from 2 to 20. h∗ = (pi2/4)h∗RA for
the aging form and h∗ = 5h∗b−a for the slip form based on the simulations. The estimated
scaling is similar to simulated scaling (green dashed line). Note that the absolute level of
T depends on b for the aging form and (b − a) for the slip form. The lines have the same
meaning as in figure 5.2.
and
M0 =
48∆τ
7
r5/2
√
h∗ ∝ r5/2. (5.18)
Hence we have
T = (
48
7
)4/5
∆τ 4/5h∗2/5
piµVL
M
1/5
0 ∝M0.20 , (5.19)
close to the observations of T ∝ M0.170 . The steeper scaling for smaller r/(2h∗) explains
why some simulated results seem to deviate from the observed scaling if only a limited
range of r/h∗ is studied (figure 5.3).
Since h∗ has different dependence on a and b for the aging form and slip form (section
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5.7), we expect different dependence of T and M0 on a and b. Here we consider the limit
of r/(2h∗) 1. For the aging form, h∗ = (pi2/4)h∗RA, and we have
T = 15
(σLb)2/5
VLµ3/5
M
1/5
0 , (5.20)
For the slip form, h∗ = 5h∗b−a, and we have
T = 20
[σL(b− a)]2/5
VLµ3/5
M
1/5
0 , (5.21)
Since the values of a and b used in our simulations have larger variations in (b−a) than in b,
we expect the simulated T with the slip form to show larger spread than that with the aging
form, as figure 5.19 shows. This difference is observed in the simulated results (figure 5.3).
The theoretically predicted dependence of T on L is validated by the simulation results
from chapter 4.
5.9 Parameter combinations that allow to match the ob-
served ranges of T andM0
For model parameters used in this study, the exponent of the simulated scaling between
T and M0 is similar to the observation. However, the simulated absolute value of T for
a given M0 is about 5 times smaller than the observation (figure 5.3). One way to match
the observed absolute values of T is to decrease VL from 23 mm/a to 4.5 mm/a as done in
chapter 4. Based on equation (5.19), other solutions may also exist, and here we explore
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the possibilities.
Note that, as we vary parameters in equation (5.19) to match the values of T , the mag-
nitude of the smallest seismic event that can be produced in this model, which we denote
Ms, may also change. For simulations that do not produce seismic events that rupture only
a part of the patch (seismic pattern I), the seismic moment of the smallest event can be
expressed as:
Ms =
16
7
∆τh∗3. (5.22)
For standard logarithmic rate and state formulations considered in this study, equation
(5.22) can be written as:
Ms = 23
(µLb)3
σ2(b− a)5 (the aging form) (5.23)
or
Ms = 191
(µL)3
σ2(b− a)2 (the slip form). (5.24)
Because events as small as magnitude 0 to 1 are observed (Nadeau and Johnson, 1998),Ms
should not be above that level as model parameters are adjusted to match T . For example,
increasing only L to match T would not be an acceptable solution, since Ms is rapidly
increasing with L.
Based on the developed theoretical model for scaling (equations 5.20–5.21) and the
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smallest moment expression (equations 5.23–5.24), one way to match observations is to
decrease µ to about 2 GPa. Such low shear modulus, however, is not clearly supported
by observations. Hence, in the following, we set µ = 30 GPa and consider the combined
variations of other parameters for models with the slip form of the state variable evolution;
models with the aging form can be analyzed similarly.
First, let us consider the combinations of parameters L and σ(b − a) that would allow
the model to match observations for VL = 23 mm/a. As shown in figure 5.20, the values
of σ(b− a) that match the observations are larger than 8 MPa. If (b− a) ≈ 0.01, an upper
bound of the values observed in the lab, this requires σ ' 800MPa, which is only realistic
if large local variations in compressive stress exist, e.g., due to fault non-planarity (Sagy
et al., 2007; Dunham et al., 2011), and repeating earthquakes occur on highly compressed
patches. If σ = 100 MPa, then (b − a) ' 0.08, about an order of magnitude larger than
what is observed in the lab, and perhaps suggestive of enhanced dynamic weakening as
discussed later.
Now, let us fix several values of σ(b−a) and consider how much smaller than 23 mm/a
VL needs to be for the standard logarithmic rate- and state-model to reproduce the observed
level of T . If σ(b−a) = 0.2MPa, a typical value in this study and chapter 4, then VL needs
to be as small as 2 mm/a (figure 5.21). Note that this is for the slip form; simulations with
the aging form reproduce observations for a higher value of VL = 4.5 mm/a. If σ(b− a) =
2 MPa, on the high side of potential rate-and-state values, then VL can be up to about
9 mm/a (figure 5.22), potentially reasonable for the transitional region between creeping
and locked segments where most of the repeating earthquakes are observed at Parkfield. So
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Figure 5.20. The recurrence time level and seismic moment based on theoretical prediction
(equations 5.21, 5.24), with µ = 30 GPa and VL = 23 mm/a, to explore the ranges of
σ(b − a) and L that may match the observations. (a) The absolute level of T , plotted as
H = T/M
1/5
0 , normalized by the value that matches the observation (Hobs ). Contour of
H = Hobs is indicated by the dashed line, with parallel solid lines indicating H = 2Hobs
and H = 0.5Hobs. (b) The smallest events that can be produced in our model (Ms in
magnitude). Contours ofM = −4 andM = 1 are plotted.
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with the standard logarithmic rate and state friction laws and typically considered σ(b−a),
VL needs to be much smaller than 23 mm/a to match observations.
Based on equations (5.19) and (5.22), another possibility is to increase the stress drop,
∆τ , about 7 times while keeping h∗ the same. This could be achieved by incorporat-
ing enhanced dynamic weakening, which lowers τf in equation (5.10) significantly. High
stress drops (average stress drop over the areas of positive slip of 10–20 MPa and local
stress drops as high as 60–90 MPa) have been inferred from seismic observations for small
repeating earthquakes at Parkfield (Dreger et al., 2007). Hence a model with enhanced dy-
namic weakening at seismic slip rates should simultaneously match both the exponent and
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Figure 5.22. Similar to figure 5.21, but with σ(b− a) = 2MPa.
absolute level of the observed scaling between T andM0, as well as the observed relatively
high stress drops, with the creeping rate close to 23 mm/a.
5.10 Discussion
In this work, we have proposed a theoretical model for the scaling between the recurrence
time and seismic moment. It is interesting to look at what implications this model may
have. In our proposed theoretical model, the stress drop is approximately constant for
1 / r/h∗ / 2. For r/h∗ ' 2, the nucleation happens as soon as the annulus of 2h∗ reaches
the stress level of ∆τ . One consequence is that for the larger patch sizes, the center of
the patch is less stressed, and thus the average stress drop over the patch decreases. The
behavior of stress drops in these two regimes is consistent with the findings of Kato (2012),
who considers a slightly different problem. Note that our theoretical consideration predicts
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that the average stress drop would be small for large r/h∗, the model is not valid for too
large r/h∗. This is because for large enough r/h∗, the stress state closer to the middle of
the patch becomes too low for the rupture to propagate, smaller events at the boundary of
the patch start to occur, and the periodicity of the produced seismic events sequence goes
away. This implies that the observed repeating sequences have the values of r/h∗ within
a certain range. For example, in our simulations with the slip form and b − a = 0.02,
we have r/h∗ from 1 to 17. The corresponding seismic moments span a range of about
two magnitudes, while the average stress drops only differ for a factor smaller than 2.
Such small variations would not be easy to determine seismologically, especially given the
likely variation in friction properties of the earthquake-producing patches and hence the
corresponding scatter in stress drop values. Note that since h∗ depends on parameters such
as a, b, L, and σ, larger r/h∗ does not necessarily mean larger r and larger magnitude of
events. We expect scattering of stress drops with magnitudes due to the variations of a, b,
L, or σ.
We note that in our theoretical consideration, for r/(2h∗) 1, the average seismic slip
d on the patch can be expressed as:
d ∝ VLT ∝ (µi − µf )
√
σLr
µ
, (5.25)
where µi and µf are the effective friction coefficients before and after the earthquake, i.e.,
µi = τi/σ, µf = τf/σ. The square root dependence of d on σLr/µ agrees with the
study that considers the balance between the fracture energy and energy release rate in a
similar model (Kato, 2012). The consideration in Kato (2012) leads to slightly different
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dependence of d on the frictional coefficients, with
d ∝√µp − µf
√
σLr
µ
, (5.26)
where µp is the peak (yield) friction coefficient. To differentiate between these two models,
we have conducted two simulations with the same parameters except that one has enhanced
dynamic weakening and hence lower µf . We use the thermal pore pressurization mecha-
nism to achieve enhanced dynamic weakening while keeping the slip weakening distance
about the same, following Noda and Lapusta (2010). We find that, compared with the re-
sults with the standard logarithmic rate and state formulations, for the case with enhanced
dynamic weakening, the effective (µi − µf ) is about 3 times larger, √µp − µf is about 1.3
times larger, and the average seismic slip is about 3 times larger. Thus the model based on
the nucleation time consideration (equation 5.25) quantitatively explains the results better
than the model based on the balance between the fracture energy and energy release rate
(equation 5.26). Note that the main focus of Kato (2012) is not about the dependence of
d on the frictional coefficients, but the scaling between d and σDc, where Dc is the slip
weakening distance and proportional to L. So the main discussion in Kato (2012) is not
affected by this difference.
Based on our theoretical consideration, there are two ways to explain the observed
scaling between the recurrence time and seismic moment depending on the patch size.
When the patch size is comparable with the nucleation length, the stress drop is about
constant for events with different magnitudes, but more aseismic slip is observed for smaller
magnitude events, and thus longer recurrence time, bringing the scaling flatter than T ∝
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M
1/3
0 . The models investigated in chapter 4 are mostly within this regime. In this work,
we study larger patch sizes compared with the nucleation length, and find that the resulting
scaling is also flatter than T ∝ M1/30 . The scaling can be explained by the model in
which the recurrence time is determined by the time it takes aseismic creep to penetrate
the distance of 2h∗ into the patch. Our theoretical consideration predicts that the simulated
scaling would be close to T ∝M0.20 . The theoretical model we propose only considers the
seismic events that rupture the whole velocity-weakening patch. The seismic events that
rupture only a part of the patch are observed with the aging form, especially for smaller
(b− a). Interestingly, these two types of events together also follow the T ∝M0.170 scaling
(figure 5.3a, 5.4a). The underlying reason for this has not yet been determined.
The theoretical consideration we propose is useful to understand and predict some ob-
servations and numerical simulation results. Considering repeating earthquake sequences
on different faults, it is reasonable to assume that they have similar values of shear modulus
µ, typical stress drops, and the range of the ratio between the patch sizes and nucleation
sizes. Equation (5.19) thus predicts that the scalings between the recurrence time and seis-
mic moment for repeating earthquake sequences on different faults are similar, with only a
factor difference of loading velocity VL. The same dependence of the scaling of T vs. M0
on VL as predicted by our model has been shown by observations (Chen et al., 2007).
The loading velocity of 23 mm/a is used following Nadeau and Johnson (1998), and
to make direct comparison with the study in chapter 4. As discussed in chapter 4, and
also the theoretical consideration developed in this work (equations 5.19 and 5.22), small
variations in VL will not change the exponent of the scaling between T and M0 or the
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smallest magnitude of the events that can be produced, but only move the absolute values
of T up and down. Note that orders-of-magnitude change in VL may change the seismic
moment (Chen et al., 2010). A loading velocity of 4.5 mm/a matches both the exponent
of the scaling between T and M0, and the absolute values of T (chapter 4). This value of
VL is consistent with the GPS inversion results in the region of small repeating earthquakes
at Parkfield (S. Barbot, personal communication). Other ways to change the values of T
without changing the T vs. M0 scaling exponent include changing the values of stress drop,
µ, L, σ, b or b− a. However, the smallest earthquake that the model can produce may also
change if we vary stress drop, µ, L, σ, b or b − a. We prefer the increase of stress drop to
increase the absolute values of T , because it will only moderately increase the magnitude
of the smallest events, and the value of the stress drop needed to match the absolute values
of T is plausible if we include enhanced strong dynamic weakening. On the other hand,
we should note that the smallest magnitude estimate based on equation (5.22) is only for
the seismic pattern II events that rupture the whole patch. As showed in chapter 4 and
this study, the seismic pattern I events that rupture only a part of the patch are observed
under certain conditions, and they have much smaller magnitudes. If we could produce
seismic pattern I events for a wider range of conditions, for example, by including other
mechanisms such as dilatancy, the constraint on the smallest magnitude of the events can
be relaxed.
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5.11 Conclusions
We have investigated the behavior of small repeating earthquakes under different scenarios,
including different state evolution forms, rectangular vs. circular patch, quasi-dynamic vs.
fully dynamic simulations, 2D vs. 3D simulations, and found that, with proper interpre-
tation, the overall scaling of the recurrence time and seismic moment seem to be similar.
Differences in other characteristics of the repeating sequences do exist. For example, we
find that the simulated nucleation half-length for simulations with the aging form is bet-
ter approximated by h∗RA, while that with the slip form is better approximated by h
∗
b−a,
consistent with differences between models with the two forms found in previous stud-
ies (Ampuero and Rubin, 2008). This different dependence of the nucleation half-length
on parameters a and b results in (relatively minor) differences in scaling of T and M0 for
simulations with the aging and slip form.
We propose a theoretical consideration to explain why the simulated scaling matches
the observations. The simulated events can be divided into two regimes based on the ratio of
the patch radius to the full nucleation size. For patch radii comparable to the full nucleation
size, the simulated scaling matches the observation mainly because the ratio of aseismic slip
to total slip on the patch increases with smaller patch size. For patch radii larger than the
full nucleation size, the simulated scaling matches the observation because the recurrence
time is determined by the time for the creep to penetrate the distance of the full nucleation
size into the patch. The existence of this second regime explains the relatively broad range
of magnitudes for the events that follow the observed scaling.
The obtained theoretical insight has been used to find the combinations of fault prop-
136
erties that allow the model to fit the observed scaling and range of the seismic moment
and recurrence time. For the standard logarithmic rate and state friction laws and typically
considered values of σ(b− a) (such as 0.2 MPa), VL needs to be several times smaller than
23 mm/a to match the observations. If VL is indeed close to 23 mm/a in the area of repeating
earthquakes, then the required σ(b− a) is more than an order of magnitude larger, pointing
to either much larger local compression or enhanced dynamic weakening.
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