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図 3 学習対象のオブジェクト 図 4 Vottでの作業画面 
図 5 識別機の検出結果 
少ない画像データであったが，問題なく検出することができた． 
 
 次に2-4節で作成したアルゴリズムを実機で実験してみた所，ノートPCが識別機の処
理にかかる負荷に耐えきれない事と識別対象との距離が離れすぎてしまうと認識され
にくくなってしまい完璧に追従することができなかった． 
 
4,考察 
 3節の実験結果を踏まえて考えられる改善策は三つある．一つ目は処理をしていたノ
ートPCを新調することである．画像データを扱う重い処理であるため，GPUが非搭載の
ノートPCでは役不足であるのではないかと考えられる．最近ではマイクロコンピュータ
ーでもGPU搭載している製品があり，GPU付きのPCよりも安価で入手することができるの
で導入を検討したい． 
 二つ目は識別器の学習である．元々は人間を追従させる予定で学習を進めており，私
たちの顔を学習させていた．しかし問題が発生してしまい方向転換したので，学習が手
薄になってしまった．元々YOLOv3は小さい物体の検出は苦手としているが，学習枚数を
増やす事には効果があると考えられる．そこで画像を回転，反転，フィルターを通し画
像データの水増しをすることで学習効率を上げる事ができるのではないかと考えられ
る． 
 三つ目は追跡アルゴリズムの改良である．現状のアルゴリズムでも問題はないが，よ
り完璧な制御を実現させるためにはPID制御が必要不可欠であると考えられる．2-4節に
記述したように分岐処理のみで作成した．しかしこれができたのは何回か実験して回転
運動の値を詰めていくことができたからである．異なる条件下でロボットを動作させる
場合はそれが難しくなってしまう．そこでPID制御，数学の恩恵を受ける事で頑丈なア
ルゴリズムを作成することができるのではないかと思う． 
 
5,結言 
 今回の自主研究では実際に手を動かしてロボットを動かし，制御することでROSの使
い方やロボットプログラミングの基礎を学ぶ事ができた．ロボットは工学の分野では様
々な技術を詰め合わせたものであり，今回はその中で視覚情報，センサーを使ったセン
シングの分野に取り組んだ．他にもロボットの運動，行動を制御する分野がある．その
中で極めたい分野を見つけ，今後学習に努めていきたい． 
最後に，今後日本の人口は現在よりもさらに単調減少していくと考えられる．そこで
ロボットを活用して私たちと共存していくような世界になることが期待されるだろう． 
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