Many important domains are naturally described relationally, often using graphs in which nodes correspond to entities and edges to relations. Stochastic graph grammars compactly represent probability distributions over graphs and can be learned from data, such as a set of graphs corresponding to proteins that have the same function. In this paper we show that a stochastic graph grammar can be used to efficiently compute the probability mass functions of the number of nodes, the number of edges, and the degree of a node selected uniformly at random from a graph sampled from the distribution defined by the graph grammar. Both the expectation and variance of these quantities can be computed from the mass functions. Empirical results with standard synthetic grammars and a grammar from the domain of AIDS research demonstrate the accuracy of our methods.
Introduction
Many important domains are naturally described relationally, often using graphs in which nodes correspond to entities and edges to relations. For example, a variety of graph-based representations of proteins exist [18] , with nodes representing atoms, amino acids, or elements of secondary structure. In Web 2.0 applications such as Facebook and MySpace, nodes represent users and edges correspond to friendship relations. Graph mining algorithms, typically frequent subgraph mining algorithms, are often applied to relational data to discover motifs that characterize sets of related graphs, such as proteins known to have similar function [7] (e.g., inhibiting the AIDS virus) or social networks known to involve specific types of criminal activity.
In this paper we describe methods for efficiently computing statistics about distributions over graphs, such as the expected number of nodes and edges in a graph sampled from a distribution, given a generative model known as a stochastic context-free graph gram-mar. Just as stochastic string grammars compactly represent probability distributions over strings, stochastic graph grammars compactly represent probability distributions over graphs. The main difference between the two is that production right-hand sides in graph grammars consist of graphs with terminal and non-terminal edges rather than linear sequences of terminal and nonterminal symbols.
Stochastic graph grammars are probability models suitable for data mining in domains where the data is relational and best represented as graphs. They are compact models for large (often infinite) sets of graphs. Given their generative nature, graph grammars are ideally suited for describing relational structures that grow over time, such as social networks and knowledge bases populated from document streams. Moreover, because of their generative nature, graph grammars can be readily used to generate samples. Besides, graph grammars are suitable for modeling important structural properties of the application domain such as hierarchies and recursion. Like Bayes nets and graphical models, stochastic graph grammars allow their structures to be specified by domain experts and their parameters to be subsequently learned using expectation-maximization (EM), although it is also possible to infer their structures from training data, as mentioned in the next paragraph.
Our approach relies on the existence of a graph grammar consisting of productions (structure) and production probabilities (parameters). Given the structure, the probabilities may be learned using the PEGG algorithm [13] . Although the problem of learning the structure of graph grammars from positive examples is still open, algorithms do exist for learning restricted classes of grammars. For example, Kukluk et al. [10] have proposed an algorithm for learning edge replacement graph grammars in which every hyperedge has degree 2. We demonstrate that having access to the generating grammar, either learned from data or hand-coded by an expert, makes it possible to (in some cases) compute precise, as opposed to estimated, values for properties of the distributions over graphs defined by the grammars.
The rest of this paper is organized as follows. Sec-tion 2 motivates this paper. Section 3 formally defines the terms and concepts we use throughout this paper. Section 4 presents a brief survey of related work; Section 5 highlights the contributions of this paper. In Section 6, we present techniques for estimating probability distributions of the number of nodes, the number of edges, and the degree of a node selected uniformly at random from a graph, given the underlying graph grammar. Section 7 addresses issues related to the implementation of our algorithms. Section 8 analyzes the time-complexity of our algorithms. Section 9 gives experimental results. Finally, Section 10 concludes the paper and points out future directions.
Motivation
In this section, we point out a few application scenarios for our work:
1. Chemical Databases Given a database of molecular structures represented as graphs, one may learn the structure of the underlying graph grammar using [10] , and subsequently, the parameters of that grammar using [13] . However, the problem of utilizing the learned grammar (beyond mere inference of new graphs) has not been addressed satisfactorily, to the best of our knowledge. Using the techniques presented in this paper, we can learn the distributions of the number of nodes (atoms), the number of edges (bonds), as well as the number of bonds per atom (valencies). Our techniques may also be applied in compound design, where we tune the parameters of the underlying grammar until graphs generated by it have a desired distribution.
Social Networks
In the domain of social networks, our techniques can be employed to compute degree distributions, expected number of members and links in a network and so on. Moreover, since a social network is a dynamic structure, our techniques can help determine the effect of structural constraints (expressed as grammar productions and production probabilities) on the distribution of the generated networks.
3. Anomaly Detection Anomaly detection might be useful in identifying malicious communities in a social network. If the size and degree distributions of innocuous networks are learned, then this information can be used to identify anomalous networks that may be potentially harmful.
In the next section, we present definitions used in the rest of the paper.
Preliminaries
In this section, we review the basic definitions and concepts pertaining to stochastic graph grammars. The presentation will follow that given in [13] . Throughout this discussion, we will use the notation G = (V, E) to refer to a graph with V being the set of vertices, and E being the set of edges.
Definition 3.1. Let G = (V, E) be a graph. A hyperedge is an ordered subset of its vertices V . Alternatively, a hyperedge of degree n can be thought of as a mapping H : {1, 2, ..., n} → V .
A hypergraph is a graph that can, in addition to edges, also have hyperedges. • N is the set of non-terminal symbols,
• T is the set of terminal symbols, disjoint from N,
• S ∈ N is a special non-terminal called the start symbol,
• P is a set of productions,
• p is a probability function defined on the set of productions, such that the sum of the probabilities of all productions with the same left hand side equals 1.
In a hyperedge replacement SCFGG, terminals are used to denote graphs without hyperedges, while nonterminals are used to label hyperedges. Every nonterminal Z has a positive integer D Z , called the degree of Z, associated with it. A hyperedge H may be labeled with a non-terminal Z only if the degree of H is D Z . A production is an ordered pair (H, α), written as H → α, where H is a non-terminal and α is a hypergraph.
A SCFGG can be viewed as a generative model: we start with the start symbol S, and at each step we replace any non-terminal H with a hypergraph α such that there is a production H → α. This process is continued until we arrive at a graph that has no nonterminal symbols. When a hyperedge H in a graph G is replaced using the production H → α, G is called the host graph, and α is called the subgraph. Finally, the probability of such a derivation is defined as the product of the probabilities of its productions.
The term embedding rules is used to describe how the subgraph is placed in the host-graph while replacing a non-terminal. In general, embedding rules for
Figure 1: A grammar for generating series parallel paths. Note that non terminal hyperedges are labeled with rectangles, with the non-terminal symbols written inside them. Also, the vertices of the hyperedge are enumerated using primed integers: 1', 2'. Finally, the subgraphs have vertices labeled 1, 2 indicating how they will be embedded in the host-graph.
Figure 2: Derivation of a series-parallel graph using the grammar in Figure 1 hyperedge-replacement (HR) graph grammars tend to be much simpler than those for node-replacement graph grammars, in which non-terminals label nodes rather than hyperedges. Let the host-graph G have a hyperedge H of degree n. Then the vertices constituting H must be labeled as 1 ′ , 2 ′ , ..., n ′ . Also, for every production H → α, α must have n vertices labeled 1, 2, ..., n. When H is replaced by α, node j in the subgraph must be glued to node j ′ in the host-graph. This is the only embedding rule this paper will assume.
As an illustrative example, we consider the grammar shown in Figure 1 , which is a grammar for all seriesparallel graphs. For this grammar, let the productions have probabilities 1 − p, p 1 and p 2 respectively, where p = p 1 + p 2 . We use this grammar to illustrate our estimation techniques in later sections.
As an example of a derivation, consider Figure 2 . A derivation always starts with a production that has the start symbol S in the left-hand side. In the seriesparallel grammar, there are three such productions, and one of them is selected according to their respective probabilities. In this example, the second production (the "series" production) is chosen first. The resulting hypergraph now has two non-terminals, both labeled S. We replace one of them by the right hand side of the third production (the "parallel" production). In the resulting hypergraph, we have three non-terminals, all labeled S, and we replace all three by the right hand side of the first production (the "terminal" production), resulting in a graph with no hyperedges. The probability of the derivation is the product of the probabilities of the productions used in it. Thus, the probability of this derivation is given by P = p 1 × p 2 × (1 − p) 3 . Also, nodes labeled 1 and 2 in the final graph are called external nodes, as they would be used for gluing this graph to a host graph, had the start symbol for this derivation been the label of a hyperedge in that host graph. All nodes that are not external nodes are referred to as internal nodes. Thus, in any grammar G, the number of external nodes in any hypergraph derived from a nonterminal Z is equal to the degree of Z, i.e., D Z . Note that the degree of a non-terminal is completely different from the degree of a node in a graph, which is simply the number of edges incident on it.
In the next section, we briefly survey work done in graph grammars and related areas.
Related Work
Many data mining and machine learning algorithms assume the data to have a "feature vector" representation, where each instance is of the form (x, y), where the input, x, is a collection of features, and the output y is predicted by the algorithms. However, domains such as bioinformatics, chemical databases, social networks, etc. deal with highly structured relational data, better represented as graphs than as feature vectors. Thus, it has become increasingly important to mine information from graph databases. The approaches adopted so far may be put under the following broad catetories:
Kernel Methods
To preform tasks such as graph classification using support vector machines (SVM), researchers have proposed various kinds of graph kernels in the recent past. For example, Bunke and Shearer [2] have proposed a graph kernel based on the size of the maximal common subgraph (MCS). However, finding the MCS takes exponential time. This has motivated the definition of graph kernels based on simpler substructures such as random walks [6] , subtree kernels [3] and so on. However, we are not aware of any work that uses the above methods to extract useful information about the underlying data distribution (except, of course, a decision surface for classification). In this paper, we show that graph grammars can indeed be used to reveal useful information about the distribution.
Graph Mining and Graph Grammars
An important task in graph mining is frequent substructure discovery. In [19] , Yan et al. have proposed the gSpan algorithm for detecting frequent subgraphs. While frequent subgraph mining discovers frequent substructures, graph grammars take the mining process one step further, by offering generative models for graph languagues, where such substructures are frequent. Before considering graph grammars, we briefly review research done in learning string grammars from training data.
Recall that learning a grammar consists of learning both the structure (the productions) and the parameters (the production probabilities) of that grammar. In the context of string grammars, Lari and Young [11] presented an algorithm for learning the production probabilities, given the productions and training examples. The problem of learning the structure (the productions) has also been addressed, both for hidden Markov models (HMMs) [1, 14, 16] that can learn only regular grammars, and for the more general context free grammars [4, 16] .
Now we turn to the problem of learning graph grammars from training data. The theory of graph grammars, along with several applications, has been surveyed in [15] . Oates et al. [13] have proposed an algorithm, PEGG (Parameter Estimation in Graph Grammars), for estimating the production probabilities of a stochastic context free graph grammar, given its productions. Algorithms for learning the structure of graph grammars include SubdueGL [9] for deterministic graph grammars, and its extension to stochastic grammars presented in [5] . Both these algorithms learn node-replacement graph grammars. One of the early approaches to learning deterministic hyperedgereplacement (HR) graph grammars was presented by Jeltsch and Kerowski [8] . More recently, Kukluk et al. [10] have proposed an algorithm for learning the structure of edge replacement graph grammars. The class of graph languages expressible by such grammars is restricted [15] , since a hyperedge in such a grammar can only have degree 2. However, to the best of our knowledge, no satisfactorily general solution exists to the problem of learning stochastic HR graph grammars.
Moreover, applications of graph grammars have been limited primarily to inference. In this paper, we show that graph grammars can, in fact, be used to unravel useful information about the underlying graph distributions, as summarized in the following section.
Contributions of this Paper
In [17] , Stolcke et al. have demonstrated that a stochastic string grammar may be used to extract useful information about the underlying distribution of strings. In [12] , Mukherjee et al. extended Stolcke's approach to graph grammars, and presented techniques for estimating the expected number of nodes, the estimated number of edges, and the average node degree in a graph distribution.
In this paper, we show that stochastic graph grammars can be used for a more detailed characterization of the underlying distribution. In particular, we present techniques for estimating the probability mass functions of the number of nodes, the number of edges, and the degree of a node selected uniformly at random, from a graph sampled from the distribution. Using these techniques, one may compute not only the expectation of these quantities, but also their variances. In the next section, we present our estimation techniques.
Estimating Probability Distributions from
Graph Grammars In this section, we show how stochastic graph grammars can be used to compute useful probability distributions pertinent to the distributions of graphs defined by the grammars. Given a graph grammar G, we define the following probability mass functions (PMFs), for every non-terminal Z in that grammar:
1. P node G,Z (n) denotes the probability that a graph generated by expanding the non-terminal Z has n nodes, for n ≥ 0.
2. P edge G,Z (n) denotes the probability that a graph generated by expanding the non-terminal Z has n edges, for n ≥ 0.
3. P degree G,Z (n) denotes the probability that a graph generated by the non-terminal Z is such that the degree of a node sampled uniformly at random from it equals n, for n ≥ 0.
Generally, we will drop the subscript G, so that P node G,Z (n) will be abbreviated as P node Z (n); similarly for edges and degree.
We present techniques for estimating these probability mass functions. The underlying stochastic graph grammar is assumed to be known. Typically, one would start with a set of samples from the graph distribution, learn the underlying grammar, and then use our techniques to estimate the distributions. For learning the structure (i.e., the productions) of the grammar, one may use the tecnhiques presented in [10] . However, this would restrict the class of grammars learned to those containing hyperedges of degree 2 only. The problem of learning the structure of hyperedge replacement graph grammars in general is still an open problem, and at the time of this writing, [10] seems to be the best available solution. Having learned the structure, the probabilities may be learned using the PEGG algorithm given in [13] .
To aid the presentation, let us first define some notation.
6.1 Notation Given a grammar G, let Z be a nonterminal in the grammar, such that there are N Z production rules with Z on the left hand side, with probabilities p Z,1 , p Z,2 , ..., p Z,NZ , satisfying NZ j=1 p Z,j = 1. Let the j th such production be of the form Z → α j where α j is a hypergraph with v Z,j vertices (of which the number of internal nodes is v int Z,j = v Z,j − D Z ), a Z,j edges, and h Z,j hyper-edges, labeled Z j,1 , Z j,2 , ..., Z j,hZ,j . Note that these non-terminals do not have to be all distinct; they may even be the same as Z. Finally, let D Z denote the degree of the non-terminal Z. We will express our estimates in terms of these symbols.
We now present techniques for computing P node G,Z (n), P edge G,Z (n) and P degree G,Z (n), given the grammar G.
Computing the Distribution of the Number of Nodes
During the process of hyperedge replacement, nodes in the subgraph are glued to nodes in the host-graph. As a result, it is convenient to define the probability mass function of the number of internal nodes: P int Z (n) is the probability that a graph derived from nonterminal Z has n internal nodes. It follows that
Thus computing P node Z is equivalent to computing P int Z . We first show how to compute P int Z for the series-parallel grammar ( Figure 1 ) and then generalize the technique to all grammars.
In Figure 1 , the right hand sides of the three productions have, respectively 0, 1 and 0 internal node. Further, the right hand sides of the second and the third productions have two non-terminals each, both labeled S. Any graph g derived from S will have a derivation of the form S ⇒ α * ⇒ g. Thus, the number of internal nodes in g will be given by the number of internal nodes in α plus the number of internal nodes in the subgraphs generated by the non-terminals in α. This leads to the following equation for the PMF of the number of internal nodes:
where δ(n, m) = 1 if n = m and 0 otherwise. We now generalize the result to arbitrary grammars.
Using the notation defined in Section 6.1, the PMF of the number of internal nodes in a graph generated by non-terminal Z is given by:
where P int Z,j is the probability that α j , the right-hand side j th production with Z on the left hand side, expands into a graph with n internal nodes.
Further, P int Z,j (n) can be computed as follows:
where the sum on the right hand side of Equation (6.4) runs over all non-negative integer solutions (n 1 , n 2 , ..., n hZ,j ) of the equation:
To see how Equation (6.3) reduces to Equation (6.2) for the series-parallel grammar, we note that series parallel grammar has only one non-terminal, S. The terminal production has probability p S,1 = (1 − p) and has v int S,1 = 0 internal nodes on the right hand side. Hence, according to Equation (6.4), it contributes the term (1 − p)δ(n, 0). The series production has probability p S,2 = p 1 and v int S,2 = 1 internal nodes on the right hand side. Hence, according to Equation (6.4), its contribution is p 1 n1,n2≥0:n1+n2+1=n P int S (n 1 )P int S (n 2 ). For the parallel production, p S,3 = p 2 and v int S,3 = 0 leading to a contribution of p 2 n1,n2≥0:n1+n2=n P int S (n 1 )P int S (n 2 ). By adding these terms on the right hand side of Equation (6.3), we get exactly Equation (6.2).
In the next section, we present analogous techniques for computing the PMF of the number of edges.
Computing the Distribution of the Number of Edges
In this section, we show how the probability mass function of the number of edges can be calculated, given the underlying grammar. In the case of nodes, the PMF of the number of nodes was computed in terms of the PMF of the number of internal nodes. However, for edges, the PMF of the number of edges can be computed directly, since hyperedge replacement does not involve gluing of edges. We first present our technique in the context of the series parallel grammar (Figure 1) and then generalize the results to arbitrary grammars.
In Figure 1 , the right hand sides of the three productions have, respectively 1, 0 and 0 edges. Further, the right hand sides of the second and the third productions have two non-terminals each, both labeled S. Any graph g derived from S will have a derivation of the form S ⇒ α * ⇒ g. Thus, the number of edges in g will be given by the number of terminal edges in α plus the number of edges in the subgraphs generated by the non-terminals in α. This leads to the following equation for the PMF of the number of edges:
We now generalize the result to arbitrary grammars.
Using the notation defined in Section 6.1, the PMF of the number of edges in a graph generated by nonterminal Z is given by:
where P edge Z,j is the probability that α j , the right-hand side j th production with Z on the left hand side, expands into a graph with n edges.
Further, P edge Z,j (n) can be computed as follows:
where the sum on the right hand side of Equation (6.7) runs over all non-negative integer solutions (n 1 , n 2 , ..., n hZ,j ) of the equation:
To see how Equation (6.6) reduces to Equation (6.5) for the series-parallel grammar, we note that series parallel grammar has only one non-terminal, S. The terminal production has probability p S,1 = (1 − p) and has a S,1 = 1 terminal edge on the right hand side. Hence, according to Equation (6.7), it contributes the term (1 − p)δ(n, 1). The series production has probability p S,2 = p 1 and a S,2 = 0 edges on the right hand side. Hence, according to Equation (6.7), its contribution is p 1 n1,n2≥0:n1+n2=n P edge S (n 1 )P edge S (n 2 ). For the parallel production, p S,3 = p 2 and a S,3 = 0 leading to a contribution of p 2 n1,n2≥0:n1+n2=n P edge S (n 1 )P edge S (n 2 ). By adding these terms on the right hand side of Equation (6.6), we get exactly Equation (6.5).
In the next section, we turn to the problem of computing the PMF of the degree of a node chosen uniformly at random.
Computing the Distribution of Node Degree
In this section, we show how the probability mass function of the degree of of a randomly selected node can be calculated, given the underlying grammar. We first present our technique in the context of the series parallel grammar (Figure 1 ) and then generalize the results to arbitrary grammars.
The PMFs computed for the number of nodes and the number of edges were exact; however, the PMF of the node degree is approximate, because we approximate the number of nodes in a graph by the expected number of nodes in that graph. For each nonterminal Z in the grammar, let n Z be the expected number of nodes in a graph derived from Z. By definition, n Z = ∞ n=1 nP node Z (n); thus, n Z can be computed using the techniques in Section 6.2.
First, consider the degree of a node chosen randomly from the right hand side of the first production in Figure 1 . Since there are only two nodes in the graph, both with degree 1, the probability that the chosen node will have degree n is given by 1 2 (δ(n, 1) + δ(n, 1)). Now consider a graph obtained by expanding the right hand side of the second production in Figure 1 . The expected number of nodes in such a graph is n S + n S − 2 = 2n S − 2. Two of these nodes are external nodes. For each of these external nodes, the probability that the degree is n is given by n1,n2≥0:n1+n2=n P degree S (n 1 )P degree S (n 2 ). Each of the non-terminals S generates a subgraph; the expected number of internal nodes in each subgraph is n S −2, and the probability that a randomly chosen node from this subgraph is degree n is, by definition, P degree S (n). Thus, the probability that a randomly selected node in a graph obtained by expanding the right hand side of the second production is given by
By a similar argument, we can show that the probability that a randomly selected node in a graph obtained by expanding the right hand side of the third production is given by
Combining the above, the probability that a randomly chosen node from a graph derived from S is n is given by:
Now, using the notation defined in Section 6.1, we generalize the above result to arbitrary grammars. Given a grammar G and any non-terminal Z in it, the degree distribution of randomly selected nodes in graphs derived from Z is given by:
where P degree Z,j is the degree distribution corresponding to graphs derived from α j the right hand side of the j th production for Z.
Recall from Section 6.1 that α j has h Z,j hyperedges labeled Z j,1 , Z j,2 , ..., Z j,hZ,j . Then, it can be easily shown that the expected number of nodes in any graph derived from α j is given by:
Let α j * ⇒ g. Then, a node sampled randomly from g could either have come from the nodes in α j itself, or from the subgraphs obtained by expanding the hyperedges in α j . We consider these two types of nodes in turn.
Let the nodes in α j be labeled {v Z,j,l } vZ,j l=1 . Let π(v Z,j,l , n) denote the probability that v Z,j,l has degree n, and let a(v Z,j,l ) denote the number of terminal edges incident on v Z,j,l . Then, there are two possibilities:
1. There are no hyperedges incident on v Z,j,l . In this case,
2. There are h Z,j,l > 0 hyperedges incident on v Z,j,l , and they are labeled Z j,l,1 , Z j,l,2 , ..., Z j,l,h Z,j,l . In this case, it is easy to see that
Now we turn to nodes that arise from subgraphs obtained by expanding the hyperedges in α j . Suppose the hyperedge Z j,k (1 ≤ k ≤ h Z,j ) expands into subgraph g k ; then the expected number of internal nodes in g k is given by n Z j,k − D Z j,k ; the external nodes are glued to nodes in α j , and hence have already been accounted for in the preceding paragraph. For each of these nodes, the probability that the degree is n is, simply, P
We are finally in a position to give an expression for P degree Z,j which occurs in the right hand side of Equation (6.9):
Equations (6.6) and (6.7) suggest that the computation of P edge Z is recursive; the same is true for P int Z and P degree Z . In the following section, we demonstrate how these quantities may be computed efficiently.
Implementation Issues
In this section, we address issues related to the implementation of the techniques presented in the previous section. For simplicity, we use the notation P Z (n) to denote any one of the three probabilities P node z (n), P edge z (n) and P degree Z (n), because the same remarks apply to all three cases. The two issues that one faces in implementing the equations in Section 6 are as follows.
Recursive Computation
Consider any grammar G, and let N [G] denote the set of non-terminals in G. It can be seen from Equations (6.3) and (6.4) , (6.6) and (6.7), and (6.9) and (6.11) that for any nonterminal Z and n ≥ 0, P Z (n) is defined in terms of the probabilities of the productions, and in terms of
, m ≤ n}. However, P Z (n) will never require computation of P Z ′ (m) for any Z ′ and m > n.
For some grammars, it is guaranteed that m < n for all the recursive calls described above. For nodes, this happens when the right hand side of every production has an internal node. For edges, this happens when the right hand side of every production has a terminal edge. For degree, this happens when every node in the right hand side of every production has a terminal edge incident on it. In these cases, a simple dynamic programming approach suffices, where we compute {P z (n) :
However, there are grammars that do not satisfy the constraints mentioned in the previous paragraph; for such grammars, recursive calls with m = n can occur. We address this problem by combining dynamic programming with fixed-point iterations. For every n ≥ 0 the probabilities {P z (n) : Z ∈ N [G]} are computed iteratively, as the limit of a sequence of increasingly accurate estimates {P In Section 9, we show that such fixed point iterations lead to reasonably accurate estimates. We now turn to the issue of detecting termination of our algorithm.
Termination Criterion
In this section, we discuss the problem of deciding when our algorithm terminates, i.e., we wish to determine the largest n for which P Z (n) should be computed. Since lim n→∞ P Z (n) = 0 for all Z ∈ N [G], a simple strategy is to keep computing until P Z (n) < ǫ for some threshold ǫ > 0. However, this strategy does not work in general. For example, consider the a n b n c n grammar in Figure 3 . Any graph generated by this grammar can have only n = 3k edges, where k ∈ N. Thus,
Comparing floating point numbers for equality is not recommended, as these numbers are represented approximately; hence, the strategy of just ignoring these zero probabilities is not feasible, either.
Two strategies that do work are as follows: The grammar a n b n c n . Note that this grammar contains directed labeled terminal edges.
Keep computing
.., N MAX where N MAX is the maximum number of steps permitted before termination. In a typical application scenario, contraints on available resources, response time, etc. would govern the value of N MAX .
In our experiments, we have combined the above two solutions. We let ǫ = 0.001 be the error threshold, and terminate computing after calculating P S (n) if either 1− n k=1 P S (k) < ǫ, or n = N MAX , where we arbitrarily set N MAX = 500. In the next section, we discuss the time complexity of the proposed algorithms.
Time Complexity
As in the Section 7, we use P Z (n) to denote any one of the three probabilities P node Z (n), P edge Z (n) or P degree Z (n), because the same remarks apply to all three cases. For any grammar G and any non-terminal Z ∈ N [G], the time taken to compute P Z (n) depends both on the number of fixed point iterations for that n, and on the time taken to complete one fixed point iteration. In our implementation, we provide an upper-bound F MAX for the number of fixed point iterations for each n. In one such iteration, the bottleneck lies in computing sums of the form n 1 ,n 2 ,...,n h Z,j ≥0:
where n 0 is some constant. Since the P Z,j (n k ) terms have already been computed, each product term requires h Z,j multiplications. The number of product terms added in the summation equals
). This leads to the following theorem on the time complexity of computing P Z (n), for a given n. 
However, the total running time of our algorithm would be the sum of the time taken to compute {P Z (n) : Z ∈ N [G]}, for n = 0, 1, ..., n MAX , where convergence is detected at n = n MAX using the criteria mentioned in Section 7.2. This overall time complexity is given by the following theorem. 
Proof. Follows immediately from Theorem 8.1 by applying the combinatorial identity:
In the next section, we present experimental results that demonstrate the accuracy of our approach.
Experimental Results
In this section, we investigate the accuracy of the PMF estimates presented in Section 6, using both standard artificial test grammars, and a grammar learned from real data by [10] . For each grammar, we use the PMF estimates learned for the number of nodes, the number of edges, and the node degree, to compute the corresponding means and variances:
We then generate a sample of 10,000 graphs from the corresponding grammar, and compare the sample means and sample variances with the estimated means and variances defined above. The experiments are repeated for various settings of the production probabilities, and the results are presented below.
Experiments with Artificial Test Grammars
We use three standard test grammars that are commonly used in the graph grammar literature: the series-parallel grammar in Figure 1 (see [15] ), the a n b n c n grammar in Figure 3 (see [15] ), and the triangles-squares grammar in Figure 4 . For each grammar, the production probabilities are assigned as follows: for each non-terminal Z, the terminal production with Z on the left hand size has probability p term . The remaining N z − 1 productions with Z on the left hand side have a probability of (1 − p term )/(N Z − 1) each. We repeat experiments for p term = 0.65 − 0.95 in steps of 0.05, and for each experiment, we compare the estimated mean and variance against those for a sample of 10,000 graphs, sampled according to the assigned probabilities. Also, whenever P node Z (n), P edge Z (n) or P degree Z (n) are computed for any n > 0, we allow a maximum of F MAX = 1000 fixed point iterations; of course, fixed point iterations may converge much sooner.
The results are tabulated in Table 1 for the seriesparallel grammar, Table 2 for the a n b n c n grammar, and Table 3 for the triangles-squares grammar. In these tables, columns marked "Est." refer to estimates made using our techniques, while columns marked "Obs." refer to observed values from a sample of size 10,000. n MAX refers to the highest value of n at which the PMFs are computed, before terminating due to convergence.
We now describe our experiments with biology data. research. We have chosen this grammar for our experiments. The grammar used in this paper is shown in Figure 5 , which is identical to the grammar in [10] , except that the R-groups in [10] have been replaced by CH 3 for simplicity. Production probabilities are set in exactly the same way as with the artificial grammars. Table 4 summarizes the results of experiments conducted with this grammar. The columns have the same meanings as their conterparts for the artificial grammars. We now interpret these results. Tables 1, 2 , 3 and 4 all show that the expectations computed using our techniques are reasonably close to the sample means; the variances serve as error estimates, and are usually close to the sample vari- ances as well. As the probability of terminal productions, p term increases, the variances decrease appreciably, because longer derivations become increasingly improbable. The number of steps to convergence, n MAX , also falls sharply with increase in p term .
Remarks
Comparing Table 2 to Table 1 , we notice that variances for the node degree in the a n b n c n grammar are much smaller than those for the node degree in the series-parallel grammar. This is because, in the a n b n c n grammar, the node degree can have only two values, 1 or 2, whereas in the series-parallel grammar, the node degree is unbounded. Similarly, for the G tetrad grammar (Table 4) , the node degree is 1, 2, 3, or 4 depending on whether the node is labeled H, O, N, or C. Also, as derivations get longer in this grammar, the ratio of these four types of nodes remains approximately constant. This explains why the mean node degree does not change appreciably as p term increases, and why the corresponding variances are so small.
To summarize, the experimental results show that the estimated means and variances are reasonably accurate, and hence suggest that the estimated PMFs used in computing them are reasonably accurate, too. In the next section, we conclude this paper and point out future directions.
Conclusion
Given any distribution of graphs, there are several probability distributions that are interesting and useful to researchers, such as the distributions of the number of nodes, the number of edges, and the degree of a randomly selected node. In this paper, we have presented techniques to efficiently compute the probability mass functions (PMFs) of these distributions using the underlying graph grammar. The computed PMFs can be used, for example, to calculate the corresponding means and variances. Our experimental results show that these estimates are accurate. Stochastic graph grammars have been used in the past mainly for inference, i.e., to estimate the probability that a given graph will be generated by a grammar. However, our work shows that stochastic graph grammars can indeed provide a much deeper understanding of the underlying graph distributions.
Future directions include characterizing the convergence rate of our algorithm in terms of the production probabilities and the permitted error, and applying our techniques to other real life scenarios, such as social networks, to extract useful information (such as degree distributions) from such domains.
