Using the skew-symmetry of the differential operators and multiplication operators in the canonical representations of finite-dimensional classical Lie algebras, we obtain some noncanonical polynomial representations of the classical Lie algebras. The representation spaces of all polynomials are decomposed into irreducible submodules, which are infinite-dimensional. Bases for the irreducible submodules are constructed. In particular, we obtain some new infinite-dimensional irreducible modules of symplectic Lie algebras that are not of highest weight type.
Introduction
In Lie algebras, the highest weight representation theory plays a fundamental role (e.g., cf. [4] , [5] ), where one of the most beautiful things is the Weyl character formula for finitedimensional irreducible modules of finite-dimensional simple Lie algebras. However, the irreducible modules are only identified as the unique irreducible quotient module of the corresponding Verma modules and their bases are not explicitly given. Moreover, no information on infinite-dimensional irreducible highest weight modules is given. Gelfand and Tsetlin [2, 3] constructed a basis for finite-dimensional irreducible modules of special linear Lie algebras and orthogonal Lie algebras, and gave the representation formulas of simple root vectors. Molev [6] generalized their works to symplectic Lie algebras. A deficiency of these works is that the representation formulas of general elements in the Lie algebras are too complicated to give. There are also other works on basis for finite-dimensional irreducible modules of finite-dimensional simple Lie algebras, such as monomial basis, with a certain deficiency.
Canonical polynomial irreducible representations (the known oscillator representations in physics) (e.g., cf. [1] ) of finite-dimensional simple Lie algebras are very important from application point of view, where both the representation formulas and bases are clear. But they are special irreducible representations. So it is desirable to find more polynomial irreducible representations in which both the representation formulas and bases are explicitly given, especially infinite-dimensional ones.
In this paper, we use the skew-symmetry of the differential operators and multiplication operators in the canonical representations of classical Lie algebras, to obtain some noncanonical polynomial representations of classical Lie algebras. The representation spaces of all polynomials are decomposed into irreducible submodules, which are infinitedimensional. Bases for the irreducible submodules are constructed and Xu's work [8] on flag partial differential equations is used in some cases. In particular, we obtain some new infinite-dimensional irreducible modules of symplectic Lie algebras that are not of highest weight type. Below we give a more detailed technical introduction.
For convenience, we take the following notation of indices:
i, j = {i, i + 1, ..., j},
where i ≤ j are integers. Let E i,j be the square matrix whose (i, j)-entry is 1 and the others are zero. The canonical polynomial representation of the general linear Lie algebra gl(n, C) is given by
Indeed the above representation shows that we can use (x i , ∂ x j ) as the coordinates (i, j) of matrix. The canonical polynomial representation of sl(n, C), so(C, n) and sp(n, C) (n is even) are given by the above formulas as restricted representations of Lie subalgebras of gl(C, n). Denote A = C[x 1 , x 2 , ..., x n ] and denote by A i the space of all polynomials of degree i in A. It is known that all A i are irreducible sl(n, C)-submodules and are irreducible sp(n, C)-submodules when n is even. Let H i be harmonic polynomials of degree i, that is,
View so(n, C) as the subalgebra of skew-symmetric matrices in gl(C, n). It is well known that
where we treat A −1 = A −2 = {0}. An explicit basis for H i is given in [8] . Moreover, Xu [8] obtained similar result for the simple Lie algebra of type G 2 .
Denote by Z the ring of integers and by N the set of nonnegative integers. Xu [7] observed that the positions of x i and ∂ x i are skew symmetric as operators on A, that is, 5) and gave the following noncanonical polynomial representation of gl(n, C):
if m < i ≤ n, m < j ≤ n, (1.6) where m < n is a given positive integer. Define Then A = r∈Z A r . It was proved in [7] that A r forms an infinite-dimensional irreducible highest weight sl(n, C)-module with x r m as a highest weight vector of weight rλ m−1 − (r + 1)λ m if r ≥ 0, and with x −r m+1 as a highest weight vector of weight (r − 1)λ m − rλ m+1 when r < 0. Here and in the rest of this paper, λ i always denotes the ith fundamental weight. Our first goal of this paper is to decompose A as a direct sum of irreducible submodules and construct a basis for each irreducible submodule for the restricted noncanonical representation of so(n, C) and sp(n, C) (n is even) given by the above formulas under an action of a permutation on 1, n. Xu's work [8] on flag partial differential equations is used in the case of so(n, C).
Define a representation of sl(n, C) on B via
It was proved in [8] that H ℓ 1 ,ℓ 2 are irreducible sl(n, C)-submodules and
Moreover, a basis for each H ℓ 1 ,ℓ 2 was given. Our second goal is to decompose B as a direct sum of irreducible submodules under the noncanonical representation of sl(n, C) obtained by swapping some −x r and ∂ xr as (1.6). Again Xu's work [8] is used to construct a basis for each irreducible submodule.
The paper is organized as follows. In section 2, we study the noncanonical polynomial representations of sp(n, C) mentioned in the above. The results on the noncanonical polynomial representations of so(n, C) with even n are given in Section 3. In Section 4, we investigate the noncanonical polynomial representations of so(n, C) with odd n. Section 5 is devoted to the noncanonical polynomial representations of sl(n, C) mentioned in the last paragraph.
Noncanonical Representations of sp(2n, C)
In this section, we study the canonical representation of the symplectic Lie algebra sp(n, C) (n is even) defined via (1.6) and a permutation on 1, n . We decompose A = C[x 1 , ...., x n ] into a direct sum of irreducible submodules and give a basis for each submodules.
For notational convenience, we use 2n instead of n. Moreover, in this section, we always use G to denote the symplectic Lie algebra
] is the algebra of polynomials in 2n variables. Note
is a Cartan subalgebra. Take {E i,j − E n+j,n+i , E i,n+j + E j,n+i | 1 ≤ i < j ≤ n} and {E i,n+i | i ∈ 1, n} as positive root vectors.
Recall that in the canonical representation (1.2), we can view (x i , ∂ x j ) as the coordinates of matrix. Let {S, T } be a partition of 1, 2n. Swapping
we obtain the following noncanonical representation of sp(2n, C) on A via
we have the following simple fact:
Lemma 2.2 For any α, β ∈ N 2n and g ∈ gl(2n, C),
where t g is the transpose of g.
Proof.
It is sufficient to show that
and
For i ∈ S, j ∈ T , we have
Assuming i, j ∈ T , we get
Hence (2.4)(2.5) holds.
Let G + be the Lie subalgebra spanned by positive root vectors of G. A nonzero element f ∈ A is called singular (with respect to G) if
From now on, we count the number of singular vectors up to scalar multiple. Moreover, an element g ∈ A is called nilpotent with respect to G + if there exist a positive integer m such that 
We first consider n = 2.
In this case, A is nilpotent with respect to
Therefore, f is independent of x 3 , x 4 . Since
any singular vector must be of the form x
Denote by λ i the ith fundamental weight of sp(2n, C). By Lemma 2.3, we have:
The subspace A k (resp. A −k ) is an irreducible highest weight sp(4, C)-module with the highest weight −(k + 1)λ 1 + kλ 2 (resp. −(k + 1)λ 1 ). The corresponding highest weight vector is x k 2 (resp. x k 1 ).
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In this case, A is again nilpotent with respect to
is a singular vector. Since
we can write f = g(x 2 , x 4 , u), where u = x 1 x 4 − x 2 x 3 . Moreover,
equivalently, g 2 is independent of x 2 and x 4 . Thus we obtain:
is an irreducible highest weight module with the highest weight kλ 1 − (k + 1)λ 2 when k > 0.
As for k = 0, we have the following result:
are irreducible highest weight modules with the highest weight −λ 2 and −2λ 2 , respectively. They have the following bases
We will show that
Moreover, E
Furthermore,
Hence we are done.
In this case, any submodule of A is not nilpotent with respect to G + . However, we still have the following lemma.
Lemma 2.8
The submodules A k (k ∈ Z) are irreducible submodules, which are not of highest weight type.
Proof. Suppose k ≥ 0. Let N be the submodule generated by x k 1 . Note
Indeed, the second operator shows that the submodules A k (k ∈ Z) are not of highest weight type.
with a m = 0. If m = 0, we are done. We prove by induction on m. Observe
for some constant c = 0. Thus we get x
x 3 x 4 and repeating above process, we get
It can be proved similarly when k < 0.
Now we go back to the general case G = sp(2n, C) for any positive integer n.
Lemma 2.9 All singular vectors in A should be x kn n , x k 2n
2n and
Proof. Let g(x 1 , · · · , x 2n ) ∈ A be a singular vector. Set
Moreover, 2n and u n−1 .
we can assume T = 1, t for some t ∈ 1, n − 1, the subspace A k is an irreducible highest weight module with the highest weight vector
If S 1 T 1 = ∅, we can assume 1, n = T 2 by symmetry. In this case, we have that e) A k (resp. A −k ) is an irreducible highest weight module with highest weight kλ n−1 −
are irreducible highest weight modules with the highest weight −λ n and −2λ n , respectively. Moreover, U(G).1 has a basis
Proof. We will prove it case by case.
Suppose k ≥ 0. Take s ∈ S 1 and let N be the submodule of A k generated by
Hence A is not nilpotent with respect to G + . For all α ∈ N 2n such that
Suppose N ′ is a nonzero submodule of A k and 0 = f ∈ N ′ . Since
we can assume f is independent of x n+1 , · · · , x 2n . Take t ∈ T 1 . Observe
So we can further assume f = f (x s , x t ). By the same argument as sp(4, C) (Case 3), we get
It is similar for k < 0.
We assume T 2 = 1, t for some t ∈ 1, n − 1. Any singular vector in A must be a polynomial function in x t , x t+1 , x n+t (and u = x t−1 x n+t − x t x n+t−1 if t > 1). Suppose f (x t , x n+t , x t+1 , u) is a singular vector. Since
A is nilpotent with respect to G + . Therefore, A k is an irreducible highest weight module with the highest weight vector
In this case, A does not contain a singular vector. Take s ∈ S 1 and t ∈ T 1 . Let N be the submodule generated by x k s ( if k ≥ 0; x −k t if k < 0). N = A k by 1) and 2). Now suppose N ′ is a nonzero submodule of A k and 0 = f ∈ N ′ . By the same argument as 1), we can assume that f is a polynomial function in x s , x t , x i , x n+i , i ∈ T 2 . Since
we can get an For technical convenience, we will prove b) in Section 5.
In this section, we investigate some noncanonical representations of the special orthogonal Lie algebra so(2n, C) defined via (2.1). We decompose A = C[x 1 , ...., x 2n ] into a direct sum of irreducible submodules and give a basis for such submodules.
Denote by G the Lie algebra
which acts on A via (2.1). Let
be a Cartan subalgebra and take {E i,j − E n+j,n+i , E i,n+j − E j,n+i | 1 ≤ i < j ≤ n} as positive root vectors, which span a Lie subalgebra G + . Denote
the fundamental weights λ 1 , · · · , λ n are linear functions on H such that λ i (h j ) = δ i,j .
Recall
Then we have ∆g = g∆ and gη = ηg for g ∈ so(2n, C), (3.5) as operators on A and
If 1, n = S 1 , we get the canonical polynomial representation of so(2n, C). Before we start to study the noncanonical polynomial representations, we first quote a useful lemma found by Xu [8] .
Lemma 3.1 Suppose A is a free module over a subalgebra B generated by a filtrated subspace V = ∞ r=0 V r (i.e., V r ⊂ V r+1 ). Let T 1 be a linear operator on A with a right inverse T − 1 such that
for η 1 ∈ B, η 2 ∈ V , and let T 2 be a linear operator on A such that
Then we have
where the summation is finite under our assumption.
Now we assume 1, n = S 1 and investigate noncanonical polynomial representations of so(2n, C) via (2.1) according to the following cases.
Lemma 3.2 All singular vectors in
Proof. Let g ∈ A be a singular vector. Set u i = x i x 2n − x n x n+i for i ∈ 1, n − 1. Rewrite
Moreover,
Therefore, f is independent of x 1 , · · · , x n−1 , u 1 , · · · , u n−2 . Furthermore,
∆A k+2 and H ′ k is an irreducible highest weight module with the highest weight kλ n−1 −(k+2)λ n and a corresponding highest weight
) and H k is an irreducible highest weight module with highest weight −kλ n−1 + (k − 2)λ n and a corresponding highest weight
forms a basis of H k .
Proof. Note
for 1 ≤ i < j ≤ n. So A is nilpotent with respect to G + . Suppose k ≥ 0. Solving the characteristic equations of the partial differential equation ( 
So we have H
swapping x i and x n+i with i ∈ 1, n yields
Furthermore, Im ϕ ⊂ ∆V k+2,m+1 . Therefore,
We still have to show that (3.12) is a basis of
k i,j k t = 0 for i < j < t; k i,j k i 1 ,j 1 = 0 for i < i 1 and j > j 1 } Let
c t > k}, whose existence is guaranteed by ι+
by the definition of the set I. So k
This leads a contradiction. So B k,m is linearly independent.
For any
we can assume k i,j k m = 0 for all 1 ≤ i < j ≤ m − 1 because
by inductive assumption. Hence
we want to show that
If k p,m = 0 or k i,j = 0 for p < i < j < m, then the above expression naturally holds by the definition of B k,m . Otherwise, k p,m > 0 and k i 0 ,j 0 > 0 for some p < i 0 < j 0 < m.
By induction B k,n is a basis of H ′ k,n = H ′ k . The conclusion for k < 0 can be proved similarly.
We can always assume T 2 = 1, s for some s ∈ 1, n − 1 by symmetry. Suppose f ∈ A is a singular vector. Set
Then f is also a singular vector if we view A as a G 1 -module. So f is independent of x 1 , x n+1 , · · · , x s−1 , x n+s−1 according to Case 1. We continue our discussion according to two subcases as follows.
1) s = n − 1.
In this subcase,
Solving the first equation, we get
by Lemma 3.1. Moreover,
if and only if 
Proof. We first show that
enables us to write
where
Thus it is sufficient to show that for ∀k 2n−1 +k n +k 2n −k n−1 = k,
).
for t ∈ 0, l, and
So A is also nilpotent with respect to G + . Therefore, the submodule H k is irreducible by lemma 2.3 when k ≤ 0. Since x
Using Lemma 3.1 with
we obtain that (3.23) is a basis of H k .
2) s < n − 1.
we can conclude from the canonical representation and Case 1 that any singular vector in A should be of the form f (x s , x n+s , u, x s+1 ). Note
s+1 . Recall the operator ∆ defined in (3.3). First, (−1)
Proof. To show
, it is sufficient to show that
Otherwise, note ∆(
(3.30)
Hence (3.26) holds. Note
and 
Noncanonical Representation of so(2n + 1, C)
This section is devoted to the noncanonical polynomial representation of the Lie algebra
Take {E i+1,j+1 − E n+j+1,n+i+1 , E i+1,n+j+1 − E j+1,n+i+1 | 1 ≤ i < j ≤ n} and {E i+1,1 − E 1,n+i+1 | i ∈ 1, n} as positive root vectors, which span a Lie subalgebra G + . Set h i = E i+1,i+1 − E n+i+1,n+i+1 − E i+2,i+2 − E n+i+2,n+i+2 for i ∈ 1, n − 1 and h n = 2(E n+1,n+1 − E 2n+1,2n+1 ). The fundamental weights λ i , i ∈ 1, n are linear functions on H such that λ i (h j ) = δ i,j . Let S, T be a partition of 1, 2n + 1, we can get a representation of so(2n + 1, C) on A = C[x 1 · · · , x 2n+1 ] via (2.1). We can always assume 1 ∈ S by symmetry. Set 
3)
It is easy to see ∆g = g∆, ηg = gη for g ∈ so(2n + 1, C), (4.5) as operators on A. We still set
In this case, we have
Since so(2n + 1, C)) contains so(2n, C) as a subalgebra, any singular vector is of the form
Using lemma 3.1 with
we obtain
Therefore, H k has only one singular vector (f 1,k−1 if k > 0 and x
for 1 ≤ i < j ≤ n, and
So A is nilpotent with respect to G + . Hence the subspace H k is irreducible by the analogue of Lemma 2.3 for so(2n + 1, C).
By the similar argument as in theorem 3.4 and 3.5, we can get
we obtain Theorem 4.2 The space A k = H k ηA k−2 . Moreover, H k is an irreducible highest weight module with highest weight (k − 1)λ n−1 − 2kλ n (resp. −kλ n−1 + 2(k − 1)λ n ), a corresponding highest weight vector is f 1,k−1 (resp. x −k n+1 ) when k > 0 (resp. k ≤ 0) and
We can assume T 2 = 2, s + 1(1 ≤ s < n) by symmetry. Note
Let f ∈ A be a singular vector. Set
C(E i+1,j+1 − E n+j+1,n+i+1 ) +
1≤i<j≤s
[C(E i+1,n+j+1 − E j+1,n+i+1 )
+C(E n+j+1,i+1 − E n+i+1,j+1 )],
s+1≤i<j≤n
+C(E n+j+1,i+1 − E n+i+1,j+1 )].
Denote If k ≥ 0, the highest weight of H k is −(k + 1)λ s + kλ s+1 when s < n − 1, and −(k + 1)λ s + 2kλ s+1 if s = n − 1. When k < 0, the highest weight of H k is −kλ s−1 + (k − 1)λ s .
Moreover, x k s+2 is a singular vector of H k if k ≥ 0, and x −k s+1 is a singular vector of H k when k < 0.
Noncanonical Representation of sl(n, C)
In this section, we study the noncanonical representation sl(n, C) obtained from (1.9) by swapping some −x r , −y s and ∂ xr , ∂ ys .
Recall sl(n, C) = n i,j=1,i =j
is a Cartan subalgebra of sl(n, C). Recall the fundamental weights λ 1 , · · · , λ n−1 are linear functions on H such that λ i (E j,j − E j+1,j+1 ) = δ i,j . Take {E ij |1 ≤ i < j ≤ n} as positive root vectors, which span a Lie subalgebra G + . Recall B = C[x 1 , · · · , x n , y 1 , · · · , y n ]. Let S, T be a partition of 1, n. Define a representation of sl(n, C) on B as follows:
if i ∈ S, j ∈ T, ∂ x i ∂ x j − y j ∂ y i , if i ∈ T, j ∈ S, −x j ∂ x i − δ i,j − y j ∂ y i , if i, j ∈ T. for l 1 ∈ Z, l 2 ∈ N, and H l 1 ,l 2 = {f ∈ B l 1 ,l 2 | ∆(f ) = 0}.
Set
Then B l 1 ,l 2 and H l 1 ,l 2 are sl(n, C)-submodules.
We can always assume T = 1, s for some s ∈ 1, n by symmetry. 
