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Kapitel 1
Einleitung
1.1 Historie
Das Ph

anomen der Lichtbeugung wurde erstmals von Francesco Maria
Grimaldi(1618-1663) im Jahre 1665 beschrieben. Die Charakterisierung der
Beugung als die Anwesenheit von Licht im geometrischen Schatten eines
Objektes erfolgte etwa zeitgleich durch Robert Hooke(1635-1703). Aufgrund
seiner Beobachtungen schlufolgerte er, da Licht ein Wellenph

anomen mit einer
sehr groen Ausbreitungsgeschwindigkeit sei. Christian Huygens(1629-1695)
formulierte 1678 die erste Wellentheorie des Lichtes, das nach ihm benannte
Huygenssche Prinzip, welches im Gegensatz zu der im 17. Jahrhundert weitgehend
akzeptierten Korpuskulartheorie des Lichtes stand. In seiner Theorie f

uhrte Huy-
gens auch bereits verschiedene Polarisationszust

ande ein.
Die Wellentheorie des Lichtes setzte sich Anfang des 19. Jahrhunderts
gegen die Korpuskulartheorie durch, nachdem neue Experimente von Thomas
Young(1773-1829) und Simeon Denis Poisson(1781-1840) diese unter-
mauerten. Poisson bezog sich mit seinem Experiment auf eine kurz vorher
von Augustin Jean Fresnel(1788-1827) aufgestellte Theorie, welche auf dem
Wellencharakter des Lichtes basierte.
Im Jahre 1873 fate James Clerk Maxwell(1831-1879) alle damals be-
kannten Beschreibungen der Ph

anomene der Optik, der Elektrizit

at und des
Magnetismus in einer Theorie, den Maxwellgleichungen, zusammen.
Eine erste exakte mathematische Beschreibung der Wellenausbreitung und
Beugung von Licht gelang Gustav Robert Kirchhoff(1827-1879) und
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Lord Rayleigh(1842-1919). Eine exakte analytische und vollst

andige L

osung
der Maxwellgleichungen f

ur ein beugendes Objekt, die unendlich ausgedehnte,
perfekt leitende Halbebene, gelang erstmals Arnold Sommerfeld(1868-1951).
Bis heute sind trotz rasanter Fortschritte der Mathematik nur wenige analytische
L

osungen der Maxwellgleichungen bekannt, die meist auf bestimmte Geometrien
der streuenden Grenz

achen beschr

ankt sind. Die wichtigsten L

osungen sind die
Fresnelschen Formeln f

ur die Beschreibung der Beugung an einer ebenen Grenz-


ache und Gitter, die als unendlich ausgedehnte periodische Strukturen aufge-
fat werden. Die vorliegende Arbeit basiert auf der Analyse von Gitterstrukturen
und der M

oglichkeit, die hierbei angewendeten Methoden auch in guter N

ahe-
rung f

ur die Beschreibung allgemeiner, nichtperiodischer optischer Grenz

achen
zu ben

utzen.
Da Beugung nicht nur begrenzend auf das Ausl

osungsverm

ogen optischer
Systeme wirkt, sondern auch bei der Bestimmung von Materialeigenschaften
oder bei der gezielten Erzeugung gew

unschter Lichtverteilungen benutzt werden
kann, wurde bald erkannt. So zeigte sich, da eine Ausnutzung von Beugungs-
erscheinungen Strukturanalysen von Kristallen erm

oglicht. Desweiteren wird die
hohe chromatische Dispersion von Beugungsgittern vielfach in der Spektroskopie
verwendet.
Eine v

ollig neue Form der Lichtmanipulation hin zu beliebigen Licht-
verteilungen fand Dennis Gabor(1900-1979), als er das Holographieprinzip
entdeckte. Gabor untersuchte dabei photographische Aufzeichnungen von
Interferenzmustern, die durch eine

Uberlagerung von Objekt- und Referenzwellen
entstehen. Dabei entdeckte er, da sich die originale Objektwelle vollkommen
rekonstruieren l

at, wenn ein derart aufgenommenes Interferenzmuster mit der
Referenzwelle ausgelesen wird.
1967 beschrieben Lohmann und Paris, wie die holographische Aufzeichnung
mit Hilfe einer Referenzwelle durch eine berechenbare Struktur ersetzt werden
kann. Das von ihnen beschriebene Detour-Phase-Prinzip, welches in Kapitel 3.2.2
vorgestellt wird, ist ein sogenanntes Tr

agerverfahren. Es ist das erste moderne
Designprinzip der diraktiven Optik. Nachfolgend wurde eine Vielfalt weiterer
Verfahren in der Literatur diskutiert, wie das Tr

agerverfahren von Kirk und
Jones, die direkten Designverfahren, zu denen auch die direkte bin

are Suche, das
simulated annealing und die genetischen Algorithmen geh

oren, oder das Fehler-
diusionsverfahren. Iterative Designverfahren, mit der Gruppe der iterativen Pro-
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jektionsverfahren wie dem iterativen Fourier-Transformalgorithmus, sind weitere,
h

aug ben

utzte Designmethoden. Auf die verschiedenen Designverfahren wird in
einem kurzen

Uberblick

uber die Methoden eingegangen.
Zum Design der realisierten Elemente werden in dieser Arbeit ein iterativer
Fourier-Transformalgorithmus in Verbindung mit der direkten Codierung nach
Lohmann und Paris sowie ein genetischer Algorithmus eingesetzt.
1.2 Einordnung der Arbeit
Dem Einsatz von Licht als
"
enabling technology\ kommt in zunehmendem
Mae eine immer gr

oere technische Bedeutung zu [1, 2]. Diese basiert vor
allem auf einem breiten Spektrum von Einsatzm

oglichkeiten in der aktuellen
Forschung und Entwicklung sowie auf einem weiten Feld bei der Umsetzung
technischer Probleml

osungen, angefangen von der Entwicklung leistungsf

ahi-
ger Beleuchtungsoptiken und dem Einsatz bei der Laser-Materialbearbeitung

uber die optische Daten

ubertragung, -manipulation und -speicherung bis hin zu
modernen Me-, Analyse- und Displaytechniken. All diese Einsatzgebiete w

aren
ohne die rasante Entwicklung der letzten Jahre auf verschiedenen Gebieten der
Optik undenkbar. Dabei greifen die drei Bereiche Lichterzeugung, kontrollierte
Manipulation von Licht und Detektion eng ineinander. Die Entwicklung neuer
Lichtquellen, wie Laser und Leuchtdioden, kann nur dann in technischen An-
wendungen umgesetzt werden, wenn eine m

oglichst eziente Kontrolle des
erzeugten Lichtes m

oglich ist. Dies wird mittels unterschiedlich komplexer
optischer Systeme erreicht. Oft haben allgemeine optische Systeme so viele Frei-
heitsgrade, da eine rein experimentelle Suche nach dem optimalen System oder
einer befriedigenden L

osung

uberhaupt, nicht m

oglich ist. Daher gewinnt eine
m

oglichst realit

atsnahe Simulation optischer Systeme zunehmend an Bedeutung.
Die groen Fortschritte auf diesem Gebiet gehen nicht zuletzt auch mit der schnel-
len Entwicklung moderner Rechentechnik einher, welche viele Simulationen

uber-
haupt erst erm

oglichte.
Vorherrschend bei der Simulation und dem Design optischer Systeme oder
eines einzigen optischen Elementes sind geometrisch-optische Methoden. Am
h

augsten wird dabei die sogenannte Strahlverfolgung (ray-tracing) angewendet.
Grundlage des Verfahrens ist eine m

ogliche Beschreibung der elektromagnetischen
Ph

anomene durch Strahlen. Aufgrund der intuitiven Verst

andlichkeit, der allge-
KAPITEL 1. EINLEITUNG 4
meinen Verf

ugbarkeit und einer sehr exiblen Einsatzm

oglichkeit werden solche
Verfahren auch beim Design komplexer optischer Systeme, wie dem Design hoch-
genauer Abbildungssysteme, mit Erfolg eingesetzt. Die Begrenzungen aufgrund
zu geringer Rechenkapazit

aten wurden dabei immer weiter abgebaut, so da die
angewendeten Verfahren heute an ihre physikalische Grenze stoen.
Bei der zu beobachtenden Miniaturisierung optischer Systeme bis hin zum
Einsatz mikrooptischer Bauelemente gewinnen in zunehmendem Mae wellen-
optische Ph

anomene an Bedeutung, welche in vielen modernen Anwendungen
nicht mehr vernachl

assigt werden d

urfen. Der Einsatz von Methoden, welche den
Wellencharakter des Lichtes bei der Analyse und dem Design optischer Systeme
einbeziehen, wird somit immer wichtiger. Auerdem erlaubt der Einsatz wel-
lenoptischer Methoden vollkommen neue L

osungsans

atze, bzw.

uberhaupt erst
die L

osung bestimmter Problemstellungen. Einer dabei oftmals zu beobachten-
den Vergr

oerung der Anzahl der Designfreiheiten steht allerdings ein deutliches
Anwachsen des Rechenaufwandes gegen

uber.
W

unschenswert ist ein Analyse- und Designverfahren, welches die Response
beliebiger optischer Elemente rigoros berechnet. Da dies heutzutage aufgrund
der immer noch begrenzten Rechnerleistungen i.a. nicht m

oglich ist, werden
N

aherungsmethoden eingesetzt. Solchen Verfahren, welche die Wellennatur des
Lichtes weitestgehend in ihre Betrachtungen einbeziehen und dennoch einen
m

oglichst geringen Rechenaufwand erzeugen, kommt somit eine immer gr

oe-
re Bedeutung zu. In der vorliegenden Arbeit werden verschiedene lokale N

ahe-
rungsverfahren der Analyse und des Design optischer Systeme vorgestellt und
untersucht. Die verschiedenen lokalen N

aherungen werden mit dem Konzept der
lokalen Elementarstrukturen zusammengefat und erweitert.
1.3 Gliederung der Arbeit
Die Analyse optischer Systeme setzt die M

oglichkeit der Simulation der Licht-
ausbreitung durch inhomogene und durch homogene Medien auf der Basis der
Maxwellgleichungen voraus. Die Propagation durch homogene Medien wird auf
der Basis des Spektrums ebener Wellen im Kapitel 2 beschrieben. Aufbauend dar-
auf, wird im Kapitel 3 eine rigorose Methode der Analyse unendlich ausgedehn-
ter Gitter vorgestellt. In der vorliegenden Arbeit wird nicht die Konvergenz der
angewendeten Fourier-Modal-Methode zur Berechnung der Response unendlich
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ausgedehnter Gitter problematisiert, bei den untersuchten dielektrischen und
metallischen Beispielstrukturen ist diese jedoch nicht kritisch.
1
Die Anwendbarkeit der Fourier-Modal-Methode auf allgemeine nicht-
periodische Elemente wird im nachfolgenden Kapitel 4 untersucht. Von der
Analyse allgemeiner Strukturen mittels lokaler linearer Gitter ausgehend, wird
das Konzept der lokalen Elementarstrukturen entwickelt. Dabei wird der Begri
der St

orung als Abweichung der Wirkung einer lokalen Struktur von der Response
einer ebenen Grenz

ache eingef

uhrt. Es schliet sich die Berechnung der St

orung
einer speziellen lokalen Elementarstruktur, des bin

aren Pulses, als Grundlage
eines verallgemeinerten Analyseprinzips an. Der Gedanke der Berechnung der
Response einer Struktur mittels Elementarstrukturen stellt ein sehr allgemeines
Konzept zur Beschreibung optischer Elemente dar. Die Genauigkeit der ver-
schiedenen lokalen N

aherungsmethoden wird nummerisch miteinander verglichen.
Die so gewonnene Auassung der Analyse optischer Elemente wird in Kapitel
5 f

ur das Design zweier Elemente ben

utzt. F

ur das Beispiel der Codierung eines
Strahlteilers mit Hilfe eines hochfrequenten Tr

agergitter erweist sich die N

aherung
lokaler Gitter als g

unstig. F

ur das zweite Beispiel, der Codierung eines nichtpa-
raxialen Strahlteilers, werden lokale bin

are Pulse als Elementarstrukturen ver-
wendet.
In Kapitel 6 werden die in Kapitel 5 berechneten Elemente experimentell
demonstriert.
Eine Zusammenfassung und eine Ausblick auf zu l

osende Probleme schlieen
die Arbeit ab.
1
Die f

ur den TM-Mode m

oglichen Konvergenzprobleme treten bei den untersuchten Struk-
turen nicht auf. Die Frage, wann die in der Arbeit verwendeten Fourier-Modal-Methode nicht
konvergiert, ist Gegenstand aktueller Forschung.
Kapitel 2
Grundlagen
2.1 Maxwellgleichungen
Sei ein zeitharmonisches elektromagnetisches Feld der Frequenz ! gegeben. Dieses
Feld ist dann durch die dreidimensionalen Feldst

arkevektoren des elektrischen und
des magnetischen Feldes, E und H, vollst

andig beschrieben
E(r; t) = <fE(r)e
 i!t
g;
H(r; t) = <fH(r)e
 i!t
g;
worin r = (x;y; z) der dreidimensionale Ortsvektor ist. < bedeutet, da letztlich
jeweils nur der physikalisch relevante Realteil der Felder betrachtet wird. In kon-
tinuierlichen Medien gen

ugt dieses zeitharmonische Feld den Maxwellgleichungen
rE(r) = i!B(r);
rH(r) = J(r)  i!D(r); (2.1)
r D(r) = (r);
r B(r) = 0:
B(r) und D(r) sind dabei die r

aumlichen Anteile der dielektrischen Verschiebung
und der magnetischen Induktion. In der nichtrelativistischen
1
Optik linearer
2
1
Alle auftretenden Geschwindigkeiten seien klein gegen

uber der Vakuum-
Lichtgeschwindigkeit.
2
Ein Medium heit linear, wenn die dielektrische Polarisation P = [~(r)   1]
0
E linear von
E abh

angt.
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isotroper
3
Medien sind weiterhin die Materialgleichungen
D(r) = ~(r)E(r);
B(r) = (r)H(r); (2.2)
J(r) = (r)E(r)
zu erf

ullen, wobei ~,  und  die dielektrische Konstante, die magnetische Per-
meabilit

at und die spezische Leitf

ahigkeit sind. Die dielektrische Konstante wird
oftmals noch in ein Produkt aus dielektrischer Konstante des Vakuum 
0
und re-
lativer Dielektrizit

atskonstante ~
r
(r) zerlegt: ~(r) = ~
r
(r)
0
. Der zugeh

orige Bre-
chungsindex ist dann deniert als n(r) =
p
~
r
(r).
Im Falle anisotroper Medien sind ~,  und  keine skalaren Funktionen, son-
dern werden durch den Dielektrizit

atstensor 
ij
, den Permeabilit

atstensor 
ij
und
den Leitf

ahigkeitstensor 
ij
beschrieben [3]. Sollen nichtlineare Medien untersucht
werden, so h

angen ~,  und  nicht nur vom Ort, sondern auch vom elektro-
magnetischen Feld selbst ab
4
[4].
2.2

Ubergangsbedingungen
Weisen die Materialparameter ~,  und  Spr

unge auf, so sind an den entspre-
chenden Grenz

achen

Ubergangsbedingungen zu beachten.
Abbildung 2.1: Denition des Normalen-
vektors der Grenz

ache zweier Medien
n
1
n
2
n
12
Beschreibt n
12
den Normalenvektor
der Grenz

ache vom Medium 1 zum
Medium 2 (Bild 2.1), so ist
n
12
 (B
1
 B
2
) = 0;
n
12
 (D
1
 D
2
) = 
s
;
n
12
 (E
1
 E
2
) = 0;
n
12
 (H
1
 H
2
) = J
s
;
(2.3)
zu erf

ullen.
3
Ein Medium heit isotrop, wenn seine elektromagnetischen Eigenschaften richtungsun-
abh

angig sind.
4
Diese Beschreibung ist

aquivalent zu der nichtlinearen Abh

angigkeit der dielektrischen Po-
larisation P von der Feldst

arke E.
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
s
und J(r) sind die Ober

achenladung und der Ober

achenstrom. Besteht das
Medium 2 aus einem ideal leitenden Material, also  = 1, so mu das Feld in
diesem Bereich verschwinden: B
2
= H
2
= D
2
= E
2
= 0. Liegt hingegen ein
dielektrisches Material oder ein realer Leiter im Medium 2 vor, so treten keine
Ober

achenladungen oder -str

ome auf, d.h. es gilt 
s
= J(r) = 0.
2.3 Zwei-dimensionale Felder
Ist das elektromagnetische Feld invariant bez

uglicher der Verschiebung entlang
einer Koordinatenachse, so lassen sich die Maxwellgleichungen (2.1) wesentlich
vereinfachen. Sind die zu untersuchenden Strukturen invariant gegen

uber einer
Verschiebung in y-Richtung so gilt dies aus Symmetriegr

unden notwendigerwei-
se auch f

ur das elektromagnetische Feld. Die Maxwellgleichungen lassen sich
dann in zwei separierte Dierentialgleichungen

uberf

uhren. Zweckm

aigerweise
zerlegt man das Feld in zwei Feldst

arkevektoren, welche parallel bzw. senkrecht
zur invarianten Koordinatenachse schwingen. Diese beiden Komponenten werden
TE-Mode (transversal elektrischer Mode) und TM-Mode (transversal magneti-
scher Mode) genannt, es sind auch die Bezeichnungen TE-Polarisation oder s-
Polarisation beziehungsweise TM-Polarisation oder p-Polarisation gebr

auchlich.
Aus der L

osung der beiden Dierentialgleichungen f

ur die unabh

angigen Pola-
risationskomponenten lassen sich dann alle anderen Feldkomponenten bestim-
men. Im folgenden sollen nur unmagnetische Stoe betrachtet werden, d.h. es
gelte (x; z) = 
0
. Desweiteren werden eine komplexe Dielektrizit

atskonstan-
te gem

a 
r
(x; z) = [n(x; z)]
2
= ~
r
(x; z) + i
(x;z)
!
0
und der Wellenzahlvektor
k =
2

=
!
c
= !
p

o

0
eingef

uhrt. Dann erh

alt man f

ur die TE-Polarisation
aus den Maxwellgleichungen 2.1
@
2
@x
2
E
y
(x; z) +
@
2
@z
2
E
y
(x; z) + k
2

r
(x; z)E
y
(x; z) = 0: (2.4)
und weiterhin
H
[x;z]
(x; z) =
i
!
0

x
@
@z
E
y
(x; z)  z
@
@x
E
y
(x; z)

(2.5)
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als Komponenten des Magnetfeldes. F

ur die TM-Polarisation gilt entsprechend
@
@x

1

r
(x; z)
@
@x
H
y
(x; z)

+
@
@z

1

r
(x; z)
@
@z
H
y
(x; z)

+ k
2
H
y
(x; z) = 0:
(2.6)
Die beiden letzten noch fehlenden Komponenten des elektrischen Feldes ermittelt
man dann gem

a
E
[x;z]
(x; z) =
i
!
r
(x; z)

x
@
@z
E
y
(x; z)  z
@
@x
E
y
(x; z)

: (2.7)
2.4 Energiedichte und Poyntingvektor
In vielen F

allen ist man weniger an den Feldst

arkevektoren, als vielmehr an der
Energieverteilung interessiert. Die elektromagnetische Energiedichte ist deniert
als Summe der Felddichten des elektrischen und des magnetischen Feldes
w(r; t) = w
e
(r; t) + w
h
(r; t): (2.8)
Dabei berechnen sich die Energiedichte des elektrischen Feldes im einzelnen nach
w
e
(r; t) =
1
2
E(r; t) D(r; t) (2.9)
und die des magnetischen Feldes gem

a
w
h
(r; t) =
1
2
H(r; t) B(r; t): (2.10)
Da die Frequenz ! des betrachteten Lichtfeldes gro ist, wird mit den jeweiligen
zeitlichen Mittelwerten
hw
e
(r; t)i =
1
4
(r)jE(r)j
2
(2.11)
hw
h
(r; t)i =
1
4
(r)jH(r)j
2
(2.12)
gerechnet [3].
Die mittlere zeitliche elektromagnetische Energiedichte berechnet sich dann
gem

a
hw(r; t)i = hw
e
(r; t)i+ hw
h
(r; t)i (2.13)
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Der Energieu durch eine Fl

ache wird durch den Poyntingvektor, der als
S = EH deniert ist, beschrieben. Wiederum interessiert in den meisten F

allen
nur das mittlere zeitliche Verhalten des Poyntingvektors
hS(r; t)i =
1
2
<fE(r)H

(r)g: (2.14)
Um den Energieu in eine bestimmte Richtung zu ermitteln, wird der mittlere
zeitliche Poyntingvektor auf die entsprechende Richtung projiziert.
2.5 Wellenoptische Beschreibung eines opti-
schen Systems
Die wellenoptische Simulation eines beliebigen optischen Systems, wie zum Bei-
spiel in Abb. 2.2 (a) dargestellt, kann in zwei verschiedenen Beschreibungen erfol-
gen: der Darstellung im Funktionsbild und der Repr

asentation im Strukturbild [5].
Im Funktionsbild ersetzt man die realen optischen Elemente durch mathemati-
sche Operatoren S
1
;S
2
   S
j
   S
J 1
;S
J
und Freiraumpropagationen

uber eine
Distanz z durch Propagationsoperatoren P
z
1
;P
z
2
   P
z
j
   P
z
J 1
;P
z
J
.
Im Spezialfall eines einzigen optischen Elements reduziert sich die Darstellung
auf einen Operator S. Erfolgen desweiteren vor und hinter dem optischen Ele-
ment Freiraumpropagationen

uber die Distanzen z
1
und z
2
, so ndet ergibt
sich zur Beschreibung des gesamten Systems im Funktionsbild eine Operatorse-
quenz
~
S = P
z
2
SP
z
1
. Das Ausgangsfeld U
aus
(x; y; z
aus
) kann dann durch
U
aus
(x; y; z
aus
) = P
z
2
SP
z
1
U
ein
(x; y; z
ein
) (2.15)
aus dem Eingangsfeld U
ein
(x; y; z
ein
) berechnet werden.
Bei der Analyse eines optischen Systems steht eine ausreichend genaue
Rep

asentation einer Struktur durch einen solchen mathematischen Operator
~
S im
Mittelpunkt der Untersuchungen, w

ahrend beim Design das Aunden eines Ope-
rators, der eine gew

unschte Transformation realisiert, und die Zuordnung einer
bestimmten Struktur zu einem gefundenen mathematischen Operator zentrale
Fragen darstellen. Design und Analyse sind daher inverse Problemstellungen.
Wie in Abb. 2.2 (c) gezeigt ist, kann die Transmission durch optische Ele-
mente in der Darstellung im Funktionsbild durch den Transmissionsoperator T
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c)
∆z1
zref
z
∆z2
zein
Uein(x,y,zein)
zaus
Uaus(x,y,zaus)
a)
Region 1
homogenes 
Dielektrikum
Region 3
homogenes 
Dielektrikumb)
∆z1
z
∆z2
z1 z2
n1 n3
zein
Uein(x,y,zein)
zaus
Uaus(x,y,zaus)
h(x,y)
∆z1 ∆z2 ∆zJ+1
z1z2 z3 z4 z2J-1 z2J
• • •
zein zaus
Uein(x,y,zein) Uaus(x,y,zaus)
z
∆z21 2 J
~
∆z1 ∆zJ+1
Region 2
Abbildung 2.2: Schematische Darstellung optischer Systeme. (a) Allgemeines optisches System
aus J Elementen, durch J Operatoren S
j
beschrieben, welche r

aumlich durch homogene Regio-
nen getrennt sind. (b) Optisches System im Strukturbild am Beispiel eines beliebigen Grenz-


achenprols h(x; y), welches zwei homogene Regionen trennt. (c) Optisches System im Funk-
tionsbild am Beispiel einer Transmissionsfunktion T .
KAPITEL 2. GRUNDLAGEN 12
beschrieben werden, welcher einer Multiplikation mit einer komplexen Transmis-
sionsfunktion t(x; y) = jt(x; y)j exp[i(x; y)] entspricht, also
T U(x; y) = t(x; y)U(x; y); (2.16)
wobei die Dicke des Elementes vernachl

assigt und dessen Wirkung auf eine Ebene
z
ref
reduziert wird. Besonderer Vorteil der Darstellung im Funktionsbild ist, da
man nicht auf ein bestimmtes optisches System festgelegt ist. Das heit, da
man zun

achst die Realisierung des entsprechenden Operators durch ein reales
optisches Element auer Acht lassen kann.
Im Gegensatz dazu setzt die Darstellung im Strukturbild eine Festlegung auf
eine bestimmte Inhomogenit

at voraus. Dies mag zun

achst intuitiver erscheinen,
schr

ankt jedoch andererseits die Freiheiten beim Design optischer Systeme erheb-
lich ein. Im Strukturbild, welches exemplarisch in Abb. 2.2 (b) abgedeutet ist,
wird das optische System durch konkret vorgegebene optische Elemente oder ab-
strakter durch fest vorgegebene Brechzahlverteilungen n(x; y) repr

asentiert, wo-
bei die Wirkung dieser Brechzahlverteilungen mathematisch durch einen diesmal
strukturbezogenen Operator M
z
2
 z
1
realisiert wird.
Wie im nachfolgenden Abschnitt gezeigt wird, ist die wellenoptische Aus-
breitung eines elektromagnetischen Feldes in linearen, homogenen Medien gel

ost,
wobei die eziente numerische Implementierung Gegenstand aktueller Forschung
ist [6{8]. Die Aundung strukturbezogener Operatoren M
z
2
 z
1
ist jedoch nur
in speziellen F

allen analytisch m

oglich und erfolgt daher meist numerisch. Die
eziente Berechnung bestimmter strukturbezogener Operatoren durch die An-
wendung von geeigneten N

aherungen stellt ein Ziel der vorliegenden Arbeit dar.
2.6 Propagation in homogenen Medien
Die Propagation durch ein optisches System soll in zwei unabh

angige Schritte
unterteilt werden. Die Wellenausbreitung in linearen, homogenen Medien, auch
Freiraumpropagation genannt, wird getrennt von der Propagation durch das ei-
gentliche optische Element betrachtet. Erstere kann im Sinne der Maxwellglei-
chungen exakt gel

ost werden, bei letzterer ist man oft auf N

aherungen angewie-
sen. Gegenstand der Arbeit ist die genauere Untersuchung solcher N

aherungen
bei der Propagation durch inhomogene Medien, so da die Propagation durch
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homogene Medien hier nur kurz angerissen werden soll. Ausf

uhrliche Darstellun-
gen nden sich bei Stamnes [6], Mandel undWolf [7], Sommerfeld [9] und
Aagedal [8].
Im homogenen Medium kann aufgrund der Linearit

at der Maxwellgleichun-
gen eine beliebige Welle immer als Superposition eines Satzes von Wellen in ei-
ner zweidimensionalen Fl

ache dargestellt werden, sofern dieser eine vollst

andige
Basis des R
2
bildet. Das Feld in jedem beliebigen Raumpunkt auerhalb einer
solchen Fl

ache kann dann durch Propagation der Welle berechnet werden. Das
Huygenssche Prinzip, welches besagt, da jeder Punkt in der Fl

ache Quelle einer
Kugelwelle sei, ist die erste Theorie, welche auf diesem Superpositionsprinzip be-
ruht. Die Theorie der Entwicklung nach sph

arischen Wellen f

uhrte schlielich zu
den Kirchho und den Rayleigh-Sommerfeld Wellenausbreitungsintegralen [7].
Eine der einfachsten L

osungen der Maxwellgleichungen ist die monochroma-
tische, unendlich ausgedehnte ebene Welle. Die Menge aller m

oglichen ebenen
Wellen, homogene
5
wie inhomogene, ist eine vollst

andige Basis des R
2
. Daher
kann jede beliebige Welle nach ebenen Wellen entwickelt werden. F

ur eine ska-
lare Komponente des elektromagnetischen Feldes ndet man so das Spektrum
ebener Wellen (SEW)
SEW
1
U
[1;3]
(x; y; z) =
ZZ
R
2
T (u; v) expfi2[ux+ vy + w
3
(z   z
0
)]gdudv
+
ZZ
R
2
R(u; v) expfi2[ux+ vy   w
1
(z   z
0
)]gdudv: (2.17)
Hierin beschreiben R und T die Anteile der in negative, bzw. positive z-Richtung
propagierenden Wellen. Das auftretende w
[1;3]
ist nicht unabh

angig von u und v
w
[1;3]
=
8
<
:
[(kn
[1;3]
)
2
  (u
2
+ v
2
)]
1
2
falls u
2
+ v
2
 (kn
[1;3]
)
2
;
i[(u
2
+ v
2
)  (kn
[1;3]
)
2
]
1
2
sonst
(2.18)
und kann somit reell oder imagin

ar sein. Die reellen w beschreiben dabei die
homogenen Wellen, w

ahrend die imagin

aren w evaneszente ebene Welle charak-
5
Eine elektromagnetische Welle heit homogen, wenn die Fl

achen konstanter Amplitude mit
den Fl

achen konstanter Phase

ubereinstimmen. Anderenfalls wird die Welle als inhomogen oder
evaneszent bezeichnet. Die Amplituden der evaneszenten ebenen Wellen werden mit steigendem
Abstand in z-Richtung exponentiell abgeschw

acht, die Fl

achen konstanter Amplitude stehen
senkrecht auf den Fl

achen konstanter Phase. Evaneszente ebene Wellen breiten sich senkrecht
zur z-Richtung aus.
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terisieren. Die auftretenden Indizes beziehen sich, entsprechend der Abb. 2.2b
auf die transmittierten ebenen Wellen im Medium 3 und die reektierten ebenen
Wellen im Medium 1. Entsprechend sind die zugeh

origen Brechungsindizes zu
w

ahlen.

Aquivalent zu dieser M

oglichkeit der Entwicklung nach ebenen Wellen ist die
Beschreibung mittels der Ableitungen der Feldverteilung der ebenen Wellen in
z-Richtung [7{9], welche ebenfalls eine vollst

andige Basis des R
2
beschreiben
SEW
2
U
[1;3]
(x; y; z) =
ZZ
R
2
T
0
(u; v)
i2w
expfi2[ux+ vy + w
3
(z   z
0
)]gdudv
 
ZZ
R
2
R
0
(u; v)
i2w
expfi2[ux+ vy   w
1
(z   z
0
)]gdudv: (2.19)
Ein optisches System entsprechend Abb. 2.2 bestehe aus den homogenen Ge-
bieten in z < z
1
und z > z
2
und der inhomogenen Region in z
1
 z  z
2
und
sei bis auf eine ebene Beleuchtungswelle, welche als Licht einer Punktlichtquelle
in z =  1 verstanden werden kann, frei von Quellen. Im Gebiet z > z
2
gilt
dann R(u; v)j
z>z
2
 0. Daraus folgt, da sich die L

osung im Gebiet z > z
2
als
Superposition ebener Wellen gem

a
U(x; y; z  z
2
) =
ZZ
R
2
T (u; v; h) expfi2[ux+ vy + w
3
(z   h)]gdudv (2.20)
mit
T (u; v; h) =
ZZ
R
2
U(x; y; h) exp[ i2(ux+ vy)]dxdy (2.21)
und w
3
entsprechend Gl. (2.18) darstellen l

at.
Im Raumbereich z  z
1
l

at sich das elektromagnetische Feld in der Form
U(x; y; z  0) = exp

i2n
1

sin 

x+
cos 

z

+
ZZ
R
2
R(u; v; 0) exp[i2(ux+ vy   w
1
z)]dudv (2.22)
mit
R(u; v; 0) =
ZZ
R
2
U(x; y; 0) exp[ i2(ux + vy)]dxdy (2.23)
beschreiben. Hierin beschreibt  den Einfallswinkel und  die Vakuumwellenl

ange
der einfallenden ebenden Welle.
Kapitel 3
Responseanalyse periodischer
Strukturen
Analytische L

osungen der Maxwellgleichungen existieren nur f

ur spezielle Pro-
blemstellungen. Diese lassen sich in zwei Gruppen unterteilen. Als erste groe
Gruppe ndet man die periodischen Strukturen, also die Gitter. Davon un-
abh

angig wurden analytische L

osungen f

ur spezielle Geometrien, wie Halbebe-
nen, Ebenen, Kugel

achen oder Ellipsoide, ebene Schichten und Schichtsysteme
gefunden. Eine

Ubersicht

uber die einzelnen analytischen L

osungen ist in [3] ge-
geben. Eine Reihe von rigorosen Methoden erlaubt allerdings, allgemeine Inho-
mogenit

aten numerisch zu analysieren. Diese l

osen die Maxwellschen Gleichungen
numerisch, wobei die L

osung parameterabh

angig gegen die exakte L

osung kon-
vergiert. Die verschiedenen Methoden konvergieren bei stark unterschiedlichem
Rechenaufwand und nicht f

ur alle Methoden liegen mathematische Konvergenz-
beweise vor. In der Zeitdom

ane werden Finite-Dierenzen-Methoden (Finite Dif-
ferences Time Domain method: FDTD) [10] ben

utzt, in der Raumdom

ane sind
eine Vielzahl von rigorosen Methoden bekannt, deren bekannteste die Strahl-
Propagations-Methode (Beam Propagation Method: BPM) [11, 12], die Finite-
Dierenzen-Methode (FDM) [13], die Wellen-Propagationsmethode (Wave Pro-
pagation Method: WPM) [14, 15] und verschiedene Methoden der Analyse peri-
odischer Ober

achen, wie Ober

achen-Integral-Methode (IESMP) [16,17], Finite-
Elemente-Methoden (FEM), Modal-Methoden, Koordinaten-Transformations-
Methoden, sind. [18{24].
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Abbildung 3.1: Gittergeometrien a) allgemeines Ober

achengitter, b) bin

ares Gitter
3.1 Grundlagen
Die Region 2 (Abb. 2.2) soll im folgenden Kapitel n

aher speziziert und durch
ein periodisches Element wie in Abb. 3.1 beschrieben werden. Der Raum wird
in drei Teilbereiche zerlegt, mit jeweils einem homogenen Medium vor (z < 0)
und hinter (z > h) dem Gitter und einem inhomogenen periodischen Medium
im Bereich 0  z  h. Der homogene Raumbereich I sei mit einem Medium der
reellwertigen Brechzahl n
1
angef

ullt. Hier sind die einfallende ebene monochro-
matische Welle E
i
(r) und die reektierte Welle E
r
(r) lokalisiert. Im Raumbereich
III tritt eine transmittierte Welle E
t
(r) auf, sofern das Medium dielektrisch ist.
Ist der Brechungsindex n
3
dagegen komplex, so treten an der Grenz

ache nur
evaneszente Felder auf. Im eigentlichen Gittergebiet kann eine komplexe oder ei-
ne reelle Brechzahlverteilung n
2
(r) = n(r) + i(r) vorliegen. Das Feld innerhalb
des Gitters soll mit E
g
bezeichnet werden.
Ziel ist es nun, aus der Kenntnis der einfallenden Welle und der Brechzahl-
verteilung im Gitter die transmittierte Welle, die reektierte Welle und das elek-
tromagnetische Feld im Gitter zu bestimmen.
Die zu untersuchenden Strukturen lassen sich in Abh

angigkeit von der An-
zahl der Richtungen, in welchen Variationen der Brechzahl auftreten, klassizie-
ren. Wir unterscheiden ein-, zwei- und dreidimensionale Strukturen, wobei bei
den ein- und zweidimensionalen jeweils noch nach der Richtung der auftretenden
Brechzahl

anderung dierenziert wird. Exemplarische Beispiele unterschiedlicher
Strukturen sind in Abb. 3.2 dargestellt. Bild 3.2a zeigt ein in einer Richtung un-
endlich ausgedehntes bin

ares Gitter. Solche lamellaren Gitter haben eine groe
Bedeutung in der Optik und werden vielf

altig eingesetzt. Bild 3.2b ist eine Bei-
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eindimensional transversale Struktur (bin

ares
Gitter oder lamellares Gitter)
eindimensional longitudinale Struktur (Schicht-
system)
zweidimensional transversale
Strukturen
zweidimensional longitudinale
Strukturen
dreidimensionale Strukturen
Abbildung 3.2: Allgemeine Gittergeometrien
spielstruktur f

ur ein Schichtsystem. Es treten keine Gitterstrukturen auf, doch
kann die Brechzahlvariation der einzelnen Schichten durchaus periodisch sein.
Schichtsysteme werden bei der Entspiegelung optischer Ober

achen, in der Band-
palterung oder f

ur hochreektierende dielektrische Spiegel eingesetzt. Bild 3.2c
zeigt zweidimensionale transversale Gittertypen, die periodische Brechzahlvaria-
tionen in den beiden transversalen Koordinatenrichtungen, aber nicht in der Tiefe
aufweisen. Unter 3.2d werden alle Strukturen zusammengefat, die in einer der
transversalen Koordinatenrichtungen periodisch fortgesetzt und in der anderen
unendlich ausgedehnt sind. Die lamellaren Gitter stellen einen Spezialfall dieses
Gittertyps dar. Beispielstrukturen f

ur den allgemeinsten Gittertyp, dreidimensio-
nale Gitter, sind in Bild 3.2e gezeigt. In der Arbeit sollen nur Strukturen vom
Typ a) und d) untersucht werden.
Abb. 3.3 zeigt verschiedene Beispiele ein- und zweidimensional-longitudinaler
Gittertypen, die h

aug in der Optik Verwendung nden. In Bild 3.3a ist der Bre-
chungsindex innerhalb eines bestimmten Bereiches x
l
 x < x
l+1
konstant. All
diese Bereiche des Gitters haben dieselbe Tiefe h. Bild 3.3b demonstriert ein soge-
nanntes Mehrschichtgitter. In einem bestimmten Tiefenbereich z
j
 z < z
j+1
ist
der Brechungsindex in der lateralen Ausdehnung im Bereich x
l
 x < x
l+1
kon-
stant. Das bin

are Gitter aus Bild 3.3a ist ein Spezialfall dieser Struktur. Die An-
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Abbildung 3.3: Verschiedene Gittertypen: (a) bin

ares Streifengitter, (b) Multilevelstreifengitter,
(c) Gitter mit kontinuierlicher Ober

ache, (d) indexmoduliertes Gitter
zahl der Brechzahlspr

unge in einer beliebigen Richtung ist nicht beschr

ankt, aller-
dings werden h

aug bin

are Gitter untersucht, die oft nur zwei Brechzahlspr

unge
pro Periode in lateraler Richtung aufweisen. Beide diese Gitterarten k

onnen durch

Atzen in Glas, Laser-, Ionen- oder Elektronstrahlverfahren, Masken-Techniken,
holographische Methoden oder Kombinationen der verschiedenen Techniken rea-
lisiert werden [25,26]. Bild 3.3c zeigt ein kontinuierliches Ober

achenprol. Durch
eine Zerlegung in hinreichend viele Schichten kann diese Struktur als ein Spezi-
alfall von b aufgefat werden. Eine Herstellung solcher Strukturen kann durch
verschiedene lithographische Verfahren [27{29] erfolgen. Schlielich werden auch
noch sogenannte indexmodulierte Gitter wie in Bild 3.3d ben

utzt, die vor allem
durch optisch-holographische Verfahren realisiert werden. Diese k

onnen nach ei-
ner Zerlegung in hinreichend viele laterale Bereiche ebenfalls auf die Gitter vom
Typ a zur

uckgef

uhrt werden.
Im folgenden soll eine y-invariante zweidimensional longitudinale Brechzahl-
verteilung betrachtet werden. Somit lassen sich die Maxwellgleichungen auf die
L

osung der beiden unabh

angigen Polarisationen, die mit der skalaren Kompo-
nente U abgek

urzt werden sollen, reduzieren (vgl. auch Kapitel 2.3). Die einfal-
lende Welle schliet einen Winkel  mit der z-Achse ein und propagiert in der
x-z-Ebene. Eine Erweiterung unter Einbeziehung konischer Einfallswinkel [30{33]
und die Analyse dreidimensionaler Strukturen [34{39] sind ebenfalls m

oglich.
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3.2 Rayleigh-Entwicklung
Liegt im Gebiet der zu untersuchenden Struktur eine periodische Verteilung der
Dielektrizit

atskonstaten 
r
(x + d; z) = 
r
(x; z) vor, so folgt aus dem Bloch-
Floqueschen Theorem, da die Komponenten des elektromagnetischen Feldes
pseudoperiodisch sein m

ussen [40]:
U(x + d; z) = U(x; z) exp(i
0
d); (3.1)
worin 
0
= kn
1
sin  und  der Einfallswinkel ist.
Wie in Kapitel 2.6 gezeigt wurde, kann jede Welle in den Halbr

aumen z  h
und z  0 in eine Linearkombination ebener Wellen zerlegt werden. Unter Beach-
tung der Pseudoperiodizit

at der Welle ndet man f

ur eine skalare Komponente
des transmittierten Feldes in der Ebene z = h laut Rayleigh-Entwicklung:
U
T
(x; h) =
1
X
 1
T
m
exp[i(
m
x + t
m
h)] (3.2)
mit: T
m
=
1
d
d
Z
0
U
T
(x; h) exp( i
m
x)dx
: : : Rayleigh-Koezienten in Transmission der m. Beugungsordnung

m
= kn
1
sin  + 2m=d
t
m
=
p
(kn
3
)
2
  (kn
1
sin  + 2m=d)
2
= kn
3
cos 
m
In der Ebene z = 0 erh

alt man analog f

ur das reektierte Feld:
U
R
(x; h) =
1
X
 1
R
m
exp[i(
m
x)] (3.3)
mit: R
m
=
1
d
d
Z
0
U
R
(x; 0) exp( i
m
x)dx
: : : Rayleigh-Koezienten in Reexion der m. Beugungsordnung
Sind die Rayleighkoezienten T
m
und R
m
bekannt, so l

at sich die Intensit

at oder
Ezienz jeder Beugungsordnung des Gitter durch eine x-y-Ebene als Projektion
des Quadrates der Amplituden von T
m
und R
m
auf die z-Richtung berechnen.
Man erh

alt f

ur die Reexion

m;[TE,TM]
=
cos 
m
cos 
jR
m;[TE,TM]
j
2
; (3.4)
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f

ur die TE-Polarisation in Transmission

m;[TE]
=
n
1
cos 
m
n
3
cos 
jT
m;[TE]
j
2
(3.5)
und

m;[TM]
=
n
3
cos 
m
n
1
cos 
jT
m;[TM]
j
2
(3.6)
f

ur die TM-Polarisation in Transmission. Naturgem

a tragen evaneszente Wellen
zu keinem Energietransport in z-Richtung bei, weswegen f

ur diese 
m
= 0 gilt. Im
Falle absorptionsfreier Gittermedien ist die Summe der transmittierten und der
reektierten Energie identisch Eins, w

ahrend sie f

ur Gittermedien mit Absorption
kleiner als Eins ist.
Die Rayleigh-Entwicklung wird im folgenden in zwei Terme zerlegt. Der lineare
Phasenterm stellt die Ursache der Separation der einzelnen Beugungsordnungen
des Gitters dar und deniert somit die jeweiligen Beugungswinkel. Mit ihm wird
nachfolgend das Detour-Phase-Prinzip nach Lohmann erkl

art werden. Die elek-
tromagnetischen Terme denieren die Amplitude und die Phase innerhalb einer
beobachteten transmittierten und reektierten Beugungsordnungen.
der lineare Phasenterm: exp(i
lP
) = exp(i
m
x)
der elektromagnetische Terme: T
m
exp(it
m
h) = jA
elm
T;m
j exp(i
elm
T;m
) exp(it
m
h)
R
m
= jA
elm
R;m
j exp(i
elm
R;m
)
3.2.1 Linearer Phasenterm
Zuerst soll der in der Rayleigh-Entwicklung auftretende Term exp(i
m
x) unter-
sucht werden. Setzt man 
m
= kn
3
sin 
m
, so erh

alt man in der Region 3 die
bekannte Gittergleichung in Transmission
n
3
sin 
m
= n
1
sin  +
m
d
(3.7)
Analog erh

alt man die Gittergleichung f

ur die reektierten Wellen im Gebiet 1
n
1
sin 
m
= n
1
sin  +
m
d
(3.8)
F

ur alle propagierenden Beugungsordnungen ist 
m
reell. Damit ist exp(i
m
x)
ein reiner Phasenterm, der, abh

angig von der betrachteten propagierenden Beu-
gungsordnung, jeder dieser eine unterschiedliche lineare Phase aufpr

agt. Diese
linearen Phasen f

uhren im Fernfeld zu der bekannten Separierung der einzelnen
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Beugungsordnungen. Der Anstieg der linearen Phase bestimmt dabei die Rich-
tung der auftretenden Beugungsordnung. Im Falle evaneszenter Beugungsordnun-
gen ist exp(i
m
x) reell. Dies f

uhrt zu einem exponentiellen Abfall der Amplitude
der evaneszenten Felder in Ausbreitungsrichtung der propagierenden Wellen. Eva-
neszente Felder tragen wesentlich zu Resonanzeekten im Gitter selbst und im
Nahfeld einer Struktur bei.
3.2.2 Detour-Phase-Prinzip
z
x
∆x
∆φ
Abbildung 3.4: Detour-Phase-Prinzip nach Lohmann
Aus der Rayleigh-Entwicklung
U
T
(x; h) =
1
X
 1
T
m
exp(it
m
h) exp(i
m
x): (3.9)
folgt, da f

ur ein Gitter, welches, wie in Abb. 3.4 dargestellt, in seiner Position
um x verschoben wird, also U
0
T
(x
0
; h) = U
T
(x; h) und x = x
0
+x gilt,
T
0
m
=
1
d
d
Z
0
U
0
T
(x
0
; h) exp

 2imx
0
d

dx
0
=
1
d
d+x
Z
x
U
T
(x; h) exp

2imx
d

exp

 2imx
d

dx
= exp

2imx
d

1
d
d+x
Z
x
U
T
(x; h) exp

 2imx
d

dx
erf

ullt sein mu.
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Da U
T
(x; h) periodisch ist, f

uhrt eine Verschiebung der Integrationsgrenzen
zu keiner

Anderung des Integrals, d.h.
1
d
d+x
Z
x
U
T
(x; h) exp

 2imx
d

dx;
=
1
d
d
Z
0
U
T
(x; h) exp

 2imx
d

dx
!
= T
m
:
Man erh

alt somit T
0
m
= exp(2imx=d)T
m
. Dies ist die verallgemeinerte Form
des von Lohmann eingef

uhrten Detour-Phase-Prinzips [41{43]. Eine Verschie-
bung um x f

uhrt demnach zu einer Phasenverschiebung in der m. Beugungs-
ordnung des Gitters um 
0
m
= 
m
+ 2mx=d, ohne die Amplituden in den
entsprechenden Beugungsordnungen zu

andern. Das Ergebnis ist vollkommen ri-
goros und kann analog f

ur die reektierten Wellen formuliert werden.
3.3 Rigorose Methoden der Gitteranalyse
Verschiedene Methoden der rigorosen Analyse von Gittern sind bekannt. Hierzu
gibt es eine Reihe guter

Ubersichtsartikel [40, 44, 45]. In der vorliegenden Arbeit
wird die sogenannte Fourier-Modal-Methode verwendet, deren mathematischer
Formalismus im folgenden dargestellt werden soll.
3.3.1 Modal-Entwicklungsmethoden
In den Modal-Entwicklungsmethoden (Coupled wave analysis: CWA) wird das ge-
samte Feld als eine Superposition von pseudoperiodischen Wellenleiter-Moden im
Gitter aufgefat. Als Basis, in der das Feld dargestellt wird, dienen die Beugungs-
ordnungen des Gitters, wobei hinreichend viele evaneszente Ordnungen in die
Berechnungen mit einieen m

ussen. Modal-Entwicklungsmethoden lassen sich
besonders g

unstig bei der Analyse von z-invarianten Gittern anwenden. Ober-


achenprole werden approximiert, indem man sie in n Schichten zerlegt, die
jeweils als z-invariant angenommen werden.
Allen Modal-Entwicklungsmethoden ist gemein, da man die L

osung in zwei
Teilschritte zerlegen kann. In einem ersten Schritt werden die Maxwellgleichungen
in jeder der n Schichten gel

ost. Dazu werden die Dierentialgleichungen 2.4 und
2.6 durch einen Separationsansatz U(x; z) = X(x)Z(z) gel

ost, wobei U = E
y
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f

ur den TE-Mode und U = H
y
f

ur den TM-Mode gilt. Dieser Ansatz f

uhrt im
TE-Mode zu
d
2
dx
2
X(x) +

k
2

r
(x)  
2

X(x) = 0 (3.10)
und
d
2
dz
2
Z(z) + 
2
Z(z) = 0; (3.11)
worin  die entsprechende Integrationskonstante ist. F

ur den TM-Mode kann
Gl. 3.11 unver

andert

ubernommen werden. Gl. 3.10 mu aber durch

r
(x)
d
dx

1

r
(x)
d
dx
X(x)

+

k
2

r
(x)  
2

X(x) = 0 (3.12)
ersetzt werden. Die L

osung von 3.11 kann einfach mit
Z(z) = a exp [i(z   z
j
)] + b exp [ i(z   z
j+1
)] (3.13)
angegeben werden, wobei z
j+1
die Grenz

ache zwischen der j. und der j +
1. Schicht ist. Im Falle periodischer Elemente existiert ein diskreter Satz von
L

osungen X(x), welche auch Moden genannt werden.
In einem zweiten Schritt werden dann die Randwertbedingungen an jeder
Schichtgrenze erf

ullt. Die Anpassung der Randwerte pro Schicht f

uhrt auf ein
Eigenwertproblem. Die Konvergenz, welche mathematisch von Li gezeigt wurde
[46], h

angt stark von der verwendeten Darstellung des Brechzahlprols ab.
3.3.2 Fourier-Modal-Methode (FMM)
In der vorliegenden Arbeit werden alle Berechnungen mit der nachfolgend
beschriebenen Fourier-Modal-Methode durchgef

uhrt. Die Methode wurde von
Burckhard [47, 48] eingef

uhrt und nachfolgend verbessert [49{51]. Auch Tamir
et al. verwenden dieselbe Methode f

ur ein sinusf

ormig moduliertes Gitter [52,53].
Moderne Formulierungen der FMM sind in [40, 54{58] dargestellt.
Da nur in x-Richtung periodische Elemente untersucht werden sollen, ist eine
Entwicklung der Brechzahlverteilung, hier ausgedr

uckt in Form der Dielektri-
zit

atskonstante "(x), aus 3.10 in eine Fourierreihe m

oglich

r
(x) =
1
X
m= 1
"
m
exp

i2mx
d

;
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wobei sich die Fourierkoezienten "
m
nach
"
m
=
1
d
d
Z
0

r
(x) exp

 
i2mx
d

berechnen. Liegt eine Multilayer-Struktur vor, so ist in jeder einzelnen Schicht ei-
ne Fourierentwicklung durchzuf

uhren. Um eine stabile Implementierung der TM-
Polarisation zu erreichen mu auerdem auch die inverse Permeabilit

at in Gl. 3.12
in eine Fourierreihe entwickelt werden [33, 46, 54, 59{62]
1

r
(x)
=
1
X
m= 1

m
exp

i2mx
d

;
mit

m
=
1
d
d
Z
0
1

r
(x)
exp

 
i2mx
d

Da die gesuchte Funktion X(x) pseudoperiodisch sei, also
X(x) =
1
X
l= 1
P
l
exp(i
l
x)
erf

ullt sein mu, folgt aus den Gleichungen (3.10) und (3.12) unter Ber

ucksich-
tigung der Orthogonalit

at der Funktionen exp(i
m
x) im Intervall [0; d] f

ur den
TE-Mode
1
X
m= 1

k
2
"
l m
  
2
m

lm

P
m
= 
2
P
l
und analog f

ur den TM-Mode
1
X
m= 1
[
l m
]
 1
 
k
2

ml
  
m
["
l m
]
 1

m

P
m
= 
2
P
l
Diese Gleichungen lassen sich vorteilhaft in Matrixform darstellen. F

ur den TE-
Mode erh

alt man
MP = 
2
P; (3.14)
wobei sich die Elemente der Matrix M gem

a M
lm
= k
2
"
l m
  
2
m

lm
berechnen
lassen und der Vektors P sich aus den einzelnen P
l
bestimmt. Diese Eigenwert-
gleichung kann mit mathematischen Standardmethoden gel

ost werden. Dabei be-
stimmt man die entsprechenden Eigenwerte 
2
n
und die zugeh

origen Eigenvektoren
P
ln
(mit n = 1; :::;1). Analog ergibt sich f

ur den TM-Mode
A
 1
(k
2
I KE
 1
K)P = 
2
P (3.15)
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mit E
lm
= "
l m
, K
lm
= 
l

lm
, I
lm
= 
lm
, A
lm
= 
l m
. Bei der numerischen
Umsetzung des Eigenwertproblems begrenzt man die Gr

oe der Matrizen. Dabei
ist zu beachten, da man alle propagierenden und eine hinreichend groe An-
zahl an evaneszenten Beugungsordnungen in die Analyse miteinbezieht. Wieviele
evaneszente Beugungsordnungen im jeweiligen Fall zu untersuchen sind, h

angt
wesentlich vom zu untersuchenden Element, der Gitterperiode, den Brechungsin-
dizes und der Polarisationsrichtung ab.
Die Gleichungen 3.14 und 3.15 werden in der Literatur oft in der Form
k
 2
[U
00
] = [E K][U] (3.16)
k
 2
[U
00
] = [A
 1
(KE
 1
K  I)][U] (3.17)
dargestellt, wobei U
00
die zweite Ableitung in z-Richtung beschreibt. Diese
Darstellung hat sich bei der mathematischen Untersuchung der L

osungsstruktur
als vorteilhaft erwiesen.
3.3.3 Randwertbedingungen
Nachdem die einzelnen Moden im Gitter bestimmt wurden, kann man die Ampli-
tuden a
m
und b
m
aus der Gl. (3.13) berechnen, indem man die Randwertbedin-
gungen an allen Grenzen z = z
j
beachtet, d.h. man erh

alt aufgrund der Stetigkeit
der ersten Ableitungen
"
I 0
t 0
#"
T
R
#
=
"
P
J
E
J
P
J
P
J
 
J
E
J
 P
J
 
J
#"
a
J
b
J
#
(3.18)
sowie
"
0 I
0 -r
#"
T
R
#
+
"
I 0
r 0
#"
A
0
#
=
"
P
1
P
1
E
1
P
1
 
1
 P
1
 
1
E
1
#"
a
1
b
1
#
(3.19)
und aufgrund der Stetigkeit der Funktionen selbst
"
P
j
E
j
P
j
P
j
 
j
E
j
 P
j
 
1
#"
a
j
b
j
#
=
"
P
j+1
P
j+1
E
j+1
P
j+1
 
j+1
 P
j+1
 
j+1
E
j+1
#"
a
j+1
b
j+1
#
(3.20)
J
Y
j=1
"
P
j
E
j
P
j
P
j
 
j
E
j
 P
j
 
1
#"
P
j
P
j
E
j
P
j
 
j
 P
j
 
j
E
j
#
 1
"
I 0
t 0
#"
T
R
#
 
"
0 I
0 -r
#"
T
R
#
=
"
I 0
r 0
#"
A
0
#
: (3.21)
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Die Formulierung der Randwertbedingungen f

ur den TM-Mode erfolgt v

ollig
analog und weist entsprechend nur geringf

ugige Unterschiede zum obigen Forma-
lismus auf. Mathematisch am kritischsten ist die Invertierung der Matrix
"
P
j
P
j
E
j
P
j
 
j
 P
j
 
j
E
j
#
 1
: (3.22)
Moderne numerische Verfahren, welche bei der numerischen Auswertung der
obigen Gleichungssysteme Anwendung nden, konvergieren i.d.R. schnell, da f

ur
die Invertierung der Matrix mathematisch stabile Algorithmen entwickelt wurden.
Dennoch sind f

ur den TM-Mode numerische Instabilit

aten bekannt [46], welche
in einigen F

allen zu einem Zusammenbruch der Konvergenz der L

osung f

uhren.
Solche numerischen Instabilit

aten sind auch f

ur andere Methoden der Analyse
periodischer Strukturen bekannt.
6
-
<
=
q
H
H
H
H
Hq


x
min
n
1
n
2
Abbildung 3.5: Denition eines mini-
malen Abstandes zum Koordinatenur-
sprung bei Abtrag aller auftretenden
Brechzahlen im optischen System
Eine Absch

atzung der Stabilit

at des Al-
gorithmus kann gewonnen werden, wenn man
alle im optischen System auftretenden Brech-
zahlen in der komplexen Zahlenebene auftr

agt
und somit einen minimalen Abstand x
min
der
Verbindungslinien der Brechzahlen zum Ko-
ordinatenursprung denieren kann. Ist die-
ser minimale Abstand nicht zu klein, so zeig-
te sich, da die verwendete Fourier-Modal-
Methode konvergiert. Die Problematik der
Konvergenz bei kleinen minimalen Abst

anden
ist Gegenstand der aktuellen Forschung [63]. In der vorliegenden Arbeit wurde
daher im Einzelfall jeweils

uberpr

uft, da s

amtliche aufgezeigten Beispiele kon-
vergieren.
3.3.4 Rechenaufwand
Die wesentliche Einschr

ankung rigoroser Gitterl

osungsmethoden ist der ben

otig-
te Rechenaufwand, also der zur Verf

ugung stehende Arbeitsspeicher und die f

ur
die Berechnung ben

otigte Rechenzeit. Zur Veranschaulichung sind in Abb. 3.6
die Rechenzeit und der Speicherbedarf in Abh

angigkeit von der Gitterperiode
f

ur zwei verschiedene Gittertypen dargestellt. Untersucht wurden ein dielektri-
sches bin

ares Gitter (durchgezogene Linie) und ein dielektrisches S

agezahnprol,
welches mit 4 Quantisierungsstufen approximiert wurde.
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Abbildung 3.6: Rechenzeiten (links) und Speicherbedarf (rechts) f

ur dielektrische Gitter be-
rechnet mit der FMM in Abh

angigkeit von der untersuchten Gitterperiode, gestichelte Linie:
S

agezahnprol mit vier Quantisierungsstufen, volle Linie: bin

ares Gitter;  = 632:8nm, h = ,
 = 0

, n
1
= 1:0, n
2
= 1:5
In den Berechnung wurden jeweils 10 evaneszente Beugungsordnungen mit-
beachtet. Bei metallischen Gittern und bei Gittern mit gr

oeren Gitterperioden
m

ussen erfahrungsgem

a entsprechend mehr evaneszente Beugungsordnung in die
Rechnung mit einbezogen werden, um dieselbe relative Genauigkeit zu erzielen.
Man erkennt deutlich, da der Rechenaufwand mit der untersuchten Anzahl der
Beugungsordnungen stark zunimmt. In erster N

aherung steigt die ben

otigte Re-
chenzeit und der notwendige Computerspeicher mit der 3. Potenz der Anzahl n
der mitbeachteten Beugungsordnungen, also jeweils mit O(n
3
). Mit der aktuell
zur Verf

ugung stehenden Rechentechnik ist aus diesen Gr

unden mit der Fourier
Modal Methode eine Analyse von Gittern mit einer maximalen Gitterperiode von
etwa d  500 m

oglich.
Weitere Methoden zur Analyse periodischer Elemente sind bei der Ana-
lyse noch gr

oerer Elemente anwendbar, da der Rechenaufwand nur mit
O(n) anw

achst. Diese Methoden unterliegen jedoch verschiedenen anderen Ein-
schr

ankungen, so da sie nicht f

ur jedes Beispiel angewendet werden k

onnen [40].
Die Wahl der jeweils besten Methode zur Berechnung der Response einer peri-
odischen Struktur h

angt somit wesentlich von der zu Aufgabenstellung ab.
Kapitel 4
Lokale N

aherungen der
Responseanalyse
F

ur die Analyse allgemeiner, auch nichtperiodischer Strukturen stehen nur in
wenigen F

allen analytische L

osungen zur Verf

ugung [3]. Somit ist man auf
N

aherungsmethoden angewiesen, welche auf bekannten analytischen oder rigoro-
sen L

osungen basieren. Die einfachsten dieser L

osungen sind die unendlich ausge-
dehnte ebene Grenz

ache und die unendlich ausgedehnten periodischen Struktu-
ren. Erstere ist durch die Fresnelschen Formeln charakterisiert, w

ahrend letzterer
die Gittertheorie zugrunde liegt. Beide werden ben

utzt, um Aussagen

uber die
Response einer allgemeinen Struktur zu gewinnen. Die in der vorliegenden Ar-
beit untersuchten N

aherungen basieren auf dem Einsatz der im Kapitel 3 kurz
beschriebenen Theorie f

ur unendlich ausgedehnte Gitter.
Wie im vorhergehenden Kapitel gezeigt wurde, ist die Anwendung der FMM
nur bis zu einer Gitterperiode m

oglich, die etwa das 500-fache der Wellenl

ange
nicht

ubersteigt. Nichtperiodische Elemente oder Elemente mit einer Gitterperi-
ode, die das 500-fache der Wellenl

ange

uberschreiten, lassen sich mit der FMM
und der heute zur Verf

ugung stehenden Rechentechnik praktisch nicht rigoros
analysieren. Im folgenden sollen die rigorosen Methoden, welche bei der Berech-
nung der Response eines Gitters hergeleitet wurden, auch auf Gitter groer Pe-
riode mit kleinen lateralen Strukturgr

oen und auf nichtperiodische Elemente
angewendet werden. Dies wird

uber lokale Betrachtungen der Struktur des zu
untersuchenden Elements erreicht. Ziel ist es dabei, eine m

oglichst realit

atsna-
he Beschreibung der Wirkung optischer Elemente auf eine einfallende Welle zu
gewinnen. Die Untersuchungen f

uhren schlielich zu dem sehr exiblen Einsatz
lokaler Elementarstrukturen bei der Responseberechnung allgemeiner Elemente.
KAPITEL 4. LOKALE N

AHERUNGEN DER RESPONSEANALYSE 29
#
"
 
!




zu analysierende allgemeine
Struktur




analytische
L

osungen




rigorose
Methoden




LESA




nicht
analysierbare
Strukturen




LPIA




LLGA




andere
Strukturen
z.B. LPIA,
LPIA
ray
, TEA
verschiedener
Approximations-
stufe
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
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Abbildung 4.1: Analysem

oglichkeiten allgemeiner Strukturen, mit LESA: N

aherung lokaler Ele-
mentarstrukturen, LPIA: N

aherung lokal ebener Grenz

achen, LLGA: N

aherung lokaler linearer
Gitter, LPIA
ray
: strahlenoptische Variante der LPIA und TEA: N

aherung d

unner Elemente
Ein Schema verschiedener lokaler N

aherungsmethoden bei der Analyse op-
tischer Elemente ist in Abb. 4.1 gezeigt. Diese N

aherungsmethoden der lokalen
Analyse optischer Systeme werden kurz vorgestellt und anschlieend bez

uglich
ihrer Genauigkeit untersucht. Ziel ist es, Aussagen

uber die Anwendbarkeit der
verschiedenen Methoden zu gewinnen. Daraus sollen Entscheidungskriterien ab-
geleitet werden, welche eine Auswahl der jeweils optimalen Methode zur Analyse
einer beliebigen Struktur erlauben.
4.1 Strahlenfelder
Soll eine Feldverteilung U(x; y; z
0
), die in einer Ebene z
0
deniert ist, geometrisch-
optisch propagiert werden, so mu ihr ein Strahlenfeld zugeordnet werden. Dazu
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ist eine m

oglichst fehlerfreie Konvertierung zwischen der Darstellung des Feldes
mittels einer komplexen Amplitude und dem Strahlenfeld in einer Ebene notwen-
dig. Zur Beschreibung einer einzigen ebenen Welle durch ein Strahlenfeld gen

ugt
ein einziger Strahl, welcher Informationen

uber seine Startposition, Richtung,
Intensit

at, bzw. Amplitude, Phase und Polarisation tr

agt. F

ur eine einzige ebe-
ne Welle ist eine Umwandlung in ein Strahlenfeld daher fehlerfrei m

oglich. Die
Propagation durch homogene Medien erfolgt in diesem Fall ebenfalls fehlerfrei.
Die Umwandlung einer allgemeinen Welle in ein Strahlenfeld ist hingegen
komplizierter. Eine Zerlegung der komplexen Feldverteilung U(x; y; z
0
) in sein
Spektrum ebener Wellen (SEW) (vgl. Kapitel 2.6) und eine anschlieende Be-
schreibung jeder auftretenden ebenen Welle durch einen Strahl ist denkbar. Alle
Strahlen k

onnen dann innerhalb eines homogenen Mediums propagiert und an-
schlieend in einer Ausgangsebene koh

arent addiert werden.
Weiterhin l

at sich eine komplexe Feldverteilung mittels der N

aherung lo-
kal ebener Wellen (Local Plane Wave Approximation: LPWA) darstellen. Hierbei
wird die Phase eines i.a. komplexen zu zerlegenden Feldes jeweils lokal durch
Tangentialebenen angen

ahert. Senkrecht zu jeder dieser Tangentialebenen star-
tet dann ein Strahl. Eine ausf

uhrliche Diskussion der M

oglichkeit, eine beliebige
komplexe Amplitude mit der LPWA zu zerlegen, ndet sich bei von Pfeil [64].
Die Darstellung eines optischen Feldes als Strahlenfeld ist nur dann sinnvoll,
wenn aus dem Strahlenfeld wieder eine komplexe Feldverteilung rekonstruiert
werden kann. Bei der Zerlegung in das SEW ist dies immer allgemein m

oglich
und unterliegt nur numerischen Einschr

ankungen. Wird eine Zerlegung mittels
LPWA gew

ahlt, so h

angt die vollst

andige Rekonstruierbarkeit von der Abtastung
bzw. dem Strahlabstand ab und damit, wie von Pfeil zeigt, von der Kr

ummung
K der Wellenfront der Feldverteilung
1
.
4.2 N

aherung ebener Grenz

achen
Eine Reihe bei der Analyse optischer Elemente eingesetzter Methoden der Pro-
pagation durch inhomogene Medien basiert auf der Annahme lokal ebener Grenz-


achen. Verschiedene Approximationsstufen dieser N

aherung lokal ebener Grenz-


achen (local plane interface approximation: LPIA) sind bekannt [64, 66{68].
1
Die Kr

ummung einer Wellenfront W (x) =

2
(x), wobei (x) die Phase der Welle re-
presentiert, ist deniert als K(x) =
W
00
(x)
[1+W
0
(x)
2
]
3=2
. Hierin bedeuten W
0
(x) und W
00
(x) die erste
bzw. zweite Ableitung von W (x) [65].
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Abbildung 4.2: Simulation eines
eindimensional transversalen opti-
schen Systems mittels der N

aherung
d

unner Elemente (TEA)
U
ein
U
aus
z
I
z
II
x
z
Am h

augsten wird die in diese Klasse
von N

aherungen einzuordnende Approximation
d

unner Elemente (thin element approximation:
TEA) verwendet [58,67,69{71], welche auch als
Kirchhosche N

aherung bekannt ist. Diese kann
man als geometrisch-optische Methode auas-
sen, welche i.d.R. den Einfallswinkel der einfal-
lenden Welle, die Brechung sowie die Reexion
an der Grenz

ache vernachl

assigt. Die N

ahe-
rung ist im Prinzip auf unendlich d

unne Ele-
mente beschr

ankt, d.h. sie gilt nur f

ur z
II
 
z
I
= h ! 0. Wie in Abb. 4.2 dargestellt,

andert sich die Phase der einfallenden Welle lo-
kal nur aufgrund unterschiedlicher senkrechter
optischer Wege durch das Element. TEA wird
oft als skalare N

aherung bezeichnet, weil keine
Unterscheidung zwischen verschiedenen Polari-
sationszust

anden erfolgt. Sollen auch der Ein-
fallswinkel sowie die Brechung unter Einbeziehung einfallswinkelabh

angiger Fres-
nelkoezienten mitbeachtet werden, so ist eine h

ohere Approximationsstufe von
LPIA zu verwenden [64, 68].
Der G

ultigkeitsbereich einer beliebigen N

aherung kann verschieden bestimmt
werden. Ein qualitativer Anhaltspunkt f

ur die Anwendbarkeit einer N

aherung,
zun

achst am Beispiel von TEA demonstriert, soll im folgenden durch einen Ver-
gleich mit rigorosen Rechnungen gefunden werden. Da TEA jegliche Amplitu-
den

anderungen vernachl

assigt, wird die Methode nicht mehr anwendbar sein,
wenn solche Amplitudenschwankungen signikant werden. In Abb. 4.3 sind die
rigoros berechneten Amplituden und Phasen im Nahfeld eines bin

aren Gitters f

ur
den TE-Mode mit den Vorhersagen von TEA f

ur zwei unterschiedliche Gitterpe-
rioden verglichen.
Eine analoge Rechnung, deren Ergebnisse in Abb. 4.4 dargestellt sind, wurde
f

ur Cosinus-Gitter durchgef

uhrt. Es wurden somit ein Beispiel f

ur eine Struktur
mit signikanten Spr

ungen und ein Beispiel einer glatten Struktur untersucht.
Man erkennt aus Abb. 4.3, da f

ur bin

are Gitter kleiner Gitterperiode eine deut-
lich schlechtere

Ubereinstimmung des rigoros berechneten Feldes mit dem durch
TEA vorhergesagten Feld vorliegt. Im Gegensatz dazu ist die

Ubereinstimmung
f

ur die glatte Gitterstruktur, wie im Fall des Cosinus-Gitters gezeigt, auch bei
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Abbildung 4.3: Vergleich der rigoros berechneten Amlituden A und Phasen  (dicke Linie) eines
bin

aren Gitters mit der N

aherung d

unner Elemente (TEA) (d

unne, gepunktete Linie) im TE-
Mode. Die Gitterparameter sind  = 632:8nm h = 0:3,  = 0

, n
1
= 1:457, n
3
= 1:0, c = 0:5
oben: d
1
= 30m, unten: d
2
= 3m.
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Abbildung 4.4: Vergleich der rigoros berechneten Response eines Cosinus-Gitters mit der N

ahe-
rung d

unner Elemente (TEA) im TE-Mode, zerlegt in 512 Schichten, die

ubrigen Gitterpara-
meter sind identisch zu Abb. 4.3
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kleinen Gitterperioden gut. F

ur groe Gitterperioden ist die Abweichung f

ur bei-
de berechneten Gittertypen klein.
Daraus folgt, da der G

ultigkeitsbereich der N

aherung d

unner Elemente von
der Struktur selbst abh

angt. Glatte optische Elemente k

onnen mit TEA auch
trotz vergleichsweise kleiner Strukturen analysiert werden, w

ahrend die Methode
bei bin

aren Gittern und gleicher Tiefe bereits versagt. Die Ursache hierf

ur sind
insbesondere hochfrequente Oszillationen der komplexen Amplitude an schar-
fen Kanten. Da solche scharfen Kanten bei glatten Strukturen nicht auftreten,
beobachtet man, da hochfrequente Oszillationen f

ur glatte Strukturen gleicher
lateraler Ausdehnung verh

altnism

aig klein sind.
Die Genauigkeit einer N

aherung kann f

ur periodische Elemente auch in ei-
ner einzigen Beugungsordnung untersucht werden. Eine Approximation ist dann
als hinreichend genau anzusehen, wenn die

Anderungen der Amplitude und der
Phase in einer Beugungsordnung bei Variation der Gitterperiode vernachl

assigbar
sind. Daher wird die Abh

angigkeit der Beugungsezienz in einer Beugungsord-
nung von der Gitterperiode eines rigoros analysierten Gitters untersucht. Aus
der Gittertheorie ist bekannt [26, 58, 64, 68, 72{74], da bereits kleine

Anderun-
gen der Periode f

ur Gitter, deren Gitterperiode nur wenige Wellenl

angen gro
ist, groe Variationen der Amplitude und der Phase innerhalb einer betrachte-
ten Beugungsordnung zur Folge haben k

onnen. Eine obere zul

assige Grenze f

ur
solche Schwankungen kann somit ebenfalls als Kriterium f

ur die G

ultigkeit einer
N

aherung ben

utzt werden. F

ur groe Gitterperioden sagt TEA die richtigen Am-
plituden und Phasen der einzelnen Beugungsordnungen voraus, jedoch weichen
die Voraussagen f

ur kleine Perioden erheblich von der rigorosen Analyse ab.
Mit TEA k

onnen keine sogenannten
"
dicken\ Elemente berechnet werden. Es
zeigt sich, da in erster N

aherung die geometrische Dicke eines Elements das
wesentliche Kriterium darstellt. Um dies zu veranschaulichen, werden die Dif-
ferenzen der Ezienz  und der Phase  eines bin

aren Gitters in der er-
sten Beugungsordnung bez

uglich unendlich groer Gitterperiode d mittels der
FMM f

ur unterschiedliche Gitterperioden berechnet. Zus

atzlich wird zwischen
optischem und geometrischem Weg unterschieden, indem eine variable Brechzahl
des Gittermaterials verwendet wird. Die optische Tiefe der Elemente bei den Be-
rechnungen wird konstant gehalten, w

ahrend die geometrische Tiefe in Abh

angig-
keit vom Brechungsindex des Materials variiert. Die Ergebnisse sind in Abb. 4.5
gezeigt. Man sieht, da, unabh

angig vom Polarisationszustand der Beleuchtungs-
welle, mit zunehmender geometrischer Tiefe tendenziell st

arkere Ezienz- und
Phasenschwankungen auftreten, wenn die Gitterperiode verkleinert wird. F

ur
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Abbildung 4.5: Abh

angigkeit der Ezienz- und Phasendierenzen  und  in der ersten
Beugungsordnung eines bin

aren Gitters bez

uglich unendlicher Gitterperiode (d = 1) von der
normierten Gitterperiode d= und der normierten geometrischen Tiefe h= des Gitters mit
 = 632:8nm, n
1
= 1:0, n
3
= 1:0,  = 0

, c = 0:5, a) TE-Polarisation, b) TM-Polarisation
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groe Gitterperdioden sind diese Schwankungen allgemein sehr klein. Dieser Ef-
fekt kann als Reduzierung von Abschattungseekten bei abnehmender Element-
tiefe oder zunehmender Gitterperiode interpretiert werden. Durch eine Erh

ohung
der Brechzahl des Gittermaterials kann der G

ultigkeitsbereich von TEA also er-
weitert werden, da damit die Variationen der Amplitude und Phase innerhalb
einer Beugungsordnung verkleinert werden k

onnen. Dies steht im Einklang mit
der bereits weiter oben angef

uhrten Beschr

ankung von TEA auf idealerweise un-
endlich d

unne Elemente. Einer solchen Erh

ohung der Brechzahl sind jedoch durch
die zur Verf

ugung stehenden Materialien enge physikalische Grenzen gesetzt.
4.3 Einbettung in ebene Grenz

achen
Aa)
xS xB+xS
b)
Abbildung 4.6: Einbettung einer Struktur der
lateralen Ausdehnung x
S
(a) in eine dielek-
trische ebene Grenz

ache der Ausdehnung x
B
mit Ausschnitt A (b)
Sei ein nichtperiodisches Element gege-
ben, welches in eine dielektrische ebe-
ne Grenz

ache der Breite x
B
eingebet-
tet ist und dann periodisch fortgesetzt
wird, wie in Abb. 4.6 gezeigt. Aufgrund
der erzwungenen periodischen Fortset-
zung lassen sich Methoden aus der Git-
tertheorie anwenden, die Response des
gesamten Elements zu berechnen, wobei
das Feld innerhalb eines bestimmten Ausschnittes A die Response der nichtpe-
riodischen Struktur deniere. Die Gr

oe von A wird so gew

ahlt, da auerhalb
alle hochfrequenten Amplituden- und Phasenoszillationen vernachl

assigbar sind.
Zur Veranschaulichung wird jeweils das Nahfeld der Struktur untersucht.
Erwartet wird, da bei einer hinreichend groen Einbettung der Einu der
eingebetteten Strukturen untereinander vernachl

assigbar klein wird. Die Wirkung
einer strukturierten Grenz

ache soll lokal als St

orung einer ebenen Grenz

ache
aufgefat werden. Unter einer St

orung  soll die Dierenz der komplexen Amplitu-
de U im Nahfeld der Struktur und der komplexen Amplitude der Wechselwirkung
mit einer ebenen Grenz

ache U
eben
verstanden werden, also
(x; h) = U(x; h)  U
eben
(x; h): (4.1)
Beide komplexen Amplituden sind im Nahfeld, d.h. in der Ebene z = h zu denie-
ren. Die St

orung  selbst ist wiederum eine komplexe Feldgr

oe und kann somit
in Form einer reellen Amplitude und einer Phase dargestellt werden. Es ist zu
beachten, da diese i.a. jedoch von der komplexen Amplitude U verschieden sind.
KAPITEL 4. LOKALE N

AHERUNGEN DER RESPONSEANALYSE 36
Die St

orung kann anstelle der ebenen Grenz

ache auch bez

uglich TEA deniert
werden. U
eben
ist in diesem Fall durch U
TEA
zu ersetzen.
Als Grundlage der quantitativen Bewertung der

Ubereinstimmung zweier Fel-
der U(x; y; z
0
) und U
ideal
(x; y; z
0
) wird das komplexe Signal-Rausch Verh

altnis
(SNR) verwendet. Die Berechnung des eindimensionalen SNR wird gem

a [5]
vorgenommen, d.h. es gilt
SNR(U; U
ideal
) =
R
A
jU(x; h)j
2
dx
R
A
jU(x; h)  U
ideal
(x; h)j
2
dx
(4.2)
mit dem Skalierungsfaktor
 =
R
A
jU(x; h)U

ideal
(x; h)jdx
R
A
jU
ideal
(x; h)j
2
dx
: (4.3)
Hierin bezeichnet A eine mathematische Ausschnitt, in welcher die komplexe Am-
plitude verglichen werden soll und die mit dem Ausschnitt aus Abb. 4.6 identisch
ist. Diese Apertur besitzt keine physikalische Bedeutung, sondern ist Grundlage
eines elementunabh

angigen Vergleiches, da ansonsten das SNR von den Ausdeh-
nungen der Felder abh

angen w

urde. Wie

ublich wird das SNR in Dezibel (dB)
angegeben.
F

ur die folgenden Beispiele des quantitativen Vergleiches der Genauigkeit ver-
schiedener Analysemethoden, sollen neben dem SNR drei weitere G

utefunktionen
verwendet werden.
Erstens wird die Uniformit

at des Signals eines Strahlteilers ben

utzt. Der Uni-
formit

atsfehler ist wie

ublich als
E =

max
  
min

max
+ 
min





2W
sig
(4.4)
deniert [58, 75, 76], wobei 
max
und 
min
die jeweils maximale bzw. minimale
Ezienz innerhalb der Signals darstellen, hier repr

asentiert durch die Ezienzen
in den jeweils relevanten Beugungsordnungen des Strahlteilers.
Desweiteren wird die Signalfenter-Ezienz 
SE
, oder Fensterezienz unter-
sucht. Diese ist als der die Summe aller Ezienzen innerhalb des Signals deniert,
also

SE
=
X
i2W
sig

i
: (4.5)
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Weiterhin wird schlielich eine Untersuchung der Energie 
0
notwendig, welche
in die nullte Beugungsordnung des Gitters gebeugt wird, da diese im Falle eines
axialen Strahlteilers mit geradzahliger Beugungsordnungszahl nicht zum Signal
gerechnet wird. Aus diesem Grund hat sie keinen Einu auf die berechnete Uni-
formit

at des Signals. Analysen zeigen andererseits auf, da ein erheblicher Teil des
Lichtes in die nullte Ordnung des Gitters gebeugt werden kann, was praktische
Anwendungen wesentlich einschr

anken kann. Daher soll in die Untersuchungen

uber die G

ute eines Strahlteilers mit gerader Anzahl an zu generierenden Beu-
gungsordnungen als weiteres G

utekriterium 
0
einbezogen werden.
Die Responsen zweier Strukturen sind entkoppelt, wenn die Wechselwirkung
der durch sie erzeugten St

orungen vernachl

assigbar wird. Dies ist gleichbedeu-
tend mit einer notwendigen lokalen Begrenzung der Responsen. Das Verfahren
wird an bin

aren Pulsen demonstriert. Dazu wird untersucht, bei welcher Ein-
bettung x
B
eines bin

aren Pulses die St

orungen entkoppeln, wenn die Struktur
periodisch fortgesetzt wird. Es wird das SNR bez

uglich einer maximalen Ein-
bettung berechnet, wobei davon ausgegangen wird, da die St

orungen bei dieser
maximalen Einbettung entkoppelt sind. Die maximale Einbettung betr

agt jeweils
d
max
= 200:5.
Die Entkopplung soll am Beispiel bin

arer Pulse unterschiedlicher Breite und
Tiefe demonstriert werden. Es werden 2 bin

are Pulse der Breite d
p1
= 5 und
der Tiefen h
1
= 1 und h
2
= 3, sowie 2 bin

are Pulse der Breite d
p2
=  und der
Tiefen h
3
= 1 und h
4
= 3 untersucht. Der Bereich des Ausschnittes A r die
SNR-Berechnung wird A = 20m symmetrisch um den bin

aren Puls gew

ahlt.
Die berechneten Signal-Rausch-Verh

altnisse f

ur die TE-Polarisation sind in
Abb. 4.7 dargestellt. F

ur die TM-Polarisation ndet man analoge Resultate. Man
erkennt, da die St

orungen der Einzelpulse nur bei ganzen Vielfachen der Wel-
lenl

ange st

arker wechselwirken, da bei diesen Abst

anden eine deutliche Verkleine-
rung des SNR in beiden Polarisationen zu beobachten ist. Eine solche Kopplung
zwischen den St

orungen periodisch fortgesetzter Strukturen, wenn diese einen Ab-
stand von ganzen Vielfachen der Wellenl

ange aufweisen, wurde auch von Blattner
und Herzig in numerischen Simulationen am Beispiel von Zylinderlinsen beobach-
tet [77]. Die maximale Einbettung wurde daher so gew

ahlt, da sie gerade ein
halbes Vielfaches der Wellenl

ange betr

agt, so da die St

orungen bei diesem Ein-
bettungsbereich als entkoppelt angesehen werden k

onnen.
Die Einbettung in ebene Grenz

achen k

onnte analog auch mit metallischen
Blenden erfolgen. Wie numerische Simulationen jedoch zeigen, ist dies proble-
matisch, da im TM-Mode Ober

achenplasmonen angeregt werden, welche zu ei-
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Abbildung 4.7: SNR eines in eine dielektrische ebene Grenz

ache eingebetteten bin

aren Pulses
bez

uglich eines maximal eingebetteten bin

aren Pulses des TE-Modes in Abh

angigkeit von der
Gr

oe des Einbettungsbereiches x
B
mit  = 632:8nm, n
1
= 1:457, n
3
= 1:0, n
Puls
= 1:457,
 = 0

; a)d
P
= 5, h
P
= ; b) d
P
= , h
P
= ; c)d
P
= 5, h
P
= 3 d)d
P
= , h
P
= 3
nem starken Energietransport auf der Blende f

uhren, so da deutlich gr

oere
Einbettungsbereiche gew

ahlt werden m

uten, womit der Rechenaufwand stark
ansteigen w

urde. Ober

achenplasmonen sind intensiv sowohl numerisch als auch
experimentell untersucht worden [78{83]. Auerdem ist bei metallischen ebenen
Genz

achen allgemein ein gr

oerer Rechenaufwand zu erwarten, um dieselbe Ge-
nauigkeit der Rechnung wie bei dielektrischer Einbettung zu erreichen, da auf-
grund des verwendeten Algorithmus zus

atzliche evaneszente Beugungsordnungen
in die Rechnung miteinbezogen werden m

ussen. Aus diesem Grund wird die rigo-
rose Simulation eines in einer metallischen Apertur gefaten optischen Elements
hier nicht n

aher untersucht.
Die Probleme aufgrund des Energietransportes durch Plasmonen k

onnen mit-
tels der numerischen Einf

uhrung ideal absorbierender Medien behoben werden.
Dazu wird eine ideal absorbierende Schicht eingebracht und so die unerw

unschte
Kopplung der St

orungen unterbunden. Erste entsprechende Arbeiten wurden von
Lalanne et al. demonstriert [84{86].
Zusammenfassend l

at sich schlufolgern, da sich die Methode der Einbet-
tung einer Struktur in eine dielektrische ebene Grenz

ache vorteilhaft bei der
Berechnung beliebiger nichtperiodischer Elemente anwenden l

at, so diese lateral
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nicht zu weit ausgedehnt sind. Es k

onnen longitudinal zweidimensionale nichtperi-
odische Elemente bis zu einer lateralen Ausdehnung von einigen 100 rigoros ana-
lysiert werden. Die Methode ist prinzipiell nur durch die zur Verf

ugung stehende
Rechentechnik limitiert. Eine Erweiterung auf transversal zweidimensionale oder
dreidimensionale Strukturen kann aktuell aufgrund des zu groen Rechenaufwan-
des nicht durchgef

uhrt werden, jedoch ist die Methode auch f

ur solche Strukturen
prinzipiell anwendbar und daher Gegenstand der aktuellen Forschung.
4.4 N

aherung lokaler linearer Gitter (LLGA)
Eine weitere M

oglichkeit, nichperiodische oder groe Elemente mit kleinen late-
ralen Strukturen zu analysieren, stellt die sogenannte N

aherung lokaler linearer
Gitter (local linear grating approximation: LLGA) dar [26,58](vgl. Schema 4.12).
Dabei wird angenommen, da eine lokale Struktur als Periode eines unendlich
ausgedehnten Gitters angen

ahert werden kann.
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Abbildung 4.8: Bestimmung der lokalen Gitterperioden durch Binarisierung am Beispiel einer
dreidimensionalen Struktur, einer allgemeinen zweidimensionalen longitudinalen Struktur und
einer eindimensionalen quadratischen Phase, links: Struktur, rechts binarisierte Struktur
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Abbildung 4.9: Struktur, f

ur die keine Deni-
tion lokaler Perioden m

oglich ist
Um die LLGA anwenden zu k

onnen,
mu eine lokale Gitterperiode deniert
werden k

onnen. Dazu ist es von Vor-
teil, die Struktur zun

achst zu binari-
sieren. In Abb. 4.8 ist die Binarisie-
rung exemplarisch am Beispiel dreier
Strukturen dargestellt. Die Binarisie-
rung erfolgt dabei analog zum soge-
nannten Hard-Clipping: Alle Punkte in-
nerhalb der Struktur, die h

oher als ein
frei gew

ahlter Grenzwert sind, werden
auf einen von Null verschiedenen Wert
gesetzt, die

ubrigen auf den Wert Null. Die Binarisierung erfolgt also gem

a
h
bin
=
8
<
:
h
0
> 0 falls h
struktur
 h
grenz
0 sonst
(4.6)
Der Abstand der Mittelpunkte zweier benachbarter Gr

aben der binarisier-
ten Struktur deniert die Periode des lokalen Gitters. Ergibt dieses Verfahren
lokal eindeutig trennbare Perioden, so kann die LLGA bei der Analyse der Struk-
tur angewendet werden, andernfalls nicht. Werden transversal zweidimensionale
Strukturen oder dreidimensionale Strukturen untersucht, deren Koordinatendar-
stellung in einem beliebigen Koordinatensystem separabel ist, so mu die Deni-
tion lokaler Perioden in jeder der Koordinatenrichtungen erfolgen k

onnen. Eine
Beispielstruktur, bei der eine Denition lokaler Perioden nach dieser Denition
fehlschl

agt, ist in Abb. 4.9 an einer bereits bin

aren Struktur gezeigt. F

ur ein un-
endlich ausgedehntes ideales Gitter hingegen liefert diese Vorgehensweise gerade
die Gitterperiode d.
Es ist zu beachten, da die Bestimmung der lokalen Gitterperiode oder des
lokalen F

ullfaktors entsprechend dem oben vorgestellten Verfahren eindeutig ist,
jedoch auch auf andere Weise mit abweichendem Ergebnis erfolgen kann. So wird
eine Struktur mit konstanten lokalen Gitterperioden und Variation der lokalen
Stegbreiten verbunden mit einer Detour-Phase-Verschiebung entsprechend obi-
gem Algorithmus als lokale

Anderungen der Gitterperiode interpretiert. Dies ist
in Tabelle 4.1 an einem exemplarischen Beispiel demonstriert. Aus diesem Grund
ist die LLGA nur anwendbar, wenn sich die lokalen Gitterparameter ausschlielich
gering

andern, um den Einu solcher Mehrdeutigkeiten zu reduzieren.
KAPITEL 4. LOKALE N

AHERUNGEN DER RESPONSEANALYSE 41
dl
x
z
dl,j
x
z
dl,j+1 dl,j+2dldldl dl
linkes Bild rechtes Bild
lokale Periode d
l
=
~
d c
l
d
l
=
~
d c
l
j 1 0.36 1.15 0.32
j + 1 1 0.59 1.16 0.51
j + 2 1 0.18 0.71 0.24
Tabelle 4.1: Abh

angigkeit der lokalen Gitterperiode d
l
und des lokalen F

ullfaktors c
l
von der
Denition der lokalen Periode, links: konstante Gitterperiode
~
dmit Detour-Phase-Verschiebung;
rechts: variable Gitterperiode ohne Detour-Phase-Verschiebung
4.4.1 Allgemeine LLGA
Die allgemeine LLGA, die auch als Feld-Zerlegungs-Methode (eld stitching me-
thod: FSM) bezeichnet wird, wurde erstmals von Layet undTaghizadeh [87,88]
vorgeschlagen. Bei der allgemeinen LLGA wird das vollst

andige Nahfeld einer
Struktur berechnet. Die zu untersuchende Struktur wird dabei in in Substruk-
turen zerlegt. Jede dieser Substrukturen wird als eine Gitterperiode eines un-
endlich ausgedehnten Gitters betrachtet und getrennt analysiert. Anschlieend
wird die Response durch Aneinandersetzen der Responsen aller lokalen Gitter
rekonstruiert [89]. Die Feld-Zerlegungs-Methode nutzt den Umstand aus, da der
Rechenaufwand bei rigoroser Analyse einer Struktur nichtlinear von der lateralen
Ausdehnung der Struktur abh

angt (vgl. Kapitel 3.3.4). Somit kann eine Zerle-
gung in lokale Gitter, auch wenn die Summe aller ihrer Perioden gr

oer als die
der originalen Struktur ist, zu einem deutlich reduzierten Rechenaufwand f

uhren.
Durch die Wahl gr

oerer lokaler Gitterperioden, was der Einbeziehung von
benachbarten lokalen Perioden in die Berechnung der Response entspricht, kann
zus

atzlich deren Wechselwirkung untereinander mitber

ucksichtigt und die Ge-
nauigkeit der Analyse erh

oht werden [89]. Je nach ben

otigter Genauigkeit sind so
unterschiedlich viele Nachbarstrukturen in die Analyse miteinzubeziehen. Dies ist
insbesondere notwendig, wenn lokale Gitter mit Perioden in der Gr

oenordnung
der Wellenl

ange auftreten, so da starke elektromagnetische Resonanzeekte auf-
treten k

onnen [67,90{100]. F

ur solche Elemente l

at sich die FSM daher oftmals
nicht eektiv anwenden und es m

ussen andere N

aherungen, wie die N

aherung
KAPITEL 4. LOKALE N

AHERUNGEN DER RESPONSEANALYSE 42
d3d1 d1 d1 d2 d2
10 20 30 40 50 60 70
0
1
2
3
10 20 30 40 50 60 70
0.4
0.8
1.2
5 10 15 20 25
0
1
2
3
5 10 15 20 25
0.4
0.8
1.2
5 10 15 20 25
0
1
2
3
5 10 15
0.4
0.8
1.2
5 10 15
0
1
2
3
5 10 15 20 25
0.4
0.8
1.2
A
A
A
A
φ
φ
φ
φ
(b)
(c)
(d)
(e)
(a)
laterale Ausdehnung x
laterale Ausdehnung x
laterale Ausdehnung x
laterale Ausdehnung x
laterale Ausdehnung x
laterale Ausdehnung x
laterale Ausdehnung x
laterale Ausdehnung x
Abbildung 4.10: Anwendung der allgemeinen LLGA am Beispiel einer nichtperiodischen Struk-
tur; (a) Struktur mit Perioden der gew

ahlten drei lokalen Gitter, (b) Amplitude und Phase des
ersten lokalen Gitters

uber drei Perioden d
1
= 10m, (c) Amplitude und Phase des zweiten
lokalen Gitters

uber zwei Perioden d
1
= 15m, (d) Amplitude und Phase des dritten lokalen
Gitters

uber eine Periode d
3
= 20m, (e) Aus den Responsen (b)-(d) zusammengesetzte Ge-
samtresponse der Struktur; die weiteren Gitterparameter sind  = 632:8nm, h = , n
1
= 1:0,
n
3
= 1:457,  = 0

, TE-Polarisation
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lokaler Elementarstrukturen(vgl. Kapitel 4.5), ben

utzt werden.
Im einfachsten Fall wird angenommen, da die St

orungen benachbarter loka-
ler Gitterperioden nicht miteinander wechselwirken. Die n

achst genauere Stufe
nimmt an, da nur jeweils die St

orungen direkt benachbarter lokaler Gitterpe-
rioden miteinander wechselwirken, es ist also eine Entkopplung der St

orungen
nichtbenachbarter lokaler Gitter vorausgesetzt. Die Response einer lokalen Peri-
ode kann dann durch eine beliebige geeignete Analysemethode gewonnen werden.
Anschlieend wird die Response der analysierten mittleren Gitterperiode ausge-
schnitten, da die jeweiligen benachbarten Strukturen nur ben

otigt wurden, um
diese genauer zu berechnen. Durch Aneinandersetzen der so gewonnenen Respon-
sen kann die gesamte Feldverteilung im Nahfeld berechnet werden. Das Verfahren
ist in Abbildung 4.10 schematisch dargestellt, wobei in dem Beispiel keine Wech-
selwirkung zwischen benachbarten lokalen Gittern mitbeachtet wurden.
4.4.2 LLGA erster Ordnung
x
A
d1 d2 d3 d4 d5 d6 d7
x
φ
d1 d2 d3 d4 d5 d6 d7
d1 d2 d3 d4 d5 d6 d7
x
z
(a)
(b)
Abbildung 4.11: Prinzip der Analyse mittels LLGA
1
, (a) Struktur und Fernfeld um eine Beu-
gungsordnung, (b) Amplituden und Phasen in der zu analysierenden Beugungsordnung in
Abh

angigkeit von x
Die LLGA
1
kann als Verallgemeinerung der Detour-Phase-Hologrammtechnik
[42, 43, 101{105] angesehen werden, welche ausschlielich das Detour-Phase-
Prinzip ben

utzt. Die Analyse erfolgt bei der LLGA
1
i.d.R. nicht mehr an der
vollst

andigen Response einer Struktur, sondern nur noch in einer Beugungs-
ordnung der jeweiligen lokalen Gitter. Neben dem Ablenkwinkel dieser Beu-
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Eine De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=)
LLGA h

oherer Ordnung, Berech-
nung der Response unter Einbe-
ziehung von a Nachbarperioden
?
B < B
max




LLGA
1
=)
LLGA erster Ordnung, Berech-
nung der Response in einer Beu-
gungsordnung des lokalen Gitters
unter Beachtung rigoroser Beu-
gungseekte
Abbildung 4.12: Approximationsstufen von LLGA, wobei B die Bandbreite des analysierten
Signals um eine Beugungsordnung bezeichnet
gungsordnung werden bei der LLGA
1
zus

atzlich auch rigorose Gittereekte mit-
beachtet. Dies ist notwendig, wenn kleine lokale Gitterperioden auftreten, da
f

ur solche Gitter bereits kleine

Anderungen der Gitterperiode zu signikan-
ten Schwankungen der komplexen Amplitude in einer Beugungsordnung f

uhren
k

onnen [26, 58, 64, 68, 72{74]. Analyse und Codierungsmethoden der N

aherung
eektiver Medien und der hochfrequenten Tr

agergitter [106{109] sind wichtige
Klassen der LLGA
1
. Auf den Algorithmus der Codierung mittels hochfrequenter
Tr

agergitter wird noch im Kapitel 5.2 n

aher einzugehen sein.
Die in einer Beugungsordnung berechnete komplexe Amplitdue wird innerhalb
der lokalen Periode als konstant angenommen. Das Signal wird in Richtung der
analysierten Beugungsordnung generiert. Wechselwirkungen mit benachbarten lo-
kalen Perioden, welche durch

Anderungen lokaler Gitterparameter wie Periode d,
F

ullfaktor c, Tiefe h oder Detour-Phase-Verschiebung x, bedingt sind, werden
in der Analyse vernachl

assigt. LLGA
1
kann daher nur ben

utzt werden, wenn die
lokale

Anderung dieser Gitterparameter sehr klein ist. Dies entspricht der Festle-
gung einer maximal zul

assigen Bandbreite
2
B des in der Analyse berechneten
2
Unter der Bandbreite eines Signals versteht man die laterale Ausdehnung des Signals im
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a) b)
Abbildung 4.13: Eektive Brechzahl eines Subwellenl

angengitters in Abh

angigkeit vom F

ullfak-
tor c und der normierten Gitterperiode d=. Die Gitterparameter sind  = 632:8nm, n
1
= 1:0,
n
3
= 1:457,  = 0

, a) TE-Polarisation, b) TM-Polariation
Signals. Beispielhaft ist die LLGA
1
f

ur eine Analyse in der ersten Beugungsord-
nung der lokalen Gitter in Abbildung 4.11 dargestellt.
Die Eektive-Medien-Theorie (EMT) [111{117] ist eine Klasse der LLGA
1
,
bei der die Analyse in der nullten Beugungsordnung der lokalen Gitter durch-
gef

uhrt wird. Sie besagt, da ein Gitter unter der Bedingung d=  1 als ein
doppelbrechendes Medium angesehen werden kann. Liegt ein bin

ares Gitter wie
in Abb. 3.1b vor, so folgt aus der Pseudoperiodizit

at und den Randwertbedin-
gungen (Kapitel 3) das algebraische Eigenwertproblem:
cos(w
1
cd) cos[w
3
(1  c)d]
 
1
2

~nw
3
w
1
+
w
1
~nw
3

sin(w
1
cd) sin[w
3
(1  c)d]  cos

2

n
1
d sin 

= 0
(4.7)
mit w
j
entsprechend Gleichung 2.18 und
~n =
8
<
:
1 TE Polarisation
n
2
1
n
2
3
TM Polarisation
: (4.8)
Man kann zeigen, da nur ein einziger positiver Eigenwert 
2
+
existiert [26],
welcher einer gemittelten Brechzahl gem

a n
TE,TM
= 
+
=k entspricht
3
, wobei den
unterschiedlichen Polarisationen i.a. verschiedene Brechzahlen zuzuordnen sind,
wie in Abb. 4.13 gezeigt ist. Durch Taylorreihenentwicklung l

at sich hieraus die
Fernfeld. Da die Fouriertransformierte einer Phasenfunktion nicht bandbegrenzt ist [110], wird
in der vorliegenden Arbeit die Bandbreite B als der Winkelbereich deniert, in dem 99% der
Intensit

at des Fernfeldes lokalisiert sind.
3

+
sei hierbei die positiv denierte Wurzel des positiven Eigenwertes 
2
+
.
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EMT nullter Ordnung herleiten [112]:
n
o
TE
=

cn
2
1
+ (1  c) n
2
3

1=2
(4.9)
n
o
TM
=

c
1
n
2
1
+ (1  c)
1
n
2
3

 1=2
(4.10)
Auf diese Art kann ein Subwellenl

angengitter als polarisationsabh

angiges
Brechzahlprol angesehen werden, welches lokal zu unterschiedlichen optischen
Wegen durch das Element f

uhrt.
Die Anwendbarkeit der LLGA
1
bei der Analyse optischer Elemente unterliegt
verschiedenen Einschr

ankungen. Sowohl aufgrund der vernachl

assigung der Va-
riation lokaler Gitterparameter als auch wegen der gezeigten Mehrdeutigkeit der
Denition der lokalen Gitterparameter ist die Analyse auf kleine lokale Variatio-
nen der Gitterparameter der zu analysierenden Struktur beschr

ankt.
Analog hierzu ist die Festlegung einer oberen Grenze der BandbreiteB des
Signals der analysierten Struktur. Um diese Obergrenze der Bandbreite B ab-
zuleiten, wird die Abh

angigkeit der Genauigkeit der Analyse einer Struktur von
der Bandbreite des generierten Signals untersucht. Dazu wird die Gesamtperiode
eines 1:9-Strahlteilers variiert. Da die Gitterperiode des Tr

agergitters festliegt,
folgt daraus eine variable Anzahl an lokalen Gitterperioden pro Gesamtperiode
des Elementes und somit eine Variation der Bandbreite des erzeugten Signals.
.
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Abbildung 4.14: Anwendbarkeit der LLGA
1
am Beispiel eines 1:9-Strahlteilers unterschiedlicher
Gitterperiode bei konstanter lokaler Gitterperiode. Abh

angigkeit der Fensterezienz 
SE
und
des Uniformit

atsfehlers E von der Bandbreite B des Signals
Man ndet, da sowohl die Fensterezienz 
SE
als auch der Uniformit

atsfehler
E f

ur kleine Bandbreiten gegen einen optimalen Wert konvergieren. Dies bedeu-
tet, da die Strukturanalyse um so genauer erfolgt, je kleiner die Bandbreite des
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Signals der analysierten Struktur ist. Ist die nach obigem Kriterium denierte
Bandbreite kleiner als 7

, so ndet man einen Unformit

atsfehler, welcher klei-
ner 10% ist. Die maximal zul

assige Bandbreite B
max
= 7

ist in Abb. 4.14 als
senkrechte gestrichelte Linie dargestellt. Daraus folgt, da man nur Strukturen,
welche parabasale Signale generieren, hinreichend genau mittels LLGA
1
analy-
sieren kann.
4.5 N

aherung lokaler Elementarstrukturen
(LESA)
Die bisher vorgestellten lokalen Approximationen lassen eine Verallgemeinerung
des Konzeptes lokaler Responseberechnung zur N

aherung lokaler Elementarstruk-
turen (local elementary structure approach: LESA) zu. Diese Verallgemeinerung
soll am Beispiel zweier nebeneinander lokalisierter bin

arer Pulse veranschaulicht
werden.
Unabh

angig von der Wahl der lokalen Elementarstruktur kann die Methode
in drei separate Teilschritte unterteilt werden. In einem ersten werden die loka-
len Elementarstrukturen deniert. Dies kann eine ebene Grenz

ache, ein bin

arer
Puls, der Ausschnitt eines linearen Gitters oder eine beliebig komplizierte Ele-
mentarstruktur sein. Die Wahl der g

unstigsten Elementarstruktur h

angt dabei
von der Problemstellung und der notwendigen Genauigkeit der Berechnung der
Response der Gesamtstruktur ab. Im Beispiel wird ein bin

arer Puls als Elemen-
tarstruktur verwendet.
Die gew

ahlten Elementarstrukturen sind in einem zweiten Schritt zu
analysieren. Wiederum ist das wesentliche Kriterium der Wahl, welche Metho-
de dabei ben

utzt wird, die ben

otigte Genauigkeit der Berechnung. Es gilt der
Grundsatz, da die Berechnung so genau wie n

otig, jedoch mit einem so geringen
Rechenaufwand wie m

oglich erfolgen sollte. Mu die Struktur rigoros berechnet
werden, so kann dies v

ollig unabh

angig von der jeweiligen rigorosen Methode
erfolgen, sofern diese geeignet ist, die gesuchte St

orung zu berechnen. Die kom-
plexe Amplitude im Nahfeld eines einzelnen bin

aren Steges ist in den Abb. 4.15
f

ur die TM-Polarisation dargestellt. Die TE-Polarisation weist dieselbe Charak-
teristik auf. Die Response wurde mit zwei unterschiedlichen Methoden berechnet,
mit einer rigorosen, welche auf der Methode der Einbettung in eine dielektrische
ebene Grenz

ache beruht (vgl. Kapitel 4.3) und mit TEA. Man erkennt, da
die N

aherung d

unner Elemente nur einen Phasenhub proportional zur Tiefe des
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Abbildung 4.15: Amplitude A und Phase  im Nahfeld eines bin

aren Steges in TM-Polarisation,
rigorose Berechnung (d

unne Linie), TEA (dicke gestrichelte Linie),  = 632:8nm, h = , n
1
=
1:457, n
3
= 1:0, n
Puls
= 1:457,  = 0

, d
P
= 5
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Abbildung 4.16: Amplitude A und Phase  der St

orung eines bin

aren Steges in TM-Polarisation,
rigorose Berechnung (d

unne Linie), TEA (dicke gestrichelte Linie),  = 632:8nm, h = , n
1
=
1:457, n
3
= 1:0, n
Puls
= 1:457,  = 0

, d
P
= 5
Steges bewirkt, w

ahrend die rigorose Berechnung des Nahfeldes hochfrequente
Amplituden- und Phasenschwankungen aufweist. Wie bereits in Kapitel 4.2 ge-
zeigt wurde, sind diese hochfrequenten Schwankungen der wesentliche Grund f

ur
das Versagen von TEA bei kleinen Strukturgr

oen. Solche hochfrequenten Os-
zillationen treten an scharfen Kanten aufgrund von Beugungseekten innerhalb
der Struktur auf. Die gleichen Schwankungen der Amplituden und Phasen spie-
geln sich in der nach Gl. 4.1 berechneten St

orung wieder, wie in Abb. 4.16 f

ur
die Struktur aus Abb. 4.15 gezeigt ist. F

ur den Fall der TEA weist die St

orung
wiederum nur einen Amplituden- und Phasenhub genau hinter dem bin

aren Steg
auf.
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Im dritten Schritt sind die St

orungen aller Elementarstrukturen mit der
Response einer ebenen Grenz

ache zu

uberlagern, d.h. im Falle einer koh

arenten
Superposition
U
LESA
(x; h) = U
eben
(x; h) +
N
X
n=1

n
(x; h)
= (1 N)U
eben
+
N
X
n=1
U
n
(x; h): (4.11)
Im Falle der N

aherung d

unner Elemente erscheint dieses Konzept kompli-
ziert und umst

andlich. Die Response der Elementarstrukturen kann dennoch auch
mittels TEA berechnet und anschlieend nach obigem Algorithmus koh

arent ad-
diert werden. Das Ergebnis ist mit der gebr

auchlichen Anwendung der N

aherung
d

unner Elemente identisch, jedoch ist das vorgestellte Konzept allgemeiner g

ultig.
Die auf rigoroser Berechnung der Response der Elementarstrukturen basierende
N

aherung soll im folgenden von der auf TEA fuenden unterschieden werden. Sie
wird daher mit LESA
rig
bezeichnet.
Diesem Algorithmus identisch ist der von Vallius et al. vorgeschlagene
LESA-Algorithmus, welcher im Gegensatz zum oben angef

uhrten jedoch nicht
die Response einer ebenen Grenz

ache, sondern die TEA-Response als ungest

ort
annimmt und als Elementarstrukturen Kanten verwendet. [75, 76]
F

ur den Fall, da die St

orung nicht bez

uglich einer ebenen Grenz

ache de-
niert wurde, sondern gegen

uber TEA, ist Gl. 4.11 durch
U
LESA
(x; h) = U
ges,TEA
(x; h) +
N
X
n=1

n;TEA
(x; h) (4.12)
mit 
n;TEA
(x; h) = U
n
(x; h)  U
n,TEA
(x; h) (4.13)
zu ersetzen. Werden die lokalen Elementarstrukturen mittels der N

aherung
d

unner Elemente analysiert, so tritt die Identit

at von LESA und TEA noch deut-
licher hervor, da alle St

orungen und somit auch die Summe

uber die St

orungen
identisch Null sind und man U
LESA
= U
ges,TEA
ermittelt, wobei U
ges,TEA
die mit-
tels TEA berechnete Gesamtresponse ist.
Wird die lokale Elementarstruktur rigoros berechnet, so ist zu erwarten, da
die Response der Struktur exakter beschrieben wird als mit TEA. Dies soll an
zwei Beispielen qualitativ diskutiert werden. Eine quantitative Diskussion ndet
in Kapitel 4.6 statt.
In der Literatur wurde, von diesem Algorithmus abweichend, eine weitere
M

oglichkeit der Rekonstruktion der Gesamtresponse von Kettunen et al. [118]
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N

aherung lokale Elementarstruktur m

ogliche Analysemethode
TEA ebene Grenz

ache
optische Wegunterschiede mit zur
Ausbreitungsrichtung parallelem
Durchgang
Strahlver-
folgung
ebene Grenz

ache
Brechungsgesetz und optische
Wegunterschiede
LPIA ebene Grenz

ache
Fresnelsche Formeln und Mitbe-
achtung von Abschattungseekten
und Brechung an der Grenz

ache
LLGA
1
lokales Gitter in einer
Beugungsordnung
rigoros in einer Beugungsordnung
FSM
lokale Gitter rigoros
LESA
binPulse
bin

are Pulse beliebig
LESA beliebig beliebig
Tabelle 4.2:

Ubersicht

uber die Einordnung verschiedener N

aherungsmethoden
vorgeschlagen, welche auf der rigorosen lokalen Analyse von Elementarstrukturen
basiert.
Die Einordnung der oben vorgestellten lokalen N

aherungen in dieses Konzept
lokaler Elementarstrukturen ist in Tab. 4.2 aufgef

uhrt.
4.6 Numerischer Vergleich von TEA und
LESA
rig
mit rigoroser Analyse
LESA soll zun

achst am Beispiel einer bin

aren Struktur, die aus zwei einzelnen
bin

aren Stegen zusammengesetzt ist, demonstriert werden. Als Elementarstruk-
tur wird ein bin

arer Puls gew

ahlt. Das Feld hinter der Struktur ist in Abb. 4.17a
gezeigt. Da eine Struktur mit relativ groer lateraler Ausdehnung d
P
und groem
Abstand d
P
untersucht wurde, sind die Abweichungen zwischen LESA
rig
und der
rigorosen Analyse verschwindend klein. Auf die Darstellung des rigoros berech-
neten Nahfeldes wurde daher aus Gr

unden der

Ubersichtlichkeit verzichtet. Man
erkennt, da die rigoros basierende LESA hochfrequente Oszillationen der Ampli-
tude und der Phase aufweist. Der Abstand der beiden bin

aren Pulse ist jedoch so
gro gew

ahlt, da die Response zwischen den beiden Pulsen nur kleine Schwin-
gungen aufweist. Da die Einzelstrukturen, welche eine laterale Ausdehnung von
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d
P
= 5 bei einer Tiefe von h =  aufwiesen, noch mit der N

aherung d

unner
Elemente analysiert werden k

onnen und auerdem der Abstand der beiden Stege
mit x
P
= 5m hinreichend gro ist, weist auch TEA eine gute

Ubereinstimmung
mit der realen Feldverteilung auf.
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Abbildung 4.17: Qualitativer Vergleich der Nahfelder (a) zweier bin

arer Stege,  = 632:8nm,
h = , n
1
= 1:457, n
3
= 1:0, n
Puls
= 1:457,  = 0

, d
P
= 5, x
P
= 5m, mittels LESA
rig
(d

unne
Linie) und TEA(dicke gestichelte Line); (b) der Periode eines nichtparaxialen Stahlteilers mit
 = 632:8nm, h = 1:095, n
1
= 1:457, n
3
= 1:0, n
Puls
= 1:457,  = 0

, mittels rigoroser
Berechnung(d

unne gepunktete Linie), LESA
rig
(dicke Linie) und TEA(dicke gestichelte Linie)
Als zweites Beispiel ist in Abb. 4.17b eine Struktur untersucht, welche auer-
halb des G

ultigkeitsbereiches der N

aherung d

unner Elemente liegt. Es wurde ein
mittels der N

aherung d

unner Elemente berechneter 1:6-Strahlteiler analysiert,
wobei die Gitterperiode mit d = 6:3m so klein gew

ahlt wurde, da die kleinsten
auftretenden lateralen Strukturgr

oen mit x
min
= 0:596m=0:942 etwa in der
Gr

oenordnung der Wellenl

ange liegen. Dargestellt sind die Amplitude und Pha-
se des Nahfeldes, wobei zum Vergleich auch die vollst

andig rigoros analysierte
Response angef

uhrt ist. Als Elementarstrukturen werden in diesem Beispiel drei
verschieden breite Gr

aben gew

ahlt.
Man ndet wiederum eine sehr gute

Ubereinstimmung zwischen der rigoros
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berechneten Response und dem mittels LESA
rig
berechneten Feld. Die Abwei-
chung zu TEA ist hingegen sowohl in der Amplitude als auch in der Phase signi-
kant.
Die auf der rigorosen Analyse basierende N

aherung lokaler Elementarstruk-
turen und die N

aherung d

unner Elemente werden nachfolgend an numerischen
Rechenbeispielen miteinander verglichen. Hierzu werden jeweils ein numerisches
Experiment in Transmission und in Reexion eines optischen Elementes durch-
gef

uhrt. Zun

achst wird untersucht, wie genau LESA
rig
und TEA die Response
eines nichtperiodischen dielektrischen Elements im Vergleich zu einer rigorosen
Rechnung wiedergeben. Als Beispielstruktur werden jeweils zwei bin

are Stege ver-
wendet, die unterschiedliche Tiefen, Breiten und Abst

ande zueinander aufweisen.
Um identische Vergleichsbedingungen zu realisieren, wird das komplexe SNR nach
Gl. 4.2 berechnet, wobei U die mittels LESA
rig
bzw. die mittels TEA berechnete
Response der jeweiligen Elementarstrukturen ist und U
ideal
die komplett rigoros
analysierte Struktur charakterisiert. In Abb. 4.18 sind die entsprechenden SNR-
Kurven f

ur die TE-Polarisation dargestellt. Analoge Rechnungen mit quantita-
tiv vergleichbarem Ergebnis wurden auch f

ur die TM-Polarisation durchgef

uhrt,
sind jedoch nicht graphisch dargestellt. Man erkennt an den entsprechend ho-
hen SNR-Werten, da in allen vier Beispielen die

Ubereinstimmung bei geringen
Strukturtiefen sowohl f

ur LESA
rig
als auch f

ur TEA sehr gut ist. Da die G

ultig-
keitsbedinungen f

ur die N

aherung d

unner Elemente in diesen F

allen erf

ullt ist,
werden auch f

ur diese N

aherung entsprechend hohe Signal-Rausch-Verh

altnisse
ermittelt.
Um Aussagen

uber die Anwendbarkeit der jeweiligen N

aherungen zu gewin-
nen, wird ein SNR
grenz
= 10dB festgelegt. Es ist zu beachten, da das berechnete
SNR eine Funktion der gew

ahlten Apertur A ist, womit die Festlegung eines
Grenzwertes von der rein mathematischen Apertur abh

angt.
F

ur das Beispiel zweier dielektrischer Stege mit dem Abstand x
P
(Abb. 4.18)
sind die Extremwerte SNR
max
und SNR
min
im ersten Abschnitt von Tab. 4.3
aufgef

uhrt und mit den Werten der TM-Polarisation erg

anzt.
Legt man das Kriterium eines minimal zu erreichenden Signal-Rausch-Verh

alt-
nisses zugrunde, so ndet man, da die mittels LESA
rig
berechneten Felder der
Stegbreiten d
P
= 5 auch f

ur relativ tiefe Strukturen hinreichend gute Resultate
liefern. Einzig bei sehr kleinen Stegabst

anden x
P
und gr

oeren Tiefen h erf

ullt die
Methode das Kriterium nicht (Abb. 4.18a). In diesem Fall ist eine Ann

aherung der
Struktur als doppelter Puls jedoch physikalisch nicht sinnvoll. Mit zunehmendem
Pulsabstand x
P
wird das erreichte SNR tendentiell gr

oer, andererseits nimmt es
KAPITEL 4. LOKALE N

AHERUNGEN DER RESPONSEANALYSE 53
a)b)
c)d)
Abbildung 4.18: Komplexes Signal-Rausch-Verh

altnis f

ur einen dielektischen Doppelsteg in
Transmission in Abh

angigkeit von dem Stegabstand x
P
und der Stegtiefe h mit  = 632:8nm,
n
1
= 1:0, n
3
= 1:457, n
Puls
= 1:457,  = 0

; a)LESA
rig
, Stegbreiten d
P
= 5, c)TEA, Stegbrei-
ten d
P
= 5, b)LESA
rig
, Stegbreiten d
P
= , d)TEA, Stegbreiten d
P
= 
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Methode Pulsbreite SNR
TE,min
SNR
TE,max
SNR
TM,min
SNR
TM,max
d
P
[m] [dB] [dB] [dB] [dB]
LESA
rig
5 9.0 73.8 8.2 79.7
LESA
rig
1 7.8 70.3 8.9 72.6
TEA 5 6.7 38.3 5.8 40.4
TEA 1 4.5 34.4 5.1 36.4
LESA
rig
5 5.3 62.3 - -
LESA
rig
1 2.0 59.2 - -
TEA 5 0.0 9.8 - -
TEA 1 0.4 11.3 - -
Tabelle 4.3: Maximale und minimale SNR beider Polarisationsrichtungen; oben dielektrische
Stege in Transmission mit  = 632:8nm, n
1
= 1:457, n
3
= 1:0,  = 0

, unten dielektrische
Gr

aben in Vollmetall in Reexion mit denselben Parametern wie oben, aber n
3
= n
Gold
=
0:1160+ 3:2923i
mit zunehmender Stegtiefe h ab. Dies hat seine Ursache in einer st

arkeren Wech-
selwirkung der Responsen beider Stege f

ur tiefere oder n

aher zueinander positio-
nierte Stege. Desweiteren nden sich f

ur konstante Tiefen bei Pulsabst

anden von
x
P
= m mit m 2 N lokale Minima in den dargestellten Fl

achen. Dies beruht
auf einer resonanten Wechselwirkung der beiden Stege bei Abst

anden, die ganze
Vielfache der Wellenl

ange betragen, und ist derselbe Eekt, auf welchen bereits in
Kapitel 4.3 hingewiesen wurde. F

ur die maximal untersuchten Tiefen h
max
= 2
m

ussen die Stege mindestens einen Abstand von x
P
> x
P,min
= 25nm aufweisen,
damit das SNR-Kriterium erf

ullt wird.
Eine analoge Rechnung wurde mit einem schmaleren Steg der Breite d
P
= 
durchgef

uhrt. Wie bereits in Kapitel 4.3 gezeigt, wird in diesem Fall mit einer
allgemein schlechteren Beschreibung der Response des Doppelsteges im Vergleich
zu den breiteren Stegen gerechnet. Die zugeh

origen SNR-Kurven der -breiten
Stege sind in Abb. 4.18b dargestellt und best

atigen die Annahme. So ndet man,
da f

ur LESA
rig
das SNR-Kriterium bei Stegtiefen von h = 2 f

ur Stegabst

ande
von x
P
> x
P,min
= 62:5nm erf

ullt wird.
In den Abb. 4.18c und 4.18d sind die zugeh

origen SNR-Kurven f

ur den Ver-
gleich von LESA
rig
und TEA dargestellt. Man sieht, da auch die N

aherung
d

unner Elemente das G

utekriterium erf

ullt, solange die Strukturen nicht zu tief
werden. Bei Stegbreiten von x
P
=  ndet man als maximale Tiefe bis zu der
TEA das Kriterium erf

ullt h
max
= 316:4nm und entsprechend bei Stegbreiten von
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x
P
= 5 eine maximale Tiefe von h
max
= 569:5nm. Im Unterschied zu LESA
rig
weisen die Kurven bei konstanter Tiefe und kleinen Pulsabst

anden ein lokales
Maximum auf. Dies erkl

art sich aus dem Umstand, da bei kleinen Abst

anden
die Struktur als ein einziger Steg doppelter Breite angen

ahert werden kann. Da-
mit sind die Bedingungen f

ur die Anwendbarkeit von TEA besser erf

ullt und die
N

aherung ist somit auch f

ur die Analyse tieferer Strukturen geeignet.
Als weiteres Beispiel werden zwei bin

are dielektrische Gr

aben in einer Metall-


ache mit unterschiedlichen Tiefen und Abst

anden analysiert. Die Berechnung
realer Metalle stellt dabei aus zwei Gr

unden eine besondere Herausforderung
dar: Zum einen haben Konvergenzvergleiche gezeigt, da die Modal-Methoden,
die FMM mit eingeschlossen, f

ur die TM-Polarisation Konvergenzprobleme auf-
weisen k

onnen. Selbst wenn diese, wie in der vorliegenden Rechnung, nicht auftre-
ten so sind deutlich mehr evaneszente Beugungsordnungen als f

ur dielektrischen
Medien in die Berechnung einzubeziehen, damit das gesuchte Feld exakt repr

asen-
tiert wird. In den nachfolgenden Vergleichen ist dies ber

ucksichtigt.
Zum anderen ist bekannt, da in der TM-Polarisation an metallischen Struk-
turen Ober

achenplasmonen angeregt werden, welche zu einem starken Energie-
transport entlang der Ober

achen der Struktur f

uhren. Das bewirkt, da auch
die Responsen von weit eingebetteten Strukturen nicht als entkoppelt angesehen
werden k

onnen. In Abb. 4.20 ist die Amplitude und die Phase im Nahfeld eines
dielektrischen Grabens in Gold der Breite d
P
= 5 dargestellt. Die Struktur ist
in eine metallische Blende der Breite d = 174:8m= 276:3 eingebettet. Man
erkennt, da trotz des groen Einbettungsbereiches in der TM-Polarisation noch
Resonanzen mit den Nachbarstrukturen auftreten, welche sich in einer relativ
starken Oszillation der reellen Amplituden widerspiegeln. Wie in Kapitel 4.3 be-
reits gezeigt wurde, k

onnen solche Wechselwirkungseekte durch die Einf

uhrung
ideal absorbierender Schichten umgangen werden. Im Rahmen der vorliegenden
Arbeit soll diese Methode jedoch nicht eingehender untersucht werden. Der Ener-
gietransport entlang der metallischen Ober

ache f

uhrt letztlich dazu, da das
Feld des TM-Modes mit der implementierten Methode nicht korrekt berechnet
werden kann. Aus diesem Grund soll nur der unkritische Fall der reektierten
TE-Polarisation betrachtet werden, welcher in Abb. 4.19 dargestellt ist.
Wie im vorangehenden Beispiel beobachtet man f

ur alle Rechnungen bei kon-
stantem Stegabstand ein SNR-Maximum f

ur kleine Strukturtiefen. Au

allig ist
ein st

arkerer Resonanzeekt in der Tiefe. Dies liegt zum einen am untersuchten
Material, da in der N

ahe des Grabens eine starke Feld

uberh

ohung zu beobachten
ist, und zum anderen an den doppelten optischen Wegen, da das reektierte Feld
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a)b)
c)d)
Abbildung 4.19: Signal-Rausch-Verh

altnis in Reexion an Doppelgraben in Metall im Vergleich
zur rigorosen Berechnung in Abh

angigkeit vom Stegabstand x
P
und der Stegtiefe h mit  =
632:8nm, n
1
= 1:0, n
3
= 1:457, n
Puls
= 1:457,  = 0

; a)LESA
rig
, Stegbreiten d
P
= 5, c)TEA,
Stegbreiten d
P
= 5, b)LESA
rig
, Stegbreiten d
P
= , d)TEA, Stegbreiten d
P
= 
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Abbildung 4.20: Nahfeld eines dielektrischen Grabens in einer metallische Blende in Reexion
mit  = 632:8nm, h = , d
P
= 5,  = 0

, n
1
= 1:0, n
3
= n
Gold
= 0:1160 + 3:2923i; a)
TE-Polarisation, b) TM-Polarisation
betrachtet wird. Im Unterschied zum rein dielektrischen Beispiel, ndet man f

ur
Stegbreiten von d
P
=  h

ohere SNR als f

ur d
P
= 5. Dies liegt wiederum an der
Feld

uberh

ohung im Bereich des dielektrischen Grabens. F

ur die breiteren Gr

aben
sind hier im Gegensatz zum schmalen Graben starke Oszillation der komplexen
Amplitude lokalisiert. Diese r

uhren von einem Resonanzeekt in der Gitterregion
her. Um dies zu demonstrieren, wird die Amplitude innerhalb eines Grabens be-
rechnet (Abb. 4.21). Deutlich sind f

ur beide Grabenbreiten Resonanzeekte zu
erkennen. F

ur den schmalen Graben ist dieser jedoch auf eine Resonanz in der
Tiefe beschr

ankt, w

ahrend f

ur den breiten Graben auch Resonanzeekte in late-
raler Richtung beobachtet werden.
Ein zum oben demonstrierten Resonanzeekt analogens Resonanzph

anomen
wird auch f

ur metallische Subwellenl

angengitter beobachtet. Ist eine Gitterperi-
ode d <  gegeben, so treten nicht immer Resonanzeekte in lateraler Richtung
auf. Der Resonanzeekt in der Tiefe, welcher jedoch stark ausgepr

agt ist, kann bei
Metallgittern in Verbindung mit einer hohen Absorbtion in der TE-Polarisation
zum inversen Polarisationseekt f

uhren. Dies wurde in der Literatur an metalli-
schen Subwellenl

angengittern demonstriert [82, 119{121].
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Abbildung 4.21: Vergleich der Amplituden eines dielektrischen Grabens in Metall (dargestellt
als gestichelte weie Linie) mit  = 632:8nm, h = ,  = 0

, n
1
= 1:0 und n
3
= n
Gold
=
0:1160+ 3:2923i; links: d
P
= 5, x
B
= 150:5; rechts: d
P
= ; TM-Polarisation
Ein weiterer Resonanzeekt, der als Kombination des lateralen und des
Tiefeneektes interpretiert werden kann, ndet sich auch bei dielektrischen Git-
tern [122]. So k

onnen sich in der Gitterregion bestimmter Gittergeometrien Speck-
les ausbilden, welche zu starken Amplitudenvariationen im Nahfeld dielektrischer
Gitter f

uhren. Die Speckles in der Gitterregion sind somit eine m

ogliche Ursache
der hochfrequenten Oszillationen im Nahfeld eines optischen Elements. Ein wei-
terer Eekt, der zu hochfrequenten Amplitudenschwankungen f

uhren kann und
f

ur dielektrische und metallische Gitter aufgezeigt wurde, ist an den Kanten der
jeweiligen Struktur lokalisiert. Der Eekt ist besonders f

ur Metallgitter ausge-
pr

agt, da f

ur diese an den Kanten aufgrund starker Absorbtion ein deutliches
Absinken der Amplitude im Nahfeld der Struktur zu beobachten ist [122].
Die Beispiele zeigen auf, da eine Analyse optischer Elemente mit LESA
rig
mit
vergleichbar geringem Rechenaufwand m

oglich ist. Die Einsparung an Rechenle-
situng ist dabei um so gr

oer, je rechenaufw

andiger eine vollst

andige rigorose
Analyse des Elementes w

are. Da die ben

utzte rigorose Methode zur Berechnung
der Responsen der auftretenden Elementarstrukturen genauer Resultate liefert
als TEA, erfolgt die Analyse des vollst

andigen Elementes ebenfalls mit einem
kleineren Fehler. Ist TEA nicht mehr anwendbar, so kann entsprechend Tab. 4.2
eine genauere Methode der Analyse der auftretenden lokalen Elementarstruktu-
ren verwendet werden. Der Anwendungsbereich der lokalen N

aherungen wird mit
dem vorgestellten Algorithmus der LESA somit erweitert.
Kapitel 5
Strukturdesign
Ein wichtiges Ziel in der Optik stellt die Bestimmung eines optischen Systems dar,
welche eine gew

unschte optische Funktion realisert. Das Design eines optischen
Elements kann als die inverse Problemstellung zur Analyse aufgefat werden. Im
Gegensatz zur Analyse gibt es jedoch keine rigorose Designstrategie.
Den Designprozess optischer Systeme oder dessen Spezialfall, eines einzigen
optischen Elementes, kann man oftmals in zwei Designschritte unterteilen: das
Responsedesign und das Strukturdesign. Beide Designschritte sind jedoch nicht
immer scharf voneinander getrennt. Man ndet somit drei verschiedene Desi-
gnstrategien, ein reine Responsedesign, ein Responsedesign mit anschlieendem
Strukturdesign oder ein reines Strukturdesign. Es sind eine Reihe verschiedener
etablierter Designalgorithmen des Responsedesigns bekannt, welche ausf

uhrlich
diskutiert sind [5, 26, 123{147] und auf die deshalb an dieser Stelle nur kurz ver-
wiesen werden soll.
Das Strukturdesign ist gleichbedeutend mit dem Aunden der realen Struk-
tur, die eine gew

unschte Wellentransformation bestm

oglich realisiert. Wesentlich
eingeschr

ankt wird ein m

ogliches Strukturdesign durch die praktische Realisier-
barkeit und aufgrund der endlichen Herstellungsgenauigkeit.
5.1 Design im Strukturbild
Beim Strukturdesign, steht entweder die Frage im Mittelpunkt, welche Struk-
tur eine im Responsedesign berechnete Transformation optimal realisiert. In die-
sem Fall ist also der Schritt vom Funktionsbild ins Strukturbild notwendig, wie
nachfolgend am Beispiel des LLGA-Designs erfolgt. Oder aber das Design, dann
Parameteroptimierung genannt, erfolgt ausschlielich im Strukturbild, wie etwa
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im unten vorgestellten genetischen Evolutionsalgorithmus. Beim Strukturdesign
greift man oftmals auf N

aherungen zur

uck, welche die optische Wirkung einer
bestimmten lokalen Struktur simulieren, da eine mathematisch ideale Umsetzung
oftmals nicht m

oglich ist.
Aufgrund der i.d.R. geringen Anzahl an freien Parametern stellt die Strahl-
verfolgung eine beliebte Designmethode dar. Diese ist genau genommen nur f

ur
! 0 g

ultig, kann jedoch auch in speziellen Anwendungen f

ur das Design kom-
plexer optischer Systeme ben

utzt werden [134]. Da die Strahlverfolgung keine
wellenoptische Designmethode ist, soll an dieser Stelle nicht n

aher auf sie einge-
gangen werden.
Eine weitere, vielfach angewendete Methode stellt das Design auf der Basis lo-
kal ebener Grenz

achen dar. Im einfachsten Fall, der N

aherung d

unner Elemente
(TEA), wird eine gew

unschte Phase (x; y) der Transmissionsfunktion gem

a
h(x; y) =
(x; y)
2

n
=
(x; y)
2

n
(5.1)
direkt in ein H

ohenprol umgesetzt, wobei n die auftretenden Brechzahldie-
renzen sind. Dabei ist jedoch zu beachten, da die N

aherung idealerweise nur f

ur
unendlich d

unne Elemente anwendbar ist. Gl. 5.1 kann auch im Sinne der Gra-
dientenoptik interpretiert werden, so da f

ur die

Uberf

uhrung der Phase (x; y)
der Transmissionsfunktion ein Element mit lateraler Brechzahlvariation n(x; y),
aber konstanter Tiefe h verwendet werden kann, also
n(x; y) =
(x; y)
2

h
=
(x; y)
2

h
: (5.2)
Mit beiden Methoden, sowohl Strahlverfolgung als auch TEA, kann ein Struk-
turdesign erfolgen, das Strukturen generieren, deren minimale laterale Ausdeh-
nung nur wenigen Wellenl

angen,also auch Mikrostrukturen, entspricht. Werden
solche Strukturen kleiner lateraler Ausdehnung berechnet, so sollte eine un-
abh

angige Analysemethode zur

Uberpr

ufung der gewonnen Designs herangezogen
werden. Die G

ultigkeit der entsprechenden Approximation sollte in solchen F

allen
durch eine genauere Analyse erfolgen.
Bei TEA ndet man eine Proportionalit

at zwischen dem Prol, also entweder
der Prolh

ohe h(x; y) oder der Brechzahlverteilung n(x; y), und der Phase (x; y)
der Transmissionsfunktion. Aufgrund dieser Proportionalit

at wird in der Litera-
tur oftmals nur ungen

ugend zwischen Funktionsbild und Strukturbild dieren-
ziert. Die Unterschiede werden jedoch signikant, wenn keine triviale Zuordnung
mehr m

oglich ist.
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Wird eine h

ohere Stufe der LPIA verwendet, so l

at sich kein analytischer
Ausdruck f

ur die gesuchte Ober

ache eines optischen Elements mehr angeben,
jedoch kann eine optimierte Ober

ache mit Hilfe des bei von Pfeil vorgeschla-
genen Algorithmus [64] gefunden werden.
5.2 Strukturdesign auf der Basis hochfrequen-
ter Tr

agergitter
z
0
0
x
Abbildung 5.1: Codierungsmethoden
einer komplexen Amplitude in der
nullten Beugungsordnung eines li-
nearen Gitters
Eine weitere Gruppe von Methoden des Struk-
turdesign basiert auf der Verwendung lokal
linearer Gitter. Mit der LLGA
1
besteht die
M

oglichkeit, ein gew

unschtes Phasenprol in
der nullten Ordnung eines lokalen Gitters zu
codieren. Hierzu k

onnen lokale Gitterparame-
ter wie der F

ullfaktor c zur Codierung der lo-
kalen Amplitude variiert werden. Im allgemei-
nen ist anschlieend eine Korrektur der Phase
notwendig. Diese Phasenkorrektur kann durch
einf

uhrung unterschiedlicher H

ohenstufen reali-
siert werden, welche schematisch in Abb. 5.1 dargestellt ist. Diese Designmethode
stellt jedoch hohe Anforderungen an die Herstellungstechnik.
Eine Methode der Codierung in der nullten Beugungsordnung eines lokalen
Gitters erfolgt unter Zuhilfenahme der Eektiven Medien Theorie (vgl. Abschnitt
4.4.2), wodurch ein bin

ares Prol mit typischerweise sehr kleinen Strukturgr

oen
generiert wird, welche wiederum Probleme bei der Herstellung aufwerfen k

onnen.
Soll eine komplexe Amplitude auf der Basis von LLGA
1
unter Zuhilfenahme
von Tr

agergittern in der ersten Beugungsordnung codiert werden, so ist zun

achst
zur im Transmissionsdesign berechneten Phasenfunktion (x; y) ein linearer Pha-
senterm 
l
(x) = 2x=d
l
hinzuzuaddieren, wobei mit d
l
die Periode des Tr

ager-
gitters bezeichnet ist. Dieser lineare Phasenterm beeinut nicht die optische
Funktion des zu codierenden Signals, sondern

andert im Falle einer Codierung in
der ersten Beugungsordnung des Tr

agergitters nur die Ausbreitungsrichtung des
Signals um den Winkel
~
 = arcsin

n
3
n
1
sin  +

n
1
d

.
In einem Demonstrationsbeispiel wird ein sogenanntes hochfrequentes bin

ares
Bragg-Echelette-Gitter als Tr

agergitter ben

utzt, d.h., der k-Vektor der minus
ersten reektierten Beugungsordnung ist antiparallel zum Wellenzahlvektor der
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Abbildung 5.2: Abh

angigkeit der maximalen Ezienz der minus ersten Beugungsordnung eines
bin

aren Gitters von der Gitterperiode bei optimaler Tiefe. a) links: Ezienzen, rechts: Phasen;
b) zugeh

orige optimale Gittertiefen; mit  = 1:55m, n = 1:444
Beleuchtungswelle [148,149], was gleichbedeutend mit der Festlegung des Einfalls-
winkels zu  = arcsin(=2n
1
d
l
) ist. Zur Erzielung einer m

oglichst hohen Ezienz
in der minus ersten Beugungsordnung des Gitters m

ussem die Gitterperiode und
-tiefe optimiert werden [106,107,109,149,150]. O.B.d.A. erfolgt das Design in der
TE-Polarisation. In Abb. 5.2 sind f

ur die TE-Polarisation die maximalen Ezien-
zen und zugeh

origen Phasen in der minus ersten transmittieren Beugungsordnung
in Abh

angigkeit von der Gitterperiode dargestellt, wobei die untere Abbildung
die zugeh

origen optimalen Tiefen zeigt. Von dieser Darstellung ausgehend wird
f

ur das demonstrierte Beispiel f

ur die Wellenl

ange von  = 1:55m eine Gitterpe-
riode von d
l
= 1:55m=  und eine Gittertiefe von h = 2:7m= 1:74 gew

ahlt,
womit auch der Bragg-Einfallswinkel zu  = arcsin (=2n
1
d
l
) = 30

bestimmt ist,
da das Element vom Superstratmaterial mit n
1
= 1:0(Luft) beleuchtet wird. Die
ben

otigten Pulspositionen und -breiten lassen sich dann gem

a des in Abb. 5.3
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Abbildung 5.3: Algorithmus zur Codierung durch ein hochfrequentes Tr

agergitter
dargestellten Algorithmus ermitteln.
Bei der praktischen Umsetzung des Verfahrens k

onnen Probleme bei der
Behandlung von 2-Phasenspr

ungen, bei denen Puls

uberlappungen auftreten
k

onnen, und bei sogenannten Puls

uberl

aufen auftreten. Unter einem Puls

uber-
lauf versteht man einen lokalen Puls, der w

ahrend der Korrektur der Phase soweit
verschoben wird, da ein Teil

uber die lokale Periode hinausragt.
Die einfachste Methode der Handhabung von 2-Phasenspr

ungen ist eine vor-
herige Entfaltung der Phase. Wie in Abb. 5.4a dargestellt, treten bei diesem Ver-
fahren keine Puls

uberlappungen auf. Das Verfahren ist jedoch f

ur Phasenfunk-
tionen, welche kleinere Phasenspr

unge aufweisen, die ebenso zu Puls

uberl

aufen
KAPITEL 5. STRUKTURDESIGN 64
dB dB
dB dB
dBdB
a)
b)
c)
Abbildung 5.4: M

oglichkeiten der Handhabung von Puls

uberl

aufen bei der Codierung bin

arer
hochfrequenter Gitter der Periode d
B
, a) Entfaltung der Phase, bzw. Verschiebung um ge-
nau eine Gitterperiode, b)

Uberlappung der Pulse oder ausf

ullen leerer Zellen mit einen Puls,
mit mittlerer Position und mittlerem F

ullfaktor der Nachbarperioden, c) Circular-Overow,
Abschneiden aller

uberstehenden Pulsanteile und Einf

ugen auf der anderen Seite der lokalen
Gitterperiode
f

uhren k

onnen, oder f

ur dreidimensionale Phasenfunktionen, die i.a. nicht ent-
faltet werden k

onnen, nicht immer anwendbar. Auerdem f

uhrt die Entfaltung
aufgrund lokaler Verschiebungen der Pulse zu einer

Anderung der Stegabst

ande,
was wiederum als Variation der lokalen Gitterperiode interpretiert werden kann.
Eine weitere M

oglichkeit stellt das Einf

ugen von Pulsen in leere Zellen, bzw.
das geometrische

Uberlagern von sich

uberlappenden Pulsen dar, wie in Abb. 5.4b
gezeigt. Durch dieses Verfahren wird der lokale F

ullfaktor ge

andert, was zu einer
Ver

anderung der lokalen komplexen Amplitude f

uhren kann.
Als letzte Methode, mit welcher Puls

uberlappungen vollst

andig vermieden
werden k

onnen, ist das Circular-Overow in Abb. 5.4c gezeigt. Die lokale Pe-
riode wird hierbei als Teil eines idealen unendlichen Gitters aufgefat. Damit
kann der Pulsanteil, welcher auf einer Seite

uber die lokale Periode hinausragt,
abgeschnitten und auf der anderen Seite in die lokale Periode wieder eingef

ugt
werden. Wie Vergleichsrechnungen zeigen, erzielt man mit dieser Methode zwar
die genauesten Resultate, generiert aber oftmals sehr kleine Strukturgr

oen, wel-
che nicht herstellbar sind. Ein Teil der Genauigkeit des Verfahrens geht somit in
der technischen Realisierung des optischen Elements wieder verloren.
Im experimentel zu demonstrierenden Beispiel wird ein Circular Overow ver-
wendet. Dabei wurden im Design Strukturen mit einer lateralen Gr

oe kleiner als
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Abbildung 5.5: Abh

angigkeit der Ezienz und der Phase der minus ersten Beugungsordnung
eines bin

aren Echelette-Gitters der Periode d =  = 1:55m und der Tiefe h = 1:74 = 2:7m
vom Fullfaktor c
=10 aufgrund von Einschr

ankungen bei der Herstellbarkeit weggelassen. Dies
f

uhrt in der Praxis zu vernachl

assigbar kleinen Fehlern, welche sogar unterhalb
der Fehler aufgrund von Herstellungstoleranzen liegen.
Ist die Bandbreitenbedingung B < 7

(Kapitel 4.6) erf

ullt, so kann der
in Abb. 5.3 dargestellte Algorithmus angewendet werden. Im ersten Teilschritt,
der dem Transmissionsdesign entspricht, wird mit einem Iterativen Fourier-
Transformalgorithmus (IFTA) eine komplexe Feldverteilung in der Referenze-
bene z
ref
berechnet. Hierbei werden zur Generierung des gew

unschten Signals
Designfreiheiten in der Signalebene ben

utzt. Im vorliegenden Beispiel ist man
an der Intensit

atsverteilung in der Signalebene interessiert, so da Phasenfreiheit
verwendet werden kann. Zus

atzlich wird Amplitudenfreiheit verwendet.
Im LLGA
1
-Strukturdesign wird einer gew

unschten Response ein Gitter zu-
geordnet, welches diese m

oglichst genau in einer Beugungsordnung des Gitters
realisiert. Die Umsetzung in eine Struktur ist dabei typischerweise mit Fehlern
verbunden, die aus der praktischen Realisierbarkeit, der Herstellungsgenauigkeit,
aber auch aus den ben

utzen N

aherungen bei der Bestimmung der gesuchten
Struktur resultieren. Aus diesem Grund kann das Strukturdesign auch in das
Responsedesign r

uckwirken, eine R

uckkopplung innerhalb der Designschritte ist
somit zugelassen. Im Demonstrationsbeispiel ist eine solche R

uckkopplung nicht
eingearbeitet.
Im vorgeschlagenen Algorithmus wird zun

achst durch Variation des F

ullfa-
kors c die gew

unschte Amplitude realisiert. In Abb. 5.5 ist die Abh

angigkeit der
Ezienz  vom F

ullfaktor c in der minus ersten Beugungsordnung eines bin

aren
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Abbildung 5.6: Design eines 1:9-Strahlteilers als Phasenelement (a) im Funktionsbild und (b)
im Strukturbild nach Codierung mittels eines hochfrequenten Tr

agergitters
Gitters der Gitterperiode d = 1:55m und der Tiefe h = 2:7m bei Beleuchtung
unter dem Braggwinkel  = 30

dargestellt. Beim Design selbst mu auerdem
die mit dem F

ullfaktor nichtlinear variierende Phase in der Beugungsordnung
beachtet werden, wie dem rechten Teil der Darstellung 5.5 zu entnehmen ist.
Im hergestellten Designbeispiel entf

allt die Codierung der reellen Amplitude, da
im Transmissionsdesign ein reines Phasenelement berechnet wurde. Dies erfolgte
aufgrund der sehr schwierigen praktischen Realisierbarkeit von hochfrequenten
Tr

agergittern der gesuchten Periode, die eine Detour-Phase-Verschiebung und ei-
ne lokale Pulsbreitenvariation enthalten. Die maximale Ezienz der minus ersten
Beugungsordnung wird mit einem F

ullfaktor c = 0:5 erreicht.
Nach Codierung der gew

unschten reellen Amplitude und der daraus resultie-
renden Phasenkorrektur wird die gew

unschte Phase mittels Detour-Phase-Prinzip
generiert. Eine Verschiebung der bin

aren Pulse beeinut, wie in Abschnitt 3.2.2
gezeigt wurde, nicht die Ezienz in den einzelnen Beugungsordnungen eines idea-
len Gitters.
Der Algorithmus soll zum Design eines 1:9-Strahlteilers mittels LLGA
1
auf
der Basis hochfrequenter Tr

agergitter ben

utzt werden.
Im Strukturdesign wird als weitere Bedingung den Gegebenheiten des Her-
stellungsprozesses Rechnung getragen, indem minimale Strukturgr

oen gefordert
werden. Die im Responsedesign ermittelte Phasenfunktion ist in Abb. 5.6(a) dar-
gestellt. Die Response wird im Strukturdesign in ein bin

ares Gitter der Peri-
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ode d = 1:55m umgesetzt, wobei die endliche Positioniergenauigkeit der Stege
beim Herstellungsproze beachtet wurde. Das Ergebnis des Strukturdesigns ist in
Abb. 5.6(b) dargestellt. Man erkennt eine leichte Pulsdichtemodulation, welche
den Circular Overow widerspiegelt. Desweiteren ist die Periode das hochfre-
quenten Tr

agergitter zu erkennen. Um die Genauigkeit der Methode zun

achst
numerisch zu demonstrieren, wird die Struktur rigoros analysiert.
Das Fernfeld des Transmissionsdesings und des realisierten Strukturdesigns
ist in Abb. 5.7 dargestellt. Man ndet f

ur das Transmissionsdesign, dargestellt
als gestreifte Balken, einen sehr kleinen Uniformit

atsfehler von E
TD
= 0:33%
und Fensterezienz von 
SE,TD
= 99:3%. Das Fernfeld des rigoros analysierten
Strukturdesigns ist als schwarze Balken dargestellt. Die Fensterezienz ist mit

SE,SD
= 98:21% etwa gleich gro und die Uniformit

at erreicht mit E
SD
= 2:63%
einen dem Transmissionsdesign vergleichbaren Wert.
Es ist zu beachten, da der Optimierung einer oder mehrer G

utefunktionen


i
(U
aus
(W
sig
; z
aus
)) theoretische Grenzen gesetzt sein k

onnen [110,151,152], so da
die Anforderungen an das Design nicht immer realisiert werden k

onnen. Endliche
Genauigkeit bei der Herstellung der optischen Elemente reduzieren die erreichbare
Qualit

at zus

atzlich.
Ist die Bandbreitenbedingung B < 7

erf

ullt, so ist mit dem dargestellten
Algorithmus eine schnelle Codierung des gew

unschten Signals mittels eines hoch-
frequenten Tr

agergitters m

oglich. Erfolgt diese Codierung in der ersten Beugungs-
ordnung des Gitters, so ist zu beachten, da das Signal auerhalb der optischen
Achse generiert wird, womit der praktische Einsatz hochfrequenter Tr

agergitter
erheblich eingeschr

ankt wird. Die experimentelle Auswertung des Strukturdesigns
erfolgt in Kapitel 6.1.
η
Beugungsordnung
Transmissionsdesign
Strukturdesign mit LLGA1
Abbildung 5.7: Vergleich der Ezienzen  in den Beugungsordnungen eines 1:9-Strahlteilers
nach dem Transmissionsdesign und dem Strukturdesign mit LLGA
1
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5.3 Strukturdesign auf der Basis von LESA
rig
bM-1b3
Laterale Ausdehnung x
d
x1 x2 xi xN=d...
b1
...
b2 bM
...
Abbildung 5.8: Bezeichnungen beim Design eines Strahlteilers mittels bin

arer Pulse
In einem zweiten Beispiel soll das Strukturdesign auf der Basis der in Kapi-
tel 4.5 vorgestellten Analysemethode LESA
rig
erfolgen. Wie im Demonstrations-
beispiel bei der Analyse erfolgt dieses o.B.d.A. am Beispiel bin

arer Pulse als
Elementarstrukturen. Es wird ein Evolutionsalgorithmus entwickelt, mit welchem
es m

oglich sein wird, eine bin

are Struktur zu berechnen, welche auch nichtpar-
axiale Signale generiert.
Gesucht sei ein Element der Periode d. Die Periode sei mit einem

aquidistan-
ten Samplingraster x
i
unterlegt. F

ur eine begrenzte Anzahl an bin

aren Pulsen,
welche innerhalb der Periode plaziert werden sollen und welche durchnummeriert
sind, werden die jeweiligen Pulsbreiten b
i
und die optimalen Pulspositionen x
i
bestimmt.
F

ur die Bezeichnungen und die Nummerierung der Pulse wird der Ausdruck
P
k
n;m
verwendet, wobei k die Pulsnummer angibt. Hierin beschreibt n die Puls-
position bez

uglich des vorangehenden Pulses in ganzen Vielfachen des Sampling-
abstandes und m die Pulsbreite. Pulsposition n = 0 bedeutet, da der Puls in
minimalem Abstand zum vorherigen Puls positioniert wird, da, wie in Kapitel 4.5
gezeigt, ein Mindestabstand gefordert werden mu. Dieser Mindestabstand be-
trage im Beispiel x
min
= 0:5. Es sind die rigoros berechneten Nahfelder bin

arer
Pulse der Breiten b
1
: : : b
l
gegeben, wobei b
1
den schmalsten und b
l
den breitesten
Puls beschreiben.
Durch Verschieben und Verbreitern der jeweiligen Pulse und eine anschlie-
ende auf LESA
rig
basierende Strukturanalyse, wird mittels einer Fast-Fourier-
Transformation (FFT) das Fernfeld der jeweiligen Struktur bestimmt. Der Algo-
rithmus ist schematisch in Abb. 5.9 beschrieben.
Mit dem vorgestellten Algorithmus soll ein nichtparaxialer Strahlteiler berech-
net werden. Ein solcher kann nicht einfach dadurch generiert werden, da man
die Gitterperiode eines in der paraxialen Dom

ane optimierten Strahlteilers ver-
kleinert. Dies kann bei kleinen Perioden zu einer deutlichen Verschlechterung der
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Abbildung 5.9: Blockschema der Codierung eines Strahlteilers mittels bin

arer Pulse
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Uniformit

at f

uhren, so da die Qualit

atsanforderungen i.d.R. nicht mehr erf

ullt
sind. Um dies zu demonstrieren, wird das Design eines f

ur die paraxiale Dom

ane
berechneten bin

aren 1:6-Strahlteilers analysiert. Eine Gitterperiode und die zu-
geh

origen Transitionspunkte des paraxialen Design sind in Abb. 5.10 gegeben.
x
z
h
0
d
x1 x2 x3 x4 x5 x6
Abbildung 5.10: Periode eines paraxial berechneten 1:6-
Strahlteilers und die zugeh

origen Transitionspunkte
x
1
= 0:0892
x
2
= 0:2035
x
3
= 0:2981
x
4
= 0:5892
x
5
= 0:7035
x
6
= 0:7981
Um den Einu der in die nullte Beugungsordnung des 1:6-Strahlteilers ge-
beugten Energie aufzuzeigen, wird ein paraxial berechneter Strahlteiler bei zwei
Gitterperioden, d
1
= 32m und d
2
= 4:25m, analysiert. Die Gitterperioden
wurden dabei so gew

ahlt, da die gr

oere einem paraxialen Strahlteiler ent-
spricht, da der maximale Beugungswinkel aller interessierenden Beugungsordnun-
gen 
maximal
= 
5
= 5

betr

agt. Die kleinere Periode ist der des zu berechnenden
nichtparaxialen Strahlteilers identisch.
Die Beugungsbilder der beiden Gitter sind in Abb. 5.11 dargestellt, wobei
die Tiefe jeweils so gew

ahlt wurde, da der Uniformit

atsfehlers der Bedingung
E  1% gen

ugt und gleichzeitig die Energie in der nullten Beugungsordnung
des Gitters minimiert wird. Ist, wie im Beispiel des nichtparaxialen Strahlteilers,
das Kriterium an die Uniformit

at nicht erf

ullbar, so wird durch die Wahl der
Gittertiefe der Uniformit

atsfehler minimiert.
Wie in Tabelle 5.1 gezeigt, sind f

ur den paraxialen 1:6-Strahlteiler 0:14% der
Energie in der nullten Beugungsordnung lokalisiert, wobei eine Uniformit

at von
E = 0:27% und eine Fensterezienz von 
SE
= 81:42% erreicht werden. Da
dieses Design nicht f

ur kleine Gitterperioden angewendet werden kann, wird bei
einer Gittereriode von d = 4:25m deutlich. Hier betr

agt die Energie in der
nullten Beugungsordnung des Gitters 
0
= 66:25%, es wird einen Fensterezienz
von 
SE
= 28:13% und eine Uniformit

at von minimal E = 10:85% berechnet.
In Abb. 5.12(links) sind 
SE
, 
0
und E in Abh

angigkeit von der Gitterperiode d
und der Gittertiefe h dargestellt. Man ndet f

ur Perioden d > 20m eine optimale
Tiefe von h = 897nm, bei der eine maximale Fensterezienz von 
SE
= 81:5% er-
reicht wird, wobei der Uniformit

atsfehler mit E < 1% entsprechend klein ausf

allt.
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Beispiel
optimierte
G

utefunktion
Gitter-
parameter

SE
[%] 
0
[%] E[%]

SE
d = 32m,
h = 880nm
81:5 0:22 0:26
paraxial
berechneter
Strahlteiler

0
d = 32m,
h = 897nm
81:42 0:14 0:27
E
d = 32m,
h = 898nm
81:41 0:14 0:27

SE
d = 4:25m,
h = 803nm
68:91 17:37 40:10
paraxial
berechneter
Strahlteiler

0
d = 4:25m,
h = 922nm
66:60 15:12 38:83
E
d = 4:25m,
h = 334nm
28:13 66:25 10:85

SE
d = 4:25m,
h = 794nm
69:09 18:39 30:28
mittels
LESA
rig
berechneter
Strahlteiler

0
d = 4:25m,
h = 895nm
67:13 16:66 33:4
E
d = 4:25m,
h = 333nm
27:18 67:72 6:98
1: E < 10:85
2. 
SE
d = 4:25m,
h = 517nm
52:2 41:47 10:82
Tabelle 5.1: Vergleich verschiedener 1:6-Strahlteilerdesigns am Beispiel der G

utefunktionen 
SE
,

0
und E mit  = 800nm,  = 0

, n
1
= 1:0 und n
3
= 1:4533
Bei kleinen Gitterperioden steigt der Uniformit

atsfehler an, welcher bei Gitter-
perioden d < 3:44 auf 1 anw

achst, da die Anzahl der propagierenden Beugungs-
ordnungen kleiner als die f

ur den Strahlteiler ben

otigten wird. Gleichzeitig sinkt
die Fensterezienz. Dies liegt an einer starken

Uberh

ohung der nullten Beugungs-
ordnung des Gitters, welche jedoch in der Berechnung nicht die Uniformit

at des
eigentlichen Signals beeintr

achtigt. In Abb. 5.12(rechts) sind Schnitte durch die
Kurven bei einer konstanten Gitterperiode von d = 4:25m dargestellt, da ein
Strahlteiler mit dieser Gitterperiode berechnet werden soll. Man erkennt, da der
Uniformit

atsfehler bei dieser Gitterperiode minimal E
min
= 10:85% betr

agt.
Mit dem oben vorgestellten genetischen auf LESA
rig
basierenden Designalgo-
rithmus wird zum Vergleich mit diesem Design ein nichtparaxialer 1:6-Strahlteiler
KAPITEL 5. STRUKTURDESIGN 72
Beugungsordnung
η 
in
 
[%
]
-15 -10 -5 0 5 10 15
10
20
30
40
50
60
Beugungsordnung
η 
in
[%
]
-15 -10 -5 0 5 10 15
10
20
30
40
50
60
Abbildung 5.11: Vergleich der Ezienzen eines paraxialen (links) und eines nichtparaxialen
Strahlteilers (rechts), der f

ur die paraxiale Dom

ane berechnet wurde, mit der Uniformit

at E
als G

utefunktion und  = 800nm, n
1
= 1:0, n
2
= 1:4533,  = 0, links: d = 4:25m, h = 340nm,
rechts d = 32m, h = 902:5nm
der Gitterperiode d = 4:25m berechnet. Dieser wird senkrecht mit der Wel-
lenl

ange  = 800nm aus Luft beleuchtet, hat eine Periode von d = 4:25m und
generiert somit mit einer Brechzahl n = 1:4533 des Glassubstrates 7 propa-
gierende Beugungsordnungen. Ziel ist wiederum eine Optimierung der signalre-
levanten Ezienz 
SE
und der Uniformit

at E, wobei die Energie in der nullten
Beugungsordnung des Gitters minimiert werden soll.
In Abh

angigkeit von der jeweiligen G

utefunktion sind die Fensterezienz, die
Energie in der nullten Beugungsordnung des Gitters und der Uniformit

atsfehler in
Tab. 5.1 aufgef

uhrt. Ein Vergleich mit den Ergebnissen des tiefenoptimierten pa-
raxialen Designs bei d = 4:25m zeigt auf, da bei vergleichbarem Uniformit

ats-
fehler mit dem vorgestellten Designalgorithmus auf der Basis von LESA
rig
die
Energie in der nullten Beugungsordnung um 20% verringert wurde, bei gleichzei-
tiger Erh

ohung der Fensterezienz um 24%. Die mit dem Algorithmus berechne-
ten Transitionspunkte des 1:6-Strahlteilers sind in Tab. 5.2 denen des paraxialen
Designs gegen

ubergestellt.
Somit konnte demonstriert werden, da mit dem vorgestellten genetischen
Designalgorithmus die Ergebnisse paraxialer Designs deutlich verbessert werden
k

onnen. In der Beispielrechnung wurden als Elementarstrukturen 19 bin

are Pulse
mit Breiten von 400nm bis 4m und ein Samplingraster von 50nm verwendet.
Der minimale Pulsabstand betr

agt jeweils 400nm. Mit dem Algorithmus wur-
den insgesamt 321635 verschiedene Designs getestet. Mit einem Athlon Prozessor
1.5GHz wurde f

ur dieses Design 2:2 Tage Rechenzeit ben

otigt. W

urden die Analy-
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Abbildung 5.12: Paraxial berechneter 1:6-Strahlteiler, links: in Abh

angigkeit von der Gitter-
periode d und der Gittertiefe h, rechts: Ausschnitt bei fester Gitterperiode d = 4:25m, a)
Fensterezienz 
SE
, b) Ezienz in der nullten Beugungsordnung des Gitters 
0
, c) Unifor-
mit

atsfehler E
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Abbildung 5.13: Vergleich der Fernfelder eines mit TEA berechneten bin

aren 1:6-Strahlteilers
und eines bin

aren Designs auf der Basis von LESA
rig
bei einer Gitterperiode von 4:25m mit
 = 800nm, h
TEA
= 334nm, h
LESA
rig
= 500nm,  = 0

, n
1
= 1:0 und n
3
= 1:4533; links:
Ezienzen im Fernfeld; rechts: Ergebnis des LESA
rig
-Designs, erreichbare Fensterezienz

uber
Uniformit

at
sen mit dem angegebenen genetischen Algorithmus rigoros erfolgen, so w

are eine
Rechenzeit von etwa 111 Tagen notwendig. Dies zeigt die groe Zeitersparnis auf,
welche mit dem auf LESA
rig
basierenden Design erreicht werden kann.
Die experimentelle Auswertung des mittels LESA
rig
berechneten Elements
und des tiefenoptimierten auf dem paraxialen Design basierenden Elementes er-
folgt in Kapitel 6.
paraxial berechnet
(bin

ar, h = 334nm)
nichtparaxial berechnet
(bin

ar, h = 500nm)
x
1
= 0:0892 x
1
= 0:1647
x
2
= 0:2035
x
2
= 0:2588
x
3
= 0:2981 x
3
= 0:3765
x
4
= 0:5892
x
4
= 0:6588
x
5
= 0:7035
x
5
= 0:7765
x
6
= 0:7981 x
6
= 0:8706
Tabelle 5.2: Transitionspunkte eines paraxial und eines nichtparaxial berechneten bin

aren 1:6-
Strahlteilers
Kapitel 6
Experimentelle Resultate
Im vorangegangenen Kapitel wurden verschiedene Methoden des optischen
Strukturdesigns vorgestellt und theoretisch diskutiert. Nachfolgend soll die
G

ultigkeit der Modelle an zwei realisierten optischen Elementen, welche auf den
Ergebnissen der in Kapitel 5 vorgestellten Designalgorithmen basieren, demon-
striert werden. Die theoretischen Vorhersagen werden somit einer quantitativen
praktischen Pr

ufung unterzogen.
Bei der Herstellung der beiden Elemente werden Verfahren der Mikrostruktu-
rierung verwendet ( [153{160] und vgl. Kapitel 3). F

ur beide Gitter l

at sich
der Herstellungsproze in zwei Teilschritte unterteilen: a) die Erzeugung des
gew

unschten Gittermusters und b) die

Ubertragung des Prols in das Substrat-
material. Bei der Herstellung der Elemente wird ein elektronenstrahllithographi-
sches Verfahren zur Generierung der Gitterprole ben

utzt, da dieses eine groe
Variabilit

at der herzustellenden Struktur erlaubt. Die so hergestellten Resists
werden mittels Trocken

atzproze in Quarzglas (fused silica)

ubertragen.
Schematisch ist der elektronenlithographische Proze der Herstellung eines
optischen Elementes in Abb. 6.1 gezeigt. Im ersten Schritt wird das Gittermuster
durch einen Elekronenstrahl in den Resist eingeschrieben, welcher anschlieend
entwickelt wird. Mit reaktivem Ionen

atzen (reactive ion etching: RIE) wird die
Struktur anschlieend in eine Chromschicht

ubertragen. Die so erzeugte Chrom-
maske dient nach der Entfernung des Resists als harte

Atzmaske f

ur den Pro-
ze des Quarz

atzens mit reaktivem Ionenstrahl

atzen (reactive ion beam etching:
RIBE). Die verbliebene Chromschicht wird abschlieend durch einen Chrom-
Na

atzproze entfernt, so da die gew

unschte Struktur im Ergebnis in das Sub-
stratmaterial

ubertragen wurde. Als Substratmaterial wird f

ur beide hergestellten
Elemente Quarzglas (fused silica) verwendet.
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Belichten des Resists
Entwickeln des Resists
Chrom

atzen mit reaktivem Ionen

atzen
(reactive ion etching: RIE)
Quarz

atzen mit reactivem Ionenstrahl

atzen
(reactive ion beam etching: RIBE)
nachemische Entfernung der Chrommaske
Abbildung 6.1: Elektronenstrahllithographie- Herstellungproze optischer Elemente
Die lithographische Herstellung der beiden Elemente erfolgte mit dem
Elektronenstrahlschreiber Zba 23h der Firma Leica Microsystems Litho-
graphy Jena GmbH. Im Design wurden neben den G

utefunktionen Uniformit

at
E, Fensterezienz 
SE
und Energie in der nullten Beugungsordnung 
0
zus

atzlich
Beschr

ankungen des Herstellungsprozesses beachtet, indem nur minimale Struk-
turgr

oen generiert wurden, die technisch realisierbar sind.
6.1 Strahlteiler auf der Basis von LLGA
1
in
Littrow-Anordnung
In Abb. 6.2a ist die Aufnahme eines Elementausschnitts des in Kapitel 5.2 be-
rechneten 1:9-Strahlteilers gezeigt, aufgenommen mit einem Rasterelektronen-
mikroskop. Die lokale Gitterperiode betr

agt d
lokal
= 1:55m. Die Stegposition
variiert jedoch zwischen den lokalen Perioden geringf

ugig, da das Signal mittels
Detour-Phase-Verschiebung generiert wird. Die Tiefe des realisierten Elements
betr

agt h
exp
= 1:7m und liegt damit deutlich unterhalb der optimalen Tiefe von
h
optimal
= 2:7m.
Aufgrund der bei der Herstellung durchzuf

uhrenden

Atzprozesse treten bei
tieferen Elementen gr

oere Abweichungen von der bin

aren Stegform auf. Da die
Tiefe des optischen Elementes ausschlielich die Fensterezienz nicht jedoch die
Signalqualit

at beeintr

achtig, die im Experiment mittels des Uniformit

atsfehlers
E gezeigt wird, und weil die Herstellung von Gittern mit groen Aspektverh

alt-
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1
2
(a)
(b)
Abbildung 6.2: Elektonenmikroskopische Aufnahmen des vermessenen Gitters, (a) Darstellung
unterschiedlicher Fehlerquellen, 1: Schmutz auf dem Gitter, 2: Fehler des F

ullfaktors aufgrund
endlicher Positioniergenauigkeit oder einer unbekannten Maschinenfehlfunktion; (b) Gitterver-
gr

oerung zur Demonstration der Gitterprolform
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nissen, d.h. groen Tiefen bei gleichzeitig kleinen Perioden, technisch schwierig
zu handhaben ist, erfolgt im Demonstrationsbeispiel eine Beschr

ankung auf die
angegebene Tiefe. Wie in Abb. 6.2b zu erkennen ist, wird bei dieser Tiefe das
bin

are Gitterprol sehr gut generiert. Die Abweichungen sind nur gering, so da
f

ur den Vergleich mit den numerischen Simulationen in guter N

aherung von einem
bin

aren Gitterprol ausgegangen werden kann.
Die Aufnahme zeigt andererseits auch, da im Gegensatz zur theoretischen
Annahme kein ideales bin

ares Element vorliegt, sondern da die Steganken
aufgrund des Herstellungsprozesses nicht senkrecht stehen. Neben der endlichen
Genauigkeit bei der Generierung der jeweiligen lokalen Gittertiefe und bei der
Positionierung der Stege stellt diese endliche Steilheit der Steganken die Haupt-
fehlerquelle bei der Realisierung bin

arer optischer Elemente dar.
Abbildung 6.3: Experimenteller Aufbau zur
Vermessung des auf der Basis hochfrequenter
Tr

agergitter berechneten Elements
Laser Element
lateral verschiebbarer Detektor
(mit vorgeschalteter Lochblende)
x
z
f
f
Das Element aus Quarzglas mit ei-
ner Brechzahl von n = 1:444 wird kol-
limiert aus Luft mit einer Wellenl

ange
 = 1:55m unter einem Winkel von
 = 30

beleuchtet. Der experimentel-
le Aufbau ist in Abb. 6.3 gezeigt.
Das um die minus erste Beugungs-
ordnung des hochfrequenten Tr

ager-
gitters lokalisierte Signal wird im
Fernfeld vermessen. Dies wurde mit-
tels eines 2-f - Aufbaus realisiert. Da
die laterale Au

osung des Detektors
klein ist, wurde eine zus

atzliche Lochblende von 80m Durchmesser eingef

uhrt,
so da das erzeugte Signal feiner abgetastet werden kann. Der Abtastabstand in
x-Richtung betr

agt 7:8125m und es wurden jeweils 2500 Punkte aufgenommen.
Der experimentelle Aufbau bedingt eine statistische Mittelung der Intensit

at in
der y-Koordinate des optischen Systems

uber die Ausdehnung der Lochblende.
In Abb. 6.4 ist das Meergebnis den theoretischen Vorhersagen gegen

uber-
gestellt. Die gemessene Fensterezienz betr

agt 
SE,Messung
= 57:99%, die Ezienz
in der nullten Beugungsordnung 
0
= 30:53% und der zugeh

orige Unformit

ats-
fehler E
Messung
= 1:61%. Demgegen

uber werden unter Einbeziehung der zu ge-
ringen Gittertiefe 
SE,Simulation
= 64:62%, 
0
= 21:43% und E
Simulation
= 1:55%
berechnet. Man ndet, da aufgrund der in Abb. 6.2 gezeigten Gitterfehler die
Uniformit

at des erzeugten Signals praktisch nicht beeinut wird.
Die Abweichungen zwischen Simulation und Messung in den Ezienzen lassen
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sich mit den oben gezeigten Gitterfehlern erkl

aren. Die Gitterfehler k

onnen als
Streuzentren interpretiert werden, die zu einem h

oheren reektierten Anteil und
zu h

oheren Ezienzen auerhalb des Signals f

uhren.
Dieses Beispiel demonstriert, da ein optisches Element sehr ezient mittels
hochfrequenter Tr

agergitter codiert werden kann. Die Uniformit

at des generier-
ten Signals wird nur geringf

ugig aufgrund der Gitterfehler verschlechtert. Diese
wirken sich fast ausschlielich auf die Fensterezienz aus. Es ist f

ur praktische
Anwendungen jedoch zu beachten, da das gew

unschte Signal nicht entlang der
optischen Achse erzeugt wird und da oftmals sehr tiefe Strukturen herzustellen
sind, um hohe Fensterezienzen zu erzielen, womit hohe Anforderungen an die
Herstellungstechnik verbunden sind. Wie in den theoretischen Untersuchungen
hergeleitet wurde, mu das zu erzeugende Signal parabasal sein, um die Methode
der Codierung mittels hochfrequenter Tr

agergitter ben

utzen zu k

onnen.
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Abbildung 6.4: Vergleich der Uniformit

at der Beugungsordnungen eines 1:9-Strahlteilers nach
Strukturdesign mit LLGA
1
mit Messung
6.2 Strahlteiler auf der Basis lokaler bin

arer
Pulse
Die in Kapitel 5.3 berechneten Elemente zur Realisierung nichtparaxialer 1:6-
Strahlteiler auf der Basis von LESA
rig
und TEA wurden hergestellt, vermessen
und anhand der Intensit

atsverteilungen im Fernfeld mit den theoretischen Vor-
hersagen verglichen.
Die gemessenen Ezienzen in den jeweiligen Beugungsordnungen der Gitter
sind in Abb. 6.5 und in Tabelle 6.1 den theoretischen Ezienzen gegen

uberge-
stellt. Man ndet, da die Ezienzen der vermessenen Beugungsordnungen des
mit LESA
rig
berechneten Elementes bis auf die 5. Beugungsordnung gr

oer sind
als die maximalen des mit TEA berechneten Elementes. Entsprechend den Glei-
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Abbildung 6.5: Vergleich der theoretischen und gemessenen Ezienzen in den Beugungsord-
nungen mit LESA
rig
und mit TEA berechneter nichtparaxialer 1:6-Strahlteiler
Beugungs-
ordnung
LESA
rig,theoretisch
LESA
rig,Messung
TEA
theoretisch
TEA
Messung
 5
7:96 5:6 0:2 5:03 3:0 0:1
 4
0:03 0:10 0:01 0:20
 3
9:89 6:0 0:2 5:03 3:8 0:1
 2
0:89 0:45 0:01 0:06 0:31 0:01
 1
8:26 4:5 0:1 4:05 3:1 0:1
0
41:47 57:8 2:4 66:25 69:9 2:8
1
8:26 4:9 0:1 4:30 2:5 0:1
2
0:89 0:4 0:01 0:04 0:31 0:01
3
9:89 5:1 0:1 4:85 3:8 0:1
4
0:03 0:06 0:01 0:42 0:01
5
7:96 4:6 0:1 4:87 2:8 0:1
Tabelle 6.1: Vergleich der theoretischen und gemessenen Ezienzen, berechnet mit LESA
rig
und TEA, in den Beugungsordnungen nichtparaxialer 1:6-Strahlteilers in Transmission in [%]
chungen 4.4 und 4.5 lassen sich die Uniformit

atsfehler E und die Fensterezienz

SE
ermitteln. Diese sind in Tabelle 6.2 aufgef

uhrt, erg

anzt durch die theoretisch
maximal erreichbaren Werte. Der Vorteil des auf LESA
rig
basierenden Designs
spiegelt sich entsprechend auch in der gemessenen Signalezienz 
SE
wider, die
gr

oer ist als mit einem optimalen, auf TEA basierenden Design.
F

ur das Element, welches mittels des auf LESA
rig
basierenden Algorithmus
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
SE
in [%] 
0
in [%] E in [%]
LESA
rig,theoretisch
52:2 41:47 10:82
LESA
rig,Messung
30:7 0:8 57:8 2:4 14:3 4:4
TEA
theoretisch
28:13 66:25 10:85
TEA
Messung
19:0 0:6 69:9 2:8 20:6 4:8
Tabelle 6.2: Vergleich der gemessenen Fensterezienz 
SE
, Ezienz in der nullten Beugungs-
ordnung 
0
und des Uniformit

atsfehlers E der auf der Basis von LESA
rig
und TEA berechneten
Designs mit den theoretischen Vorhersagen
berechnet wurde, erreicht die gemessene Uniformit

at des Signals mit E = (13:7
4:4)% innerhalb des Mefehlers die theoretische Uniformit

at von E
theoretisch
=
10:82%. Die Ezienz der nullten Beugungsordnung ist jedoch mit 
0,Messung
=
(57:8 2:4)% gr

oer als die theoretisch berechnete von 
0;theoretisch
= 41:47% und
somit die Signalezienz mit 
SE,Messung
= (30:70:8)% kleiner als die theoretisch
m

ogliche von 
SE,theoretisch
= 52:2%.
Elektronenmikroskopische Untersuchungen der Gitterstrukturen best

atigen
wiederum eine gute Realisierung des bin

aren Prols. Die Qualit

at des Signals
wird aufgrund der Nichtparaxialit

at jedoch bereits von kleinen Gitterfehlern be-
einut. Die endliche Steilheit der Steganken und Ungenauigkeiten der Gitter-
tiefe f

uhren daher zu Variationen insbesondere der Ezienzen der Beugungsord-
nungen des Gitters. Die beobachteten Abweichungen zwischen theoretisch vor-
hergesagten und gemessenen Ezienzen haben ihre Ursache vor allem in diesen
beiden Herstellungsfehlern. Im Design mit LESA
rig
wurden Beschr

ankungen des
Herstellungsprozesses einbezogen. Die Fehler aufgrund der endlichen Genauigkeit
der Positionierung der Stege sind somit beim mit LESA
rig
berechneten Element
aufgrund der geringen Abweichung der Uniformit

at von der theoretisch optimalen
klein. Da solche Beschr

ankungen beim TEA-Design nicht miteinbezogen wurden,
ist eine deutlich gr

oere Abweichung insbesondere des Uniformit

atsfehlers E vom
theoretischen Minimalwert zu beobachten.
Es konnte experimentell gezeigt werden, da mit einem auf LESA
rig
basieren-
des Design die Berechnung optischer Elemente mit kleinsten lateralen Ausdeh-
nungen in der Gr

oenordnung der Wellenl

ange des Lichtes mit relativ geringem
Rechenaufwand m

oglich ist. Bei dem Design k

onnen Beschr

ankungen der Herstel-
lungsprozesse mitbeachtet und so eine gute Herstellbarkeit gew

ahrleisten werden.
Die Beispiele zeigen auch auf, da eine Verbesserung der gew

unschten optischen
Eigenschaften gegen

uber einem auf TEA basierenden Design mit dem vorgestell-
ten Algorithmus m

oglich ist.
Kapitel 7
Zusammenfassung
Aufgrund neuer Rechentechnik werden optische Systeme in immer gr

oerem Um-
fang auch wellenoptisch beschreibbar und die wellenoptische Behandlung kom-
plexer optischer Systeme gewinnt zunehmend an Bedeutung. Da rigorose Berech-
nungen dennoch oftmals zu rechenintensiv sind, ist man bei der Analyse und
dem Design optischer Elemente oft auf N

aherungen angewiesen. Dabei erweist es
sich als vorteilhaft, jeweils zwischem dem Responsebild und dem Strukturbild zu
unterscheiden.
Eine Vielzahl an N

aherungen bei der Analyse optischer Elemente basieren auf
unterschiedlich genauer Beschreibung der Wirkung einer Elementarstruktur. Um
eine m

oglichst realit

atsnahe Beschreibung der optischen Ph

anomene zu sichern,
wurde eine auf der Fourier Modal Methode (FMM) basierende rigorose M

oglich-
keit der Berechnung des Nahfeldes beliebiger Elementarstrukturen entwickelt.
Einzig eine maximale laterale Ausdehnung beschr

ankt die vorgestellte Methode.
Weiterhin wurden verschiedene N

aherungen der Analyse gegebener optischer
Elemente, wie die N

aherung lokaler ebener Grenz

achen(LPIA) mit dem wich-
tigen Spezialfall der N

aherung d

unner Elemente (TEA), die N

aherung lokaler
linearer Gitter (LLGA) und weitere in der N

aherung lokaler Elementarstrukturen
(LESA) zusammengef

uhrt, so da diese unabh

angig von der jeweils gew

ahlten
N

aherung bei der Beschreibung einer gegeben Struktur anwendbar ist. Es wurde
gezeigt, da LESA eine nat

urliche Verallgemeinerung der lokalen L

osungsans

atze
bei der Analyse optischer Strukturen darstellt. Der Anwendungsbereich der ein-
zelnen N

aherungen wurde miteinander verglichen. Dabei zeigte sich, da die er-
reichbare Genauigkeit eines lokalen N

aherungsansatzes im wesentlichen von der
Beschreibung der lokalen Elementarstruktur abh

angt. Die entwickelte rigorose
Methode zur Berechnung der Response einer loaklen Elementarstruktur, welche
KAPITEL 7. ZUSAMMENFASSUNG 83
am Beispiel bin

arer Stege demonstriert wurde, erzielte aus diesem Grunde in
den numerischen Simulationen die besten Ergebnisse. Da die Elementarstruktur
rigoros analysiert wurde, wird diese N

aherung mit LESA
rig
bezeichnet. Mit der
N

aherung lokaler Elementarstrukturen wird der Anwendungsbereich lokaler N

ahe-
rungen bei der Analyse optischer Elemente deutlich erweitert. Es wurde gezeigt,
da LPIA, TEA und LLGA Spezialf

alle von LESA f

ur bestimmte Elementar-
strukturen und spezielle N

aherungen bei der Strukturanalyse sind. LESA
rig
ist
geeignet, groe optische Elemente mit kleinsten Strukturen in der Gr

oenordnung
der Wellenl

ange zu analysieren.
Eine weiter bedeutende Fragestellung der modernen Optik stellt das Design
eines optischen Elementes dar, welches eine m

oglichst beliebigeWellentransforma-
tion realisiert. Da im Gegensatz zur Analyse keine allgemein anwendbare rigorose
Designstrategie existiert, ist man i.a. auf N

aherungsl

osungen angewiesen. Diese
besieren oft auf lokalen N

aherungen der Strukturanalyse. In Konsequenz wurde
eine Designmethode entwickelt, welche auf LESA
rig
basiert. Die Methode wur-
de am Beispiel eines nichtparaxialen Strahlteilers demonstriert. Dabei ist gezeigt
worden, da mit der Methoden h

ohere Konversionsezienzen bei vergleichbarer
Uniformit

at des Signals im Vergleich zum tiefenoptimierten paraxialen Design er-
reicht werden kann. Hierzu

aquivalent ist das Design eines nichtparaxialen Strahl-
teilers, der im vergleich zum paraxialen Design mit kleiner Gitterperiode dieselbe
Konversionsezient aufweist, jedoch einen deutlich kleineren Uniformit

atsfehler.
Es wurde gezeigt, da der Uniformit

atsfehler um eine Gr

oenordnung verkleinert
werden kann. Der vorgestellte Design-Algorithmus kann auch eektiv bei der Be-
rechnung groer Elemente angewendet werden, wenn erwartet wird, da diese
Strukturen mit lateralen Ausdehnungen in der Gr

oenordnung der Wellenl

ange
aufweisen.
Die theoretischen Arbeiten zur LLGA wurden an einem parabasalen Strahl-
teiler und zur LESA
rig
an einem nichtparaxialen Strahlteiler im Experiment de-
monstriert. Es konnte zun

achst gezeigt werden, da mit dem vorgestellten Al-
gorithmus h

ohere Konversionsenergien erzielt werden, wobei in den Beispielrech-
nungen keine Verschlechterung der Uniformit

at gegen

uber dem h

ohenoptimier-
ten paraxialen Design auftrat. Auf der Basis der LESA
rig
erscheint das Design
vollkommen neuer optischer Funktionen m

oglich, da auch hochfrequente Am-
plitudenschwankungen mit geringem Rechenaufwand mitbeachtet und somit im
Responsedesign einbezogen werden k

onnen.
Eine dreiminensionale Implementierung des Algorithmus wurde noch nicht
gegeben, erscheint jedoch prinzipiell m

oglich. Ebenso wurde die Problemstellung,
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inwieweit die Methode der Einbettung und nachfolgender Analyse der Struktur
mit der FMM auch f

ur die Berechnung dreidimensionaler Elementarstrukturen
geeignet ist. Der Aufbau einer Datenbank mit den Responsen verschiedener Ele-
mentarstrukturen kann die Analyse und das Design erheblich beschleunigen und
wird ebenfalls in zuk

unftiger Arbeit erfolgen. Im Zuge der Errichtung der Daten-
bank kann weiterf

uhrend ein umfassender Vergleich verschiedener Methoden zur
Berechnung der Response der Elementarstrukturen erfolgen.
In der vorliegenden Arbeit konnte gezeigt werden, da mit dem vorgestell-
ten Designalgorithmus L

osungen f

ur das Strahlteilerproblem gefunden werden,
welche berssere Resultate erzielen, als die klassische Designmethode, welche auf
TEA basiert, jedoch konnte im Rahmen der Arbeit nicht weitergehend unter-
sucht werden, ob die gefundene L

osung global optimal ist. Desweiteren erscheint
eine schnellere Implementierung des Strukturdesign auf der Basis von LESA
rig
m

oglich. Die Frage, inwiefern die erzielten Resultate mit anderen Elementar-
strukturen verbessert werden k

onnen, bleibt ebenso wie eine Maximierung der
Systemtoleranzen, beispielsweise gegen

uber Herstellungstoleranzen, Gegenstand
der Forschung.
Desweiteren ist bekannt, da die Berechnung der TM-Polarisation mit der ver-
wendeten FFM f

ur bestimmte Strukturen zu Konvergenzproblemen f

uhrt. Dieser
Eekt trat nicht bei Strukturen auf, welche in der Arbeit analysiert wurden. Die
Ursachen der Konvergenzprobleme werden aktuell intensiv erforsch, insbesondere
wurde bisher kein Konvergenzbeweis f

ur die FMM erbracht, wenngleich mehrfach
Konvergenzkriterien vorgestellt wurden. Bisher konnte jedoch kein universelles
Konvergenzkriterium gefunden werden.
Im Zusammenhang mit der vorliegenden Arbeit wurden Beugungseekte in
Gitterregion untersucht [122]. Es konnte gezeigt werden, da die beobachteten
hochfrequenten Amplituden- und Phasenschwankungen im Nahfeld von Gittern
kleiner Periode zum Teil auf Spekles in den Gittern selbst zur

uckgef

uhrt werden
k

onnen. Die hierzu durchgef

uhrten numerischen Simulationen sind nicht direk-
ter Bestandteil der vorliegenden Arbeit, erscheinen aber im Zuge weiterf

uhrender
Untersuchungen von Interesse zu sein. Ziel einer solchen Arbeit kann ein verbes-
sertes physikalisches Verst

andnis des Einusses von Resonanzeekten im Gitter
auf das Nahfeld eines optischen Elementes sein.
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