ABSTRACT Correlation filters have achieved appealing performance with high speed in recent years. The advantage of correlation filter-based tracking methods is mainly attributed to powerful features and effective online filter learning. However, the periodic assumption of the training data would introduce unwanted boundary effects, which severely degrade the discrimination power of the correlation filter. In this paper, we construct the spatial reliable map with deep features from Convolutional Neural Network, then the map is used to adjust the filter support to the part of the object suitable for tracking. In order to further improve the long-term tracking ability, we introduce temporal regularization to DCF training, which can deal with occlusion and deformation situations. The experimental results show that the proposed algorithm achieves high tracking success rate and accuracy.
I. INTRODUCTION
In recent years, computer vision has attracted extensive attention. It has made great progress in image classification [20] , object detection [25] , [32] and image segmentation. Visual tracking, as a sub-problem of computer vision, is also one of the current hot research directions. Given the initial target state information in the first frame, the task of visual tracking is to accurately estimate the target state (position, scale, etc.) in the subsequent frames. Visual tracking is applied in many realistic scenes, such as video surveillance, human interaction, motion analysis, and autonomous driving, to name a few. Despite many progress have been made in recent years, it remains a difficult problem to achieve robust tracking. The main challenges are the large appearance changes of target in the real world, such as deformation, occlusion, scale variation, and fast motion. Therefore, how to construct a robust appearance model from very limited training samples to distinguish target from background is very important.
Correlation filters have successfully been applied to the tracking problem and become very popular in recent years. Benefited from the periodic assumption of training samples,
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the DCF can be learned very efficiently in the frequency domain via fast Fourier transform (FFT), which achieves high efficiency and well tracking performance. In 2010, Bolme [2] firstly introduces correlation filter into visual tracking, which demonstrates competitive performance with traditional methods. After this, many extensions have been made in recent years. For example, the introduction of variant feature representations [6] , [9] , [13] , [27] , scale estimation [5] , [8] , [23] , large-margin classifiers [37] , greatly improve the performance of DCF-based trackers.
Despite much improvement is obtained, the correlation filters still suffer from the unwanted boundary effects. This leads to an inaccurate representation of the image content, since the training patches contain periodic repetitions. The boundary effects mainly limit the standard DCF formulation in two important aspects. Firstly, inaccurate negative training patches reduce the discriminative power of the learned model. Secondly, the detection scores are only accurate near the center of the region, while the remaining scores are heavily influenced by the periodic assumptions of the detection sample. This leads to a very restricted target search region at the detection step.
Many methods have been proposed to deal with the aforementioned limitations [7] , [15] , [16] . the pioneer work is FIGURE 1. Comparisons of the proposed tracking algorithm with the state-of-the-art correlation filter trackers (SRDCF [7] , HCF [27] and LCT [28] ) on the Lemming, and human3 sequences. These methods perform differently as various features and regulations are used for the scenes such as complex background and partial occlusions. The proposed tracker performs favorably against these trackers.
proposed by Galoogahi et al. [16] who use zero-padding to crop the samples during filter learning, which can drastically reduce the number of examples in a correlation filter that are affected by boundary effects. The recently proposed BACF [15] is the extension of [16] . In another direction, Danelljan et al. [7] introduce the spatial regularization to penalize the filter coefficient. But both approaches use the fixed rectangle or invariable weights to implement regularization during tracking, which may penalize the target too much otherwise background.
To deal with the aforementioned problem, we propose the SRCTRCF, the Spatial Reliable Constrainted and Temporal Regularized Correlation Filter. by incorporating temporal regularization and spatial reliable constraint, our tracker can achieve more robust filter model. On the one hand, we construct the spatial reliable map with deep features which capture strong semantic representation. On the other hand, we introduce the temporal regularization into the objective function to further improve long-term tracking performance. Then we solve the filter learning function with the ADMM algorithm. It can be seen from Figure 1 , our proposed tracker can well handle background clutter, occlusion and long-term tracking scenarios.
We perform comparative experiments on several benchmark datasets [3] , [41] , our SRCTRCF outperforms many state-of-the-art CF-based trackers.
The contributions of this paper are as follows:
• A spatial reliable map is obtained from the deep model which can roughly represent the target region;
• We introduce the temporal information to current correlation filter training as temporal regularization;
• An ADMM algorithm is developed for solving SRCTRCF efficiently;
• Our proposed SRCTRCF achieved a very appealing performance both in accuracy and robustness against the state-of-the-art trackers.
II. RELATED WORKS
In this section, we made a review of the recently proposed methods that are most relevant to our tracker.
A comprehensive review of the tracking methods is beyond the scope of the paper, and surveys of this field can be found in [4] , [22] and [35] .
A. CORRELATION FILTER
Correlation filters have recently attracted considerable attention in visual tracking due to computational efficiency and robustness. Using DCFs for adaptive tracking starts with MOSSE [2] , which learns the CFs with few samples in the frequency domain. Notable improvements have been made to this popular tracker to address several limiting issues. Henriques et al. exploit the circulant structure of shifted image patches in kernel space and propose the CSK method based on intensity features [13] , and extend it to the KCF approach [14] with the HOG descriptors. To cope with the scale change and occlusion, several scale-adaptive trackers [5] , [8] , [23] are further investigated. Currently, CF-based trackers rank [42] at the top of current benchmarks, such as OTB2015 [41] , TC128 [24] , and VOT2018 [19] , while remaining computationally efficient.
B. CNN BASED CORRELATION FILTER
For robust tracking, more discriminative features are widely used. In recent years, many algorithms have successfully combined the powerful representation ability of deep features with the fast calculation of correlation filter, which achieved great performance improvement on a large number of data sets. The correlation filter method based on deep feature mainly replaces the traditional handcrafted feature with the deep feature (VGG [34] , ResNet [11] ) of the pre-trained model on ImageNet [33] , which is used as the appearance model of the target. Ma et al. [27] combine multi-layer deep features with correlation filters, and propose a coarse to fine localization method. Unlike [27] , which uses fixed weights to fuse multi-layer features, Qi et al. [30] , [31] and He et al. [12] take into account the complex changes of the environment and adopt adaptive fusion methods to achieve high tracking performance. These methods mainly replace the traditional HOG feature with deep features. Valmadre et al. [36] integrate the correlation filter into the neural network as a module similar to the convolution layer, and realize end-to-end training. Although these methods improve the accuracy and robustness, they are still affected by the boundary effects caused by periodic hypothesis. Moreover, cyclic matrix requires the filter size and search area to be the same, which further limits the detection range.
C. BOUNDARY EFFECTS
Due to the unwanted boundary effects, most of the background patches are inaccurate, which severely limits the discrimination ability of CF model. A simple way is to enlarge the training patch, but many works have shown that simply extending the image patch will result in performance drops.
Traditional CF model uses a window function to multiply the training samples, which can smooth the discontinuous at the image boundary. Many works [7] , [21] have been done to deal the aforementioned problem by adjusting the objective function. Danelljan et al. [7] add a spatial regularization component to the learning formulation, which penalizes the filter coefficients in terms of spatial locations.
Galoogahi et al. [15] , [16] try to solve this challenge by using a larger sample region and a smaller filter size. This is achieved by multiplying the image samples with a fixed binary mask indicating the target region. Compared with these methods, our SRCTRCF obtains the reliable map from deep model and establishes the bridge between temporal information and spatial reliable constraint, which can learn a more robust appearance model and achieve better performance.
III. PROPOSED METHOD
In this section, we first revisit the DCF tracker in Sec. III-A. The reliable map method is described in Sec. III-B. Our SRCTRCT model and optimization method are presented in Sec. III-C and Sec. III-D.
A. MULTI-CHANNEL CORRELATION FILTER
Before presenting the algorithm in detail, the traditional correlation filter based algorithm is introduced briefly. correlation filter algorithm takes discriminant learning as its core and introduces circular matrix to approximate the dense sampling of samples. Then it solves the problem in frequency domain by fast Fourier transform. It achieves better tracking performance and higher computational efficiency, which attracts wide attention. The correlation filter algorithm can be expressed as a ridge regression problem.
In this paper, we adopt the tracking-by-detection framework. When a target location is given, the goal of our method is to learn a discriminative tracking model which can distinguish the target from the background. Recently, the correlation filter received much attention with its ability to use circular matrix for dense sampling and achieve fast training in frequency domain. The correlation filter can be seen as a regressor, in order to avoid overfitting, the ridge regularization is adopted. The loss function is defined as follows:
where h = {h d } d=1:D denotes the corresponding filter template, and D is the channel number. The symbol ⊗ represents circular correlation. g is the regression values of the feature samples f = {f d } d=1:D , which always are desired 2-D Gaussian shaped labels. f d , h d , g ∈ R c w ×c h . λ is the regularization term, which is used to prevent model overfitting and improve generalization performance. To solve the problem effectively, we transfer Equation 1 in spatial domain into frequency domain:
wheref d represents the fourier transformation of f d . The transformed matrix is stretched into a column vector,
h d represents the complex conjugate operation ofĥ d . By this way, the computation of the function is greatly reduced. The filter for a single channel can be calculated as follows:
where −1 represents point division operation. The main problem of the above method is that the training samples are affected by the boundary effect. Except for the base sample, the other samples are unreal samples generated by cyclic shifting. Due to the lack of real negative samples, the discriminant ability of the filter is limited to a certain extent. At the same time, because of the small number of samples, it is easy to over-fitting, which reduces the generalization performance. In order to solve this problem, CFLB, SRDCF, BACF and other methods [21] , [26] have been proposed in recent years. These methods mainly deal with the filter coefficients by rectangular cropping or Gaussian constraints. Due to the different shape of the target and the existence of rotation in tracking, the above methods still introduce a lot of background information in filter training.
B. SPATIAL RELIABLE CONSTRAINT
In the early works of Kiani Galoogahi and Danelljan, the constrained learning of correlation filters are considered by using spatial reliable regions. The CFLB [16] proposed by Galoogahi et al. uses a smaller rectangular region to constrain the filters on the premise of enlarging the search area, so as to mitigate the influence of boundary effect. However, the target often rotates, which makes it difficult to approximate the target region with rectangular constraints, and leads to the introduction of a large amount of background information, which reduces the discriminant performance of the filter. The SRDCF [7] proposed by Danelljan et al. uses an inverse Gauss distribution spatial matrix to constrain the values of the FIGURE 2. Spatial reliable map construction from the training region. The patch containing the target is feed into the convolutional neural network to extract the CNN features, then sum up the features over the channel dimension to obtain the activation map. Set the mean value as the threshold, then we can obtain our spatial reliable map for filter training.
filter coefficient. The spatial map is determined by the prior size of the filter, and remains unchanged during the tracking process. It is difficult to adapt to the various changes of the target in the tracking process. In order to better adapt to the change of the target and further mitigate the boundary effect, this paper fully explores the ability of deep feature to express and locate the target, and uses high-level features to extract the spatial region of the target. Then it is used to restrict the filter training, so that the filter can learn more features of the target.
Once the target is localized, a training region is extracted and used to update the filter. Our constrained filter learning requires estimation of spatial reliability map p that identifies pixels in the training region which likely belong to the target. In the following we briefly outline the segmentation model which is used to estimate p. In this paper, we sum up the CNN features of Cov5-5 of the VGG-19 network over the channel dimension to obtain a two-dimensional matrix M as a spatial map, in which the area of higher activation response is more likely to be the object [39] , the decision is made by using a threshold as:
where i, j is the position index,m is a threshold, which is the mean value of matrix M (see Figure 2 ).
C. OUR SRCTRCF MODEL
In order to make the filter learn more information about the target and reduce the influence of background information as much as possible, considering the well semantic representation of high-level deep features, we establish our spatial reliable constrainted model as follows:
where p is the binary matrix of reliable map,p ∈ R c w ×c h . represents the element wise product. In order to achieve longterm tracking, we introduce a temporal regularization term into above objective function, resulting in our SRCTRCF model,
where h t−1 denotes the CFs utilized in the (t − 1)-th frame, and λ, γ denotes the regularization parameter. The overview of the proposed tracker is shown in Figure 3 .
D. OPTIMIZATION
In order to obtain a closed-form solution of the constrainted CF learning, we introduce a dual variable h c into Equation (6):
An augmented Lagrangian equation with the dual variable is established as following:
whereÎ is the Lagrange multiplier, µ > 0. For the computational efficiency, we alter the Equation (8) as a fully vectorized form:
where P = diag (p). the Fourier transform is defined aŝ
The problem is divided into following two sub-problems, the widely adopted ADMM method is used to solve each problem iterately:
The update method of Lagrange multiplier is as below:
FIGURE 3. The pipeline of the proposed spatial reliable constrainted and temporal regularized correlation filter tracker(SRCTRCF). At the t frame, the target patch is cropped to feed into a convolution neural network to extract the CNN features, which is used to generate the reliable spatial map that indicates the target region. The filter is then optimized with the CNN features regularized by the spatial map and temporal information. In the following frame, the CNN features of the search region are extracted by the shared convolution neural network to convolute with the filter to achieve the responses, the maximum of which is the estimated position of the target in the current frame.
In order to better derives the solution of Equation (9), we rewrite it as follows:
where
It can be seen that the minimum value of the equation is also the position where the gradient is zero. The gradient of each part of Equation (10) is:
Notice that √ DFPh =ĥ p , then we can obtain:
Similarly, the closed solution of h is:
The four parts of the Equation (20) are solved separately:
By using the inverse Fourier transform
F Hx , the above formula can be rewritten as:
Since P is a 0-1 matrix, it is difficult to solve the above problem with the parameter of 0, because there is a problem that the denominator is zero. Since we define P as a binary matrix, so PP = P, so an approximate result is:
After the above derivation, the closed solution of (10) and (11) can be obtained as follows: 
IV. EXPERIMENTS
In this section, we present extensive experimental evaluations of the proposed algorithm on the visual tracking OTB2015 [41] and VOT2016 [3] benchmark datasets. We first describe the implementation details and the evaluation protocols and then report experimental evaluations of the proposed algorithm against the state-of-the-art tracking methods. Finally, we demonstrate the effectiveness of each component of the proposed tracker with an ablation study.
A. IMPLEMENTATION DETAILS
We first crop the square region centered at the target, in which the side length of the region is √ 5 WH (W and H represent the width and height of the target, respectively). Then we extract CNN features for the image region, we use cov4-5 for feature representation and cov5-5 for reliable map extraction. The features are further weighted by a cosine window to reduce the boundary discontinuities.
For tracking configurations, many related parameters are set according to [7] and [26] , the regularization parameter is set to λ = 0.01, the augmented Lagrangian optimization parameters are set to µ = 5, γ = 20 and β = 3. Since the correlation filter responses are sensitive to scale variation, a scale filter is adopted to estimate the object scale [8] .
B. OVERALL PERFORMANCE
The OTB2015 benchmark [41] is a popular tracking dataset which consists of 100 fully annotated video sequences with 11 different attributes, such as abrupt motion, illumination variation, scale variation and motion blurring. The one pass evaluation [41] is employed for tracking evaluation because it only needs to initialize the object in the first frame, and the whole tracking process will not be influenced by supervised information until the end. For the metric measurements used in our experiment, the center location error with a threshold 20 and overlap ratio with a threshold of 0.5 are utilized to generate the precision and success plots.
We compare the proposed tracking with the current state-of-the-art work containing spatial regularization based tracking including SRDCF [7] , SRDCFdecon, CNNs based tracking including HCF [27] , DCFNet [38] , SiamFC [1] and CF based tracking including KCF [14] , DSST [5] , and SAMF [23] , Detection based including LCT [28] and MEEM [43] . These algorithms all use default parameters. In this paper, we use distance precision and success rate to evaluate the performance of these trackers. Figure 4 shows the curves of tracking accuracy and success. Overall, the proposed algorithm performs well.
Compared with the traditional methods based on spatial regularization, the proposed algorithm is significantly better than the traditional ones. It is superior to SRDCF on OTB2015. The tracking accuracy and success rate reach 0.838 and 0.611 on OTB2015. Compared with the HCF based on multi-layer deep features fusion, the success rate on OTB2015 is improved by 4.5%. Compared with Siamesebased SiamFC, the proposed method also has obvious performance advantages.
C. ATTRIBUTE-BASED EVALUATION
To further analyze the performance of our proposed tracker under challenging situation, we analyze the tracking performance in eleven different attributes on OTB2015 datasets [41] . Performance evaluation on benchmark attributes: illumination variation (IV35), out-of-plane rotation (OR59), scale variation (SV61), occlusion (OCC44), deformation (DEF39), motion blur (MB29), fast motion (FM37), in-plane rotation (IR51), out-of-view (OV14), background clutter (BC31), and low resolution (LR9). The later digits mean the number of videos with that attribute.
By one-pass evaluation referring to above attributes, Figure 5 and Figure 6 show that under most of the challenges FIGURE 5. Attribute-based distance precision metric on the OTB2015 dataset [41] . where the legend of overlap success contains area-under-the-curve score for each tracker. Performance evaluation on benchmark attributes: illumination variation (35), out-of-plane rotation (59), scale variation (61), occlusion (44), deformation (39) , motion blur (29) , fast motion (37), in-plane rotation (51), out-of-view (14) , background clutter (31), and low resolution (9) . The later digits mean the number of videos with that attribute. The proposed algorithm performs well against state-of-the-art results.
(fast motion, deformation, occlusion, background clutter, low resolution, and out-of-view), our tracking still can achieve a satisfactory performance because the proposed deep reliable spatial map not only enlarges the search region, but also enhances the object localization by suppressing the background.
The experiment results also show that the CNN features are more robust to model the object appearance against the deformation and rotation. In contrast, tracking based on handcrafted features [14] , [43] or constraint filters [7] fail to perform very well. Figure 7 shows the qualitative comparisons with the state-ofthe-art trackers: SRDCF [7] , SRDCFdecon [10] , HCF [27] , DCFNet [38] , SiamFC [1] , KCF [14] , DSST [5] , SAMF [23] , LCT [28] , MEEM [43] and the proposed method on four challenging image sequences including blurOwl, human3, human6, jogging1. Overall, our tracker can well handle these challenging situations. In the blurOwl sequence, the target suffers from fast motion and motion blur, The trackers (e.g. HCF [27] , SRDCF [7] , DSST [5] ) have drifted to the background in Frame 384, only our tracker can locate the target from beginning to the end. In facing long tracking in the sequence human3, human6, the trackers (SRDCF [7] , DCFNet [38] , LCT [28] and MEEM [43] ) can not identify the target. On the contrary, the proposed algorithm is able to track the targets when they undergo various variations.
D. QUANTITATIVE EVALUATION

E. VOT2016 DATASET
As in VOT challenges [17] - [19] , a reset-based evaluation scheme [3] is also employed to analyze the tracking performance. Here, the 'reset' means during evaluation, whenever tracking predicts a bounding box with no overlap with the ground truth, a failure is alarmed and tracking will be reinitialized. Table 1 and Figure 8 present the tracking results on the VOT2016 [3] dataset in terms of expected average overlaps (EAO). The compared tracking are categorized as regularization-based, CNN-based and others. When compared with regularization-based tracking, our method has improved about 6% and 3% than the SRDCF [7] and the DeepSRDCF [9] , respectively, and it shows that we ranks the 1st in terms of the robustness and EAO metrics among all trackers in this comparison.
Among the CNN based trackers, MDNet [29] is the winner of the VOT 2015 challenge, which heavily depends on the large quantity of training data. HCF [27] fuses the deep and shallow features to enhance the features discriminatively, but their running speeds are far from efficiency. Not as complicated as above, a pre-trained model based on ImageNet can be directly incorporated into our tracking framework and only the deep features are exploited to object representation. VOLUME 7, 2019 FIGURE 6. Attribute-based distance precision metric on the OTB2015 dataset [41] . where the legend of overlap success contains area-under-the-curve score for each tracker. Performance evaluation on benchmark attributes: illumination variation (35), out-of-plane rotation (59), scale variation (61), occlusion (44), deformation (39), motion blur (29) , fast motion (37), in-plane rotation (51), out-of-view (14) , background clutter (31), and low resolution (9) . The later digits mean the number of videos with that attribute. The proposed algorithm performs well against state-of-the-art results.
FIGURE 7.
Sample tracking results on challenging image sequences (from top to down are blurOwl, human3, human6, jogging1). We show some tracking results of SRDCF [7] , SRDCFdecon [10] , HCF [27] , DCFNet [38] , SiamFC [1] , KCF [14] , DSST [5] , SAMF [23] , LCT [28] and MEEM [43] methods, as well as the proposed algorithm. Figure 8 illustrates the detailed EAO ranking information of all the compared 12 trackers in the VOT2016 [3] , and the top ten tackers' scores are shown in the right part of the figure.
It can be found that the proposed work performs comparably with all the state-of-the-art trackers in terms of the baseline and overall scores. [3] . The table shows expected average overlap (EAO), as well as accuracy and robustness values (A,R) for the baseline experiments. The red, green, and blue number denote the 1st, 2nd, and 3rd rank in the regularization based trackers in each row respectively.
FIGURE 8.
Expected average overlap plot forVOT2016 [3] . Expected average overlap graph with trackers ranked from right to left. The right-most tracker is the top-performing according to the VOT2016 [3] expected average overlap values. TABLE 2. AUC score and distance precision (DP) rate at a threshold of 20 pixels for the ablation analysis.
F. ABLATION STUDY
The algorithm proposed in this paper contains two important parts including spatial and temporal regularization methods. To analyze each component, we conduct an ablation study on the OTB2013 data set [40] . In order to evaluate the effectiveness of spatial and temporal regularization methods, we denote SRCTRCF without spatial constraint as SRCTRCF-S, without temporal regularization as SRCTRCF-T, with neither of these two as SRCTRCF-ST. The comparison results are shown in Table 2 , which shows that the success score of the proposed SRCTRCF is decreased by 1.9% without the spatial constraint and decreased by 3.3% without the temporal regularization.
These results demonstrate that both spatial constraint and temporal regularization facilitate the SRCTRCF to perform better.
V. CONCLUSION
In this paper, a novel spatial reliable constrainted and temporal regularized correlation filter tracking framework is proposed. A tight connection is built up to link deep features and correlation filter. We obtain reliable spatial map by the deep features of the target to constrain the filter, which can deal with the boundary effect caused by periodic assumption. In order to prevent model drift introduced by occlusion or background clutter, we use temporal regularization to passive update the target model. The experiments are conducted to show that the proposed method performs favorably against the state-of-the-art methods in terms of accuracy and robustness on standard benchmarks.
This work pays more attention to the spatial constraint to optimize the filter in order to alleviate boundary effects. In the future, the reliable channels are also required to be considered to improve the features of discriminative ability. 
