Abstract. Choose n random, independent points in Ê d according to a fixed distribution.
Introduction
Phenomena in high dimensions have been the subject of many studies. In particular, one may be interested in studying higher dimensional geometric objects called polytopes. A is the number of (d − 1)-dimensional faces, known as f acets.
There are some known results on the distribution of the f -vector of types of random polytopes. Previous work has found that individual components of the f -vectors are approximately Gaussian when the polytopes are generated according to various distributions.
In particular, Bárány and Vu [3] proved that if a polytope is taken as the convex hull of independent and identically distributed (i.i.d.) points according to the standard Gaussian distribution, then the volume and individual components of the f -vector of that polytope satisfy a central limit theorem; that is, converge to a Gaussian distribution as the number of i.i.d. random points tends to infinity. Bárány and Reitzner [2] proved central limit theorems for the volume and components of the f -vector of a so-called Poisson random polytope; that is, the convex hull of the intersection of an arbitrary volume 1 convex body K with a
Poisson process χ. Following earlier work of Reitzner [4] , Vu [5] proved that the volume and components of the f -vector of a random polytope drawn from points inside a smooth convex set also satisfy central limit theorems.
In this paper, we consider the joint distributions of the f -vectors of random polytopes.
The method used in this paper for constructing a random polytope is taking the convex hull of a set of i.i.d. random points generated from a fixed distribution. Our conjecture is the following: 
Background
It was mentioned in the introduction that one way to construct a random polytope is to take the convex hull of random points. One way to generate random points is to let
be a collection of points generated independently according to a fixed distribution. Five distributions used to generate random points were considered and the random polytope studied was the convex hull of the {X i } n i=1 . The underlying distributions considered are the following:
(1) Uniform in the Cube. Define B , where
. Then it is classical that X is uniformly distributed in B 
) where the components of Z are generated independently according to the distribution with the density function f (x) = 1 2 e −|x| .
, where
(4) The Standard Normal distribution. Let X ∈ Ê d be a random vector and generate each components of X independently according to the standard normal distribution.
Then X ∈ Ê d is distributed as a standard normal random vector.
(5) Uniform in the Hemisphere. Similar to (2), but take the absolute value of the first component of the random point X in (2) . Note that unlike the underlying convex bodies in (1)-(3), this body is neither smooth nor a polytope.
Computation and Analysis of f -vectors
The software MATLAB and QHULL were used to carry out the following simulations and computations. One realization of the f -vector is computed by first fixing the dimension d,
from one of the fixed probability distributions described above, taking the convex hull of these points to construct a random polytope P , and computing the f -vector of the random polytope. Assuming the random polytope is simplicial, that is, each of its facets has exactly d vertices, the f -vector of the polytope can be directly Note that the convex hull of points in general can be non-simplicial (a facet may have more than d vertices), and so the above algorithm for constructing the f -vector from the facets is not valid for all polytopes. However, the probability of a non-simplicial convex hull arising from the distributions of points considered in this paper is 0. For convex polyhedra in Ê 3 , the components of the f -vector satisfy f 0 − f 1 + f 2 = 2, known as Euler's relation. In higher dimensions, linear dependence between the components of the f -vector causes the covariance matrix of the f -vector to be singular. These type of linear dependencies are known as Dehn-Sommerville equations for simplicial polytopes [6] . A singular covariance matrix leads to zero eigenvalues in the diagonalization of the covariance matrix.
In practice, the distinction between non-zero eigenvalues and approximately zero eigenvalues of the sample covariance matrix was easy to identify. In such case, let the eigenvalues of the sample covariance matrix that are close to zero be eliminated to ensure that D
where D * is a p-by-p matrix with the eigenvalues of matrix D that are close to zero eliminated. Also define a new matrix
where the eigenvector u i corresponds to the λ i eigenvalue. Then let
p is now a standardized data set with mean 0 and identity sample covariance. The values presented in the tables in Section 1 are obtained using M = 100, 000.
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