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Abstract
We consider the expressive power of second-order generalized quanti$ers on $nite structures,
especially with respect to the types of the quanti$ers. We show that on $nite structures with at
most binary relations, there are very powerful second-order generalized quanti$ers, even of the
simplest possible type. More precisely, if a logic L is countable and satis$es some weak closure
conditions, then there is a generalized second-order quanti$er Q which is monadic, unary and
simple (i.e. of the same type as monadic second-order ∃), and a uniformly obtained sublogic
of FO(Q) which is equivalent to L. We show some other results of the above kind, relating
other classes of quanti$ers to other classes of structures. For example, if the quanti$ers are
of the simplest non-monadic type, then the result extends to $nite structures of any arity. We
further show that there are second-order generalized quanti$ers which do not increase expressive
power of $rst-order logic but do increase the power signi$cantly when added to stronger logics.
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1. Introduction
It is well known that $rst-order logic, FO, has very limited expressive power on
$nite structures. Simple properties such as containing an even number of elements, or
being a connected graph, cannot be expressed by any $rst-order sentence. Therefore,
it is of interest to study various extensions of $rst-order logic on $nite structures.
One way to extend a logic is to directly add a construction which de$nes a certain
class of structures. This can be done quite generally by adding a ($rst-order) quanti$er
of a more general kind than the standard ∀ and ∃ [9, 8]. For example, we may extend
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FO with the generalized quanti$er Qeven which has syntax similar to $rst-order ∃ and
∀ quanti$ers but has the semantics given by:
A |= Qeven x ’(x) ⇔ |’A| is even;
where ’A denotes {a ∈ A |A |= ’(a)}.
As an example with a more complex syntax, consider the Rescher quanti/er, usually
denoted QR, which is capable of comparing cardinalities of two sets:
A |= QR x; y ’(x);  (y) ⇔ |’A|6 | A|:
LindstrEom [8] de$ned a general notion of $rst-order quanti$ers as follows. Let

∈Nw for some w∈N, say 
=(n1; : : : ; nw). Let K be a class of structures of the
form (A; R1; : : : ; Rw) where Ri⊆Ani , for 1 6 i 6 w, i.e. a class of 
-structures, and
assume that K is closed under isomorphisms. Then the quanti$er QK is de$ned by
A |= QK Fx1; : : : ; Fxw ’1( Fx1); : : : ; ’w( Fxw) ⇔ (A; ’A1 ; : : : ; ’Aw ) ∈K;
where Fxi consists of ni variables, for 16 i 6 w.
The type of the quanti$er is 
. The maximum arity relation in 
, or in K, i.e.
max{n1; : : : ; nw}, is called the arity of the quanti$er, and w is the width of the quan-
ti$er. A quanti$er of arity 1 is called unary, and a quanti$er of width 1 is said to be
of simple type, or to be a simple quanti$er.
Thus, the quanti$er Qeven, as well as the standard quanti$ers ∀ and ∃, are unary
quanti$ers of simple type. The Rescher quanti$er is a non-simple unary quanti$er.
The expressive power of a generalized quanti$er is limited by its type. One can give
a natural total ordering of the types of $rst-order generalized quanti$ers in such a way
that for each type 
 there is a property of $rst-order $nite structures which is de$nable
by a quanti$er of type 
, but is unde$nable using quanti$ers of lower types [7].
A rather diGerent way to achieve a logic stronger than $rst-order logic is to con-
sider second-order logic, SO, or fragments of it. Fragments constructed by restricting
the placement of the quanti$ers within formulas tend to have natural correspondences
to computational complexity classes. Existential second-order logic, usually denoted
11, can express precisely the properties in the complexity class NP [4] (modulo a
straightforward encoding of $nite structures as strings). Similarly, SO corresponds to
the polynomial hierarchy.
However, if one makes restrictions on the quanti$ers themselves, rather than on
the structure of the formula which contains them, the complexity theory connections
tend to break down. Consider for example the monadic fragment of 11, known as
M -11. While M -
1
1 is still capable of expressing some NP-complete properties, such as
3-colorability of $nite graphs, it fails to express simple properties like connectivity of
$nite graphs [5].
In this paper we consider second-order generalized quanti/ers, which combine the
notion of generalized quanti$er with that of second-order logic into a very powerful
notion. Essentially, this is done by replacing the $rst-order variables in the $rst-order
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generalized quanti$er syntax with second-order variables, and adjusting everything ac-
cordingly. In this setting, the type of the quanti$er becomes more complicated, since
we have to take the arities of the second-order variables into account. The general
de$nition can be found in Section 2.3, but let us $rst consider the simplest possible
type. The class M 11 contains the second-order quanti$ers which are de$ned from a class
K such that:
K ⊆ {(A;P) |A non-empty set; P ⊆ ˝(A)};
where K is closed under isomorphisms (on second-order structures). The semantics of
the M 11 quanti$er QK is then given as
A |= QK X ’(X ) ⇔ (A; ’A) ∈K;
where X is a variable ranging over monadic relations and ’A denotes {C |A |= ’(C)}.
To cut down on notational clutter, we will frequently take the liberty of identifying a
quanti$er Q with the class of structures that de$nes it.
Note that while the quanti$er itself is de$ned in terms of second-order structures,
we are still interested in the expressive power on $rst-order structures.
The ordinary second-order quanti$ers, ∃ and ∀, are M 11 quanti$ers if they are
monadic, which is the motivation behind the “M” in M 11 .
Example 1.1. Let us consider some simple examples of M 11 quanti$ers.
(i) A standard monadic SO ∀ can be expressed as follows:
∀ = {(A;P) |P = ˝(A)}:
(ii) Similarly, the standard monadic SO ∃ can be expressed as
∃ = {(A;P) | ∅ ⊂ P ⊆ ˝(A)}:
(iii) A quanti$er expressing that the number of sets a formula holds for is even:
Q1 = {(A;P) | |P| even}:
(iv) A quanti$er expressing that all the sets a formula holds for has even cardinality:
Q2 = {(A;P) | (∀ S ∈ P) |S| even}:
(v) A quanti$er expressing that the number of odd cardinality sets a formula holds
for is even, and moreover that the formula does not hold for the empty set:
Q3 = {(A;P) | |{S ∈ P | |S| odd}| even ∧ ∅ =∈ P}:
In Section 2 we $x some notation regarding structures, logics, and quanti$ers. In
particular, we give the technical de$nition of second-order generalized quanti$ers.
In Section 3 we demonstrate one of the main diGerences between working with $rst-
and second-order quanti$ers. In the second-order case, it is not so much the combina-
torical properties of the quanti$ers itself that limits the expressive power. Rather, it is
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the encoding power of the logic we are adding the second-order quanti$ers to. In par-
ticular, the minimality property that holds for $rst-order quanti$ers fails dramatically
in the second-order case.
Theorem 3.1. There is a /rst-order generalized quanti/er Q; of type (1; 2); such
that for all countable logics L; there is a second-order quanti/er Q∈M 11 such that
FO(Q)≡FO; but FO(Q; Q)L. Furthermore; the  inequality holds even when re-
stricted to /nite structures; and is witnessed by a formula over a vocabulary contain-
ing one binary relation.
The bulk of the paper is spent showing that on structures with at most binary
relations, the class M 11 has as strong expressive power as it could reasonably have (at
least when the logic we are extending is FO). In Section 4 we provide the part of
the proof which is essentially independent of the quanti$ers, in which we analyze the
relationship between binary relations and sets of sets. We write FO(QR)4 to denote
$rst-order logic extended with the Rescher quanti$er QR and restricted to quanti$er
rank 4.
Theorem 4.1. Let  be vocabulary consisting of at most binary relations; and let A
and A′ be /nite -structures with the same universe A. If (A; C)≡FO(QR)4 (A′; C)
for all C ⊆A; then A∼=A′.
In Section 5, we $rst make the notion of a class of quanti$ers “having as strong
expressive power as it could reasonably have” precise. Not only can we capture speci$c
properties with quanti$ers, we can capture entire logics, and we can do it all in a very
uniform way.
Let  be a vocabulary, and let K be a class of -structures. Let (in this paragraph
only) a “reasonable logic” be one which is countable and closed under $nite variations
(see De$nition 2.3). Then, the class of M 11 quanti$ers is countably omniscient on K,
if each reasonable logic L is equivalent on K to a sublogic of FO(Q) for some
Q∈M 11 , and the sublogics for diGerent L-s can be chosen such that they only diGer
in the choice of the quanti$er. (See De$nition 5.1 for the technical formulation.) The
reason that we need to work with sublogics is that FO(Q) is typically a stronger logic
than the desired one [1].
Given these concepts, we proceed to prove the following.
Theorem 5.9. Let  be a vocabulary consisting of at most binary relations. Then the
class M 11 is countably omniscient on the class of /nite -structures.
In Section 6 we prove some other result involving countable omniscience. If one al-
lows quanti$ers where an n-ary second-order relation on sets is used rather than a unary
one, denoted Mn1 , then the arity we can handle increases exponentially
with n.
A. Andersson / Annals of Pure and Applied Logic 115 (2002) 1–32 5
Theorem 6.2. Let n∈N − {0}; and let  be a relational vocabulary with at most
(2n − 1)-ary relations. Then the class Mn1 is countably omniscient on the class of
-structures.
Alternatively, if we keep the quanti$ers M 11 , we can handle any arity of the structures
if we restrict attention to ordered structures.
Theorem 6.4. Let  be a vocabulary. The class M 11 is countably omniscient on O().
If we allow the quanti$ers to use a second-order relation over binary relations, then
we can create the ordering within the logic. Let [2]11 denote the class of quanti$ers
which are de$ned analogously to M 11 , except that the second-order variables range over
binary relations rather than unary.
Corollary 6.5. Let  be a vocabulary. Then the class [2]11 is countably omniscient on
the class of /nite -structures.
2. Preliminaries
In this section we give basic de$nitions and notation, and some conventions, which
will be used throughout the paper, are made explicit. We also give the details of the
de$nitions touched on in the introduction, and prove some results about them.
2.1. Structures
A vocabulary is a $nite set of relation symbols and constant symbols. Each relation
symbol is associated with a natural number: its arity. A vocabulary is relational if it
does not contain constant symbols. The signature of a relational vocabulary is a tuple
of the arities of the relations in the vocabulary (compare with the type of a quanti$er).
Vocabularies are usually denoted by  and signatures by 
, possibly augmented with
indices and primes in the usual way.
Structures of vocabulary , or -structures, are denoted by A or B. The class of
-structures is denoted Str[].
The universe of a structure is a non-empty set. The universe of A and A′ is always
A, and we never use A to denote anything other than a universe. In contrast, B may,
depending on context, either denotes the universe of B or a subset of A.
We also make some implicit assumptions on the vocabulary of pairs of structures. If
we are considering structures (A; R1) and (A; R2), where R1; R2⊆An, then it is implicit
that they both have the same vocabulary {R}, where R is an n-ary relation symbol.
The reduction of a 0-structure A to the vocabulary ⊆ 0 is denoted A  . The
expansion of a structure A with relations R1; : : : ; Rk and constants c1; : : : ; cn is denoted
(A; R1; : : : ; Rk ; c1; : : : ; cn).
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If  is a relational vocabulary, A is a -structure, and B⊆A, then A B denotes
the substructure of A which has universe B. Similarly, if R is a n-ary relation on A,
then
R  B = {(b1; : : : ; bn) ∈ Bn |R(b1; : : : ; bn)}:
2.1.1. Binary relations and directed graphs
Consider a binary relation R on A. It may be regarded as a directed graph, digraph,
or just as a binary relation. Occasionally we emphasize the digraph interpretation by
refering to the elements of A as vertices. If R(a; b), then a is adjacent to b, b is
adjacent from a, and there is an edge from a to b. If a is not adjacent neither to nor
from b, then a and b are non-adjacent. If a and b are not non-adjacent, then they are
neighbors.
The outdegree of a vertex a, degout(a), is the number of vertices adjacent from a,
and the indegree of a, degin(a), is the number of vertices adjacent to a. The degree
of a, deg(a), is the sum of indegree and outdegree of a, i.e. the number of neighbors
of a.
We say that R is weakly connected if the transitive closure of the neighbor relation is
the complete relation A2. Equivalently, R is weakly connected if its symmetric closure,
{(a; b) ∈ A |R(a; b) ∨ R(b; a)}
is a connected graph. (Actually, a connected loop-graph unless R is irreMexive.)
An element a∈B⊆A is a least element of B with respect to R if R(a; b) for all
elements b∈B − {a}. If it is unique, in particular the case when R is antisymmetric,
it is the least element. Similarly for the greatest element.
2.2. Logics
2.2.1. Variables
First-order variables are denoted by x; y; z; : : :, as usual. Second-order variables, de-
noted by X or Y , always vary over relations. The notation Fx denotes a $nite se-
quence of variables, indexed x1; x2 : : : . When there are multiple subscripts, the conven-
tion is that Fxi consists of xi;1; xi;2; : : : . We have similar conventions for second-order
variables.
2.2.2. General logics
A map  : → ′ is a renaming from vocabulary  onto vocabulary ′, if it is a bijec-
tion which maps constant symbols to constant symbols and relation symbols to relation
symbols of the same arity. If A is a -structure, then A denotes the corresponding
′-structure resulting from applying . We will also use the notation [R′=R] to denote
a renaming where R maps to R′, and the remaining symbols map to themselves.
The de$nition of a general logic is taken to be the following [3].
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De"nition 2.1. A logic is a pair (L; |=L) where L is a mapping de$ned on vocab-
ularies  such that L[] is a class (the class of L-sentences of vocabulary ) and
|=L (the L-satisfaction relation) is a relation between structures and L-sentences.
Moreover, the following properties (i)–(v) hold:
(i) If ⊆ ′, then L[]⊆L[′].
(ii) Let A be a -structure. If A |=L ’, then ’∈L[].
(iii) Isomorphism property. If A |=L ’ and B∼=A, then B |=L ’.
(iv) Reduct property. If ’∈L[], ⊆ ′, and A is a ′-structure, then
A |=L ’ ⇔ A   |=L ’:
(v) Renaming property. Let  : → ′ be a renaming. Then for each ’∈L[] there
is a sentence, say ’, from L[] such that for all -structures A,
A |=L ’ ⇔ A |=L ’:
For our needs, property (iii) is the essential one. We also make some use of (v),
but only for FO.
We identify the logic (L; |=L) with L when convenient. A logic L is countable
if L[] is a countable set for all . (Recall that  is assumed $nite.) Similarly, L has
decidable syntax if L[] is a decidable set for all .
To compare logics, we use the following de$nition:
De"nition 2.2. Let L and L′ be logics, and let K be a class of structures closed
under isomorphism. We say that L′ is as strong as L on K, L6K L′, if, for every
vocabulary , and every ’∈L[], there is a ’′ ∈L′ such that for all -structures A:
A |=L ’ ⇔ A |=L′ ’′:
Similarly, L is equivalent to L′ onK; L≡KL′ if both L6K L′ and L′ 6K L.
We are especially interested in logics which are closed under $nite variations. This
is a fairly weak restriction, weaker than being closed under $rst-order connectives, for
example.
De"nition 2.3. A logic L is closed under /nite variations unless there is a vocabulary
, a class of -structures K which is closed under isomorphisms, a formula ’∈L[],
and an n∈N such that K is unde$nable in L, but for all -structures A such that
|A|¿ n we have A∈K⇔A |=L ’.
2.3. Second-order generalized quanti/ers
Let 
∈Nn1 × · · ·×Nnw for some w∈N, and some n1; : : : ; nw ∈N, say

 = ((r1;1; : : : ; r1;n1 ); : : : ; (rw;1; : : : ; rw;nw)):
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Let K be a class of tuples (A;R1; : : : ;Rw) where A is a non-empty set and
Ri ⊆ ˝(Ari;1 )× · · · ×˝(Ari;ni ):
Assume K is closed under isomorphism, where the notion of closure under isomor-
phism is extended to second-order structures in the obvious way. Then the second-order
quanti/er QK is de$ned by (where FXi =Xi;1; : : : ; Xi; ni):
A |= QK FX 1; : : : ; FXw ’1( FX 1); : : : ; ’w( FXw) ⇔ (A; (’Ai )16i6w) ∈K;
where Xi; j has arity ri; j, for 16 i 6 w and 16 j 6 ni, and ’Ai denotes:
{(Ri;1; : : : ; Ri;ni) | (A; Ri;1; : : : ; Ri;ni) |= ’i}:
As for $rst-order quanti$ers, we de$ne the type of the quanti$er to be 
, the width
of the quanti$er to be w, and the quanti/er arity, or just arity, to be max{n1; : : : ; nw}.
The concepts unary and simple also remain the same. However, in the second-order
case there is also the arities of the second-order variables to consider. We de$ne the
variable arity to be max{ri; j | 1 6 i 6 w; 1 6 j 6 ni}, and we say that a quanti$er
is monadic if its variable arity is 1.
We use the notation [k]nw for the class of quanti$ers with variable arity k, quanti$er
arity n, and width w. If the width is omitted, as in [k]n, it refers to the union over all
widths. We also use Mnw to denote the same class as [1]
n
w.
Second-order quanti$ers are denoted Q, whereas $rst-order quanti$ers are denoted Q.
3. Second-order vs. "rst-order
In the $rst-order case, we study classes of ($nite or in$nite) $rst-order structures, and
whether they are de$nable in various logics. When the logics of interest are constructed
by means of $rst-order generalized quanti$ers, which themselves are determined by
classes of $rst-order structures, the classes of structures and the logics become very
closely linked.
This link is the basis for minimality results, expressing that the minimal logic which
satis$es certain closure conditions and is capable of expressing certain properties, is
precisely $rst-order logic extended with suitable generalized quanti$ers. This is very
natural, since the ability to express certain properties implies the ability to de$ne the
quanti$er based on said properties.
The link is also the basis for unde$nability results proved by diagonalization tech-
niques. One can give a natural total ordering of the types of $rst-order generalized
quanti$ers in such a way that for each type there is a property of $rst-order $nite
structures which is unde$nable using quanti$ers of lower types [7]. What the diagonal-
ization actually does, is to produce a quanti/er which is not de$nable in terms of less
complex types. Thus, a key component is that an unde$nable quanti$er is the same as
an unde$nable class of structures.
A. Andersson / Annals of Pure and Applied Logic 115 (2002) 1–32 9
When we switch from $rst- to second-order generalized quanti$ers, it would be
possible to switch from classes of $rst- to second-order structures as well. Then, we
would retain the link between the classes of structures and the quanti$ers, resulting in
a theory similar to that of $rst-order generalized quanti$ers, only more complex. In this
case, one may essentially view second-order structures as $rst-order structures equipped
with a boolean algebra, identifying the elements of the universe of the second-order
structure with the atoms of the boolean algebra.
The approach adopted here is to keep studying classes of $rst-order structures, and
just change the logics. This changes the focus and the problems considerably compared
to the $rst-order case. For example, the diagonalization techniques mentioned above
would still produce a quanti$er which is not de$nable using quanti$ers of less complex
types, but there is no direct way to turn the quanti$er into a class of /rst-order
structures.
A related phenomenon is that a quanti$er may have considerable power which may
be inaccessible when the quanti$er is used in conjunction with a weak logic.
Theorem 3.1. There is a /rst-order generalized quanti/er Q; of type (1; 2); such
that for all countable logics L; there is a second-order quanti/er Q∈M 11 such that
FO(Q)≡FO; but FO(Q; Q)L. Furthermore; the  inequality holds even when re-
stricted to /nite structures; and is witnessed by a formula over a vocabulary contain-
ing one binary relation.
In particular, the choice L=FO(Q) implies that there are Q and Q such that
FO(Q)≡FO, but FO(Q; Q)¿FO(Q).
Proof. Recall that all vocabularies are assumed $nite, and consists of relations and
constants. Let 0; 1; 2; : : : be an enumeration of vocabularies such that, for i∈N; i
contains the unary relation symbol P and the binary relation symbol R, and is such that
for each vocabulary  which contains a unary relation symbol and a binary relation
symbol, there is i∈N such that there exists a renaming  : → i.
Since we can enumerate all $rst-order sentences over a given vocabulary, there is also
an enumeration ’0; ’1; ’2; : : : such that, for any i∈N and any $rst-order sentence ’
over i, there is j∈N such that ’≡’j. Consider the joint vocabulary for the formulas
’0; : : : ; ’m−1, except for P, and call it ¡m. Clearly ¡m is $nite and thus a vocabulary.
We say that P⊆˝(A), is ’¡m-de/nable on A if there is a ¡m-structure A with
universe A, and an i¡m such that
P = {B | (A; B) |= ’i};
where P is interpreted as B.
We will de$ne h :N→N to be such that if |A|¿ h(m), then there exists a monadic
second-order unary relation which is not ’¡m-de$nable, or ’¡m-unde/nable, on A.
There are 2n
r
possible r-ary relations on a set with n elements, and there are n¡2n
possible constants. Hence, for each m there exists a non-decreasing polynomial pm(x)
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such that there are at most 2pm(n) diGerent ¡m-structures with universe {1; : : : ; n}.
For each of the at most 2pm(|A|) possible structures with universe A, the m formulas
’0; : : : ; ’m−1 may de$ne at most one relation each, so there are at most m · 2pm(|A|)
monadic unary second-order relations that are ’¡m-de$nable on A. In contrast, there
are 22
|A|
diGerent monadic unary relations with universe A. Thus, if we de$ne h(m) to
be the least k ∈N such that 22k¿m · 2pm(k), then h satis$es the condition that |A| ¿
h(m) implies the existence of a monadic unary relation which is not ’¡m-de$nable
on A.
Now we create a quanti$er, Q0, from the ’¡m-unde$nable relations. De$ne Q0 as
follows:
Q0 = {(A;P) | (∀m ∈ N)(h(m)6 |A| ⇒ P is ’¡m-unde$nable on A)}:
The interesting property of Q0 is that any subset of the quanti$er almost completely
lacks expressive power when used together with $rst-order logic. We prove that if
Q⊆Q0, and ’∈FO(Q), then there is a formula of FO which is equivalent to ’.
Assume that any formula in FO(Q) with less than n occurrences of Q is equivalent
to an FO formula over the same vocabulary. Consider a formula & over vocabulary 
with n occurrences of Q. Let  be a subformula of & such that  has an outermost
occurrence of Q as principal operator,  ( Fx)=QX  ′(X; Fx), where Fx consists of the free
variables in  ′. Since  ′, viewed as an FO(Q) sentence over the vocabulary  ∪˙ {X; Fx},
has fewer occurrences of Q than &, we may replace  ′ with an equivalent formula
 ′′ ∈FO. Let m∈N be such that ( ′′) is equivalent to ’m, for some renaming 
satisfying X  =P and Fx = Fc for some constant symbols Fc.
The second-order relation on A de$ned by P= {B⊆A |A |=’m(B; Fa)} where B
interprets P=X  and Fa are elements of A which interprets Fx, is by de$nition ’¡m+1-
de$nable on A so if |A|¿ h(m+1) then A |=QX  ′(X; Fa). The restriction of a quan-
ti$er to structures of bounded $nite cardinality is clearly $rst-order de$nable, so & is
equivalent to a formula in FO. Therefore, by induction, FO(Q)≡FO.
The next step is to construct a $rst-order quanti$er which is capable of de$ning
’¡m-unde$nable monadic relations. This will be the key to unlocking the expressive
power of Q. For each n∈N−{0}, choose a structure Bn =({1; : : : ; n};Pn)∈Q0. (Note
that there are such structures for all n.) Then let Q be the closure under isomorphisms
of the following set (where ¡ denotes the standard ordering on N):
{(Bn; C;¡ Bn) |C ∈ Pn}:
In a sense, Q is a diagonal of Q0. The orderings ensure that the closure under isomor-
phism has no harmful impact on the argument.
It remains to make sure that Q is powerful enough that FO(Q; Q)L. Let S ⊆N
be such that
{A ∈ Str[] | |A| ∈ S and RA is a linear order}
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is unde$nable in L[] for any  containing R. (There exists such an S, since L is
countable.) Then de$ne Q as follows:
Q = {(A;P) ∈ Q0 | |A| ∈ S}:
We have already seen that FO(Q) ≡ FO.
If RA is a linear order, then we see that the second-order relation de$ned as
{B |A |=Qx; yzB(x); R(y; z)} is ’¡m-unde$nable if |A|¿ h(m), so
A |= Q0 X (Qx; yz X (x); R(y; z)):
Note that the linear order ensures that the second-order relation de$ned by Q is indeed
isomorphic to the diagonal constructed from Bn. Therefore,
{A |A |= QX (Qx; yz X (x); R(y; z))} = {A |RA is a linear order; |A| ∈ S}:
Since this class is not de$nable in L, we have FO(Q; Q)L.
Theorem 3.1 can be generalized to other logics than FO [1]. It is easy to see that
we can replace FO by FO(Q) for any countable class of quanti$ers Q, without any
inpact of the proof, but we could also use some subset of FO(Q), provided it is closed
under $nite variations.
4. Sets of sets vs. binary relations
In the case of $nite structures limited to (unary and) binary relations, M 11 quanti$ers
are ultimately powerful in a sense we will make precise in the next section. To show
this, we will $rst show the following. Recall that FO(QR)4 denotes FO extended with
the Rescher quanti$er QR but restricted to quanti$er rank 4.
Theorem 4.1. Let  be vocabulary consisting of at most binary relations; and let A
and A′ be /nite -structures with the same universe A. If (A; C)≡FO(QR)4 (A′; C)
for all C ⊆A; then A∼=A′.
Remark 4.2. It is also possible to use other logics than FO(QR)4. The argument re-
quires the logic to be able to existentially quantify four elements and perform some
limited amount of counting.
Remark 4.3. Theorem 4.1 can also be formulated in terms of a game. The expres-
sive power of the class of $rst-order generalized quanti$ers up to a given arity is
captured by the bijective Ehrenfeucht–FraEPssQe game [6]. This game can be general-
ized in a straightforward manner to a second-order bijective game [1]. The condition
(A; C)≡FO(QR)4 (A′; C) for all C ⊆A in the theorem corresponds to a win for Dupli-
cator in a special case of this game.
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The proof of the theorem is rather involved, and we will start with some lemmas.
The $rst point is that rather than considering an arbitrary number of relations on the
structures, it would be helpful if we could restrict attention to a single relation. This
is almost possible. We can assume that all the “non-symmetry” information is con-
centrated into a single relation, which is then augmented by a number of symmetric
relations. The symmetric relations have only a limited impact on the rest of the ar-
gument. In addition, we can choose the non-symmetric relation to be irreMexive and
antisymmetric, which simpli$es the argument by removing a number of trivial cases.
Lemma 4.4. Let = {R1; : : : ; Rk} and ′= {R0; S1; : : : ; S2k} be vocabularies consist-
ing of binary relation symbols. Then there are quanti/er-free /rst-order formulas
’0; : : : ; ’2k over vocabulary ; and  1; : : : ;  k over vocabulary ′; such that for every
-structure A; ’A0 is irre:exive and antisymmetric; ’
A
1 ; : : : ; ’
A
2k are symmetric; and
if A′ is the ′-structure (A; ’A0 ; : : : ; ’
A
2k); then (A;  
A′
1 ; : : : ;  
A′
k )=A.
This essentially amounts to quanti$er-free reduction from a general vocabulary to
one of the special form indicated above.
Proof. The encoding:
’0(x; y)≡ Rj(x; y) where j ∈ {1; : : : ; k} least such that
Rj(x; y)↔ ¬Rj(y; x) (⊥ if there is no such j);
’2i+1(x; y) ≡ (R0(x; y) ∧ Ri+1(x; y)) ∨ (R0(y; x) ∧ Ri+1(y; x));
’2i+2(x; y)≡ (R0(x; y) ∧ Ri+1(y; x)) ∨ (R0(y; x) ∧ Ri+1(x; y))
∨ (Ri+1(x; y) ∧ Ri+1(y; x)):
Thus, ’0 orders two elements by trying R1; : : : ; Rk in turn. As soon as one of them
orders the elements, that ordering is used. Once the two elements have been ordered,
all the relations on that pair are easy to express, using two bits per pair and relation,
where an odd numbered ’i+1 expresses an Ri-edge in the same direction as the ordering,
and an even numbered ’i+1 expresses an edge in the opposite direction. If no ordering
is obtainable, then none is needed since then all of R1; : : : ; Rk are symmetrical with
respect to the two elements. Then only one bit per pair and relation is needed, and is
arbitarily chosen to be provided by an even numbered ’i+1.
It is easy to see that ’0 can be written as a quanti$er-free $rst order formula. It is
also straightforward to check that the formulas  1; : : : ;  k de$ned by
 i(x; y) ≡ (R0(x; y) ∧ S2i−1(x; y)) ∨ (¬R0(x; y) ∧ S2i(x; y))
satisfy the required conditions.
The proof of Theorem 4.1 will use the assumption in the theorem repeatedly for
various C to incrementally accumulate information about the structures. Essentially the
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Fig. 1. Some inferences using '-types.
argument goes “if A and A′ do not have the property P, then we get (A; C) ≡FO(QR)4
(A′; C) by choosing C as follows: : : :” repeated a number of times, each adding a piece
of information. Eventually, the accumulated information will imply that the structures
are indeed isomorphic. Many of the steps in this sequence are simple variations of
a few basic themes. The most obvious such is that if C is small, we can describe
A C up to isomorphism.
We use the notation A≡mB to denote that A and B are logically equivalent with
respect to $rst-order formulas of quanti$er rank at most m.
Lemma 4.5. Let  be a vocabulary. Assume A and A′ are -structures with universe
A; and that (A; C)≡m (A′; C); for all C ⊆A. Then; for any D⊆A such that |D| 6
m; A D∼=A′ D.
Proof. Choose C =D and use a formula that existentially quanti$es the elements in D
and asserts their relationships to be those of A D.
In particular, the case of |D|=2 implies that symmetric closures must agree in the
two structures. By Lemma 4.4, we are mainly interested in the case of one irreMexive,
antisymmetric main relation, which we call the main relation, and a number of sym-
metric relations, which we call auxilary relations. The latter are their own symmetric
closures of course, so they must be identical in the two structures. This means that
they can be ignored in large parts of the argument. In the case of the antisymmetric
relation, an edge from a to b in one of the structures must correspond to either an
identical (a to b) edge, or a reversed (b to a) edge in the other structure.
Also, the case of |D|=3 will be important. Given some known edges between
elements a; b, and c, in the two structures, we may infer directions of other edges in
the triangle. See Fig. 1 for the most common inferences on an antisymmetric relation.
To understand the $gure, note that layout is used to represent the identity, so that
the leftmost node in the R1-half corresponds to the leftmost node in the R2-half. This
is a recurring theme in the $gures of this section. Consider the leftmost triangle. Since
the isomorphism type must agree in R1 and R2, the solid arrows imply the existence
of a third arrow. In R2 the type is not that of a directed triangle, so that cannot be
the case in R1 either, so there is only one way to draw the arrow in R1, indicated by
a dashed arrow. In R2, the arrow could point either way, indicated by a dashed line.
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Fig. 2. The rigid '-types for an irreMexive and antisymmetric relation.
Fig. 3. The non-rigid '-types for an irreMexive and antisymmetric relation.
Rather than “isomorphism type of three elements”, we say '-type for short.
Another argument involving '-types is based on using a fourth quanti$er but keeping
|D|=3, and allows us to infer some edges on the basis of rigidity of the '-type (the
rigid '-types are shown in Fig. 2, the non-rigid in Fig. 3):
Lemma 4.6. Let  be a vocabulary. Assume A and A′ are -structures with uni-
verse A; and that (A; C)≡4 (A′; C); for all C ⊆A. Also assume that D= {a; b; c}⊆A;
that (A; a; b; c)≡0 (A′; c; b; a); but that (A; a; b; c) ≡1 (A′; c; b; a). Then A D is non-
rigid.
Proof. Let  (x; y; z) be a formula in FO1 such that A |=  (a; b; c), but A′ |=  (c; b; a).
Let &(x; y; z) be a formula describing the isomorphism type of A D, such that
A |= &(a; b; c). Thus,
A |= (∃x; y; z ∈ D) &(x; y; z) ∧  (x; y; z)
and, since (A; D)≡4 (A′; D),
A′ |= (∃x; y; z ∈ D) &(x; y; z) ∧  (x; y; z);
which implies that A′ |= &(d; e; f) where (d; e; f) =(c; b; a). But (A; a; b; c)≡0 (A′; c;
b; a) implies that g :D→D de$ned by a → c; b → b; c → a is an isomorphism between
A′ D and A D. Then we have A |= &(g(d); g(e); g(f)), so h :D→D de$ned by
a → g(d); b → g(e); c → g(f) is a automorphism on A D. This automorphism is not
the identity, since that would imply (d; e; f)= (c; b; a). Thus, A D is non-rigid.
In particular, when the relation in question is antisymmetric, if there is an edge from
a to b, an edge from b to c, and the '-type of {a; b; c} is non-rigid, then there is an
edge from c to a.
As mentioned in Remark 4.2, the logic we use needs some counting capabilities
to make the proof go through. We need to compare the indegree and outdegree of
a vertex in the two structures. The easiest way to achieve this would be to add all
counting quanti$ers to the logic. There are, however, further advantages to be gained
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by having only $nitely many non-equivalent formulas in the logic. In particular, it will
be the key to the proof of Theorem 5.9. This is the reason we take the somewhat less
direct route of using the Rescher quanti$er instead of the (in$nitely many) counting
quanti$ers.
Using the Rescher quanti$er, we cannot compare degrees directly between the two
structures, but we can compare the partial orders they induce, and this will turn out to
be suScient for our needs.
Lemma 4.7. Let R1 and R2 be binary relations on a /nite set A. De/ne 4i ; for
i∈{1; 2}; as:
4i = {(a; b) ∈ A2 | (indegree of a)6 (indegree of b) with respect to Ri}:
If 41 =42; then there is a set C ⊆A and a formula ’ in FO(QR)4 such that (A; R1; C)
|=’ but (A; R2; C) |=’.
The result also holds if indegree is replaced by outdegree.
Proof. From the de$nition of 4i, it is clear that they are total pre-orders. Let the
equivalence classes of the induced (strict) total orderings be Eij such that
Ei1 ≺i · · · ≺i Eini :
Let k be the largest natural number so that E1j =E
2
j for all j¡k.
Without loss of generality, we may assume that there exists a∈E1k−E2k . Let C = {a}∪⋃k−1
j=1 E
1
j . Then it is clear that C is closed downward under ≺1, but not under ≺2, so
a formula of the form
(∀x ∈ C)∀y (y ≺ x → y ∈ C)
would be true in (A;≺1; C) and false in (A;≺2; C). But using the Rescher quanti$er
we can de$ne 4i from Ri, by:
x4y ≡ QR z; w R(z; x); R(w; y);
so we may de$ne ’∈FO(QR)4 satisfying the lemma as
’ ≡ (∀x ∈ C)∀y( ( QR z; w R(z; y); R(w; x)
∧ ¬QR z; w R(z; x); R(w; y)
) → y ∈ C):
By repeated application of the above tools, we will eventually reach a point where
the structures are completely locally known, and we only need to combine local iso-
morphisms into a global isomorphism. This amounts to showing that any pairs of
elements on which A and A′ diGer is contained in a small neighborhood such that
the restrictions of the structures to this neighborhood are isomorphic. In addition, the
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neighborhoods can be choosen independently. The next de$nition gives a technical and
quite strong notion of such a neighborhood.
De"nition 4.8. Let R1 and R2 be antisymmetric binary relations on A. B⊆A is a non-
essential di<erence between R1 and R2 if:
(i) (B; R1 B)∼=(B; R2 B),
(ii) for all a∈A − B; b1; b2 ∈B; and i; j∈{1; 2}; Ri(a; b1)⇔Rj(a; b2) and Ri(b1; a)
⇔Rj(b2; a);
(iii) R2 B= {(y; x)∈B2 |R1(x; y)},
(iv) for i; j∈{1; 2}; Ri B is weakly connected.
The $rst condition says that the structures are isomorphic locally.
The second condition says that B is independent from the rest of the structure, in the
sense that permuting the elements of B does not change any edges involving elements
outside of B. It also says that the edges to and from B behave in an identical fashion
in the two structures.
The last two conditions are technical. They are needed to ensure that two non-
essential diGerences cannot overlap unless they are identical.
Lemma 4.9. If B1 and B2 are non-essential di<erences between antisymmetric binary
relations R1 and R2 on A; then B1 and B2 are either equal or disjoint.
Proof. Assume neither B1 − B2 nor B1 ∩B2 are empty. Since R1 B1 is weakly con-
nected, there is an edge in R1 between these sets (in one direction), we may assume
R1(b0; b1), b0 ∈B1 − B2 and b1 ∈B1 ∩B2. Now R2(b1; b0) because b0; b1 ∈B1, but also
R2(b0; b1) because b0 ∈B2 and b1 ∈B2, contradicting the antisymmetry of R2.
When considering the non-essential diGerences, the symmetric relations must be taken
into account. We would like to express that conditions (i) and (ii) above can be
extended to the auxilary relations.
De"nition 4.10. Let R1; R2 and E1; : : : ; Ek be binary relations on A, such that R1 and
R2 are antisymmmetric. Let B⊆A be a non-essential diGerence between R1 and R2.
(i) B externally respects E1; : : : ; Ek if for any b1; b2 ∈B; a∈A − B and 1 6 i 6 k,
it holds that
Ei(a; b1) ⇔ Ei(a; b2);
Ei(b1; a) ⇔ Ei(b2; a):
(ii) B internally respects E1; : : : ; Ek if
(A; R1; E1; : : : ; E2)  B ∼= (A; R2; E1; : : : ; Ek)  B:
(iii) B respects E1; : : : ; Ek if it respects them both internally and externally.
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Lemma 4.11. Assume that R1 and R2 are irre:exive; antisymmetric binary relations
on A such that their symmetric closures are equal. Also assume; for all a; b∈A such
that R1(a; b) and R2(b; a); there is a non-essential di<erence B ⊇ {a; b} between R1
and R2 which respects E1; : : : ; Ek . Then (A; R1; E1; : : : ; Ek)∼=(A; R2; E1; : : : ; Ek).
Proof. Consider a; b∈A such that R1  {a; b} =R2  {a; b}. By the assumptions on R1
and R2, this means R1(a′; b′) and R2(b′; a′), where (a′; b′)∈{(a; b); (b; a)}. Since ev-
ery such pair is assumed to be included in a non-essential diGerence which respects
E1; : : : ; Ek , Lemma 4.9 implies that the diGerences between R1 and R2 are covered by
a set of disjoint non-essential diGerences, '. For each non-essential diGerence B∈',
there is an isomorphism fB : (A; R1; E1; : : : ; Ek) B→ (A; R2; E1; : : : ; Ek) B. Clearly
f =
(⋃
B∈'
fB
)
∪
(
id 
(
A−
⋃
'
))
is an isomorphism f : (A; R1; E1; : : : ; Ek)→ (A; R2; E1; : : : ; Ek).
To apply Lemma 4.11, we need to establish that the non-essential diGerences respect
the auxilary relations. The external part holds automatically, assuming that (A; C)
≡FO(QR)4 (A′; C) for all C ⊆A.
Lemma 4.12. Let R1; R2 and E be binary relations on A; such that R1 and R2 are
antisymmetric. Let B⊆A be a non-essential di<erence between R1 and R2 that does
not externally respect E. Then there is a C ⊆A such that (A; R1; E; C) ≡ 3(A; R2; E; C).
Proof. Assume b1; b2 ∈B, and a∈A−B are such that E(a; b1) but ¬E(a; b2) (the case
with a in the second argument is symmetric). R1 B is weakly connected, so there is
a undirected path between b1 and b2. Somewhere along this path there is a pair of
elements b′1 and b
′
2 such that R1(b
′
1; b
′
2), and E(a; b
′
1)↔ ¬E(a; b′2).
Since B is a non-essential diGerence, b′1 and b
′
2 behave identically with respect to
a; R1 and R2. As can be seen from Figs. 2 and 3, this implies that if C = {a; b′1; b′2},
then (C; Ri C) is rigid. But then (C; R1 C; E C) ∼=(C; R2 C; E C), so the result
follows from Lemma 4.5.
When it comes to internally respecting the symmetric relations, we just consider the
particular cases that will be needed in the proof. The cases of size 5 are shown in
Fig. 4. First a lemma to handle directed n-cycles for n¿ 6:
Lemma 4.13. Let A be a set; R1; R2⊆A2; D= {d1; : : : ; dn}⊆A where |D|= n ¿ 6.
Assume
R1  D = {(di; di+1) | 16 i ¡ n} ∪ {(dn; d1)};
R2  D = {(di+1; di) | 16 i ¡ n} ∪ {(d1; dn)}:
Then (A; R1; C) ≡ 4(A; R2; C); where C = {d1; d2; d4}.
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Fig. 4. Two non-essential diGerences with $ve elements.
Proof. The formula
(∃ x; y; w ∈ C)∃z (R(x; y) ∧ R(y; z) ∧ R(z; w))
is satis$ed in (A; R1; C), but not in (A; R2; C).
We can obtain a similar result for all n-cycles, and for the tournament in Figure 4.
Lemma 4.14. Let A be a set; let R1; R2 be antisymmetric relations on A; let E be
a symmetric relation on A; and let B= {b1; : : : ; bn}⊆A; such that |B|= n. Assume
that B is a non-essential di<erence between R1 and R2; and that one of the following
conditions hold (where (i) describes the polygons; and (ii) describes the pentagram):
(i) R1 B= {(bi; bj) | 16 i 6 n; 16 j 6 n; j − i ≡ 1 (mod n)};
(ii) n=5; and
R1  B = {(bi; bj) | 16 i 6 5; 16 j 6 5; k ∈ {1; 2}; j − i ≡ k (mod 5)}:
If B does not internally respect E; then there is a C ⊆A such that
(A; R1; E; C) ≡4 (A; R2; E; C):
Proof. The case n¡5 is easy, just de$ne a formula describing the isomorphism type,
as in Lemma 4.5.
The case n¿5 is handled by Lemma 4.13.
The remaining case is that of n=5, with (directed) pentagon or pentagram, shown
in Fig. 4. (Note that this case would be trivial if we relaxed the lemma to ≡ 5 in-
stead of ≡4 . This would weaken Theorem 4.1 only slightly.) Assume that for all
C ⊆A; (A; R1; E; C)≡4 (A; R2; E; C).
We will show that E either holds for all the edges in the outer cycle, or for none of
them. Also, that E either holds for all the edges in the interior, or for none of them.
Clearly this is suScient for B to internally respect E. Since 5 is prime, it is easy to see
that it is suScient to show that for all i; j; k ∈{1; : : : ; 5} such that k− j≡ j− i (mod 5),
we have E(bi; bj)↔ E(bj; bk).
Without loss of generality, let t ∈{1; 2}, and assume that E(b1; bt+1), but ¬E(bt+1;
b2t+1). Then consider C = {bt ; bt+1; bt+2}. The '-type of R1 C is rigid, so the element
b1 can be identi$ed from its relation to the elements in C. The general form of the
formula is
 ≡ (∃ x; y; z ∈ C)∃w (R(x; y) ∧ R(y; z) ∧ ’ ∧ E(y; w))
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Fig. 5. Partition of the neighbors of c.
where ’(x; y; z; w) relates b1 to the elements in C. For t=1, ’≡w= x has the desired
eGect. For t=2, we use
’ ≡ R(w; x) ∧ ¬R(y; w) ∧ ¬R(w; z):
The combination of R(w; x) and ¬R(w; z) eliminates any elements outside B, since B is
a non-essential diGerence and x; z ∈B. In the case of the pentagon, R(w; x) eliminates
all elements in B, except b1 with respect to R1 and b5 with respect to R2, so the
formula  holds in (A; R1; E; C) but not in (A; R2; E; C). In the case of the pentagram,
R(w; x) only eliminates the elements in C, so ¬R(y; w) is needed to get down to b1
with respect to R1 and to b5 with respect to R2.
We now have all the ingredients needed for the proof of Theorem 4.1.
Proof of Theorem 4.1. According to Lemma 4.4, it is suScient to consider a bi-
nary, irreMexive and antisymmetric main relation together with symmetric auxiliary
relations. Then, by Lemma 4.5, the symmetric closures of the relations must agree
on the structures. Hence, we may assume the structures to be (A; R1; S1; : : : ; Sk) and
(A; R2; S1; : : : ; Sk) where the Si are symmetric, and R1; R2 are irreMexive, antisymmet-
ric, and have the same symmetric closure.
Now consider an arbitrary element c∈A and partition the neighbors of c depending
on whether they are adjacent to or from c in the two structures, giving four parts (also
shown in Fig. 5).
B1 = {a ∈ A |R1(a; c) ∧ R2(c; a)};
B2 = {a ∈ A |R2(a; c) ∧ R1(c; a)};
B′1 = {a ∈ A |R1(a; c) ∧ R2(a; c)};
B′2 = {a∈A |R1(c; a) ∧ R2(c; a)}:
For convenience of notation, let s= |B1|, B=B1 ∪B2, and for any set D⊆A, let
Dc =D∪{c}. Also, for the duration of the proof, i; j∈{1; 2} unless stated otherwise.
The goal is to show that Bc is a subset of a non-essential diGerence between R1
and R2 which respects the auxiliary relations. Then we apply Lemma 4.11 to obtain
an isomorphism, as required.
Recall the use of arguments using '-type s, in particular Fig. 1. Apply a '-type
argument to c, an element from Bi and one from B′j . Illustrated in Fig. 6, we see that
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Fig. 6. Situation after simple '-type inferences.
with respect to R1, every element of B1 is adjacent to every element of B′2, and every
element of B2 is adjacent from every element of B′1. With respect to R2, the roles of
B1 and B2 are swapped.
The next step gives us four linear orders which will be exploited throughout the
proof.
Claim 1. Ri Bcj is a (strict) linear order for i; j∈{1; 2}.
Proof. We show that for any non-empty D⊆B1; D has a least element with respect
to R1, and then the order follows by induction (the other choices of i and j yield
symmetrical cases). With respect to R2; c is the least element of Dc. Since the existence
of a least element is expressible by a ∃∀-formula, C =Dc contradicts the assumption
of the theorem unless it has a least element with respect to R1 as well. This element
is not c, so it is also the least element of D with respect to R1.
Now the order follows by induction. The least element of B1, say b0, is the least
element in the order, then the least element of B1 − {b0} is the next element (it is
adjacent to all the other elements of B1 except b0) and so on.
Now, suSciently many edges are known for us to be able to exploit the Rescher
quanti$er to relate |B1| to |B2|, and to relate the in- and outdegrees of elements with
respect to R1, to the corresponding degrees with respect to R2.
Claim 2. s= |B1|= |B2|; and all elements in Bc have indegree s+ |B′1| and outdegree
s+ |B′2|; with respect to both R1 and R2.
Proof. First, let us show that all elements in Bc are included in the same equivalence
class with respect to the pre-order of indegrees. (A symmetric argument applies to
outdegrees.) Note that, a priori, this does not guarantee that the indegrees with respect
to R1 agree with the indegrees with respect to R2. Consider an element b∈B, and play
C = {b; c}. The formula:
(∃x; y ∈ C) (R(x; y) ∧ QR z; w R(z; x); R(w; y))
expresses that the direction of the edge involving b and c agrees with the (non-strict)
pre-ordering of b and c. Since the pre-ordering, by Lemma 4.7, is the same in both
structures, but the direction of the edge is diGerent in the two structures, the formula
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Fig. 7. Full relationships between Bi and B′j .
must hold in at least one of them. By the equivalences we have assumed for the
structures, it must then hold in both of them, so the elements b and c must be in the
same equivalence class with respect to the pre-order.
Then, consider the least element b0 ∈B1 with respect to the linear ordering R1 B1,
and consider the outdegrees with respect to R1. Since b0 is adjacent to all the other
elements in B1, to c, and to all the elements in B′2, we have:
|B2|+ |B′2| = degout(c) = degout(b0)¿ (|B1| − 1) + 1 + |B′2| = |B1|+ |B′2|
so |B2|¿ |B1|. Symmetrically, if we consider the indegrees and use the greatest element
in B2, we obtain |B1|¿ |B2|.
The knowledge of in- and outdegrees now combines nicely with the knowledge of the
linear orders, since it frequently allows us to rule out edges in a speci$ed direction on
the grounds that their existence would give a certain vertex too high in- or outdegree.
As illustrated in Fig. 7, we will show that with respect to R1, every element of B1
is adjacent from every element of B′1 and every element of B2 is adjacent to every
element of B′2. With respect to R2, the roles of B1 and B2 are swapped. We show
that for b′ ∈B′1 and b∈B1, R1(b′; b). (The other cases are symmetrical.) There are two
cases to consider, $rst, consider the least element b0 ∈B1. By Claim 2, it has outdegree
s+ |B′2|. There are s edges from b0 to Bc1 −{b0}, and |B′2| edges to B′2, so there cannot
be an edge from b0 to b′. Therefore, if the '-type of {b0; b′; c} is to agree in the two
structures, we must have R1(b′; b0). The second case is a non-least element, b∈B1.
Now consider the '-type of {b; b′; b0}. This type cannot be cyclic, and we do have
R1(b′; b0) (from the previous case) and R1(b0; b) (since b0 is the least element of B1).
Thus, R1(b′; b).
Given the information accumulated, we can introduce a new tool.
Claim 3. If b; b′ ∈Bci and a∈A such that Rj(b; b′); Rj(b; a); and Rj(a; b′); then a∈Bi.
Proof. Consider the case i= j=1. Clearly a =∈B′1, so it is enough to show that R1(a; c).
Thus, the case b′= c is trivial, so assume b; b′ ∈B1. If a and c are non-adjacent, then
C = {a; b; b′; c} contradicts the assumption of the theorem, since (A; R1) C consists
of one element of indegree 2 and outdegree 0, one with indegree 1 and outdegree 1,
and two with total degree 3, whereas (A; R2) C contains one with indegree 0 and
outdegree 2.
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So, assume R1(c; a). In R1, b′, c and a form a cycle, so this must hold in R2 as
well, thus R2(b′; a) and R2(a; c). But that means that none of the elements in C can
have outdegree 3 with respect to R2 C, whereas b does with respect to R1 C. Thus,
a∈B1.
Now we use Claim 3 to establish the relationship between the linear orders in the
two structures.
Claim 4. R1 Bci is the reverse order of R2 B
c
i .
Proof. Consider case i=2, and prove the claim by induction on the ordering R1 B2
(the case i=1 is symmetric, using the ordering R2 B1 instead).
Now, c is the least element in B with respect to R1 and the greatest with respect
to R2, so it suSces to show that if b′ is the successor of b in B with respect to R1,
and R2(b′; b), then there is no element a∈B2 such that R2(b′; a) and R2(a; b). Assume
there is such an element, and consider C = {b; b′}. The formula
(∃x; y ∈ C)∃z (R(x; y) ∧ R(x; z) ∧ R(z; y))
holds in R2, and therefore in R1. But, by Claim 3, a witness to z in R1 must belong
to B2, contradicting the assumption that b′ was the successor of b, and completing the
induction.
It remains to determine the edges between B1 and B2. Let b be the greatest element
of B1 and let b′ be any non-minimal element in B2, in both cases with respect to R1.
Then there is an element w such that R1(c; w) and R1(w; b′), witnessed by the least
element in B2, but there is no w such that R2(c; w) and R2(w; b), since b is least in B2
with respect to R2, and Claim 3 applies. Thus, Lemma 4.6 implies that {b; b′; c} has
non-rigid '-type, so R1(b′; b) and R2(b; b′).
We can conclude that s6 2, since if there were more than one non-minimal element
in B2 with respect to R1, then the indegree of b with respect to R1 would be higher
than that of c, contradicting Claim 2.
First consider the case s=2, say
B1 = {b1; b′1}; B2 = {b2; b′2}; {(b1; b′1); (b′2; b2)} ⊂ R1;
illustrated in Fig. 8.
The '-type of {b1; b′1; b2} calls for b1 and b2 to be neighbors, and the outdegree of
b1 in R1 is already accounted for, so R1(b2; b1) and R2(b1; b2).
But then, b2 is a witness that there is an element between b′2 and b1 with respect to
R1, but according to Claim 3, there is no element between b′1 and b1 with respect to R2.
Thus, by Lemma 4.6, {b′1; b1; b′2} has a non-rigid '-type, so R1(b′1; b′2) and R2(b′2; b′1).
But now all the edges have been accounted for, resulting in a directed pentagram
shape for Bc. Note that the in- and outdegrees of all the elements of B are accounted
for, so Bc is a non-essential diGerence between R1 and R2.
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Fig. 8. The case s=2.
The remaining case is that s=1, say B1 = {b1} and B2 = {b2}. Since b2 has outdegree
|B′2|+ 1, there is b3 ∈A− (B′1 ∪B′2)c, such that R1(b2; b3). If we classify the neighbors
of b2 into four categories, in the same way as we have done with the neighbors of c,
we get:
{a ∈ A |R1(a; b2) ∧ R2(b2; a)} = {c};
{a ∈ A |R2(a; b2) ∧ R1(b2; a)} = {b3};
{a ∈ A |R1(a; b2) ∧ R2(a; b2)} = B′1;
{a ∈ A |R1(b2; a) ∧ R2(b2; a)} = B′2:
Unless b3 = b1, this process may be repeated, producing b4 ∈A − (B′1 ∪ B′2 ∪ {b3})c,
such that R1(b3; b4), and so on. Since the structures are $nite, we will have bn = b1 for
some n¿ 3, resulting in a directed n-polygon. Each vertex in the polygon is adjacent
from each element in B′1 and adjacent to each element in B
′
2, and is non-adjacent to all
other elements outside the polygon. Thus it is clear that D is a non-essential diGerence
between R1 and R2.
According to Lemmas 4.12 and 4.14, the non-essential diGerences involved respect
the auxiliary relations, so Lemma 4.11 yields Theorem 4.1.
Remark 4.15. As we have seen above, A and A′ must be “almost” identical. In
fact, if we use the formulation in terms of the bijective game, then Spoiler can force
Duplicator to choose an isomorphism as the bijection in all moves except the $rst
one [1].
5. Countable omniscience and binary relations
Theorem 4.1 means that a structure is completely determined by some sets of sets
de$nable in FO(QR)4. Since FO(QR)4 has only $nitely many non-equivalent formulas
we can use this to encode classes of $nite models into a monadic unary quanti$er. By
using an additional coding trick, we can make the quanti$er simple. To make these
notions precise, we introduce the following.
De"nition 5.1. Let  be a relational vocabulary, and let K be a class of -structures
closed under isomorphism. Let Q˙ be a [k]nm quanti$er symbol, intended as a placeholder.
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The class Qˆ⊆ [k]n is countably omniscient on K if there is a set W ⊆ FO(Q˙) with
decidable syntax, such that for any countable logic L which is closed under $nite
variations, there is Q∈ Qˆ such that L≡KW (Q).
The straightforward method to prove countable omniscience is to show that the
second-order relations given as argument to the quanti$er can be chosen so that they
encode both the entire structure (at least up to isomorphism) and an index denoting
which formula to apply. Then, the quanti$er (which is allowed to depend on the logic)
can just decode the formula index and the structure, and react appropriately according
to the (suSciently well-behaved) logic.
This idea is summed up in the following lemma. The role of c is to make sure that
the structure is large enough to encode any formula index in a certain range.
Lemma 5.2. Let  be a relational vocabulary; let K be a class of -structures; and
let c :N→N be non-decreasing. Let ( i)i∈N be a family of FO-sentences over the
vocabulary  ∪˙ {X } where X is monadic. Assume that for all A;A′ ∈K which both
have universe A; it is the case that if |A|¿ c(n) and i; j 6 n; then
{B ⊆ A |A |=  i(B)} = {B ⊆ A |A′ |=  j(B)} ⇒A ∼=A′ ∧ i = j:
Then M 11 is countably omniscient on K.
Proof. Let L be a countable logic closed under $nite variations, and assume that the
formulas of L[] are enumerated ’0; ’1; ’2; : : : . We will de$ne a quanti$er Q such
that for each i∈N, and each A such that |A|¿ c(i), we have
A |=L ’i ⇔ A |= QX  i(X ):
Each formula of the form QX  i(X ) can then be modi$ed to have any desired behavior
on structures of cardinality smaller than c(i). By closing under each such possible
behavior we will obtain the closure under $nite variations, thus L. It is straightforward
to verify that this can be done in a decidable way. (See [1].) Given L, de$ne the
corresponding Q by:
Q = {(A;P) | (∃A ∈K) (∃i ∈ N) A |=L ’i ∧P = {B |A |=  i(B)}}:
Now assume that |A|¿ c(i). Then we have
A |= QX  i(X )⇔ (∃A′ ∈K) (∃j ∈ N)A′ |=L ’j
∧{B |A |=  i(B)} = {B |A′ |=  j(B)}
⇔ (∃A′ ∈K) (∃j ∈ N)A′ |=L ’j ∧A ∼=A′ ∧ i = j
⇔A |=L ’i:
As an easy example of how the above lemma might be used, consider:
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Example 5.3. M 11 is countably omniscient on the class of $nite graphs.
Proof. Let c(x)= x + 3 and de$ne  i as (E denotes the edge relation):
 i(B) ≡ |B| = i + 3 ∨ (B = {x; y} ∧ E(x; y)):
Thus, {B |A |=  i(B)} contains a number of doubleton sets, each corresponding to an
edge, and all sets of size i + 3. Thus, if
{B |A |=  i(B)} = {B |A′ |=  j(B)}
then i= j and A and A′ have the same edges. Thus, the conditions of Lemma 5.2
hold.
We intend to use Theorem 4.1 to prove countable omniscience of M 11 , using a coding
argument. The main step is captured by the following lemma.
Lemma 5.4. Let = {R1; : : : ; Rk} be a vocabulary consisting of binary relations. Let
A and A′ be -structures; both with universe A; and let B= {a1; : : : ; as}⊆A.
Enumerate the sentences (up to logical equivalence) of FO(QR)4 over ∪{R;U; X };
where R is binary and U; X are monadic; as &1; : : : ; &w.
De/ne (Pt)16t62ks by P2((i−1)k+j)−1(x)≡Rj(ai; x) and P2((i−1)k+j)(x)≡Rj(x; ai); and
de/ne
R0(x; y) ≡
∨
16i62ks
(Pi(x) ∧ ¬Pi(y) ∧
∧
16j¡i
(Pj(x)↔ Pj(y))):
Assume that RAi − (A− B)2 =RA
′
i − (A− B)2 for all 16 i 6 k, and that
(A; RA0 ; A− B; C) |= &j ⇔ (A′; RA
′
0 ; A− B; C) |= &j;
for all 16 j 6 w and all C ⊆A− B. Then; A ∼=A′.
Proof. Consider the structures A1 = (A; RA0 ; C) (A − B) and A2 = (A′; RA
′
0 ; C) 
(A−B). From the condition that (A; RA; A−B; C) |= &j ⇔ (A′; RA′ ; A−B; C) |= &j; it
follows that A1 and A2 satis$es the conditions of Theorem 4.1, so there is
f : (A − B)→ (A − B) which is an isomorphism from A1 to A2. From the de$ni-
tion of R0, it is clear that RA0 is a (strict) linear pre-order, so f must respect each of
the equivalence classes RA0 induces. From the de$nition of Pi, we see that this implies
that (b; c)∈RAi ⇔ (b; f(c))∈RA
′
i , for 16 i 6 k, b∈B, c∈A− B (and similarly for
(c; b) versus (f(c); b)). Thus, f′=f ∪ (id B) is an isomorphism from A to A′.
Remark 5.5. By examining the proof of Theorem 4.1, one can obtain a much bet-
ter estimate of the number of formulas required than the number of non-equivalent
formulas in FO(QR)4. One needs formulas to describe existence of least and greatest
elements, formulas to describe the various '-types, and so on.
26 A. Andersson / Annals of Pure and Applied Logic 115 (2002) 1–32
The following formula scheme will be helpful to describe the concrete encoding of
the information outlined in Lemma 5.4.
De"nition 5.6. For m; s ∈ N, de$ne 4s by
4s[m; S](X; x1; : : : ; xs)≡
∨
16t6s−m
(
X = S ∪ {xt+1; : : : ; xt+m}
∧ S ∩ {xt ; : : : ; xt+m+1} = ∅
∧
∧
16r¡t
S ∩ {xr; : : : ; xr+m+1} = ∅
)
:
In other words, 4s[m; S] holds if X = S ∪ {xt ; : : : ; xt+m} for the least t¿1 such that
{xt−1; : : : ; xt+m+1} does not intersect S. This allows us to attach the number m as a
“tag” on the set S.
Lemma 5.7. Let A and A′ be -structures; both with universe A. Let B= {a1; : : : ; as}
⊆A be such that |B|= s. Assume m;m′¡s and C; S; S ′⊆A are such that C = ∅; |S ∩B|
¡m; |S ′ ∩B|¡m′; A |= 4s[m; S](C; a1; : : : ; as) and A′ |= 4s[m′; S ′](C; a1; : : : ; as). Then;
m=m′ and S = S ′.
Proof. Since A |= 4s[m; S](C; a1; : : : ; as), there is “block” D⊆B∩C of length m, i.e.
there is a set D= {at+1; : : : ; at+m} such that D⊆C and at ; at+m+1 =∈C. Similarly, A′ |=
4s[m′; S ′](C; a1; : : : ; as) yields a block D′ of size m′. Because |S ∩B|¡m, we have
2m¿|C ∩B|, and similarly 2m′¿|C ∩B|. Hence, D=D′, and the result follows.
So far, we have freely used the Rescher quanti$er in the formulas. It will need to
be eliminated when we prove countable omniscience.
Lemma 5.8. There is a quanti/er QR ∈M 11 and an FO(QR) sentence 5 over the
monadic vocabulary {P; S} such that (disregarding variable clashes) QR x; y ’(x);  (y)
is equivalent to 5[’=P;  =S].
Proof. Let QR = {(A; {{m}; P; S}) |m∈P − S ∧ 1¡|P|6 |S|}, and
5≡ P ⊆ S ∨ (|P| = 1 ∧ |S|¿ 1)
∨ (S = ∅ ∧ (∃x ∈ P − S)QR X (X = {x} ∨ X = P ∨ X = S)):
If the $rst or second disjunct of 5 holds, then clearly |P| 6 |S|. If the third disjunct
holds, then we have an x∈P−S such that {{x}; P; S}= {{m}; P′; S ′} where m∈P′−S ′
and 1¡|P′| 6 |S ′|. Since neither P′ nor S ′ is a singleton, we have x=m, but then
P=P′ and S = S ′ because of x∈P − S and m∈P′ − S ′. Thus, |P|6 |S|.
Conversely, if |P| 6 |S|, but P* S and |P|¿1, then P − S = ∅, and the third
disjunct holds.
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Now we are well equipped for the main theorem of this section.
Theorem 5.9. Let  be a vocabulary consisting of at most binary relations. Then the
class M 11 is countably omniscient on the class of /nite -structures.
Proof. The idea is to reserve a small part of the universe for coding purposes, say
B⊆A. Then we encode the information outlined in Lemma 5.4, together with a formula
index. This will satisfy the requirements of Lemma 5.2, except that we have used
Rescher quanti$ers in the formulas. The $nal step is then to remove those occurrences,
and we are done.
We may assume that  is as in Lemma 5.4, and then likewise for R0, w, and
(&i)16i6w. De$ne the coding formulas ( i)i∈N and the function c :N→N (as in
Lemma 5.2) by
c(x) = x +max{w + 2; 6k + 18};
 i ≡∃x1 · · · ∃xc(i) ′i (x1; : : : ; xc(i));
 ′i ≡

 ∧
16r¡t6c(i)
xr = xt

 ∧ (6c(i) ∨ c(i) ∨ 7c(i));
6s ≡
∨
06t6s
X = {x1; : : : ; xt};
s ≡
∨
16t6s

∃y
( ∧
16r¡t
y = xr
)
∧
∨
06j6k
((4s[2j + 3; {xt ; y}] ∧ Rj(xt ; y))
∨(4s[2j + 4; {xt ; y}] ∧ Rj(y; xt)))

 ;
7s ≡
∨
16t6w
(X ∩ {x1; : : : ; xs} = {xt+1; xt+2} ∧ &t(X − {xt+1; xt+2})):
The purpose of 6s is to encode the sequence x1; : : : ; xs by all its initial segments.
It also serves to encode the formula index i, since the length of the longest initial
segment is c(i), and c is injective here. (We need precisely |A|¿c(i) for this to work
as intended.)
For each Rj, where 06j6k, we use s to encode RAj − (A − B)2. We encode
(y; z)∈RAj ∩ (B× (A − B)∪{(ar; at) | r6t}) by S = {y; z} tagged with 2j + 3, and
(y; z)∈RAj ∩ ((A−B)×B∪{(at ; ar) | r6t}) by S = {y; z} tagged with 2j+4. For this
to work, the structure must be large enough so that there is always some place to put
the tagging block, without clashing with y and z. The largest block has size 2k + 4,
and it also requires one empty slot on each side. Thus, if we have y= x2k+6 and
z= x4k+12, then the block will start at x4k+14 and end at x6k+17. If z is moved to an xj
with higher index j (or moved outside {x1; : : : ; xc(i)}) then there will be enough room
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for the block, either above or below y. Thus, it is suScient for the structure to have
size 3k + 186c(i).
Finally, each C ⊆A− B which satis$es &j(C) is tagged with j, by adding to it the
doubleton {xj+1; xj+2}. (This works since c(i)¿w + 2.)
Next, we need to check that the above encoding does satisfy the requirements of
Lemma 5.2.
Claim 5. Let A and A′ be -structures; both with universe A; and let i; j∈N be such
that |A|6max{c(i); c(j)}. If a1; : : : ; ac(i); a′1; : : : ; a′c( j) ∈A; and {X |A |=  ′i (X; a1; : : : ;
ac(i))}= {X |A′ |=  ′j (X; a′1; : : : ; a′c( j))} = ∅ then i= j and at = a′t for 16t6c(i).
Proof. We prove that at = a′t by induction on t. For convenience, we will refer to
{X |A |=  ′i (X; a1; : : : ; aci)} as P. For the base case, note that it is clear from the
de$nition of  ′, that neither  nor 7 contributes a singleton set, so there is precisely
one singleton set in P, namely {a1}= {a′1}. For the induction step, assume that ar = a′r
for 16r6t. Unless t= c(i)= c(j) (and thus i= j), P contains at least one set of the
form {a1; : : : ; at ; b}, provided by 6. Assume C ∈P is of the desired form. Note that
7c(i) cannot hold for any set containing a1, so speci$cally it cannot hold for C. Since
c(i) cannot hold for a set with less than 4 elements, nor for any set containing a1, a2,
and a3 (since the only block which can contain ¿3 elements cannot contain a1), c(i)
does not hold for C. Thus, we must have b= at+1 = a′t+1, completing the induction.
Once the sequence a1; : : : ; ac(i) can be decoded, it is easy to see that the remaining
information can be decoded as well. Given an encoding set C (which was not produced
by 6s), check the cardinality of C ∩B. If it is 2, then C must have been produced by
7s, and exact elements encode the index j of the corresponding &j. If it is at least 4,
then C must have been produced by s, and we can decode it according to Lemma 5.7.
Thus, by Lemma 5.4, we see that  i and c indeed satisfy the requirements of
Lemma 5.2, except that  i contains occurrences of the Rescher quanti$er. Lemma 5.8
provides a QR ∈M 11 that we may use instead of QR, but technically we are not allowed
the use of two M 11 quanti$ers either. Therefore, we need to merge QR with the Q pro-
vided by Lemma 5.2 into a single quanti$er. Fortunately, this is easy to do. Note from
the de$nition of QR and 5 in the proof of Lemma 5.8 that if QR were to be replaced by
QR ∪ {(A;P) ∈ Q′ | ∅ ∈ P};
where Q′ ∈M 11 is arbitrary, then the proposition would still hold. (Actually, the only
purpose of the subformula S = ∅ of 5 is to make sure that this is indeed the case.)
Similarly, note from the formulas above that Q may be replaced by
Q ∪ {(A;P) ∈ Q′ | ∅ ∈P};
without changing the argument. (Note in particular that  i always holds for the empty
set.) Thus, we may replace all occurrences of both Q and QR by the quanti$er which
is given by their union.
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Remark 5.10. Note that we also obtain a nice normal form from the proof, especially
if we do allow occurrences of the Rescher-quanti$er.
6. Other omnisciency results
In this section we present three more omnisciency results, using tagging techniques
similar to the proof of Theorem 5.9. Since the process of $nding a safe place to put
the tag is somewhat clumsy to phrase when the arity is larger than two, we formulate
the following simple lemma.
Lemma 6.1. Let B⊆{1; : : : ; m · (k + 1)}; such that |B|6k. Then there is an n∈N
such that {n+ 1; : : : ; n+ m}⊆{1; : : : ; m · (k + 1)} − B.
Proof. Assume there is no such n. In particular, there is no such n of the form i ·m, so
B∩{i ·m+1; : : : ; (i+1) ·m} = ∅, for 06i6k. But this means |B|¿k+1, contradiction.
In the last section, we dealt with quanti$ers of quanti$er arity 1. If we increase
the arity to n, it is obvious that we can get countable omniscience for structures with
vocabularies of arity at most n, but in fact we can do much better than that.
Theorem 6.2. Let n∈N − {0}; and let  be a relational vocabulary with at most
(2n − 1)-ary relations. Then the class Mn1 is countably omniscient on the class of
-structures.
Proof. The key observation is that a tuple (a1; : : : ; ak), where all the elements are
distinct, can be encoded by an n-tuple of sets (B0; : : : ; Bn−1) if k¡2n. It is done by
viewing the coordinate in the tuple as an n bit binary number:
Bi = {aj | the ith bit in the binary representation of j is 1}:
Note that j¿0, so B0 ∪ · · · ∪Bn−1 = {a1; : : : ; ak}. Clearly the encoding is $rst-order.
Consider a k-ary relation R. It can be represented by a $nite number of at most k-ary
relations, all of which are de$ned only for tuples where all the elements are distinct.
For each equivalence relation E⊆{1; : : : ; k}2, create RE from R by identifying the ith
argument with the jth argument iG E(i; j), and insisting that the remaining arguments
are distinct. For example, if k =5 and the equivalence classes of E are {1; 3}, {2; 5},
and {4}, then
RE(x; y; z) ≡ x = y ∧ y = z ∧ z = x ∧ R(x; y; x; z; y):
Each RE is reducible to R, and R is reducible to the set of RE for all the equivalence
relations E. Therefore, it is no real restriction to consider only structures where none
of the relations hold for any tuple containing repeated elements.
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Assume = {R1; : : : ; Rw}, where Rj has arity rj¡2n. Consider a tuple (a1; : : : ; ar j)∈
Rj, which by the above can be encoded as (B0; : : : ; Bn−1). We need to tag it with j. We
tag the $rst component of the tuple with the tag C, obtaining (B0 ∪C; B1; : : : ; Bn−1).
Given elements b1; : : : ; bt , where t=(2n−1 + w + 1) · (2n−1 + 1) + i + 1, we let
C = {bs+1; : : : ; bs+2n−1+j}, where s is the least number such that B0 ∩{bs; : : : ; bs+2n−1+w}
= ∅. Note that |B0|62n−1, so by Lemma 6.1, s6(2n−1 + w + 1) · (2n−1 + 1)6t, and
thus we can do the encoding of the tag in $rst-order logic. Also note that we can
easily reconstruct both C and B0 from B0 ∪C.
It remains to encode the sequence b1; : : : ; bt , which also indirectly encodes i, since i
can be determined from t. We encode this as (∅; : : : ; ∅; {b1; : : : ; bm}), for each 16m6t.
Note that a1 ∈B0 in the previously described tuples, so there is no conMict between
the two parts of the encoding. The result now follows from Lemma 5.2.
For many logics considered in $nite model theory, the expressive power increases
signi$cantly in the presence of total linear orders on the structures. In the case of M 11
quanti$ers, we have seen the usefulness of a linear order on part of the structure. When
an ordering is available on the entire structure, it becomes relatively easy to encode
the relations of a structure as sets, regardless of their arity. This gives us countable
omniscience for all vocabularies.
Remark 6.3. There are two ways to treat the ordering. One way is to treat it as any
other relation, except that it is known to satisfy the properties of a linear ordering. This
is the line pursued here. The alternative possibility is to assume the linear ordering to
be a special, built-in, relation which is implicitly included as a part of the quanti$er,
i.e. as part of each structure in the quanti$er. This approach was adopted in [2], where
the quanti$ers were related to so called leaf languages. This was done by considering
each second-order relation as a binary string, each bit corresponding to the inclusion or
exclusion of a set from the relation. Then, a second-order quanti$er may be considered
to be a set of binary strings, i.e. a formal language.
Let O() denote the class of $nite (∪{¡})-structures where ¡ is interpreted as a
strict linear order.
Theorem 6.4. Let  be a vocabulary. The class M 11 is countably omniscient on O().
Proof. Without loss of generality, we can assume that = {R1; : : : ; Rw}, where each Rj
is precisely k-ary, for some k¿2.
We intend to encode a tuple (b1; : : : ; bk) as the set of its elements B= {b1; : : : ; bk},
together with a tag which describes how to reconstruct the sequence given B. There
are at most |B|k6kk possible sequences which correspond to the same set of elements,
and we can enumerate them in a way which only depends on the linear order re-
stricted to B. In other words, there is an function f :Nk →{0; : : : ; kk − 1} such that
g :Nk →N×˝(N) de$ned by g(x1; : : : ; xk)= (f(x1; : : : ; xk); {x1; : : : ; xk}) is injective.
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Consider A∈O(), and assume that A= {0; : : : ; n}, and that ¡A is the restriction
to A of the standard order on N. De$ne h :˝(N)→N such that h(B) is the least
number j such that B∪{j; : : : ; j+ kk + k +w+1}= ∅. By Lemma 6.1, |B|6k implies
h(B)6k · (kk + k + w + 2).
Thus, for each (x1; : : : ; xk)∈RAt we tag {x1; : : : ; xk} with h(x1; : : : ; xk) and with t. In
addition, we encode i as the doubleton {i+2; i+3}. The intended Pi = {B |A |=  i(B)}
will be de$ned as follows:
&(j; r; s) = {j + 1; : : : ; j + r} ∪ {j + r + 2; : : : ; j + r + 2 + s};
R = {{B ∪ &(h(B); k + t; f(x1; : : : ; xk))} | 16 t 6 w
∧A |= Rt(x1; : : : ; xk) ∧ B = {x1; : : : ; xk}};
Pi = {{i + 2; i + 3}} ∪ {{0; : : : ; s} | 06 s6 n} ∪R:
It is straightforward to de$ne  i, for each i, such that they satisfy the above (since
h(B) is bounded).
Assume A′ ∈O() where A′ has universe A, but where ¡A′ may diGer from ¡A.
Further assume that A |=  i(B)⇔A′ |=  j(B). First we show that ¡A′ =¡A, by
assuming that the orderings agree on the $rst s elements, but that the (s + 1)th el-
ement in ¡A
′
is s+ r where r¿0. If s=0, then A′ |=  j({r}), and thus A |=  i({r}).
However, the only singleton set in Pi is {0}, so r=0, contradiction. Thus, assume s¿0,
B= {0; : : : ; s− 1; s+ r}, and A′ |=  j(B). Thus, B∈Pi, and since B = {i+2; i+3} and
r¿0, we must have B∈R. However, no set in R contains 0; 1; : : : ; k, so s6k, but
|B|= s + 16k + 1 and no set in R contains less than k + 2 elements, contradiction.
Hence, ¡A
′
=¡A. Given that the ordering is uniquely determined, we see that i= j,
since the only doubleton set in Pi which does not contain 0 is {i + 2; i + 3}.
It remains to show that the other relations in A and A′ agree. Given a tagged set
B∪C ∈R, where B is in the de$nition of R and C is the tag, we see that the least j
such that {j+1; : : : ; j+k+1}⊂B∪C must be h(B), and thus B=(B∪C)−{j; : : : ; j+
kk + k+w+1} and C =(B∪C)−B. From C = & (j; k+ t; s) we can easily determine t
and s, and from s we can reconstruct the correct sequence from B, and thus uniquely
determine Rt(x1; : : : ; xk). Thus, the result follows from Lemma 5.2.
If we allow variable arity ¿2, we do not have to assume an ordering, since we can
simply create one with an existential quanti$cation.
Corollary 6.5. Let  be a vocabulary. Then the class [2]11 is countably omniscient on
the class of /nite -structures.
Proof. Consider the quanti$er obtained in Theorem 6.4. We can turn it into a quanti$er
of variable arity 2 by replacing each element by the tuple repeating the element twice
(i.e. simulating each monadic relation with a diagonal binary relation). Let the main
part of the formulas witnessing the omniscience in Theorem 6.4 (modulo the above
change from monadic to binary) be Q1 X  i(X ), for i∈N. Note that A |=  i(∅).
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To provide an ordering of the structure, we can use a second-order existential quan-
ti$er over binary relations, and just state that the quanti$ed relation satis$es the axioms
of a linear ordering:
∃Y (&(Y ) ∧ Q1 X  i[Y= ¡]);
where &(Y ) expresses that Y is a linear order on the (entire) structure. However, this
could equally well be done with the quanti$er Q2 = {(A;R) | {∅}⊂R} provided we
change the formula slightly to
 ′i ≡ Q2 Y (&(Y ) ∧ Q1 X  i[Y= ¡] ∨ ∀xy¬Y (x; y)):
But then we can replace both Q1 and Q2 by Q=Q1 ∪Q2 without changing the seman-
tics.
Acknowledgements
This paper is based on material from my Ph.D. thesis [1]. I am indebted to my thesis
supervisor Viggo Stoltenberg-Hansen and my additional advisor Lauri Hella for their
help, comments and support. I would also like to thank the logic groups at the depart-
ments of mathematics at Uppsala University and the University of Helsinki. Finally,
I am grateful to an anonymous referee for valuable comments regarding presentation
of the material.
References
[1] A. Andersson, LindstrEom quanti$ers and higher-order notions on $nite structures, Ph.D. Thesis, Uppsala
University, 1999.
[2] H.-J. Burtschick, H. Vollmer, LindstrEom quanti$ers and leaf language de$nability, Electron. Colloq.
Comput. Complexity TR96-005, 1996.
[3] H.-D. Ebbinghaus, Extended logics: the general framework, in: J. Barwise, S. Feferman (Eds.),
Model-Theoretic Logics, Springer, Berlin, 1985, pp. 25–76.
[4] R. Fagin, Generalized $rst-order spectra and polynomial-time recognizable sets, in: R.M. Karp (Ed.),
Complexity of Computation, SIAM-AMS Proceedings, Vol. 7, 1974, pp. 43–73.
[5] R. Fagin, L.J. Stockmeyer, M.Y. Vardi, On monadic NP vs. monadic co-NP, Inform. Comput. 120 (1)
(1995) 78–92.
[6] L. Hella, De$nability Hierarchies of generalized quanti$ers, Ann. Pure Appl. Logic 43 (1989) 235–271.
[7] L. Hella, K. Luosto, J. VEaEanEanen, The hierarchy theorem for generalized quanti$ers, J. Symbolic Logic
61 (3) (1996) 802–817.
[8] P. LindstrEom, First order predicate logic with generalized quanti$ers, Theoria 32 (1966) 187–195.
[9] A. Mostowski, On a generalization of quanti$ers, Fundamenta Mathematicae 44 (1957) 12–36.
