We introduce an iterative algorithm for finding a common element of the set of fixed points of strict pseudocontractions mapping, the set of common solutions of a system of two mixed equilibrium problems and the set of common solutions of the variational inequalities with inverse strongly monotone mappings. Strong convergence theorems are established in the framework of Hilbert spaces. Finally, we apply our results for solving convex feasibility problems in Hilbert spaces. Our results improve and extend the corresponding results announced by many others recently.
Introduction
Throughout this paper, we denote by N and R the sets of positive integers and real numbers, respectively. Let H be a real Hilbert space with inner product ·, · and norm · , and let E be a nonempty closed convex subset of H. We denote weak convergence and strong convergence by notations and → , respectively. Recall that a mapping f : E → E is an α-contraction on E if there exists a constant α ∈ 0, 1 such that f x − f y ≤ α x − y for all x, y ∈ E. Let S : E → E be a mapping. In the sequel, we will use F S to denote the set of fixed points of S; that is, F S {x ∈ E : Sx x}. In addition, let a mapping S : E → E be called nonexpansive, if Sx − Sy ≤ x − y , for all x, y ∈ E. It is well known that if E ⊂ H is nonempty, bounded, closed, and convex and S is a nonexpansive self-mapping on E, then F S is nonempty; see, 
∅,
ϑ/ ∈ E.
1.12
Then T is the maximal monotone and 0 ∈ Tϑ if and only if ϑ ∈ VI E, B ; see 28 .
For finding a common element of the set of fixed points of a nonexpansive mapping and the set of solution of variational inequalities for β-inverse strongly monotone, Takahashi and Toyoda 29 first introduced the following iterative scheme:
x 0 ∈ E chosen arbitrary, x n 1 α n x n 1 − α n SP E x n − λ n Bx n , ∀n ≥ 0,
1.13
where B is an β-inverse strongly monotone, {α n } is a sequence in 0, 1 , and {λ n } is a sequence in 0, 2β . They showed that if F S ∩ VI E, B is nonempty, then the sequence {x n } generated by 1.13 converges weakly to some q ∈ F S ∩ VI E, B . Further, Y. Yao and J.-C. Yao 30 introduced the following iterative scheme:
x 1 x ∈ E chosen arbitrary, y n P E x n − λ n Bx n , x n 1 α n x β n x n γ n SP E y n − λ n By n , ∀n ≥ 1,
1.14
where B is an β-inverse strongly monotone, {α n }, {β n }, {γ n } are three sequences in 0, 1 , and {λ n } is a sequence in 0, 2β . They showed that if F S ∩ VI E, B is nonempty, then the sequence {x n } generated by 1.14 converges strongly to some q ∈ F S ∩ VI E, B . A map A : H → H is said to be strongly positive if there exists a constant γ > 0 such that Ax, x ≥ γ x 2 , ∀x ∈ H.
1.15
A typical problem is to minimize a quadratic function over the set of the fixed points of some nonexpansive mapping on a real Hilbert space H:
where A is some linear, E is the fixed point set of a nonexpansive mapping S on H and b is a point in H. Let A be a strongly positive linear bounded map on H with coefficient γ. In 2006, Marino and Xu 31 studied the following general iterative method:
x n 1 n γf x n 1 − n A Sx n .
1.17
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They proved that if the sequence n of parameters appropriate conditions, then the sequence x n generated by 1.17 converges strongly to q P F S I − A γf q . Recently, Plubtieng and Punpaeng 32 proposed the following iterative algorithm:
x n 1 n γf x n I − n A Su n .
1.18
They proved that if the sequences { n } and {r n } of parameters satisfy appropriate condition, then both sequences {x n } and {u n } converge to the unique solution q of the variational inequality
which is the optimality condition for the minimization problem
where h is a potential function for γf i.e., h x γf x for x ∈ H . On the other hand, for finding a common element of the set of fixed points of a kstrict pseudo-contraction mapping and the set of solutions of an equilibrium problem in a real Hilbert space, Liu 33 introduced the following iterative scheme:
y n β n u n 1 − β n Su n ,
where S is a k-strict pseudo-contraction mapping and { n }, {β n } are sequences in 0, 1 . They proved that under certain appropriate conditions over { n }, {β n }, and {r n }, the sequences {x n } and {u n } converge strongly to some q ∈ F S ∩ EP φ , which solves some variational inequality problems. In 2008, Ceng and Yao 5 introduced an iterative scheme for finding a common fixed point of a finite family of nonexpansive mappings and the set of solutions of a problem 1.3 in Hilbert spaces and obtained the strong convergence theorem which used the following condition:
H K : E → R is η-strongly convex with constant σ > 0 and its derivative K is sequentially continuous from weak topology to strong topology. We note that the condition H for the function K : E → R is a very strong condition. We also note that the condition H does not cover the case K x x 2 /2 and η x, y x − y for each x, y ∈ E × E. Very recently, R. Wangkeeree and R. Wangkeeree 34 introduced a general iterative method for finding a common element of the set of solutions of the mixed equilibrium problems, the set of fixed point of a k-strict pseudo-contraction mapping, and the set of solutions of 6 Fixed Point Theory and Applications the variational inequality for an inverse strongly monotone mapping in Hilbert spaces. They obtained a strong convergence theorem except the condition H for the sequences generated by these processes.
In 2009, Qin et al. 35 introduced a general iterative scheme for finding a common element of the set of common solution of generalized equilibrium problems, the set of a common fixed point of a family of infinite nonexpansive mappings in Hilbert spaces. Let {x n } be the sequence generated iterative by the following algorithm:
x n 1 n f x n β n x n γ n W n y n , ∀n ≥ 1.
1.22
They proved that under certain appropriate conditions imposed on { n }, {β n }, {γ n } and {δ n }, the sequence {x n } generated by 1.22 converges strongly to Yao 30 , we introduce a new approximation iterative scheme for finding a common element of the set of fixed points of strict pseudo-contractions, the set of common solutions of the system of a mixed equilibrium problem, and the set of common solutions of the variational inequalities with inverse strongly monotone mappings in Hilbert spaces. We obtain a strong convergence theorem for the sequences generated by these processes under some parameter controlling conditions. Moreover, we apply our results for solving convex feasibility problems in Hilbert spaces. The results in this paper extend and improve some well-known results in 17, 30, 32, 34, 35 . 
Preliminaries
Let H be a real Hilbert space and E be a closed convex subset of H. In a real Hilbert space H, it is well known that
for all x, y ∈ H and λ ∈ 0, 1 . For any x ∈ H, there exists a unique nearest point in E, denoted by P E x, such that
The mapping P E is called the metric projection of H onto E.
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It is well known that P E is a firmly nonexpansive mapping of H onto E, that is,
Further, for any x ∈ H and z ∈ E, z P E x if and only if x − z, z − y ≥ 0, for all y ∈ E. Moreover, P E x is characterized by the following properties: P E x ∈ E and
It is easy to see that the following is true:
The following lemmas will be useful for proving the convergence result of this paper. 
for x ∈ E is well defined, nonexpansive and F S ∩ ∞ n 1 F T n holds.
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In order to solve the mixed equilibrium problem, the following assumptions are given for the bifunction φ, ϕ and the set E:
A2 φ is monotone, that is, φ x, y φ y, x ≤ 0 for all x, y ∈ E;
A4 for each x ∈ E, y → φ x, y is convex and lower semicontinuous; A5 for each y ∈ E, x → φ x, y is weakly upper semicontinuous; B1 for each x ∈ H and r > 0, there exist abounded subset D x ⊆ E and y x ∈ E such that for any
B2 E is a bounded set.
Lemma 2.6 see 39 . Let E be a nonempty closed convex subset of H. Let φ : E × E → R be a bifunction satisfies (A1)-(A5) and let ϕ : E → R ∪ { ∞} be a proper lower semicontinuous and convex function. Assume that either (B1) or (B2) holds. For r > 0 and x ∈ H, define a mapping T φ,ϕ r
: H → E as follows:
for all z ∈ H. Then, the following holds: Remark 2.8. We remark that Lemma 2.6 is not a consequence of Lemma 3.1 in 5 , because the condition of the sequential continuity from the weak topology to the strong topology for the derivative K of the function K : E → R does not cover the case K x x 2 /2.
Lemma 2.9 see 40 . Let {x n } and {l n } be bounded sequences in a Banach space X and let {β n } be a sequence in 0, 1 with 0 < lim inf n → ∞ β n ≤ lim sup n → ∞ β n < 1. Suppose x n 1 1 − β n l n β n x n for all integers n ≥ 1 and
Fixed Point Theory and Applications 9 Lemma 2.10 see 41 . Assume that {a n } is a sequence of nonnegative real numbers such that
where { n } is a sequence in 0, 1 and {σ n } is a sequence in R such that
Then lim n → ∞ a n 0. 
Main Results
In this section, we will use the new approximation iterative method to prove a strong convergence theorem for finding a common element of the set of fixed points of strict pseudocontractions, the set of common solutions of the system of a mixed equilibrium problem and the set of a common solutions of the variational inequalities with inverse strongly monotone mappings in a real Hilbert space. 
Assume that either (B1) or (B2). Let {x n } be a sequence generated by the following iterative algorithm:
k n a n S k x n b n y n c n z n ,
Fixed Point Theory and Applications where { n }, {β n }, {a n }, {b n }, and {c n } are sequences in 0, 1 and {λ n }, {μ n } are positive sequences.
Assume that the control sequences satisfy the following restrictions:
C1 a n b n c n 1, C2 lim n → ∞ n 0 and Then, {x n } converges strongly to a point q ∈ Θ which is the unique solution of the variational inequality
or equivalent q P Θ I − A γf q , where P is a metric projection mapping form H onto Θ.
Proof. Since n → 0, as n → ∞, we may assume, without loss of generality, that
Since A is a strongly positive bounded linear operator on H, we have
Observe that
3.5 so this shows that 1 − β n I − n A is positive. It follows that
3.6
We divide the proof into seven steps.
Step 1. We claim that the mapping
, ϕ has a unique fixed point.
Since f be a contraction of H into itself with α ∈ 0, 1 . Then, we have
3.7
Since 0 < 1− γ −γα < 1, it follows that P Θ I −A γf is a contraction of H into itself. Therefore the Banach Contraction Mapping Principle implies that there exists a unique element q ∈ H such that q P Θ I − A γf q .
Step 2. We claim that I − λ n B is nonexpansive. Indeed, from the β-inverse strongly monotone mapping definition on B and condition C5 , we have
where λ n ≤ 2β, for all n ∈ N implies that the mapping I − λ n B is nonexpansive and so is, I − μ n C.
Step 3. We claim that {x n } is bounded. Indeed, let p ∈ Θ and Lemma 2.6, we obtain
Note that u n T φ 1 ,ϕ r x n ∈ dom ϕ and v n T φ 2 ,ϕ s x n ∈ dom ϕ, we have
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Since I − λ n B and I − μ n C are nonexpansive and from 2.6 , we have
3.11
From Lemma 2.3, we have that S k is nonexpansive with F S k F S . It follows that
3.12
It follows that
3.13
By simple induction, we have
3.14 Hence, {x n } is bounded, so are {u n }, {v n }, {z n }, {y n }, {k n }, {f x n }, {Cu n }, and {Bv n }.
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Step 4. We claim that lim n → ∞ x n 1 − x n 0. Observing that u n T φ 1 ,ϕ r x n ∈ dom ϕ and u n 1 T φ 1 ,ϕ r x n 1 ∈ dom ϕ, by the nonexpansiveness of T φ 1 ,ϕ r , we get
Similarly, let v n T φ 2 ,ϕ s x n ∈ dom ϕ and v n 1 T φ 2 ,ϕ s x n 1 ∈ dom ϕ, we have
3.16
From z n P E u n − μ n Cu n and y n P E v n − λ n Bv n , we compute
3.17
Similarly, we have
3.18
Observing that k n a n S k x n b n y n c n z n , k n 1 a n 1 S k x n 1 b n 1 y n 1 c n 1 z n 1 ,
3.19
we obtain
14
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where M 1 is an appropriate constant such that M 1 max{sup n≥1 S k x n , y n , z n , Bv n , Cu n }.
Putting x n 1 1 − β n l n β n x n , for all n ≥ 1, we have
Then, we compute
3.23
It follows from 3.21 and 3.23 , that
3.24
15
This together with C2 , C3 , C4 , and C6 imply that lim sup
Hence, by Lemma 2.9, we obtain l n − x n → 0 as n → ∞. It follows that
So, we also get
3.27
By condition C2 and 3.26 , we have
Step 5. We claim that the following statements hold:
Indeed, pick any p ∈ Θ, to obtain
3.30
Therefore,
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Note that
3.33
Substituting 3.31 and 3.32 into 3.33 , we obtain
3.34
From Lemma 2.1, 3.2 and 3.34 , we obtain
3.35
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From C2 , C6 , and 3.26 , we also have
Similarly, using 3.35 again, we have
From 3.37 and 3.39 , we have
For p ∈ Θ, we compute
3.41
Similarly, we have 
3.43
On the other hand, we note that
3.44
3.45
From C2 , C5 , C6 , and 3.26 , we have
Thanks to 3.44 , we also have
3.47
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From C2 , C5 , C6 , and 3.26 , we obtain
and hence
Similarly, we can obtain that
Substituting 3.50 and 3.51 into 3.33 , we also have
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On the other hand, we have
and hence x n − z n 0.
3.58
Step 6. We claim that lim sup n → ∞ A − γf q, q − x n ≤ 0, where q P Θ I − A γf q is the unique solution of the variational inequality A − γf q, x − q ≥ 0, for all x ∈ Θ.
To show this inequality, we choose a subsequence {x n i } of {x n } such that lim sup
Since {x n i } is bounded, there exists a subsequence {x n i j } of {x n i } which converges weakly to z ∈ E. Without loss of generality, we can assume that x n i z. We claim that z ∈ Θ. a1 First, we prove that z ∈ F S ∩ VI E, C ∩ VI E, B . Assume also that λ n → λ ∈ d, 2β and μ n → μ ∈ e, 2ξ . Define a mapping Ω : E → E by
where lim n → ∞ a n a, lim n → ∞ b n b, and lim n → ∞ c n c, for some a, b, c ∈ 0, 1 . From Lemma 2.5, we have that Ω is nonexpansive with
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Notice that
where K 1 is an appropriate constant such that 
where lim n → ∞ a n a, lim n → ∞ b n b, and lim n → ∞ c n c, for some a, b, c ∈ 0, 1 . From Lemma 2.5, we have that Q is nonexpansive with
3.66
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where K 2 is an appropriate constant such that
3.68
From C6 and 3.29 , we obtain lim n → ∞
x n − Qx n 0.
3.69
Since P Θ I − A γf q is a contraction with the coefficient α ∈ 0, 1 , there exists a unique fixed point. We use q to denote the unique fixed point to the mapping P Θ I − A γf q , that is, q P Θ I − A γf q . Since {x n i } is bounded, There exists a subsequence {x n i } of {x n } which converges weakly to z. Without loss of generality, we may assume that {x n i } z. It follows from 3.69 , that
It follows from Lemma 2.4, we obtain that z ∈ F Q . Hence z ∈ Θ, where Θ : 
3.75
Taking
3.76
Then we can rewrite 3.75 as
We have lim sup n → ∞ σ n / n ≤ 0. Applying Lemma 2.10 to 3.77 , we conclude that {x n } converges strongly to q in norm. This completes the proof.
If the mapping S is nonexpansive, then S k S 0 S. We can obtain the following result from Theorem 3.1 immediately. Corollary 3.2. Let E be a nonempty closed convex subset of a real Hilbert space H. Let φ 1 and φ 2 be two bifunction from E × E to R satisfying (A1)-(A4) and let ϕ : E → R ∪ { ∞} be a proper lower semicontinuous and convex function. Let C : E → H be an ξ-inverse strongly monotone mapping and B : E → H be an β-inverse strongly monotone mapping. Let f : E → E be a contraction mapping with coefficient α 0 < α < 1 and let A be a strongly positive linear bounded operator on H with coefficient γ > 0 and 0 < γ < γ/α. Let S : E → E a nonexpansive mapping with a fixed point. Assume that
3.78
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Assume that either B1 or B2 . Let {x n } be a sequence generated by the following iterative algorithm:
x n , z n P E u n − μ n Cu n , y n P E v n − λ n Bv n , k n a n Sx n b n y n c n z n ,
3.79
where { n }, {β n }, {a n }, {b n }, and {c n } are sequences in 0, 1 and {λ n }, {μ n } are positive sequences. Assume that the control sequences satisfy the following restrictions:
C1 a n b n c n 1, C2 lim n → ∞ n 0 and Then, {x n } converges strongly to a point q ∈ Θ which is the unique solution of the variational inequality A − γf q, x − q ≥ 0, ∀x ∈ Θ 3.80
Finally, we consider the following convex feasibility problem CFP :
where N ≥ 1 is an integer and each C i is assumed to be the of solutions of equilibrium problem with the bifunction φ i , i 1, 2, 3, . . . , N and the solution set of the variational inequality problem. There is a considerable investigation on CEP in the setting of Hilbert spaces which captures applications in various disciplines such as image restoration 42, 43 , computer tomography 44 , and radiation therapy treatment planning 45 .
The following result can be concluded from Theorem 3.1 easily. Assume that either B1 or B2 . Let {x n } be a sequence generated by the following iterative algorithm: Then, {x n } converges strongly to a point q ∈ F which is the unique solution of the variational inequality A − γf q, x − q ≥ 0, ∀x ∈ F 3.84
or equivalent q P F I − A γf q , where P is a metric projection mapping form H onto F.
