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Abstract
We study the integrability in the Liouville sense of natural Hamiltonian systems
with a homogeneous rational potential V(q). Strong necessary conditions for the in-
tegrability of such systems were obtained by an analysis of differential Galois group
of variational equations along certain particular solutions. These conditions have the
form of arithmetic restrictions putted on eigenvalues of Hessian V′′(d) calculated at
a non-zero solution d of equation gradV(d) = d. Such solutions are called proper
Darboux points.
It was recently proved that for generic polynomial homogeneous potentials there
exist universal relations between eigenvalues of Hessians of the potential taken at all
properDarboux points. The question about the existence of such relations for rational
potentials seems to be hard. One of the reason of this fact is the presence of indetermi-
nacy points of the potential and its gradient. Nevertheless, for two degrees of freedom
we prove that such relation exists. This result is important because it allows to show
that the set of admissible values for eigenvalues of Hessian at a proper Darboux point
for potentials satisfying necessary conditions for the integrability is finite. In turn, it
gives a tool for classification of integrable rational potentials.
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Also, quite recently, it was shoved that for polynomial homogeneous potentials ad-
ditional necessary conditions for the integrability can be deduced from the existence
of improper Darboux points, i.e., points d which are non-zero solution of equation
gradV(d) = 0. These new conditions have also the form of arithmetic restrictions
imposed on eigenvalues of V′′(d). In this paper we prove that for rational potentials
improper Darboux points give the same necessary conditions for the integrability.
Keywords:. Non-integrability criteria; Integrability; Hamiltonian systems; Differ-
ential Galois theory; Application of residue calculus
2010 Mathematics Subject Classification: 37J30; 70H05; 70H07; 32A27
1 Introduction and main results
In this paper we consider Hamiltonian systems given by Hamilton’s function of the form
H =
1
2
n
∑
i=1
p2i + V(q), (1.1)
where q = (q1, . . . , qn) and p = (p1, . . . , pn) are canonical coordinates andmomenta in the
complex phase space C2n. We assume that potential V = V(q) ∈ C(q) is a homogeneous
rational function. We can write it the following form
V(q) :=
W(q)
U(q)
, (1.2)
where W(q) and U(q) are relatively prime homogeneous polynomials of degrees r, s ∈
N0 := N ∪ {0}, respectively. Hence, potential V(q) is a homogeneous function of degree
k := r− s ∈ Z.
Our aim is to investigate the integrability of such systems. Recently, this problem was
considered in papers [8, 9] for systems with polynomial homogeneous potentials. Meth-
odsdeveloped in these papers are strong. Thanks to them itwas possible to give necessary
and sufficient conditions for the integrability of homogeneous polynomial potentials of
small degree k, and small number of freedom n. The main purpose of this paper is to
extendmethods and results of the cited papers to systems with rational potentials. Some
first attempts for such systematic analysis are contained in B.Sc. thesis and M.Sc. thesis
of the first author [16, 17].
The equations generated by Hamiltonian (1.1) have the canonical form
d
dt
q = p,
d
dt
p = −V ′(q), (1.3)
whereV ′(q) := gradV(q). We assume that the time t is complex. We say that potentialV
is integrable if this system is integrable in the Liouville sense, i.e., equations (1.3) possess
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n functionally independent commuting first integrals. It is useful to consider the equiv-
alence classes of potentials as it was made in [9]. Namely, let PO(n,C) be the complex
projective orthogonal subgroup of GL(n,C), i.e.,
PO(n,C) = {A ∈ GL(n,C), | AAT = αEn, α ∈ C⋆}, (1.4)
where En is n-dimensional identity matrix. We say that V and V˜ are equivalent if there
exists A ∈ PO(n,C) such that V˜(q) = VA(q) := V(Aq). Obviously, if V is integrable,
then also VA is integrable, for any A ∈ PO(n,C). In further considerations a potential
means a class of equivalent potentials in the above sense.
The crucial role in our consideration plays the notion of Darboux point. A non-zero
d ∈ Cn is called a Darboux point of potential V iff V ′(d) is parallel to d. Thus, d is a
solution of the following system
V ′(d) = γd, (1.5)
where γ ∈ C, or, equivalently, it satisfies
d ∧V ′(d) = 0. (1.6)
We say that a Darboux point d is a proper Darboux point iff V ′(d) 6= 0, otherwise it is
called an improper one.
Proper Darboux point defines a straight-line particular solution of the system (1.3)
given by
(p(t), q(t)) = (ϕ(t)d, ϕ˙(t)d), (1.7)
where ϕ(t) is a scalar function satisfying
ϕ¨ = −γϕk−1. (1.8)
This equation has first integral
h(ϕ, ϕ˙) =
1
2
ϕ˙2 +
γ
k
ϕk. (1.9)
Thus, in fact, we have to our disposal a family of particular solutions parametrised by the
value of first integral h.
Let Γε denote the phase curve of particular solution (1.7) for which h(ϕ, ϕ˙) = ε, i.e.,
Γε :=
{
(q, p) ∈ C2n | (q, p) = (ϕd, ϕ˙d), h(ϕ, ϕ˙) = ε } . (1.10)
The variational equation along solution (1.7) can be written in the following form
x¨ = ϕ(t)k−2V ′′(d)x, (1.11)
where V ′′(d) is the Hessian of the potential V calculated at a Darboux point d. If matrix
V ′′(d) is diagonalisable, then without loss of generality we can assume that the above
system splits into a direct sum of second order equations
x¨i = ϕ(t)
k−2xi, i = 1, . . . , n. (1.12)
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It appears that the analysis of properties of these variational equations gives very strong
and computable obstructions to the integrability of potential V(q). In the case of proper
Darboux point these obstructions were found by J. J. Morales-Ruiz and J.-P. Ramis in [12].
Here we formulate them in the following form.
Theorem 1.1. Assume that the Hamiltonian system defined by Hamiltonian (1.3) with a homo-
geneous potential V ∈ C(q) of degree k ∈ Z \ {−2, 0, 2} satisfies the following conditions:
1. the potential has a proper Darboux point d satisfying
V ′(d) = γd, with γ ∈ C⋆ := C \ {0},
2. matrix γ−1V ′′(d) is diagonalisable with eigenvalues λ1, . . . ,λn;
3. the system is integrable in the Liouville sense with first integrals which are meromorphic in
a connected neighbourhood U of phase curve Γε with ε 6= 0, and independent on U \ Γε.
Then each pair (k,λi) for i = 1, . . . , n belongs to an item of the following list
1.
(
k, p +
k
2
p(p− 1)
)
, 2.
(
k,
1
2
[
k− 1
k
+ p(p + 1)k
])
,
3.
(
3,− 1
24
+
1
6
(1+ 3p)2
)
, 4.
(
3,− 1
24
+
3
32
(1+ 4p)2
)
,
5.
(
3,− 1
24
+
3
50
(1+ 5p)2
)
, 6.
(
3,− 1
24
+
3
50
(2+ 5p)2
)
,
7.
(
4,−1
8
+
2
9
(1+ 3p)2
)
, 8.
(
5,− 9
40
+
5
18
(1+ 3p)2
)
,
9.
(
5,− 9
40
+
1
10
(2+ 5p)2
)
, 10.
(
−3, 25
24
− 1
6
(1+ 3p)2
)
,
11.
(
−3, 25
24
− 3
32
(1+ 4p)2
)
, 12.
(
−3, 25
24
− 3
50
(1+ 5p)2
)
,
13.
(
−3, 25
24
− 3
50
(2+ 5p)2
)
, 14.
(
−4, 9
8
− 2
9
(1+ 3p)2
)
,
15.
(
−5, 49
40
− 5
18
(1+ 3p)2
)
, 16.
(
−5, 49
40
− 1
10
(2+ 5p)2
)
(1.13)
where p is an integer.
The proof of the above theorem is based on an analysis of the differential Galois group
of variational equations (1.12). It appears that the existence of n independent first inte-
grals which are in involution puts strong restrictions on this group. Namely, its identity
component must be Abelian, see [11]. This condition is translated into arithmetic restric-
tions on eigenvalues of the Hessian V ′′(d).
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Remark 1.2 The crucial role in the proof of the above theorem plays the following fact. Assuming
that k 6= 0 and ε 6= 0, we make transformation
t 7−→ z := 1
kε
ϕ(t)k. (1.14)
Then, i-th equation (1.12) reads
z(1− z)x′′ +
(
k− 1
k
− 3k− 2
2k
z
)
x′ +
λi
2k
x = 0, (1.15)
where prime denotes the differentiation with respect to z. It is exactly the Gauss hypergeometric
equation
z(1− z)x′′ + [c− (a + b + 1)z]x′ − abx = 0, (1.16)
with parameters
a + b =
k− 2
2k
, ab = −λi
2k
, c = 1− 1
k
.. (1.17)
For this equation the differential Galois group is perfectly known, see, e.g., [6]. We called transfor-
mation (1.14) the Yoshida transformation as it was found by Haruo Yoshida in [18].
For the excluded values of k = ±2 the variational equations do not give any obstruc-
tion to the integrability.
Case k = 0 is special because for this value of k the phase curves corresponding to a
proper Darboux point have form different from that described by (1.10). The necessary
integrability conditions for this case were found in [2]. They are following.
Theorem 1.3. Assume that potential V ∈ C(q) homogeneous of degree k = 0, and that the
following conditions are satisfied:
1. there exists a non-zero d ∈ Cn such that V ′(d) = γd for a certain γ ∈ C⋆; and
2. the potential is integrable in the Liouville sense with rational first integrals.
Then:
1. all eigenvalues of γ−1V ′′(d) are integers; and
2. the matrix V ′′(d) is diagonalizable.
The fact that d is a Darboux point andV is a homogeneous function of degree k implies
that d is an eigenvector of matrix γ−1V ′′(d) with the corresponding eigenvalue λn = k−
1. This eigenvalue belongs to the first item of table (1.13) and so it does not give any
restriction to the integrability. Later we will called it the trivial eigenvalue of V ′′(d).
For a fixed k ∈ Z \ {−2, 0, 2}, the subset of rational numbers λ ∈ Q such that the pair
(k,λ) belongs to an item of the Morales-Ramis table is denoted by Mk. By Theorem 1.3,
we have alsoM0 := Z. For the later use we define also the set
Ik = {Λ ∈ Q | Λ + 1 ∈ Mk}. (1.18)
Note that for an arbitrary k ∈ Z \ {−2, 0, 2} setsMk and Ik are not finite.
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Remark 1.4 As it was explained in [4] the assumption that V ′′(d) is diagonalisable is irrelevant.
In a case when V ′′(d) is not diagonalisable the necessary conditions for the integrability are ex-
actly the same: if the potential is integrable, then each eigenvalue λ of V ′′(d) belongs to an item
of table (1.13). Furthermore, the presence of a Jordan block of dimensions greater than 1 gives ad-
ditional integrability obstructions. Namely, if the Jordan form of V ′′(d) has a block of dimension
greater that two then the system is not integrable. Moreover, if it has a two dimensional block and
the corresponding λ belongs to the first item of table (1.13), then the system is also not integrable.
This facts were proved in [4].
Necessary conditions for the integrability can be deduced also from an analysis of
the differential Galois groups of variational equations along a particular solution given
by an improper Darboux point. For polynomial potentials it was done in [13]. Here we
generalise this result to the class of rational potentials.
Theorem 1.5. Assume that homogeneous potential V ∈ C(q) of degree k ∈ Z \ {−2, 0, 2}
possesses an improper Darboux point d. If V is integrable in Liouville sense with rational first
integrals, then all eigenvalues of V ′′(d) vanish.
In order to find additional integrability obstructions we restrict our considerations to
potentials with two degrees of freedom. In this case for a proper Darboux point d there
is only one non-trivial eigenvalue of Hessian V ′′(d). Its value is given by
λ = γ−1 TrV ′′(d)− (k− 1).
We say that d is a simple Darboux point iff λ 6= 1. Later we will give more algebraic
definition of simplicity.
For an improper Darboux point d we have also only one non-trivial eigenvalue of the
form
λ = TrV ′′(d).
The trivial eigenvalue of V ′′(d) for an improper Darboux point d is λ2 = 0.
In further part of this paper we show that for a homogeneous rational potential of
degree k = r− s, if number of Darboux points is finite, then there exists l ≤ r + s proper
Darboux points. For each proper Darboux point di we calculate the “shifted” non-trivial
eigenvalue
Λi = λi − 1 = γ−1 TrV ′′(di)− k, (1.19)
and we set Λ = (Λi, . . . ,Λl) ∈ Cl. It appears that Λ cannot be an arbitrary element of Cl.
Namely, there is a certain universal relation between them.
Theorem 1.6. Assume that a rational homogeneous potential V(q1, q2) of degree k ∈ Z satisfies
three conditions:
C1 it has 0 < l ≤ r + s proper Darboux points and all of them are simple;
C2 U is not factorisable neither by (q2 + iq1), nor by (q2 − iq1);
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C3 if W is factorisable by (q2 + iq1), or by (q2 − iq1) then multiplicity of these factor is one.
Then the shifted non-trivial eigenvalues Λi given by (1.19) satisfy the relation
l
∑
i=1
1
Λi
= −1. (1.20)
In order to formulate a generalisation of the above theorem we have to introduce
some definitions. As we will explain later a non-constant rational homogeneous func-
tion F(q1, q2) can be represented uniquely, up to multiplicative constant, in the following
form
F(q1, q2) =
r
∏
i=1
li(q1, q2)
ei ,
where r ∈ N, ei ∈ Z⋆ and li(q1, q2) are homogeneous polynomials of degree 1. We say
that li(q1, q2)with 1 ≤ i ≤ r is a factor of F(q1, q2) iff ei > 0. In this case integer ei is called
the multiplicity of factor li(q1, q2). Let r± and s± be the respective multiplicities of linear
factors (q2 ± iq1) of W and U, respectively. We also define the following step function
θx,y :=
{
0 for x < y,
1 for x ≥ y, (1.21)
where x, y ∈ R.
Theorem 1.7. Assume that a rational homogeneous potential V(q1, q2) of degree k = r − s ∈ Z
satisfies three conditions:
C1 it has 0 < l ≤ r + s proper Darboux points and all of them are simple;
C2 neither r+, nor r− is equal to k/2;
C3 neither s+, nor s− is equal to −k/2.
Then the shifted non-trivial eigenvalues given in (1.19) satisfy the relation
l
∑
i=1
1
Λi
= −1− θr+,2
r+
k− 2r+ − θr−,2
r−
k− 2r− + θs+,1
s+
k + 2s+
+ θs−,1
s−
k + 2s−
. (1.22)
The importance of relations (1.20) and (1.22) follows from the following two theorems.
Theorem 1.8. Let us consider (1.20) or (1.22) as an equation for (Λ1, . . . ,Λl) ∈ C⋆ × · · · × C⋆︸ ︷︷ ︸
l
.
Then, for k ∈ Z \ {−2, 2}, it has at most a finite number of solutions contained in Ik × · · · × Ik︸ ︷︷ ︸
l
.
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In other words, this theorems says that if the potential of degree k ∈ Z \ {−2, 0, 2} is
integrable, then we have only a finite number of choices for eigenvalues of V ′′(d).
The plan of this paper is the following. In Section 2 we describe Darboux points of
rational potentials as elements of complex projective space CPn−1 using homogeneous as
well as affine coordinates and we show some their general properties. In Section 3 we
prove Theorem 1.5. The next Section 4 contains more precise description of properties
of Darboux points for homogeneous rational potentials with two degrees of freedom. In
particular, in Subsection 4.1 we determine the number of possible properDarboux points,
characterise potentials with multiple proper and improper Darboux points. In the end of
this subsection we determine potentials with infinitely many proper Darboux points as
well as without proper Darboux points. In Subsection 4.2 we prove Theorems 1.6 and 1.7
which give us universal relations between all eigenvalues of Hessian V ′′(d). The impor-
tance of such relations is presented in Subsection 4.3, where the proof of Theorem 1.8 is
presented. This theorem is the bases of the classification programme of integrable rational
potentials.
In Section 5 we give some applications of the presented theory. In Subsection 5.1 we
introduced a class of potentials with a negative degree of homogeneity which satisfy all
necessary integrability. We obtain it by reconstruction from the fixed non-trivial eigen-
values calculated at proper Darboux points assuming that their number is maximal and
all these eigenvalues are the same and belong to first family from table 1.13. In Subsec-
tion 5.2 we distinguish special sub-class of these potentials which have additional first
integrals. In the end of this paper in Subsection 5.3 we made analogical analysis like in
Subsection 5.1 but for homogeneous rational potential of positive degree of homogeneity.
2 General properties of Darboux points of rational potentials
Here we will use some standard notions of algebraic geometry. Thus, for a collection of
polynomials F1, . . . , Fs ∈ C[q], we denote by V(F1, . . . , Fs) the set of their common zeros,
i.e.,
V(F1, . . . , Fs) = {q ∈ Cn | F1(q) = · · · = Fs(q) = 0} .
Such a subset of Cn is called an algebraic set.
Let us note that a rational potential
V(q) =
W(q)
U(q)
(2.1)
cannot be considered as a function which is well defined for all q ∈ Cn. In fact, if poly-
nomials W(q) and U(q) are relatively prime and degU(q) > 0, then V(q) is not well
defined whenever U(q) = 0. At such a point value of V(q) is either infinity or is indefi-
nite. The second case occurs at points q ∈ C such that U(q) = W(q) = 0. The set of all
such points of potential V we denote by N(V). Thus N(V) = V(U,W). The set of poles
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P(V) of potential V is the set of points q ∈ C at which the values of V are infinite. Thus
P(V) = V(U) \N(V).
We show that for n = 2 we have N(V) = {0}. In fact, we know that every homo-
geneous complex polynomial in two variables is a product of linear forms. Thus we can
write
W(q1, q2) =
r
∏
i=1
(
α
(i)
1 q1 + α
(i)
2 q2
)
, |α(i)1 |2 + |α(i)2 |2 6= 0, for i = 1, . . . , r,
U(q1, q2) =
s
∏
j=1
(
β
(j)
1 q1 + β
(j)
2 q2
)
, |β(j)1 |2 + |β(j)2 |2 6= 0, for j = 1, . . . , s.
If W(q1, q2) = U(q1, q2) = 0 for a certain (q1, q2), then(
α
(i)
1 q1 + α
(i)
2 q2
)
=
(
β
(j)
1 q1 + β
(j)
2 q2
)
= 0,
for a certain i ∈ {1, . . . , r} and j ∈ {1, . . . , s}. If (q1, q2) 6= (0, 0), then
β
(j)
1 = γα
(i)
1 , and β
(j)
2 = γα
(i)
2 ,
for a certainγ ∈ C. However, itmeans thatU andW have a common factor
(
α
(i)
1 q1 + α
(i)
2 q2
)
and this is a contradiction with our assumption that U and W are relatively prime.
In order to give a precise definition of Darboux points we consider rational vector
V ′(q) ∈ C(q)n. Although we assumed that V(q) = W(q)/U(q) with relatively prime
polynomials W and U, it does not imply that polynomials U and
Si =
∂W
∂qi
U −W ∂U
∂qi
, i = 1, . . . , n, (2.2)
are relatively prime. In other words writing
∂iV =
∂V
∂qi
=
Si
U2
,
we cannot be sure that the sets of indefiniteness of ∂iV is V(Si,U).
From definition (1.6) it follows that if d is a Darboux point of potential V, then αd,
where α ∈ C⋆, is also a Darboux point which gives the same phase curves (1.10). This is
why it is convenient to consider Darboux points as points in projective space. Thus we
consider a non-zero q ∈ Cn as the homogeneous coordinates of a point in CPn−1 and we
write [q] := [q1 : · · · : qn] ∈ CPn−1.
In order to avoid formalitieswe say that [d] ∈ CPn−1 is aDarbouxpoint of the potential
V iff
1. components of V ′(q) are well defined at q = d and ;
2. V(q) is well defined at q = d and;
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3. d ∧V ′(d) = 0.
The set of all Darboux points of potential V we denote by D(V). A Darboux point
[d] ∈ D(V) is called a proper Darboux point iff V ′(d) 6= 0, otherwise it is called an
improper Darboux point. The set of all proper Darboux points of potential V is denoted
byD⋆(V). We say that [d] ∈ D(V) is an isotropic Darboux point iff
d21 + · · ·+ d2n = 0.
The set of all isotropic Darboux points of potential V is denoted by D0(V).
As it was shown in [13] for a polynomial potential V set D(V) is an algebraic subset
of CPn−1. For a rational V it is generally not the case. However, we can consider the
following homogeneous polynomials
Ri,j = qi
(
∂W
∂qj
U − ∂U
∂qj
W
)
− qj
(
∂W
∂qi
U − ∂U
∂qi
W
)
, 1 ≤ i < j ≤ n. (2.3)
Then the algebraic set
R(V) = V(R1,2, . . . , Rn−1,n) ⊂ CPn−1, (2.4)
contains all Darboux points i.e. D(V) ⊂ R(V), and clearly N(V) ⊂ R(V).
It appears that it is convenient to perform some calculations in affine coordinates on
CPn−1. They are introduced in the following way. A point in the (n − 1) dimensional
complex projective space CPn−1 is specified by its homogeneous coordinates [q] = [q1 :
· · · : qn], where q = (q1, . . . , qn) ∈ Cn. We define n open subsets Ui of CPn−1
Ui :=
{
[q1 : · · · : qn] ∈ CPn−1 | qi 6= 0
}
for i = 1, . . . , n. (2.5)
Clearly
CPn−1 =
n⋃
i=1
Ui, (2.6)
and we have natural coordinate maps
θi : CP
n−1 ⊃ Ui → Cn−1, θi([q]) = (x1, . . . , xn−1),
where
(x1, . . . , xn−1) =
(
q1
qi
, . . . ,
qi−1
qi
,
qi+1
qi
, . . . ,
qn
qi
)
. (2.7)
Each Ui is homeomorphic to C
n−1. It is easy to check that charts (Ui, θi), i = 1, . . . , n
form an atlas which makes CPn−1 an holomorphic (n − 1)-dimensional manifold. It is
customary to choose one Ui, e.g., U1, and call it the affine part of CP
n−1 and coordinates
on them we call affine coordinates.
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It means that on U1 :=
{
[q] ∈ CPn−1 | q1 6= 0
}
we define affine coordinates
θ1 : U1 → Cn−1, x := (x1, . . . , xn−1) = θ1([q]), (2.8)
by
xi =
qi+1
q1
, for i = 1, . . . , n− 1. (2.9)
For a homogeneouspolynomial F ∈ C[q]wedefine its dehomogenisation f ∈ C[x1, . . . , xn−1]
in the following way
f (x1, . . . , xn−1) := F(1, x1, . . . , xn−1).
Nowwe prove the following lemma.
Lemma 2.1.
θ1(R(V) ∩U1) = V(g1, . . . , gn−1), (2.10)
where polynomials g1, . . . , gn−1 ∈ C[x] are given by
g0 := kuw−
n−1
∑
i=1
xi
(
u
∂w
∂xi
−w ∂u
∂xi
)
, k = r− s, (2.11)
and
gi := u
∂w
∂xi
−w ∂v
∂xi
− xig0, for i = 1, . . . , n− 1. (2.12)
Moreover, if [d] ∈ R(V)∩U1 is an improper Darboux, then its affine coordinates a := θ1([d]) ∈
Cn−1 satisfy g0(a) = 0.
Proof. Darboux points are determined by common zeros of polynomials Rij. We calculate
their dehomogenisations rij.
At first we express partial derivatives of W and U in affine coordinates
∂W
∂q1
(q) = qr−11
[
rw−
n−1
∑
j=1
xj
∂w
∂xj
(x)
]
,
∂W
∂qi
(q) = qr−11
∂w
∂xi−1
(x),
∂U
∂q1
(q) = qs−11
[
su−
n−1
∑
j=1
xj
∂u
∂xj
(x)
]
,
∂U
∂qi
(q) = qs−11
∂u
∂xi−1
(x),
(2.13)
for i = 2, . . . , n− 1. As
ri,j(x1, . . . , xn−1) := Ri,j(1, x1, . . . , xn−1), for 1 ≤ i < j ≤ n− 1,
through direct calculations we obtain
gi :=r1,i =
∂u(x)
∂xi−1
w(x)− ∂w(x)
∂xi−1
u(x)+
xi−1
[
kuw +
n−1
∑
j=1
xj
(
w(x)
∂u(x)
∂xj
− u(x)∂w(x)
∂xj
)] (2.14)
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for 1 ≤ i ≤ n− 1. Then we easily get
ri+1,j+1 = xigj − xjgi, for 1 ≤ i < j ≤ n− 1. (2.15)
Thus clearly V(r1,2, . . . , rn−1,n) = V(g1, . . . , gn−1).
At an improper Darboux point [d] we have
V ′(d) =
1
U(d)2
(
W ′(d)U(d)−U′(d)W(d)) = 0.
By assumptions, U(d) 6= 0, so
W ′(d)U(d)−U′(d)W(d) = 0.
Passing into affine coordinates we obtain
∂W
∂q1
U − ∂U
∂q1
W = qr+s−11 g0(x),
∂W
∂qj
U − ∂U
∂qj
W = qr+s−11
(
∂w
∂xj−1
u− ∂u
∂xj−1
w
)
= qr+s−11 (gj−1(x) + xj−1g0(x)),
for j = 2, . . . , n. Thus, in fact at improper Darboux point we have g0(x) = 0, and this ends
the proof.
3 Proof of Theorem 1.5
The variational equations along particular solution
t 7→ (ϕ(t)d, ϕ˙(t)d)
have the form
x¨ = −ϕ(t)k−2V ′′(d)x. (3.1)
We make a linear change of variables x = Cη which transforms (3.1) into
η¨ = −ϕ(t)k−2Dη, D = C−1V ′′(d)C. (3.2)
Hence we can choose C in such a way that D is the Jordan form of V ′′(d). System (3.2)
contains as a subsystem the following direct product of equations
η¨i = −λi ϕ(t)k−2ηi, i = 1, . . . ,m ≤ n,
where λ1, . . . ,λm are pairwise different eigenvalues of V
′′(d).
We have to prove that if λi 6= 0 for a certain 1 ≤ i ≤ m, then the identity component of
differential Galois group of system (3.2) is not Abelian. To this end it is enough to show
that the identity component of differential Galois group of a single equation
η¨i = −λi ϕ(t)k−2ηi, with λi 6= 0, (3.3)
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is not Abelian for an appropriate choice of ϕ. For an improperDarboux point ϕ(t) satisfies
ϕ¨ = 0. So, we can take ϕ(t) = At, where A ∈ C and we choose A such that−λi(At)k−2 =
tk−2.
Denoting η := ηi and α = k− 2we rewrite (3.3) as
η¨ = tαη. (3.4)
Now we prove the following lemma
Lemma 3.1. For α ∈ Z \ {−4,−2, 0} the differential Galois group of equation (3.4) is SL(2,C).
Proof. For α ∈ N the statement of lemma is proved in [13], see proof of Theorem 2.4 in
[13]. Hence, we assume that α = −β ≤ 0. Let us introduce new independent variable
τ = 1/t. Equation (3.4) transforms into
η′′ +
2
τ
η′ − sβ−4η = 0,
where prime denotes the differentiation with respect to τ. Now, introducing new depen-
dent variable ξ = τη we obtain
ξ′′ = τβ−4ξ. (3.5)
The transformation that we made, does not change the differential Galois group of the
considered equation. Hence, our lemma is already proved for β > 4, that is, for α < −4.
We have only to prove our lemma for α = −1, and for α = −3.
We prove this with the help of the Kovacic algorithm, for details, see [7]. This algo-
rithm allows to decide whether the considered second order linear equationwith rational
coefficients has only Liouvillian solution. At the same time it provides detailed informa-
tion about the differential Galois group of this equation. In particular, if equation does
not admit a Liouvillian solution, then its differential Galois group is SL(2,C).
We apply the Kovacic algorithm in its original formulation [7]. All definitions and
notation is exactly the same as in this paper.
The algorithm is divided into mutually exclusive cases. Only in first three cases the
equation admits a Liouvillian solution. If none of these three cases occurs, then the differ-
ential Galois group of the considered equation is SL(2,C). In this case the whole group
coincides with its identity component, so both are not Abelian.
We show that for α = −1 none of first three cases of the Kovacic algorithm is allowed.
To this end we apply Theorem on page 8 of [7] which gives the necessary conditions for
the respective cases. Equation (3.4) has two singularities: a pole of order −α at t = 0 and
the infinity which has also order −α.
The necessary condition for case I is that the order of infinity is either even or greater
than 2. For α = −1 it is not the case.
Case II cannot occur because the necessary condition for it is that there is at least one
pole of odd order greater than 2 or else of order two.
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Case III cannot also occurs because the necessary condition for it is that the infinity
has order at least 2.
As result, we showed that for α = −1 equation (3.4) has no Liouvillian solution and
its differential Galois group is SL(2,C).
Using the same theorem for α = −3 we easily notice that if equation (3.4) has a Li-
ouvillian solution, then we fall into case II of the algorithm. In this case exponents at the
singularities are
E0 = {3} and E∞ = {0, 2, 4},
According to the algorithm if this case occurs, then there exist e0 ∈ E0 and e∞ ∈ E∞ such
that number
d =
1
2
(e∞ − e0)
is a non-negative integer. But it is impossible because e0 is odd and e∞ even. Thus also for
α = −3 differential Galois group of (3.4) is SL(2,C).
Let us notice that if α = −4, then the degree of homogeneity of the potential k = −2.
In this case equation (3.4) has two Liouvillian solutions
η1 = te
√
λ
t , η2 = te
−
√
λ
t
satisfying the following relations
η′1
η1
=
t−√λ
t2
∈ C(t), η
′
2
η2
=
t +
√
λ
t2
∈ C(t), η1η2 = t2 ∈ C(t).
For α = −2, i.e., k = 0, the variational equation has solutions
η1 = t
1
2+
√
1+4λ, η2 = t
1
2−
√
1+4λ,
satisfying the following relations
η′1
η1
=
1+
√
1+ 4λ
2t
∈ C(t), η
′
2
η2
=
1−√1+ 4λ
2t
∈ C(t), η1η2 = t ∈ C(t).
The above shows that in cases with k = −2 and k = 0 the differential Galois of variational
equations is Abelian as it is subgroup of diagonal group. It is an open problem if the
presence of a Jordan block gives additional obstructions for the integrability in these cases.
For α = 0, corresponding to k = 2, variational equation (3.4) becomes an equation with
constant coefficient, thus it does not give any integrability obstructions.
14
4 Two degrees of freedom
4.1 More about properties of Darboux points
In this section we assume that n = 2. A rational homogeneous potential can be written in
the following form
V(q) =
W(q)
U(q)
, where
W(q) =
r
∑
i=0
wr−iqr−i1 q
i
2, U(q) =
s
∑
j=0
us−jq
s−j
1 q
j
2.
(4.1)
We assume that polynomials W and U are relatively prime. Since polynomials W and U
are homogeneous of degrees r and s, respectively, potential V is a homogeneous function
of degree k = r − s.
We denote by z = q2/q1 the affine coordinate onU1 ⊂ CP1. Then, dehomogenizations
w(z), u(z) and v(z) of polynomials W(q), U(q) and potential V(q) have the following
forms
w(z) =
r
∑
i=0
wr−izi, u(z) =
s
∑
j=0
us−jzj, v(z) =
w(z)
u(z)
.
On U2 ⊂ CP1 as a coordinate we take ζ = 1/z. Now, dehomogenizations of U, V and W
are following
u˜(ζ) := U(ζ, 1) = ζsu(1/ζ) =
s
∑
i=1
uiζ
i, v˜(ζ) := ζkv(1/ζ), w˜(ζ) := ζrw(1/ζ).
(4.2)
We can also write
w(z) = γ
l
∏
i=1
(z− ai)αi , and u(z) =
m
∏
i−1
(z− bi)βi , (4.3)
where αi, βi ∈ N. We assume that for w(z) = γ for l = 0, and u(z) = 1 for m = 0.
For n = 2 Darboux points of potential V are zeros of one rational function
F(q) = q ∧V ′(q) = q1 ∂V
∂q2
− q2 ∂V
∂q1
.
Its dehomogenisation f (z) is following
f (z) = F(1, z) = (1+ z2)v′(z)− kzv(z). (4.4)
Now, polynomials g := g1 and h := g0, which are defined in Lemma 2.1, have the
forms
h(z) = kw(z)u(z) − z [w′(z)u(z)− u′(z)w(z)] ,
g(z) = (1+ z2)
[
w′(z)u(z)− u′(z)w(z)]− kzw(z)u(z). (4.5)
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Notice that g = f u2.
For an investigation of equivalent potentials in affine coordinates we introduce the
following notation. Let A =
[
a b
−b a
]
, with a2 + b2 6= 0 be an element of PO(2,C), and
R(q) a rational homogeneous function of degree p. We define RA(q) := R(Aq). Let r(z)
and r˜(ζ) be dehomogenizations of R(q). Then the dehomogenizations rA(z) and r˜A(ζ)
are given by
rA(z) = (a + bz)
p r(τA(z)), r˜A(ζ) = (a− bζ)p r(τ−1A (ζ)), (4.6)
where
τA(z) =
az − b
bz + a
, τ−1A (z) =
az + b
−bz + a
In order to avoid numerous repetitions we assume implicitly in this section that poly-
nomialsU andW are relatively prime. Moreover, in order to simplify formulations instead
of saying that z ∈ C is an affine coordinate of a Darboux point we just say that z is a Dar-
boux point. Taking into account this convention the sets of all Darboux points, proper and
improper Darboux points of potential V which are contained in the affine part of CP1 can
be defined in the following way
D(V) := {z ∈ C | g(z) = 0 and u(z) 6= 0} ,
D⋆(V) := {z ∈ C | g(z) = 0 and h(z) 6= 0 and u(z) 6= 0} ,
D(V) \D⋆(V) := {z ∈ C | g(z) = 0 and h(z) = 0 and u(z) 6= 0} ,
(4.7)
respectively. We also define the set of isotropic Darboux points like
D0(V) = {z ∈ {−i, i} | g(z) = 0 and u(z) 6= 0} . (4.8)
If polynomial g is not identically zero, then the number of Darboux points of the potential
is bounded by its degree. Just direct calculations show the following.
Proposition 4.1. The degree of polynomial g is not greater than r + s. Moreover, deg g = r + s
if and only if
w1u0 −w0u1 6= 0. (4.9)
It is worth to notice that condition
w1u0 −w0u1 = 0, (4.10)
means that polynomial
S1 =
∂W
∂q1
U −W ∂U
∂q1
,
vanishes at points (0, q2)with q2 ∈ C⋆. Thus, if U(0, 1) 6= 0, then [0 : 1] is a Darboux point
of V.
We show that only radial potentials have infinite number of Darboux points.
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Proposition 4.2. A homogeneous rational potential V ∈ C(q1, q2) possesses an infinite number
of Darboux points if and only if V is radial, i.e., it has the following form
V(q) := c(q21 + q
2
2)
l, k = 2l, (4.11)
for a certain l ∈ Z.
Proof. If potential has the form (4.11), then
V ′(q) =
k
r2
V(q)q, r2 := q21 + q
2
2,
so for any q ∈ C2, we have
q ∧V ′(q) = 0.
Hence, in fact, an arbitrary non-zero q ∈ C2 gives a Darboux point.
On the other hand, if V has an infinite number Darboux points, then rational function
f (z) given by (4.4) has infinite number of zeros, so it vanishes identically. Thus, we have
(1+ z2)v′(z)− kzv(z) = 0. (4.12)
Using separation of variables we obtain the following solution of this equation
v(z) = c(1+ z2)k/2.
Because, by assumptions, v(z) is rational, k = 2l for a certain integer l. The homogenisa-
tion of v(z) gives (4.11), and this finishes the proof.
We show that if the considered potential is not radial, then we can always choose its
representative such that the polynomial g(z) has degree r + s.
Proposition 4.3. Assume that the potential has a finite number of Darboux points. Then it has a
representative such that the corresponding polynomial g(z) has degree r + s.
Proof. From formulae (4.2) it follows that
u0 = u˜(0), u1 = u˜
′(0), and w0 = w˜(0), w1 = w˜ ′(0) (4.13)
So, the condition that g(z) has degree r + s can be written in the following form
t := w˜(0)u˜ ′(0)− w˜ ′(0)u˜(0) 6= 0. (4.14)
Let us take a potential VA(q) := V(Aq) equivalent to V(q). We assume that A =
[
a b
−b a
]
,
with a2 + b2 6= 0.
Let us assume the V is not radial and for an arbitrary A ∈ PO(2,C), the polynomial
gA(z) corresponding to VA has degree smaller that r + s. Since vA(z) = wA(z)/uA(z), it
implies that
tA := w˜A(0)u˜
′
A(0)− w˜′A(0)u˜A(0) = 0, (4.15)
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for all A ∈ PO(2,C). We have
u˜A(ζ) = (a− bζ)s u(τ−1A (ζ)), w˜A(ζ) = (a− bζ)r w(τ−1A (ζ)), (4.16)
and simple calculations give
u˜A(0) = a
su(x), u˜′A(0) = a
s
[
(1+ x2)u′(x)− sxu(x)] , (4.17)
and
w˜A(0) = a
rw(x), w˜′A(0) = a
r
[
(1+ x2)w′(x)− rxw(x)] , (4.18)
where x := a/b ∈ C. Now, condition (4.15) reads
(1+ x2)(w′(x)u(x)− w(x)u′(x))− (r− s)xw(x)u(x) = 0 for x ∈ C. (4.19)
Dividing by u(x)2 we obtain differential equation
(1+ x2)v′(x)− kv(x) = 0, v(x) = w(x)
u(x)
, k = r − s,
coinciding with equation (4.12). But from the proof of Proposition 4.2 we know that for
odd k this equation does not have a non-zero rational solutions, and for even k, the only
rational solutions are radial. In any case we have a contradiction and this finishes the
proof.
The number of different Darboux points of the potential, if it is finite, can be smaller,
then maximal predicted by Proposition 4.1. It can happens in the following cases.
1. Potential V has an improper Darboux point;
2. Polynomial U has a multiple linear factor;
3. Polynomial U(q1, q2) has a linear factor (±iq1 + q2);
4. Potential V has a multiple proper Darboux point.
It appears that cases 1–3 occurs only if polynomials g and h have a common root. Here it is
also worth to remark that an improper Darboux point appears in a non-generic situation.
In fact, if z⋆ is an improper Darboux point, then it is a root of polynomial g and h, so they
are not relatively prime.
Proposition 4.4. Assume that k 6= 0. Then polynomials g(z) and h(z) possess a common root
z⋆ if and only if z⋆ is a multiple root of either w(z), or u(z).
Proof. If z⋆ is a multiple root of w(z), then w(z⋆) = w′(z⋆) = 0 and formulae (4.5) give
immediately g(z⋆) = h(z⋆) = 0. Similarly, a multiple root of u(z)means u(z⋆) = u′(z⋆) =
0 and gives immediately g(z⋆) = h(z⋆) = 0.
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Now we assume that z⋆ is a common root of g(z) and h(z), i.e. g(z⋆) = h(z⋆) = 0.
From formulae (4.5) it follows that
zh(z) + g(z) = w′(z)u(z)− u′(z)w(z).
Thus for z = z⋆ we obtain
w′(z⋆)u(z⋆)− u′(z⋆)w(z⋆) = 0. (4.20)
But then from (4.5) 0 = g(z⋆) = −kz⋆w(z⋆)u(z⋆) and 0 = h(z⋆) = kw(z⋆)u(z⋆). For
k 6= 0 we obtain that w(z⋆) = 0 or u(z⋆) = 0. If we choose w(z⋆) = 0, then (4.20)
simplifies to w′(z⋆)u(z⋆) = 0, that gives w′(z⋆) = 0 because u and w are relatively prime.
It means that z⋆ is a multiple root of w(z). If we choose u(z⋆) = 0, then (4.20) simplifies
to u′(z⋆)w(z⋆) = 0, that gives u′(z⋆) = 0 because u and w are relatively prime. As result
z⋆ is a multiple root of u(z).
In our further considerationswe need to knowmultiplicities of common roots of g and
u, as well as, g and w. The answer to this question is given in the following two lemmas.
Lemma 4.5. Assume that mult(w, z⋆) = l ≥ 1. Then
mult(g, z⋆) =

> l if z⋆ ∈ {−i, i}, and k = 2l,
= l if z⋆ ∈ {−i, i}, and k 6= 2l,
= l − 1 otherwise.
(4.21)
Proof. We can write
w = (z− z⋆)lw˜ l,∈ N,
where w˜ is a polynomial such that w˜(z⋆) 6= 0. Inserting the above expression into the
definition of g we obtain
g(z) = (z− z⋆)l−1g˜(z), (4.22)
where
g˜ =
[
l(z2 + 1)− kz(z − z⋆)
]
w˜u + (z2 + 1)(z− z⋆)(w˜′u− u′w˜). (4.23)
Hence
g˜(z⋆) = l(z
2
⋆
+ 1)w˜(z⋆)u(z⋆). (4.24)
Now, if z⋆ 6∈ {−i, i}, then g˜(z⋆) 6= 0 because l 6= 0, w˜(z⋆)u(z⋆) 6= 0, and z2⋆ + 1 6= 0.
Hence, in this casemult(g, z⋆) = l − 1.
Now, assume that z⋆ = i. Then we obtain
g(z) = (z− z⋆)l−1g˜(z), (4.25)
where
g˜ = [l(z + i)− kz] w˜u + (z2 + 1)(w˜′u− u′w˜), (4.26)
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and thus
g(i) = il(2l − k)w˜(i)u(i).
From the above formula, it follows directly that if k 6= 2l, then mult(g, i) = l, and
otherwise mult(g, i) > l. Similar calculations for z⋆ = −i give that if k 6= 2l, then
mult(g,−i) = l, and otherwisemult(g,−i) > l. In this way we conclude our proof.
Notice that polynomials u and w enter symmetrically in the definition (4.5) of g. Hence
we have also the following statement.
Lemma 4.6. Assume that mult(u, z⋆) = l ≥ 1. Then
mult(g, z⋆) =

> l if z⋆ ∈ {−i, i}, and k = 2l,
= l if z⋆ ∈ {−i, i}, and k 6= 2l,
= l − 1 otherwise.
(4.27)
In our considerations we have to knowmultiplicities of common roots of polynomials
g(z) and h(z).
Lemma 4.7. Assume that z⋆ is a common root of polynomials g(z) and h(z), and
l := max {mult(w, z⋆),mult(u, z⋆)} .
Then
1. if z⋆ = 0, then mult(h, z⋆) > mult(g, z⋆) = l − 1;
2. if z⋆ 6∈ {−i, 0, i}, then mult(h, z⋆) = mult(g, z⋆) = l − 1;
3. if z⋆ ∈ {−i, i}, and l 6= k/2, then mult(g, z⋆) = mult(h, z⋆) + 1 = l;
4. if z⋆ ∈ {−i, i}, and l = k/2, then mult(g, z⋆) > mult(h, z⋆) + 1 = l.
Proof. By Proposition 4.4, z⋆ is either a multiple root of u(z), or a multiple root of w(z).
Let us assume that it is a multiple root of w(z). We can write
w(z) = (z− z⋆)lw˜(z), w˜(z⋆) 6= 0,
where w˜(z) is a polynomial. Then, from definition of h(z), see (4.5), we obtain
h(z) = (z− z⋆)l−1h˜(z),
where
h˜(z) = k(z− z⋆)u(z)w˜(z)− z
[
lu(z)w˜(z) + (z− z⋆)
(
u′(z)w˜(z) + u(z)w˜′(z)
)]
.
Hence
h˜(z⋆) = −lz⋆u(z⋆)w˜(z⋆).
As l > 0, u(z⋆) 6= 0, and w˜(z⋆) 6= 0, we have that for z⋆ 6= 0, mult(h, z⋆) = l − 1, and
mult(h, 0) > l − 1. Now, combining this with Lemma 4.5 we obtain the desired results.
In the case when z⋆ is a multiple root of polynomial u(z) the proof is similar.
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Nowwewant to distinguish those potentials which do not admit any proper Darboux
point.
Lemma 4.8. Let V = W/U with relatively prime polynomials W,U ∈ C[q] of respective degrees
r and s be a homogeneous rational potential of degree k = r− s 6= 0. If V does not have any proper
Darboux point, then it is equivalent to the potential
V(q) = c(q1 + iq2)
α(q1 − iq2)β, α + β = k, α, β ∈ Z, c ∈ C⋆. (4.28)
except for the case when k = 2l > 0, and either W, or U, has a factor (q1± iq2)with multiplicity l.
Proof. From definitions (4.8) it follows that if V has no proper Darboux points, then all
roots of polynomial g are either roots of polynomial u, or polynomial h. If a root of g is
also a root of h, then by Proposition 4.4, this common root is either a root of polynomial
u, or a root of polynomial w. In effect, all roots of g are either roots u, or roots of w.
We notice, that the potential V has only a finite number of Darboux points. In fact,
for otherwise it is radial and has a proper Darboux point. Thanks to this fact, by Propo-
sition 4.3, we can assume that degree of polynomial g is r + s. Polynomials u and w have
the form (4.3) with all αi > 1 and all βi > 1. We can write polynomial g in the following
form
g(z) = δ
l′
∏
i=1
(z− ai)α′i
m′
∏
i=1
(z− bi)β′i (4.29)
with l′ ≤ l, m′ ≤ m. From assumptions it follows that for k = 2l > 0, if aj ∈ {−i, i} for a
certain 1 ≤ j ≤ l′, then αj 6= l. This is why, by Lemma 4.5, α′j ≤ αj, for 1 ≤ j ≤ l′. By the
same reason β′j ≤ β j for 1 ≤ j ≤ m′.
Now, let us assume that l′ + m′ > 2. Then, either there exists 1 ≤ j ≤ l′ such that
α′j = αj − 1, or there exists 1 ≤ j ≤ m′ such that β′j = β j − 1. By Proposition 4.3, we can
assume that deg g = r + s, thus from (4.29) we obtain
r + s =
l′
∑
i=1
α′i +
m′
∑
i=1
β′i ≤
l′
∑
i=1
αi +
m′
∑
i=1
βi − 1 <
l
∑
i=1
αi +
m
∑
i=1
βi = r + s. (4.30)
But this is impossible. This is why l′ + m′ ≤ 2.
If l′ + m′ < l + m, then
r + s =
l′
∑
i=1
α′i +
m′
∑
i=1
β′i <
l
∑
i=1
αi +
m
∑
i=1
βi = r + s.
But it is impossible. So, in effect, l′ + m′ = l + m and it is possible only when l′ = l and
m′ = m.
If for a certain 1 ≤ i ≤ l, ai 6∈ {−i, i}, then α′i = αi − 1, and
r + s =
l
∑
i=1
α′i +
m
∑
i=1
β′i <
l
∑
i=1
αi +
m
∑
i=1
βi − 1 < r + s.
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But it is impossible, so ai ∈ {−i, i}, for 1 ≤ i,≤ l. In a similar way we show that bi ∈
{−i, i}, for 1 ≤ i,≤ m. In effect the potential has the form (4.28), and this finishes our
proof.
Now we characterize potentials with multiple Darboux points. We say that z∗ is a
multiple proper Darboux point if g(z∗) = g′(z∗) = 0, h(z∗) 6= 0 and u(z∗) 6= 0.
Proposition 4.9. If a homogeneous rational potential of degree homogeneity k ∈ Z∗ with two
degrees of freedom has a multiple proper non-isotropic Darboux point, then it is equivalent to a
potential of the form (4.1) with coefficients satisfying the following conditions
1. wr−1us = us−1wr,
2. kwrus = 2 (wr−2us − wrus−2),
3. kwrus 6= 0.
Proof. Let us calculate g′(z)
g′(z) = (1+ z2)(w′′(z)u(z)− u′′(z)w(z)) + (2− k)z(w′(z)u(z)− u′(z)w(z))− kw(z)u(z).
(4.31)
From above-mentioned considerations we know that at a multiple proper Darboux point
we have g(z⋆) = g′(z⋆) = 0 and h(z⋆) 6= 0. Because, by assumption, the considered
Darboux point is not isotropic we can move it using a rotation into a point with affine
coordinate z⋆ = 0. Using explicit forms of polynomial w(z) and u(z) substituted into
conditions g(0) = g′(0), h(0) 6= 0 and u(0) 6= 0 we obtain the thesis of this proposition.
We recall that z⋆ is a multiple improper Darboux point iff g(z⋆) = g′(z⋆) = h(z⋆) = 0
and u(z⋆) 6= 0.
Proposition 4.10. If a homogeneous rational potential of degree homogeneity k ∈ Z⋆ with two
degrees of freedom has a multiple improper non-isotropic Darboux point, then it is equivalent to a
potential of the form (4.1) with coefficients satisfying the following conditions
wr = wr−1 = wr−2 = 0, and us 6= 0.
Proof. As in the previous proposition we can assume without loss of generality that z⋆ =
0. Then conditions g(0) = g′(0) = h(0) give the following system
wr−1us = us−1wr, kwrus = 2 (wr−2us − wrus−2) , kwrus = 0,
and taking into account that, by assumption k 6= 0 and u(0) = us 6= 0 the solution of this
system gives the thesis of our proposition.
An interested reader can formulate analogous propositions for potentials with multi-
ple isotropic Darboux points. Without loss and generality one can assume that the affine
coordinate of an isotropic Darboux point is z⋆ = i.
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4.2 Relations betweennon-trivial eigenvalues at various properDarbouxpoints
We start this section with calculation of non-trivial eigenvalue of V ′′(d) in terms of affine
coordinate z ofDarboux point [d]. We assume that the consideredDarboux point is proper
and it satisfies V ′(d) = γd with γ ∈ C⋆. Hence, our aim is to evaluate function
λ = γ−1 TrV ′′(q)− (k− 1) (4.32)
at a point q 6= 0 satisfying V ′(q) = γq, and express the result by means of the affine
coordinate z = q2/q1.
Since V(q1, q2) = q
k
1v(z) we can express partial derivatives of V at point (q1, q2) in
terms of variables (q1, z). They have the following forms
∂V
∂q1
= qk−11
(
kv − zv′) , ∂V
∂q2
= qk−11 v
′,
∂2V
∂q21
= qk−21
{
(k− 1) (kv − zv′)+ z (zv′′ − (k− 1)v′)} , ∂2V
∂q22
= qk−21 v
′′.
(4.33)
As v = w/u, the first component of equality V ′(q) = γq gives
γ = qk−21
(
kv− zv′) = kwu − z(w′u− wu′)
u2
=
h
u2
,
so we have immediately that qk−21 = γu
2/h. Then
λ = γ−1 TrV ′′(q)− (k− 1) = γ−1
{
qk−21 [(k− 1)(kv − zv′)] + qk−21 [(1+ z2)v′′ − (k− 1)zv′ ]
}
− (k− 1) = u
2
h
[(1+ z2)v′′ − (k− 1)zv′ ].
Taking into account that
v′ =
w′u− wu′
u2
, v′′ =
w′′u−wu′′
u2
+
2u′
u3
(wu′ − w′u)
we obtain
λ =
u2
h
{
(1+ z2)(w′′u− wu′′)− (k− 1)z(w′u− wu′)
u2
− 2u
′(1+ z2)(w′u−wu′)
u3
}
.
But the above expression is evaluated only at proper Darboux points, so g = 0 at these
points. Thus, we have (1+ z2)(w′u− wu′) = kzwu, and the final form is the following
λ =
1
h
[
(1+ z2)(w′′u−wu′′)− (k− 1)zw′u− (k + 1)zu′w] = g′
h
+ 1. (4.34)
The last equality one can verify by the direct check. We see that if a proper Darboux point
is multiple, then λ = 1.
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If the considered Darboux point z⋆ is simple, then the inverse of the corresponding
shifted eigenvalue Λ⋆ = λ⋆ − 1 is given by the following formula
1
Λ⋆
=
h(z⋆)
g′(z⋆)
. (4.35)
It is crucial to notice that in the right hand side of the above formula is the residue of
rational function h(z)/g(z) at point z = z⋆.
4.2.1 Proof of Theorem 1.6
We choose such a representative potential that the polynomial g given by (4.5) has degree
r + s, see Proposition 4.3 and comments after it. This guarantees that all Darboux points
are located in the affine part of the projective line CP1, and are roots of g. Next, we define
a meromorphic differential form ω which in the affine part of CP1 is given by
ω(z) =
h(z)
g(z)
d z,
and, in a neighbourhood of infinity, in local coordinate ζ = 1/z it has the form
ω˜(ζ) = ω
(
1
ζ
)
= −h(1/ζ)
g(1/ζ)
d ζ
ζ2
. (4.36)
At first we assume that polynomials g and h are relatively prime and all roots of g are
simple. This implies that l = r + s simple roots of g are proper Darboux points. Taking
into account the above facts we can calculate residues res(ω, zi) for i = 1, . . . , r + s
res(ω, zi) =
h(zi)
g′(zi)
=
1
Λ(zi)
=
1
Λi
. (4.37)
Now, we calculate residue at infinity res(ω,∞) = res(ω˜, 0). Let us write polynomials g
and h in the following form
g =
r+s
∑
i=0
gr+s−izi, h =
r+s−1
∑
i=0
hr+s−1−izi, . (4.38)
Using definition (4.5) we find that
g0 = −h0 = u1w0− u0w1 6= 0, (4.39)
see Proposition 4.1.
Now, we rewrite (4.36) in the following form
ω˜(ζ) =
A(ζ)
ζ
dζ, where A(ζ) := − h(1/ζ)
ζg(1/ζ)
(4.40)
24
We show that A(0) = 1. In fact, we can write
A(ζ) =
a(ζ)
b(ζ)
, a(ζ) := −ζr+s−1h(1/ζ), b(ζ) := ζr+sg(1/ζ)
Clearly, a(ζ) and b(ζ) are polynomials and a(0) = b(0) = g0. Hence, A(0) = 1 as we
claimed.
res(ω,∞) = res(ω˜, 0) = 1.
According to the global residue theorem we have
r+s
∑
i=1
1
Λi
=
r+s
∑
i=1
res(ω, zi) = − res(ω,∞) = −1.
In this way we proved Theorem 1.6 for l = r + s.
Now, we consider the general case. Let z1, . . . , zl denotes roots of g corresponding to
properDarboux points. By assumption C2, if g(z⋆) = 0 = u(z⋆), then z⋆ 6∈ {−i, i}. Them,
since mult(g, z⋆) ≥ 1 by Lemma 4.6 and assumption C2, mult(u, z⋆) = 1+mult(g, z⋆) >
1. So, z⋆ is a multiple root of u(z). Thus by Proposition 4.4, z⋆ is a root of h(z). In effect, all
roots of g(z) which are not proper Darboux points are also roots of h(z). By assumptions
C2, C3, and Lemma 4.7 we know that if z⋆ is a common root of g and h, thenmult(g, z⋆) ≤
mult(h, z⋆). Hence, we have g = f g¯, and h = f h¯, where f , g¯ and h¯ are polynomials, and
g¯(z⋆) 6= 0. We denote also Λi = Λ(zi) for i = 1, . . . , l. Now, the form ω reads
ω(z) =
h(z)
g(z)
d z =
h¯(z)
g¯(z)
d z.
It has poles at z1, . . . , zl and at the infinity. Notice that we have
1
Λi
=
h(zi)
g′(zi)
=
f (zi)h¯(zi)
f ′(zi)g¯(zi) + f (zi)g¯′(zi)
=
h¯(zi)
g¯′(zi)
= res(ω, zi), i = 1, . . . , l,
where f (zi) 6= 0 and g¯(zi) = 0 for i = 1, . . . , l. Additionally, we have also res(ω,∞) = 1,
hence by the global residue theorem we obtain (1.20) and this finishes the proof.
4.2.2 Proof of Theorem 1.7
If s+ = s− = 0, and r+, r− ∈ {0, 1}, then assumptions of Theorem 1.6 are satisfied. So, in
this case our theorem is valid.
Now, we consider general case. We can write
w(z) = (z− i)r+(z + i)r−w˜(z), u(z) = (z− i)s+(z + i)s− u˜(z), (4.41)
where w˜(z) and u˜(z) are polynomials, and w˜(±i) 6= 0, u˜(±i) 6= 0. As we assumed that
u(z) and w(z) are relatively prime, at most one number in pairs (r+, s+) and (r−, s−) is
different from zero.
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Calculating function g(z) and h(z) using (4.41) we obtain
g(z) =(z− i)r++s+(z + i)r−+s− g¯(z),
h(z) =(z− i)r++s+−1(z + i)r−+s−−1h¯(z), (4.42)
where
g¯(z) =(1+ z2)(w˜′(z)u˜(z)− u˜′(z)w˜(z))
+ [(r+ − s+)(z + i) + (r− − s−)(z− i)− kz] w˜(z)u˜(z),
h¯(z) =
{
k(z2 + 1)− z [(r+ − s+)(z + i) + (r− − s−)(z− i)]
}
w˜(z)u˜(z)
− z(z2 + 1)(w˜′(z)u˜(z)− u˜′(z)w˜(z)).
(4.43)
Thanks to above equations we obtain differential form ω(z) as follows
ω(z) =
h(z)
g(z)
d z =
h¯(z)
g1(z)
d z, where g1(z) = (1+ z
2)g¯(z)
and polynomials h¯(z), g¯(z) are relatively prime.
Notice that all finite poles of form ω(z) are all proper Darboux points zi, infinity and
±i. Under assumptions of Theorem 1.7, all poles are simple. Calculations of residues at
properDarboux points aswell as at infinity are similar to these in the proof of the previous
theorem and we obtain
res(ω, zi) =
1
Λi
, res(ω,∞) = 1.
Residues at z = ±i are calculated in the following way
res(ω,±i) = h¯(±i)
g′1(±i)
.
Because
g′1(z) = 2zg¯(z) + (z
2 + 1)g¯′(z),
thus we obtain
g′1(±i) = ±2i g¯(±i)
but
g¯(i) = 2i
(
r+ − s+ − k
2
)
u(i)w˜(i), h¯(i) = 2(r+ − s+)u(i)w˜(i),
g¯(−i) = −2i
(
r− − s− − k
2
)
u(−i)w˜(−i), h¯(−i) = −2(r− − s−)u(−i)w˜(−i).
Nowwe finish calculation of the residues
res(ω,±i) = h¯(±i)±2i g¯(±i) =
r± − s±
k− 2(r± − s±) .
Applying the global residue theorem we obtain relation (1.22).
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4.3 Finiteness of admissible spectra for integrable potentials
At first we recall the notion of a limit point of a set. Let T be a topological space and A
a subset of T. A point x ∈ T is a limit point of A, iff in every open neighbourhood U
contains points of A, i.e., U ∩ A 6= ∅.
We start this section with a certain technical lemma. Let X be a discrete subset of
R+ = (0,∞) such that its only limit point is 0. We consider the following equation
X1 + · · ·+ Xm = c, c > 0, (4.44)
and we look for its solutions X = (X1, . . . , Xm) ∈ X× · · · ×X︸ ︷︷ ︸
m
= Xm. We prove the
following lemma.
Lemma 4.11. For arbitrary c > 0 equation (4.44) has at most a finite number of solutions in Xm.
Proof. We prove this lemma by induction with respect to m. For m = 1 the statement of
the lemma is evidently true. So, assume that it is true for m− 1. We have to show that it
is true for m.
First we notice that if X = (X1, . . . , Xm) is a solution of equation (4.44), than at least
one its component, let us say Xm, is not smaller than c/m. In fact, if we have Xi < c/m,
for i = 1, . . . ,m, then
c = X1 + . . .+ Xm < m
c
m
= c.
This contradiction proves our claim. Hence without loss of the generality we can assume
that Xm ≥ c/m and we rewrite equation (4.44) in the following form
X1 + . . .+ Xm−1 = c− Xm. (4.45)
Now, it is enough to notice that Xm belongs to the set {X ∈ X | X > c/m} which is finite
because X is discrete and its only limit point is 0. Thus we have only a finite number of
possible choices forXm. For each such choice, equation (4.45), considered as equationwith
unknown (X1, . . . , Xm−1) has, by the induction assumption, a finite number of solutions.
Thus, the number of solution of equation (4.44) is finite.
We recall that Mk denotes a subset of rational numbers λ specified by the table in
Theorem 1.1 for a given k, e.g., for |k| > 5we have
Mk =
{
p +
k
2
p(p− 1) | p ∈ Z
}
∪
{
1
2
[
k− 1
k
+ p(p + 1)k
]
| p ∈ Z
}
. (4.46)
We define the following sets
Ik := {Λ ∈ Q | λ = Λ + 1 ∈Mk } , (4.47)
and
Xk :=
{
X ∈ Q | X = 1
Λ
, Λ ∈ Ik
}
. (4.48)
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In order to describe properties of the above defined sets its convenient to consider them
as subsets of compactified real line R ∪ {∞} ≃ RP1.
Proposition 4.12. Assume that k ∈ N \ {2}. Then
1. If Λ ∈ Ik, then Λ ≥ −1.
2. The infinity {∞} is the only limit point of set Ik in R ∪ {∞}.
3. If x ∈ Xk, then either x ≤ −1, or x > 0, i.e. Xk ⊂ R \ (−1, 0].
4. Only {0} is a limit point of Xk.
Proposition 4.13. Assume that k ∈ −N \ {−2}. Then
1. If Λ ∈ Ik, then Λ ≤ 0.
2. The minus infinity {−∞} is the only limit point of set Ik in R ∪ {−∞}.
3. If x ∈ Xk, then x < 0, i.e. Xk ⊂ (−∞, 0].
4. Only {0} is the limit point of Xk.
Easy proofs of the above propositions we left to the reader. Now we can pass to the
proof of Theorem 1.8.
Proof. At first we assume k ∈ N \ {2}. We can write equation (1.22) in the form
l
∑
i=1
Xi = c, c ∈ Q, (4.49)
where Xi := 1/Λi, for i = 1, . . . , l. Let N denote the number of solutions of this equation
in Xlk, and Np for 0 ≤ p ≤ l, denote the number of solutions of this equation in Xlk such
that they have p negative components. We have
N =
l
∑
p=0
Np.
We will show that Np < ∞ for 0 ≤ p ≤ l. In fact, set Xk has only a finite number of
negative elements. Thus for a given p we have a finite number of choices of p negative
elements Xi. Let Xl, Xl−1, . . . , Xl−p+1 ∈ Xk be negative. Then
l−p
∑
i=1
Xi = c
′
> 0,
where X1, . . . , Xl−p ∈ Xk and Xi > 0 for i = 1, . . . , l − p. By Lemma 4.11, there is only a
finite number of solution of this equation, and this finishes the proof for k ∈ N \ {2}.
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For k ∈ −N \ {−2} we write equation (1.22) in the form
−
l
∑
i=1
Xi = c, c ∈ Q, (4.50)
where Xi := 1/Λi, for i = 1, . . . , l. Putting Yi := −Xi for i = 1, . . . , n, and Yk := −Xk we
have to show that number of solutions of equation
l
∑
i=1
Yi = c, c ∈ Q,
such that (Y1, . . . ,Yl) ∈ Ylk is finite. By Proposition 4.13, if y ∈ Yk, then y > 0 and only 0 is
a limit point of Yk. Hence we can proceed like in the case of positive k.
5 Applications
After determination of all necessary integrability conditions for a given r and s:
• all non-trivial eigenvalues Λi of the Hessian must belong to Mk, where k = r − s,
and
• appropriate relations between these eigenvalues calculated at all proper Darboux
points must exist
one can try to classify all integrable rational potentials.
This problem will be considered elsewhere. Here we only show two one-parameter
families of potentials satisfying these conditions. Both belong to the special class of ratio-
nal potentials of the following form
V = q−s1
r
∑
i=0
vr−iqr−i1 q
i
2, vi ∈ C. (5.1)
In such a case
w = v =
r
∑
i=0
vr−izi, u = 1, v = w.
Themaximal number of proper Darboux points is r + 1 provided s 6= 0. In this sectionwe
show two families of such potentials that satisfy all known integrability conditions and
between them some integrable cases were found.
5.1 Example with k ∈ Z− \ {−2}
In this section we will consider a family of potentials (5.1) that are homogeneous of de-
gree k = −κ, where κ > 0. We assume that they possess maximal number r + 1 proper
Darboux points and the non-trivial eigenvalues are the same at all proper Darboux points
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i.e. λ1 = . . . = λr+1 = λ and belong to the first item of the Morales-Ramis table. This
means that
λ = p− 1
2
κp(p − 1), for some p ∈ Z
or
Λ := λ− 1 = 1
2
(−κp2 + (κ + 2)p− 2) . (5.2)
If we assume that we have r + 1 simple proper Darboux points different from ±i and
this number is exactly equal to
r + 1 = −1
2
(−κp2 + (κ + 2)p− 2) , (5.3)
then relation
r+1
∑
i=1
1
Λ
= −1 (5.4)
obviously holds. Nowwewill reconstruct the form of potential starting from these values
of spectra of Hessians at all proper Darboux points.
Because the number of proper Darboux points is maximal thus function g(z) defined
in (4.5) has only simple roots and can be written as
g(z) = α
r+1
∏
i=1
(z− zi), α ∈ C⋆. (5.5)
Using above formof g(z) anddecompositionon simple fractionswe can calculate h(z)/g(z)
h(z)
g(z)
=
r+1
∑
i=1
h(zi)
g′(zi)
1
z− z1 =
r+1
∑
i=1
1
Λi
1
z− zi =
1
Λ
r+1
∑
i=1
1
z− zi =
1
Λ
g′(z)
g(z)
.
Putting equation (5.2) into above formula we find
h(z) =
2
−κp2 + (κ + 2)p− 2g
′(z).
Finally if we use expressions (4.5) for function g(z) and h(z)we obtain second order linear
differential equation
(1+ z2)
d2 v(z)
d z
+
(
κ + 2− κp
2 − (κ + 2)p
2
)
z
d v(z)
d z
+
(
κ − κ κp
2 − (κ + 2)p
2
)
v(z) = 0.
Applying transformation in a form z 7→ x = iz, where i2 = −1we obtain
(1− x2)d
2 v(x)
d x2
−
(
κ + 2− κp
2 − (κ + 2)p
2
)
x
d v(x)
d x
+
1
2
κp(κp − (κ + 2))v(x) = 0.
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If we rewrite this equation as
(1− x2)d
2 v(x)
d x2
+ (β− α− (α + β + 2)x) d v(x)
d x
+ r(r + α + β + 1)v(x) = 0 (5.6)
where
α = β =
2(p− 1) + κ(2+ p− p2)
4
, r =
p (κ(p− 1)− 2)
2
, (5.7)
thenwe recognise immediately that this is equation defining Jacobi polynomials P
(α,β)
r (x)
of degree r. Jacobi polynomials can be written as
P
(α,β)
r (x) = 2
−r
r
∑
i=0
(
r + α
i
)(
r + β
r− i
)
(x− 1)r−i(x + 1)i.
It means that potential v(z) has the form
v(z) = P
(α,β)
r (iz) = P
(α,β)
r
(
i
q2
q1
)
.
and its homogenization gives the final form of our potential
V(q1, q2) = q
−κ
1 v(iz) = q
−κ
1 P
(α,β)
r
(
i
q2
q1
)
. (5.8)
Notice that we obtain two-parameter family of potentials which satisfy all known neces-
sary integrability conditions. The role of parameters play p ∈ Z and κ ∈ N, see expres-
sions in (5.7).
5.2 Special class of integrable rational potentials
We can try to fix p and κ and use the directmethod in order to find additional first integral.
Condition r > 0, where r is given by (5.7) gives the following inequality for κ
κ >
2
p− 1.
For p = 1 and small k we made such experiments but without success. The situation
changes for p = 2 that gives r + 1 = κ − 1 i.e. r = κ − 2 for κ > 2 and α = β = 1/2. In
this case we have
P
( 12 ,
1
2 )
r (z) =
1
(r + 1)!
(
3
2
)
r
Ur(z)
where (x)r means the Pochhammer symbol, see e.g. formulae for Jacobi polynomials on
Wolfram page [15]. Here Ur is the Chebyshev polynomial of the second kind determined
by the following formula
Ur(z) =
[ r2 ]
∑
i=0
(−1)i(r − i)!(2z)r−2i
i!(r − 2i)! .
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Substitution z = iq2/q1 gives the following form
V(q1, q2) = q
−r−2
1 P
( 12 ,
1
2 )
r
(
i
q2
q1
)
=
C
q2r+21
[ r2 ]
∑
i=0
2−2i
(r − i)!
i!(r − 2i)! q
2i
1 q
r−2i
2
=
C
q2r+21 ρ
[(
ρ + q2
2
)r+1
+ (−1)r
(
ρ− q2
2
)r+1] (5.9)
where ρ =
√
q21 + q
2
2 and
C =
(
3
2
)
r
(ri)r
(r + 1)!
.
Such potentials have appeared in [3]. They can be written also as
Vn =
1
ρ
[(
ρ + q2
2
)n+1
+ (−1)n
(
ρ− q2
2
)n+1]
, (5.10)
for negative n = −r− 2.
Example 5.1 The first two non-trivial integrable rational potentials are following
V−3(q1, q2) = q−31 P
( 12 ,
1
2 )
1
(
i
q2
q1
)
=
q2
q41
,
V−4(q1, q2) = q−41 P
( 12 ,
1
2 )
2
(
i
q2
q1
)
=
q21 + 4q
2
2
q61
.
with the corresponding first integrals
I−3(q1, q2, p1, p2) = p1(q2p1 − q1p2) + q
2
1 + 4q
2
2
2q41
,
I−4(q1, q2, p1, p2) = p1(q2p1 − q1p2) + 4q2(q
2
1 + 2q
2
2)
q61
.
In papers [14, 3] authors shown that potential (5.10) is integrable for all n ∈ Z. The
first integral of the Hamiltonian systemwith potential (5.10) is the following
I(q1, q2, p1, p2) = p1(q2p1 − q1p2) + 1
2
q21Vn−1.
Failures of the direct search of additional first integrals for other small values of p and
κ suggests the non-integrability for p 6= 2. Since all known integrability conditions due
to variational equations are satisfied the only tool for proving the non-integrability are
higher order variational equations. It is known result that if the identity component of dif-
ferential Galois group of m-th order variational equations for some m ≥ 1 is non-Abelian,
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thenHamiltonian system is not integrable in the Liouville sense [11]. But the dimension of
homogeneous linear systems corresponding to higher order variational equations grows
very quicklywith growing m and determination of its differential Galois group becomes a
very hard problem. Thus in practice usually we look for logarithms in solutions of first as
well as higher order variational equations. In some cases one can prove that the presence
of logarithms in solutions of higher order variational equations of a certain degree m ≥ 1
implies that their differential Galois group has non-Abelian identity component and as re-
sult to prove strictly the non-integrability. This is the case when the first order variational
equations are the direct sum of Lamé equations [11, 8, 9] or when linear homogeneous
equations are completely reducible [1]. None of these cases holds for Hamiltonian sys-
tems governed for potentials of the form (5.8) but one can check for small p and κ that
for p 6= 2 logarithmic terms in solutions of higher order variational equations appear, in
contrary for p = 2, there is no such terms.
5.3 Example with k ∈ Z+ \ {0, 2}
In this section we consider homogeneous potentials of a positive degree. Similarly to the
previous case we assume that potential possessesmaximal number r + 1 of simple proper
Darboux points different from±i, and all eigenvalues λi for i = 1, . . . , r + 1 belong to first
item of table (1.13), i.e.,
λi ∈
{
p +
1
2
kp(p − 1) | p ∈ Z
}
.
so, we have
Λi := λi − 1 ∈ Lk, Lk :=
{
1
2
(p− 1)(kp + 2) | p ∈ Z
}
. (5.11)
Set Lk possesses only one negative element equal to −1, so to satisfy relation (5.4) we
must take at least two negative values, for example Λr = Λr+1 = −1 and Λi > 0 for
i = 1, . . . , r − 1. We assume also that Λ1 = Λ2 = . . . = Λr−1 = Λ = (p− 1)(kp + 2)/2,
then obviously
r− 1 = 1
2
(p− 1)(kp + 2). (5.12)
We can decompose quotient h(z)/g(z) as follows
h(z)
g(z)
=
1
Λ
r−1
∑
i=1
1
z− zi −
1
z− zr −
1
z− zr+1 =
1
Λ
r+1
∑
i=1
1
z− zi −
(
1+
1
Λ
)(
1
z− zr +
1
z− zr+1
)
,
where affine coordinates of Darboux points zr and zr+1 play role of parameters. Now
using (5.5) and (5.11) we obtain
h(z) =
1
Λ
g′(z)−
(
1+
1
Λ
)(
1
z− zr +
1
z− zr+1
)
g(z)
=
2
(p− 1)(2+ kp) g
′(z)− p(2+ k(p − 1))
(p− 1)(2+ kp)
(
1
z− zr +
1
z− zr+1
)
g(z).
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From definitions of g(z) and h(z) given in (4.5) we obtain second order differential equa-
tion
v′′(z) + p(z)v′(z) + q(z)v(z) = 0,
p(z) = − p(2− k + kp)
2(z− a) −
p(2− k + kp)
2(z− b) +
(1+ p)(2− 2k + kp)z
2(1+ z2)
,
q(z) =
k(2+ k(−1+ p))p(ab − z2)
2(z− a)(z− b)(1+ z2) ,
(5.13)
where a = zr and b = zr+1. Now we have to find its solutions which are polynomials of
degree r. This degree, for given p and k, is defined by equation (5.12). Substitution of the
expansion
v(z) =
r
∑
i=0
viz
i, vi ∈ C.
into (5.13) gives a system of homogeneous linear equations of dimension r + 1 on indefi-
nite coefficients vi for i = 0, . . . , r. This system reads
Av = 0, v = [v0, . . . , vr ]
T. (5.14)
Entries of matrix A depend on a and b. This system has a non-zero solution iff all minors
of A of degree r + 1 vanish. These conditions have the form of non-linear polynomial
equations for a and b. Among all solutions of these equations we choose those which give
as solution v(z) a polynomial of degree r. Then we calculate V(q1, q2) = q
k
1v(q2/q1). In
order to obtain a rational potential which is not a polynomial one, the number s = r − k
must be greater than zero. This gives the following condition on k and p
s = p +
k
2
(p− 2)(1+ p) > 0.
Thus, let us start our analysis for small k, and small |p|. For k = 1 and p ∈ {−2,−1, 0, 1}
there is no any non-trivial solution of (5.14). For p = 2, and p = −3, system (5.14) pos-
sesses non-trivial solutions with r + 1 = 4 proper Darboux points. But all obtained po-
tentials possess some multiple proper Darboux points or a = i or b = i. For p = 3 one
can find the following potential satisfying all assumptions
V = q−51 (147q
6
1 + 441q
4
1q
2
2 + 56q
2
1q
4
2 + 4q
6
2). (5.15)
Second order variational equations for this potential possess logarithmic terms that sug-
gests its non-integrability. But analysis of this case is not finished because equations on
unknowns a and b obtained from condition of vanishing of all minors of A of degree r + 1
are very complicated polynomials of a and b of degree 11. Thus, the problem of finding
all their solutions is very hard. Potential (5.15) is just one example corresponding to the
simplest solution of this system.
For k = 3 and p ∈ {−1, 0, 1} system (5.14) does not possesses solution which gives a
potentialwith required properties. For p = 2 obtained potentials of required degree r = 5
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have very complicated coefficients and verification if they possess all required properties
as well as their effective subsequent analysis seems to be impossible.
These examples show that the reconstruction of the potential from the given non-
trivial eigenvalues of Hessians at all proper Darboux points is very hard task. Further-
more, if we are lucky and we made this reconstruction effectively, then we obtain po-
tential that satisfies all known necessary integrability conditions but very often it is non-
integrable.
5.4 Potentials without proper Darboux points
Another problem is related to the integrability analysis of rational potentials without
proper Darboux points given in equation (4.28). For them we have no integrability ob-
structions. Thus at this moment the only tool that we have to our disposal is the direct
method of search of first integrals [5]. Such analysis for this class of potentialswas already
done. Namely, if we make canonical transformation
z1 = q2 − iq1, z2 = q2 + iq1, y1 = 1
2
(p2 + ip1), y2 =
1
2
(p2 − ip1),
then Hamiltonian
H =
1
2
(p21 + p
2
2) + c(q1 + iq2)
α(q1 − iq2)β, α + β = k, α, β ∈ Z, c ∈ C⋆
takes the form
H = 2y1y2 + cz
α
1z
β
2 . (5.16)
Integrability analysis for this class of Hamiltonian systems with not only integer but also
with rational α and β was already made in [10] and many integrable rational potentials
were found.
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