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Abstract
For the singular saddle-point problems with nonsymmetric positive definite (1, 1) block, we present a general
constraint preconditioning (GCP) iteration method based on a singular constraint preconditioner. Using
the properties of the Moore-Penrose inverse, the convergence properties of the GCP iteration method are
studied. In particular, for each of the two different choices of the (1, 1) block of the singular constraint
preconditioner, a detailed convergence condition is derived by analyzing the spectrum of the iteration matrix.
Numerical experiments are used to illustrate the theoretical results and examine the effectiveness of the GCP
iteration method. Moreover, the preconditioning effects of the singular constraint preconditioner for restarted
generalized minimum residual (GMRES) and quasi-minimal residual (QMR) methods are also tested.
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1. Introduction
Consider the following large, sparse singular saddle-point problems
Ax :=
(
W BT
−B 0
)(
u
v
)
=
(
f
g
)
= b, (1.1)
where W ∈ Rn×n is nonsymmetric positive definite and B ∈ Rm×n is rank deficient, i.e., rank(B) < m ≤ n,
b ∈ Rn+m is a given vector in the range of saddle-point matrix A ∈ R(n+m)×(n+m). Such kind of linear
systems arise in many application areas, such as computational fluid dynamics, computational genetics,
mixed finite element approximation of elliptic partial differential equations, constrained optimization, op-
timal control, weighted least-squares problems, electronic networks, computer graphics etc; see [1, 2, 3, 4]
and references therein.
When the saddle-point matrix A in (1.1) is nonsingular, which requires B being of full row rank, a
number of iteration methods and preconditioning techniques have been proposed to approximate the unique
solution of the nonsingular saddle-point problem (1.1); see [5, 6, 7, 8, 9, 10, 11] and references therein.
Within these results, the constraint preconditioner of the form
M =
(
P BT
−B 0
)
, (1.2)
with P being positive definite was widely analyzed; see [9, 12, 13, 14, 15]. Based on this preconditioner M ,
Golub and Wathen [14] studied the following basic iteration scheme
x(k+1) = x(k) +M−1(b −Ax(k)). (1.3)
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We call this scheme constraint preconditioning iteration method if M is chosen to be the nonsingular
constraint preconditioner (1.2). Let H and S be respectively the symmetric and the skew-symmetric parts
of matrix W , i.e.,
W = H + S, with H =
1
2
(W +WT ) and S =
1
2
(W −WT ).
The convergence properties of (1.3) were derived by Golub and Wathen [14] when matrix P in M is chosen
to be a multiple of the symmetric part of W , i.e., P = ωH with ω > 0. If W is not far from a symmetric
matrix (i.e., ‖S‖/‖H‖ is a small number), the preconditioner M with P = ωH is very efficient. However, as
can be expected, performance of this preconditioner with symmetric P deteriorates when W is essentially
nonsymmetric (‖S‖/‖H‖ ≈ 1 or larger). To overcome this deficiency, Botchev and Golub [12] proposed a
novel constraint preconditioner by choosing the (1, 1) block of (1.2) with
P =
1
ω
(I + ωLs)(I + ωUs), (1.4)
where ω > 0, Ls and Us are, respectively, lower and upper triangular parts of the matrix S satisfying
Ls +Us = S and Us = −L
T
s . The preconditioner M with the new choice of P used for the iteration scheme
(1.3) was proved to be efficient and robust for solving nonsingular saddle-point problems (1.1) with W being
nonsymmetric. Moreover, as a preconditioner, it also can improve the convergence rate of GMRES method.
When B is rank deficient, both of the saddle-point matrix A in (1.1) and the constraint preconditioner
M in (1.2) are singular. The linear systems (1.1) are called as singular saddle-point problems. Some authors
have studied iterative methods or preconditioners for this kind of singular problems and obtained many
important and interesting results; see [3, 4, 16, 17, 18, 19, 20]. Owing to the singularity of matrix M ,
iteration scheme (1.3) can not be used to solve singular saddle-point problems (1.1). In 2008, Cao [21]
proposed an iteration scheme by replacing M−1 with M † in (1.3) to solve general singular linear systems
Ax = b, that is
x(k+1) = x(k) +M †(b−Ax(k)), (1.5)
where M is a singular matrix depending on the coefficient matrix A, M † is the Moore-Penrose inverse of
matrix M satisfying the following Moore-Penrose equations:
MM †M =M, (M †M)∗ =M †M, (MM †)∗ =MM †, M †MM † =M †. (1.6)
Iteration scheme (1.5) was used later to solve the range-Hermitian singular linear systems by Zhang and
Wei in [22], the numerical efficiencies of this method were also verified. We call iteration scheme (1.5) the
general constraint preconditioning (GCP) iteration method if M is a singular constraint preconditioner of
the form (1.2).
In this work, we are especially interested in the case that matrix B is rank deficient, which means the
saddle-point matrix A in (1.1) and the constraint preconditionerM in (1.2) are both singular. We use GCP
iteration method (1.5) to solve the singular saddle-point problems (1.1). The remainder part of this work is
organized as follows. In Section 2, we give the convergence properties of GCP iteration method (1.5) with
M being of the form (1.2) and P being any positive definite matrix. For each of the two different choices
of the matrix P , i.e., P = ωH and P = (1/ω)(I + ωLs)(I + ωUs), a detailed condition that guarantees the
convergence of the GCP iteration method is derived in Section 3. In Section 4, numerical results show that
the GCP iteration method (1.5), no matter as a solver or as a preconditioner for GMRES(10) and QMR
methods, is robust and efficient. Finally in Section 5, we end this work with a brief conclusion.
2. Convergence properties
In this section, we analyze the convergence properties of the GCP iteration method (1.5) with M being
defined in (1.2) and P being positive definite (maybe not symmetric). First, we present the following
convergence result of iteration scheme (1.5) with any singular matrix M :
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Lemma 2.1 [21] Iteration scheme (1.5) is convergent if and only if the following three conditions are
fulfilled:
1. null (M †A) = null (A);
2. index (I − T ) = 1, or equivalently, rank (I − T ) =rank ((I − T )2), where T := I −M †A is the iteration
matrix of (1.5);
3. γ(T ) = max{|λ| : λ ∈ σ(T )\{1}} < 1, where σ(T ) is the spectral set of matrix T .
In the following subsections, we analyze the convergence properties of GCP iteration method (1.5), i.e.,
M is singular matrix of the form (1.2), according to the three conditions of Lemma 2.1.
2.1. The first condition of Lemma 2.1
For any x ∈ Rn+m satisfying MM †Ax = 0, we have M †Ax = M †(MM †Ax) = 0, which gives
null(MM †A) ⊆ null(M †A). Since null(MM †A) ⊇ null(M †A) is obvious, we can obtain that
null(MM †A) = null(M †A). (2.1)
From the definition of Moore-Penrose inverse, matrix M † can be written as [18]:
M † =
(
P−1 − P−1BTE†BP−1 −P−1BTE†
E†BP−1 E†
)
, (2.2)
where E = BP−1BT . Owing to EE†B = E†EB = B [18], it follows that
MM † =
(
I 0
0 EE†
)
and
MM †A =
(
I 0
0 EE†
)(
W BT
−B 0
)
=
(
W BT
−EE†B 0
)
= A. (2.3)
Thus, using (2.1) and (2.3), we finally obtain that null(M †A) = null(MM †A) = null(A).
2.2. The second condition of Lemma 2.1
Since T = I −M †A, the second condition of Lemma 2.1 holds if null((M †A)2) = null(M †A). Owing to
null((M †A)2) ⊇ null(M †A), we only need to prove null((M †A)2) ⊆ null(M †A) in the following.
From (2.2), matrix M †A can be written as
M †A =
(
P−1W − P−1BTE†BP−1W + P−1BTE†B 0
E†BP−1W − E†B E†E
)
. (2.4)
Let x =
(
xT1 , x
T
2
)T
∈ Rn+m, with x1 ∈ R
n and x2 ∈ R
m, satisfying (M †A)2x = 0. Denote
M †Ax =
( (
P−1W − P−1BTE†BP−1W + P−1BTE†B
)
x1
E†BP−1Wx1 − E
†Bx1 + E
†Ex2
)
=:
(
y1
y2
)
= y. (2.5)
In the following, we prove M †Ax = y = 0. Using M †Ay = (M †A)2x = 0 and null(M †A) = null(A) gives
Ay = 0, i.e.,
Wy1 + B
T y2 = 0 and −By1 = 0. (2.6)
Since W is nonsingular, solving y1 from the first equality of (2.6) and taking it into the second equality, we
have BW−1BT y2 = 0. Hence, it follows that
(BT y2)
TW−1(BT y2) = y
T
2 (BW
−1BT y2) = 0.
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Owing to the positive definiteness of matrix W−1, we further obtain that BT y2 = 0. Taking it into the first
equality of (2.6) and noticing that W is nonsingular, we first get y1 = 0.
From (2.5), we have with E = BP−1BT and EE†B = B that
0 = By1 = BP
−1Wx1 −BP
−1BTE†BP−1Wx1 +BP
−1BTE†Bx1 = Bx1.
Thus, vector y2 in (2.5) can be written as
y2 = E
†BP−1Wx1 + E
†Ex2.
Using BT y2 = 0 and B
TE†E = (E†EB)T = BT gives
0 = E†BP−1(BT y2) =E
†BP−1(BTE†BP−1Wx1 +B
TE†Ex2)
=E†BP−1(BTE†BP−1Wx1 +B
Tx2)
=E†BP−1Wx1 + E
†Ex2 = y2.
Therefore, we obtain y = (yT1 , y
T
2 )
T = 0. The GCP iteration method (1.5) satisfies the second condition of
Lemma 2.1.
2.3. The third condition of Lemma 2.1
From (2.4), we have
I −M †A =
(
X(P −W ) 0
−E†BP−1W + E†B I − E†E
)
, (2.7)
where X = P−1 − P−1BTE†BP−1. Let the singular value decomposition of E be
E = U
(
Σ 0
0 0
)
V T ,
where U and V are two orthogonal matrices. Then, the (2, 2) block of matrix I −M †A in (2.7) becomes
I − E†E = I − V
(
Σ−1 0
0 0
)
UTU
(
Σ 0
0 0
)
V T = V
(
0 0
0 I
)
V T .
Hence, matrix I − E†E only has two different eigenvalues, which are 0 and 1. Therefore, we have
γ(I −M †A) = γ(X(P −W )).
Using Lemma 2.1, we summarize this section with the following convergence result of GCP iteration
method (1.5).
Theorem 2.2 For the singular saddle-point problems (1.1), let matrices W and B be positive definite and
rank deficient, respectively. Then, the GCP iteration scheme (1.5), with M defined in (1.2) and P being
positive definite, is convergent if and only if
γ(X(P −W )) < 1,
where X = P−1 − P−1BTE†BP−1.
3. The choices of matrix P
In this section, based on the two different choices of submatrix P of singular constraint preconditioner
M , we further analyze the convergence properties of the GCP iteration methods (1.5).
4
3.1. Symmetric submatrix P
In this subsection, we suppose that P is symmetric positive definite. Thus, X(P −W ) is similar to
P 1/2X(P −W )P−1/2 = P 1/2XP 1/2
(
I − P−1/2WP−1/2
)
. (3.1)
For the matrix P 1/2XP 1/2, we have the following properties:
Lemma 3.1 Let P be symmetric positive definite. Then, the n × n real matrix P 1/2XP 1/2 is symmetric,
which has n− rank(B) eigenvalues λ = 1 and rank(B) eigenvalues λ = 0.
Proof. The symmetry of P 1/2XP 1/2 is obvious, we only need to prove the remainder part of this lemma.
Using the definition of matrix X gives
P 1/2XP 1/2 = I − P−1/2BTE†BP−1/2. (3.2)
Since E = BP−1BT and E†EE† = E†, it follows
(P−1/2BTE†BP−1/2)2 = P−1/2BTE†BP−1/2,
which means P−1/2BTE†BP−1/2 is a projection matrix. Hence, from (3.2), matrix P 1/2XP 1/2 is also a
projection. The eigenvalues of symmetric matrix P 1/2XP 1/2 are 0 or 1.
Denoting G = BP−1/2, matrix P−1/2BTE†BP−1/2 can be rewritten as
P−1/2BTE†BP−1/2 = GT (GGT )†G. (3.3)
Since rank(G) = rank(B), it follows that
rank(GT (GGT )†G) ≤ rank(G) = rank(B) (3.4)
and
rank(GT (GGT )†G) ≥ rank(GGT (GGT )†GGT ) = rank(GGT ) = rank(G) = rank(B). (3.5)
Combining (3.4) and (3.5) and using (3.3), we have
rank(P−1/2BTE†BP−1/2) = rank(GT (GGT )†G) = rank(B).
Inasmuch as P−1/2BTE†BP−1/2 is a projection matrix, it has rank(B) eigenvalues λ = 1 and n− rank(B)
eigenvalues λ = 0. Using (3.2), we finally obtain that matrix P 1/2XP 1/2 has n− rank(B) eigenvalues λ = 1
and rank(B) eigenvalues λ = 0. ✷
When the symmetric part of W is dominant, a particular choice of P is P = ωH , where ω is a real and
positive constant and H is the symmetric part of W . From Lemma 3.1, there exists an orthogonal matrix
Q, such that
P 1/2XP 1/2 = Q
(
Ir 0
0 0
)
QT , with r = n− rank(B).
Hence, the eigenvalues of P 1/2XP 1/2
(
I − P−1/2WP−1/2
)
in (3.1) are the eigenvalues of(
Ir 0
0 0
)
QT
(
I − P−1/2WP−1/2
)
Q. (3.6)
In other words, the nonzero eigenvalues of the matrix P 1/2XP 1/2
(
I − P−1/2WP−1/2
)
are the eigenvalues
of the r × r leading principle submatrix of
QT
(
I − P−1/2WP−1/2
)
Q =
(
1−
1
ω
)
I −
1
ω
QTH−1/2SH−1/2Q. (3.7)
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Let i denote the imaginary unit, then matrix iQTH−1/2SH−1/2Q is Hermitian. From the interlace theorem
[23, 24], the eigenvalues iη of the r × r leading principle submatrix of QTH−1/2SH−1/2Q satisfy
|η| ≤ ρ(QTH−1/2SH−1/2Q) = ρ(H−1/2SH−1/2),
where ρ(·) denotes the spectral radius of a matrix. Since QTH−1/2SH−1/2Q is skew-symmetric, the r × r
leading principle submatrix of (3.7) is of the form (1− 1/ω) I − (1/ω)K with K = −KT . Hence, the
eigenvalues of the r × r leading principle submatrix of (3.7) are of the form 1 − 1/ω − iη/ω satisfying
|η| ≤ ρ(H−1/2SH−1/2).
Therefore, the eigenvalues of matrix P 1/2XP 1/2(I − P−1/2WP−1/2) (or X(P −W )) with P = ωH are
either zero or else are of the form 1− 1/ω− iη/ω with η ∈ R and |η| ≤ ρ(H−1/2SH−1/2). We finally obtain
that
γ(X(P −W )) ≤
1
ω
(
(ω − 1)2 + ρ
(
H−1/2SH−1/2
)2)1/2
.
Now, using Theorem 2.2, the following convergence result is obtained.
Theorem 3.2 For the singular saddle-point problems (1.1), let matrices W and B be positive definite and
rank deficient, respectively. Then, the GCP iteration scheme (1.5), with M defined in (1.2) and P = ωH,
is convergent if
ω >
1
2
(
1 + ρ
(
H−1/2SH−1/2
)2)
.
3.2. Non-symmetric submatrix P
In this subsection, we analyze the convergence properties of the GCP iteration method (1.5) with M
defined in (1.2) and P defined in (1.4).
First, we give the following property of matrix P :
Lemma 3.3 [12] The matrix P in (1.4) is positive definite if and only if ω < 1/‖Ls‖2.
In the remainder of this subsection, we suppose that ω < 1/‖Ls‖2, i.e., matrix P in (1.4) is positive
definite. From Theorem 2.2, the analysis of convergence properties of iteration scheme (1.5) is reduced to
estimate the pseudospectral radius γ(X(P −W )). Let PH be the symmetric part of matrix P in (1.4), we
can bound γ(X(P −W )) as
γ(X(P −W )) = γ
(
P
1/2
H X(P −W )P
−1/2
H
)
≤
∥∥∥P 1/2H XP 1/2H ∥∥∥
2
·
∥∥∥P−1/2H (P −W )P−1/2H ∥∥∥
2
. (3.8)
Denote
Xδ = P
−1 − P−1BTET (EET + δ2I)−1BP−1.
It is easy to verify that X = limδ→0Xδ, since E
† = limδ→0 E
T (EET +δ2I)−1 [25]. From Sherman-Morrison-
Woodbury formula [23], matrix Xδ can be rewritten as
Xδ =
(
P +
1
δ2
BTETB
)−1
. (3.9)
Let PS be the skew-symmetric part of matrix P in (1.4), it follows that
P
1/2
H XδP
1/2
H =
(
I + P˜S +
1
δ2
LTP−TL
)−1
,
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where P˜S = P
−1/2
H PSP
−1/2
H is a skew-symmetric matrix and L = B
TBP
−1/2
H . Simple calculation gives∥∥∥P 1/2H XδP 1/2H ∥∥∥2
2
= max
‖x‖2=1
1(
(I + P˜S +
1
δ2L
TP−TL)x, (I + P˜S +
1
δ2L
TP−TL)x
)
≤
1
1 +
1
δ2
min
‖x‖2=1
(
LT (P−T + P−1)Lx, x
)
+
∥∥∥∥(P˜S + 1δ2LTP−TL
)
x
∥∥∥∥2
2
.
(3.10)
Since P is positive definite,
(
LT (P−T + P−1)Lx, x
)
≥ 0, which gives from (3.10) that ‖P
1/2
H XδP
1/2
H ‖2 ≤ 1.
Let δ → 0, we have∥∥∥P 1/2H XP 1/2H ∥∥∥
2
= lim
δ→0
∥∥∥P 1/2H XδP 1/2H ∥∥∥
2
≤ 1. (3.11)
In the following, we estimate ‖P
−1/2
H (P −W )P
−1/2
H ‖2. Inasmuch as P −W = PH −H is symmetric, it
follows∥∥∥P−1/2H (P −W )P−1/2H ∥∥∥
2
=
∥∥∥I − P−1/2H HP−1/2H ∥∥∥
2
= ρ
(
I − P
−1/2
H HP
−1/2
H
)
. (3.12)
Since matrix H is symmetric positive definite, the eigenvalues of I − P
−1/2
H HP
−1/2
H are inside the interval
(−1, 1) if and only if
2(PHx, x) > (Hx, x), ∀ x ∈ R
n and x 6= 0,
or, say 2PH −H = (2/ω)I − 2ωLsL
T
s −H is positive definite. Let λmax(H) be the maximum eigenvalue of
matrix H . Note that λmax(LsL
T
s ) = ‖Ls‖
2
2, matrix 2PH −H is positive definite if
2
ω
− 2ω‖Ls‖
2
2 − λmax(H) > 0. (3.13)
Since ω > 0, inequality (3.13) holds if and only if
0 < ω <
−λmax(H) +
√
λmax(H)2 + 16‖Ls‖22
4‖Ls‖22
. (3.14)
Therefore, under condition (3.14), we obtain from (3.12) that∥∥∥P−1/2H (P −W )P−1/2H ∥∥∥
2
< 1. (3.15)
Combining (3.8), (3.11) and (3.15), we know that γ(X(P −W )) < 1 if ω satisfies condition (3.14). Recall
Theorem 2.2, the convergence of GCP iteration scheme (1.5) can be established if we have another condition,
i.e., matrix P is positive definite. Therefore, using Lemma 3.3 and noticing that
−λmax(H) +
√
λmax(H)2 + 16‖Ls‖22
4‖Ls‖22
≤
1
‖Ls‖2
,
we finally derive the following convergence results of GCP iteration scheme (1.5):
Theorem 3.4 For the singular saddle-point problems (1.1), let matrices W and B be positive definite and
rank deficient, respectively. Then, the GCP iteration scheme (1.5), with M defined in (1.2) and P =
(1/ω)(I + ωLs)(I + ωUs), is convergent if
0 < ω <
−λmax(H) +
√
λmax(H)2 + 16‖Ls‖22
4‖Ls‖22
.
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4. Numerical experiments
In this section, we assess the feasibility and robustness of the GCP iteration method (1.5) with matrixM
being defined in (1.2) and P being positive definite. In addition, the preconditioning effects of the singular
constraint preconditioners M for GMRES(10) and QMR methods will also be tested.
Consider the linearized version of the steady-state Navier-Stokes equations, i.e., the Oseen equations of
the following form{
− ν∆u+ (w · ∇)u+∇p = f, in Ω,
−∇ · u = 0, in Ω,
(4.1)
where Ω is an open bounded domain in R2, vector u represents the velocity in Ω, function p represents
pressure, and the scalar ν > 0 is the viscosity constant. The test problem is a leaky-lid driven cavity
problem in square domain Ω = (0, 1) × (0, 1) with the wind field w = (a(x, y), b(x, y))T being chosen as
a(x, y) = 8x(x − 1)(1 − 2y) and b(x, y) = 8y(2x − 1)(y − 1). The boundary conditions are u = (0, 0)T on
the three fixed walls (x = 0, y = 0, x = 1), and u = (1, 0)T on the moving wall (y = 1).
Dividing Ω into a uniform l × l grid with mesh size h = 1/l and discretizing (4.1) by the ”marker and
cell” (MAC) finite difference scheme [26, 27], the singular saddle-point system (1.1) is obtained, where
W =
(
F1 0
0 F2
)
∈ R2l(l−1)×2l(l−1), B = (B1, B2) ∈ R
l2×2l(l−1),
and
Fi = νAi +Ni ∈ R
l(l−1)×l(l−1), i = 1, 2.
The coefficient matrix A of (1.1) has the following properties: W is nonsymmetric and positive definite,
rank(B) = l2 − 1, thus A is singular.
Table 1: Choices of the preconditioner M
Case no. Preconditioner M
I M defined in (1.2) with P = ωH
II M defined in (1.2) with P = (1/ω)(I + ωLs)(I + ωUs)
III Mb defined in (4.2) with P = ωH
IV Mb defined in (4.2) with P = (1/ω)(I + ωLs)(I + ωUs)
V Mt defined in (4.3) with P = ωH
VI Mt defined in (4.3) with P = (1/ω)(I + ωLs)(I + ωUs)
The efficiency of iteration scheme (1.5) will be tested by comparing its iteration steps (denoted as IT),
elapsed CPU time in seconds (denoted as CPU) with those of the iteration scheme (1.3). For iteration
scheme (1.5), besides the singular constraint preconditioners M defined in (1.2) with P = ωH and P =
(1/ω)(I + ωLs)(I + ωUs), we choose another kind of singular block diagonal preconditioners as
Mb =
(
P 0
0 BP−1BT
)
. (4.2)
For iteration scheme (1.3), the following nonsingular block triangular preconditioners will be tested [27]:
Mt =
(
P BT
0 1νh
2I
)
. (4.3)
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The matrix P in each of the preconditioners (4.2) and (4.3) is also chosen to be P = ωH and P =
(1/ω)(I + ωLs)(I + ωUs), respectively. The detailed test cases can be seen in Table 1.
In the implementations, the iteration methods are started from zero vector and terminated once the
current iterate x(k) satisfies
RES =
‖b−Ax(k)‖2
‖b‖2
< 10−6. (4.4)
In addition, all codes were run in MATLAB [version 7.10.0.499 (R2010a)] in double precision and all exper-
iments were performed on a personal computer with 3.10GHz central processing unit [Intel(R) Core(TM)
Duo i5-2400] and 3.16G memory.
For the parameters ω in matrices P , we choose the experimentally found optimal ones, which result in the
least iteration steps for iteration schemes (1.3), (1.5) and preconditioned GMRES(10) and QMR methods;
see Tables 2, 3 and 4. The sign ”−” in the three tables is used to denote that the methods do not converge
within ITmax = 5000 iteration steps for any ω ∈ (0, 2000]. Numerical experiments are performed for the two
choices of viscosity constant, i.e., ν = 0.1 and ν = 0.001. For large viscosity constant ν = 0.1, submatrix
W is not far from a symmetric matrix since ‖S‖2/‖H‖2 ≈ 0.1272 for l = 16 and 0.0703 for l = 32. Hence,
P = ωH should be a better choice than P = (1/ω)(I +ωLs)(I +ωUs) for constraint preconditioner M . For
small viscosity constant ν = 0.001, simple calculation gives ‖S‖2/‖H‖2 ≈ 12.7235 for l = 16 and 7.0337 for
l = 32, which means W is an essentially nonsymmetric matrix. Constraint preconditioner M of the form
(1.2) with P = (1/ω)(I + ωLs)(I + ωUs) should be a better choice no matter for GCP iteration method
(1.5) or for preconditioned GMRES(10) and QMR methods.
Table 2: Numerical results for iteration schemes (1.3) and (1.5)
l = 16 l = 32
Case no. ω IT CPU ω IT CPU
ν = 0.1 I 1.00 11 0.0312 1.00 8 0.8580
II 0.98 89 0.0468 0.99 249 1.3884
III − − − − − −
IV − − − − − −
V − − − − − −
VI − − − − − −
ν = 0.001 I − − − − − −
II 0.08 202 0.0624 0.16 298 1.5132
III − − − − − −
IV − − − − − −
V − − − − − −
VI − − − − − −
In Table 2, besides the experimentally found optimal values of parameter ω, we list the iteration steps
and elapsed CPU times for iteration schemes (1.5) and (1.3) with the six choices of M presented in Table
1. From the numerical results, we see that for large viscosity constant ν = 0.1, the four methods including
iteration scheme (1.5) with M defined by Cases III and IV, and iteration scheme (1.3) with M defined
by Cases V and VI, do not achieve the stop criterion (4.4) within ITmax = 5000 iteration steps for any
ω ∈ (0, 2000]. The GCP iteration method (1.5) with M being defined by Case I uses less iteration steps and
CPU times to compute a satisfactory solution than the method with M being defined by Case II. For small
viscosity constant ν = 0.001, matrix W is essentially nonsymmetric, only the GCP iteration method (1.5)
with M being defined by Case II can obtain a satisfactory solution. These numerical results are consistent
with our conjecture made in the last paragraph, and also verify the robustness of the GCP iteration method.
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Table 3: Numerical results for preconditioned GMRES(10) methods
l = 16 l = 32
Case no. ω IT CPU ω IT CPU
ν = 0.1 I 1.50 14 0.0156 1.61 22 0.2340
II 0.63 34 0.0468 0.64 63 0.5148
III 0.03 29 0.0312 0.02 30 0.4524
IV 0.02 49 0.0624 0.02 110 0.5772
V 0.01 87 0.0468 0.02 695 0.7956
VI − − − − − −
ν = 0.001 I 26.40 748 0.4056 28.62 1340 1.6536
II 0.04 118 0.0780 0.05 700 0.7644
III 0.04 1846 0.9984 0.02 4647 4.5552
IV 0.06 229 0.2028 0.10 851 1.9968
V 0.02 953 0.5148 0.01 1851 1.9188
VI − − − − − −
Table 4: Numerical results for preconditioned QMR methods
l = 16 l = 32
Case no. ω IT CPU ω IT CPU
ν = 0.1 I 1.52 11 0.0624 1.59 13 0.3432
II 0.60 35 0.0936 0.63 68 0.5928
III 2.12 31 0.0936 2.11 36 0.6084
IV 1.00 89 0.0780 0.99 183 0.5460
V 1.26 47 0.0624 1.11 69 0.5340
VI 0.90 385 0.1404 0.85 1420 1.0296
ν = 0.001 I 24.10 276 0.6084 21.60 486 10.0777
II 0.06 142 0.1560 0.05 294 0.6864
III − − − − − −
IV 0.09 217 0.6240 0.11 340 1.9344
V 28.35 652 0.4836 25.67 1411 9.0169
VI 0.02 871 0.3120 0.04 3852 3.2448
To solve the singular saddle-point problems (1.1), we also use each of the choices of matrix M in Table 1
as an preconditioner to accelerate GMRES(10) and QMR methods, respectively. The experimentally found
optimal values of parameter ω, iteration steps, elapsed CPU times of the preconditioned GMRES(10) and
QMR methods are listed in Tables 3 and 4. Numerical results in the two tables show that the preconditioning
effects of singular constraint preconditioner M defined in (1.2) with P = ωH (i.e., the Case I in Table 1),
no matter for GMRES(10) method or for QMR method, are the best for the case ν = 0.1. For the
case ν = 0.001, GMRES(10) method preconditioned by singular constraint preconditioner M with P =
(1/ω)(I+ωLs)(I+ωUs) (i.e., the Case II in Table 1) costs the least iteration steps and CPU times comparing
with other five preconditioned GMRES(10) methods, so do the preconditioned QMR methods. Hence, the
singular constraint preconditioners M are efficient and robust for accelerating the convergence rates of
GMRES(10) and QMR methods.
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5. Conclusion
We present a general constraint preconditioning (GCP) iteration method, i.e., iteration scheme (1.5)
with matrix M being of the form (1.2) and the (1, 1) block of M being positive definite, for solving the
singular saddle-point problems (1.1). The convergence properties of the GCP iteration method are carefully
studied and two different choices of the (1, 1) block of matrix M are also discussed. Theoretical analysis
shows that, under suitable conditions, the GCP iteration method is convergent for any initial guess x(0).
Recently, based on the Hermitian and skew-Hermitian splitting (HSS) preconditioner [16, 28], Zhang
et al. [29] proposed an efficient HSS-based constraint preconditioner M of the form (1.2), in which P is
chosen to be the HSS preconditioner of W , to solve nonsingular saddle-point problems (1.1). How about
the efficiency of the HSS-based constraint preconditioner used for solving singular saddle-point problems,
which may be studied in our future.
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