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AN EXPERIMENTAL COMPARISON OF VISUAL AND STATISTICAL ANALYSES
Stevie A. Collini, Ph.D.
Western Michigan University, 2019
Visual analysis is the favored method for analyzing single-subject research data in more
traditional behavior analysis programs of study; however, some critics of the practice argue that
it should not be the only method used to analyze data given the previous research demonstrating
significant inconsistencies in conclusions drawn based on the practice (Bulté & Onghena, 2012;
Campbell & Herzinger, 2010; Kazdin, 2011). Supporters of statistical analysis have argued that
although statistical analyses are not free from subjectivity and bias, the decision-making
processes and criteria are more straightforward than those offered by the complexities involved
in visual analysis (Kazdin, 2011). It is therefore of interest to identify a statistical analysis that
parallels the procedural steps of visual analysis to add to the credibility and generalizability of
single-case design research results. The key to complementing visual analysis results with a
statistical analysis is in choosing an appropriate analysis that intends to answer the same
questions as that of the visual analysis (Huitema, 2004; Huitema, McKean, & Laraway, 2008).
The purpose of the current research study was to identify ways to improve upon the consistency
of results produced through visual analysis through training and the use of a checklist, identify
specific characteristics of the data and study designs that may influence consistency in results
produced through visual analysis, and determine the relationship between the results of a specific
type of statistical analysis and results provided by trained visual analysts. A randomized group

design was used to compare the consistency of visual analysis results produced by participants
randomly assigned to one the following three conditions: (a) training and assessment with
checklist; (b) training and assessment with no checklist; and (c) control group (no training and no
checklist). The results of the study indicate that training increases consistency of visual analysis
results produced by novice raters, but that no additional benefit was demonstrated by adding the
checklist. The results also demonstrate that graph type significantly affects consistency of
ratings, and that the H-M regression analysis supports the results produced through visual
analysis. Despite the limitations associated with the current research study, the findings shed
light on many future areas of research that will continue to aid in increasing the credibility and
generalizability of single-subject research results and visual analysis as a way to draw sound
conclusions.
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INTRODUCTION
Assessment, experimental design, and data evaluation are the three main components of
any research project; they work in sequence with one another to allow researchers to draw
inferences and judgments regarding the effectiveness of interventions (Kazdin, 2011). Once the
dependent variable has been adequately assessed and the intervention has been tested using the
appropriate experimental design, the analysis and evaluation of the data is the next step in the
research process. The purpose of single-case experimental design research is to test conceptual
theory and identify and validate effective interventions (Horner et al., 2005); therefore, it is the
investigator’s responsibility to effectively analyze the data to determine whether a change in the
target behavior has occurred because of the imposed intervention (Barker, McCarthy, Jones, &
Moran, 2011). The purpose of data evaluation is to draw inferences about the observed changes
in the target behavior; more specifically, to determine whether these changes are reliable, and
whether they are important (Kazdin, 2011).
Kratochwill (1978) stated that such data evaluation can be accomplished in one of two
ways in an interrupted time series design. The first is to plot the data graphically and visually
judge the effect of the intervention. This is the more traditional approach favored in applied
behavior analysis, education, clinical settings, and in sport and exercise contexts where singlesubject research studies are regularly conducted (Bailey & Burch, 2002; Barker et al., 2011;
Richards, Taylor, Ramasamy, & Richards, 1999). The emphasis in visual analysis is placed on
physically seeing an effect in the graphed data, not reading, deducing or deriving an effect but
actually visually seeing and quickly identifying the existence of an effect (Parsonson & Baer,
1992). On the other hand, data from these single-subject designs can also be examined using one
of several inferential statistical tests. Kratochwill added that both methods, although different in
1

practice, are statistical in nature given that both methods utilize common statistical concepts such
as variability, overlap, and count to make inferences about the data. The underlying rationale for
all data evaluation, whether it is statistical or visual in nature, is to reduce the probability of
concluding that an intervention effect exists when in fact one does not (committing a Type I
error), while also ensuring a low probability of concluding that the intervention has had no effect
on the dependent variable, when in reality it has (committing a Type II error) (Kazdin, 2011).
There has been debate over the proper analysis of single-case research designs almost
from the inception of applied behavior analysis, with statistical analysis receiving more attention
since the 1970s (Parsonson & Baer, 1992). The use of statistical analysis in applied behavior
analysis research has been met with strong opposition from the founders of the field (Sidman,
1960; Skinner, 1958). As Skinner (1958) stated, behavioral scientists need to keep in close
contact with the data and observe changes in real time; his concern was that statistical analysis is
too far removed from the organism of study. A common view shared by many proponents of
visual analysis is that when the effect is so large as to “hit the researcher between the eyes” there
is no need for statistical inference—the output of the analysis and subsequent p-values are
superfluous; statistical techniques are not needed to “state the obvious” (Bulté & Onghena, 2012,
p. 112). More specifically, Parsonson and Baer (1978) argued that:
Persons confronted with graphed operant data […] can perform their own data
analysis and reach their own conclusions, because the details necessary to do so
have not been obscured, coalesced, or dissolved via mediation by computer or
statistical tables. By contrast, the statistical analysis of the significance of the
controlling effect of experimenter-imposed variables is a post hoc process; thus, it
is not a parallel to ongoing graphic analysis and responsive experimental
procedures. (pp. 109-110)
Parsonson and Baer (1992) added to this argument, addressing potential issues with the
theoretical underpinnings of statistical analysis by stating:
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The theoretical premises underlying the defensible use of statistical analysis are
numerous, complex, diverse, and frequently arcane to the majority of their users.
Thus, statistical analysis users find themselves relying on techniques subject to
apparently endless debate about their suitability for given problems–a debate
accessible to only a small minority of the users. (p. 16)
Parsonson and Baer (1992) argued that there are two camps of individuals. First, those
who seek a false sense of objectivity in analysis through the use of statistics, and who the authors
argue use many personal judgments to determine the model best suited to answer the question
presented in the research. Second, those who use personal judgment that can be corroborated by
other researchers, under the condition that all involved have access to the same set of data. This
second camp of individuals, using a shared visual technique, avoids any decision being made for
the researcher based on difficult to understand transformations and reductions of said data. In
addition, many argue that visual analysis is relatively easy and inexpensive to use when
compared to other more technical statistical analyses (Barker et al., 2011).
Although these arguments have significantly shaped the field, there is something to be
said for the utility of statistical analysis. The issue comes to bear when visual analysis does not
reveal an obvious result. As applied behavior analysis continues to expand and the number of
disciplines using single-subject research methodologies increases, researchers are using the
methodologies in more complex environments with more variables, causing data interpretation to
become more convoluted. In these instances, even those who are supporters of visual analysis see
the need for additional support in drawing conclusions regarding the effectiveness of
interventions in such complex environments (Bulté & Onghena, 2012).
Visual analysis tends to be highly favored in more traditional behavior analysis programs
of study; however, some critics of the practice argue that it should not be the only method used
to analyze data since visual inspection is simply a subjective strategy done by the human eye,
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which is known to be prone to bias of human perception and contaminated by individual
differences (Barker et al., 2011). Supporters of statistical analysis have argued that although
statistical analyses are not free from subjectivity and bias, the decision-making processes and
criteria are more straightforward than those offered by the complexities involved in visual
analysis (Kazdin, 2011). For instance, if two researchers applied the same statistical analysis
routine to the same set of data, they should reach the same conclusion regarding the intervention
(significant or not), in every instance (Kazdin, 2011). The error associated with the subjectivity
of visual analysis is compounded by the fact that there are no rigorous criteria or agreed upon
standards for conducting the visual analysis. Not only has this lack of consistency in guidelines
for drawing causation and generalization inferences from the data prevented the methodology
from being widely applied and accepted outside the field of behavior analysis (Kennedy, 1979),
it has led to a lack of consistency in judgments made by experts when assessing treatment effects
(DeProspero & Cohen, 1979; Kazdin, 2011).
The value in both visual analysis and statistical analysis has been presented clearly in the
literature to date (Campbell & Herzinger, 2010; Huitema, 1986). This idea of complementing
visual analysis with an appropriate statistical analysis is being emphasized as an aspirational
methodological standard in single-case research designs in areas such as developmental
disabilities research (Ganz & Ayres, 2018). When used correctly, statistical analysis of singlesubject designs can have many benefits. First, providing statistical analysis can increase the
credibility of the inferences drawn from this research throughout the scientific community
(Huitema, 1986). Using statistics in addition to visual analysis can increase the chance of
publication or receiving a grant because formal statistical analyses are required by many journals
and funding agencies. Furthermore, without statistical analyses, research findings will likely be
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ignored in meta-analytic studies (Brossart, Parker, Olson, & Mahadevan, 2006; Huitema, 1986,
2011). It is often these cumulative findings of a body of research (meta-analyses) rather than
specific results of individual studies that guide research, practice, and legislation (Campbell &
Herzinger, 2010). Beretvas and Chung (2008) echo the notion that meta-analysis is needed in
single-subject experimental research by stating that:
In addition to the parsimony associated with use of quantitative meta-analysis, the
current climate of evidence-based practice also heralds a renewed focus on
methods used in meta-analyzed single subject experimental design results. A
statistical analysis would provide potentially more objective summary of studies’
results through the use of meta-analytic procedures. (p. 129)
The need for statistical techniques to be used for this purpose cannot be overstated (Campbell &
Herzinger, 2010).
Despite the continuing support for visual analysis as the chosen data analysis technique in
applied behavior analysis, more needs to be done to fully understand the underlying components
of adequate visual analyses. One purpose of the proposed research is to identify the properties of
graphed data that lead to unreliable evaluations of experimental outcomes.
Visual Analysis
Parsonson and Baer (1978) stated that the demonstration of reliable control, or the
presence of a treatment effect, is achieved by showing, graphically, that visible, reliable changes
in the plotted responses are correlated with the repeated introduction and removal of the
intervention. Visual analysis of a graph allows the investigator to make decisions, form
judgments about the adequacy and meaningfulness of data, and draw conclusions from the
research. Visual analysis, therefore, looks for effects of treatment by examining relative size of
change, onset of change, trend or stability of measurement, replication demonstrations, and
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consistency (Brossart, Vannest, Davis, & Patience, 2014). An effect is deemed present if the
change is of sufficient magnitude to be apparent to the eye (Parsonson & Baer, 1978).
Parsonson and Baer (1992), who advocated for the use of visual analysis in single-subject
research, outlined the following six advantages to using visual analysis as the primary method
for analyzing data:


It is visual and thereby quick to yield conclusions.



Graphs can be quick and easy to make with no more technology than grid paper,
pencil, and straight edge. However, if the latest computer graphics technology is to be
used, then speed and ease are recaptured only after an initial high cost of money,
time, and training.



Graphing comprises a remarkably wide range of formats, even outside of the latest
computer graphics technology.



Graphed messages are immediately and enduringly accessible to students at unusually
diverse levels of training.



In representing the actual data measured, graphs can and usually do transform those
data as minimally as possible.



The theoretical premises underlying graphs are minimal and well known – that what
we are interested in can be made visual, and that almost all of us are skilled in
responding to visual isomorphisms of the world in ways that make the world useful.
(p. 16)

Gast and Spriggs (2010), similarly outlined seven advantages of visual analysis, however, they
mentioned somewhat different benefits. These benefits include:
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The visual analysis approach can be used to evaluate data of individuals or small
groups.



It is a dynamic process in that data are collected repeatedly, graphed regularly, and
analyzed frequently.



Data plotted on line graphs permit you to make data-based decisions throughout your
research project.



It focuses on the analysis of individual data patterns, thereby facilitating
individualization.



Visual analysis of graphic data permits discovery of interesting findings that may not
be directly related to the original research question or program objective.
Serendipitous findings (Sidman, 1960; Skinner, 1958) are possible because “primary”
data are collected, graphed, and analyzed regularly.



The graphic presentation of “primary” data permits independent analysis and
interpretation of results, thus permitting others to judge for themselves whether an
intervention has merit and whether findings are reliable and have social and
ecological validity.



By graphing and analyzing data for all research participants, the effectiveness of an
intervention with an individual participant is neither overestimated nor
underestimated. (pp. 199-200)

If there is a change in the data from one extreme of the assessment scale during baseline
to the other extreme during the intervention phase, there is rarely a need to establish criteria for
acknowledging the presence of an effect (i.e., it hits you between the eyes) (Bulté & Onghena,
2012; Kazdin, 2011). However, research demonstrates that this situation is infrequent, and over
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the years, more complexities, such as the confusion around adequately assessing autocorrelation
or more complex methods for analyzing trend, have been added to visual analysis to make it a
more effortful endeavor (Kratochwill, 1978). The need for established criteria for what
researchers should attend to visually in the data is therefore necessary. A prevalent issue in the
current literature is identifying what is of importance (Barker et al., 2011; Gast & Spriggs, 2010;
Kazdin, 2011; Kratochwill, 1978; Parsonson & Baer, 1979, 1992; Richards et al., 1999) and
whether or not it is attended to when visual analysis is employed (Bengali & Ottenbacher, 1998;
DeProspero & Cohen, 1979; Fisch, 1998; Furlong & Wampold, 1982; Ximenes, Manolov,
Solanas, & Quera, 2009).
Components of Visual Analysis
Visual analysis is quite complex and researchers contemplating whether to visually
analyze their data must attend to a large number of variables in order to properly assess the effect
the intervention has on the dependent variable. Unfortunately, if novices are seeking guidance
from experts to explain visual analysis and to clearly identify the characteristics of graphs that
are most essential to visual analysis, they will be hard pressed to find sources that provide
consistent definitions and steps to analyze each of these components. Several of the prominent
methodology textbooks in behavior analysis provide a section dedicated to discussing visual
analysis, however their focus tends to be on the history and virtues of visual analysis and fail to
provide instruction on how to properly conduct a visual analysis. For example, Bailey and Burch
(2002) include a two-page section describing the history and utility of visual analysis, but only
briefly mention that variability in the baseline and treatment phases or the presence of trend in
the data may cause difficulty in determining cause and effect relationships. Similarly, Johnston
and Pennypacker (1993) include a brief two-page section in their chapter titled “Graphic
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Analytical Tactics” dedicated to analyzing graphed data, in which they emphasize the necessary
qualifications and requirements of the researcher to accurately perform visual analysis (e.g., the
researcher must be an expert in the topic, the researcher must be aware of how the graph will
influence their reaction). However, they fail to address the analytical tactics required for
adequate visual analysis. The authors stated, “The analytical part of graphic analysis comes
down to looking at graphed data to see what needs to be identified and studied” (Johnston &
Pennypacker, 1993, p. 323). Specific components of visual analysis such as level, trend,
variability, and autocorrelation are described by several other methodology texts and research
articles (Barker et al., 2011; Kazdin, 2011; Kratochwill, 1978; Morgan & Morgan, 2009;
Richards et al., 1999), however, there is little agreement regarding the definitions and analyses of
these components. Appendix B presents a list of definitions/descriptions of each of the most
frequently mentioned components of visual analysis. It can be seen that regardless of
characteristic, there are major inconsistencies in definitions. Most of these inconsistencies occur
between authors, but in some cases a single author provides multiple inconsistent definitions of a
characteristic. It is also worth mentioning that although statistical analysis is not favored for the
purpose of drawing inferences about the data, many prominent researchers emphasize the use of
descriptive statistics for the purpose of aiding the visual analyst in their decision making
regarding the presence of an intervention effect. The most commonly discussed components and
the analysis of these components are discussed in more detail in the following sections.
Number of Scores in Each Phase. The number of data points per phase provides a
measure of thoroughness, completeness, exhaustiveness, and, therefore, confidence in the data
presented (Johnston & Pennypacker, 1980). The general rule for assessing effects using visual
analysis is that more data points in each phase are better than fewer (Richards et al., 1999).
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Longer phases provide greater confidence that the data reflect the true nature of the observed
behavior (Cooper, Heron, & Heward, 2007). When trends, excessive variability, and/or overlap
are present in the data, many observations are necessary in each phase to both demonstrate
experimental control and understand if an effect is present (Cooper et al., 2007; Jones, Vaught, &
Weinrott, 1977). Gast and Spriggs (2010) suggested that a minimum of three consecutive data
points is needed in a phase; however, this rule depends on the variable of interest and the
variability of that variable—the more variable the data, the more observations needed, and
therefore a longer phase is needed. On the contrary, Parsonson and Baer (1986) argue that three
data points are too few to make any judgment whatsoever. Other researchers argue the required
minimum should be five data points per phase (Kratochwill et al., 2010). Overall, however, no
consistent criteria have been established for a minimum number of data points needed per phase
(Janosky, Leininger, Hoerger, & Libkuman, 2009; Richards et al., 1999). Absent in many of the
researchers’ recommendations is any consideration of the number of phases. The recently
published What Works Clearinghouse standards report that a minimum of three data points is
allowable only if the researchers have replicated the effect a minimum of two times (e.g., as is
done in an ABAB design). This is consistent with other authors who point out that the number of
observations required per phase decreases as the number of phases increases (Cooper et al.,
2007; Huitema, 2011; Kratochwill et al., 2010).
Level. Level has been defined several different ways in the literature, adding confusion to
the way it is analyzed. In the most general definition, level has been defined by Morgan and
Morgan (2009) without reference to any measure of central tendency, as the overall visual
appearance of the data in one phase. Cooper et al. (2007) defined level as “the value on the
vertical axis scale around which a set of behavioral measures converge” (p. 150). In a more
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specific, but also unclear definition, Richards et al. (1999) described the level as the performance
of the target behavior viewed vertically that can be measured using any of the following: the
mean, range, or median of the phase. Although Johnston and Pennypacker (1980) did not refer
explicitly to the concept of the level of the dependent variable, they did describe the utility of
summarizing the data of a phase by using a central or typical value. The mean, median, and
mode all have benefits that the researcher should evaluate, and therefore a central value should
not be picked by default but thoroughly evaluated to ensure it is representative of the data
(Johnston & Pennypacker, 1980).
Gast and Spriggs (2010) defined level more specifically as the magnitude of data as
indicated by the ordinate scale value, with emphasis placed on determining level based on the
median of the phase. On the contrary, Barker et al. (2011) described the level as the central
location of the data on the vertical axis provided by the mean of the phase, not the median.
Cooper et al. (2007) and Gast and Spriggs argued that the median is a better statistic to use than
the mean because the mean is heavily influenced by extreme values that do not affect the
median. Kennedy (2005) argued that either the mean or the median is appropriate to identify the
level of the data within a given condition; however, the most important information regarding the
level of a behavior in a given condition is contained in the last few data points of that phase prior
to the phase change. Therefore, this is where researchers should focus their attention.
Level Change. Not only is there confusion regarding what the term level refers to when
examining graphed data from a single-case research study, pinpointing a clear definition of level
change is also difficult given the differing perspectives of notable researchers. The broad and
relatively undefined interpretation of level has bled into research where authors of articles have
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discussed level changes yet provided no clear definition of what they were referring to (Furlong
& Wampold, 1982; Snyder, 2013).
The first distinction that must be made when discussing level change in a graph is
whether the level change assessed is a change in level within one phase or a change in level
between a minimum of two adjacent phases. Level changes both between and within phases of
time series graphs are of particular interest to investigators in determining if an effect is present
(Barker et al., 2011). Very few research methodology textbooks, however, provide descriptions
of level changes within a given phase or how to measure and interpret such level changes if they
do exist (Gast & Spriggs, 2010; Parsonson & Baer, 1978; Richards et al., 1999). One of the few
descriptions for analyzing within phase level changes is provided by Cooper et al. (2007). The
authors stated that level change within phases should be assessed by calculating the difference
between the absolute value of the first and last data point in the series (Cooper et al., 2007).
Gast and Spriggs (2010) also described methods for determining level change within a
phase, although their use of the terms relative and absolute may lead to confusion; they use these
terms in a manner that is inconsistent with that of the greater scientific community (“Primer on
Absolute vs. Relative Differences,” 1999). The authors suggested that when looking within a
phase, the absolute level change can be analyzed by comparing the last data point in the phase to
the first data point in the phase to determine if the level of the data on the ordinate has changed
(Gast & Spriggs, 2010). Similarly, they suggested that relative level change can be analyzed by
calculating the median value of the first half of the data in a phase compared to the median value
of the second half of the data in the same phase (Gast & Spriggs, 2010). Both calculations refer
to the absolute difference between the two values. This distinction between absolute and relative
change is inconsistent with the almost universal understanding of these terms. Relative changes
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or differences are commonly expressed as a ratio, providing a comparison to a starting point
(“Primer on Absolute vs. Relative Differences,” 1999). Because all of these definitions of withinphase level change refer to within-phase level increase or decrease in behavior as a function of
time, it should be recognized that the underlying concept is most simply described as trend.
More commonly, level change is described as the comparison of the levels of the
dependent variable between adjacent phases (Parsonson & Baer, 1992). However, even when
examining changes in level between two phases there are still inconsistencies in the definitions
provided (Kazdin, 2011). Some researchers define level change as an abrupt change that occurs
between the last data point in the baseline phase and the first data point in the treatment phase
(Gibson & Ottenbacher, 1988; Hojem & Ottenbacher, 1988). The authors suggested that this
value provides the researcher with a better understanding of the immediate impact and strength
of the effect of the intervention. The greater and more abrupt the change in level, the more
convincing the data appear to support the conclusion of a treatment effect (Kennedy, 2005;
Kratochwill et al., 2010). However, given the nature of many dependent variables, this abrupt
large change should not be considered the criterion for evaluating whether the evidence is
“good” (Glass, Willson, & Gottman, 1975) because there are other ways to describe level
change.
Temporary, decaying, and delayed level changes can also be examined in data and should
be taken into consideration when interpreting the type of effect associated with the intervention.
Temporary level changes occur when an abrupt change occurs following the intervention, the
data pattern quickly stabilizes, then drops back to baseline levels demonstrating a loss of control.
A decaying level change takes this concept and simply accelerates the return to baseline to
produce a curve in the data suggesting an exponentially accelerated return to baseline. Finally, a
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delayed level change shows a latency in the emergence of the treatment effect of the independent
variable (Glass et al., 1975).
Gast and Spriggs (2010) provide a separate and unique measure of level change, again
using the term relative in an inconsistent manner with the common interpretation (“Primer on
Absolute vs. Relative Differences,” 1999). The authors stated that relative level change can be
calculated by computing the median value of the data in the second half of the first phase and
comparing it to the median value of the data in the first half of the phase directly following (Gast
& Spriggs, 2010). Although this measure will not identify if there is an abrupt or immediate
change in level following the introduction of the intervention, it will demonstrate whether a level
change is present (Gast & Spriggs, 2010).
Other researchers have defined level change between phases differently, stating that it
should be based on the standardized effect size calculation using the difference between the
means divided by the common standard deviation (Fisch, 1998; Matyas & Greenwood, 1990a;
Ximenes et al., 2009).
Mean Shift. To add further confusion, Kazdin (2011) argued that mean shift is what these
researchers have inappropriately described as level change. Kazdin described level change as the
precise shift or discontinuity of performance from the end of one phase to the beginning of the
next phase (e.g., the difference between the last data point in baseline and the first data point in
treatment) but failed to specify the metric on which the “precise shift” is based. Kazdin stated
that a change in level is completely independent of a change in mean. Many researchers agree,
describing mean shift and level change as distinct measures (DeProspero & Cohen, 1979; Gibson
& Ottenbacher, 1988; Kahng et al., 2010; Ottenbacher, 1986).
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Mean shift can be described in terms of both pattern and degree. In the studies
referencing ABAB reversal designs, pattern of mean shift was defined as (a) ideal (increase in
both B phases followed by a return to baseline in A phases); (b) inconsistent (no change in the
first three phases, followed by acceleration in the final phase); or (c) irreversible (acceleration in
the second phase followed by no change in the remaining phases) (DeProspero & Cohen, 1979;
Kahng et al., 2010). Degree of mean shift is often defined as the percentage of mean change from
phase A to phase B (DeProspero & Cohen, 1979; Gibson & Ottenbacher, 1988; Kahng et al.,
2010; Ottenbacher, 1986).
Based on their review of the literature at the time, Parsonson and Baer (1992) reported
that mean shift was related to a problem with detecting effects via visual analysis because such
shifts are often accompanied by other data characteristics such as between-phase changes in
trend, changes in variability, and autocorrelation. Their results appear to contradict other reports
that greater degrees of mean shift produce greater consistency in the agreement of ratings of
experimental control, lower ratings of uncertainty, and higher ratings of confidence (DeProspero
& Cohen, 1979; Gibson & Ottenbacher, 1988; Ottenbacher, 1986). However, DeProspero and
Cohen (1979) reported that as the pattern of mean shift departed from the “ideal” pattern,
consistency in the results fell off rapidly.
To assist in determining the level within a phase and level changes between phases, some
have suggested adding mean lines to graphs to better assist the visual analyst. Mean lines are
created by averaging the data in a phase then displaying the mean as a horizontal line across the
phase (Kratochwill, 1978). Although the line may be helpful in determining the level of the data
within a given phase, many caution against using this approach arguing that mean lines can
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reduce the visual impact of variability and mislead viewers to believe the researcher obtained a
greater degree of experimental control than was actually obtained (Cooper et al., 2007).
Given the lack of clarity and consistency in the definitions of level and level change, it is
not surprising that researchers have found conflicting evidence regarding agreement between
visual analysts assessing level change in graphed data of single-case research designs (Fisch,
1998; Gibson & Ottenbacher, 1988; Hojem & Ottenbacher, 1988; Snyder, 2013; Ximenes et al.,
2009).
Trend. Gast and Spriggs (2010) argued that when visually analyzing a graph, the trend is
equally (if not more) important to consider than the level change of the data. Trend is most
commonly thought of as the slope of the data (Morgan & Morgan, 2009). Slope has been broadly
referred to as the direction indicated by the data, the pitch of the data path, or the steepness of the
data (Cooper et al., 2007; DeProspero & Cohen, 1979; Hojem & Ottenbacher, 1988; Kahng et
al., 2010). More specifically, trend is defined as the linear fit of the data and how the data change
over time (i.e., increasing steadily or decreasing steadily over time), providing a measure of the
amount of change in the target variable as a function of time (Barker et al., 2011; Johnston &
Pennypacker, 1980; Kazdin, 2011; Kennedy, 2005). Richards et al. (1999) referred to analyzing
trend as the heart of visual analysis and placed great emphasis on understanding the trend and
trend changes. Gast and Spriggs used three terms to describe a trend in data: (a) accelerating or
increasing in ordinate value over time; (b) decelerating or decreasing in ordinate value over time;
and (c) zero celeration, meaning the data series is parallel to the abscissa. In addition to
analyzing the direction of the trend, which Kennedy (2005) identified as the slope of the trend,
the author also argued that the magnitude of the trend should be of concern to the researcher.
Magnitude can be qualitatively described using three categories: low (i.e., a gradual increase or
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decrease in data over time), medium, or high (i.e., a rapid increase or decrease in the data over
time). If the magnitude of the trend is high, then level becomes a less meaningful characteristic
of the data (Kennedy, 2005). Trends can appear in any phase and depending on the slope and
magnitude, different methods are recommended for addressing such trends (Kratochwill, 1978;
Parsonson & Baer, 1978).
Trend within Baseline. There are two types of trends in baseline to be aware of. The first
is a trend that moves in the direction opposite to that expected when the intervention is
introduced. For instance, the baseline data are trending down when the intervention is expected
to produce an increase. This is not problematic if the intervention alters both the trend and level
of the data in the desired direction (Kratochwill, 1978). A trend in the same direction as the
intended change of the intervention, however, is problematic in terms of the researcher’s ability
to appropriately interpret the results of the intervention (Barker et al., 2011). For instance, if the
treatment is intended to increase scores and baseline data demonstrate an increasing trend, then
more information is needed to understand if this trend would have continued in the absence of
the intervention, therefore eliminating any apparent effects of the intervention (Jones et al.,
1977). In this case, the intervention would need to produce a substantial change in trend and/or
level to demonstrate that the change is due to actual treatment effects and not simply a result of
the preexisting trend.
Trend within Treatment. If the trend changes within the treatment phase, questions
should be raised regarding the longevity of the treatment effects. Suppose, for example, that the
behavior is expected to increase after the intervention is implemented and the initial treatment
data demonstrate an upward trend, but after several observations the trend changes to a
downward trend. This type of change in particular brings into question the degree of
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experimental control or loss of control after a given point in the treatment phase (Jones et al.,
1977).
Changes in Trend between Adjacent Phases. As with examining trend within a phase,
trend changes between phases need to be analyzed by examining both the amount and direction
of the slope change to determine if a treatment effect is present. For instance, when a trend is
present in baseline and proceeds to change direction when the treatment phase begins, or when
there is no trend present and therefore stable baseline data and a trend then occurs in the
treatment phase data, there is strong evidence that a treatment effect is present (Glass et al.,
1975). Glass et al. (1975) described four types of trend changes between phases: abrupt, delayed,
temporary and accelerating/decaying. Abrupt changes in trend from baseline to treatment phases
simply mean that the slope of the data changes as soon as the intervention is introduced in the
treatment phase, whereas if the data remained consistent with the trend in baseline and then
change, but only after a handful of treatment phase sessions have passed, this would be
considered a delayed change in trend. Temporary changes in trend occur when the outcome
variable changes gradually, producing a change in slope when the intervention is introduced then
eventually levels off, and therefore the slope becomes zero. Last, accelerated changes are seen
when the improvements occur at an increasing accelerated rate as the intervention phase sessions
progress (Glass et al., 1975).
As a general rule, Kazdin (2011) offered that the more abrupt the change following the
introduction or withdrawal of the treatment, the more convincing the evidence of a treatment
effect; however, this may not be an effective general rule depending on the type of intervention
and dependent variable used (e.g., weight loss as measured in pounds). As another general rule,
when assessing trend in a data series where a trend is present in baseline and then it continues
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unchanged throughout the treatment phase, it should be clear to any observer that there is no
treatment effect present (Morgan & Morgan, 2009).
Assessing Trend. Split-middle. One of the more frequently used tactics for assessing
trend in single-case research design graphs is the split-middle technique (Barker et al., 2011;
Cooper et al., 2007; Morgan & Morgan, 2009; Ottenbacher, 1986; Richards et al., 1999). The
split-middle technique aids the researcher in creating a trend line for each individual phase which
then allows the researcher to compare trend lines across phases to better understand if a change
in trend has occurred. To create the trend lines using the split-middle technique, the researcher
separates the data of one phase into two groups. If the sample sizes of the sub-groups are
unequal, the middle data point is left out. The researcher then calculates an average dependent
variable score for each of the two sub-groups of the phase. A dot is then drawn at the intersection
of the average of the first subgroup and the middle score of the first subgroup. A second dot is
placed at the intersection of the average of the second subgroup and the middle score of the
second subgroup. The two dots are connected to create the trend line for the phase (Neiswanger,
1956; White, 1974). The process is then repeated in the next phase to allow the researcher to
compare the trends between each phase (Ottenbacher, 1986).
Least-squares. The least-squares estimation procedure is also commonly used to identify
slope in each phase of the data (Barker et al., 2011; Kennedy, 2005; Manolov, 2018; Morgan &
Morgan, 2009). The least squares regression method minimizes the squared deviations between
each data point and the fitted regression line (Kennedy, 2005). In this method, a linear regression
line is fit to the data for each phase separately using X as the time variable and Y as the
dependent variable score. Slope change can then be calculated by subtracting the slope of phase
A from the slope of phase B (Gibson & Ottenbacher, 1988; Mercer & Sterling, 2012).
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Regardless of how it is calculated, slope changes and trends within the data tend to pose a
significant issue for those conducting visual analysis (Parsonson & Baer, 1992). For instance, the
presence of slope changes in a single-case research design graph led to greater disagreements
among raters who were asked to determine whether an effect was present than when no slope
change was present (Gibson & Ottenbacher, 1988; Ottenbacher, 1986). DeProspero and Cohen
(1979) found when slope was not present in the data, agreement significantly increased. Snyder
(2013) found that less than 50% of students reached the desired 80% accuracy in identifying
level and slope changes within the graphs presented after receiving either computer-based
training or lecture training. Fisch (1998) found that only 2% of raters were able to correctly
identify graphs that depicted trend changes only. Identifying graphs that included both level
change and trend change was somewhat better (17%), however, these graphs were generally
labeled as “level-change-only” graphs by subjects in the study. These results demonstrate that the
participants had a difficult time identifying when a trend existed in the data (Fisch, 1998). Last,
Mercer and Sterling (2012) demonstrated that Type I errors increased as baseline trend increased.
To rectify the issues presented by trends in the data, Hojem and Ottenbacher (1988)
demonstrated that using trend lines to accompany the visual analysis led to both greater
confidence in ratings and greater within-group consistency. Trend lines may be added to assist in
the visual analysis of the data via various methods (i.e., free hand, split-middle, least squares);
however, there is little agreement as to whether trend lines should be added to aid in visual
analysis or how trend should be analyzed (Manolov, 2018). Adding more complexity to the task
of visual analysis, trend becomes harder to detect when the amount of variability in the phases
increases (Parsonson & Baer, 1978).
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Variability. Level was defined as the central location of the data on the vertical axis;
therefore, variability can be defined as the deviation of scores around that central location or
level (Barker et al., 2011). Hojem and Ottenbacher (1998) simply referred to variability as the
amount of spread or fluctuation in a set of data points. Johnston and Pennypacker (1980) argued
that range is the better indication of variability when compared to other methods such as the
standard deviation. Regardless of how variability is defined, writers agree that the greater the
variability, the more difficult it is to demonstrate whether a change in the data series is a result of
the intervention (Kratochwill, 1978). Variability, therefore, should be assessed both within each
phase and compared across adjacent phases.
Variability within Phases. Examining the variability within phases can provide important
information regarding the experimental control exhibited and the integrity of the intervention.
Phases that are initially variable but later stabilize may indicate a transitory process of
introducing the intervention or the observational procedures (Jones et al., 1977). When the data
in baseline or treatment phases are highly variable, it is an indication that other controlling
variables may be present. These variables tend to be of experimental interest given their impact
on the data and the experimenter should then try to identify and harness the effects of such
variables to improve the stability (Jones et al., 1977). Gast and Spriggs (2010) stated that data are
said to be stable (representing low variability) if 80% of the data points in a phase fall within a
20% range of the median of the data in the phase. This guideline is flexible and factors such as
whether the response in question is a free-operant or regulated response are necessary to consider
when establishing the criteria (Gast & Spriggs, 2010). Undesirable variability in either baseline
or treatment phases suggests to the experimenter that more data need to be collected to
understand if stability can be achieved (Jones et al., 1977).
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Stability of Baseline. There is no agreed upon criterion for what stability means or how
to assess it. Johnston and Pennypacker (1980) stated that it is common practice to compare the
measure of variability to an arbitrarily imposed criterion, and if the measure of variability does
not exceed the criterion, then stability was achieved. This process has little to no standardization
and little progress has been made regarding agreement on an acceptable criterion for stability
(Johnston & Pennypacker, 1980). Johnston and Pennypacker (1993) addressed this issue again
by stating that many times judging stability was based on the “Supreme Court Standard: ‘I can’t
tell you in advance what it is, but I’ll know it when I see it’” (p. 211).
To others, stable baselines are described as those that demonstrate apparent consistency
and an unchanging nature of the data, meaning the baseline phase does not contain unpredictable
cycles or broad fluctuations in the dependent variable measure (Jones et al., 1977). Stable
baseline data directly influence the researcher’s ability to judge treatment effects and therefore is
crucial to appropriate evaluation (Johnston & Pennypacker, 1993). Gast and Spriggs (2010)
recommended a minimum of three observations to determine stability. It is recognized that
waiting for baselines to stabilize may not be feasible in many applied settings where
interventions are needed more immediately, however, demonstration of experimental control is
weakened in these scenarios (Gast & Spriggs, 2010). When the baseline is stable, unchanging, or
when it drifts in the opposing direction of the intended intervention effect, it provides stronger,
more convincing evidence that a change has occurred and that an effect is present (Jones et al.,
1977; Morgan & Morgan, 2009). Parsonson and Baer (1986) argued, on the contrary, that it does
not matter if the baseline is increasing; what matters is that any intervention applied after the
baseline must produce increases that contrast this apparent data pattern.
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Given that there are no clear guidelines for acceptable levels of variability, it is the
responsibility of the researcher to determine if the variability present in baseline is large enough
to cloud the effects of the intervention and therefore potentially produce ambiguous results
regarding the treatment effect (Johnston & Pennypacker, 1993).
Comparing Variability between Adjacent Phases. When examining variability, it is also
important to compare the variability from one phase to the next (Morgan & Morgan, 2009). If
stable treatment data follow a variable baseline phase, it is evident that there is experimental
control (Jones et al., 1977). When an investigator observes variability in both the baseline and
treatment conditions, the evidence of a treatment effect, and therefore experimental control, is
much less impressive, especially if there is significant overlap between the phases (Jones et al.,
1977).
Several studies have demonstrated the notion that increased variability negatively affects
the decision-making process, leading to issues with results in visual analysis (DeProspero &
Cohen, 1972; Matyas & Greenwood, 1990a; Parsonson & Baer, 1992; Ximenes et al., 2009). On
the other hand, several studies found that variability has a minimal relationship with performance
or agreement among raters (Gibson & Ottenbacher, 1988; Kahng et al., 2010; Ottenbacher,
1986), adding confusion to the amount of influence variability plays in the outcome of visual
analysis.
Overlap. Although many experts agree on the definition of what overlap is—the
proportion of data from one phase that overlaps (i.e., shares similar quantitative values) with data
from the previous phase—very few agree on the method to assess overlap and the standard for
the amount of overlap that can be tolerated (Barker et al., 2011; Jones et al., 1977; Kazdin, 2011;
Kennedy, 2005; Kratochwill et al., 2010; Lundervold & Belwood, 2000; Parsonson & Baer,
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1978). For instance, the rule, according to Jones et al. (1977), is simply that less overlap is better
than more when evaluating evidence for the presence of a treatment effect. They added that
overlap in the scores of sessions immediately adjacent to one another is much more acceptable
than overlap in sessions that are separated by greater amounts of time (Jones et al., 1977). Others
have argued that a formal assessment of overlap is needed, although the method for the
assessment is not consistently agreed upon and there are pros and cons to many of these
proposed analyses (Carter, 2013; Gast & Spriggs, 2010; Manolov, 2018; Richards et al., 1999).
Although regarded as an important variable, overlap in data has rarely been used as an
independent variable in studies looking at the consistency in reported effects of visually analyzed
data (Parsonson & Baer, 1992). Of the studies reviewed, Gibson and Ottenbacher (1998) were
the only researchers to look at overlap as an independent variable, explicitly. Overlap was
calculated by identifying the spread of Phase A, then counting the number of data points in Phase
B that fall within the spread of Phase A. This number was then divided by the total number of
data points in Phase B, then multiplied by 100 to get a percentage of overlap. The researcher
found that the amount of overlap was weakly correlated with a statement saying a change in
performance had occurred, but moderately correlated with uncertainty (Gibson & Ottenbacher,
1998).
Autocorrelation. There is much confusion in the literature about autocorrelation and the
issues it does or does not present when visually analyzing data (Gibson & Ottenbacher, 1988;
Harrington & Velicer, 2015; Huitema, 1986, 1988; Matyas & Greenwood, 1990a, 1990b; Mercer
& Sterling, 2012; Ottenbacher, 1986). Autocorrelation, or serial dependence, refers to a
correlation(s) among successive values separated by different time intervals (lags) in a series.
According to Jones et al. (1977), this serial dependency is a typical characteristic of time series
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data, and their assertion has perpetuated the confusion. In support of this claim, for instance,
Harrington and Velicer (2015) reported that 46% (75/163) of the data-series examined in their
study demonstrated moderate to high lag-1 autocorrelations (<.50). Huitema and McKean (2000)
stated that, “the issue is not whether the observations yield high autocorrelation coefficients;
rather the issue is whether the errors of the model used to analyze the data are autocorrelated” (p.
203). The important distinction is that the autocorrelation must be calculated on the errors of the
proposed model for the data not on the observed dependent variable scores. If there is an issue
with autocorrelated errors, the model used to describe the data should be closely evaluated for
misspecification. Many times, the presence of autocorrelation is an indication that the model is
not adequately specified and that either an important predictor is left out of the model or the
functional form is misspecified (Huitema & McKean, 2000). Simply by assessing the model,
incorporating all important predictors, and specifying the correct functional form, autocorrelation
will often be eliminated (Huitema & McKean, 1998). Regardless of the number of times this
point has been repeated (e.g., Huitema, 1985, 1986, 1988, 2011, 2016), many researchers still
claim that autocorrelation of observations is associated with inconsistencies and inaccuracies in
visual analysis outcomes (Bengali & Ottenbacher, 1998; Gibson & Ottenbacher, 1988;
Harrington & Velicer, 2015; Kazdin, 2011; Matyas & Greenwood, 1990a, 1990b; Ottenbacher,
1986 Ximenes et al., 2009).
Regarding the effect autocorrelation has on visual analysis, Bengali and Ottenbacher
(1998) examined 100 published graphs for the presence of lag-1 autocorrelation, assessing the
autocorrelation of the observations in both baseline and treatment phases separately, and
compared the results to the outcome statements the researchers presented in the published work.
Their results indicate that when a significant degree of autocorrelation was present, researchers
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were more likely to conclude that there was no clinically significant change in performance. On
the contrary, Matyas and Greenwood (1990a) found that high false alarm rates (stating an effect
is present when it is not or, more commonly referred to as committing a Type I error) occurred
when variability and serial dependence increased. These findings are consistent with those of
Ximenes et al. (2009) who found that despite experience level, positive autocorrelation was
associated with an overestimation of treatment effects. Ximenes et al. also examined negative
autocorrelation, which was found to negatively affect the rater’s ability to determine the
magnitude and direction of the treatment effect.
Ottenbacher (1986) varied five AB graphs with respect to the degree of mean shift across
phases, the degree of variation across phases, the slope across phases, and the degree of serial
dependency, using the entire data set in the calculation for autocorrelation. Forty-six therapists
indicated whether a significant change in performance occurred from one phase to the next for
each of the five graphs. The analysis revealed that the amount of rater agreement was weakly
associated with the autocorrelation coefficient (r = -.11) and the change in variability across
phases (r = .19) for the five graphs. Further support for the lack of relationship was provided by
Gibson and Ottenbacher (1988), who found minimal relationships between the degree of serial
dependence, the ratio of disagreement, uncertainty, and confidence for their study participants,
with all correlations equaling less than 0.20.
Matyas and Greenwood (1990b) used the same five AB graphs from the previously sited
Ottenbacher (1986) study. They, however, provided the argument that autocorrelation of the
observations should be calculated for each phase individually and not for the entire data set as a
whole. By utilizing the autocorrelation values calculated on baseline data, Matyas and
Greenwood (1990b) found a strong positive association between degree of serial dependence and
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rater disagreement. The discrepancy in results regarding autocorrelation could be due to how
autocorrelation is defined and therefore calculated. Mercer and Sterling (2012), the only study
that appropriately calculated autocorrelation on the errors of the model based on Huitema’s
recommendations (1985, 1986, 1988, 2011), found no relation between autocorrelation of the
errors and Type I errors.
Evaluating the Overall Pattern of the Data. Although many writers make it clear that,
when conducting a visual analysis, only data in adjacent phases can be directly compared, others
argue that it is equally important to look at the gestalt to understand if a treatment effect is
present (Gast & Spriggs, 2010; Kazdin, 2011). Parsonson and Baer (1978) ended their
description of visual analysis by eloquently stating that:
The impact of the data as a whole serves as a basis for judgment of the success or failure
of an experiment. Analysis of data within or between phases may draw attention to one or
two equivocal elements, yet it might be unrealistic to regard these as invalidating the
experiment as a whole. The overall pattern may prove convincing despite some isolated
faults. Conversely, one good demonstration of control is unlikely to impress if the overall
pattern of the data fails to generate confidence in the findings. (p. 130)
Wolfe, Seaman, and Drasgow (2016) provide one of the few research studies that
examined this idea by evaluating interrater agreement of 31 multiple-baseline designs. What was
unique about this study is that the researchers evaluated the agreement regarding the effects
demonstrated in each of the individual AB graphs as well as the overall functional relationship
demonstrated in the entire multiple-baseline design. The results of the study indicate that there
are still low levels of agreement using visual analysis when looking at the individual tier
(individual AB graph) and overall functional relation; however, when raters agreed at the
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individual tier level, they tended to also agree in their conclusion of the presence of an overall
functional relation (Wolfe et al., 2016). Given the prevalence of visual analysis, these results
support the notion that more needs to be done to assess the consistency of outcomes derived
through visual analyses.
Consistency in Visual Analysis
In addition to the complex nature of analyzing data visually and the inconsistencies in the
definition of the important components, Barker et al. (2011) suggested that visual analysis is
inherently subjective and therefore prone to bias of human perception and contaminated by
individual differences. This subjectivity has led many to question the consistency and reliability
of results analyzed solely with visual analysis (DeProspero & Cohen, 1979; Hojem &
Ottenbacher, 1988; Park, Marascuilo, & Gaylord-Ross, 1990).
In one of the most notable studies of its time, DeProspero and Cohen (1979) distributed
ABAB reversal design graphs to reviewers of behavioral journals. Of the 250 invited
participants, 108 completed the task of reviewing nine of the 36 possible graphs and responding
to the following question: "Using the following scale, how satisfactory a demonstration of
experimental control do you consider this to be?" The scale used was a 100-point scale labeled
"low" at the zero end and "high" at the 100 end. A high score on the scale was interpreted as a
judgment that the changes in the dependent variable were in fact due to the manipulation of the
independent variable. Interrater agreement was assessed by calculating a Pearson product
moment correlation for each pair of raters who had reviewed the same set of graphs. The average
correlation was .61, with a standard deviation of .26.
In a similar study, Gibson and Ottenbacher (1988) asked participants to view a set of 24
two-phase (AB) graphs and indicate their level of agreement (0 Strongly disagree, 5 Strongly
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agree) to the following statement: “There is a significant change in performance across the two
phases.” The researchers dichotomized results into two groups: agreement with the statement
(i.e., a significant change in performance occurred) consisted of ratings of 3, 4, or 5 on the scale,
and disagreement with the statement (i.e., no change in performance occurred) consisted of
ratings of 0, 1, or 2 on the scale. Percentage of participants agreeing or disagreeing with the
statement was computed and used to calculate a ratio of disagreement for each graph. The ratio
was calculated by taking the smaller percentage and dividing it by the larger percentage (e.g., for
graph 1, 75% of subjects disagreed with the statement, 25% agreed, therefore the ratio of
disagreement was 25/75 or .33). The larger the ratio, the greater the disagreement amongst raters.
For 10 out of the 24 graphs, the ratio of disagreement was .54 or greater, with three graphs
resulting in a disagreement ratio of 1 (i.e., a 50/50 split in agreement and disagreement with the
statement). These inconsistencies in agreement have been replicated with both novice raters
(Rojahn & Schulze, 1985; Snyder, 2013) and raters with visual analysis experience (DeProspero
& Cohen, 1979; Park et al., 1990), as well as with both engineered graphs with specific
parameters identified (DeProspero & Cohen, 1979; Rojahn & Schulze, 1985) and with
previously published graphs from peer reviewed journals, such as the Journal of Applied
Behavior Analysis (Park et al., 1990; Wolery, Busick, Reichow, & Barton, 2010).
The inconsistencies in findings should come as no surprise given the loose training and
lack of consistent criteria used in visual analysis (Parsonson & Baer, 1986). Parsonson and Baer
(1986) equated the task of achieving agreement in visual analysis results to asking observers to
record behaviors for which they have been given no behavioral definition (e.g., “record intervals
of happiness”). It is clear that the inconsistencies exist, but the question remains as to whether we
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should do anything about it, or as Parsonson and Baer (1962) suggested, accept it as an
expression of our freedom.
Attempts to Improve Consistency. Given the variables affecting the consistency of
conclusions produced by visual analysis, it is clear why researchers have begun focusing on tools
that may reduce the variability in responses. Bulté and Onghena (2012), for instance, focused on
creating a software tool in a statistical package, R, that focuses only on what these authors
referred to as the three main components to be assessed visually: central level, trend, and
variability. The software allows researchers to pick which visual aids would assist best in
visually analyzing their data. A main feature of the aided analysis is that the researcher has the
flexibility to choose the measure which the visual aid is based on for the level estimate (e.g.,
mean, median), the trend estimate (e.g., ordinary least squares, least median squares) and/or the
variability estimate (e.g., range bars, trimmed range bars). This is consistent with the flexibility
in the definition of these characteristics stated above (Barker et al., 2011; Gast & Spriggs, 2010;
Richards et al., 1999). Allowing the researcher to manipulate each of these components
individually allows the flexibility to look at each feature independently. For instance, given that
variability is often confounded by trend, trended range can also be displayed for each phase
utilizing this software. The purpose of the software is to support and thereby strengthen results
produced through visual analysis (Bulté & Onghena, 2012).
Snyder (2013) investigated whether the type of visual analysis training—Computer Based
Training (CBT) vs. lecture—affected the consensus or outcome of the visual analysis. One
hundred and twenty-three undergraduates with no previous experience in visual analysis were
asked to visually analyze multiple AB graphs depicting acquisition targets and reduction targets
after being exposed to one of the two training methods. The graphs were meant to be challenging
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to novice analysts but agreed upon by experts. Agreement consisted of two experts stating both
yes or both no on whether the level change and/or slope change was produced by the
intervention. An additional three experts reviewed the graphs that the previous two experts had
agreed upon, and those graphs that achieved 100% agreement were then subjected to a
preliminary assessment with novice undergraduates to ensure the components were not apparent
to untrained viewers. Five graphs depicting combinations of slope and level change for
acquisition and reduction were selected. The researchers delivered the CBT training to one group
of undergraduates, allowing students to progress through modules at their own pace. The
modules covered an introduction to single-subject research, slope change, level change, and
slope and level changes combined. The second group of undergraduates was exposed to the
lecture condition that contained the same content as CBT but did not require the active student
responding component required in the CBT phase and did not allow for students to progress at
their own pace. In the post-training phase, the students viewed the graphs and responded to two
questions: 1. Does the graph suggest that the treatment caused an improvement in the LEVEL of
the behavior? (Y/N). 2. Does the graph suggest that the treatment caused an improvement in the
SLOPE of the behavior? (Y/N). Basic definitions of slope and level were provided at the time of
testing. Results indicate that there was wide variability in both the lecture and CBT group in that
only 51% of CBT participants and 49% of the lecture group answered at least 80% correct.
However, participants in either training condition performed significantly better than those in the
control condition, suggesting that organized training does have a significant impact on one’s
ability to discriminate the level and slope changes when conducting visual analysis.
Brossart et al. (2006) stated in their review that although many studies have been done on
the validation of visual analysis showing vast inconsistencies, the research done on visual
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analysis does not necessarily reflect the actual process researchers employ when visually
analyzing data from their own studies. In stating such, the authors recommended four major
improvements to the validation research on visual analysis:
1. Graphs should be fully contextualized, describing a particular client, target behavior(s),
time frame, and data collection instrument.
2. Judges should not be asked to predict the size or significance of a particular statistic, but
rather should be asked to judge graphs according to their own criteria of practical
importance, effect, or impact.
3. Judges should not be asked to make dichotomous yes/no decisions, but rather to judge
degree or amount of intervention effectiveness.
4. No single statistical test should be selected as “the valid criterion”; rather, several
optional statistical tests should be tentatively compared to the visual analysts’ judgments.
The authors argued that these improvements are necessary for scientist-practitioners to
better understand the utility of the results of visually analyzed research, given that it is still the
most published analytic technique for single-case research (Brossart et al., 2006). They
demonstrated the effectiveness of including these characteristics in the visual analysis portion of
their study by asking expert judges (Ph.D. students and faculty in an educational psychology
department) to examine a graph and respond using a 5-point scale indicating “how certain or
convinced” they were that “the child’s behavior improved due to the intervention.” The scale
ranged from 1 (not at all convinced) to 5 (very convinced). Context of the child’s individual case,
the intervention, and assessment features were described to the judges. Interrater agreement, as
calculated by correlating the individual rating to the average group rating per graph, averaged
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.58, demonstrating a similar level of interrater agreement to the previously mentioned studies
(Brossart et al., 2006).
Kahng et al. (2010) sought to replicate the findings of the original DeProspero and Cohen
(1979) study, but altered the experimental procedures slightly, resulting in much higher rates of
agreement than originally found. Using only editorial board members from a single journal
(Journal of Applied Behavior Analysis), providing a precise definition of what was meant by the
statement “experimental control,” and using both a 100-point rating scale indicating how
satisfactory the demonstration of experimental control was considered to be (0 not at all
satisfactory - 100 extremely satisfactory) and a dichotomous scale of measurement of whether
experimental control was demonstrated (yes/no), Kahng et al. reported an interrater agreement
intraclass correlation (ICC) of .89, demonstrating high levels of agreement.
Other methods, such as using a blind data analyst procedure (Ferron & Jones, 2006),
implementing rigorous dual criteria and conservative dual criteria methods for determining
effects (Fisher, Kelley, & Lomas, 2003), and adding visual aids such as trend lines (Hojem &
Ottenbacher, 1988), have also been explored in order to increase the accuracy, sensitivity, and
consistency of visual analysis. However, no method has proved to be the magic pill for which the
field has been searching.
Visual Analysis Conclusion
The methodological rigor applied in early basic operant research allowed for precise
control and the achievement of stable baselines, making visual analysis straightforward and
appropriate. However, the single-subject research methodologies employed today are being done
in new and more complex environments, proving that a high degree of experimental control and
stability in baseline, although still a goal, is less feasible, making visual analysis alone a more
difficult and potentially unreliable feat (Morgan & Morgan, 2009). Researchers have continually
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demonstrated inconsistencies in the findings of visually analyzed data of the same graphs,
presented to even the most experienced researchers (DeProspero & Cohen, 1979). Visual
analysis, given the complexities of the variables being evaluated in each situation, has become
the equivalent of a complex mental multiple regression equation where the set of all variables
have some weight leading to the decision of whether an intervention effect is present (Kazdin,
2011). Although these researchers may not be using statistics directly to evaluate the intervention
effects, they are in effect weighting each data characteristic in each situation to draw their
subjective conclusions. In these complex situations, it is understandable how inconsistencies in
conclusions can arise. It may be necessary to improve consistency and bolster evidence by using
the appropriate statistical analysis in conjunction with visual analysis (Campbell & Herzinger,
2010). The key to complementing visual analysis results with a statistical analysis is in choosing
an appropriate analysis that intends to answer the same question as that of the visual analysis
(Huitema, 2011; Huitema, McKean, & Laraway, 2008).
Statistical Analyses
The concern researchers face in the data evaluation phase is making a correct decision
regarding the existence of an intervention effect and thereby avoiding a decision error (i.e., Type
I or Type II error). With statistical analysis, the probability of committing a Type I error
(concluding an effect is present when it is in fact not) is predetermined by the researcher when
setting the criterion level or alpha level (e.g., α = .05). With visual analysis, the true probability
of committing a Type I error is unknown, and therefore it is assumed that those relying on visual
analysis will only conclude an effect is present when the results are highly consistent and readily
seen (Kazdin, 2011). Given that Type I and Type II errors are inversely related, some researchers
believe that by reducing the probability of committing a Type I error, those relying solely on
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visual analysis may be discarding reliable but weak effects (committing more Type II errors)
(Kazdin, 2011). Bailey and Burch (2002) echoed this assumption by suggesting that if mistakes
are made in visual analysis, the researcher is more likely to conclude that an effect is not present
when it is present, due to the conservative nature of visual analysis.
This assumption, however, has been truer in theory than in practice. Researchers have
demonstrated that although the intention of visual analysis is to only conclude that an effect is
present when there is reliable evidence to do so, it is more common that researchers report an
effect is present when, in reality, there is not one present (Kazdin, 2011; Matyas & Greenwood,
1990a). Allison, Franklin, and Heshka (1992) concluded that when visual analysis is combined
with response guided experimentation, a highly recommended method in behavior analysis
research, it is entirely plausible that the Type I error rates could be as high as 25%. Using
statistical analysis provides a concrete, binary system (significant or not) for determining if an
effect is reliable and consistent with a widely agreed upon criterion for making such decisions,
therefore controlling for such error (Kazdin, 2011).
Not only would statistical analysis improve control over error rates by establishing an
acceptable Type I error rate, if used appropriately, the benefit of complementing visual analysis
with a quantitative statistical analysis will only serve to strengthen the evidence produced
through single-subject experimental research. The added evidence would presumably make it
more likely that the important effects produced through this type of research are used in
evidence-based decisions making that informs both research and practice (Huitema, 1986;
Moeyaert, Ugille, Ferron, Beretvas, & Van den Noortgate, 2014). Without the aid of the more
rigorous rules that constitute sound statistical analysis, Kennedy (1979) argued that many
researchers may be timid about attempting inferences with single-case designs, given the level of
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ambiguity in the typical visual analysis. What is needed are rules of inference that reasonable
people can agree on (Kennedy, 1979). As Fisher suggested in his 1935 book, statistical
procedure and experimental design are but two sides of the same coin. We need both to make
sense of the experimentation that we study.
Available Analyses
Inferential statistical techniques for single-subject interrupted time-series designs have
lagged behind the between group statistical procedures and therefore contributed to the lack of
use in behavioral research (Kratochwill, 1978). However, a review of the literature has revealed
more than 45 different statistical analyses that researchers have proposed to analyze single-case
design research data (see Appendix C for all tests proposed). Some of the authors listed in
Appendix C have developed the associated analyses, but most of them have simply
recommended and/or evaluated the application of existing methods to analyze single-case data. It
is also worth clarifying at this point that those who favor statistical analysis approaches over
traditional visual analysis for determining the presence of a treatment effect tend to also use
some form of visual analysis to supplement their analysis and decision-making process; graphic
representation of the data is seen as an essential component of the practice (Huitema, 2011).
Based on a literature search conducted in 2015, Manolov and Moeyaert (2017) found that
the number of peer-reviewed journal articles referencing statistical analysis of single-case or
single-subject designs had increased substantially from three in 2005 to 35 in 2014. Despite the
growing interest in statistical analysis for single-case experimental designs, there is substantial
lack of agreement among the methods recommended (Houle, 2009).
Given the plethora of analyses available, it is more important than ever to understand
what the test is doing and what questions it is answering. Janosky et al. (2009) began their
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chapter on statistical analysis discussing the pervasiveness of statistical illiteracy that not only
plagues doctors and patients in the medical field but extends to those involved in all aspects of
our judicial systems as well as the general public. With statistical analysis being so commonly
misunderstood, it is the responsibility of researchers to choose and identify methods that they
fully understand and can explain and interpret without adding unnecessary confusion to the
already muddy waters. Important distinctions in statistical methods must be made clear. For
starters, it is important to distinguish between descriptive and inferential methods (Johnston &
Pennypacker, 1993). Descriptive statistics refer to the quantification of the summary information
from the studied sample (Janosky et al., 2009). Researchers will commonly report descriptive
statistics in terms of measures of central tendency (e.g., mean, median, and mode) as well as
measures of variability (e.g., range and standard deviation). Regardless of the form of the
descriptive statistics calculated, their sole function is to describe the data collected (Johnston &
Pennypacker, 1993).
Inferential statistics refer to techniques of inferring population or time-series process
characteristics from the sample data (Janosky et al., 2009). These techniques provide researchers
with detailed rules for determining the effects of the independent variable on the dependent
variable (Johnston & Pennypacker, 1993). Within the category of inferential statistics,
researchers can utilize either parametric or nonparametric tests to answer questions about the
data. Parametric tests are designed to test the distributional characteristics of the population or
process, based on the sample values. In contrast, nonparametric tests are distribution free, in
which no assumptions are made about the form of the sampled population or process (Janosky et
al., 2009). With the abundance of options available, it is important for researchers and
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practitioners to understand that there are conditions that may make one method of analysis more
appropriate when compared with another (Manolov & Moeyaert, 2017).
Appropriate Analyses
The criteria established, albeit loosely, for visual analysis should serve as a guide for the
types of changes researchers should seek to detect in single-case research when employing
statistical analysis. Although the sequence and organization of visual analysis may vary from
researcher to researcher, the properties of data (level, trend, overlap) that require attention
typically do not (Gast & Spriggs, 2010). The goal of statistical analysis should be to describe and
evaluate changes in trends and levels (including the immediacy of the change) and replications of
these changes (in complex designs) because these are regarded as important characteristics by
visual analysts (Kazdin, 2011). If the statistical analysis method evaluates these similar
components, it would be appropriate to suspect that consistent results could be produced by
comparing visual analysis results with statistical analysis results. Harrington and Velicer (2015)
compared a complex interrupted time series analysis (ITSA) based on identification of the
correct autoregressive moving average model (ARIMA) with visual analysis results. As stated by
the authors, the analysis is computationally very complex and not accessible to the average
researcher. The results of the study demonstrated a weak association between the statistical
analysis results and visual analysis (Kappa = .14). Another more accessible analysis, a form of
statistical regression analysis, that was developed four decades ago for single-case designs
(Huitema, 1978) is consistent with the goals of visual analysis and therefore should be more
appropriate for the use of this comparison.
The results of this regression approach provide the researcher with an easy to interpret
estimate of the level change in the dependent variable by measuring the change at a common
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time point. Because the researcher is interested in determining whether the intervention produces
an immediate and persistent change in level and/or slope, the change in behavior should be
estimated at the first time point during the second phase. Assuming n 1 observations in baseline,
the time point for this prediction is n1 + 1. The information provided by each observation in
baseline is used to predict a value of the dependent variable at time point n 1 + 1. This predicted
value provides an estimate of what the behavior would be in the absence of the intervention. The
data from the intervention phase are then used to calculate a predicted value for the same time
point (n1 +1). The difference in these two predicted values becomes the level change estimate
(Huitema & McKean, 2000). Trend can easily be incorporated and interpreted using this
approach (Huitema, 2011). The logic of the analysis is consistent with the logic of the singlecase research design and can be expanded to fit the more common complex designs used (e.g.,
multiple baseline, reversal, changing criterion), capitalizing on the idea of cumulating evidence
and acknowledging possibly autocorrelated errors (Huitema, 2011; Huitema, McKean, &
McKnight, 1994; McKnight, McKean, & Huitema, 2000; Zhang, 2017). The effect estimates
produced through this analysis can also be standardized for use in meta-analyses (Huitema,
2011). Other more opaque time-series analyses (e.g., ARIMA) promoted for behavioral studies
in the past (e.g., Glass et al., 1975; Harrington & Velicer, 2015) are not recommended here.
These methods ignore the sample size constraints and descriptive priorities of behavioral
research (Huitema, 2011).
Purpose of the Current Study
After reviewing the inconsistencies in definitions of measures used in visual analysis
provided in textbooks on single-case designs, there is little left to question as to why visual
analysis results by both experienced and novice subjects are inconsistent. Parsonson and Baer

39

(1992) pointed out that many of the research studies examining visual analysis assume that
uniformity or consistency in the results of visual analysis is a virtue. The authors argued that if
rigorous criteria were to be developed and trained for visual analysis that many would view it as
an imposition on their freedoms to believe or disbelieve a given interpretation (Parsonson &
Baer, 1986). Others disagree with this notion and argue that consistency is a virtue of science
(Cooper et al., 2007; National Research Council, 2002). Kazdin (2011) reiterated the idea that
visual analysis is intended to serve as a filter to allow only clear and potent interventions to be
interpreted as producing reliable effects. Visual analysts should focus on highly consistent
effects that are readily seen (Kazdin, 2011). If this is the intention of visual inspection,
consistency in reporting these clear and potent effects should be a virtue. Cooper et al. (2007)
argued that a lack of reliability highlights an issue with the accuracy of the measurement tool
(i.e., visual analysis) that needs to be corrected. Just as with any measurement tool used in
behavioral research, knowing that visual analysis leads to inconsistent and unreliable results
should lead researchers to examine the tool and the procedures used; the goal should be to
increase the reliability and consistency of those results (Cooper et al., 2007).
It is important to understand that the goal is not to produce complete uniform agreement.
Even if it were possible to develop complete uniformity, it would not be desirable (Johnston &
Pennypacker, 1980); to a certain degree, disagreements can lead to progress in the scientific
community by drawing attention to important variables that may otherwise be overlooked. As
Johnston and Pennypacker (1993) stated, “although there will always be differences of opinion
among qualified investigators examining the same findings, these differences will not usually be
substantial” (p. 323). Thus, one goal of the current research study is to develop visual analysis
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training that will produce reliable and consistent results with minimal disagreements among
investigators.
Many of the studies that have examined the effectiveness of visual analysis have simply
asked a version of the same question (e.g., is there a functional relation/treatment effect? Do you
see an effect? To what extent is an effect present based on the graph?). However, this leaves the
researchers to use their own devices and heuristics to make a judgment. Furlong and Wampold
(1981) created a checklist to assist visual analysts with the tasks of not only identifying treatment
effects in single-case graphs, but assessing the reliability, meaningfulness, and generalizability of
the data as well. Their checklist is one of the few resources available that not only draws the
investigator’s attention to the overarching characteristics of level and trend, but asks the
investigator to look closely at how they change both within and between phases to make
appropriate judgments. This is most consistent with textbook explanations of the characteristics
visual analysts should attend to when making inferences about intervention effects (Gast &
Spriggs, 2010; Parsonson & Baer 1978; Richards et al., 1999). A second aim of the current
research is to see if using a checklist while conducting visual analysis will produce greater
consistency in the results.
Parsonson and Baer (1986) stated that researchers feel that it is relevant to compare visual
analysis to statistical analysis presuming that the second provides some truth of comparison. The
fact of the matter is neither statistical nor visual analysis reveal an underlying truth. However,
agreement between the two analyses can add to the credibility and generalizability of
intervention effects (Huitema, 2011). Many have argued the need for researchers to be able to
both visually and quantitatively analyze data in order to increase consistency and to increase the
likelihood that single-subject research designs will be included in evidence-based practices
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(Shadish & Rindskopf, 2007). As Campbell and Herzinger (2010) pointed out, a clear example
of the need for this is in the U.S. Department of Education’s What Works Clearinghouse
standards that emphasize randomized trials and quantitative analysis of data to guide educational
policy and decisions. If we cannot find consistency in the results and are unable to aggregate
them using an appropriate statistical analysis, the contributions of these studies will be of limited
utility (Kennedy, 1979). Thus, an additional goal of the current research is to determine whether
the H-M regression analysis produces results consistent with the results of visual analysis.
Last, despite the inadequacies of the two-phase AB design, many of the research studies
that have examined the consistency of results using visual analysis have only examined effects
using two-phase AB designs (e.g., Gibson & Ottenbacher, 1988; Hojem & Ottenbacher, 1988;
Matyas & Greenwood, 1990a, 1990b; Park et al., 1990; Rojahn & Schulze, 1985; Snyder, 2013;
Wolery et al., 2010; Ximenes et al., 2009). This is inconsistent with the types of designs most
frequently used by behavior analysts. A review conducted by Shadish and Sullivan (2011)
showed that of 809 single-case design research studies examined, the most popular designs were
multiple-baseline designs (54.3%) and reversal designs (8.2%). Therefore, the current research
study included an examination of the relationship between design type and the consistency of
conclusions derived through visual analysis.
METHOD
Design
A randomized three-group design was used with 40 students assigned to each of the
following conditions: (a) control group (no training and no checklist); (b) training and
assessment with no checklist; and (c) training and assessment with checklist. All 120 participants
completed a pre-training that required each participant to rate, on a 0-100-point scale, their
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interpretation of the strength of the evidence against the null hypothesis provided in graphed
data. The results of this assessment were used to understand the baseline levels of consistency for
each group. The students assigned to both of the training groups (groups b and c above) were
then exposed to a 45-minute training on visual analysis. Students assigned to the control group
were dismissed after completing the pre-assessment task. One week later, all participants were
asked to return to complete a post-training assessment of 42 single-case design graphs, in which
they were asked to respond to the same 0-100-point scaled question (once per graph) regarding
their interpretation of the strength of the evidence presented by the data against the null
hypothesis. Because participant retention and fatigue were concerns for the researchers, the pretraining assessment was carried out using fewer graphs than were used after training. The pretraining assessment included a random but representative sample of 23 single-case design graphs
out of the complete set of 42 graphs that were used at posttest. This was done so that there were
measures taken at pre and post-training for an identical set of 23 graphs for the use of pretest to
posttest comparisons. The 23 graphs selected for pre-training assessment were a representative
sample of the types of graphs (AB, Multiple Baseline, Reversal, published, and researcher
generated) used in the full post-training assessment. During the post-assessment session, the
participants assigned to the training and assessment with checklist group were given access to a
six-item checklist to aid in their visual analysis (See Appendix D for a copy of the checklist).
The other two groups (training and assessment with no checklist and the control group) only had
access to the assessment graphs and response sheet.
Dependent Variable
One goal of this research study was to identify variables that are related to the
consistency of conclusions produced by visual analysis. Consistency, therefore, was defined in
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this study as the similarity or, more specifically, the lack of variability of the strength ratings
provided by the subjects. The smaller the variability the more the scores in the set resemble one
another, and the more similar, or more consistent they are. Hence, the variance within each graph
(generally based on the 40 participants within a condition) was the specific metric used to
measure variability. This pooled within graph variance measure will henceforth be referred to as
an inconsistency score. Given that this is a measure of variability, a low inconsistency score
demonstrates agreement among raters. Below is an example explaining the use of the
inconsistency score as the dependent variable:
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Figure 1. Example AB Graph.
40 raters pre-training strength ratings: 10, 60, 2, 98, 60, 90, 18, 25, 40, 15, 10, 15, 40, 45,
30, 30, 60, 80, 25, 52, 50, 85, 70, 50, 20, 90, 50, 99, 0, 40, 10, 55, 70, 40, 10, 20, 25, 60, 50, 12.
Pretest Inconsistency Score = 774.18 = variance estimate before training.
Same 40 raters post-training strength ratings: 99, 95, 98, 95, 98, 10, 100, 30, 50, 95, 98,
95, 90, 95, 95, 95, 95, 99, 95, 98, 75, 95, 90, 95, 70, 96, 40, 60, 100, 90, 75, 95, 95, 95, 90, 70,
98, 98, 98, 91.
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Posttest Inconsistency Score = 431.15 = variance estimate after training.
Each inconsistency score is based on the individual strength ratings provided by the 40
subjects within treatment conditions. The example above demonstrates a case where there is a
lower inconsistency score at posttest than pretest, meaning participants had higher agreement at
posttest after receiving training when rating this same graph.
In the most general sense, the purpose of this study is to understand if there are
systematic differences among the treatment groups on the inconsistency score. Inconsistency
scores were used as the dependent variable for all but two analyses; alternative metrics were
more appropriate for them. The five hypotheses evaluated in the study are described in the
following section.
Hypotheses
This study sought to evaluate the following set of hypotheses:
Hypothesis 1: Formal training in visual analysis will produce higher consistency of
rater’s conclusions drawn through visual analysis than no training.
Hypothesis 2: Using a checklist when conducting visual analysis, such as the one created
by Furlong and Wampold (1981), will increase consistency of rater’s conclusions regarding the
presence of an effect.
Hypothesis 3: The type of research design will affect rater consistency. Specifically, more
complex designs with repeated effect demonstrations (e.g., multiple baseline and reversal
designs) will result in greater consistency in rater evaluations of treatment effects than a simple
two-phase (AB) design.
Hypothesis 4: Specific characteristics of graphed data (e.g., immediacy of the effect,
slope, variability, and effect size) will affect the consistency of the conclusions drawn within the
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trained groups. Specifically, decreasing effect size, or increasing the variability, the slope, or
delaying the onset of the effect while holding all other factors constant will reduce the
consistency of rater evaluations of treatment effects.
Hypothesis 5: The results of the visual analysis produced by trained raters will correlate
positively with the results of the H-M time-series regression analysis.
Journal Selection
According to Wolfe et al. (2016), the top three journals that published the greatest
proportion of single-case research designs between the years of 2012 and 2013 were: Journal of
Applied Behavior Analysis (78%), Behavioral Interventions (70%), and Journal of Behavioral
Education (67%). These are the journals from which the 30 published graphs were selected.
Graph Selection and Data Extraction
Many of the studies that have evaluated consistency of visual analysis have used AB
graphs (e.g., Gibson & Ottenbacher, 1988; Hojem & Ottenbacher, 1988; Matyas & Greenwood,
1990a, 1990b; Ottenbacher, 1986; Park et al., 1990; Rojahn & Schulze, 1985; Snyder, 2013;
Wolery et al., 2010; Ximenes et al., 2009). More recently, Wolfe et al. (2016) focused on
multiple baseline designs and found greater consistency within rater groups when compared to
previous studies that had only examined the consistency produced using two-phase designs. The
current research study sought to determine if graph type influences the consistency of the ratings
by including AB, Multiple Baseline (MB), and Reversal designs among the sampled graphs. All
graphs fitting the design criteria for the last five years from the top three journals were extracted
until 10 graphs of each design type were obtained. To create consistent graphs, all data from each
selected graph were extracted using GetData Graph Digitizer software (ShareIt, 2018). Graphs
were then recreated using Microsoft Excel.
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Graph Creation
Twelve additional graphs were manually created and intermixed with the 30 published
graphs. These 12 graphs were created to cover four main components of visual analysis, with
three graphs used to illustrate each of these main components. The first three of the created
graphs systematically varied the slope change between the baseline data and intervention data,
holding level change, immediacy of the effect, variability, and the number of data points per
phase constant. The three slope changes were as follows: baseline slope = 0 to intervention slope
= +0.4; baseline slope = 0 to intervention slope = -0.4; and baseline slope +0.4 to intervention
slope -0.4. For the deterministic function, the level change was zero, each phase consisted of 10
data points, the slope change was immediate (starting at the first data point in the intervention
phase), and variability was added using a random number generator with a mean of zero and a
standard deviation equal to one for each of the three graphs.
The second group of three of the created graphs varied systematically with respect to the
within-phase variance, holding level change, slope change, immediacy of the effect, and number
of data points per phase constant. The first graph was given a standard deviation equal to one, the
second, a standard deviation equal to two, and the third, a standard deviation equal to three. For
all three graphs the deterministic function had a slope of zero in both phases and a level change
of -5.00 from baseline to intervention. Each phase included 10 data points and the change was
immediate (taking place at the first data point in intervention).
The third group of three created graphs systematically differed with respect to the
immediacy of the effect, holding level change, variability, slope, and the number of data points
per phase constant. The first of these graphs depicted an immediate effect (occurring at the first
data point in the intervention phase), the second depicted a slightly delayed effect (occurring at
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the fourth data point in the intervention phase), and the third depicted a delayed effect (occurring
at seventh data point in the intervention phase). The effect for all three graphs was defined as a
level change of +2.00 points and a slope change of +0.4. Variability of the errors was set with a
standard deviation equal to one. Each phase included 10 data points.
The last group of three created graphs varied the effect size associated with the level
change of the data, holding slope change, immediacy, and the number of data points per phase
constant. The three effect sizes were set at small (.2), medium (.5) and large (.8). One hundred
seventy-five observations were included in each phase. The slope of the deterministic function
was set to zero for all phases and the intervention effect took place immediately (occurring at the
first data point in the intervention phase).
Participant Selection and Procedure
Western Michigan University students were recruited to participate through
announcements in psychology classes. One hundred twenty participants were randomly assigned
to one of three conditions: (a) control group (no training and no checklist) with assessment (n =
40); (b) training and assessment with no checklist (n = 40); and (c) training and assessment with
checklist (n = 40). All three groups were given a pre-assessment during which they were asked to
visually analyze a set of 23 single-case research design graphs. A numerical response on a 0-100
scale (0 = no evidence that the null hypothesis is false, 100 = extremely strong evidence that the
null is false). The participant was asked to write the number that best fit their analysis of each
graph on the answer sheet provided. After the pre-assessment task was completed, the
participants assigned to the control condition were dismissed. The remaining participants were
asked to stay for the training session.
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Training
Participants in both of the training groups were then exposed to a 45-minute lecturebased training on visual analysis of single-case design graphs (See Appendix E for slide deck
used during training). Training sessions were scheduled and conducted in small groups, based on
participant availability and ranged in size from one to ten participants per session. The training
consisted of the following major components:


An overview of the purpose and goal of visual analysis including a review of the
concept of sampling error and how it applies to single-case research designs.



An introduction to the three types of graphs shown in the assessment (two-phase
(AB), reversal, and multiple baseline).



An explanation of the amended Furlong and Wampold (1981) visual analysis
checklist, with particular emphasis placed on describing and identifying the
following components: (a) variation and change in variation within and between
phases, (b) level and level change using Huitema and McKean (2000) n1 + 1 level
change estimate methodology, (c) trend and trend change between phases, (d)
abrupt and delayed effects, and (e) temporary and permanent effects.



Practice visually analyzing and rating on the 0-100 scale for a series of eight
graphs using the checklist as a guide. During practice, the researcher provided
both positive and corrective feedback to the participants based on their responses.
The feedback was based on the 1-p value obtained by the H-M regression analysis
for each graph utilized in practice.

One week after the training occurred, participants in all three groups were asked to complete a
second assessment during which they were asked to visually analyze a set of 42 single-case
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design graphs using the 0-100-point scale. Twenty-three of the graphs used in posttest were
identical to the graphs used at pretest. Three anchors were added to the instruction text for the
post assessment to ensure proper understanding and use of the scale. The added instructions gave
the participant an example of what a 0, 50, and 100 strength rating could look like, including the
following text:


0 = no evidence that the null hypothesis is false, behavior does not change
systematically from phase to phase, changes seen are only due to sampling error.



50 = Weak evidence, but some evidence present, 50% certain that the null hypothesis
is false, differences seen could be due to sampling error or could be due to a true
treatment effect, the data are unclear.



100 = Extremely strong evidence that the null hypothesis is false, 100% certain it is
false, behavior changes systematically from phase to phase, behavior change is due to
the intervention and not due to sampling error.

Only participants in the assessment with checklist condition were given the six-item checklist,
the same checklist that they were trained to use during the training session. These participants
were instructed to review the checklist as they assessed each graph while completing the postassessment.
RESULTS
Explanation of Data Used in Each Analysis
As mentioned previously, in order to avoid participant fatigue, a representative sample of
23 graphs was taken from the entire set of 42 graphs to be used as the pre-training assessment in
order to understand baseline inconsistency for each of the treatment groups. The first two
analyses testing the first hypothesis, presented below, are only assessing the difference in
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inconsistency from pre-training to post-training, and therefore, only include an analysis of 23
graphs presented in both assessments. The analyses used to evaluate the second and third
hypotheses examine ratings on all 42 graphs used during the post-training assessment. The
analyses used to evaluate the fourth hypothesis are only examining the differences in
inconsistency scores for the 12 contrived graphs for all 80 trained participants. The analysis used
to evaluate the fifth hypothesis uses the raw score mean strength rating for each of the 42 posttraining graphs produced by all 80 trained participants. All analyses were conducted using
Minitab 18 with the exception of two analyses: the split-plot analysis used in the evaluation of
the third hypothesis and the expectation maximization (EM) routine used in the evaluation of the
fourth hypothesis which were conducted using SPSS.
Evaluation of Hypothesis 1: Training will Increase Consistency
Intraclass correlation coefficients (ICC) were calculated on the results for the 23 graphs
that were presented at both pretest and posttest to compare consistency for the three groups of the
experiment (see Table 1 for output). The specific form of ICC used here assumes that raters (i.e.,
participants) are a random variable and graphs are fixed (as described in Shrout & Fleiss, 1979).
Table 1
ICC Analyses for Pre and Post Training for Each Group
Group
Control
Training w/ No Checklist
Training w/ Checklist

ICC Pre-Training

ICC Post-Training

.03
.07
.16

.11
.56
.54

These coefficients are interpreted as the proportion of total variation among ratings that is
explained by the graphs. Moderate ICC levels of agreement for the trained groups post-training
is consistent with ICC values reported by others (e.g., Mercer & Sterling, 2012), but substantially
lower than those produced using expert raters (ICC = .89, Kahng et al., 2010). The increase in
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agreement from pre to post test for the two trained groups along with the evidence that
agreement stayed relatively low for the control group at posttest demonstrates that training
increases consistency of visual analysis results by novice raters. To enhance the evidence for this
claim, an additional more direct analysis was carried out to formally test the difference in
correlated variances at pre and posttest for each of the 23 graphs for each group using the Pitman
t test (1939). The results of the analysis are presented in Table 2.
A randomized block ANOVA was conducted on the individual graph t-test values
presented in Table 2 to test the overall reduction in within-graph variance (i.e., inconsistency)
from pre to posttest for the three groups. The results of the analysis demonstrate that there were
significant differences among the three groups on the standardized reduction in the variance from
pre to posttest, F(2,44) = 9.59, p < .001. (See Table 3 for ANOVA summary table). The effect
size associated with this analysis (η2 = 0.19) is considered large using Cohen’s criterion.
Approximately one-fifth of the total variation in Pitman t scores was explained by training
effects.
Two additional analyses were also carried out on the data in Table 2 on the posttest
variance. The results of a one-factor ANOVA are presented in Table 4, the results of a one-factor
ANCOVA are presented in Table 5, and the means and adjusted means are presented in Table 6.
The latter analysis used the pretest variance as the covariate. This analysis was carried out to
clarify the outcome on the posttest variances by adjusting for the substantial differences among
the pretest variances (see Table 2). All three analyses conclude that training effects are strong.
The analyses described above were based on the 23 identical graphs presented at both pre
and post assessment. The analysis described next used all 42 graphs included in the post-training
assessment.
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Table 2
Pre and Post Within Graph Variance by Group
Control
Post σ2
t
1047.3 -0.03
745.2 0.32
693.9 0.65
1196.2 -1.01
1228.2 -0.67
1332.7 -0.25
1076.0 0.17
933.1 -0.95
817.2 -0.61
852.4 -0.07
955.8 -0.16
1404.0 -0.65
1420.1 -1.24
664.0 0.82
950.8 0.25
1508.7 -0.92
1522.7 -1.65
901.7 0.39
1247.0 -0.88
602.1 1.89*
1000.2 -0.93
600.4 0.16
958.2 -0.86

Pre σ2
850.5
792.4
769.3
1054.3
976.8
1181.8
917.5
720.9
826.5
1034.9
718.1
1154.6
1171.7
792.6
899.3
1365.8
1252.7
1045.6
1057.5
998.5
896.0
928.2
761.1

Post σ2
1119.7
1067.1
749.2
832.6
1017.3
339.5
777.9
92.8
98.8
255.6
439.9
826.5
123.6
664.1
746.2
687.7
314.1
871.2
518.1
1067.4
596.9
180.1
929.8

Trained Checklist
Post σ2
1288.0
900.7
668.5
366.2
916.5
427.1
986.3
261.3
196.2
457.7
788.0
500.8
143.8
739.0
948.56
266.7
364.6
1073.3
374.4
925.6
756.7
239.2
773.3

t
-0.63
-0.47
-0.32
1.53
0.51
3.03*
-0.98
2.71*
1.60
1.46
-0.41
1.23
6.65*
-1.33
0.07
4.97*
3.25*
-1.81
3.50*
-0.56
-0.50
3.34*
0.56

Mean 924.14 1028.60 -0.27
963.77
622.44
2.22 800.09 624.44
Note: * denotes p < .05
**AB = Two-phase design, MB = Multiple Baseline Design, R = Reversal

1.19

Graph
AB
AB
MB
MB
AB
AB
MB
AB
R
AB
R
MB
AB
R
AB
R
AB
AB
AB
AB
MB
R
MB

Pre σ2
1036.3
823.5
856.2
878.9
994.3
1251.5
1135.1
687.2
681.4
834.6
909.8
1142.3
1002.2
844.9
1024.5
1119.7
981.7
1022.6
961.0
1046.1
753.8
632.6
750.2

Trained No Checklist
t
-0.86
-0.93
0.08
0.74
-0.13
4.20*
0.57
7.61*
7.91*
4.67*
1.53
1.08
8.17*
0.55
0.58
2.16*
4.39*
0.57
2.13*
-0.21
1.27
5.68*
-0.62

Pre σ2
1051.7
774.2
603.2
590.1
1079.6
1101.8
719.1
586.9
326.6
731.5
689.3
728.1
991.1
482.1
969.0
1165.7
1042.5
602.0
1150.6
775.0
650.4
663.1
928.2

Table 3
Randomized Block ANOVA Summary Table for Standardized (Pitman t) Inconsistency Change
Source
Graph (Block)
Group (Treatment)
Error
Total

SS
134.55
72.18
165.64
372.37

Df
22
2
44
68

MS
6.11
36.09
3.77
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F
1.62
9.59

p
.08
<.001

Table 4
ANOVA Summary Table on Posttest Variances
Source
Group
Error
Total

SS
2517043
6557572
9074616

Df
2
66
68

MS
1258522
99357

F
12.67

p
<.001

Table 5
ANCOVA Summary Table on Posttest Variances using Pretest Variance as Covariate
Source
Adj. Treatment (Group)
Resw
Rest

SS
2391321
6440974
8832295

Df
2
65
67

MS
1195661
99092

F
12.07

p
<.001

Table 6
Posttest Mean Variances, Adjusted Posttest Mean Variances, and Pretest Mean Variances for
each Treatment Group
Group
Control
Training w/ No Checklist
Training w/ Checklist

ANOVA Mean ANCOVA Adj. Mean
1028.6
1021.8
622.4
608.1
624.4
645.6

ANCOVA Pre Mean
929.1
963.8
800.1
Grand Mean: 898

Evaluation of Hypothesis 2: Using a Checklist will Increase Consistency
A one-way between-subjects analysis of variance was conducted to evaluate the
treatment differences among the inconsistency score means based on all 42 post assessment
graphs assessed by each group: control group (M = 938.3), the training group without the
checklist (M = 604.7), and the training group with the checklist (M = 622.0). There was a
significant treatment effect on these posttest within group inconsistency score means (F(2,123) =
15.71, p < .001). (See Table 7 for the ANOVA summary table and Figure 2 for a plot of the
inconsistency scores by group).
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Table 7
ANOVA Summary Table for Inconsistency Score Means by Group
Source
Group
Error
Total

SS
2962321
11598845
14561165

df
2
123
125

MS
1481160
94300

F
15.71

p
<.001

Interval Plot of Inconsistency Score Means by Group
95% CI for the Mean

Inconsistency Score Mean

1100
1000
900
800
700
600
500
Control

No_Checklist

Checklist

Group
The pooled standard deviation is used to calculate the intervals.

Figure 2. Mean Posttest Inconsistency Score by Group.
Fisher-Hayter post-hoc analyses reveal that significant differences lie between both trained
groups and the control group, but there was no significant difference found between the trained
group that did not receive the checklist at posttest and the group that did. (See Table 8 for FisherHayter results). The standardized effect sizes are large for the two statistically significant
differences.
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Table 8
Fisher-Hayter Multiple Comparison Tests for Posttest Inconsistency Scores
Comparison

Mean
difference
Control vs. Trained w/ No Checklist
333.6
Control vs. Trained w/ Checklist
316.3
Trained w/ no Checklist vs. Trained w/ Checklist -17.3
Studentized range statistic critical value q(2,123) = 3.70, α = .01.
Note: ** denotes p < .01

Obtained q
7.12**
6.75**
-0.37

Standardized
Effect Size g
1.06
1.00
-.05

Evaluation of Hypothesis 3: Type of Research Design Affects Consistency
A split-plot ANOVA was conducted to determine if graph type (AB, Reversal, MultipleBaseline (MB)) had an effect on consistency and if that effect was dependent on treatment group
membership. The results of the split-plot analysis revealed that there was a main effect for graph
type (F(2,39) = 6.81, p < .01) and a main effect for group membership (F(2,78) = 18.91, p <
.001), but there was no interaction between graph type and group membership, meaning the
graph type had essentially the same effect on consistency regardless of the treatment group. (See
Table 9 for marginal means, Table 10 for the cell means, Figure 3 for the plot of the cell means,
and Table 11 for complete results of the split-plot analysis).
Table 9
Split-Plot Analysis Marginal Means for Graph Type and Groups
Graph Type

Group

Level
AB
Multiple Baseline
Reversal
Control
Training with No Checklist
Training with Checklist
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Marginal Mean
778.06
796.29
522.936

Std. Error
41.69
61.84
61.84

915.08
584.63
597.58

43.84
50.93
48.14

Table 10
Split-Plot Analysis Cell Means for Graph Type and Groups
Group
Control

Graph Type
AB
Multiple Baseline
Reversal

Cell Mean
996.25
939.37
809.61

Std. Deviation
269.20
237.34
282.71

n
22
10
10

Training w/ No
Checklist

AB
Multiple Baseline
Reversal

654.75
774.06
325.08

365.11
233.44
215.89

22
10
10

Training w/
Checklist

AB
Multiple Baseline
Reversal

683.18
675.45
434.12

334.39
235.83
227.45

22
10
10

Figure 3. Cell Means of Inconsistency Scores by Group and Graph Type.
Table 11
Split-Plot Analysis Output for Graph Type and Groups
Source
Graph Type
Graph Type Error
Group
Group * Graph Type
Group Error

SS
1561770.11
4473858.41
2568676.26
265415.64
5297800.39

df
2
39
2
4
78

MS
780885.06
114714.32
1284338.13
66353.91
67920.518
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F
6.81

p
.003

18.91
.977

<.001
.425

Post-hoc multiple comparison analysis revealed that significant differences were found between
AB and Reversal designs as well as MB and Reversal designs but there was no significant
difference found between AB and Multiple Baseline designs. See Table 12 for post-hoc analysis
results.
Table 12
Fisher-Hayter Multiple Comparison Results for Comparisons by Graph Type
Comparison
AB vs. Reversal
AB vs. Multiple Baseline
Reversal vs. Multiple Baseline
Note: ** denotes p < .01

Mean difference
255.12
-18.23
273.36

p
.001**
.808
.003**

Standard Effect Size g
.75
-.05
.80

Evaluation of Hypothesis 4: Specific Graph Characteristics Affect Consistency
A one factor repeated measures ANOVA was conducted to assess if the following four
specific graph characteristics had an effect on consistency of ratings produced through visual
analysis (slope (M = 589), variability (M = 544), immediacy of the effect, (M = 1073.5), and
effect size (M = 305.4)). Each characteristic was manipulated in three separate graphs (e.g., slope
change was manipulated three different ways for three different graphs). The average variance
for the three graphs for each of the four characteristics was combined (i.e., the average variance
for all three graphs in which slope was manipulated was 589) then this inconsistency score for
each of the four characteristics was compared. The results of the analysis (see Table 13) indicate
that these graph characteristics do have a significant effect on consistency. Fisher-Hayter
multiple comparison tests revealed a significant difference between the immediacy of the effect
and effect size characteristics, however all other comparisons were not significant.
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Table 13
ANOVA Summary Table for Inconsistency Score Means by Graph Characteristic
Source
Characteristic
Error
Total
Note: * denotes p < .05

SS
933458
471076
1404533

df
3
8
11

MS
311153
58884

F
5.28

p
.027*

To further investigate these characteristics a modified Levene homogeneity of variance
test for correlated samples (Huitema, 2019) was conducted to compare the variances of the 80
trained participants for each of the 12 contrived graphs. Because there were no significant
consistency differences found between the two groups that received training, the 40 participants
from the trained with no checklist group were combined with the 40 participants from the trained
with checklist group to create a group of 80 trained participants. For this analysis, we wanted to
understand if the ratings provided by the trained raters were consistent for three individual
graphs within each of the four conditions (slope, variability, immediacy of the effect, and effect
size). Given that the raw score strength rating was used in this analysis and not the variance of
the ratings for the individual graphs, the missing data of 7.5% of participants was an issue. The
Expectation Maximization (EM) routine was used to replace all missing values for the 7.5% of
participants. Essentially, this routine uses a type of regression analysis to estimate the best fitting
value for the unobserved data. Using this dataset with the imputed values, a modified Levene
homogeneity of variance test for correlated samples was conducted. The results revealed that
there were no significant differences between the three levels of immediacy, F (2,158) = 1.519, p
=.22. There were significant differences among the three levels of variability, slope, and effect
size (See Table 14 for the results of the analysis). Due to the Mauchly’s test for sphericity being
violated for the variability, slope, and effect size analyses, the F-values for the modified Levene
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tests are uninterpretable and therefore the Bonferroni p-values reported in Table 14 are based on
pairwise tests corrected for multiplicity. These tests do not rest on the sphericity assumption.
Table 14
Bonferroni p-Values for Graph Characteristics
Variable
Variability:
1. SD =1
2.SD = 2
3. SD = 3
Slope:
1. +0.4 to -0.4
2. 0 to +0.4
3. 0 to -0.4
Effect Size:
1. Small (.2)
2. Medium (.5)
3. Large (.8)

Comparison

Inconsistency Scores

Std. Error

Bonferroni p

1 vs 2

(1) 265.35; (2) 386.04

96.27

.64

2 vs 3

(2) 386.04; (3) 959.57

112.62

<.01

1 vs 3

(1) 265.345; (3) 959.57

122.54

<.01

1 vs 2

(1) 373.72; (2) 532.36

112.35

.49

2 vs 3

(2) 532.36; (3) 840.16

156.21

.16

1 vs 3

(1) 373.72; (3) 840.16

116.00

<.01

1 vs 2

(1) 123.96; (2) 407.82

117.51

. 054

2 vs 3

(2) 407.82; (3) 324.69

115.39

1.00

1 vs 3

(1) 123.96; (3) 324.69

69.66

.015

Evaluation of Hypothesis 5: Visual Analysis Results Will Correlate with Statistical
Analysis Results
A Spearman correlation between the average of the ratings produced by the 80 trained
raters for each of the 42 graphs and the ranked value of 1-p (produced by the H-M time-series
regression analysis and rounded to eight decimal places) was conducted to determine if there was
a relationship between results produced through visual and statistical analysis (See Appendix F
for H-M Regression analysis output for all assessment graphs). The analysis revealed a large
positive correlation r = .60, p < .001, between the average strength of the evidence rating and the
ranked (1 - p)-value, indicating that the smaller the p-value produced through the H-M regression
analysis corresponds with a stronger rating on the 0-100 scale. See Figure 4 for a scatterplot of
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the data and Appendix G for the analysis run with (1 - p)-values rounded to 2 through 16 decimal
places with scatterplots for each correlation to see the overall function of the relationship.

Scatterplot of Mean vs Ranked 1-p-value
90

Mean Strength Rating

80
70
60
50
40
30
20
10
0
0

10

20

30

40

Ranked 1-p-value

Figure 4. Scatterplot of Average Strength Rating and (1-p)-Value Based on H-M Regression
Analysis. Sampling unit: graph.
DISCUSSION
The purpose of the current research study was to better understand factors affecting
consistency in the conclusions drawn through the use of visual analysis, to evaluate the effects of
training in visual analysis on judgments regarding the presence of intervention effects in graphic
displays, and to evaluate the relationship between outcomes produced through visual analysis
and those provided by a relevant statistical analysis. Previous studies have resulted in an
inconsistent message regarding all three of these key areas (Brossart et al., 2006; DeProspero &
Cohen, 1979; Hojem & Ottenbacher, 1988; Kahng et al., 2010; Park et al., 1990).
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Variables Affecting Consistency in Visual Analysis
One concern of this study was to help establish a concise and clear definition of the
important components of visual analysis. Previous research shows a lack of consistency in how
these components are identified and how individuals are trained to assess them (Barker et al.,
2011; Gast & Spriggs, 2010; Kazdin, 2011; Kratochwill, 1978; Parsonson & Baer 1979, 1992;
Richards et al., 1999). By using the checklist developed by Furlong and Wampold (1981), we
were able to develop a training module that produced substantial increases in visual analysis
consistency. This conclusion is based on our experiment in which we compared two types of
visual analysis training and a control. All participants in the two training conditions were taught
the same procedures for estimating an effect, but the second training condition provided access
to a checklist.
The results of the study indicate that, when compared to the control group consisting of
untrained participants, training significantly reduced the variability in visual analysis results.
This is consistent with Fisher et al. (2003) and Snyder (2013) who demonstrated that training can
be effectively completed in groups in a relatively brief period of time (15 and 36 minutes,
respectively) and that training improves the results of visual analysis. The moderate intraclass
correlation (ICC) levels of rater agreement for the trained groups in this study are consistent with
ICC values reported by Mercer and Sterling (2012). Our alternative method of measuring rater
consistency demonstrated that there was significantly greater agreement from pre to posttest for
the two trained groups when compared to the control group. However, the results indicated that
there was no significant difference in the consistency of ratings produced by those who had
access to the checklist during the posttest and those who did not. This suggests that either the
checklist was not beneficial, meaning the participants had learned all they needed during the
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training, or (more likely) those given the checklist did not attend to it during the posttest session.
Future research could embed the checklist in the posttest as a way to encourage its use for each
graph.
As mentioned previously, despite the inadequacies of the two-phase AB design, many
previous research studies have examined the consistency of results of visual analysis using only
two-phase AB designs (e.g., Gibson & Ottenbacher, 1988; Hojem & Ottenbacher, 1988; Matyas
& Greenwood, 1990a, 1990b; Park et al., 1990; Rojahn & Schulze, 1985; Snyder, 2013; Wolery
et al., 2010; Ximenes et al., 2009), which is inconsistent with the types of designs used by singlesubject researchers (Shadish & Sullivan, 2011). The current study used two-phase (AB), reversal,
and multiple baseline designs throughout training and assessment to understand if design type
had an effect on the consistency of the visual analysis results. The analysis revealed greater
consistency in reversal design graphs than in to two-phase (AB) or multiple baseline graphs. This
is consistent with the notion that the more times the demonstration of an effect is replicated, the
stronger the evidence (Kazdin, 2011). It was expected that the two-phase designs would have
weaker agreement given the weaknesses associated with the design (Huitema, 2011), however, it
was surprising to see the lack of consistency in the trained groups when evaluating the multiplebaseline designs because these types of graphs are designed to showcase repeated demonstrations
of an effect.
Wolfe et al. (2016) found that when raters agreed on the presence of an effect in each of
the individual AB sets within a multiple baseline graph, they were more likely to agree in the
overall presence of an effect for the intervention. One limitation of the present study is that raters
were not asked to judge each AB set individually, but to provide one overall strength rating for
the multiple baseline graph in its entirety. Although the raters in the trained conditions were
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taught to assess each phase change individually and then accumulate the evidence for an overall
effect, it would be beneficial for future research to investigate whether the inconsistencies are
due to disagreements regarding individual AB phase changes for each component, or if it is in
the accumulation of the evidence (i.e., adding and subtracting the strength of the evidence
provided by each AB set) that explains inconsistencies in ratings for the multiple baseline
graphs.
Many researchers have noted that certain components of graphs provide more difficulty
than others when conducting visual analysis, such as the presence of slope and slope changes
(DeProspero & Cohen, 1979; Fisch, 1998; Gibson & Ottenbacher, 1988; Mercer & Sterling
2012; Ottenbacher, 1986) and increased variability (DeProspero & Cohen, 1972; Matyas &
Greenwood, 1990a; Parsonson & Baer, 1992; Ximenes et al., 2009). In addition, researchers
have struggled to come to a common understanding of the effects of autocorrelation on visual
analysis outcomes (Bengali & Ottenbacher, 1998; Gibson & Ottenbacher, 1988; Kazdin, 2011;
Matyas & Greenwood, 1990a, 1990b; Ottenbacher, 1986 Ximenes et al., 2009). As mentioned
previously, this confusion is perpetuated by statements like that of Harrington & Velicer (2015)
and Jones et al. (1977) that insist autocorrelation is an inherent problem in single-case design
graphs. Autocorrelation of the errors was calculated for each of the graphs in the current study to
determine if autocorrelation did, in fact, present a problem. The results demonstrate that less than
10% (5 out of 59) of the included graphs had significantly autocorrelated errors; this was easily
corrected for using the double bootstrap methodology of McKnight et al. (2000) and Zhang
(2017). These results indicate that the issue of autocorrelation of the errors is not a problem in
the majority of these design types; it was not an issue in 54 of the 59 graphs assessed in this
study (See Appendix F for details on lag1 autocorrelations). This is contradictory to the results
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produced by Harrington and Velicer (2015) who reported moderate to high lag-1 autocorrelations
for 46% of the data series examined in their research. This suggests that the disagreement in
levels of autocorrelation are due to the ways in which autocorrelation is calculated. The proper
calculation, using the residuals of the model, has been shown to be an issue in less than 10% of
data series examined, and therefore is less of a problem than originally speculated (Huitema,
2016).
Regarding slope and slope changes, the present study supports the previous conclusions
demonstrating that changes in slope, in particular a change from a positive slope in the baseline
phase to a negative slope in the intervention phase with no level change, are associated with
large discrepancies in the ratings provided by the participants. The trained participants provided
more consistent ratings for the AB graphs depicting zero slope in baseline and a change to a
negative slope in the intervention phase than with either a zero slope in baseline to positive slope
in the intervention phase or a positive slope in baseline to a negative slope in the intervention
phase. Given that only three graphs were used to assess this issue, more needs to be done to
explore how slope, and in particular what aspects of slope and slope changes are causing
difficulty and a lack of agreement in raters who are visually analyzing data.
Unlike Snyder (2013) and Fisch (1998), participants in the present study were not asked
to explicitly identify slope and slope changes. Instead they were instructed to use graphic
information regarding slope and slope changes to determine the overall strength of the evidence
that an effect is present in the graph. Based on the current study, it is unclear if the participants
were unable to identify the slope/slope change or if they were able to identify the presence of the
slope but were not convinced that the slope change was due to a treatment effect. Future research
could focus on asking participants to identify the presence of slope changes in each series, and
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then provide an overall rating of the strength of the evidence against the null hypothesis. This
could lead to a better understanding of what is causing the inconsistencies in evaluation of
graphs where slope and slope changes are present.
Regarding variability, the current study also supports the previous conclusions that
variability causes an issue when it comes to consistency in results produced through visual
analysis (DeProspero & Cohen, 1972; Matyas & Greenwood, 1990a; Parsonson & Baer, 1992;
Ximenes et al., 2009). The results of the current study demonstrated that as the variability of the
data increased, when the level change remained constant, there was less agreement and more
variability among the ratings provided by the trained raters. Although the only significant
difference was between the graph with a standard deviation equal to one and the graph with a
standard deviation equal to three, the consistency of the ratings steadily decreased as the
variability of the data itself increased.
Many researchers agree that the greater and more abrupt the level change the more
convincing the evidence of the presence of an effect, but also emphasize that level changes that
are not abrupt or great should not be discounted as bad (Glass et al., 1975; Parsonson & Baer,
1978, 1986). Given the agreement among writers, we expected greater consistency of judgments
with the AB graph depicting an immediate change in level and slope than with the graphs
depicting the change in level and slope as delayed. The results of the current study show,
however, that immediacy had no significant effect on the consistency of the ratings. Delayed
effects were a component covered in the training program, so all trained participants were
exposed delayed effects; this may explain why there were no significant differences in rater
consistency for these graphs. These graphs also depicted a combination of slope and level
changes, which as previously stated, may have led to an increase in the inconsistent ratings.
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One of the most commonly used effect size estimates for comparing two means is
Cohen’s d which is calculated by taking the mean difference and dividing by the pooled standard
deviation of the two groups (Cohen, 1988). The three graphs that were created to depict small,
medium, and large effect sizes (.2, .5, and .8 respectively) contained no slope in either baseline
or intervention phases. The conventions for how these effect sizes were established for betweensubject designs are described by Cohen (1962) in the following way:
Consider the medium level: it posits the existence of a difference between
population means amounting to one-half of the population sigma. In more
generally familiar terms, this would be exemplified by a research plan that sought
to detect a difference of 8 points between the mean IQs of two populations.
Similarly, small and large IQ mean differences would amount to 4 and 16 points,
respectively. These values seem reasonable. For example, an 8-point mean IQ
difference is large enough to be noticeable; this is the order of magnitude of the
difference between people in professional and managerial occupations and also
between clerical and semiskilled workers (Super, 1949, p. 98). Differences half
this size (small) would not be readily perceptible; e.g., the mean IQ difference
between twins and nontwins (Husen, 1959); differences twice this size (large)
would be so obvious as to virtually render a statistical test superfluous, e.g., the
mean IQ difference between college graduates and those with only a SO-SO
chance of passing in an academic high school curriculum (Cronbach, 1960, p.
174). (pp. 147-148)
The criteria established posit that a mean difference constituting a large effect should be obvious,
however, based on the mean strength ratings for the trained participants, the mean difference
demonstrating a “large” effect was not obvious at all in time-series graphs. Future research
should explore how the data is displayed to understand if greater agreement and higher ratings,
consistent with a large, medium, and small effect, would be seen more readily if the data were
presented in a different format. For instance, below is the large effect (.8) graph presented as a
time series (Figure 5) and as dotplot comparing baseline to intervention data in the two rows
(Figure 6).
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Figure 5. AB Design Data Depicting a .8 Effect Size Estimation in Time-Series Format.

Phase

Dotplot of Large Effect (.8)

Baseline

Intervention

28

35

42

49

56

63

70

77

Scores

Figure 6. AB Design Data Depicting a .8 Effect Size Estimation in Dot-plot Format.
It should be clear to the reasonable viewer that the data in the top row of Figure 6 come from a
different process than the data in the bottom row. However, when presented in the traditional
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time series format (Figure 5) those differences are not apparent. Future research should explore
the relationship between graph format and rater consistency.
Given the almost infinite number of combinations of slope and level changes, delays in
the effect, and effect sizes, future research should consider manipulating these variables in other
contexts, presented with different graphic representations, and with a greater variety of
manipulations to truly understand the aspects of these characteristics that cause difficulty for
experts and novices in producing consistent results via visual analysis.
Complementing Visual Analysis with an Appropriate Statistical Analysis
As mentioned previously, the benefit of complementing visual analysis with an
appropriate statistical analysis should serve to strengthen the evidence produced through singlesubject experimental research, and agreement between the two analyses can add to the credibility
and generalizability of intervention effects (Huitema, 2011). The added statistical evidence may
make it more likely that important effects produced through this type of research are used in
evidence-based decision making that inform both research and practice (Huitema, 1986;
Moeyaert et al., 2014).
The results of the current study demonstrate that the results produced through the use of
the H-M regression analysis is substantially correlated with the results produced by trained visual
analysts. When the visual analysis data is corrected for unreliability (using the correction for
attenuation in the criterion variable) the correlation between the visual and statistical analysis
increases considerably. The problem in this case is the unreliability of the visual analysis. To
provide further evidence, by using the reliability coefficient obtained in this study (.30) and the
reliability coefficient produced by DeProspero and Cohen (1979) (.61), the corrected correlation
coefficient between visual analysis and the statistical analysis ranges between +0.77 and +1.00, a
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substantial increase in the degree of the relationship. This evidence suggests that the correlation
found in this study underestimates the true relationship between these two variables. If the
training program were to be refined to produce greater reliability in the visual analysis outcomes,
the result would likely be a stronger correlation between the visual analysis outcome and the
statistical analysis outcome. This is a stark contrast to the results produced by Harrington and
Velicer (2015), who found essentially no relationship between visual and statistical analysis.
Limitations and Future Research
Although the findings of this study are unique and provide greater insight into the
complexities of visual analysis and a complementary statistical analysis, there are several
limitations that must be addressed. The checklist that was used to design the training was given
to some participants in the post-assessment phase of the experiment in the hopes that it would aid
in their visual analysis task. Based on the results of the study, the checklist provided no
additional help at the time of the post-assessment. This could be due to several factors. The
students had to contend with a packet of graphs, a one-page answer sheet, as well as the onepage checklist. Looking at all three items may have become cumbersome and therefore the
participants may have ignored the checklist or have simply forgotten that it was there. Given that
the checklist may have not been used in the way in which it was intended, the current study is not
well suited to make statements about the utility of the checklist. Future research should continue
to explore ways in which a checklist could be used to aid in visual analysis.
Although the training was structured identically for all 80 subjects in the two training
conditions, with the same slide deck, same examples, and same instructor, there may have been
differences in the training experience given the variability of student engagement and the
questions asked by the participants in the different training sessions. Anecdotally, the researcher
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noted that some participants were very engaged in the material, asking several questions
including points of clarification, rephrasing concepts in their own words, and thoroughly
evaluating the graphs during practice using the checklist given to them. Others seemed less
enthused about the material, did not ask any questions, and were reluctant to participate in the
practice. This could be a result of the motivation of the participants to complete the study. The
only requirement to participate was that the participants could not have received formal training
in visual analysis in the past. This resulted in a wide range of subjects participating in the study
with varying motivation to understand the topic of single-subject research and the skill of visual
analysis. Students were only given extra credit in their psychology courses for participating;
there was no monetary incentive, and no criteria were established for the quality of participation.
It would be beneficial for future research to consider using only participants interested in
learning how to conduct visual analysis or to provide better incentives to partially control for
variation in motivation.
The current research was established to understand the short-term effects of training on
novice raters, (i.e., anyone who stated that they had not received formal training or completed a
graduate level course covering visual analysis). Given that the posttest was administered once
(one week following the training) it is unclear what the lasting effects of the training are. It
would be of value to test participants again to see if the knowledge and skills they gained
through the brief training they were exposed to remains after several weeks or months have
passed. It would also be interesting to see if the checklist is more helpful as the post-training
interval increases. Similarly, it would be interesting to see if the checklist aids experienced or
expert visual analysts.
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An additional limitation of the current study is that there were only a few graphs (n = 4)
depicting a non-significant effect. Given that the manufactured graphs were all set to
demonstrate an effect and the remaining graphs were sampled from published work, this is not
surprising. Future research should continue to explore the relationship between the H-M
regression analysis and visual analysis results using graphs depicting a wide range of effects to
understand in greater detail the extent of the agreement between the two. Last, future studies that
evaluate the relationship between visual analysis and forms of statistical analysis not included in
this work would be useful.
Conclusion
The current study sought to (1) understand the variables affecting consistency in visual
analysis, (2) to determine if training is effective in improving consistency, and (3) to evaluate the
degree of the relationship between visual and statistical analyses. Many of the previous research
studies that looked at understanding consistency in visual analysis focused solely on graphs that
were manufactured by the researchers (DeProspero & Cohen, 1979; Fisch, 1998; Furlong &
Wampold, 1982; Gibson & Ottenbacher, 1988; Hojem & Ottenbacher, 1988; Kahng et al., 2010;
Matyas & Greenwood, 1990a; 1990b; Mercer & Sterling, 2012; Ottenbacher, 1986; Snyder;
2013), several of which only depicting two-phase AB graphs (Gibson & Ottenbacher, 1988;
Hojem & Ottenbacher, 1988; Matyas & Greenwood, 1990a; Ottenbacher, 1986; Snyder; 2013).
The current study added to this body of research by including both manufactured and published
graphs and using AB, multiple baseline, and reversal graphs in the assessment. Despite the
limitations associated with the current research study, the findings shed light on areas of research
that may aid in increasing the credibility and generalizability of single-subject research results
and visual analysis. The results also add to the body of literature pointing out a potential
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weakness in the lack of consistency produced by the fundamental analysis method used most
broadly in single-case design research. More needs to be done to fully understand the breadth of
this weakness and, in addition, further the connection between appropriate statistical analyses
and visual analysis in order to continue moving the field of applied behavior analysis in the right
direction.
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Visual Analysis Characteristics: Definitions and Diagnostics
Characteristic
Number of
Data Points in
Each Phase

Stability of
Baseline



Definition(s) and Diagnostics
A minimum of three data points is needed, more if more
variability is present (Gast & Spriggs, 2010)



A minimum of five data points per phase (less than 5 should be
defended) (Kratochwill et al., 2010)



Three data points is too few to establish anything - phase length
must be longer than three (Parsonson & Baer, 1986)



Collect a minimum of three to five data points for each condition
(Lane & Gast, 2014)



No minimum, however, more data is needed when there is
overlap, variability or trend (Jones, Vaught, & Weinrott, 1977;
Parsonson & Baer, 1978)



No minimum, the number of data points should be assessed to
make sufficient determination of whether the data path accurately
represents performance; should be assessed within each phase
(Janosky et al., 2009; Richards et al., 1999)



Generally, a phase is deemed stable when 80% of the data points
fall within 20% range of the median value of the condition (Gast
& Spriggs, 2010)



A minimum of three data points is needed to assess stability - no
criteria otherwise mentioned (Janosky et al., 2009)



Stability is achieved when the data demonstrate sufficiently
consistent level and variability, with little or no trend, to allow
comparison with a new pattern following intervention. Highly
variable data may require a longer phase to establish stability. If
the effect of the intervention is expected to be large and
demonstrates a data pattern that far exceeds the baseline variance,
a shorter baseline with some instability may be sufficient to move
forward with intervention implementation (Kratochwill et al.,
2010)



Defined stability as an apparent unchanging baseline- one that
does not contain unpredictable cycles or broad fluctuations. The
last few data points on the baseline should be "reasonably" stable
or in the opposite direction of intended treatment effect (Barker
et al., 2011; Jones, Vaught, & Weinrott, 1977)
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Level &
Change in
Level



Stability of baseline data is expected and that if it is not achieved,
the phase should be extended (Lane & Gast, 2014)



Ideally data remain stable over the length of the phase
(Kratochwill, 1978)



Baselines should be stable and not drift towards improvement
(Parsonson & Baer, 1978)



Stability is achieved when no apparent upward or downward
trend is present (Morgan & Morgan, 2009)



It doesn't matter if the baseline is increasing, what matters is that
any intervention applied after the baseline must produce
increases that contrast to this apparent trend. Stability of baseline
can be assessed using linear regression but simply as a visual aid,
not as a test of significance (Parsonson & Baer, 1986)



Level and mean are independent. Mean shift is change in means
across phases, shifts in the average rate of performance on the
continuous measure as phases are changed. Changes in level
across phases are defined as a shift or discontinuity of
performance (leap or jump) from the end of one phase to the very
beginning of the next phase and back again (Kazdin, 2011)



Defined as performance on the DV. A significant and immediate
change would be depicted by a jump in the data path. When
variability is present in a phase, level can be determined by
calculating the mean of the phase and drawing a horizontal line
across the phase at the mean or median. One suggested
recommendation is if 80% of the data fall within a 15% value
range then the mean line is acceptable. One might also calculate
the difference between the value of the first and last data points
within a phase or the mean difference of the first few and last few
data points in a phase to determine the level. The researcher
should focus on an immediate change in level of performance
from one phase to the next and compare the overall level of
performance within a phase to overall performance within other
phases (Richards et al., 1999)



Refers to the mean score for the data within a phase. Immediacy
refers to the change in level between the last three data points in
one phase and the first three data points of the next (Horner et al.,
2005; Kratochwill et al., 2010)
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Trend



Represented by mean and median. The immediacy is assessed by
focusing on the level of last three baseline measurements. mean
and median level of the last three baseline data points as
compared, respectively, with the mean and median level of the
first three intervention phase data points versus the first three
intervention phase measurements (Manolov, 2018)



Assess central tendency (C) for each phase. examine whether the
treatment effects will decay over time and whether this decay is
immediate or delayed. medians are less influenced by these
scores than means (Janosky et al., 2009)



Represents the measure of central tendency for each
phase/central location (mean, median or mode). The sooner the
effect is observed the more confidence we have that an effect
occurred (Barker et al., 2011)



Magnitude of the data as indicated by the ordinate scale value.
Need to consider both level stability and level change within and
between phases. Median is recommended given that it is
uninfluenced by extreme values. Absolute and relative level
change can be calculated both within and between phases. Abrupt
changes in level are indicative of an immediately powerful IV
(Gast & Spriggs, 2010; Lane & Gast, 2014)



Refers to the relative magnitude of change observed and can be
assessed at any point during baseline or intervention. The final
determination of a change in level occurs at the point
immediately after the intervention ends. A large change in level
between baseline and intervention phases is an important
indicator of a change in the target (Lundervold & Belwood,
2000)



Discuss abrupt, temporary, delayed and decaying level changes.
No criteria established, but say that the greater more abrupt the
level change the more convincing, but level changes that are not
abrupt or great should not be discounted as bad (Glass, Willson,
& Gottman, 1975; Parsonson & Baer, 1978; 1986)



Compare data in baseline to data in treatment to see a difference
in level (Morgan & Morgan, 2009)



Refers to the best fitting straight line and should be assessed
using mean absolute scaled error (MASE). The larger the MASE
the worse the fit of the trend line to the data (Manolov, 2018)
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Refers to the steepness of the data path across time - typically
identified as accelerating, decelerating or zero celeration. Trend
stability is calculated by determining the number of data points
that fall on or within a given range of the line. The 80-20
stability envelope is also applied here. Whether a trend is
acceptable depends on the DV. Changes in trend direction
between phases is probably the most important aspect of visual
analysis (Gast & Spriggs, 2010)



Refers to the slope of the best fitting straight line for the data
within a phase (Horner et al., 2005; Kratochwill et al., 2010;
Barker et al., 2011)



Defined as systematic increases or decreases over time. The trend
line that characterizes the data within each phase and that reflects
a change from the trend line from a prior or subsequent phase.
The latency of the change is important. The quicker the change
occurs after the intervention is implemented the stronger the
evidence that the intervention caused the change (Kazdin, 2011;
Richards et al., 1999)



Refers to the linear path of the data - should be trained through
the use of imposing a linear regression on the data. Look for clear
and immediate change (Parsonson & Baer, 1986)



Defined as the direction the data pattern progresses over time.
Assessed using split-middle off the median. Look for immediate
and abrupt changes in trend between phases. Trend is assessed
within and between phases. Trend is determined to be
accelerating, decelerating or zero-celerating in a therapeutic or
contra-therapeutic direction (Janosky et al., 2009; Lane & Gast,
2014)



Indicates a pattern where the target is increasing, decreasing or
staying the same. A change in trend suggests improvement or
deterioration in the target. Slope refers to the steepness of the
trend (Lundervold & Belwood, 2000)



Trend changes between and within phases are assessed using the
following characteristics: abrupt, temporary, delayed, and
accelerating. More data should be collected if trend appears
unclear; strong treatment effects are inferred from dramatic
changes between adjacent phases (Jones, Vaught, & Weinrott,
1977; Parsonson & Baer, 1978)
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Variability

Overlap



Issues regarding when trend is present in baseline and the
difficultly with visual analysis are described (Kratochwill, 1978;
Morgan & Morgan, 2009)



Defined as the bounce of the data, the similarity of scores in a
given condition. Variability is assessed using stability envelopes 80% of the data should fall within +/- 25% of the median (Lane
& Gast, 2014)



Refers to the range or standard deviation of the data about the
best fitting straight line (Horner et al., 2005; Kratochwill et al.,
2010)



Discusses variability within and between phases and what
variability might be a result of (uncontrolled variables). If phases
demonstrate increased variability, more data is needed, however
if relatively stable treatment phase data follow variable data, a
degree of experimental control is apparent (Gast & Spriggs,
2010; Jones, Vaught, & Weinrott, 1977; Parsonson & Baer, 1978;
Richards et al., 1999)



Can be represented by standard deviation bands (Manolov, 2018)



Refers to the deviation above or below the level (Barker et al.,
2011; Kazdin, 2011)



Should be assessed within and between phases (Janosky et al.,
2009; Kratochwill, 1978; Morgan & Morgan, 2009; Parsonson &
Baer, 1986)



Percent non-overlapping data (PND), percent overlapping data
(POD), and /or nonoverlap of all pairs (NAP) should be
calculated. The greater the PND, the smaller the overlap, the
greater the impact the intervention had on the behavior (Gast &
Spriggs, 2010; Lane & Gast, 2014; Manolov, 2018; Richards et
al., 1999)



Refers to the proportion of data from one phase that overlaps
with data from the previous phase. The smaller the proportion of
overlapping data points (or conversely, the larger the separation),
the more compelling the demonstration of an effect (Barker et al.,
2011; Jones, Vaught, & Weinrott, 1977; Kazdin, 2011;
Kratochwill et al., 2010; Lundervold & Belwood, 2000;
Parsonson & Baer, 1978)
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Autocorrelation



Refers to the proportion of data points in adjacent phases that
overlap in level (Horner et al., 2005)



Should be assessed across phases (Janosky et al., 2009)



Error terms from one data point are correlated with error terms
from the next. Cannot be assessed visually but needs to be
assessed statistically given that it has an impact on both visual
and statistical analysis. (Kazdin, 2011)



Refers to serial correlation or a correlation between data points
"n" steps apart. The correlation of interest is a correlation among
the residuals or error terms of the model used in the analysis
(Lundervold & Belwood, 2000)



Correlation of successive data points (Kratochwill, 1978)
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Statistical Analyses in Single-Subject Research Designs
Analysis

Authors

Percent Nonoverlapping Data (PND)

Split-Middle or Extended Celeration Line (ECL)

H-M Regression Analysis

Improvement Rate Difference (IRD)

Percent All Nonoverlapping Data (PAND)

Regression-based d statistic

Tau-U

Binomial Test on Extended Phase A Baseline
97

Brossart, Vannest, & Davis, 2014;
Campbell, 2004; Carter, 2013; Manolov &
Moeyaert, 2017a; Manolov et al., 2010;
Olive & Smith, 2005; Parker, HaganBurke, & Vannest, 2007; Parker &
Vannest, 2009; Parker, Vannest, & Brown,
2009; Parker, Vannest, & Davis, 2011;
Scruggs & Mastropieri, 1987; Solomon,
2014; Wolery et al., 2010
Brossart, Vannest, & Davis, 2014; Fisher,
Kelley, & Lomas, 2003; Janosky et al.,
2009; Manolov & Moeyaert, 2017b;
Nourbaksh & Ottenbacher, 1994;
Ottenbacher, 1990; Parker, Vannest, &
Davis, 2011; Robey et al., 1999
Huitema, 1978, 2004, 2011; Huitema &
McKean, 1998; Huitema & McKean,
2000; Huitema, McKean, & Laraway,
2008; Huitema, McKean & McKnight,
1994
Brossart, Vannest, & Davis, 2014;
Manolov & Moeyaert, 2017a; Parker,
Vannest, & Brown, 2009; Parker, Vannest,
& Davis, 2011; Solomon, 2014; Wolfe et
al., 2018
Manolov et al., 2010; Parker & HaganBurke, 2007; Parker, Hagan-Burke, &
Vannest, 2007; Parker & Vannest, 2009;
Parker, Vannest, & Davis, 2011; Solomon,
2014
Campbell, 2004; Olive & Smith, 2005;
Robey et al., 1999; Manolov & Moeyaert,
2017a; Moeyaert et al., 2014; Solomon,
2014
Brossart, Vannest, & Davis, 2014;
Manolov & Moeyaert, 2017b; Parker,
Vannest, & Davis, 2011; Solomon, 2014;
Tarlow, 2017; Wolfe et al., 2018
Brossart, Parker, & Olson, 2006; Parker &
Brossart, 2003; Parker et al., 2005; Parker
& Hagan-Burke, 2007; Robey et al., 1999

Brossart, Vannest, & Davis, 2014;
Manolov & Moeyaert, 2017a; Manolov &
Nonoverlap of All Pairs (NAP)
Moeyaert, 2017b; Parker & Vannest, 2009;
Parker, Vannest, & Davis, 2011
Brossart, Vannest, & Davis, 2014;
Manolov et al., 2010; Parker & Vannest,
Percentage of Data Exceeding the Median (PEM) 2009; Parker, Vannest, & Davis, 2011;
Wolery et al., 2010
Brossart, Parker, & Olson, 2006; Parker &
Brossart, 2003; Parker et al., 2005;
Allison's Mean Plus Trend Difference
Solomon, 2014
Brossart, Parker, & Olson, 2006; Manolov
Center's Mean Plus Trend Difference
et al., 2010; Parker & Brossart, 2003;
Parker et al., 2005
Brossart, Parker, & Olson, 2006; Manolov
et al., 2010; Parker & Brossart, 2003;
Gorsuch's Trend Effect Size
Parker et al.,2005
Brossart, Parker, & Olson, 2006; Manolov
Last Treatment Day LTD
et al., 2010; Parker & Brossart, 2003;
Parker et al.,2005
Campbell, 2004; Manolov & Moeyaert,
Mean Baseline Reduction (MBLR)
2017a; Manolov & Moeyaert, 2017b;
Olive & Smith, 2005
Manolov & Moeyaert, 2017b; Olive &
Standard Mean Difference (SMD)
Smith, 2005; Smith, 2012; Wolfe et al.,
2018
Box & Tiao, 1965, 1967; Glass, Wilson, &
ARIMA
Gottman, 1975; Rojahn & Schulze, 1985;
Smith, 2012
Janosky et al., 2009; Nourbaksh &
C-Statistic
Ottenbacher, 1994; Robey et al., 1999
Brossart, Parker, & Olson, 2006; Crosbie,
ITSACORR
1993; Robey et al., 1999
Janosky et al., 2009; Manolov &
Randomization Tests
Moeyaert, 2017a; Robey et al., 1999
Brossart, Vannest, & Davis, 2014;
Tau
Manolov & Moeyaert, 2017a; Parker,
Vannest, & Davis, 2011
Janosky et al., 2009; Manolov &
Two-Standard Deviation Band Method
Moeyaert, 2017b; Nourbaksh &
Ottenbacher, 1994
Robey et al., 1999; Rojahn & Schulze,
ANOVA
1985
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Manolov & Moeyaert, 2017a; Robey et al.,
1999
Fisch, 2001; Parker, Vannest, & Brown,
2009
Fisch, 2001; Janosky et al., 2009
Campbell, 2004; Manolov & Moeyaert,
2017a
Manolov & Moeyaert, 2017a; Smith, 2012
Fisch, 2001; Wilson, 1987
Janosky et al., 2009
Parker & Hagan-Burke, 2007
Parker & Hagan-Burke, 2007
Fisher, Kelley, & Lomas, 2003
Fisch, 2001
Swan & Pustejovsky, 2018
Fisher, Kelley, & Lomas, 2003
Fisch, 2001
Manolov & Moeyaert, 2017b
Simonton, 1977
Wolery et al., 2010
Manolov & Moeyaert, 2017b
Parker & Hagan-Burke, 2007
Fisch, 2001
Carlin & Costello, 2018
Fisch, 2001
Janosky et al., 2009
Parker, Vannest, & Davis, 2011
Fisch, 2001
Parker et al., 2005
Janosky et al., 2009
Manolov & Moeyaert, 2017b

ITSA
Kruskall-Wallis
Mann-Whitney
Percentage of Zero Data (PZD)
Simulation Modeling Analysis (SMA)
Wilcoxon Signed Rank Test
Bartlett's test for autocorrelation
Cohen's Percent Nonoverlapping Data
Common Language Effect Size (CLES)
Dual Criteria and Conservative Dual Criteria
Friedman Two-Way Analysis by Ranks
Gradual Effects Model
ITSE
Kruskall's t
Mean-Phase Difference (MDP)
Multiple Regression
Pairwise Data Overlap Squared (POD2)
Percentage Chane Index
Percentile Rank
Permutation tests
Ratio of Distance
Repeated Measures ANOVA
Revusky's Rn Statistic
Robust Pearson's Phi
Skillings-Mack
Simple Mean Shift Test (Simp-M)
The W Statistic
Two-Level Model
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Appendix E
Visual Analysis Training Slide Deck
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Appendix F
H-M Regression Analysis Output & Lag1 Autocorrelation Coefficients for the Assessment
Graphs
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H-M Regression Analysis Results for all Assessment Graphs
Graph
Type

AB
Published

Slope
Change

p

p

D-W

dL

dU

Lag1

1

13.95

0.00002122

na

na

1.73

1.05

1.54

0.05

2

19.43

0.00000001

na

na

2.2

1.02

1.54

-0.24

3

8.04

0.00000512

-0.639

0.01

1.89

0.82

1.87

0.03

4

9.69

0.00000000

-0.637

<.001

2.64

0.78

1.9

-0.34

5

-17.84

0.04246100

na

na

2.17

0.56

1.78

-0.17

6

-43.78

0.00110919

na

na

2.44

0.56

1.78

-0.36

7

-26.90

0.05436842

na

na

2.41

0.56

1.78

-0.4

8

-3.30

0.83966030

na

na

2.71

0.56

1.78

-0.56

9

0.69

0.51470277

na

na

1.79

1.26

1.56

0.07

10

-2.76

0.00274521

na

na

1.81

1.26

1.56

0.06

Overall

1.69

0.04551398

na

na

a

2.41

0.07

0.241

0.53

2.43

1.18

1.73

-0.23

b

1.01

0.66

0.229

0.79

0.78*

1.25

1.72

0.61

c

-0.77

0.72

-0.081

0.90

0.92*

1.34

1.72

0.54

Overall

4.829

0.00000068

na

na

a

18.48

<.001

na

na

1.30**

1.22

1.55

0.28

b

12.54

0.001

-0.898

<.001

2.04

1.41

1.72

-0.04

Overall

3.92

0.00004427

na

na

a

19.46

<.001

na

na

2.61

1.1

1.54

-0.32

b

13.58

0.014

1.315

0.01

2.43

1.27

1.72

-0.25

c

1.99

0.614

-0.36

0.32

1.75

1.44

1.73

0.12

Overall

6.81

0.00000000

na

na

a

35.50

0.009

6.375

0.06

0.97*

1.27

1.72

0.48

b

33.31

<.001

1.818

0.01

1.25*

1.41

1.72

0.36

c

39.84

<.001

2.57

<.001

1.35*

1.52

1.74

0.31

Overall

7.79

0.00000000

na

na

a

43.48

<.001

na

na

2.03

1.22

1.55

-0.15

b

14.86

0.005

na

na

1.08

1.75

0.12

c

64.89

<.001

na

na

1.52

1.24

1.56

0.19

Overall

8.11

0.00000000

na

na

a

36.64

0.001

5.63

0.05

1.77**

0.51

2.18

0.08

b

43.23

<.001

na

na

1.74

0.95

1.54

0.11

c

40.44

<.001

na

na

1.30**

0.98

1.54

0.31

Overall

5.73

0.00000001

na

na

a

2.91

0.002

na

na

2.47

1.42

1.67

-0.24

b

3.85

<.001

na

na

1.58**

1.42

1.67

0.19

11

12

13

MB
Published

Level
Change

Graph

14

15

16

17
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1.22*

c

3.18

<.001

na

na

Overall

3.94

0.00004074

na

na

a

2.41

0.008

na

b

3.15

<.001

Overall

3.675

a
b

2.37

1.42

1.67

-0.21

na

1.93

0.66

1.86

0.02

na

na

2.52

0.66

1.86

-0.28

0.00011662

na

na

2.4

0.008

na

na

2.64

0.81

1.75

-0.36

2.79

0.003

na

na

1.56**

0.86

1.73

0.2

11.45

0.00000000

na

na

a

0.9965

<.001

1.01

<.001

2.37

b

1

<.001

1

<.001

2.46

c

1.003

<.001

0.9996

<.001

21

9.35

0.00000000

na

22

7.17

0.00000000

23

7.55

24

18

19

Overall

na

-0.33

0.38

2.41

-0.33

1.96**

0.63

2.03

0.02

na

1.95

0.96

1.8

-0.11

na

na

1.26**

1.1

1.75

0.19

0.00000000

na

na

2.57

0.73

1.94

-0.3

3.47

0.00026023

na

na

2.72

0.73

1.94

-0.36

25

6.82

0.00000000

na

na

1.43**

0.78

1.9

0.21

26

5.23

0.00000008

na

na

2.29

0.78

1.9

-0.17

27

6.92

0.00000000

na

na

1.33**

0.99

1.79

0.27

28

5.59

0.00000001

na

na

1.23**

0.99

1.79

0.38

29

5.8

0.00000000

na

na

2.07

0.78

1.9

-0.17

30

6.97

0.00000000

na

1.48**

0.78

1.9

0.03

31

-0.906

0.151

0.395

2.55

0.89

1.83

-0.32

32

-0.969

0.243

-0.809

2.05

0.89

1.83

-0.06

33

0.052

0.949

-0.408

na
0.0015543
6
0.0000246
1
0.0097955
8

2.86

0.89

1.83

-0.46

34

-4.45

0.00000004

na

na

2.37

1.1

1.54

-0.22

35

-4.09

0.00002777

na

na

2.6

1.1

1.54

-0.39

36

-4.12

0.01305832

na

na

2.29

1.1

1.54

-0.16

37

2.27

0.02164069

0.299

2.67

0.89

1.83

-0.39

38

-0.06

0.965

0.873

1.95

0.89

1.83

0.01

39

-1.28

0.274

0.71

0.07
0.0017549
8
0.0021627
5

2.05

0.89

1.83

-0.03

40

7.38

0.00000000

na

na

1.98

1.75

1.79

0.01

41

4.61

0.00000405

na

na

1.98

1.75

1.79

0.01

42
1.98
0.04477984
Note: * = reject D-W null hypothesis; ** = inconclusive result

na

na

1.98

1.75

1.79

0.01

20

Reversal
Published

AB
Contrived
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na

Graph Type

Published
AB

Level
Change

Standard Error
of Estimate

1

13.95

4.99

2

19.43

3.43

3

8.04

1.19

4

9.69

0.65

5

-17.84

9.52

6

-43.78

10.26

7

-26.90

15.46

8

-3.30

21.58

9

0.69

2.51

10

-2.76

1.99

a

2.41

1.19

2.03

b

1.01

2.18

0.46

c

-0.77

2.12

0.36

a

18.48

9.67

1.91

b

12.54

6.34

1.98

a

19.46

5.73

3.40

b

13.58

7.77

1.75

c

1.99

6.91

0.29

a

35.50

12.58

2.82

b

33.31

7.33

4.54

c

39.84

9.79

4.07

a

10.36

b

43.48
14.86

11.70

4.20
1.27

c

64.89

12.76

5.09

a

36.64

5.01

7.31

b

43.23

7.09

6.10

c

40.44

6.60

6.13

a. 1,2

2.76

10.53

0.26

a. 2,3

15.43

10.53

1.47

b. 1,2

2.28

9.20

0.25

b. 2,3

21.17

9.20

2.30

c. 1,2

2.55

9.50

0.27

c. 2,3

17.90

9.50

1.88

a. 1,2

24.40

17.23

1.42

a. 2,3

33.00

17.23

1.92

b. 1,2

55.94

11.96

4.68

b. 2,3

3.04

11.96

0.25

a. 1,2
a. 2,3

24.44
3.64

7.91

3.09
0.46

Graph

11

12

13

14

15

Published
MB

16

17

18

19
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7.91

Standardized
Level Change
2.80
5.67
6.76
14.91
1.87
4.27
1.74
0.15
0.27
1.39

20
Published
Reversal

b. 1,2

36.25

9.79

3.70

b. 2,3

4.85

9.79

0.50

a

1.00

0.01

100

b

1.00

0.01

100

c

1.00

0.01

100

1,2

43.13

8.96

4.81

2,3

-53.50

8.96

5.97

3,4

53.17

8.96

5.93

1,2

65.67

18.77

3.50

2,3

-49.70

18.77

2.65

3,4

49.60

18.77

2.64

1,2

91.90

16.53

5.56

2,3

-91.90

16.53

5.56

3,4

90.1

16.53

5.45

1,2

-3.83

1.89

2.03

2,3

3.36

1.89

1.78

3,4

-3.62

1.89

1.92

1,2

61.75

13.66

4.52

2,3

-52.97

13.66

3.88

3,4

58.00

13.66

4.25

1,2

-2.97

1.17

2.54

2,3

3.19

1.17

2.73

3,4

-3.97

1.17

3.39

1,2

-26.42

10.37

2.55

2,3

39.03

10.37

3.76

3,4

-36.00

10.37

3.47

1,2

27.84

13.59

2.05

2,3

-35.38

13.59

2.60

3,4

36.33

13.59

2.67

1,2

-20.11

9.57

2.10

2,3

39.94

9.57

4.17

3,4

38.73

9.57

4.05

1,2

27.31

8.18

3.34

2,3

-43.28

8.18

5.29

3,4

39.63

8.18

4.85

Phase Change
21

22

23

24

25

26

27

28

29

30
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Dotplot of Lag 1 Autocorrelations for all Assessment Graphs

-0.48

-0.32

-0.16

0.00

0.16

0.32

0.48

Lag1

Descriptive Statistics for Lag 1 Autocorrelations for all Assessment Graphs
Lag1 Autocorrelation

Mean
-0.0454

Median
-0.03
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Standard Deviation
0.2692

Appendix G
Correlation between Mean Strength Rating and H-M Regression Analysis Output Rounded to 216 Decimal Places

114

Distribution of Correlation Coefficients:
Number of Decimal Places (for 1-p-value)

Spearman Correlation Coefficient

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

0.376*
0.460**
0.445**
0.500**
0.568***
0.560***
0.600***
0.594***
0.594***
0.594***
0.599***
0.579***
0.579***
0.579***
0.579***

* p < .05
** p < .01
*** p < .001
Scatterplot of Spearman Correlation Coefficient vs Decimal Places

Spearman Correlation Coefficient
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14

16

Scatterplot for Each Individual Correlation:
Scatterplot of Mean vs Rank16
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Scatterplot of Mean vs Rank15
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Scatterplot of Mean vs Rank14
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Scatterplot of Mean vs Rank13
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Scatterplot of Mean vs Rank12
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Scatterplot of Mean vs Rank11
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Scatterplot of Mean vs Rank10
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Scatterplot of Mean vs Rank9
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Scatterplot of Mean vs Rank8
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Scatterplot of Mean vs Rank7
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Scatterplot of Mean vs Rank6
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Scatterplot of Mean vs Rank5
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Scatterplot of Mean vs Rank4
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Scatterplot of Mean vs Rank3
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Scatterplot of Mean vs Rank2
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