Special issue editors' introduction: The regression discontinuity design-Theory and applications
An interesting feature of the discrete case is that it provides a natural way of addressing possible specification errors in the functional form of the regression function. Lee and Card show that these specification errors can be interpreted as introducing a group structure in the standard errors, so that conventional standard errors overstate the precision of the estimated program impacts. They show that standard clustering adjustments yield consistent standard errors when specification errors with or without treatment are similar. David Lee's paper establishes that causal inferences from a RD analysis can be as credible as those from a randomized experiment provided that the treatment-determining covariate is partly determined by a random chance element. This means that even if individuals are able to partly manipulate the treatment-determining covariate, they do not have perfect control over it. When this condition holds, it follows that the conditional expectation of the outcome variable (under treatment and non-treatment) is continuous in the treatmentdetermining variable, which is precisely the condition under which the RD design is ''as good'' as a randomized experimental design (Hahn et al., 2001) . Just as in a randomized experiment, the validity of the RD design can then be tested by examining whether or not there is a discontinuity in any pre-determined (or ''baseline'') variables at the cutoff point. These ideas are illustrated in an analysis of U.S. House elections, where the inherent uncertainty in the final vote count is plausible, which would imply that the party that wins is essentially randomized among elections decided by a narrow margin. The evidence is consistent with this prediction, which is then used to generate ''near-experimental'' causal estimates of the electoral advantage to incumbency.
When the treatment-determining covariate is partly determined by a random chance element, as in the case considered by Lee, it follows that the density of this variable is continuous at the point of discontinuity. In contrast, when individuals are able to perfectly manipulate the treatment-determining variable, its density is likely to be discontinuous. For example, if students with a GPA of 85 percent or more receive a generous scholarship and are able to perfectly ''manipulate'' their grades, we should expect to see an abnormal concentration of students with a GPA of exactly 85, but very few students with a GPA just below 85. This kind of manipulation of the treatment-determining variable will typically invalidate the RD design, but it can be detected by checking whether the density of the variable is discontinuous at the cutoff point. Building on this idea, the paper by Justin McCrary develops a test for manipulation related to continuity of the density of the treatment-determining variable density function at the cutoff point. The test is implemented by first estimating the density over a number of small bins. As in other applications of the RD design, McCrary then suggests to test for the presence of a discontinuity (in the estimated densities) using local linear regressions. The methodology is applied to popular elections to the House of Representatives, where manipulation is neither expected nor found, and to roll-call voting in the House, where manipulation is both expected and found. The density discontinuity test suggested by McCrary is a useful and unique (to the RD design) complement to standard tests that baseline variables are balanced around the discontinuity point, just as in a standard randomized experiment.
In many applications of the RD design, treatment is not purely assigned on the basis of a unique treatmentdetermining variable. This leads to the important distinction between a sharp RD and a ''fuzzy'' RD design discussed in detail in our guide to practice. Although the sharp RD design is attractive because it can be ''as good'' as a randomized experiment, it relies on the often unrealistic assumption that participation into a program is purely determined on the basis of a single treatment-determining variable crossing a specific threshold. Another well-known limitation of the sharp RD design is that it only allows for the identification of a local average treatment effect for individuals around the cutoff point in the presence of heterogeneous effects. To overcome some of the limitations of the sharp RD design, the paper by Erich Battistin and Enrico Rettore looks at a special case of the fuzzy RD design where some individuals who are not treated are eligible for the treatment, while others are not. Under this setup, Battistin and Rettore show that when individuals self-select into participation conditional on some eligibility criterion, a sharp RD design provides a natural framework to define a specification test for the non-experimental estimation of programme effects for all participants. They also show that, in this setup, the regularity conditions required for the identification of counterfactual outcomes for participants marginally eligible for a program are essentially the same as in a sharp RD design. These results are illustrated empirically in the case of the PROGRESA program in Mexico.
The rest of the volume presents a number of innovative applications of the RD design in a variety of settings. Wilbert van der Klaauw's paper provides an evaluation of the impact of Title I funding of compensatory education programs on school finance and student performance in New York City public schools during the 1993, 1997, and 2001 school years. One challenge in assessing the impact of these compensatory education programs is that they are typically directed at schools where students outcomes are below average to start with. This tends to generate a spurious negative correlation between Title I funding and students outcomes. The paper exploits a discontinuity in the rule that determines Title I eligibility, where schools with poverty counts above the district average are eligible for Title I funds, while most other schools are not. So although all schools near the average have comparable poverty counts, their Title I status differs, which provides the basis of an RD evaluation of the impact of Title I on school performance. The RD estimates indicate that the program was unsuccessful in improving student outcomes in high-poverty schools in New York City during this period, and may in fact have had adverse effects during the earlier years in the sample. Less evidence of a negative effect is found for the 2001 school year. Van der Klaauw concludes that these findings are related to the way in which the federal funds were spent.
Susan Chen and Wilbert van der Klaauw's paper evaluates the work disincentive effects of the Disability Insurance (DI) program during the 1990s using standard comparison group and RD methods. The earlier literature on the topic has relied on comparisons between individuals on DI and individuals in a nonexperimental comparison group to estimate the disincentive effects of the program. Chen and van der Klaauw instead exploit the fact that the eligibility determination process is based in part on the age of individuals. They exploit this age discontinuity to estimate the impact of the program on labor supply for an important subset of DI applicants. Using merged survey-administrative data, they find that, during the 1990s, the labor force participation rate of DI beneficiaries would have been at most 20 percentage points higher had none received benefits. In addition, they find an even smaller labor supply response for the subset of ''marginal'' applicants whose disability determination is based on vocational factors. Rafael Lalive's paper studies the impact of a program that extended the maximum duration of unemployment benefits from 30 to 209 weeks in Austria during the 1980s. Interestingly, the program was targeted to individuals age 50 or older, living in certain eligible regions of Austria. Lalive exploits the sharp discontinuities in treatment assignment at age 50 and at the border between eligible and control regions to identify the effect of extended benefits on unemployment duration. His RD results indicate that the duration of job search is increased by at least .09 weeks per additional week of benefits among men, whereas unemployment duration increases by at least .32 weeks per additional week of benefits among women. Lalive also discusses how the differences in responses to the program between men and women are consistent with women facing a lower minimum age for early retirement than men, so that they can use extended unemployment benefits as a ''bridge'' to early retirement.
Thomas Lemieux and Kevin Milligan also use a RD design to look at the adverse impact of income support programs on labor supply behavior. They study the case of the Canadian Province of Quebec where, prior to 1989, income assistance recipients under the age of 30 with no dependent children received much lower benefits than recipients age 30 or more. This sharp discontinuity in policy is used to estimate the effects of social assistance on various labor market outcomes using a RD approach. Lemieux and Milligan find strong evidence that more generous social assistance benefits reduce employment. The estimates exhibit little sensitivity to the degree of flexibility in the specification, and perform very well when controlling for unobserved heterogeneity using a first difference specification. In contrast, they show that commonly used difference-in-differences estimators may perform poorly with inappropriately chosen control groups. Jordan Matsudaira's paper is motivated by the fact that nearly every school district in the United States' largest cities has implemented a mandatory summer school program for students failing to meet achievement standards on year-end tests. Previous work on the effectiveness of summer school has typically focused on voluntary programs, which is problematic from an evaluation point of view as there may be systematic differences between students who do and do not attend summer school. Using a large administrative data set, Matsudaira compares students who score just below a preset proficiency level on year-end exams, and are thus mandated to attend summer school, to students who score just above the cutoff. Students above and below the cutoff are shown to be nearly identical in terms of all other factors that might affect achievement, suggesting that the RD design is as good as a randomized experiment in this specific case. Overall, the paper finds an average effect of summer school attendance of about .12 standard deviations for both math and reading, which is at the low end of the range of prior estimates. These averages mask considerable heterogeneity, however, with effect size estimates ranging from (just below) zero to about one-quarter of a standard deviation. On the basis of these estimates, Matsudaira concludes that summer school may be a more cost-effective way of raising student achievement scores than class-size reductions.
