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The minimal ecological requirements for formation of regular vegetation patterns in semiarid
systems have been recently questioned. Against the general belief that a combination of facil-
itative and competitive interactions is necessary, recent theoretical studies suggest that, under
broad conditions, nonlocal competition among plants alone may induce patterns. In this paper,
we review results along this line, presenting a series of models that yield spatial patterns when
finite-range competition is the only driving force. A preliminary derivation of this type of model
from a more detailed one that considers water-biomass dynamics is also presented. Keywords:
Vegetation patterns, nonlocal interactions
I. INTRODUCTION
Vegetation in semiarid regions around the world
can form striking, highly organized patterns. Many
approaches have been used to tackle the study of veg-
etation patterns both from a theoretical and a em-
pirical side. Many works have focused on measur-
ing the different types of interactions among plants
that are present in water-limited systems as well as
their spatial ranges and strength [1, 7]. On the the-
oretical side, which is the focus of this paper, math-
ematical models have been proposed either accout-
ing for the evolution of the vegetation biomass alone
[5, 14, 17, 18] or coupled with the dynamics of the
water in the system [9, 26]. A common point of all
these studies is the view of the pattern formation
phenomenon as a symmetry-breaking process that in-
duces an instability on the uniform vegetation state
[13–15].
Interest in plant patterns stems from the idea that
these structures provide information about the physi-
cal and biological processes that generate them. How-
ever, the same strength of the modern approach to
vegetation patterns, that is, its universality, becomes
a great disadvantage when searching for relation-
ships between patterns and processes, as many differ-
ent processes can give rise to the same spatial struc-
tures. As a result, it is useful on the theoretical side
to unveil the minimal set of biophysical mechanisms
under which typically-observed patterns may appear
in water-limited systems. Most existing mathemati-
cal models of vegetation pattern formation assume an
interplay between short-range facilitation and long-
range competition. While it is clear that such a com-
bination of mechanisms is likely responsible for pat-
terns in some conditions—for example regular stripes
on hillsides [13]—whether or not both mechanisms
must always be present for pattern formation is an
open question. While competition for water is likely
the key factor for semiarid systems, some studies
[19, 25] have suggested that local facilitative inter-
actions maybe unnecessary, or of only minor impor-
tance, for pattern formation. Following these ideas,
the authors have recently introduced a model of veg-
etation density for water-limited regions where only
competition among plants is considered [18]. Here
the interaction enters by allowing the growth rate of
a plant to diminish with the number of other individ-
uals competing with it for resources (water). Despite
the fact that facilitation is ignored, this non-local com-
petition model produces a spectrum of spatial pat-
terns similar to the one observed in models assuming
both facilitation and competition are necessary.
In this paper we, extend the results of [18] to ad-
dress several open questions: 1) Do patterns depend
on how competition enters in the dynamical equa-
tions? 2) What is the role of nonlinearities? 3) Can
simple models featuring nonlocal competition be de-
rived from more fundamental ones that consider the
dynamics of plants and water sources? To answer
these questions, we present a set of nonlocal models
with only competitive interactions that enter in the
equations either linearly or nonlinearly. In the lat-
ter case, we complement our previous work by also
allowing nonlocal competition to enter in the death
term. Patterns emerge in all of these models, and in
a sequence related to the one observed in standard
facilitative-competitive models. We also present pre-
liminary results on how the nonlocal density equa-
tions can be derived from a more mechanistic dynam-
ics that considers biomass and water interactions.
More in detail, the outline of the paper is as follows.
In Section II we give an overview of previous nonlocal
models and describe new ones: subsection IIA shows
a review of standard kernel-based descriptions with
facilitative and competitive interactions; in Subsec-
tion IIB we review the competition-only model intro-
duced in [18]; then in Subsection IIC we study the
model where the nonlocality enters in the death term;
in Subsection IID the model studied is of competition
entering linearly in the equations. In Section III the
derivation of density models from water-biomass dy-
namics is discussed, and in Sec. IV we write down our
conclusions and summary.
2II. SPATIALLY NONLOCAL MODELS FOR THE
TREE-DENSITY
Vegetation patterns arise from self-organization
mechanisms due to dynamic interactions among
plants and between these and their environmental
conditions. Existing studies [1, 4, 13–15, 24, 26] con-
sider two typical length scales to account for facili-
tative (short-range) and competitive (long-range) in-
teractions. As mentioned, the need for these two
types of mechanisms has been recently questioned in
[18] from a mathematical point of view. In this sec-
tion, we review the standard models which include
both facilitation and competition, and then present
the competition-only model of [18].
A. Kernel-based models with facilitative and
competitive mechanisms
The kernel-based models [3] express vegetation
density mathematically as integro-differential equa-
tions with a spatially nonlocal interaction function.
Roughly speaking, two types exist: a) those where
the nonlocality enters linearly (nonlinearities appear
but without spatial coupling), or b) those where the
nonlocality enters multiplicatively [14]. For simplic-
ity here, we only discuss the linear class, the so-called
neural models [21]. The dynamics of the vegetation-
density field, ρ(r, t), is given by:
∂ρ
∂t
= F (ρ) +
∫
Γ
g(r, r′)(ρ(r′)− ρ0), (1)
where F (ρ) denotes the local dynamics whose steady
state is ρ0, and Γ is the spatial domain over which
the kernel function g(r, r′) is defined. The term∫
Γ
g(r, r′)ρ(r′) (assuming isotropy and homogeneity it
is more commonly expressed as g(|r − r′|)) indicates
that spatial interactions positively affect (facilitation)
the growth when g > 0, and the contrary (competi-
tion) when g < 0. Interaction kernels in these mod-
els typically exhibit the shape shown for the one-
dimensional case in left panel of Fig. 1, and are thus
positive at short scales and negative at long-range.
In fact, the way the spatial structure emerges from
Eq. (1) is easy to understand: small perturbations
larger than the homogenous state, ρ0, tend to increase
locally due to the positive interaction with nearby
points, while those with ρ < ρ0 decrease in the inter-
action neighborhood. Thus, short-range facilitation
enhances spatial heterogeneity and the long-range in-
hibition (the negative part of the kernel) limits the
indefinite growth of the perturbation. A justification
and deeper analysis of these type of kernels for veg-
etation models is given in [3]. Biologically speaking,
the facilitation range is usually assumed to be simi-
lar to the crown radius, while the competition range
is related to the lateral root length. While negative
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FIG. 1: (Left) Kernel function of standard one-dimensional
kernel-based models considering both competitive and fa-
cilitative interactions. It is built with a combination
of positive and negative Gaussian functions, g(x) =
1.5 exp
(
−(x/2)2
)
− exp
(
−(x/4)2
)
. (Right) Competitive-only
top-hat kernel with range R = 8.
vegetation densities are mathematically possible un-
der these models, they are biologically nonsensical.
Therefore, works using kernel-based models usually
set negative densities to zero in numerical simula-
tions [3].
B. A kernel-based model including only
competitive interactions
Following previous studies [19, 25] suggesting that
vegetation patterns could emerge without short-
range facilitation, and assuming that competition for
water is the unavoidable interaction in arid and semi-
arid systems, [18] proposed a nonlocal model with
only competitive interactions. The equation for veg-
etation density is
∂ρ(x, t)
∂t
= β0r(ρ˜, δ)ρ(x, t)(1 − ρ(x, t))− αρ(x, t), (2)
where ρ˜ is the mean vegetation density within a
neighborhood, weighted with the kernel G(x), around
a given spatial point:
ρ˜(x, t) =
∫
G(|x − x′|)ρ(x′, t)dx′. (3)
The different terms in the model come from consid-
ering the growth and death dynamics of vegetation.
Population growth follows a sequence of seed produc-
tion, dispersal and establishment:
1. Production happens at rate β0 per plant. As-
suming local seed dispersion and that all seeds
may give rise to new plants, the growth rate is
β0ρ. After a seed lands, it has to overcome com-
petition to establish. The two next competing
mechanisms are taken into account:
2. Space availability limits the density to a maxi-
mum value ρmax, so the proportion of available
space at a point x is 1 − ρ(x, t)/ρmax. Density
3can be scaled such that ρmax = 1 and thus the
growth term is limited by a factor (1− ρ(x, t)).
3. Once the seed has germinated, it competes with
other plants for water and other resources in the
soil. The probability of overcoming this com-
petition is given by r(ρ˜, δ). This function de-
creases when ρ˜ increases, so that r′(ρ0, δ) ≡
(∂r/∂ρ˜)ρ˜=ρ0 < 0. We assume that plants com-
pete with other plants in their neighborhood,
which is defined by a distance of the order of
twice the typical root length.
It is worth stressing the difference between the
function G in this description and the g in the pre-
vious subsection. g contains the information about
the interactions (cooperative when positive and com-
petitive when negative) present in the system [6, 14].
Since these are of facilitative and competitive type,
the kernels are positive (at short scales) and negative
(at long scales). On the contrary, G is strictly posi-
tive and defines an influence region of a focal plant
which is used to compute an averaged density of other
plants around it. Also, nonlocal competition enters
nonlinearly, at variance with Eq. (1), so that negative
densities no longer appear.
Performing a linear stability analysis of the station-
ary solution, ρ0, of Eq. (3) the perturbation growth
rate is (see [18]) for details
λ(k) = −αρ0
[
1
1− ρ0
−
r′(ρ0, δ)
r(ρ0, δ)
Gˆ(k)
]
, (4)
where Gˆ(k) is the Fourier transform of the kernel,
Gˆ(k) =
∫
G(x) exp(ik · x)dx.
Since r′ < 0 equation (4) indicates that patterns
may appear (λ > 0) in the model when Gˆ(k) takes
negative values, provided that competition is strong
enough. This may happen, for example, when the ker-
nel has a finite range (an example is shown in right
panel of Fig. 1), so that it is only different from zero
(positive) in a finite domain around x = 0. In plant
dynamics, this finite range arises naturally from the
length of the roots. The model recovers the gapped
and striped patterns observed in arid and semiarid
landscapes. Figure 2 shows the stationary patterns
obtained by integrating Eq. (13) in a patch of 104 m2
with periodic boundary conditions and a competition
range of R = 8 m. G is a two-dimensional top-hat
function (a cut across it will be similar to the right
plot in Fig. 1) and the probability of overcoming non-
local competition is given by
r(ρ˜, δ) =
1
(1 + δρ˜)
, (5)
which makesρ0 analytically solvable. The patterns
only appear if the Fourier transform of the ker-
nel function has negative values. For the two-
dimensional top hat kernel of width 2R, the Fourier
FIG. 2: Close-to-stationary spatial structures shown by the
model using the r(ρ˜, δ) given by Eq. (5). Darker grey levels
represent smaller densities. (a) Vegetation stripes, δ = 16.0.
(b) Vegetation spots, δ = 17.0. Other parameters: β0 = 1.0
and α = 0.5.
transform is Gˆ(k) = 2J1(kR)/kR, where J1 is the first
order Bessel function [11].
C. Competition through a nonlocal nonlinear death
term
As a complement to the vegetation dynamics in
Eq. (3) we next discuss a system, again without facili-
tation, where resource competition enters through the
death rate. There is now a nonlocal nonlinear death
term resulting in a higher death rate when the sur-
rounding vegetation density increases. This is math-
ematically expressed as:
∂ρ(x, t)
∂t
= βρ(x, t)(1 − ρ(x, t))− αdρ(x, t), (6)
where αd = α0h(ρ˜(x, t), δ) is the nonlocal death rate
(α0 is a constant and h an arbitrary function), and β is
the constant birth rate. Nonlocal competition affect-
ing mortality has been shown to promote clustering
in individual-based population models [2].
As before, ρ˜(x, t) is the nonlocal density of vegeta-
tion at the point x, where ρ˜(x, t) =
∫
ρ(x′, t)G(|x −
x
′|)dx′. G is the kernel function that defines an in-
teraction range and modulates its strength with the
distance from the focal plant. Space availability for
a seed to establish appears in the birth term via
1 − ρ(x, t) (local competition). h(ρ˜(x, t), δ) gives the
probability that a plant dies as a function of compe-
tition for water with the roots of other plants. Since
it is a probability, 0 < h < 1 and it increases with
increasing values of the averaged density, ρ¯, and the
(positive) competition parameter, δ. The stationary
solutions of Eq. (6), ρ0, are obtained by solving
βρ0(1 − ρ0)− α0h(ρ0, δ)ρ0 = 0, (7)
which has a trivial solution, ρ0 = 0 referring to the
bare-ground state, and a vegetated state that is ob-
tained from
β(1 − ρ0)− α0h(ρ0, δ) = 0, (8)
4once the function h has been chosen.
A linear stability analysis of the stationary homo-
geneous state, ρ0, yields the dispersion relation
λ(k) = β(1 − 2ρ0)− αh(ρ0, δ)− αρ0h
′(ρ0, δ)Gˆ(k), (9)
where Gˆ(k) is the Fourier transform of the kernel
function.
The simplest function h that fulfills the above-
mentioned properties is a linear function, h(ρ˜, δ) = δρ˜,
which limits the values of the competition parameter
to 0 < δ < 1 so that h < 1. Then
ρ0 =
β
β + α0δ
, (10)
while the perturbation growth rate is given by
λ(k) = −
β
β + α0δ
[
β + α0δGˆ(k)
]
, (11)
from which we obtain a transition to pattern (λ be-
comes positive) at a competition strength,
δc = −
β
α0Gˆ(kc)
, (12)
where kc is the most unstable mode, which yields the
most negative value of Gˆ and is the mode with the
highest growth rate. First note that again the Fourier
transform ofGmust take negative values for patterns
to form. Also, α0 and β have to be chosen properly to
have δc ≤ 1. In particular, if we take α0 = 1, β = 0.1,
and a top-hat kernel of radius R = 8, we get δc ≈ 0.75.
It is important to remark that spatial structures re-
sult when the maximum death rate, i.e., the death
rate in fully vegetated areas, is much higher than the
birth rate (α0 ≫ β). Otherwise the model shows stan-
dard logistic growth despite the nonlocal spatial cou-
plings and the distribution of vegetation is homoge-
neous. Figure 3 shows the different spatial distribu-
tions of vegetation in the stationary state. The homo-
geneous distribution is stable when δ < δc (3a), while
patterns (stripes and spots) exist for δ > δc (3b) and
(3c), respectively.
D. Competition through a nonlocal linear death
term
We next study a natural extension of the kernel
based model as presented in Eq. (1) and previous
studies [3], but with purely competitive interactions.
The local density of vegetation changes in time be-
cause of its local dynamics (logistic growth) and the
spatial interactions (competition) with other points in
the domain,
∂ρ(x, t)
∂t
= D∇2ρ(x, t) + ρ(x, t)
[
1−
ρ(x, t)
κ
]
− Ω
∫
Ga(|x − x
′|)ρ(x′, t)dx′, (13)
FIG. 3: Distribution of vegetation produced by the model
with a linear probability h for different values of the com-
petition parameter. δ = 0.7 (Left), δ = 0.8 (Center), δ = 0.9
(Right). α0 = 1, β = 0.1.
where κ, is the carrying capacity and Ω is the inter-
action parameter. We have added a diffusive term
modeling seed dispesal. Competitive interactions are
determined by considering the strength of the inter-
actions parameter, Ω, and the kernel function, Ga,
both always positive. This description is equivalent to
considering a nonlocal linear death term which arises
from competition among plants. As mentioned in Sub-
section IIA the density can take negative values. This
is a consequence of the nonlocal interactions reinforc-
ing the death of vegetation and entering linearly on
the model; these models are, therefore, mathemati-
cally ill-posed. This is a weakness that these mod-
els share with many related kernel-based models (see
Subsection IIA), but which is absent when nonlocal
competition enters nonlinearly. Negative densities
are nonsensical from a biological point of view, so fol-
lowing [3], we set ρ(x, t) = 0 in model (13) when this
occurs. The stationary solutions are ρ0 = 0 (no vege-
tated state), and a nontrivial solution
ρ0 = (1− Ω)κ, (14)
that imposes a constraint on the values of Ω < 1.
The growth rate of the perturbations is now
λ(k) = −D|k|2 + 1− 2κ−1ρ0 − ΩGˆ(k), (15)
and using the expression of the homogeneous steady
state, ρ0, given by Eq. (14), it becomes
λ(k) = −D|k|2 − 1 + 2Ω− ΩGˆ(k). (16)
There is in this model no restriction on the shape
of the Fourier transform of the kernel for the ap-
pearance of patterns (note that Ω is always lower
than 1). We have numerically integrated Eq. (13) in
5the regime of patterned solutions and the results are
shown in Figures 4(a) and 4(b) for two different val-
ues of Ω. The same sequence of spatial structures is
obtained as in the other models.
FIG. 4: Spatial distribution of vegetation for the model de-
scribed by Eq. (13) (a) D = 1, Ω = 0.7, and (b) D = 1,
Ω = 0.9. R = 8 in both panels.
III. DERIVATION OF THE EFFECTIVE
NONLOCAL DESCRIPTION FROM TREE-WATER
DYNAMICS
The models presented in the previous section are all
given by a phenomenological evolution equation for
vegetation density. An open problem is to infer this
type of description from a mechanistic one where the
explicit interactive dynamics of vegetation competing
for water is considered. This would help, in particular,
to unveil the origin and properties of the kernel func-
tion. In this section we present a preliminar (and not
fully satisfactory) attempt to derive the model pre-
sented in [18] and discussed in subsection IIB (the
derivation corresponding to the nonlocal death model
in IIC is a straightforward extension of this calcula-
tion).
Let us consider a system involving dimensionless
vegetation density, ρ, and soil-water w. The dynamics
is purely local and competitive and takes the form:
∂tρ = βρ(1 − ρ)w − αρ, (17)
∂tw = −µρw − γw + I +Dw∇
2w, (18)
where the nondimensional positive parameters are:
the seed production rate β; the vegetation death rate
α; the consumption rate of water by vegetation, µ; the
evaporation rate γ, and the rainfall, I. Water per-
colation in the ground is modeled by a diffusion con-
stant Dw. Note that this model is a simplified ver-
sion, which only includes competitive interactions, of
the model presented in [9].
Since the characteristic time scale of the water is
much faster than the one of the biomass we can do an
adiabatic elimination of the variable w (i.e. ∂tw = 0)
so that
− µρw − γw + I +Dw∇
2w = 0, (19)
and thus
(
Dw∇
2 − γ
)
w = µρw − I, (20)
whose formal solution can be obtained using Green’s
functions, Gd,
w(x) =
∫
Gd(x− s)(µρ(s)w(s) − I)ds, (21)
with the boundary conditions w(x → ±∞) = 0. For
simplicity we now consider a one-dimensional situa-
tion, although analogous calculations can be done in
two dimensions. The Green’s function is the solution
of
Dw∂
2
xGd − γGd = δ(x − s), (22)
and it is given by
Gd(x, s) = −
1
2
exp
(
−
√
γ
Dw
|x− s|
)
(23)
Taking the nondimensional small number µ as the
perturbative parameter, we can further obtain an ap-
proximate expression for w from Eq. (21)
w(x) = −IGd0
[
1 + µ
∫
Gd(x− s)ρ(s)ds +O(µ
2)
]
,
(24)
whereGd0 =
∫
Gd(x−s)ds < 0, since the Green’s func-
tion is always negative. Plugging this in the equation
for the biomass density (17), we obtain the closed ex-
pression:
∂tρ = βρ(1− ρ)
{
−IGd0
[
µ
∫
Gd(x− s)ρ(s)ds+ 1
]}
−αρ. (25)
Defining the positive nonlocal density ρ˜ =
∫
Gc(x −
s)ρ(s)ds, where Gc = −Gd, we can write equation (25)
as
∂tρ = βr¯(ρ˜)ρ(1 − ρ)− αρ, (26)
where we have defined r¯(ρ˜) = I|Gd0| (1− µρ˜).
To have a good agreement with the effective nonlo-
cal dynamics Eq. (2), r¯ > 0 since it represents a prob-
ability. This is certainly the case for small µ. Note
that some additional conditions on the normalization
of the Green’s function have to be imposed to limit r
to values less than 1. Also r¯′(ρ˜) = −Iµ|Gd0| is always
negative, as we expected.
In this particular example we obtained an exponen-
tial kernel which does not have the finite-range sup-
port that would be associated to the finite root extent.
As a consequence, the Fourier transform of this kernel
has no negative components and then does not lead
to pattern formation. The simple modeling of water
dispersion by means of a diffusion constant does not
contain the additional spatial scale associated to root
6size, and should be replaced by some mechanism im-
plementing root effects. On the other side, the finite-
range of the kernel is a sufficient but not a neces-
sary condition for its Fourier transform to have nega-
tive values. It is well-known the existence of infinite-
range kernels whose Fourier transform has negative
values. This is the case of all stretched exponentials
G(x) ∝ exp(−|x|p) with p > 2 [23]. Kernels satisfying
this are more platykurtic than the Gaussian function.
Work is in progress along this possible line to obtain
pattern-forming kernels.
IV. CONCLUSIONS
In this paper we have reviewed different nonlocal
competitive models of vegetation in water-limited re-
gions where, despite the absence of facilitative inter-
actions, patterns may still appear. The obtained se-
quence of patterns consists on a stripped structure
and spots of vegetation interspersed on the bare soil
forming a hexagonal lattice. We have not been able
to find patterns consisting on spots of bare soil, which
are also typical in models with both competition and
facilitation among plants. In fact, previous works [19]
in which the range of the facilitation was taken to
its infinitesimally short-range (i.e. local) shown these
gapped distributions but only in a very narrow pa-
rameter region close to the transition to patterns line.
This is different from standard models with nonlocal
facilitation in which the whole sequence of patterns
(gaps, stripes and spots) appears in a wider parame-
ter’s interval. This may suggest that facilitative inter-
actions, although not indispensable for the formation
of patterns, could be important in order to promote
some of the structures that have been reported in field
observations. We note in this context that a careful
study of the bifurcation sequences in local vegetation
models reveals that the standard sequence is not fully
robust and depends on nonlinear details of particular
models [10].
From a mathematical point of view, nonlocality en-
ters through an influence function that determines
the number of plants competing within a range with
any given plant. A first-order approximation of this
distance can be given by (twice) the typical length of
the roots, but field measurements are needed in order
to determine the the range over which individuals of
a given plant species can influence their neighbors.
A necessary condition for pattern transitions, for the
models under study where the nonlocality is in the
nonlinear term, is the existence of negative values of
the Fourier transform of the influence function, which
always happens, among other situations, for kernel
functions with finite range.
From a biological point of view, competitive inter-
actions alone may give rise to spatial structures be-
cause of the development of spatial regions (typically
located between maxima of the plant density) where
competition is stronger preventing the growth of more
vegetation [18].
An unfortunate consequence of the universal char-
acter of these models is that the information it is pos-
sible to gain on the underlying biophysical mecha-
nisms operating in the system just by studying the
spatial distribution of the vegetation is limited. Many
different mechanisms lead to the same patterns. Al-
though patterns are universal, models should be spe-
cific to each system. This emphasizes the importance
that empirical studies have in developing reasonable
models of the behavior of different systems. Field
work may help theoretical efforts by placing biologi-
cally reasonable bounds on the shape and extent of
the kernel functions used in the models, and also by
approximations to the probability of overcoming com-
petition, r(ρ˜, δ).
It is important to note that the type of nonlocal
models presented may have localized solutions. This
has been studied, in a different context [22], for a
model that reduces to Eq. (6) when the kernels en-
hance selfinteractions, i.e., they are of the typeG(x) =
F (x) + aδ(x) [12]. In plant ecology, mathematical ap-
proaches where the interactions among plants depend
on the local biomass density show localized structures
as a consequence of the bistable behavior between the
desert state (ρ0 = 0) and the spatially extended solu-
tions [16]. This result also extends to nonlocal models
either considering the interplay between water and
vegetation dynamics [20] or, in more recent studies
using effective equations for the vegetation density
[8]. In this latter case, the authors explain the forma-
tion of fairy circles (localized barren patches of veg-
etation) as localized solutions of spatially non-local
models.
Finally, with this work, we aimed to show that,
under certain conditions, nonlocal competition alone
may be responsible for the formation of patterns in
semiariad systems. More interestingly, spatially reg-
ular distribution of vegetation appear regardless of
how competitive interactions are introduced in the
different modeling approaches. Certainly, while it
may not be possible to unambiguously identify the
model that generates an observed pattern, the study
of the minimal mechanisms giving rise to pattern for-
mation limits the set of candidate models (and bio-
logical mechanisms) that need to be considered. We
hope that our results shed light on the task of under-
standing the fundamental mechanisms -and the pos-
sible absence of facilitation- that could be at the origin
of pattern formation in semiarid systems.
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