I. INTRODUCTION

M
OBILE video is considered as a major upcoming application and revenue generator for broadband wireless networks such as those based on WiMAX or LTE. It is important to design proper resource allocation schemes for mobile video since video is both throughput consuming and delay sensitive. In order to compare resource allocation for mobile video, it is important to have an accurate model of the traffic generated by mobile videos.
In this paper, we present the results of analysis of several mobile video traces. The two compressions standards that are most commonly used for mobile video are: MPEG-4 Part 2 and MPEG-4 Part 10. We analyzed both types of traces and found that a simple Seasonal ARIMA (auto-regressive integrated moving average) model can be used to represent many different movies.
The simple Seasonal ARIMA (SAM) model was used to develop a frame generator program that can be used in simulation and modeling studies. The details of the generator are presented in this paper. We use the generator to compare three resource allocation schemes for mobile video streaming over WiMAX networks. We investigated three scheduling algorithms: Earliest Deadline First (EDF), Deficit Round Robin (DRR) and a combination of EDF and DRR. The fairness and packet loss due to deadline control for the three algorithms are compared.
II. MOBILE VIDEO MODELING
Moving Picture Expert Group (MPEG) standard MPEG-4 Part 2 is one of the most commonly used video compression methods for mobile video. The new MPEG-4 Part10 and what is commonly known as Advanced Video Codec (AVC) is another vital player in the mobile video streams world. Though this standard provides a better compression rate and a smaller mean frame size, it also results in a higher variation of frame sizes than its predecessors. This makes the resource allocation problem more complicated and even harder to achieve reasonable results with simple approaches. Mobile videos are different from other videos in their encoding settings, such as: the video resolution (screen size), and the assumed decoding power on the targeted device, which in return restrict the use of the encoding methods in the encoding process. For further information about these standards and their characteristics the reader can refer to [1, 2] .
Many different statistical methods have been used to model video traffic. One of the first approaches was using Markov chain models [3] [4] [5] , which are known for their inefficiency of representing the characteristics of MPEG traffic and their requirements of numerous states to achieve a desired accuracy. Complex models like wavelet models [6] have been also proposed. In addition to their complexity, wavelet models have been found be less accurate than other models [7] .
Seasonal time series models like autoregressive integrated moving average (ARIMA) have been used to model GSM traffic [8] . Fractional ARIMA has been used to capture the long range dependence (LRD) between video frames, but these efforts were later abandoned because of their implementation complexity and the marginal improvements that they provided [8, 11] . Many of the models mentioned above used short movie scenes; which raises questions about their applicability to long traces. In addition, some of the models either have quite complex procedures to generate video frames, or require up to thousand of coefficients in order achieve the desired level of accuracy [9, 25] .
The lack of good statistical models for video traffic resulted in many researchers using a trace-driven approach, which is limited by the amount of traces to which the researchers can have access. There are also issues about the portability, usability and accuracy of analysis results since the results may be related to specific movies. Trace-driven simulations are known for credibility. It is easy to convince others that the workload is representative. On the other hand, their finiteness and representativeness are questionable. In addition to that, it is hard to adjust any parameters of the trace or to extend it if there is a need for continuing simulations beyond the frames available in the trace file [10] . Fig. 1 shows the difference between the two approaches.
Statistical traffic models are considered a better workload choice, since they provide a better understanding of the tradeoffs of various traffic parameters. Many of the statistical models are cursed with complexity and require a significant amount of time to verify and implement. Once a representative model is obtained, it is easy to be changed and adapted to different workload parameters.
A. Introducing the SAM Model
MPEG videos frames are known to have seasonal characteristics. As shown in the Fig. 2 , MPEG video frames are divided into three types: I, P, and B frames. They differ in their function and in their size. While I frames have the biggest sizes, B frames have the smallest sizes of them all. The pattern of video frames is repeated every "s" frames where s is the Group of Pictures (GOP) size. This observation justifies our approach to model MPEG videos as a time series model. Our goal was to find a simple yet accurate model that is applicable to any MPEG video. We used an auto-regression integrated moving average model (ARIMA) because it is known to be a general model and it is relatively simple to implement compared to other approaches. In addition to that, ARIMA models are known to have a good accuracy in predicting future values. This feature allows researchers to improve admission control and scheduling mechanisms and optimize resource usage.For more information regarding ARIMA and its characteristics, the reader can refer to [11, [14] [15] [16] 32] .
Because of the complexity of MPEG video patterns, other researchers have pointed out that a better approach to the problem is to use a multiplexed model or what is also known as a composite IPB model [12, 13] . In this model, the video frame sequence is divided in to three sequences of I, P, and B type frames and each sequence is modeled separately. During generation, three streams are generated and then combined to form the final MPEG video trace. The individual models representing each frame stream are simpler than a single allframes model. Though this approach produces slightly better results than the one or all-frames model, each movie trace needs to be analyzed three times in order to produce the needed traces. We started our analysis by modeling simple advertisement videos of 15-30 seconds. All the videos that we tested were encoded specifically for mobile devices. Our first concern was to verify the claim that IPB model is better than an all-frames model [12, 13] .
We expanded our initial set of video samples to include short movie scenes that had around 6000 frames. Our results, presented in Table I , confirmed that IPB model is slightly more accurate, but we found that the improvement is not justifiable given the extra efforts needed to analyze and implement three different streams. We measured the goodness of a model using the commonly used Akaike's Information Criterion or AIC [32] , which takes into consideration both the complexity of the model and its accuracy. Lower AIC index values indicate better models.
Through our analysis we also noticed that although the optimal model for each trace was different, a particular simple model was very close to optimal in all cases. We call this model: Simplified Seasonal ARIMA Model or SAM [20] . SAM can be represented as follows:
The model has an auto-regression of order 1, integration of order 0, moving average of order 1 or ARIMA(1, 0, 1). There is a seasonal period of s, where s is the GOP size. The seasonal part itself has an auto-regressive part of order 1, integrated part of order 1, and moving average part of order 1 or ARIMA(1, 1, 1). Similar models have been used to model airline data [17] .
SAM is a very simple model that requires only 4 parameters to represent a movie trace, in addition to the standard deviation of the modeling errors. Table I shows the AIC for three movies using the optimal all-frames model, optimal composite (I-P-B) model, and the SAM model. Note that the composite model gives the best results. However, the difference between the optimal composite model and all-frames model is less than 1%. The SAM model is similarly close to the optimal allframes model. The difference is less than 0.1%. The advantage of SAM model is that we can use this one model for all movies.
B. Modeling MPEG-4 Part 2 Video Traces
The next step of our analysis was to confirm our results using random scenes from different movies. We confirmed that the chosen model is capable of modeling the selected scenes well. In addition to that, we noticed that scenes from similar movie genre can be represented by similar parameters values. This observation led us to the conclusion that several different movies can be represented with the same model values.
We then repeated the analysis on entire movie sequences (not just short scenes) and confirmed that SAM model can be used to model entire movies. This means that our model is general and yet accurate to adhere to the changes of frame sizes that occur inside the movie trace due to scenes changes. Most of the used movie traces are available through [31] .
We noticed that movies that have similar level of texture details and motion variation have similar model parameters. We have conducted our intensive analysis using several movie traces. Among these are the following six movies: the Matrix trilogy, and The Lord of the Ring trilogy. Table II shows the statistical characteristics of these movies.
The mean and the variances of the frame sizes listed in Table  II indicate that the six movies are quite different. However, these movies can all be well represented by the SAM model. Our results, as shown in Table III , show that the six movies have similar model parameters (autoregressive or AR, movingaverage or MA, seasonal autoregressive or SAR, and seasonal moving-average or SMA).
The difference between these values is insignificant and it is less than 1%. This is the unique part of the SAM model that such diverse set of movies can be represented partially by a single set of parameters. While optimal seasonal ARIMA models for each of these movies are quite different and the parameters of the optimal models are quite different, the SAM model is simple and achieves performance very close to the optimal performance. Some of our analysis results are shown in Table IV , which lists mean absolute error (MAE), mean absolute relative error (MARE), inverse of signal to noise ratio (SNR −1 ), and normalized mean square error (NMSE) for the optimal model and the SAM model. Notice that on all these statistical measures, SAM is close to optimal. To see how SAM model match up to the original traces, we compared the auto-correlation function (ACF), cumulative distribution function (CDF), and full length traces with those of the frame sizes generated by the SAM model. The results, as shown in Fig. 3 for the LOTR-2 trace, demonstrate the accuracy of SAM model when compared to the original traces.
We have shown in this section that SAM model is capable of capturing the statistic features of MPEG video traces. Similar movies with similar statistical characteristics have been shown to have similar parameter values. These results have encouraged us to pursue our analysis to analyzing movies encoded with other commonly used codec for mobile video. The standard has shown significant improvements over older codecs. AVC encoded movies have lower mean values compared to MPEG-4 Part 2 videos. This is due to the fact that AVC compression is more complex and thus on the down side it requires more processing power. Long range dependence (LRD) level between video frames has been recorded to be similar to MPEG videos. Because of the new techniques in AVC compression, the encoded videos have higher variability in their frame sizes. Therefore, an accurate model that can represent highly variable sizes of video frames is a nontrivial task. The reader can refer to [2] for more information.
One of the main differences between MPEG Part 2 and AVC encoded videos is the multiple frame reference feature in AVC. This feature allows the picture frames to refer to intra-GOP reference frames, which indicates that the correlation between the frames is not contained in one GoP period. This results in the observed seasonality period changing from s to 2s where s is the GOP size. Fig. 4 shows the autocorrelation function (ACF) for AVC coded video. Notice that the repetition period is 2s. This observation led us to change our SAM model from its previous formula to the following formula.
Similar to our previous analysis, we tested several optimized models for AVC and compared them against the SAM AV C model. Our analysis shows that SAM AV C produces very good AIC values. Another way to describe SAM is to represent the seasonality of the model independently of the GoP size. We achieved this by using the interval between two consecutive maximum or peak ACF values instead. The interval value can be obtained easily visually or using simple mathematical We have also examined several encoding settings for AVC. The two main encoding attributes that we examined are: quantization level, and number of B frames inside one GOP. For GOP size of 16, we have tested the following B-frame numbers: 1, 3, and 7, and the following quantization levels: 10, 28, and 48. Changing the number of B frames results in changing the relationship among the frames which is reflected in the ACF plot. Changing the quantization level has a deep impact on the average frame size. As shown in Fig. 5 , the mean frame size depends mainly on the quantization level rather than the number of B frames. Fig. 6 shows a comparison of frame sizes, ACF, and CDF of the frame trace and a sequence generated from the SAM model. Notice the SAM model is capable of capturing the statistical characteristics of the modeled data. Additionally, we have conducted a thorough research analysis of more than 50 AVC encoded video traces. The results are available [33] . Table V shows a statistical comparison between SAM model and the optimal SARIMA models for two of the analyzed AVC encoded videos, Silence of the Lambs (SOL) and Star Wars IV. As shown in the results, the optimal models have in general better results, except in the AIC comparison, where SAM results are better. These AIC results reflect the simplicity of the SAM model.
These results have encouraged us to implement a frame generator based on the SAM model. Our target is to create a video traffic generator that is accurate, efficient, and easy to use by other fellow researchers. The next section will describe our approach to implement the SAM traffic generator and the challenges that we faced on our way.
III. SAM MOBILE VIDEO FRAME GENERATOR
Our analysis on all the movies was done using the open analysis package R [18] . R provides several tools to model and display the obtained results. To simulate our results we started using two tools provided by R: arima.sim function and gsarima package's function garsim. Both functions can simulate ARIMA models but not seasonal ARIMA models. In order to proceed, we had to convert our ARIMA model to either abstracted AR, or MA models. This approach is well known to statisticians to simplify model simulations. For more information the readers can refer to [11, 15] .
Our choice to select AR model over MA model was based on the fact that it is easier to keep track of the old values generated by the simulator. In addition to that, after testing both AR and MA models, we noticed that MA coefficients values do not converge over time. This affects the simulation accuracy and its implementation applicability. By converting the SAM model to a series of AR coefficients, we were able to determine the desired level of accuracy and complexity of the model. For instance, the total number of AR coefficients for MPEG-4 Part-2 SAM model is 1650. Fig. 7 below shows the different levels of accuracy that corresponds to different numbers of used AR coefficients. From our analytical analysis and simulation results, we found that 250 AR coefficients are sufficient to provide an accurate simulation. SAM generator incorporates arrep function as a component of its implementation, which is a part of gsarima package. arrep is capable of converting ARIMA models to their representations as a series of AR coefficients. That allows the generator users to supply only the five parameters mentioned before, (i.e., four ARIMA parameters plus the standards deviation of error terms). The traffic generator is capable of generating any specific number of frames, and allows the user either to store the results into a file or to use the continuous stream as an inner layer for other applications.
One of the challenges in writing the traffic generator is to imitate the randomness of the transition of the movie scenes. A straight forward implementation of the seasonal ARIMA model is capable of capturing the statistical relationships between the frames, but it cannot predict or simulate the random shocks in video frame sizes [34] . This is because the model represents a smoothed version of the modeled traces due to the differencing method used. These random shocks represent a sudden transition of video frame sizes, and show up as spikes in video traces. To overcome this problem, SAM traffic generator includes a simple mechanism that inserts random shocks into the video stream while guaranteeing that frame sizes to be within reasonable values (i.e. non-negative frame sizes). The mechanism starts by picking random points in the generated trace to be the center of the random shock representing 1% of the trace points. Then these points are multiplied by ten. The near surrounding points values are increased to allow a smoother transition to the center of the random shock. The farther surrounding points' values are decreased in order to emphasis the sudden transition of the random shock, and to maintain the same mean frame size value over the entire movie trace. Fig. 8 shows a comparison between Matrix 1, Matrix 3 and a generated trace using the SAM traffic generator with random shocks.
Another major concern in designing the SAM traffic generator was to ensure that in addition to the mean and range, the generated trace CDF (cumulative distribution function) is within the acceptable range of the other related movies. This should hold true for different trace period lengths. Fig. 9 shows our results of comparing the CDFs of SAM traffic generator traces against original movie traces for short length traces (5k frames), medium length traces (30k frames), and long traces (150k frames).
The SAM traffic generator can generate any required number of frames and has a stable and reliable performance. We have conducted several trials. With non-optimized code under debug mode we were able to generate 500k frames in less than 6.7 seconds. The SAM traffic generator described so far produces frame sizes of video frames. In the next section we present the implementation details of SAM RTP traffic generator.
A. RTP Traffic Generator
Our implementation of the SAM traffic generator allows users to integrate the generated frames with any protocol layer with ease. On most systems, these video frames are transmitted using real time transport protocol (RTP). RTP protocol is defined in RFC number 3550 [20] . In this section we present the details of our RTP packet generator based on the SAM model. RTP packetizing is a very simple mechanism and follows two simple rules: packets can carry data from one video frame only, and if frames are small in size, you can fit as many full frames as the packet size allows.
We have tested the SAM RTP packet generator against RTP packets generated using original movie traces. The results have confirmed that the generated RTP packets share the same statistical characteristics. Fig. 10 shows the generated RTP packets from LOTR I movie trace and the SAM RTP packet generator with an MTU (maximum transmission unit) size of 1500. Since the same RTP packetizing method has been applied to both original and generated traces, that have been compared before, we have omitted the statistical comparison between the two traces to avoid redundancy.
The SAM RTP packet generator is just an example of what can be integrated to the SAM traffic generator to meet any desired simulation conditions. Other protocols can be implemented as easily, which gives great opportunities to test different standards or custom protocols and to optimize network performance. 
IV. RESOURCE ALLOCATION IN MOBILE WIMAX NETWORKS
The main reason for our mobile video traffic modeling is to understand and optimize the performance of mobile video over WiMAX networks. In this section we present the results of our analysis of various scheduling methods for Mobile WiMAX networks using the SAM traffic generator. This analysis is to illustrate that SAM generator can be used to test and develop new and improved resource allocation schemes.
Mobile WiMAX uses a fixed frame-based allocation. Basically, each frame is of 5 ms duration [21] . It starts with a downlink preamble and Frame Control Header (FCH) followed by a downlink (DL) map and an uplink (UL) map. These maps contain the information elements that specify the burst profile for each burst. The burst profile consists of burststart time, burst-end time, modulation type and Forward Error Control (FEC) used or to be used in the burst.
All scheduling schemes discussed in this paper can be used for both frequency division duplexing (FDD) and time division duplexing (TDD) systems. However, to keep the discussion focused, we use TDD throughput this paper.
Although the standard allows several configurations such as mesh networks and relay networks, our focus is only on point to multipoint network configuration. Thus, the resource allocation problem is basically that the base station (BS) is the single resource controller for both uplink and downlink directions for each mobile station (MS). Each MS has an agreed quality of service (QoS) requirement that is negotiated between the BS and MS at the time of connection setup. The BS grants transmit opportunities to various MSs based on their bandwidth requests and QoS.
In this experiment, we basically focus on how to allocate the number of slots for each MS in each Mobile WiMAX frame. Each slot consists of one subchannel allocated for the duration of some number of OFDM symbols. The number of subcarriers in the subchannel and the number of OFDM symbols in the slot depend upon the link direction (uplink or downlink) and the permutation scheme used. For example, in Partially Used Sub-Channelization (PUSC) permutation scheme, which is commonly used in Mobile WiMAX, one slot consists of one subchannel over two OFDM symbol periods for DL and one subchannel over three OFDM symbol periods for UL [22] .
Mobile WiMAX supports several Modulation and Coding Schemes (MCSs), such as Binary Phase Shift Keying (BPSK) and several Quadrature Amplitude Modulation (QAM) schemes. BPSK results in 1 bit per symbol and is used for poor channel conditions. QAM schemes result in more bits per symbol and are used for reliable channel conditions. Since the MCS used for a mobile station depends upon the location of the mobile station and varies with time, the slot capacity (number of bits in the slot) is not constant. Given equal number of slots, mobile stations at different locations may be allowed to use different MCSs, resulting in different resource allocations. In the study presented here, our focus is on fairness and delay among multiple users and so we assume all users to be in similar channel conditions. The main QoS parameters are the throughput and delay constraints.
In Mobile WiMAX networks, a simple Earliest Deadline First (EDF) scheduling algorithm is generally used to schedule real-time traffic especially video traffic, and Deficit Round Robin (DRR) scheduling algorithm is commonly used to schedule non-real-time traffic [30, [35] [36] in downlink direction. We compared these two algorithms and a combination of the two.
A. Scheduling Algorithms
In this section, we briefly describe the three scheduling algorithms. These are Earliest Deadline First (EDF), Deficit Round Robin (DRR) and Easiest Deadline First with Deficit Round Robin (EDF-DRR) in the context of mobile WiMAX networks.
1) Earliest Deadline First (EDF):
Given a set of flows, the first algorithm, EDF [23] simply compares the packets at the head of the flow queues and schedules the packet the earliest deadline constraint. One additional complication in the case of WiMAX is that the entire packet may not fit in the current WiMAX frame and a fragment may be left over. These fragments are transmitted first in the next WiMAX frame. The entire packet is discarded if the fragment does not meet the deadline.
2) Deficit Round Robin (DRR):
The second algorithm, DRR [24] , avoids packet fragmentation by scheduling only a full packet. If a packet will result in exceeding the fair share, the packet is not scheduled and the deficit (amount that would have been allocated) is remembered. However, to fully utilize a WiMAX frame, we use a modified version of DRR, DRR with fragmentation described in [24] . In general, if a packet meets the fair share limit, we schedule it in the current WiMAX frame and if necessary, allow the part that will not fit in the current WiMAX frame to be scheduled in the next frame. This ensures that WiMAX frame capacity is not wasted.
Note that in order to overcome the issue of varying link capacity in Mobile WiMAX networks, the fair share is derived from the queue length and MCS level. Moreover, we use MaxMin fair algorithm to derive the fair share so that the left over space within Mobile WiMAX frame can be used.
3) Earliest Deadline First with Deficit Round Robin (EDF-DRR):
With EDF-DRR, we basically apply EDF first then regulate the packet stream with DRR. In other words, the packets are sorted according to the deadline then DRR is used to decide whether the packet with the earliest deadline is eligible for transmission without exhausting the flow's credits (deficits). Again, we allow fragmented packets to be transmitted for frame utilization purpose.
B. Scheduling Algorithms with enforced deadline
For real-time traffic, video traffic in particular, received packets with huge delay or over the deadline are not useful. Since the deadline or average delay is negotiated during the connection setup, we can use the deadline information at the scheduler by dropping the packets that are over the deadline and save the bandwidth. Therefore, for all three algorithms described above packets are dropped if it will not meet the deadline after transmission. We analyzed cases without this option, however, the results showed worse performance with a large fraction of packets being discarded at the destination due to exceeding the deadline. We concluded that given the resource constrained nature of wireless medium, any reasonable implementation should minimize waste by discarding late packets before transmission.
C. Performance Evaluation
In this section, we present simulation results of system throughput, delay, jitter, and fairness for EDF, EDF-DRR and DRR algorithms. We also show the results of those algorithms with deadline enforced. We consider only the downlink resource allocation. The simulation configuration and parameters follow the performance evaluation parameters specified in Mobile WiMAX System Evaluation document and WiMAX profiles [23, 28] . These parameters are briefly summarized in Table VI . With 10 MHz system bandwidth, 5 ms frame, 1/8 cyclic prefix and a DL:UL ratio of 2:1, the number of downlink symbol-columns per frame is 29 [22, 27] . In PUSC mode, there are 30 subchannels and each slot consists of one subchannel over 2 symbol duration. As a result, there are 30 × (28/2) = 420 downlink slots per frame. Of these, 51 slots are required for Frame Control Header (FCH), DL MAP and UL MAP (repetition of 4 and QPSK-1/2) and Downlink Channel Descriptor (DCD) and Uplink Channel Descriptor (UCD) overheads assuming a case of five mobile stations. In our analysis, interference is represented as a change of MCS. To keep it simple, the MCS level is constant over the simulation period. A lower bit rate MCS indicates more interference than a higher bit rate MCS. In this study, we use only one MCS for the entire movie. It is possible to extend this to a time varying interference, but it would require agreeing to a model for time variation and would create more questions than it would answer. Thus, we have left that for future study. We also selected QPSK-3/4 (9 bytes per slot) for all mobile stations. Therefore, the system throughput for five MSs is around 5.4 Mbps excluding UCD/DCD. Notice that the actual overheads depend on the number of actual burst allocations in both uplink and downlink and other management messages.
1) Simulation Configurations:
We used a modified version of WiMAX Forum's ns-2 simulator [26] in which a Mobile WiMAX module has been added [27] . There are three main simulation configurations in order to show the fairness among MSs and the delay constraint for all three algorithms.
First, an under-load scenario with three video flows with 1.35 Mbps average rate each and one Constant Bit Rate (CBR) flow with 3 Mbps. The purpose of CBR flow is to measure the unused space in the frame. We treated the CBR flow as a lower priority so that the CBR flow acquires transmission opportunity only if there is any unused space in the WiMAX frame. Second an overload scenario with five video flows with 1.35 Mbps average rate each. Third, we used three video flows and one CBR flow; however, one of the video flows is not well-behaved, sending more traffic. For this overloading flow, we used the SAM traffic generator to generate a video stream with an average rate of 3.3 Mbps. Because of the overload, CBR flow does not really get any transmission opportunities in this case. Although we use three to five flows to show the effect of fairness, the results are expected to be similar with more MSs and higher MCS levels. Note that the video frames were packetized and RTP, UDP, and IP headers overheads were added. All video flows' deadlines were set to 20 ms. All simulations were run from 0 to 10 seconds with 5 seconds of traffic duration. There are ranging, registration and connection setup processes during the first 5 seconds. To quantify fairness, we used Jain Fairness Index [28] , which is computed as follows:
Here xi is the throughput for ith MS and there are n MSs or n flows. In our simulations, n is 3 or 5. Fig. 11 shows the simulation topology. The link between BS and MSs is a bottleneck. At the BS, there is one queue for each MS and each queue is 100 packets long.
2) Simulation Results: In this section, we show system throughput, delay, delay jitter of EDF, DRR and EDF-DRR with and without enforced deadline. For the first scenario, all algorithms (with and without enforced deadline) result in the same throughput, 1.5, 1.24 and 1.49 Mbps with 1.19 Mbps for CBR. There are no dropped packets for video flows. The average delay ranges from 6 to 7 ms. Table VII shows the results for the second overload scenario with deadline enforcement. Because of the deadline enforcement, average delays for all three algorithms are within the specified deadline of 20 ms plus 5 ms additional transmission delays (duration of the WiMAX frame). EDF is unfair, while DRR and EDF-DRR are fair. The degree of fairness of DRR is a bit higher than EDF-DRR, 0.9998 versus 0.9986, respectively. Fig. 12 also shows the system throughput for all three algorithms over time. Table VIII and Fig. 13 show the results for case with one ill-behaved flow. Deadline is enforced for all flows. Again, EDF cannot maintain the share for well-behaved flows. On the other hands, DRR and EDF-DRR can achieve Max-Min fairness for all flows.
V. CONCLUSIONS AND FUTURE WORK
The key contributions of this paper are as follows: 1) We show that seasonal ARIMA models can be used to accurately model both codecs commonly used for mobile video: MPEG-4 Part 2, and MPEG-4 Part 10/AVC/H.264. 2) Although a composite model with separate I-P-B streams is more accurate than a combined all-frames model, the complexity is not worth the 1% gain in accuracy. 3) Although optimal seasonal ARIMA models for different movies are very different, one simple model (1, 0, 1)×(1,1,1) s can be used to represent a variety of movies with MPEG-4 Part 2 encodings. Here, s is the GOP size used in the encoding. We call this model Simple seasonal ARIMA model or SAM. 4) In our analysis, we compare : a) Our SAM model b) Original Trace c) Other ARIMA models (through analysis) d) Other non-time series models we have shown that A is close to B and is simpler than C. Both C and D have the property that they are movie and scene specific and therefore more difficult to use. 5) Another strength of the SAM model is that the parameter values are very similar for the set of movies that belong to the same movie genre. 6) SAM model was found to apply to various scenes traces as well as to complete movies traces. 7) SAM also applies to movies encoded with MPEG-4 part 10 but the seasonal period is 2s where s is the size of in performance studies of mobile video. 10) The SAM frame generator was used to study the resource allocation in a mobile WiMAX network using WiMAX Forum's NS-2 model and WiMAX Forum's system evaluation guidelines. 11) Given the resource constrained nature of the wireless medium, for mobile video and other real-time traffic, it is important to discard packets that exceed the deadline before transmission on the wireless medium. 12) The simulation results for EDF, DRR, and EDF-DRR show that EDF is most unfair, EDF-DRR is less unfair.
DRR is fair and provides the best performance for realtime mobile video traffic. Although we have analyzed several advertisement videos, several video scenes, and several movies, there is always a need for analysis of more movies and we hope to continue this effort in future for mobile videos of other types. Similarly, resource allocation studies need to be continued for other topologies, varying MCS levels, different user configurations, with and without ARQ and H-ARQ [31] .
