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ABSTRACT
XINGYE QIAO: Weighted Distance Weighted Discrimination
and Pairwise Variable Selection for Classification
(Under the direction of Professor J. S. Marron and Professor Yufeng Liu)
Statistical machine learning has attracted a lot of attention in recent years due to its broad
applications in various fields. The driving statistical problem that is common throughout
this dissertation is classification. This dissertation covers two major topics in classification.
The first topic is weighted DistanceWeighted Discrimination (weighted DWD or wDWD),
an improved version of a recently proposed classification method. We show significant
improvements are available in several situations. Using our proposed optimal weighting
schemes, we show that wDWD is Fisher consistent under the overall misclassification cri-
terion. In addition, we propose three alternative criteria and provide the corresponding
optimal weights or adaptive weighting schemes for each of them. Mathematical validation
of these ideas is established through the High-Dimensional, Low Sample-Size (HDLSS)
asymptotic properties of wDWD. An important contribution is the weakening of the as-
sumptions from Hall et al. (2005) and Ahn et al. (2007). We then extend the results to
two classes. The HDLSS asymptotic properties of wDWD that we discuss here contain
two results, one is about the misclassification rate of wDWD, the other explores the angle
between the DWD direction and the optimal classification direction.
The second topic of this dissertation is variable selection for classification. The goal is
to find those variables that have weak marginal effects, but can lead to good classification
results when they are viewed jointly. To accomplish this, we use a within-class permutation
test called Significance test of Joint Effect (SigJEff). The resulting object of SigJEff is a
set of pairs of variables with statistically significant joint effects. To extend our scope
to joint effects with more than two variables, we introduce a new visualization approach
iii
to display the mutiscale joint effects, called Multiscale Significance Display (MSD), and
a general framework for variable selection procedures based on MSD, called Multiscale
Variable Screening (MVS). MSD is a moving window approach, and it evaluates the joint
effects of the variables in this window. The moving window is based on an order of variables.
MVS seeks to find the best initial ordering in an iterative manner.
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CHAPTER 1
Introduction and Background
The statistical community has witnessed a boom in the development of theory and
methods of statistical learning, especially supervised learning. For an overall introduction,
we refer to Hastie et al. (2001). The goal of supervised learning is to predict the value of an
output variable, y, based on the values of some associated covariates, i.e., input variables,
x. Decision rules are developed to accomplish this, based on a training data set (sample),
(xj, yj) ∈ X ×Y , j = 1, 2, . . . n, where xj = (x1j, x2j, . . . xdj) are the covariates (input) and
yj is the response variable (output). Here X and Y are appropriate spaces, e.g., Euclidean
spaces.
This dissertation covers two main topics regarding supervised learning: linear classifi-
cation methods (discussed in Section 1.1); and variable selection methods for classification
(discussed in Section 1.2). They are organized as two chapters. In each chapter, we intro-
duce the problem, provide the motivation, present our work, show the theoretical results,
and demonstrate the effectiveness of our methods using simulations and real examples.
1.1 Binary Classification
Statistical classification is a supervised learning procedure in which the response vari-
able yj is categorical, i.e., Y is a finite set of categories. The problem can be stated as
follows: given the training data, (xj, yj), j = 1, 2, . . . n, construct a classifier φ : X → Y ,
that maps any covariate, x ∈ X to a predicted class label yˆ = φ(x). We consider the case
where X is the d-dimensional Euclidean space Rd here.
For now, we only focus on binary classification, in which there are only two possible
classes. Without loss of generality, we assume that Y = {+1,−1}, indicating the positive
class and the negative class.
Assume the population of interest has an unknown probability distribution P (X, Y ),
and the examples in the training data are independently and identically generated from
P (X, Y ). Let the unconditional (prior) probabilities of the populations be π+ = P(Y = +1)
and π− = P(Y = −1) and let g+(x) and g−(x) denote the conditional densities given
Y = +1 and Y = −1 respectively. Then the conditional (posterior) probability of a
subject belonging to the +1 class given X = x is
p(x) = P(Y = +1|X = x) = π
+g+(x)
π+g+(x) + π−g−(x)
.
Classification performance can be measured based on the misclassification rate. A good
classifier is expected to yield a small misclassification rate at least for the training data
set. In addition, an important property of a classifier is the generalization ability, i.e., the
ability of a classifier to yield small misclassification rate for a testing data set which is
independent of the training set, but is from the same population as the training set.
1.1.1 Existing Linear Methods
There are a large number of classification methods in the literature. For example,
k-nearest neighbor (kNN; Cover and Hart 1967), boosting (Freund and Schapire 1996),
decision trees (Breiman et al. 1984), neural networks (Friedman and Tukey 1974, Friedman
and Stuetzle 1981), etc. We refer to Duda, Hart and Stork (2001) for a review. Among
all the statistical classification methods, the linear discrimination (or linear classification)
methods, along with their kernel variants, are an important and widely studied family of
2
methods. The linear discrimination methods are very popular, because they have a simple
functional form and the relative contribution of each covariate is easy to interpret.
The word linear means that the discrimination rule is based on a simple linear function
of the covariates of the new object to be classified. The linear discrimination classifier
can be obtained from φ(x) = sign(f(x)), in which the function f(x;ω, b) = x′ω + b with
the coefficient vector ω ∈ Rd and the threshold b. The object x is assigned to Class +1
(i.e., the positive class), when f(x) > 0, or Class −1 otherwise. This means that the
d-dimensional space is separated by the separating hyperplane defined by x′ω + b = 0.
Figure 1.1 is a scatter plot showing a two-dimensional example, where the black line is the
separating hyperplane.
−4 −2 0 2 4
−
4
−
2
0
2
4
x1
x2
Class +1
Class −1
f(x)>0
f(x)<0
f(x)=0
Figure 1.1: Binary classification for a two-dimensional example. The black line which
corresponds to f(x) = 0 separates the two classes.
There are some cases for which linear discriminators do not work well, which can
happen when the natural classification boundary is highly nonlinear. To extend linear
3
discrimination methods, the kernel embedding idea was introduced. This approach embeds
all the training and testing data in the original space into a (possibly infinite-dimensional)
Euclidean space, where the linear discrimination methods will be much more effective. For
simplicity, we will not consider kernel methods in this work. But the ideas developed here
are typically extendable to the kernel context with appropriate adjustment.
There are many linear classification methods available. Some examples include Fisher
Linear Discrimination Analysis (LDA; Fisher 1936), Logistic Regression (Berkson 1944),
Support Vector Machine (SVM; Vapnik 1995; Cristianini et al. 2000) and DistanceWeighted
Discrimination (DWD; Marron et al. 2007), etc.
LDA
One view of LDA is to assume that the conditional probability density functions g+(x)
and g−(x) are both normal and the covariances for both classes are identical. The LDA
can then be obtained as the likelihood ratio rule (Casella and Berger 2002). To compute
LDA, let Σˆ be the estimated identical covariance matrix for both classes, computed as
the pooled sample covariance, let n, n+, n− be the total sample size, the sample size for
positive class and the sample size for negative class, and let µˆ+, µˆ− be the training sample
means, then the LDA classifier can be expressed as,
sign(x′ · ω + b),
where ω = Σˆ−1(µˆ+ − µˆ−),
and b =
1
2
µˆ−
T Σˆ−1µˆ− − 1
2
µˆ+
T Σˆ−1µˆ+ + log(
n+
n
)− log(n−
n
).
Quadratic Discrimination Analysis (QDA), although not a linear classification method,
is closely related to LDA. The likelihood ratio rule for QDA can be developed using the
same assumptions as LDA except that identical covariances are not required.
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Logistic regression
Logistic regression provides a broadly applicable approach to classification. It models
the log odds ratio of the conditional class probability p(x) as a linear function x′ω + b,
logit(p(x)) = ln
[ p(x)
1− p(x)
]
= x′ω + b.
An approach to estimation of the coefficients ω and b is through maximum likelihood.
SVM
The Support Vector Machine (SVM) takes a very different approach to many other
linear classification methods, not based on underlying probability distribution. It seeks
a separating hyperplane which maximizes a certain notion of distance between the two
classes. Suppose the separating hyperplane is expressed as x′ω+ b = 0, then (ω, b) can be
found by solving the following optimization problem,
min
ω,b
1
2
‖ω‖2 + C
∑
i
ξi
s.t. yi(x
′
iω + b) ≥ 1− ξi, for i = 1, 2, · · · , n.
Here the parameter C controls the balance between maximizing the separation gap and
minimizing the loss for misclassification. Note that in the separable case, only the support
vectors, i.e., the closest data vectors to the separating hyperplane in each class, have a
direct impact on determining the coefficients of SVM.
DWD
Marron, Todd and Ahn (2007) found that “data piling” can be a cause for the loss of
generalization ability under the High-Dimensional, Low Sample-Size (HDLSS) setting, for
some classification methods, including SVM. By definition, given a direction vector, data
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piling occurs when many data points have identical projections in that direction, i.e., the
data pile up on top of each other. Data piling is usually not a useful property for the normal
vector ω of a discrimination rule, because the corresponding direction vector is driven only
by very particular aspects of the realization of the training data at hand. The SVM
direction displays a considerable amount of data piling near the boundary of each class.
This is because in the setting of SVM, only the support vectors play roles in determining
the direction vector ω and the threshold b. Marron et al. (2007) then proposed Distance
Weighted Discrimination (DWD), a new classification method, to address the data piling
problem.
DWD is a similar method to SVM. The difference between DWD and SVM is that each
of the data vectors in the training data set has a vote in determining the coefficients. The
corresponding optimization problem for DWD is,
min
ω,b,ξ
n∑
i=1
( 1
ri
+ Cξi
)
,
s.t. ri = yi(x
′
iω + b) + ξi for i = 1, 2, · · · , n
ω′ω ≤ 1
ri ≥ 0 for i = 1, 2, · · · , n
ξi ≥ 0 for i = 1, 2, · · · , n.
DWD has shown better generalization ability than SVM in many cases. The room for
improvement comes from the fact that DWD allows all the data vectors to have a direct
impact on selecting coefficients ω and b, through the term
1
ri
, which assigns greatest loss
on those data points close to the classification boundary (i.e., with small values of ri).
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1.1.2 New Contributions
For balanced data, where the proportions of the two classes are similar, DWD appears
to work well. However, DWD does not work well when the data are extremely unbal-
anced. In addition, DWD can encounter problems in nonstandard situations, for example
unequal misclassification costs for the two classes, and biased sampling, i.e., different class
proportions in the sample and in the population. We will refer to the original DWD as
the standard DWD (stdDWD). Inspired by these concerns, in Section 2.2.1, we propose a
weighted version of DWD, called weighted DWD (wDWD) to improve the standard DWD.
Weighted DWD
LetW (y) denote the weight assigned to the data vectors from Class y. The optimization
problem for wDWD can be written as follows,
min
ω,b,ξ
n∑
i=1
W (yi)
( 1
ri
+ Cξi
)
, (1.1)
s.t. ri = yi(x
′
iω + b) + ξi for i = 1, 2, · · · , n (1.2)
ω′ω = 1 (1.3)
ri ≥ 0 for i = 1, 2, · · · , n (1.4)
ξi ≥ 0 for i = 1, 2, · · · , n. (1.5)
In Section 2.2.2, we deduce the optimal weighting schemes for weighted DWD for several
nonstandard situations under the classic overall misclassification rate criterion.
Alternative Criteria and Adaptive Weighting
Note that the classic overall misclassification rate criterion has some severe limitations
in some cases of interest. For example, if the two classes are extremely unbalanced, a naive
classifier, which classifies all the data vectors to the majority class, can still be valued as
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good by this criterion. An approach to this problem is the use of the alternative criteria
Mean Within Group Error (MWGE), Mean Square Within Group Error (MSWGE) and
Maximal Within Group Error (MaxWGE) (Qiao and Liu 2009, Qiao et al. 2010). For
example, MWGE considers the average of the within-class errors. As seen in Section
2.2.3, different classification criteria lead to different Bayes optimal decision rules. The
Bayes rule under the MWGE criterion does not depend on the class proportions of the two
classes. As a consequence, the corresponding optimal weighting schemes do not require the
estimation of the class proportions in the population, in contrast to those under the overall
misclassification criterion. In Section 2.2.3, we develop the optimal weighting schemes
under the MWGE criterion. In addition, we propose an adaptive weighting scheme to
adaptively choose appropriate weights for the other two alternative criteria (MSWGE and
MaxWGE).
Fisher Consistency
As shown in Bartlett et al. (2006), most classification methods, e.g., boosting, logistic
regression, SVM and DWD, are procedures that minimize convex loss functions as surro-
gates for the 0-1 loss function. Fisher consistency can be seen as a minimum requirement
for a loss function as well as the corresponding classification method. A classification
method with loss V (yf(x)) is Fisher consistent if the minimizer of E[W (Ys)V (Ysf(Xs))]
has the same sign as ps(x) − W (−1)W (−1)+W (+1) , where W (+1) and W (−1) are the weights for
the two classes. In Section 2.4.3, we prove Fisher consistency of weighted DWD by first
showing an equivalent formulation of the DWD optimization problem given in (1.1) to
(1.5). This defines DWD loss and reveals the connection between DWD loss and the loss
for other classification methods.
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HDLSS Asymptotics
Traditional asymptotic theories study the problem where the dimension d is fixed and
the sample size n → ∞. A different type of asymptotic theory focuses on the case where
both n and d→∞. In our work, we study a new type of asymptotics, where n is fixed and
d → ∞, namely HDLSS asymptotics. HDLSS settings usually lead to counter-intuitive
results, which are discussed in Section 2.4.1. The d-asymptotic properties of weighted
DWD are studied in Section 2.4.1.4 and 2.4.1.5, including the classification performance
and the limiting angle between the optimal classification direction and the DWD direction.
Numerical studies
The proposed weighted DWD method is studied using several simulations and two real
data examples in Section 2.3. The improvement is shown through comparison between
weighted DWD, standard DWD, standard SVM, weighted SVM, sparse SVM, and logistic
regression with L1 penalty. Empirical results show that the weighted DWD is competitive
for different scenarios of the data settings and give major improvement in the case of
unbalanced data and various nonstandard situations.
1.2 Variable Selection for Classification
The variable selection problem is an important topic in statistical analysis, especially
when the dimension d is large. One potential reason is that among a large number of
covariates, it is possible to have only a small subset that truly influences the response
variable. Accurate variable selection can not only simplify the process of prediction of
future objects, but can also improve the interpretation of the association between the
covariates and the response variable.
In this dissertation, we focus our interest on variable selection methods for classification.
The main task is to identify those variables which drive the class difference in order to
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facilitate better classification performance, and/or to provide statistical insight. As noted
in Bickel and Li (2006), statistical methods, such as regression or classification, often have
two aims: (I) to construct a good predictor and the values of coefficients in the regression
analysis are then irrelevant, or (II) to give interpretations of the factors and determine
which variables are “important”. Our research seeks to entertain the mix of these two
aims, with a tilt towards the second aim in this part.
1.2.1 Existing Variable Selection Methods
Many variable selection methods are available in the literature. Here we only briefly
review three groups of variable selection methods.
(a) Stepwise Algorithm
The first group of variable selection methods are usually implemented through a step-
wise (forward or backward) variable selection algorithm. Take forward variable selection
for instance. The procedure is started with an empty variable set. At each step, the vari-
able among those not in the set that gives the most improvement for the goodness-of-fit of
the model when added into the current set, is selected and included into the current set.
The process continues until some pre-specified criterion is met. Some model selection crite-
rion, for example Akaike Information Criterion (AIC; Akaike 1973), Bayesian Information
Criterion (BIC; Schwarz 1978), or Generalized Information Criterion (GIC; Konishi and
Kitagawa 1996) is used to determine the optimal size of the variable set. For the methods
in this category, the variable selection procedure is done one at a time.
(b) Penalty-based methods
In the second group of methods, variable selection is usually implemented through reg-
ularization. Regularization involves optimization of a two-term criterion, with goodness-
of-fit and penalty terms. The goodness-of-fit term uses an appropriate loss, for example,
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Hinge loss function for SVM (Wahba 1999), sum of squared error for Linear regression,
or negative log-likelihood for Generalized Linear Model (GLIM) (McCullagh and Nelder
1989). The penalty term helps to control the complexity of the model. There are many
proposals in the literature for the penalty term. For example, one can use L1, i.e., Lasso
penalty (Tibshirani 1996), L2, i.e., Ridge penalty (Hoerl and Kennard 1970), Smoothly
Clipped Absolute Deviation (SCAD) penalty (Fan and Li 2001), etc. Efron et al. (2004)
proposed Least Angle Regression (LARS), which built a bridge connecting Lasso and For-
ward Stagewise (a variation of stepwise) linear regression.
The purpose of adding the penalty term is to find a model which minimizes the loss
and the complexity simultaneously. As a consequence, the coefficients for some covariates
are shrunken, sometimes to 0, while the covariates with non-zero coefficients are selected.
For the methods in this group, variable selection is performed simultaneously.
(c) Screening
The third group is specific for data with a very large number of dimensions (variables).
An important example is mRNA gene expression data with two classes. Here each gene is
taken as a variable.
The methods in this group start with calculating a variable score for each variable
to rank them. There are many versions of the variable scores. For example, in Predic-
tion Analysis for Microarrays (PAM; Tibshirani et al. 2002) and Significance Analysis of
Microarrays (SAM; Tusher, Tibshirani and Chu 2001), each variable score measures the
statistical difference between the two classes for each single variable, using a variant of the
two sample t statistic. Another example is Sure Independence Screening (SIS; Fan and Lv
2008), where each variable score is the correlation between each covariate and the response
variable. Once the variable scores are obtained, they are analyzed and some critical value
(or threshold) is given for each variable.
This group of methods is distinct from the first two groups. Instead of finding a subset of
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variables in the context of a statistical model (e.g., regularized linear regression, SVM, etc.),
which simultaneously provides better goodness-of-fit and a simpler model, the screening
methods look into the data on each individual explanatory variable. For classification,
screening methods seek to screen out those variables on which the two or more classes can
be statistically significantly separated, or those which have potentially good classification
or prediction ability once they are included in a predictive model.
As a remark we note that the third group is related to the multiple hypothesis testing
problem, see Benjamini and Hochberg (1995). A simple and direct application of their
method to the variable selection problem is to apply the multiple testing to the set of
variable scores obtained from many variable-by-variable hypotheses.
1.2.2 New Contributions
Our work is motivated by some observations about the existing screening methods
mentioned above, with application to genomic science, where genes are variables.
First of all, one common step in most of the screening methods is to implement a certain
statistical procedure on each gene individually which gives a p-value for each gene. The
rest of the job is done based on these p-values. Thus these methods are all single-gene-
based methods, i.e., marginal methods. Sometimes they are referred to as the independent
screening methods due to their assumption of independence between the variables. How-
ever, it is commonly acknowledged that some genes are biologically connected. From a
classification point of view, even if individual variable is not statistically significantly dif-
ferent between two classes, it is possible that combining two or more variables could yield
greater predictive power. If the information in one variable alone is not sufficient to clas-
sify two classes, but a variable set with two or more variables combined can be, marginal
screening methods can be misleading since these Alone-Nonsignificant-Together-Significant
(ANTS) variables could eventually not be selected due to their weak (marginal) signals.
A similar problem exists for some of the penalty-based methods. For example, empirical
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work shows that some penalty-based methods only select one representative variable among
a group of variables which are highly correlated. In the literature, some efforts have been
made to take the prior knowledge about the connection between the variables into account
(e.g., Yuan and Lin 2006). However, our work does not require prior knowledge, although
it could be helpful if incorporated into our method.
In this work, we propose a Significance test for Joint Effect (SigJEff) for the purpose of
variable selection for classification in Section 3.2. Our goal is to identify the variables with
great predictive power when they are viewed jointly, so that there are additional benefits
in classification. The additional benefit and predictive power is called pure joint effect to
be defined later. At this stage we focus on the joint effect between two variables, which
leads to pairwise variable selection.
The result of our proposed SigJEff procedure is a set of pairs of variables. We use a
thresholding method to summarize the significant pairs to a set of individual variables. The
thresholding method utilizes a sound estimation of bivariate false discovery rate (biFDR),
a measurement of pairwise variable selection quality which we propose in Section 3.2.2.
In the simulation and real data applications (Section 3.4), we use SigJEff to find variable
subsets that perform statistically significantly better than those found by SAM. The results
are validated by several popular classification methods as well as the Direction-Projection-
Permutation hypothesis test (DiProPerm test; Wichers et al. 2007).
To extend our scope from bivariate joint effect to multiple scales, in Section 3.5, we
introduce a new approach to visualizing multiscale joint effects, Multiscale Significance
Display (MSD, see Section 3.5.2), and a general framework for variable selection based on
MSD, called Multiscale Variable Screening (MVS, see Section 3.5.3). MSD is a change scale
approach which is based on a moving window. In MSV, an iterative scheme is proposed
using the variable scores calculated from the MSD at each step.
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CHAPTER 2
Weighted Distance Weighted Discrimination
2.1 Introduction
The Support Vector Machine (SVM) (Vapnik 1995) is a powerful classification tool.
Distance Weighted Discrimination (DWD; Marron et al. 2007) is an improved classification
method for HDLSS data settings, where the dimension d is greater than the sample size n.
In the separable case, SVM seeks the separating hyperplane maximizing the minimum
of the distances, ri, from each data point to the hyperplane. SVM has a good performance
record, but it may suffer from a loss of generalization ability in HDLSS settings, as noted
in Marron et al. (2007) (see Figure 1 of that paper), due to the data-piling property. That
is, the support vectors tend to pile up on top of each other at the boundaries of the margin
when projected on the normal vector of the separating hyperplane. Data-piling generally
leads to loss of generalization ability because it is driven by small scale noise artifacts of
the particular realization of the data. DWD overcomes this issue by finding the hyperplane
that minimizes the sum of the reciprocals of ri (min
∑
i r
−1
i ). DWD allows all data vectors
to have influence on the separating hyperplane, instead of only the support vectors as in
the SVM.
Standard DWD (hereafter labeled as stdDWD) was originally designed for balanced
data, i.e., the case where the sample proportions for the two classes are similar. It has
inefficient generalization ability under nonstandard situations, e.g., unequal costs or biased
sampling (addressed for SVM by Lin, Lee and Wahba 2002), or when the two populations
are seriously unbalanced (Qiao and Liu 2009). In particular, uneven class proportions
can lead to a classifier which is poor in the sense that it ignores the minority class. In
this dissertation, we propose weighted DWD (wDWD) to incorporate class proportions as
well as prior costs to improve upon standard DWD. In particular, wDWD uses the new
objective function, min
∑
iwir
−1
i , where wi is the weight for the i
th training data point.
Note that weighted DWD is more flexible than standard DWD by allowing flexible choices
of weights. This leads to better generalization ability of weighted DWD under nonstandard
situations.
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Figure 2.1: High-dimensional simulated example: Projection plots of data points on the
stdDWD (top) and wDWD (bottom) directions. The separating hyperplanes intersect the
wDWD and stdDWD directions at the two dashed vertical lines respectively. These plots
show much better performance of wDWD in this unbalanced HDLSS setting.
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Figure 2.1 studies classification for a high-dimensional simulated example (d = 1000;
this is the constant signal case in Section 2.3.1.1). In the projection plot of all data points
on the stdDWD direction (top panel of Figure 2.1), the stdDWD boundary (the vertical
dashed line) works well for the training set (shown as triangles). However, a potential
problem is that it is too close to the positive class (on the right) because of the unbalanced
class proportions. The test data (the + and × signs) in Figure 2.1 show that stdDWD
does not have good generalization ability. In the bottom panel of Figure 2.1, note that the
wDWD boundary provides a dramatic improvement over stdDWD for the test set.
Section 2.2 develops optimal weighting schemes under the Overall Misclassification
(OM) criterion. In strongly unbalanced cases, OM may ignore the minority class. Thus we
also study several alternative criteria. To implement some of them, we propose an adaptive
weighting scheme, which leads to adaptive wDWD (awDWD). In our simulation studies,
we show that adaptive weighting greatly improves performance.
Section 2.4.1 develops asymptotic properties of wDWD in HDLSS settings. Ge and
Simpson (1998) analyzed the high-dimensional asymptotics of some classifiers. Bickel and
Levina (2004) and Fan and Fan (2008) also studied the impact of high dimensionality
on various modifications of linear classifiers. Hall et al. (2005) found conditions where
there exists a geometric representation of HDLSS data, a special structure which gives
insight into the classification problem. The results in Hall et al. (2005) assume the entries
of each data vector to be nearly independent, in a mixing conditional sense. Ahn et al.
(2007) extended their work by showing that the conditions can be relaxed to asymptotic
properties of the sample covariance matrix and its eigenvalues, assuming Gaussianity. A
much broader set of assumptions for geometric representation has been developed in Jung
and Marron (2009). In this work, our theory makes use of this broader framework.
To study asymptotic properties of wDWD, Section 2.4.1.2 develops a geometric repre-
sentation for two data samples from two classes as in Hall et al. (2005) but under milder
assumptions. Using this representation, we study two aspects of the wDWD asymptotic
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properties as d → ∞ with n fixed. Both properties follow from the geometric representa-
tion described above. First, we study the classification error of wDWD. Second, we explore
the relationship between the wDWD direction and the optimal linear classification direc-
tion. Both aspects are driven by appropriate notions of signal-to-noise ratios, defined in
terms of class means and within-class variances. Furthermore, we show Fisher consistency
for wDWD in Section 2.4.3.
As observed in many applications, in high-dimensional settings, linear classifiers such
as the SVM and DWD often give better performance than their nonlinear extensions (cf.
El Karoui 2010). Though non-linear methods are known to be more flexible than linear
ones, they may be more prone to overfit than linear classifiers when the simple size is small.
Furthermore, the geometric representation theory in Hall et al. (2005) and this work can
shed some light on this issue. As discussed in Section 2.4.2.1, when d ≫ n, two classes
of points will form two simplices asymptotically under certain conditions, which makes
linear classifiers a natural choice. In this dissertation, we only use linear classifiers for high
dimensional examples.
The rest of this chapter is organized as follows. We propose wDWD in Section 2.2.1,
and focus on optimal weighting schemes in Section 2.2.2. Alternative criteria, and their
implementations by adaptive weighting schemes, are developed in Section 2.2.3. Numerical
studies are given in Section 2.3 based on simulated and real data examples. In Section 2.4.1,
we provide the geometric representation of two HDLSS data samples from two classes and
study the HDLSS asymptotic properties of wDWD, followed by a simulation confirmation in
Section 2.4.2. Fisher consistency of wDWD is provided in Section 2.4.3. Some concluding
remarks are given in Section 2.5. Proofs of the theoretical results are included in the
Appendix.
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2.2 Weighted DWD
Consider the problem of classifying subjects associated with the covariate vector X ∈
X ⊆ Rd (d predictors) into one of two classes with the class label Y ∈ {±1}. Assume
the target population has an unknown probability distribution P (X, Y ), and the examples
are independently generated from P (X, Y ). Let the marginal class probabilities of the
populations be π+ = Pr(Y = +1) and π− = Pr(Y = −1), and g+(x) and g−(x) the
conditional densities of X given Y = +1 and Y = −1 respectively. Then the conditional
probability of a subject belonging to Class “+1” given X = x is
p(x) = Pr(Y = +1|X = x) = π
+g+(x)
π+g+(x) + π−g−(x)
. (2.1)
A linear classifier φ(x) can be obtained from φ(x) = sign(f(x)), where f(xi) = fi =
x′iω + b, ω ∈ Rd, b ∈ R. The data vector with covariate xi is classified to Class “+1” if
sign(fi) = +1 and Class “−1” otherwise.
2.2.1 Formulation for Weighted DWD
Suppose the classification boundary is represented as a separating hyperplane, x′ω +
b = 0. The standard DWD proposed in Marron et al. (2007) seeks to find a separating
hyperplane minimizing a notion of inverse distance between each point and the hyperplane
(details below). As mentioned in Section 2.1, standard DWD has some limitations for
unbalanced data. For example, in Figure 2.1, the stdDWD classification boundary is
pushed towards the positive class, mainly caused by the dramatic difference between two
class proportions. Our proposed weighted DWD aims to address this problem by allowing
flexible weights for data points from different classes. In particular, wDWD solves (ω, b)
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via the following optimization problem,
min
ω,b,ξ
n∑
i=1
W (yi)
( 1
ri
+ Cξi
)
, (2.2)
s.t. ri = yi(x
′
iω + b) + ξi, ω
′ω ≤ 1, ri ≥ 0, ξi ≥ 0 for i = 1, 2, · · · , n. (2.3)
Here we assign different weights to data vectors from different classes. Note that the
solution to (2.2) is totally determined by the ratio of W (+1) and W (−1), instead of the
exact values of the two weights. The standard DWD is a special case of the weighted DWD
with equal weights, W (+1) =W (−1).
To have a better understanding of (2.2), we first consider a simple separable setting
with a choice of C where all ξi’s are 0. Then wDWD minimizes the total weighted inverse
distances of all points to the decision boundary. When the perfect separation is not possible,
(2.2) allows violation with amount ξi for training data point i.
The constant parameter C in (2.2) controls the penalty on the variable ξi, the amount
of violation of classification. Note that C plays the similar role as the tuning parameter
in the SVM (see eq. (54) in Chen et al. 2005; also see Vapnik 1995, Scho¨lkopf and Smola
2002). This optimization problem in (2.2) can be reformulated as a second-order cone
programming (SOCP) problem (Alizadeh and Goldfarb 2003), as shown in Marron et al.
(2007).
Marron et al. (2007) discussed the choice of C and suggested that C should be a large
constant (for example 100 in their work) divided by a notion of typical squared distance
of the training points (for example squared median of the pairwise interclass Euclidean
distances). The usage of typical squared distance will result in a choice of C that is
essentially “scale-invariant”. From the simulation results in Section 2.3.1, where we tune
for the best parameter C using a grid search on the tuning set, we find that the tuned C
values are reasonably close to their suggestion.
It is worth noting that careful tuning needs to be done for DWD when the data are
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unbalanced and the signal (denoted by the distance between the two population means)
is small. In particular, a small C should be avoided. For unbalanced data, a small value
of C tends to yield undesired results for stdDWD, with most data vectors classified into
the majority class. This is because DWD optimization avoids large values of reciprocal
distances 1/ri by sacrificing the data from the minority class. Thus C needs to be large
enough to increase the misclassification cost. Weighted DWD, on the other hand, alleviates
this problem in tuning since the adverse effect of the unbalanced proportion ratio on
stdDWD can be greatly reduced if the weighting scheme is appropriately chosen.
2.2.2 Optimal Weighting Schemes
Define W (−1)I[y = −1]I[φ(x) = +1] +W (+1)I[y = +1]I[φ(x) = −1] as the weighted
0-1 loss function corresponding to problem (2). The Bayes decision rule for this weighted
0-1 loss is given in (2.4) as follows
φ∗(x) = sign
[
p(x)− W (−1)
W (−1) +W (+1)
]
. (2.4)
In this section, we discuss two nonstandard classification situations which are commonly
encountered in practice, and study the choices of optimal weights for each situation. We
consider the situation of unequal costs in Section 2.2.2.1 and the biased sampling situation
in Section 2.2.2.2. The optimal weights are given for both Overall Misclassification (OM)
criterion and Mean Within Group Error (MWGE) criterion.
2.2.2.1 Unequal Costs
For some real applications, it is more proper to use different costs for different types of
misclassification, say, classifying a “+1” subject as “−1” represents a more serious error
than classifying a “−1” subject as “+1”. For example, failing to diagnose a potentially
fatal illness may be viewed as substantially more costly than concluding that the disease
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is present when it is not. We use c+ for the false-positive cost and c− for the false-negative
cost. Table 2.1 shows these costs.
Classify as
+1 −1
True population:
+1 0 c−
−1 c+ 0
Table 2.1: Unequal costs for different types of misclassification.
Using the OM criterion, for any classifier φ, where either φ(x) = +1 or φ(x) = −1,
its loss function for classifying a pair (x, y) is defined as L[φ] = c+I[y = −1]I[φ(x) =
+1] + c−I[y = +1]I[φ(x) = −1]. Given x, the risk, i.e., the expected loss of φ given
X = x, is E[L(φ)|X = x] = c+[1 − p(x)]I[φ(x) = +1] + c−p(x)I[φ(x) = −1]. The Bayes
optimal decision rule φ∗ for this loss function minimizes the risk and is given by
φ∗(x) =


+1 if
p(x)
1− p(x) >
c+
c−
−1 if p(x)
1− p(x) <
c+
c−
,
or φ∗(x) = sign[p(x)− c
+
c+ + c−
]. (2.5)
Comparing this to (2.4), by definingW (+1) = c− andW (−1) = c+, we have the two Bayes
rules identical to each other.
Our discussions so far assume the traditional OM criterion. This criterion has some
limitations. For example, if the two classes are extremely unbalanced, a naive classifier,
which classifies all the data vectors to the majority class, can still be regarded as a good
one by this criterion. Alternatively, one can use the MWGE criterion (Qiao and Liu 2009),
which considers the average of the within-class errors. Under MWGE, the modified 0-
1 loss function becomes c
+
pi−
I[y = −1]I[φ(x) = +1] + c−
pi+
I[y = +1]I[φ(x) = −1]. The
corresponding Bayes rule φ∗ is given by φ∗(x) = sign[p(x) − c
+/pi−
c+/pi−+c−/pi+
], which implies
that the optimal weighting scheme under MWGE isW (+1) = c
−
pi+
,W (−1) = c+
pi−
. Discussion
on several other alternative criteria will be given in Section 2.2.3.
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2.2.2.2 Biased Sampling
In some real situations, the proportions in the sample may not reflect those in the
target population due to sampling bias. For example, if the two classes have very different
proportions in the population, the smaller class may be over-sampled, while the larger
class may be under-sampled in order to achieve more balance in the sample. Because we
build the classification model on the sample while we predict a future data vector from
the population, the discrepancy of the class proportion ratios between the sample and the
population could lead to a problematic classifier. Lin, Lee and Wahba (2002) discussed
nonstandard situations for the SVM.
Proportions +1 class −1 class
in population π+ π−
in sample π+s π
−
s
Table 2.2: Proportions in the target population and the sample.
Assume the proportions are labeled as in Table 2.2. Let (Xs, Ys) be a random pair that
has the same distribution as the sample. Note that the conditional densities g+s and g
−
s
are the same as g+ and g−. Then the conditional probability of a case from the sample
belonging to the +1 class given that Xs = x is
ps(x) = Pr(Ys = +1|Xs = x) = π
+
s g
+
s (xs)
π+s g
+
s (xs) + π
−
s g
−
s (xs)
=
π+s g
+(x)
π+s g
+(x) + π−s g−(x)
. (2.6)
Comparing (2.1) and (2.6), the relationship of the odds ratio of p(x) from the population
and that of ps(x) from the sample is
p(x)
1− p(x) =
π+g+(x)
π−g−(x)
=
π+s g
+(x)
π−s g−(x)
π+π−s
π−π+s
=
ps(x)
1− ps(x)
π+π−s
π−π+s
.
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Then the Bayes rule in (2.5) can be expressed in terms of ps(x) as
φ∗(x) =


+1 if
ps(x)
1− ps(x) >
c+π+s π
−
c−π−s π+
−1 if ps(x)
1− ps(x) <
c+π+s π
−
c−π−s π+
,
or φ∗(x) = sign[ps(x)− c
+π−/π−s
c+π−/π−s + c−π+/π+s
].
Note that because the calculation of a classifier is based on the sample, instead of the
population, when biased sampling exists, ps(x) should be used in the classification rule
φ(x) whereas p(x) in (2.5) is not useful, since p(x) 6= ps(x). Again, using the formulation
in (2.4), we can see that the choice of weights becomesW (+1) = c
−pi+
pi+s
andW (−1) = c+pi−
pi−s
.
Now we consider the situation where the MWGE criterion is used. The Bayes rule φ∗
under MWGE is then given by
φ∗(x) =


+1 if
ps(x)
1− ps(x) >
c+π+s
c−π−s
−1 if ps(x)
1− ps(x) <
c+π+s
c−π−s
.
Accordingly, we can define the weights W (+1) = c
−
pi+s
,W (−1) = c+
pi−s
.
In summary, the optimal weighting scheme is displayed in Table 2.3.
Criterion OM MWGE
W (+1) c
−pi+
pi+s
c−
pi+s
W (−1) c+pi−
pi−s
c+
pi−s
Table 2.3: Optimal weighting schemes for biased sampling under two criteria.
2.2.3 Alternative Criteria and Adaptive Weighting Schemes
In Section 2.2.2, we introduced the optimal weighting schemes under the OM and
MWGE criteria (Table 2.3). Recall that the OM criterion aims to minimize the OM
cost. Qiao and Liu (2009) pointed out that this criterion may result in a high error for
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the minority class when the proportions are unbalanced. In addition to MWGE, they
introduced Mean Square Within Group Error (MSWGE). In this dissertation, we also
consider the criterion of Maximal Within Group Error (MaxWGE). Let ej = E[I(φ(X) 6=
j)|Y = j] be the conditional error for class j. We reformulate the minimization of these
criteria equivalently as follows:
(i) OM: argminφ π
+e+ + π
−e−;
(ii) the alternatives:
argmin
φ
(ep+ + e
p
−)
1
p =


argminφ
1
2
(e+ + e−) (MWGE), if p = 1,
argminφ
√
1
2
(e2+ + e
2−) (MSWGE), if p = 2,
argminφmax(e+, e−) (MaxWGE), if p =∞.
The alternative criteria can be simply expressed as |e|p, the Lp norm of the within-class
error vector e = [e+, e−]T . One important feature of the alternative criteria (MWGE,
MSWGE and MaxWGE) is that they do not require knowledge of, or even specification of,
the prior proportions π+ and π−. Thus, these criteria overcome the severe limitations of
OM in the unbalanced case. The three alternative criteria provide different summaries of
the error. The MWGE (L1) criterion tends to minimize the mean of the within-class errors
while the MSWGE (L2) criterion minimize the mean and variation at the same time. The
MaxWGE (L∞) criterion controls the worse class error. Choice among these will depend
on the statistical context at hand.
To demonstrate the relative performance of these criteria, we consider a one-dimensional
toy example with two classes, the density curves of which are two triangles as shown in
Figure 2.2. Note that the OM Bayes rule is sensitive to the change of the class proportions
and is not desirable when the class proportions are unknown. On the other hand, the
Bayes rules for the alternative criteria do not change with proportions. Different alternative
criteria provide different Bayes cut-off points in this example.
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Figure 2.2: One-dimensional density curves for two populations and the Bayes rules for
OM (dotted), MWGE (dashed), MSWGE (solid) and MaxWGE (dot-dashed) criteria when
the population proportion ratio is 5:1, 1:1 or 1:5. Shows OM is very sensitive to class
proportions, and compares the three alternative criteria.
Qiao and Liu (2009) showed that there exist closed forms for the OM and MWGE
Bayes rules, which lead to the optimal DWD weighting schemes introduced in Section
2.2.2. However, the Bayes rules under the other two alternative criteria (MSWGE and
MaxWGE) do not seem to have simple closed forms. Therefore, in order to achieve better
results based on the alternative criteria, we propose a two-step procedure to adaptively
choose the weights using the sample within-class errors. The proposed adaptive procedure
is implemented as follows:
Step 1 Train wDWD with the MWGE optimal weights W (±1), from the right column
(MWGE) in Table 2.3. Calculate the within-class errors eˆ+ and eˆ− for the combined dataset
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including both training and tuning sets.
Step 2 Update weights for class j asW (j) ·exp(max(eˆj, η)), for j ∈ {+,−}, and calculate
wDWD using the new weights.
We call the resulting classifier the adaptive weighted DWD (awDWD). The adaptive
weighting adjustment at the second step gives a bigger weight to the class with larger
error. The eqn:ch1threshold η is added to avoid adversely decreasing the weight for the
nearly perfectly classified class. We set η to 0.1 in the simulation. For the updating rule,
we use an exponential form: this provides a simple weight adjustment with less potential
for overweighting compared to alternative forms such as a linear form, as discussed in
Qiao and Liu (2009). Simulation there also showed better performance for the exponential
updating rule. To reduce the computational cost, we use a simple two-step procedure,
instead of an iterative version. We will show in Section 2.3.1.2 that awDWD can provide
additional improvements over wDWD.
2.3 Numerical Study
In this section, we compare wDWD with stdDWD and several other classification meth-
ods, based on two high-dimensional simulated examples (independent predictors and corre-
lated predictors) in Section 2.3.1, one low-dimensional simulated example in Section 2.3.2
and two real data examples in Section 2.3.3.
We consider L1 SVM (Fung et al. 2004), weighted SVM (wSVM), standard SVM
(stdSVM), the L1 penalized logistic regression (L1 PLR; Lokhorst 1999, Shevade and
Keerthi 2003) and the L2 penalized logistic regression (L2 PLR; Lee and Silvapulle 1988,
Le Cessie and van Houwelingen 1992). L1 SVM and L1 PLR use the L1 penalty for vari-
able selection. Weighted SVM is the weighted version of standard SVM, where we use the
same weights as that of wDWD. In Section 2.3.1.1, we also implement awDWD to show
its performance. For comparison purpose, we apply the same adaptive weights for wSVM,
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namely awSVM. As a remark, we note that the results for the L1 and L2 PLR are not
available for some examples due to numerical difficulties.
2.3.1 Simulation of High-dimensional Data
Let the dimension d = 1000, and the sample size of the training data n = 200. Assume
that the data are balanced with π+ = π− = 50% and equal costs c− = c+, but with a
biased sampling, π+s = 20% and π
−
s = 80%. For simplicity, we denote w+ and w− as
the two weights W (+1) and W (−1). The weights for this data set are w+ = 2.5, and
w− = 0.625. Note that because π+ = π−, the two weighting schemes given by Table 2.3
and the two Bayes rules for the two criteria (OM and MWGE) are the same.
2.3.1.1 Independent Predictors
We consider three settings of high-dimensional simulated data, namely constant signal,
proportional signal and sparse signal. In the constant signal setting, the variable-wise mean
differences are equal for all 1000 variables, while in the sparse signal setting, only the first 10
variables have nonzero mean differences. One intermediate setting is the proportional sig-
nal where the squared mean difference for each variable is proportional to the variable index
({1, . . . 1000}). The data vectors from the positive class follow d-dimensional normal distri-
butions Nd(u11d, 0.75
2Id), Nd(u2(1, 2, . . . , d)
T , 0.752Id) and Nd(u3(1
T
10, 0, . . . , 0)
T , 0.752Id)
corresponding to the three settings, where 1k = [1, 1, · · · , 1]T is the k-dimensional vector
of 1’s. The negative data vectors are generated in a similar manner except with negative
means −u11d, −u2(1, 2, . . . , d)T and −u3(1T10, 0, . . . , 0)T in the normal distributions. The
positive constants u1, u2 and u3 are chosen so that the Euclidean distances of the two
population means for the three settings are all equal to 3. For tuning and testing purposes,
we generate a tuning set with size 200 and a test set with size 600. We replicate this
simulation 100 times.
From Tables 2.4, 2.5, 2.6, we first compare the non-adaptive methods for the three
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Constant
(%) OM/MWGE MSWGE MaxWGE
Bayes 2.22(0.06) 2.3(0.07) 2.71(0.08)
wDWD 16.3(0.68) 19.66(1.08) 26.36(1.61)
awDWD 13.05(0.21) 13.76(0.3) 16.42(0.51)
stdDWD 45.72(0.11) 64.65(0.15) 91.42(0.22)
L1 SVM 36.35(0.32) 36.77(0.32) 40.49(0.46)
wSVM 21(0.48) 28.09(0.77) 39.52(1.12)
awSVM 15.48(0.28) 18.53(0.47) 25.15(0.75)
stdSVM 30.65(0.23) 42.82(0.32) 60.54(0.46)
L1 PLR 39.07(0.23) 50.85(0.35) 71.59(0.5)
L2 PLR 34.03(0.22) 47.89(0.32) 67.72(0.45)
Table 2.4: Summary statistics of the simulation results for the constant signal setting: Av-
eraged OM/MWGE, MSWGE, and MaxWGE (in percentage) over 100 runs. The numbers
reported in the parentheses are the standard errors.
settings. In each setting, wDWD works much better than stdDWD. In addition, wDWD
works better than all the other non-adaptive methods in the constant signal and propor-
Proportional
(%) OM/MWGE MSWGE MaxWGE
Bayes 2.27(0.06) 2.34(0.06) 2.74(0.08)
wDWD 16.39(0.69) 20.03(1.08) 27.02(1.62)
awDWD 13.04(0.22) 13.85(0.34) 16.81(0.56)
stdDWD 45.69(0.12) 64.6(0.17) 91.36(0.24)
L1 SVM 32.64(0.26) 38.47(0.56) 52.03(0.98)
wSVM 20.97(0.49) 28(0.79) 39.38(1.14)
awSVM 15.2(0.31) 18.18(0.51) 24.67(0.8)
stdSVM 30.58(0.22) 42.75(0.31) 60.45(0.44)
L1 PLR 37.94(0.19) 49.45(0.29) 69.62(0.42)
L2 PLR 33.88(0.21) 47.68(0.3) 67.43(0.42)
Table 2.5: Summary statistics of the simulation results for the proportional signal set-
ting: Averaged OM/MWGE, MSWGE, and MaxWGE (in percentage) over 100 runs. The
numbers reported in the parentheses are the standard errors.
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Sparse
(%) OM/MWGE MSWGE MaxWGE
Bayes 2.26(0.06) 2.33(0.06) 2.73(0.08)
wDWD 16.28(0.68) 19.85(1.06) 26.95(1.57)
awDWD 13.2(0.18) 13.97(0.25) 17.02(0.44)
stdDWD 45.4(0.12) 64.19(0.17) 90.78(0.24)
L1 SVM 7.24(0.13) 9.05(0.18) 12.63(0.25)
wSVM 21.4(0.43) 28.73(0.69) 40.48(0.99)
awSVM 15.42(0.24) 18.57(0.41) 25.39(0.65)
stdSVM 30.44(0.25) 42.48(0.36) 60.07(0.51)
L1 PLR 6.72(0.16) 8.81(0.22) 12.39(0.31)
L2 PLR 33.54(0.24) 47.16(0.34) 66.69(0.48)
Table 2.6: Summary statistics of the simulation results for the sparse signal setting: Aver-
aged OM/MWGE, MSWGE, and MaxWGE (in percentage) over 100 runs. The numbers
reported in the parentheses are the standard errors.
tional signal settings. For the sparse signal case, both L1 SVM and L1 PLR are better than
wDWD. This is expected since our current wDWD does not attempt to handle sparsity by
variable selection. A potential approach to improving wDWD for the sparse signal setting
is to design a classification algorithm combining wDWD and some sparse penalty such
as the L1 (Tibshirani 1996) or SCAD (Fan and Li 2001) penalty to implement variable
selection.
Tables 2.4, 2.5, 2.6 also indicate that adaptive weighted DWD introduced in Section
2.2.3 works very well. In all three signal settings, awDWD dominates all the other methods
except L1 SVM and L1 PLR in the sparse setting. It seems that the advantage of awDWD
comes from the fact that it prevents wDWD from overweighting by incorporating both
class proportions and within-class performance in the weights. Moreover, both adaptive
weighting methods (awDWD and awSVM) provide further improvement on wDWD and
wSVM in these examples, in terms of the MSWGE and MaxWGE criteria, in addition to
the MWGE criterion.
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Furthermore, we note that for the non-adaptive weighting methods, even though their
OM error or MWGE seem to be fine, their MSWGE and MaxWGE are not satisfactory
(e.g., wDWD for proportional signal has MaxWGE of 27.02%). Adaptive weighting meth-
ods usually lead to lower MSWGE and MaxWGE as shown in Tables 2.4, 2.5, 2.6.
Among these different methods, L1 SVM performs much better than wDWD under the
sparse signal setting. To further compare them, we consider their classification directions.
Figure 2.3 contains four projection plots which study the angles between the optimal linear
classification direction and the classification direction from wDWD (in the left panel) or
from L1 SVM (in the right panel) for the constant signal setting (in the first row) or
the sparse signal setting (in the second row). We can see that the angles for wDWD
are comparable between the two settings, whereas the angles for L1 SVM are larger than
those for wDWD in the constant signal setting but smaller in the sparse signal setting.
These angles help to explain the difference between classification performances of these
two methods. Note that there is severe data-piling for L1 SVM, as shown in the right
column of Figure 2.3.
2.3.1.2 Correlated Predictors
We modify the high-dimensional example in Section 2.3.1.1 by adding correlations
among the predictors. Instead of assuming i.i.d. Gaussian noise, we let the noise term
be an autoregressive process of order 1 (AR(1)) with marginal variance 0.752. We use sev-
eral choices of the autocorrelation parameter, ρ =0.05, 0.35, 0.65 and 0.95. Before adding
the three types of variablewise mean difference (which was chosen for each case to give
good separation between the classifiers, while conveying the challenge of highly correlated
errors), we permute the order of the variables to break down the AR structure.
In Figure 2.4, we plot the OM test errors for various methods in three signal settings:
constant, proportional, sparse. For all three settings, wDWD works the best when ρ =
0.05 and 0.35, except for L1 SVM in the sparse setting. For larger ρ, such as 0.65 and 0.95,
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Figure 2.3: Projection plots of all the data vectors to the two-dimensional space spanned
by the Bayes optimal classification direction (Bayes drn) and the wDWD direction (in
the left panels) or the L1 SVM direction (in the right panels) for simulated data from the
constant signal setting (the first row) and the sparse signal setting (the second row). These
plots compare the performance of wDWD and L1 SVM and explain the reason that the L1
SVM results are better in the sparse signal setting than in the constant signal setting.
wDWD and wSVM are comparable. In the sparse setting, L1 SVM is the best as expected.
One important observation we have is that wDWD is less efficient in the highly correlated
case, which was also noted by Ahn and Marron (2010), who showed more data-piling is
actually better in this type of very non-standard case.
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Figure 2.4: Simulation results of wDWD (solid), stdDWD (wide-dotted), wSVM (dashed),
stdSVM (dotted) and L1 SVM (dot-dashed) for three 1000-dimensional settings (constant,
proportional and sparse signals) with AR(1) noise where ρ =0.05, 0.35, 0.65 and 0.95.
Show that the wDWD usually has the best performance except in some highly correlated
cases or in the sparse signal setting.
In these studies, we choose the tuning parameter C based on a search grid of 10{−4,−3.5,...3.5,4}.
In all the three settings, we observe that our tuning parameter search procedure tends to
choose 10−1.5 for weighted DWD, while the recommendation of C by Marron et al. (2007)
turns out to be about 10−1.05. Based on our limited experience, their recommendation
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appears to work reasonably well.
2.3.2 Simulation of Two-dimensional Data
In this section, we consider a two-dimensional simulated example. The underlying
population is unbalanced with fixed subpopulation proportions π+ = 10% and π− = 90%.
The sampling distribution is based on 400 samples with fixed proportions π+s = 40% and
π−s = 60%. For the purpose of tuning, we randomly divide each dataset into two halves: one
is the training set and the other is the tuning set. Thus for both sets, n+ = 80, n− = 120.
Various values of tuning parameter C in (2.2) are used and we choose the one minimizing
the expected cost on the tuning set.
The positive subpopulation follows a bivariate normal distribution with mean (0, 0)T
and covariance matrix I2, whereas the negative subpopulation follows a bivariate normal
with mean (1.5, 1.5)T and covariance matrix I2. A test set is generated from the population
in the same way as the generation of the training and tuning sets, except that the proportion
ratio for the test set is set to be the same as that of the population, i.e., π+ = 10%,
π− = 90%. The test sample size is 600 (n+ = 60, n− = 540). Furthermore, we set the cost
of a false negative to be twice the cost of a false positive, i.e., c− = 2c+. We replicate the
simulation 100 times.
2.3.2.1 Weighting Under the Overall Misclassification Criterion
We first consider the suggested weight under the OM criterion in Table 2.3, W (+1) =
c−pi+
pi+s
andW (−1) = c+pi−
pi−s
. Under the same criterion, the Bayes rule φ∗ is sign[1.5+ 2
3
log 2
9
−
x1 − x2]. We will consider MWGE criterion in the next section.
The left panel of Figure 2.5 depicts the expected cost vs log10(C) for the two versions of
DWD as well as Bayes rule classifier on one typical simulation. In this sample, we choose
C = 101 for the weighted DWD and C = 10−
1
2 for the standard DWD. We also tried the
choice C = 100/(dt)2 suggested in Marron, Todd and Ahn (2007) for the standard DWD,
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where dt is the median of the pairwise Euclidean distances between classes. Their choice
gives C = 13.254, which is different for that of the standard DWD, but fairly close to the
tuning parameter selected by the weighted DWD.
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Figure 2.5: Parameter tuning for the Bayes classifier (Bayes), wDWD and stdDWD. The
left panel displays the case using overall misclassification criterion. The right panel displays
the MWGE criterion case which will be discussed in the next section.
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Figure 2.6: Classifications under the overall misclassification criterion for the training set
(left panel) and the test set (right panel): The percentages in the parentheses are the total
misclassification rates. Shows that the wDWD boundary is closer to the Bayes separating
line.
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On the left panel of Figure 2.6, we compare the performance of stdDWD, wDWD, and
the Bayes rule on the training data under the OM criterion. It shows that the weighted
DWD classifier lies closer to the Bayes rule than the standard DWD does. Furthermore,
both the weighted DWD and the Bayes rule hyperplanes are located farther away from the
positive class than the standard DWD. This is caused by the different cost ratio from that
of the standard DWD. Table 2.7 gives the summary of classification results on the training
set. Although the three methods have roughly the same number of misclassified points,
the standard DWD produces the largest misclassification cost.
Classifier False negative(%) False positive(%) Total(%) Total cost
Bayes(1) 36.65(0.52) 4.37(0.16) 17.28(0.23) 11.27(0.18)
wDWD(1) 41.31(0.89) 3.18(0.13) 18.43(0.33) 11.13(0.17)
stdDWD(1) 37.47(1.43) 4.99(0.35) 17.98(0.43) 11.99(0.21)
Table 2.7: The training errors: averaged misclassification rates for each class and the entire
sample, as well as the total misclassification cost, over 100 replications. The numbers in the
parentheses are the standard errors. The (1) in the first column means the corresponding
measures use the OM criterion.
To further compare the prediction performances of the weighted DWD with other meth-
ods, the right panel in Figure 2.6 shows the classification results on the test data. We see
that the standard DWD tends to balance the two types of misclassification, since it treats
the data points from the two classes equally without taking into account the different mis-
classification costs and the sampling bias. Table 2.8 summarizes the classification results
on the test set. The weighted DWD works better than the standard DWD both in term
of the cost and total misclassification rate.
Three important observations from Figure 2.6, Table 2.7 and Table 2.8 are as follows:
1. The Bayes rule hyperplane and the weighted DWD hyperplane lie close to each other.
As a consequence, the misclassification rates for the Bayes classifier and the weighted DWD
are close. In contrast, the total misclassification cost by the standard DWD is much worse.
2. The misclassification rate of the weighted DWD for the test data is similar to
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Classifier False negative(%) False positive(%) Total(%) Total cost
Bayes(1) 35.78(0.58) 3.92(0.08) 7.1(0.1) 10.68(0.15)
wDWD(1) 40.5(0.92) 3.19(0.13) 6.92(0.11) 10.97(0.16)
stdDWD(1) 36.93(1.39) 4.44(0.27) 7.68(0.15) 11.38(0.16)
Table 2.8: The test errors: averaged misclassification rates for each class and the entire
sample, as well as the total misclassification cost, over 100 replications. The numbers in the
parentheses are the standard errors. The (1) in the first column means the corresponding
measures use the OM criterion.
that for the training data, while the misclassification rate of the standard DWD changes
dramatically when it is applied to the test data. This is because the weighted DWD takes
into account the biased sampling, i.e., with the weight adjustment, it treats the training
data as if it has the same proportion ratio as the test data. Since the standard DWD
does not incorporate the sampling bias, its generalization ability is worse than that of the
weighted version.
3. Note that the false negative rates for both DWD classifiers are much higher than
the false positive rates. This is caused by the unbalanced population (1 : 9) as well as the
use of the overall misclassification rate criterion. An alternative solution is to employ the
MWGE criterion and to use a flexible weighting scheme which is adjusted according to
both nonstandard situation and the unbalanced data.
2.3.2.2 Weighting Under the MWGE criterion
In this section, we make use of the MWGE criterion (Qiao and Liu 2009) to calculate
the new weighting scheme and the corresponding Bayes rule. As shown in Table 2.3, under
the MWGE criterion,W (+1) = c
−
pi+s
, andW (−1) = c+
pi−s
. Note that the new Bayes rule under
this criterion becomes φ∗ = sign[1.5 + 23 log 2 − x1 − x2], which is labeled as Bayes(2) in
Table 2.9. The right panel of Figure 2.5 shows the change of the Mean Within Group Error
cost (MWGE cost) of the tuning data set with different choices of tuning parameter C for
the three classifiers (Bayes(2), wDWD and stdDWD). Figure 2.7 shows the classification
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plots of the training data and the test data for one realization of the data.
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Figure 2.7: Classifications under the MWGE criterion on the training (left panel) and the
test: The percentages in the parentheses are the mean within group misclassification rates.
Shows that the wDWD boundary is closer to the Bayes separating line.
Training Data Test Data
Classifier False negative False positive False negative False positive MWGE cost
(%) c− = 2 c+ = 1 c− = 2 c+ = 1 (2) (1)
Bayes(2) 8(0.3) 23.41(0.41) 8.27(0.34) 23.22(0.18) 19.88(0.34) 37.74(0.58)
wDWD(2) 6.54(0.23) 26.06(0.6) 7.57(0.33) 26.25(0.47) 20.69(0.33) 42.09(0.89)
stdDWD(2) 19.99(0.43) 10.12(0.21) 19.4(0.6) 10.36(0.2) 24.58(0.57) 39.15(1.28)
Table 2.9: Training and test errors: Averaged misclassification rates for each class and
the entire sample, as well as the MWGE cost, over 100 replications on both training
and test data sets. The (2) in the first column means the corresponding classifiers are
built under the MWGE criterion. The fifth column labeled as (2) is the MWGE costs
corresponding to Bayes(2), wDWD(2) and stdDWD(2), while the sixth column labeled as
(1) is for Bayes(1), wDWD(1) and stdDWD(1) from the previous subsection only for the
purpose of comparison. The numbers in the parentheses are the standard errors.
In Table 2.9, we include a column for the MWGE cost(1) which displays the MWGE
cost from the OM classifiers discussed in the previous subsection. As expected, now the
MWGE cost(2) is much better compared to MWGE cost(1). This is because with the new
criterion MWGE, all three methods try to find an optimal classifier which minimizes the
MWGE cost. However, between the weighted DWD and the standard DWD, the weighted
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DWD improves even more. Moreover, on the test set, the wDWD within group errors were
balanced to 7.57% and 26.25% as compared to those in Table 2.8, 40.5% and 3.19% (the
error of the majority increased and the error of the minority decreased).
2.3.3 Real Data Examples
In this section we demonstrate the performance of various classifiers including std-
DWD, wDWD, stdSVM, wSVM, and L1 SVM on two real examples: the Human Lung
Carcinomas Micro-arrays Dataset (Lung cancer data) (Bhattacharjee et al. 2001; the
data can be obtained from http://www.broad.mit.edu/mpr/lung/) and the Gisette data
(http://www.nipsfsc.ecs.soton.ac.uk/).
The Lung cancer data set has six classes: adenocarcinoma, squamous, pulmonary car-
cinoid, colon, normal and small cell carcinoma, with sample sizes of 128, 21, 20, 13, 17
and 6 respectively. Liu et al. (2008) used this data as a test set to demonstrate their
proposed significance analysis of clustering. We combine the last four and the first two
subclasses to form the positive and negative classes respectively. We randomly split the
data into training (n+ = 100 and n− = 40) and test (49+16) sets. In order to reduce
the computational cost, we first screen the variables according to the cluster indices (the
within-class sums of squares about the mean, divided by the total sum of squares about
the overall mean), on each variable (Dudoit et al. 2002). The 500 variables with the lowest
cluster indices are kept.
The context of the Gisette dataset is a handwritten digit recognition problem to sep-
arate the highly confusable digits ‘4’ and ‘9’. The original dataset has 6000 (3000+3000)
cases in the training set and 1000 (500+500) in a separate test set. We randomly choose
600 and 200 cases for each class from the original training set, and equally split them
to form the new training and tuning set. There are 5000 predictors in all, where 2500
predictors have true predictive power and the rest of them are deliberately irrelevant.
For the choice of the tuning parameter C, we use 5-fold cross validation for the Lung
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Data Lung cancer data Gisette data
(%) OM MWGE MSWGE MaxWGE OM/MWGE MSWGE MaxWGE
wDWD 5.11(0.25) 4.88(0.28) 5.66(0.29) 7.26(0.38) 8.29(0.11) 10.28(0.17) 14.31(0.25)
stdDWD 7.49(0.26) 10.93(0.43) 13.21(0.57) 18.03(0.83) 13.98(0.14) 19.39(0.21) 27.41(0.29)
L1 SVM 7.88(0.25) 9.43(0.39) 10.68(0.46) 13.87(0.66) 9.14(0.1) 11.21(0.14) 15.61(0.19)
wSVM 4.91(0.25) 5(0.29) 5.75(0.3) 7.4(0.39) 8.34(0.11) 10.53(0.17) 14.73(0.24)
stdSVM 6.03(0.25) 7.64(0.41) 8.94(0.51) 11.78(0.72) 9.4(0.12) 12.53(0.18) 17.68(0.26)
Table 2.10: Summary statistics of the classification errors in the Lung cancer data and the
Gisette data: Mean classification errors (OM, MWGE, MSWGE, and MaxWGE) for the
test sets over 100 random splitting of training and test sets. The numbers reported in the
parentheses are the standard error.
cancer data and use the tuning set for the Gisette data. For computational simplicity, we
use the MWGE weighting scheme in Table 2.3.
We run the random splitting 100 times and report the mean of the errors for the test
data, and the associated standard error, in Table 2.10. For both data, weighted DWD
appears to be better than stdDWD, L1 SVM and stdSVM for all types of criteria. For the
Lung cancer data, the weighted DWD works better than wSVM in terms of the MWGE,
MSWGE and MaxWGE, although not for the OM error. For the Gisette data, the weighted
DWD works better than weighted SVM for all criteria.
2.4 Theoretical Results
In this section, we study several theoretical aspects of wDWD. HDLSS asymptotics
are discussed in Section 2.4.1, followed by simulation validation in Section 2.4.2. Fisher
consistency for wDWD is discussed in Section 2.4.3.
2.4.1 HDLSS Asymptotics for Weighted DWD
In this section, we explore the HDLSS asymptotics of wDWD. The geometric represen-
tation by Hall et al. (2005) implies that the pairwise distances between the n+ (n− resp.)
data points from the same “+1” (“−1” resp.) class are approximately constant as d→∞
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with n+ (n− resp.) fixed. As a consequence, each sample from one class (of size n+ or n−)
can be viewed as a regular (n+ − 1) ((n− − 1) resp.)-simplex. The results in Hall et al.
(2005) assume that when the entries of each data vector are viewed as a time series with
the time index d, these entries must satisfy a ρ-mixing condition. Ahn et al. (2007) relaxed
this condition. We will first improve the theory of Ahn et al. (2007) using a much broader
set of assumptions. In addition, we geometrically represent two data samples under the
new assumption.
2.4.1.1 Geometric Representation for One Sample under Mild Conditions
First consider the positive class X+(d) = {x+1 (d),x+2 (d), . . . ,x+n+(d)} with n+ data
vectors and d variables. We have a d×n+ data matrixX+d = [x+1 ,x+2 , · · · ,x+n+ ] with d > n+,
where x+j = (x
+
1j, x
+
2j, · · · , x+dj)T ∈ Rd, j = 1, 2, · · · , n+, are independent and identically
distributed from a d-dimensional multivariate distribution with positive definite covariance
matrix Σ+d . Without loss of generality, we assume that each x
+
j has zero mean. Denote the
d×d sample covariance matrix of X+d as S+d = n−1+ X+dX+d T . The eigenvalue decomposition
of Σ+d is Σ
+
d = V
+
d Λ
+
dV
+
d
T
, where Λ+d = diag{λ+1 , · · · , λ+d } is the diagonal matrix of
eigenvalues. Furthermore, we define the average of the eigenvalues σ2d =
1
d
∑d
i=1 λ
+
i,d. We
can write X+d = V
+
d Λ
+
d
1/2
Z+d , where Z
+
d = Λ
+
d
−1/2
V+d
T
X+d is a d×n+ random data matrix
from a distribution with zero mean and identity covariance matrix. The n+ × n+ dual
sample covariance matrix is defined as S+D,d = d
−1X+d
T
X+d , reversing the roles of rows and
columns in the data matrix. Denote the n+ × n+ matrix W+i,d as (Z+i,d)TZ+i,d, where Z+i,d,
i = 1, 2, · · · , d, are the row vectors of Z+d . It was noted in Ahn et al. (2007) that dS+D,d
has a simple Wishart representation,
dS+D,d =
d∑
i=1
λ+i,dW
+
i,d. (2.7)
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Note that if X+d is Gaussian, then each W
+
i,d follows the Wishart distribution Wn+(1, In+)
independently.
Assumption 2.1. For a fixed n+, consider a sequence of random data matricesX+1 , · · · ,X+d , · · · ,
indexed by the number of rows d. Assume each X+d comes from a multivariate distribution
with dimension d. Let λ+1,d ≥ · · · ≥ λ+d,d be the eigenvalues of the covariance matrix Σ+d ,
and let S+D,d be the corresponding n
+ × n+ dual sample covariance matrix. We assume the
following,
(i) Each column of X+d has zero mean and positive definite covariance matrix Σ
+
d .
(ii) The fourth moment of each entry of each column is uniformly bounded by M+ > 0
and also the representation in (2.7) holds for each X+d .
(iii) Entries of Z+d = Σ
+
d
− 1
2X+d = Λ
+
d
− 1
2V+d
T
X+d (as defined above) are independent.
(iv) The eigenvalues of Σ+d are sufficiently diffused, in the sense that
ǫ+d =
∑d
i=1(λ
+
i,d)
2
(
∑d
i=1 λ
+
i,d)
2
→ 0 as d→∞. (2.8)
(v) The sum of the eigenvalues of Σ+d is the same order as d, in the sense that σ
2
d = O(1)
and 1/σ2d = O(1).
Condition (2.8) can be viewed as a measure of the sphericity of the data matrix. This
restricts the underlying distribution to be not too close to the extreme case of a few
dominant eigenvalues. The spherical Gaussian is an example which has perfect sphericity,
i.e., ǫd =
1
d
. As mentioned in Ahn et al. (2007), the ρ-mixing condition in Hall et al.
(2005) is also a special case that satisfies Assumption 2.1.
One main result of Ahn et al. (2007) is that under their weaker version of Assumption
2.1 (in particular, condition (iii) did not appear there), the sample eigenvalues behave as if
they follow an identity covariance matrix, in the sense that 1
σ2
SD,d → In, as d→∞. Based
on this theory they claim that the pairwise squared distance between the data vectors from
X+(d), rescaled by 1
d
, is approximately constant. However, John Kent pointed out that an
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additional assumption is needed, using a counter-example. Kent’s example is a mixture of
normals, which is Nd(0, Id) with probability 1/2 and Nd(0, 10Id) also with probability 1/2.
This example satisfies conditions (i), (ii), (iv) and (v). But the pairwise distances have a
non-degenerate discrete limiting distribution.
The theory in Ahn et al. (2007) goes through if additional assumptions are added.
A simple strengthening is to assume Gaussianity. Our (iii) is weaker than Gaussianity,
assuming only a set of underlying independent entries, Z+d . We restate the theorem as
follows.
Theorem 2.1. Under Assumption 2.1, the dual sample covariance matrix, rescaled by σ2d,
becomes approximately the identity matrix In, as d→∞.
1
σ2d
SD,d → In in probability, as d→∞.
A direct consequence of Theorem 2.1 is that the pairwise squared distance rescaled by
d−1 is approximately constant as d→∞.
Corollary 2.1. Under Assumption 2.1, the pairwise distances between the n+ data vectors
are approximately the same. In particular, scaled by 1/dσ2d, the squared distance satisfies
1
dσ2d
‖x+k − x+l ‖2 → 2, in probability, as d→∞.
Thus these n+ data vectors form a regular (n+ − 1)-simplex in Rd.
2.4.1.2 Geometric Representation for Two Samples
The n−-point sample X−(d) = {x−1 (d),x−2 (d), . . . ,x−n−(d)} is defined similarly to X+(d).
In particular, the average of the eigenvalues is defined as τ 2d =
1
d
∑d
i=1 λ
−
i,d. When the eigen-
values for the negative class data matrix are sufficiently diffused, i.e., ǫ−d =
∑d
i=1(λ
−
i,d
)2
(
∑d
i=1 λ
−
i,d
)2
→
0 as d → ∞, in the same manner, the pairwise squared distances between the n− data
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vectors are approximately the same,
1
dτ 2d
‖x−k − x−l ‖2 → 2, as d→∞. (2.9)
Now we generalize the two classes to allow different means. We assume that the squared
distance between the population means, rescaled by 1/d, is a constant µ2,
1
d
‖E(x+)− E(x−)‖2 → µ2. (2.10)
For convenience, we assume that the limiting average eigenvalues exist,
σ2d → σ2 and τ 2d → τ 2 as d→∞. (2.11)
Theorem 2.2. Assume two independent data samples X+(d) and X−(d) satisfy Assump-
tion 2.1, (2.10) and (2.11). Then the squared distance between a data vector in X+(d) and
a data vector in X−(d), divided by d, converges in probability to l2 := σ2 + τ 2 + µ2, i.e.,
Pr[|1
d
‖x+k − x−l ‖2 − l2| ≥ ε]→ 0, as d→∞, for any ε > 0.
Theorem 2.2 says that, if both samples satisfy Assumption 2.1, then the pairwise
rescaled distance between all pairs of data vectors from the two samples is approximately
constant. Theorem 2.2 gives the interclass distances in the d-limit, while Corollary 2.1
and (2.9) give the intraclass distances. From these results, one can organize the linear
discrimination possibilities as follows.
1. If µ2 is so large that σ2 + τ 2 + µ2 is significantly greater than 2σ2 and 2τ 2, then the
two simplices are far from each other, and thus as discussed in Section 2.4.1.4 and Section
2.4.1.5, there is a natural separating hyperplane, that will give good classification, i.e.,
good generalization ability.
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2. If µ2 is so small that σ2+ τ 2+µ2 < 2max(σ2, τ 2), then it is much harder than above
to classify by linear discrimination as shown in Section 2.4.1.4 and the generalization ability
is weak as discussed in Section 2.4.1.5.
2.4.1.3 Estimation of µ2, σ2, τ 2 and θ
Assume that the data are from normal distribution, and satisfy Assumption 2.1. The
unbiased estimator for σ2 (τ 2 resp.) is the trace of the sample covariance matrix 1
n+
X+dX
+
d
T
( 1
n−
X−dX
−
d
T
resp.) scaled by a constant n
+
d(n+−1) (
n−
d(n−−1) resp.),
σˆ2 =
1
d(n+ − 1)tr[X
+
dX
+
d
T
], τˆ 2 =
1
d(n− − 1)tr[X
−
dX
−
d
T
]
Suppose Sσ2 and Sτ2 are the limiting averages of the squared eigenvalues, Sσ2 = limd→∞ 1d
∑
i λ
+
i,d
2
and Sτ2 = limd→∞ 1d
∑
i λ
−
i,d
2
. We can show that both σˆ2 and τˆ 2 are asymptotically normal,
as d→∞,
√
d(σˆ2d − σ2d) N(0,
2
n+ − 1Sσ2),
√
d(τˆ 2d − τ 2d ) N(0,
2
n− − 1Sτ2).
The unbiased estimator for µ2,
µˆ2 =
1
d
‖x¯+ − x¯−‖2 − σˆ
2
n+
− τˆ
2
n−
,
can be shown to be asymptotically normal, because the first term 1
d
‖x¯+− x¯−‖2 is indepen-
dent of the last two terms σˆ
2
n+
and τˆ
2
n−
. As d→∞,
√
d(µˆ2d − µ2d) N(0, Sµ2).
The variance Sµ2 is
2
d
tr[(Σ
+
n+
+ Σ
−
n−
)2] + 4
d
δT (Σ
+
n+
+ Σ
−
n−
)δ+ 2
n+2(n+−1)Sσ2 +
2
n−2(n−−1)Sτ2 , where
δ is the mean difference vector E(x+)− E(x−).
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The inference methods for θ can be derived from those of µ2, σ2 and τ 2.
In addition, we have estimated µ2, σ2, τ 2 and θ in the three high-dimensional simulation
settings and the lung cancer real data example. We report the results in the following table.
σˆ2(10−3) τˆ 2(10−3) µˆ2(10−3) θˆ
Mean(s.e.) S.D. Mean(s.e.) S.D. Mean(s.e.) S.D. Mean S.D. Obs.Value
(theoretical) 562.5(4.03) 4.03 562.5(2.00) 2.00 9.00(1.12) 1.12 54.41
Const. Sig. 562.2(20.79) 4.2 562.5(5.39) 2 9.03(3.41) 0.98 54.44 1.49 54.55(1.27)
Lin. Prop. Sig. 562.5(20.80) 4 562.4(5.39) 1.8 8.98(3.41) 1.12 54.53 1.69 54.42(1.17)
Sparse Sig. 562.2(20.79) 4.1 562.7(5.39) 2.2 8.84(3.41) 1.07 54.74 1.65 54.4(1.28)
Lung cancer 596.8(18.68) 14 1399.8(165.0) 26.9 1007.35(121.9) 36.04 11.41 0.2 NA
Table 2.11: Summary statistics for estimation in three high-dimensional simulation settings
and two real data examples: average of estimation, average of estimated standard error (in
the parentheses), and sample standard deviation of the estimation over 100 realizations for
the simulations, or 100 random splits for the real data. The average of the observed angles
θ and the sample standard deviation (in the parentheses) are also displayed for comparison.
The theoretical values for the simulations are also displayed.
2.4.1.4 Asymptotic Properties of the wDWD Intercept
In this section, we illustrate the asymptotic properties of the wDWD intercept in the
HDLSS data settings. Let O+ be the centroid of the (n+ − 1)-simplex X+(d) and O− the
centroid of the (n− − 1)-simplex X−(d). As noted in Hall et al. (2005), an important
corollary of Corollary 2.1 and Theorem 2.2 is,
Corollary 2.2. In the d-asymptotic limit, the DWD hyperplane is orthogonal to the line
O+O− joining the two centroids.
Let P be any point on the interval O+O−. In Figure 2.8, let α and β be the distances
from P to the centroids. P lies on the weighted DWD hyperplane only when
α
β
=
(
w+n
+
w−n−
)1/2
. (2.12)
This determines the DWD hyperplane, which is orthogonal to the line O+O− and passes
through the point P which satisfies condition (2.12). The larger w+n
+
w−n−
is, the closer the
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cut-off point P will be to O−, and thus it will be more likely that a new data point will
be classified to X+. Theorem 2.3 shows the conditions under which a future data point is
always correctly classified or misclassified.
O+ O−Pα β
Figure 2.8: Simplex centroids O+, O− and the candidate DWD cut-off point P
Theorem 2.3. Assume that σ2/[n
3
2
+w
1
2
+] ≥ τ 2/[n
3
2−w
1
2−]; if needed, interchange X+ and X−
to satisfy this assumption.
• For a new data point X+0 from the X+-population,
1. If µ2 > (n−w−/n+w+)
1
2σ2/n+ − τ 2/n−, then
Pr(X+0 is correctly classified by weighted DWD)→ 1, as d→∞.
2. If µ2 < (n−w−/n+w+)
1
2σ2/n+ − τ 2/n−, then
Pr(X+0 is wrongly classified by weighted DWD)→ 1, as d→∞.
• For a new data point X−0 from the X−-population, for any µ > 0,
Pr(X−0 is correctly classified by weighted DWD)→ 1, as d→∞.
An intuitive interpretation of Theorem 2.3 is that the intraclass average variances σ2
and τ 2, the sizes n+ and n− and the interclass squared distances µ2, jointly control the
ability to classify the new data point from X+ and X−. Large interclass distance will lead
to better accuracy in general. When one class has a smaller intraclass variance or a larger
sample size, standard DWD will give a more accurate classification rule. This comes at a
cost of worse classification performance for the other class. Weighted DWD helps to offset
the effect of unbalanced sample size to some extent.
Theorem 2.3 is the weighted extension to Theorem 3 in Hall et al. (2005). Compared to
its original version, Theorem 2.3 extends DWD by the introduction of w+ and w− into the
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assumptions. For example, in the case of unbalanced data with equal cost and unbiased
sampling, for relatively small n− and large n+, we have the weight ratio w
+
w−
= n
−
n+
under
MWGE. In Theorem 2.3, the main condition in Hall et al. (2005), σ2/n
3
2
+ ≥ τ 2/n
3
2−, is
relaxed to σ2/n+ ≥ τ 2/n−. This condition is more easily satisfied so that, as shown in
Theorem 2.3, one can classify a new data point from X− correctly by weighted DWD in
contrast to standard DWD. However, the condition in Hall et al. (2005), under which
the data point from X+ is correctly classified, µ2 > (n−/n+) 12σ2/n+ − τ 2/n−, becomes
µ2 > σ2/n+ − τ 2/n− now, which is not as easily attained as before.
To summarize, for standard DWD in the asymptotic setting of Theorem 2.3, misclas-
sifying some future points is unavoidable, because this is totally controlled by the relative
magnitudes of µ2, n+, n−, σ2, τ 2, which are all aspects of the underlying distributions.
However for weighted DWD, we can adaptively choose the weights to adjust those relevant
quantities, which can reduce the misclassified region and lead to better classification accu-
racy. In the ideal (but unrealistic) case, where the values µ2, n+, n−, σ2, τ 2 are known in
advance, we can choose the weights intelligently such that the scenario (2) in Theorem 2.3
can be avoided as much as possible.
2.4.1.5 Asymptotic Properties of the wDWD Direction
Theorem 2.3 gives a sufficient condition under which new data are correctly classified.
However, it holds under the assumption that the intraclass average variances σ2 and τ 2,
i.e., the noise levels, are not very large. When the noise level is not negligible with respect
to the signal (the interclass distance µ2), Theorem 2.3 does not indicate the performance
of wDWD. Instead, in this case, the relationship between the wDWD direction (the vector
orthogonal to the separating hyperplane) and the direction of the line joining the two
population means is more useful. If the angle between the above two directions is close to
0, the classification can be generalizable, in the sense of performing well for new data.
Theorem 2.4. Assume that X+(d) and X−(d) satisfy Assumption 2.1. As d → ∞,
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with probability converging to 1, the angle between the direction joining the two popu-
lation means and the direction joining the centroids of the two simplices becomes θ =
cos−1
(
µ2
µ2+σ2/n++τ2/n−
) 1
2
.
Recall from Corollary 2.2, the weighted DWD direction coincides with the direction
which joins the two centroids d-asymptotically. The asymptotic property of the angle θ
between the wDWD direction and the optimal linear classification direction is then implied
by Theorem 2.4. In particular,
θ ≈


90◦, if µ2 ≪ σ2
n+
+ τ
2
n−
,
0◦, if σ
2
n+
+ τ
2
n−
≪ µ2,
(2.13)
in the sense that limγ→0 θ = 90◦ and limγ→∞ θ = 0◦ for γ = µ2/( σ
2
n+
+ τ
2
n−
). Theorem 2.4 and
(2.13) imply that wDWD tends to give the optimal linear classification direction when the
signal level µ2 is much higher than the noise levels σ2 and τ 2, and on the other hand tends
to give a direction which is orthogonal to the desired direction, i.e., is strongly inconsistent,
when the noise is significantly greater than the signal. The second implication of Theorem
2.4 is that the angle goes to 0 if n+ and n− →∞, giving another notion of consistency of
wDWD from the d-asymptotic point of view.
2.4.2 Simulation Confirmation
In this section, we verify the asymptotic results for weighted DWD by simulations.
To verify Theorem 2.1, Corollary 2.1 and Theorem 2.2, which provide the interclass and
intraclass pairwise distances, in Section 2.4.2.1, we calculate the corresponding distances
for the high-dimensional simulated example discussed in Section 2.3.1.1. To verify Theorem
2.3 and Theorem 2.4, we perform a new simulation study in Section 2.4.2.2.
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2.4.2.1 Pairwise Distances
We calculate the pairwise squared distances (scaled by d−1) within each class and
between classes for the constant signal simulation described in Section 2.3.1.1. Table 2.12
shows the summary statistics. In Table 2.12, note that all three of the mean rescaled
squared distances fall reasonably close to the theoretical predictions. Moreover, the small
standard deviation of the observed distance is consistent with Theorem 2.1 and Theorem
2.2, which imply that the distance should be constant in the large d-limit.
# of pairs mean S.D. theoretical formula
within positive class 72010 1.1241 0.0489 1.1250 2σ2
within negative class 191890 1.1242 0.0491 1.1250 2τ 2
between classes 235600 1.1339 0.0491 1.1340 σ2 + τ 2 + µ2
Table 2.12: Summary statistics for the rescaled pairwise squared distances. The standard
deviation of the distance is small relative to the mean.
2.4.2.2 DWD Classification Performance
To verify Theorem 2.3 and Theorem 2.4, we consider three simulated examples similar to
the constant signal setting in Section 2.3.1.1. Here we fix the same noise level (σ2 = τ 2 = 1)
and the sample sizes (n+ = 60, n− = 150), but assign different signal levels (µ2) over the
three examples. With the assumption of equal costs and equal class proportions, the
optimal weights from Table 2.3 are w+ =
1
n+
and w− = 1n− . Standard DWD is a special
case of weighted DWD with w+ = w− = 1. Theorem 2.3 gives a eqn:ch1threshold for µ2,
(n−w−/n+w+)
1
2σ2/n+ − τ 2/n−. (2.14)
According to the theorem, standard/weighted DWD correctly classifiesX+0 with probability
1 if µ2 is greater than the eqn:ch1threshold. Here, the value of (2.14) for standard DWD is
(n−/n+)
1
2σ2/n+−τ 2/n− = 0.020, and that for weighted DWD it is σ2/n+−τ 2/n− = 0.010.
We explore the possible cases, by choosing
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• µ2 = 0.005, where neither correct classification probability takes to 1;
• µ2 = 0.011, where only the wDWD correct classification probability takes to 1;
• µ2 = 0.059, where both wDWD and stdDWD correct classification probabilities take
to 1.
Case 1 weak Case 2 intermediate Case 3 strong
µ2 = 0.005 < 0.01 0.01 < µ2 = 0.011 < 0.02 µ2 = 0.059 > 0.02
Class + Class − Class + Class − Class + Class −
error wDWD 43.91(1.714) 33.76(1.674) 29.41(1.368) 25.3(1.244) 2.4(0.148) 0.71(0.078)
error stdDWD 78.04(0.381) 8.63(0.233) 67.06(0.432) 4.67(0.148) 13.17(0.291) 0.05(0.015)
theoretical angle 65.16 55.43 32.15
obs. angle wDWD 65.41(0.208) 55.59(0.189) 32.56(0.139)
obs. angle stdDWD 66.86(0.193) 57.5(0.189) 34.06(0.127)
Table 2.13: Simulation results for theorem verification: The top rows investigate Theorem
2.3; they display the average misclassification errors for both classes over 100 simulations
and the standard errors (in parentheses). The bottom rows validate Theorem 2.4, by show-
ing that the theoretical angle between the DWD direction and the optimal classification
direction given by the theorem, and the average observed angles for both wDWD and
stdDWD together with the standard errors (in parentheses).
In Table 2.13, note that when the signal is weak enough (µ2 = 0.005), both weighted
and standard DWD fail to classify future data vectors from the X+ population. However,
when the signal is strong enough (µ2 = 0.059), both methods succeed. If the data have
intermediate signal strength (µ2 = 0.011), then weighted DWD works reasonably well
(error< 30%) while the standard DWD does not (error> 60%). These observations are
consistent with Theorem 2.3. Secondly, we find that the observed angles in the simulation
for both weighted and standard DWD are in line with the theoretical angles based on
the d-asymptotic results given by Theorem 2.4. Note that the angle between the optimal
direction and the weighted DWD direction will often be closer to the theoretical angle
(from Theorem 2.4), than that of the standard DWD.
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2.4.3 Fisher Consistency of DWD
This section studies Fisher consistency of weighted DWD. As noted in Bartlett et al.
(2006), many of the classification algorithms developed in the machine learning literature
can be viewed as minimum contrast methods that minimize a convex surrogate of the
0-1 loss function. The weighted DWD (2.2) minimizes a surrogate of the corresponding
weighted 0-1 loss function, W (−1)I[y = −1]I[φ(x) = +1]+W (+1)I[y = +1]I[φ(x) = −1].
We first demonstrate the convex surrogate loss function for DWD (Section 2.2.1). This is
similar to the hinge loss function for SVM (Wahba 1999) through an equivalent formulation
of the DWD optimization. A binary classifier with loss V (yf(x)) is Fisher consistent if the
minimizer of E[W (Ys)V (Ysf(Xs))] has the same sign as ps(x) − W (−1)W (−1)+W (+1) . Liu (2007)
studied Fisher consistency for multicategorical SVM and its various extensions. To our
knowledge, Fisher consistency of DWD has not been studied.
2.4.3.1 Equivalent Formulation
For each i = 1, ..., n, we define fi = f(xi|ω, b) = x′iω + b. The weighted DWD opti-
mization problem (2.2) can be shown to be equivalent to the following problem
min
{ω,b: ω′ω≤1}
min
ξ≥0
n∑
i=1
W (yi)
( 1
yifi + ξi
+ Cξi
)
. (2.15)
It can be shown that the optimal solution for the inside optimization part of (2.15) is given
by ξ∗ = (ξ∗1 , · · · , ξ∗n)T , where ξ∗i = 1√C − yifi if yifi ≤ 1√C ; ξ∗i = 0 otherwise. Then the
DWD optimization problem amounts to
min
ω,b
n∑
i=1
W (yi)
(
[2
√
C − C · yifi
]
I[yifi ≤ 1√
C
] +
1
yifi
I[yifi >
1√
C
]
)
, s.t. ω′ω ≤ 1.
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If we define the DWD loss function as
V (yf) =


2
√
C − C · yf if yf ≤ 1√
C
1
yf
otherwise,
(2.16)
then the weighted DWD optimization is min
ω,b
n∑
i=1
W (yi)V (yifi(ω, b)), s.t. ω
′ω ≤ 1. This
representation provides some insights into DWD as a modification of the hinge loss of SVM,
H(yf) = (1− yf)+. Actually, the first expression for the DWD loss is similar to the hinge
loss, while the second expression 1
yf
is positive, in contrast to being 0 for the hinge loss
when yf > 1. The statistical insight is that all the points correctly classified by DWD
(yf > 1√
C
) have some impact on the optimization (i.e., 1
yf
> 0), while those for SVM
(yf > 1) do not.
2.4.3.2 Fisher Consistency
For any classification function f , the expected DWD loss, i.e., the risk, is R(f) =
E[W (Ys)V (Ysf(Xs))]. Fisher consistency of the classifier f can be proved by showing that
the sign of the global minimizer of the unconditional risk arg minf R(f), is equal to the
Bayes optimal decision rule φ∗ given in (2.4). Theorem 2.5 proves this relationship and
thus shows Fisher consistency of weighted DWD under the OM criterion.
Theorem 2.5. Let f ∗ be the global minimizer of E[W (Ys)V (Ysf(Xs))], where V (·) is
the DWD loss function given in (2.16). Then sign[f ∗(x)] = φ∗(x), where φ∗(x) is the
Bayes decision rule under the OM criterion given in (2.4), or equivalently, sign[f ∗(x)] =
sign[ps(x)− W (−1)W (+1)+W (−1) ].
Similarly, under the MWGE criterion, with the weighting scheme W (·) given by Table
2.3, weighted DWD can also be shown to be Fisher consistent.
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2.5 Conclusion and Future Directions
We have proposed weighted DWD to improve standard DWD for unbalanced data and
various nonstandard situations. We have made the following contributions. First, we have
provided the optimal weighting schemes for several nonstandard situations, using one of the
two criteria, OM error and MWGE. Secondly, we propose an adaptive weighting scheme to
improve one of the two alternative criteria, MSWGE and MaxWGE. Thirdly, we represent
data sets from two classes geometrically in HDLSS settings. Fourthly, we develop the
HDLSS asymptotic properties of weighted DWD. Lastly, we show Fisher consistency for
wDWD. Our numerical studies demonstrate the effectiveness of weighted DWD and verify
the asymptotic results.
The results on the tuning parameter C from our simulations suggest that the recom-
mendation for the tuning parameter C = 100/(dt)2 proposed by Marron et al. (2007),
which was originally designed for balanced data, also works well in unbalanced and non-
standard situations as long as we use weighted DWD instead of standard DWD. Thus
their recommendation of tuning parameter C can be used for weighted DWD as a simple
alternative of cross validation.
The simulation results show that in the sparse signal setting, our current version of
weighted DWD does not work as well as some sparse methods, for example L1 SVM. One
possible future research direction is to study weighted DWD with built-in sparse penalty
for variable selection.
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CHAPTER 3
Variable Selection for Classification
This chapter studies the variable selection problem, that is, the problem of identifying
important variables among d candidate variables in the setting of classification. In this
work, we illustrate our method using microarray data analysis as a test bed. Gene selection
in microarray data analysis is a typical example of variable selection in a HDLSS scenario.
In the rest of this proposal, we interchangeably use “gene” to represent “variable”.
The main idea about pairwise variable selection is introduced in Section 3.1 to Section
3.4. A different but related method of variable selection through visualization is introduced
in Section 3.5. Some concluding remarks are given in Section 3.6.
3.1 Introduction to Pairwise Variable Selection
In many real data applications, such as bioinformatics and medical image analysis,
there are thousands or tens of thousands of variables available for modeling (X ∈ Rd),
where only a small number of them truly influence the response variable Y . The aim
of variable selection is to identify these variables which strongly influence the response
variable and thus have great predictive power. Variable selection plays a fundamental
role in high-dimensional statistical modeling. In this dissertation, our focus is on variable
selection for the binary classification problem where the response variable Y ∈ {+1,−1}.
We open a new dimension in this area through the concept of pairwise variable selection.
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Figure 3.1: (a) is the scatter plot for two variables X1 and X2. Both marginal two sample
t-tests yield nonsignificant results, e.g., see (b) for X1. (c) shows the scatter plot in
the transformed space. (d) and (e) are the corresponding scatter plots for a within-class
permutation and its transformed version. Note that in (d), both marginal distributions are
identical to those in (a). The Mahalanobis distance (mean difference in the transformed
space) from the data in (c) is significantly greater than those from the permutation, e.g.,
in (e), indicating a strong joint effect despite the weak marginal effects.
Our emphasis is on a genetic application, where each gene is a variable, but the lessons are
broadly applicable.
Most marginal variable selection methods are based on gene-by-gene approaches, using
marginal hypothesis tests. A very widely used approach of this type is Significance Analysis
of Microarrays (SAM; Tusher, Tibshirani and Chu 2001), which is based on a modified two
sample t-test. In some situations, those variables which show high predictive power when
they work together may not have strong marginal effects and thus may be ignored by the
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marginal methods. For example, marginal methods can pass over the two variables shown
in the left panel of Figure 3.1, because the p-values for the two sample t-tests of these two
variables are both greater than 0.3. However, as we see from Figure 3.1(a), there is a much
stronger impression of class difference when we view them jointly.
In this dissertation, we propose a novel Significance test of Joint Effects (SigJEff)
among variables. The new method utilizes a within-class permutation procedure, where
the marginal effects are fixed (note the identical marginal distributions in Figures 3.1(a)
and (d)). It compares the Mahalanobis distance from the data (value 2.561 in Figure
3.1(c)), which takes into account the interactions among variables, with those from the
permutation set (see Figures 3.1(e) and (f)). Our method tries to measure the pure joint
effects via controlling the marginal effects. Thus it provides a different view of variable
selection compared to marginal methods. For the two variables in Figure 3.1, note that
although the marginal t-test p-values are not significant at 0.31 and 0.412, the SigJEff
p-value < 10−5, which is very strongly significant.
To measure the quality of pairwise variable selection, we introduce a new notion of
False Discovery Rate (FDR) for the pairwise effects, namely bivariate False Discovery
Rate (biFDR). Note that the concept and methodology for pairwise effects can be directly
generalized to joint effects with more than two variables.
In Section 3.2, we introduce the procedure of SigJEff and the variable selection method
based on it. We also provide an estimation procedure for biFDR. Section 3.3 discusses some
theoretical properties of the method. In Section 3.4, we introduce a simulated example
and two real data applications, and show the numerical properties of our method on these
examples. In addition to the usual marginal method SAM, we also compare the variable
selection from our approach with those from LASSO (Tibshirani 1996) and L1 SVM (Fung
et al. 2004), and test the significance of class difference based on the variable subsets
identified by SigJEff and those by its competitors.
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3.2 Methodology
In this section, we introduce the procedure of SigJEff. The ultimate goal is to evaluate
the pure joint effects, focusing on bivariate effects. Here pure joint effect can be interpreted
as the additional effect on classification using two variables jointly, beyond their marginal
effects. Let the null hypothesis be,
H0: Given the marginal effects for two variables, there is no additional benefit to combining
variables.
In order to measure the pure joint effect, we model the null distribution using a carefully
chosen permutation. Within each class, the same marginal X1 and X2 values are used, but
they are randomly assigned to pairs. One such permutation for the data in Figure 3.1(a)
is shown in Figure 3.1(d). Because the marginal distributions remain unchanged, the
marginal effects are preserved by this permutation. The test statistic is the Mahalanobis
distance of the two sample means shown as the purple line segments in Figure 3.1(c) for
the original data and in Figure 3.1(e) for the permuted data.
The Mahalanobis distance can be interpreted as the mean difference of the two data
clouds in the transformed space (by multiplying the pooled within-class covariance estimate
Σˆ
− 1
2 ), as illustrated in Figures 3.1(a) and (c)), and it reflects the statistical difference of
the two classes from a Fisher linear discrimination point of view, taking into account the
within-class covariance structure. Thus the Mahalanobis distance from the original data
being significantly large compared to those of the null distribution described above provides
strong evidence that the pure joint effect is really there.
3.2.1 Pairwise Variable Selection via SigJEff
The detailed steps of SigJEff are:
1. Estimate pooled within-class covariance matrix: Given variable indices s, t ∈
{1, · · · , d} (s 6= t), subtract the within-class sample mean vector from each data vector
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in each class. The resulting mean centered sub-matrices X˙+(st) and X˙
−
(st) are horizontally
concatenated as a 2×n matrix Z(st) = [X˙+(st), X˙−(st)]. The pooled sample covariance matrix
is estimated as Σˆ(st) =
1
n−1Z(st)Z
T
(st).
2. Calculate Mahalanobis distance: Let the vector of sample mean difference be-
tween the two classes be ∆(st). The Mahalanobis distance between the two classes is
MD(st) :=
√
∆T(st)Σˆ
−1
(st)∆(st).
3. Within-class permutation: Within each class respectively, take p = 1, · · · , P ran-
dom orderings of the observation indices on the variable t. The original values on the
vairable s are fixed. Calculate MDp(st)(p = 1, · · · , P ), the Mahalanobis distances for the
permuted data.
4. p-value: Fit a Gaussian distribution to MDp(st)(p = 1, · · · , P ), the Mahalanobis dis-
tances for the permutation set, with mean µ(st) and standard deviation σ(st). The SigJEff
p-value for MD(st), p(st) is calculated as 1 − Φ(z(st)), where z(st) :=
MD(st) − µ(st)
σ(st)
is the
standardized z-score for MD(st), and Φ(·) is the cumulative probability function of the
standard normal distribution.
5. Summary: Repeat Step 1 to Step 4 for each pair of variables (s, t), and call those
pairs with p-values less than or equal to the significance level α as significant pairs. For a
given α, the pairwise variable selection set is denoted as,
Sα = {(s, t) : p(st) ≤ α}.
As a remark, our approach is different from Hotelling’s two-sample T 2 test (Hotelling
1931), although the statistics look similar. In Hotelling’s T 2 test, the covariance matrix is
assumed to be fixed and the null hypothesis is that there is no mean difference: ∆(st) = 0.
Whereas, in our approach, the mean difference vector∆(st) is fixed and we permute the data
to yield null hypothesis covariance structures. The Hotelling T 2 test uses both marginal
and joint information, instead of focusing solely on joint aspects of the data as done in our
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permutation test.
3.2.2 Estimation of Bivariate FDR
In order to evaluate the quality of the pairwise variable selection set Sα, we introduce
a new notion of FDR. The traditional FDR takes single variables as objects. Here the
objects are pairs of variables, which leads to bivariate FDR (biFDR).
The concept of FDR provides a useful viewpoint of multiple testing. In pioneering work,
Benjamini and Hochberg (1995) introduced a multiple-hypothesis testing error measure
called the False Discovery Rate (FDR), which was defined as the expected proportion
of false positive findings among all the rejected hypotheses. Compared with previous
proposals, such as the Family Wise Error Rate (FWER), FDR is a more liberal, yet more
powerful, quantity to control (Storey 2002). Storey (2003) introduced the positive False
Discovery Rate (pFDR). Here we focus on the bivariate extensions of these two measures
(FDR and pFDR), which lead to biFDR and bi-pFDR, based on the bivariate SigJEff
hypotheses. When the number of hypotheses m is very large, biFDR and bi-pFDR are
essentially the same.
Accept null Reject null Total
Null true U V m0
Alternative true T S m1
Total W R m
Table 3.1: Summary of notations for studying results of m hypothesis tests. U , V , T and
S are numbers of corresponding outcomes. m0 = U + V , m1 = T + S, W = U + T ,
R = V + S, and m = m0 +m1 = W +R.
Table 3.1 gives all the possible outcomes when m hypothesis tests are performed. The
FWER can be written as Pr(V ≥ 1). FDR is defined to be
FDR = E(
V
R
|R > 0)Pr(R > 0).
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The positive FDR is defined to be
pFDR = E(
V
R
|R > 0).
Let Hi = 0 when the ith null hypothesis is true and Hi = 1 when it is false, i = 1, · · · ,m.
Storey (2003) shows that pFDR has a nice Bayesian interpretation when the m hypothesis
tests are identical and independent, with the statistics T1, · · · , Tm. In particular, assume
that (Ti, Hi) are i.i.d. random variables, Ti|Hi ∼ (1−Hi)F0+HiF1 for some null distribution
F0 and alternative distribution F1, and Hi ∼ Bernoulli(π0) for i = 1, · · · ,m, where π0 is
the probability of the null being true for each hypothesis test. Then pFDR(Γ) = Pr(H =
0|T ∈ Γ) where Γ is the significance region. Note that under these assumptions, pFDR
gives a global measure in the sense that it does not involve information about the value of
each individual statistic.
In this dissertation, we consider an extension of FDR which is based on bivariate joint
effect significance tests. A potential difficulty here is that the basic hypothesis tests may
not be independent. Storey (2001) estimates FDR under dependence with discussion of
several dependency cases. That method seeks to cover all levels of dependence. Here we
directly apply their idea to estimating biFDR.
In SigJEff, we allow the statistics to be dependent. If we let the p-value be the statistic
under consideration, the null hypothesis is the same for all test. We assume that the null
versions of the statistics T1, · · · , Tm can be simulated, with simulation realizations denoted
as T 01 , · · · , T 0m. For a given rejection region Γ, we can observe that R(Γ) = #{Ti ∈ Γ} (see
Table 3.1) and R0(Γ) = #{T 0i ∈ Γ}. It can be shown that,
E
(
V (Γ)
R(Γ)
)
≈ E[V (Γ)]
R(Γ)
(3.1)
=
∑m
i E(1{Ti ∈ Γ} and Hi = 0)
R(Γ)
(3.2)
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=∑m
i E(1{T 0i ∈ Γ}|Hi = 0)Pr(Hi = 0)
R(Γ)
(3.3)
= π0
∑m
i E(1{T 0i ∈ Γ}|Hi = 0)
R(Γ)
(3.4)
= π0
E[#{T 0i ∈ Γ}]
R(Γ)
(3.5)
= π0
E[R0(Γ)]
R(Γ)
. (3.6)
Here π0 is the probability of having a true null Hi = 0 and 1 is the indicator function.
Note that E(R0(Γ)) is calculated from simulation of the null statistics. The “≈” in (3.1)
becomes “≤” when expectation is taken. So our estimators for biFDR and bi-pFDR, to
be introduced in this section, are greater than biFDR and bi-pFDR in expectation, which
provide controls on the true error rates (see the discussion in Storey 2001). To estimate
π0, we use the ratio
πˆ0 =
W (Γ′)
E[W 0(Γ′)]
∧ 1,
for some given rejection region Γ′, where ·∧1 = min(·, 1). Note that W 0(Γ′) = m−R0(Γ′).
The idea of the estimation is that we expect E[W 0(Γ′)] of the m null statistics to fall into
the complement of Γ′. Likewise, E[W 0(Γ′)] · m0
m
of the m0 true null statistics among the
original m statistics fall into the complement of Γ′, i.e., W (Γ′) = E[W 0(Γ′)]
m0
m
. Also we
observe that m0
m
≈ π0, especially when m is large. Thus W (Γ
′)
E[W 0(Γ′)]
is a good estimation
of π0. Lastly, we restrict the estimation to be less than or equal to 1. Note that one may
want to find the optimal Γ′ in order to minimize the mean-squared error between the true
and the estimated biFDR. Here we choose Γ′ = {p : p < 0.2} for simplicity.
In order to estimate (3.6), we directly use R0(Γ) to calculate E[R0(Γ)], and replace
R(Γ) by R(Γ) ∨ 1 = max(R(Γ), 1) to avoid a zero denominator. Thus the estimator of
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biFDR is
b̂iFDR(Γ) =
(
W (Γ′)
E[W 0(Γ′)]
∧ 1
)
E[R0(Γ)]
R(Γ) ∨ 1 .
In order to estimate bi-pFDR (the extension of pFDR to SigJEff), we need to estimate
E[V (Γ)|R(Γ) > 0] in the place of E[V (Γ)] in (3.6). Thus the estimator is
̂bi-pFDR(Γ) =
(
W (Γ′)
E[W 0(Γ′)]
∧ 1
)
E[R0(Γ)]
Pr(R0(Γ) > 0)R(Γ) ∨ 1 .
We conclude by summarizing the estimation procedure of biFDR and bi-pFDR in the
following four steps. Notation is the same as in Section 3.2.1.
1. Over the P permutation sets, estimate E(R0(Γ)) by calculating meanSig, the mean
number of pairs (s, t) for each p, whose standardized z-scores for MDp(st) are greater than
the critical value Z1−α for Γ:
E[R0(Γ)] = meanSig =
1
P
P∑
p=1
#{MDp(st) > Z1−α}.
Note that there are P · d(d− 1)/2 many such MDp(st). Also estimate Pr(R0(Γ) > 0) by the
proportion of the permutations where there is at least one significant pair (this is usually
equal to or very close to 1), i.e., by
P̂r(R0(Γ) > 0) =
1
P
P∑
p=1
1{any MDp(st) > Z1−α}.
2. Estimate π0 as,
πˆ0 =
W (Γ′)
E[W 0(Γ′)]
∧ 1 = min( #{p(st) < 0.2}
0.8× d(d− 1)/2 , 1)
3. The estimated number of falsely discovered pairs is FD:= πˆ0E[R
0(Γ)] = πˆ0 ×meanSig.
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4. The estimated biFDR is
FD
R(Γ) ∨ 1 .
The estimated bi-pFDR is
FD
P̂r(R0(Γ) > 0)[R(Γ) ∨ 1]
.
As a remark, this estimation method is based on the assumption that the null hypothesis
statistics is from the same distribution for all tests. When the two variables in different
pairs are correlated, it is possible that the distributions of the p-values are not identical. In
this case, the estimation procedure introduced here may not provide an accurate estimate.
3.3 Theoretical Properties
To gain further insight about the SigJEff procedure, in this section, we study several
theoretical properties. The following theorem describes the behavior of the theoretical
p-value of SigJEff under the null hypothesis.
Theorem 3.1. Suppose the data come from N2(µ±, I2), then the corresponding p-value of
SigJEff follows the Uniform [0, 1] distribution.
In practice, when the SigJEff procedure is implemented, approximate p-values are cal-
culated, using a small number (e.g., 200) of random within-class permutations, instead of
the complete permutations. To obtain some idea about the approximate p-value, we use
a Quantile-Quantile (Q-Q) plot of the approximate p-values against the quantiles of the
Uniform [0, 1] distribution. We generate 200 data vectors from N2(µ±, I2), assigning half
as the positive class and the other half as the negative class. For each sample, we calculate
the approximate SigJEff p-value. We replicate 100 times and obtain 100 p-values. Using
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Figure 3.2: Q-Q envelopes of approximate p-values against quantiles from the Uniform
[0, 1] distribution. The underlying data sets are from N2(µ±, I2), with µ− = 0 and
µ+ = 0, (5,−5)T , and (10,−10)T respectively. Here the envelopes cover the 45◦ line which
suggests that the SigJEff p-value follows the Uniform [0,1].
these 100 p-values we can draw a Q-Q plot of them against the Uniform [0, 1] distribution,
shown as green curves in Figure 3.2. We repeat the whole procedure 100 times and find
the upper 5% and lower 5% envelopes of the 100 curves, shown as blue curves in Figure
3.2. The red dashed lines are the 45◦ lines.
Theorem 3.1 discusses the performance of the p-values of the SigJEff test under one type
of null distribution: the two variables are independent (regardless of the mean difference),
hence there is no joint effect. There is another type of null distribution: the mean difference
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Figure 3.3: Q-Q envelopes of approximate p-values against quantiles from the Uniform
[0, 1] distribution. The underlying data sets are from N2(0,Σ), with Σ =
(
1 r
r 1
)
, r =
0, 0.1, 0.3, 0.5. Observe that the 0 - 40 percentiles of the SigJEff p-values tend to be
smaller when correlation becomes larger. This is a sign of the anti-conservative property
of SigJEff there are large correlations.
is zero (regardless of the dependency), hence there is no joint effect (or marginal effect).
In Figure 3.3, we draw the Q-Q envelopes for the data set generated from N2(0,Σ),
with 2×2 covariance matrices Σ = ( 1 rr 1 ), r = 0, 0.1, 0.3, 0.5. It turns out that the SigJEff
test based on the approximate p-values tends to be anti-conservative when the dependence
between the two variables increases, provided that the mean difference between the two
classes is very small.
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Figure 3.4: Q-Q envelopes of approximate p-values against quantiles from the Uniform
[0, 1] distribution. The underlying data sets are from N2(µ±,Σ), where µ− = 0 and µ+ =
(.5,−.5)T (left column), and (1,−1)T (right column) respectively, and where Σ = ( 1 rr 1 ),
r = 0, 0.1, 0.3. See the increment of the power for the SigJEff test.
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To gain some idea about the power of SigJEff, we use the data generated from a true
alternative distribution, N2(µ±,Σ), with the covariance matrices Σ =
(
1 r
r 1
)
, r = 0, 0.1, 0.3,
µ+ = [0; 0] and µ− = [0.5;−0.5] or µ− = [1;−1] (using the Matlab notation of “;” for
vertical concatenation). Note that except when r = 0, these simulated data samples
provide strong evidence against the null hypothesis. Figure 3.4 shows the Q-Q envelopes
of SigJEff p-values for these examples.
From Figure 3.4, one can see that the power of SigJEff dramatically increases as the
correlation between the two variables increases. Suppose we take Γ = {p : p < 0.05} as
the rejection region, then almost half (on the second row) or all (on the third row) of the
p-values will lead to rejection of the null hypothesis. On the other hand, the power slightly
increases as the mean distance increases from
√
2 to 2
√
2. See the change of the slopes of
the two curves in the second row of Figure 3.4.
3.4 Numerical Examples
We illustrate the usefulness of our approach on a simulated example and two real
data applications. We compare the variable selection results of our approach with those
from SAM, as well as LASSO and L1 SVM, using FDR and misidentification rate (MIR).
Moreover, we perform binary classification using the submodels provided by our approach
and the aforementioned methods and compare their misclassification rates. Lastly we test
the statistical significance of the class difference based on variable subsets identified by
different methods.
3.4.1 Simulated Example
The simulated example consists of two classes of data vectors (labeled as ‘+’ and ‘−’).
Each class has 50 data vectors and each vector has 100 variables. These 100 variables are
equally divided into 5 blocks. For blocks i = 1, · · · , 5, let the main structure be driven
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by row vectors γ+i := [γ
+
i,1, · · · γ+i,50] and γ−i := [γ−i,1, · · · γ−i,50]. We index variables within
each block by j = 1, · · · 20 and let within-block mean difference direction be specified by
β := [β1, · · · β20]T . For case k = 1 · · · 50, the values for the k-th subject from each class are
generated as follows:
x+i,j,k = γ
+
i,k +
ηi
2
βj + ǫ
+
i,j,k,
x−i,j,k = γ
−
i,k −
ηi
2
βj + ǫ
−
i,j,k,
where γ+i
T
,γ−i
T ∼ N50(0, ψ2i I) (i = 1, · · · 5), and ǫ+i,j,k, ǫ−i,j,k ∼ N(0, 1). The vector β is
standardized to have norm 1 and it determines the common mean difference direction
vector between the two classes for each variable block, while ηi is the Euclidean distance
between the two population means for the i-th block. Moreover, ǫ+i,j,k and ǫ
−
i,j,k are white
noise error terms. In our simulation study, we let the variation terms ψi for γ
±
i be 1 except
ψ1 = 0. Note that ψ1 = 0 means that the variables in block i = 1 are all independent of
each other and these is no additional joint effect. We let η := [η1, · · · η5] = [4, 4, 3, 2, 1]/2
to model decreasing signal strength in blocks i = 2, · · · 5. In our study, we consider an
example with specified pattern for the vector β = 1√
20
[1,−1, 1,−1, · · · 1,−1]T .
The alternating signs in β mean that, within each block i = 2, · · · 5, every other variable
will be positively associated, in the sense that the joint effect facilitates the classification.
Figure 3.5(b) shows the scatter plot of two typical variables, the variables j = 5, 6 in block
i = 2, for one realization of data. One can see that the structure of the mean difference
direction (the purple line segment) and the covariance in this example lead to a joint effect
which makes classifying the two classes easier than otherwise.
It is expected that the marginal methods can identify the variables in the blocks with
large marginal mean difference (large ηi), e.g., blocks i = 1, 2, but can ignore the variables
in the blocks with small ηi, e.g., block i = 5. However, in addition to those variables picked
up by the marginal methods, there are 400 pairs of variables that are expected to have
68
−4 −2 0 2 4
−4
−3
−2
−1
0
1
2
3
4
Variable 2,5: p value = 0.205
Va
ria
bl
e 
2,
6:
 p
 va
lue
 =
 0
.0
41
(b) Scatter Plot
var. 2,5 and var. 2,6
Variables
Va
ria
bl
es
(a) True Significant
Pairs of Variables
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
Figure 3.5: The true significant pairs of variables in (a) and scatter plot for variables
(i, j) = (2, 5) and (2, 6) in (b). In subfigure (a), the red, orange, light blue, and blue pixels
are true significant pairs in block i = 2, 3, 4, 5.
joint effects and are worth further investigation. Figure 3.5(a) illustrates all these true
significant pairs. Note that the chess board pattern in Figure 3.5(a) would not exist if, for
example, β = 1√
20
[1, 1, · · · 1]T .
For now, we choose the significance level α = 0.5% and the permutation size P = 200.
Figure 3.6 shows the results of SigJEff for the current example. We display the significant
pairs of variables in two orders. The left panel is in the original order, and the right panel
uses the order from a hierarchical clustering of variables with the p-values as the entries
of the similarity matrix. One can see that most of the true significant pairs in Figure
3.5(a) can be identified by SigJEff as shown in Figure 3.6(c). Moreover, the hierarchical
clustering can mostly recover the four blocks of variables whose members have joint effects.
This makes it possible to conduct further investigation of the variables in the same group.
In this realization of data, SigJEff identifies 352 among the 400 pairs of variables. Most
of the missed pairs are from block 5. The true biFDR in this example is 114
466
= 24.46% and
the estimated one is 81
466
= 17.38%.
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Figure 3.6: The pairs of variables that are called significant, ordered in original order on
the left column, and according to a hierarchical clustering on the right column. The black
pixels are falsely discovered pairs of variables, while red, orange, light blue and blue pixels
are significant pairs correctly identified.
3.4.1.1 Submodel Based on Pairwise Variable Selection
An important purpose of variable selection is to provide a subset of individual variables
(i.e., a submodel) for use by other statistical modeling methods, such as classification and
regression. Based on a pairwise variable selection set Sα, an effective submodel can be
obtained as follows.
(a) Carry out the SigJEff procedure in Section 3.2.1 on all the d variables and obtain Sα.
Sort the d variable indices j in a descending order of wj := # of (j, ·) ∈ Sα, the number
of significant pairs that variable j is involved with.
(b) For any given θ ∈ (0, 1), we have a submodel
M2θ,α = {1 ≤ j ≤ l∗ : l∗ is the smallest l, s.t.
∑
1≤j≤l
wj ≥ [θT ], where T =
∑
1≤j≤d
wj}.
(c) Obtain a submodel M1δ from a marginal variable selection method, e.g., SAM, for a
given FDR level (controlled by parameter δ).
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(d) Finally, we have the combined submodel M =M1δ
⋃M2θ,α.
Here the subscripts 1 and 2 suggest thatM1δ is a subset of variables which have strong
marginal effects, while M2θ,α is a subset of variables with strong bivariate joint effects.
In Step (b), we sort the variables and give priorities to those variables with more
significant pairs. We select the variables, starting from the top of the sorted list, until θ
of the total T significant pairs are observed (doubly counting (i, j) and (j, i)). Here θ is
a pre-specified term. One simple choice of θ is (1− biFDR), suggesting that the pairs for
the variables j > l∗ in the sorted list are falsely discovered.
Note that the SigJEff procedure tries to decompose the effects of combining variables
into several layers. When marginal methods find the variables on the first layer, the bivari-
ate SigJEff procedure tries to find those on the second layer, which potentially enhance the
classification performance and provide additional statistical insight. We combine M1δ and
M2θ,α to restore the decomposed effects. In the next subsection, we will use our proposed
submodelM to run the standard Support Vector Machine (SVM; Vapnik 1995), and com-
pare the resulting classification errors based on our approach with those based on other
methods.
We remark that our approach of building a submodel by thresholding variables based on
numbers of significant pairs for each variable may not work for some cases. For example,
consider a case where variable pairs {1, 2}, {1, 3}, {4, 5}, {4, 6}, {4, 7}, · · · are SigJEff
significant. Here variable 1 and variable 4 are involved with the most significant pairs.
But these two do not have joint effect. If we can select only two variables, they will be
selected but such selection does not preserve any large joint effect as expected. A possible
approach to this issue is to threshold based on measures other than the p-values. A real
data analysis in Section 3.4.3 will use this approach.
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3.4.1.2 Comparison with SAM, LASSO and L1 SVM
While the 100 variables in our example gave an interesting demonstration of SigJEff,
for clear contrast with other variable selection methods, we now include 100 additional
white noise variables with standard deviation 2, resulting in a 200-dimensional example.
In addition to FDR, we use the criterion misidentification rate (MIR), which is defined
as the proportion of the true significant variables that are not identified, assuming that
the true variables are known to an oracle. Table 3.2 shows the FDR and MIR for SigJEff
submodel M2θ,α, two SAM submodels M1δ1 and M1δ2 , and the submodel consisting of the
variables with nonzero coefficients from LASSO and L1 SVM. Here we use θ = 1− biFDR
for M2θ,α. We choose δ1 (δ2, resp.), the threshold values for SAM, so that the maximum
variable selection size is obtained for FDR≤ 5% (≤ 30%, resp.). If FDR≤ 5% (≤ 30%,
resp.) is not achievable, we choose δ1 (δ2, resp.) corresponding to the smallest FDR value.
Note that the tuning parameters for LASSO and L1 SVM are determined by 10-fold cross
validation. We replicate the comparison 100 times and report the standard errors.
Variable Selection Size FDR(%) MIR(%)
SigJEff M2θ,α 66.17(0.53) 1.93(0.23) 35.09(0.56)
SAM M1δ1 7.85(0.59) 14.09(1.74) 93.27(0.52)
SAM M1δ2 44.62(1.74) 26.76(0.79) 67.91(1.15)
LASSO 60.49(1.85) 37.91(0.78) 63.56(0.83)
L1 SVM 40.79(1.27) 54.91(0.97) 81.05(0.69)
Table 3.2: Comparison of variable selection results. The numbers in the parentheses are
the standard errors.
Although the requirement on FDR for M1δ2 is relaxed from 5% to 30% compared to
M1δ1 , and the average variable selection size grows from 7.85 to 44.62, the MIR decreases
at the cost of downgrade of variable selection quality (i.e., increase of FDR). On the other
hand, SigJEff M2θ,α finds more true variables than SAM M1δ1 and M1δ2 . Meanwhile, both
FDR and MIR ofM2θ,α are better than the SAM submodels. A possible explanation is that
the marginal effects in our example are set to be relatively small, so that SAM, a method
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seeking for large marginal effects, is having a hard time in distinguishing the important
variables from the noise variables. We also compare with the submodels from LASSO and
L1 SVM, both of which yield comparable sizes of variable selection, but the FDR and MIR
are worse than SigJEff submodel M2θ,α.
Now we compare the variable selection methods using misclassification rates from a
classification point of view. We first generate an independent test data set with 500 data
vectors from each class. In Table 3.3, we report the misclassification rates of SVM us-
ing the Oracle submodel (the first 100 true significant variables), our proposed submodel
M1δ1
⋃M2θ,α, only SAMM1δ1 , only SAMM1δ2 , and all 200 variables, as well as the results
from LASSO and L1 SVM.
Submodels Misclassification rates (%)
Oracle (1-100) 12.51(0.18)
SAM M1δ1 + SigJEff M2θ,α 18.64(0.22)
Only SAM M1δ1 38.04(0.42)
Only SAM M1δ2 31.47(0.5)
All d variables (1-200) 24.59(0.24)
LASSO 22.33(0.30)
L1 SVM 32.76(0.58)
Table 3.3: Comparison of classification errors for SVM with different submodels, LASSO
and L1 SVM. The numbers in the parentheses are the standard errors.
Using our proposed submodel M1δ1
⋃M2θ,α, SVM can achieve a classification accuracy
that is closest to the classification performance of Oracle SVM among all models. The full
model (all 200 variables) leads to a suboptimal result because of the noisy 100 variables.
SVMs using SAM submodels have the largest classification errors since they miss too much
information (large MIR in Table 3.3). The L1 SVM gives a surprising worse result than
SVM with ‘all d variables’, possibly because of its large FDR.
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3.4.2 Lung Cancer Microarray Data
The Human Lung Carcinoma Microarray Dataset (Bhattacharjee et al. 2001) has 2530
genes and 6 classes: adenocarcinoma, squamous, pulmonary carcinoid, colon, normal and
small cell carcinoma. We label the adenocarcinoma class as the ‘+’ class (n+ = 128) and
all the rest of the classes are combined to form the ‘−’ class (n− = 77). To investigate
genes with no strong marginal effect, but potential strong joint effects, we first use SAM
to screen out 1342 genes with strong marginal effects. Then we sort the remaining 1188
genes in a descending order of the cluster indices (the within-class sums of squares about
the mean, divided by the total sum of squares about the overall mean), and choose 200
variables (approximately every 6th variable from the sorted list of 1188). Here we want to
study if pure joint effects exist among these 200 variables and if they help classification.
Submodels Size Average # of misclassified
SAM M1δ1 + SigJEff M2θ,α 118 36.26(0.31)
Only SAM M1δ1 26 58.04(0.34)
Only SAM M1δ2 130 47.81(0.35)
All d variables (1-200) 200 49.59(0.33)
LASSO - 60.45(0.39)
L1 SVM - 65.08(0.08)
Table 3.4: Comparison of numbers of misclassified observations for SVM with different
submodels, LASSO and L1 SVM, from 10-fold cross validation. The numbers in the paren-
theses are the standard errors. The sizes for the submodels are also reported.
Again, we compare the SVM classification performance using M =M1δ1
⋃M2θ,α (θ =
0.5, α = 1%), only SAM M1δ1 , only SAM M1δ2 , all 200 variables, and the results from
LASSO and L1 SVM. The values of δ1 and δ2 are chosen so that the size of M =
M1δ1
⋃M2θ,α is roughly comparable to that of M1δ2 . We calculate the 10-fold cross val-
idation errors 100 times and report the standard errors.
From the table, we can see thatM1δ1 , the SAM submodel with small variable selection
size, yields a suboptimal classification performance. When it is combined with SigJEff
submodel M2θ,α to form our proposed submodel M, the classification accuracy is greatly
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improved. On the other hand, although SAM submodel M1δ2 has the comparable size as
M, its result is not as good as M.
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Scatter Plot: Genes 32263−at, 40145−at
Figure 3.7: Scatter plot for a pair of genes for Lung Cancer data, called significant by
SigJEff.
We find some interesting pairs of genes with joint effects. Figure 3.7 shows one of such
pair, consisting of gene 32263 at and gene 40145 at. Similar to the examples in Figure 3.1
and Figure 3.5(b), classification through combining these two genes jointly is easier than
classification through these two individually.
3.4.3 Proneural Data
To demonstrate an application of our method, we use the glioblastoma multiforme
(GBM) data sets where the recurrent genomic abnormalities were cataloged by the Cancer
Genome Atlas Research Network. These data sets have 11338 genes with gene expression
values. Verhaak et al. (2010) classifies GBM into four subtypes: Proneural, Neural,
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Classical and Mesenchymal. In particular, 1740 genes are used to define the four subtypes.
We focus on the Proneural subtype in this dissertation. It was found that point mutations
in gene IDH1 appeared in the Proneural data set. For the purpose of classification, we
define two classes based on the status of IDH1: IDH1= 1 (mutation) and IDH1= 0 (no
mutation). The sample size is 37 (11 with mutation and 26 without mutation).
We first sort the genes according to their marginal variations, and keep the top 1500
genes. We then implement SigJEff tests for all the 1, 124, 250 pairs of variables. Instead
of sorting the individual variables based on the number of significant pairs to build a
submodel as done in Section 3.4.1, we choose the pairs of variables based on two measures:
the Gaussian Fit z-score
MD(st) − µ(st)
σ(st)
(see Step 4 in the SigJEff procedure) and the ratio
of MD(st) and µ(st), as shown in Figure 3.8. The reason for thresholding based on two
measures instead of only on the z-score is to avoid pairs of variables where the standard
deviations σ(st) in the permutations are too small. This phenomenon caused the anti-
conservativity observed in Figure 3.3. In particular, the high values of the z-scores may
Figure 3.8: Thresholding gene pairs in the Proneural data based on Gaussian fit z-score
and MD(st) / µ(st) ratio.
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not imply the significance of the pairs and thus may be misleading. Instead, the ratio
MD(st)
µ(st)
does not use σ(st) and measures the significance in an alternative way. So, we avoid
this problem by simultaneously thresholding on large z-score and large
MD(st)
µ(st)
.
Figure 3.8 shows three boxes corresponding to three choices of thresholds ((20,2),
(25,2.5) and (30,3)). There are 441 pairs of variables in the largest box (20,2), and 149
unique variables within these pairs. Note that here we do not use the thresholding pro-
cedure used in Section 3.4.1. To compare the significance of the class difference based
on different submodels, we carry out the SAM procedure for the 1500 variables, with the
desired maximum FDR set to be 20%, which results in 681 variables. By projecting the
data vectors onto the DWD directions, we can examine the class difference based on,
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Figure 3.9: Projection plots to DWD directions based on 1500 genes, 681 SAM genes, 149
SigJEff genes and 134 genes after set subtracting the SAM set from the SigJEff set. The
DWD direction separates the two classes in each case. Note all gene sets suggest a strong
difference between the two classes.
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1. the total 1500 genes,
2. the submodel based on the SAM procedure with 681 variables,
3. the submodel based on the SigJEff procedure after thresholding with 149 variables,
4. the variable set obtained by set subtracting the 681 SAM variables from the 149
SigJEff variables, which leads to 134 variables.
Each DWD projection plot in Figure 3.9 shows an obvious mean difference between its
two classes. However, it is not clear how the different gene sets compare. Furthermore,
in HDLSS data settings, the impression of class difference based on the observation from
projection plots can be misleading because the DWD directions could be overfitting. To
provide an valid assessment of statistical significance under this situation, we use the
Direction-Projection-Permutation hypothesis test (DiProPerm test; Wichers et al. 2007).
The DiProPerm test has three steps:
1. Find a direction vector in the HDLSS space that separates the two populations (DWD
can be used to determine the direction vector in DiProPerm);
2. Project the data onto the one-dimensional direction identified in the first step, so a
pair-wise t-statistic can be obtained;
3. Conduct a permutation hypothesis test to assess significance of the t-statistic: all
data points were relabeled and a new DWD direction vector was computed, resulting
in an additional pair-wise t-value.
This process was iterated 1000 times to obtain the DiProPerm p-value. Note that the
standard t distribution is inadequate to assess statistical significance. This is because the
DWD direction vector tends to separate the subpopulations, and this effect is very strong
in the HDLSS setting.
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Figure 3.10 shows the DiProPerm results based on the total 1500 genes, 681 SAM genes,
149 SigJEff genes, and 134 genes of SAM genes minus SigJEff genes. The one-dimensional
t-statistic of the DWD projections for these four cases decreases from 21.5 to 17.5, 17.1,
and 15.5. This may be caused by the decrease of dimensions. For the second and the third
variable sets, although the dimension decreases significantly from 681 to 149, the t-statistic
does not decrease very much (from 17.5 to 17.1). More importantly, the DiProPerm test
simulates the null distribution of the t-statistic in each case. The DiProPerm p-values for
these four settings are 0.34, 0.71, 0.04 and 0.07, which is very revealing. In particular, the
full gene set of all 1500 gives the insignificant p-value of 0.34, indicating that the apparent
strong difference in Figure 3.9 is due to overfitting. A conventional approach to this would
15 20 25 30 35
0
0.02
0.04
0.06
0.08
0.1
1500 Genes
t−stat = 21.5308
Emprical pval = 0.34308
Gaussian fit pval = 0.36184
10 15 20 25 30
0
0.02
0.04
0.06
0.08
0.1
681 SAM Genes
t−stat = 17.5208
Emprical pval = 0.71421
Gaussian fit pval = 0.73473
10 15 20
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
149 SigJEff Genes
t−stat = 17.0558
Emprical pval = 0.04025
Gaussian fit pval = 0.026307
6 8 10 12 14 16 18 20
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
134 SigJEff\SAM
t−stat = 15.508
Emprical pval = 0.071162
Gaussian fit pval = 0.064789
Figure 3.10: DiProPerm results for the total 1500 genes, 681 SAM genes, 149 SigJEff genes,
and 134 genes of SAM genes minus SigJEff genes. The green vertical lines are the one-
dimensional t-values of the DWD projections. The black dots are the t-values calculated
from the relabellings. Note that the 149 SigJEff genes provide a significant result.
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Figure 3.11: DiProPerm p-values of SAM and SigJEff gene sets with different sizes (log 10
based on the top and original values on the bottom). Note that the performance of SigJEff
gene sets dominate that of the SAM sets. Also observe the U-shape of the SigJEff curve,
suggesting the size of the optimal gene subset.
be to use SAM to find only the “important” genes. But the insignificant p-value of 0.71
shows that this gene set also gives overfitting. The significant SigJEff p-value of 0.04 shows
that this new approach to gene filtering can find an appropriate gene set with potentially
useful biological information. Even when the SAM genes are set subtracted, the remaining
gene set is still nearly significant, which suggests that SigJEff is discovering far different,
useful, characteristics of genes than SAM.
We found very compelling results in this example. To extend our finding to a broader
set of comparisons between SAM genes and SigJEff genes, we try out different thresholds
to choose SAM and SigJEff gene sets with different sizes. For SAM, we first search on
a fine grid of 500 values for desired FDR, which lead to 500 gene subsets (with possible
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duplicates). We then choose the gene sets whose sizes are closest to those from a grid
of 20 desired gene sizes, linearly spanning from the minimum gene size to the maximum.
Note that a single gene set could correspond to different desired sizes in the grid. The
DiProPerm procedure is implemented for these 20 gene sets. We report the averaged p-
values if the same gene sets are calculated for multiple times. Similarly, we choose gene sets
based on a combination of the SigJEff z-score and the ratio. In particular, we fit a straight
line in the scatter plot of the z-score against the ratio, which goes through the means of
both measures with the slope given by the first principle component direction. When we
use a fine grid of 500 values for the z-scores, the thresholds for the ratios are given by the
fitted line. Figure 3.11 shows the profile of DiProPerm p-values based on different sizes of
gene sets. The red curve is the DiProPerm p-value profile for SAM, which is almost always
larger than that for SigJEff (the blue curve). This means that our observation in Figure
3.10 is not due to coincidence. Moreover, we can see that the SigJEff curve has a U-shape.
A reasonable explanation is that when the gene set has very few genes (left side of the
plot), it contains too little biological information to provide a decent separation between
the two classes. When the gene set has almost all the genes (right side of the plot), while
the two classes can be easily separated, the dimension grows so large that overfitting is
a problem. This may provide a suggestion as how to choose appropriate thresholds for
z-score and the ratio to filter genes: a ‘good’ gene set should lie in the valley of this blue
curve.
In contrast to the U-shape of the SigJEff profile, the p-value curve for SAM has an
upside-down U-shape. After the point where the gene set has 479 genes, the p-value starts
to decrease. The SAM can only select up to 830 genes in this example, even allowing very
large tolerance (100%) for false discovery. However, if SAM did find more genes, we expect
that the curve would tend to be very close to that of SigJEff, since the two types of gene
sets both contain most of the genes and thus are very similar to each other.
As an attempt to explain the reason that SigJEff is superior to SAM in this example,
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Figure 3.12: DWD-PC1 scatter plots for gene sets A, B, C and D in Figre 3.11. The
numbers in the parentheses are the numbers of genes in the sets. The top two plots are for
SAM gene sets (A and B), and the bottom ones are for SigJEff gene sets (C and D). Note
that the DWD directions for SigJEff genes are nearly orthogonal to the PC1 directions,
because of the nature of SigJEff.
in Figure 3.12, we draw the DWD-PC1 scatter plots for the first two gene sets from each
category. A DWD-PC1 scatter plot is the two-dimensional scatter plot of the data projected
onto the plane spanned by the DWD direction and the PC1 direction. For gene set A and
gene set C, they both contains few genes, and the binded information is little. Thus
they have equally bad DiProPerm performances. Both SAM and SigJEff start to include
more genes, as gene set A grows to be set B and gene set C grows to be set D. However,
SigJEff tends to find new genes which yields small p-value once combined with the original
gene set C. On the other hand, the new genes found by SAM result in worse DiProPerm
performance and more overfitting.
In this section, several examples have been analyzed using SigJEff. We compared
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SigJEff with other variable selection methods in terms of FDR and MIR, as well as the
classification performance. We also compared different submodels from a class difference
point of view, using the Direction-Projection-Permutation hypothesis test. The results
show that SigJEff can lead to good classification performance and reveal the true significant
pairs of variables for classification in some cases.
3.5 Multiscale Significance Display for Variable Se-
lection
In this section, we propose Multiscale Significance Display (MSD), an alternative visu-
alization approach with the potential to facilitate multiscale variable selection. We want
to learn if, how, or why multiple variables work together to show the difference between
the two classes. MSD is essentially a color map which simultaneously displays the results
of a number of significance tests, which correspond to a moving window across a given
variable list. As suggested from the word multiscale, we do not restrict our discussion to
bivariate joint effects, as was done in the previous sections. Instead, MSD considers a
number of groups of variables with different scales, i.e., different group sizes. In particular,
it is a changing scale based method, rather than either a marginal method or a fixed scale
multivariate method.
In Section 3.5.1, we define two examples which we will use throughout our discussion.
We introduce the main idea of MSD in Section 3.5.2. In Section 3.5.3, we propose an
iterative procedure to achieve the goal of variable selection using MSD, namely Multiscale
Variable Selection (MVS).
To avoid confusion, we call our approach MSD, when referring to drawing the color
map display based on the multivariate significance tests, or MVS, when referring to the
variable selection procedure based on MSD.
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3.5.1 Toy Examples
The motivation of MSD is related to that of pairwise variable selection, namely seeking
to discover groups of variables (in the case of pairwise variable selection, pairs of variables),
with joint effects that are stronger than the corresponding marginal effects. To demonstrate
our approach, we will use two toy examples as follows.
Example 3.1. Three-Level example
We start with 1000 variables and 40 cases generated as N(0, 1) pure noise. As shown
in Figure 3.13, underlying signal is added to the data so that the total 1000 variables
follow a three level pattern as follows. The variables with labels 1-100 form the strong
signal variable set (level 1), variables with labels 101-500 are the weak signal set (level
2) and the rest are pure noise variables with no information (level 3). The first 20 cases
are the negative group and the next 20 are the positive group. Let µ = 2. The constant
u1 = 0.5 was subtracted from the strong signal set variables in the negative group, and
the constant u2 = µ/(2 ·
√
400) = 2/40 = 0.05 was subtracted from the weak signal set
variables (level 2) in the negative group. The corresponding adjustments are also made by
adding the constants u1 or u2 to the strong and weak signal variables respectively in the
positive group. The noise set variables (level 3) have no average difference between the
two groups, i.e., no signal.
The top 100 strong signal variable set is easily detected by most variable-by-variable
marginal methods, while the weak signal variable set is not. The adjustment u2 = µ/(2 ·
√
400) on the weak signal variable set is chosen so that within the 400-dimensional space
spanned by the weak signal variable set, the distance between the theoretical population
means is [400(µ/
√
400)2]
1
2 = µ. Here we choose the value of µ = 2, small enough so that the
marginal t-test would hardly give significant result on any individual variable with weak
signal u2, but large enough so that after the signal is accumulated over several variables,
the multivariate tests can yield significant results.
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Figure 3.13: Heat map of the Three-Level example with only signal on the left and with
mixed signal and noise on the right. Note that the signal is only visible in the first 100
variables.
Figure 3.13 is the heat map of the Three-Level example, where both the heat map
with only the signal and that with additional noise are displayed. It can be seen that the
top 100 variables are very easy to be called significant but it is very hard to distinguish
the next 400 variables from the bottom 500 pure noise variables. The example presented
here shows how several variables can have little significance individually, (as targeted by
commonly used methods such as SAM,) but when combined together, differences between
groups start to appear and good prediction can be done. In that case, our proposed method
provides a great improvement over existing methods.
Example 3.2. Two-Level example
We also define a family of examples, which are modified versions of the Three-Level
example (Example 3.1). Here the strong signal variable set is eliminated, and the number
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of weak signal variables varies. We keep the total number of variables as 1000. This family
of Two-Level examples will be used later in Section 3.5.3.1.
3.5.2 Multiscale Significance Display
The MSD is comprised of two steps,
1. (Multivariate Significance Test) Given a variable list, for variable c and scale m, the
window labeled (c,m) contains all the 2m+1 variables in the window from the (c−m)-
th to the (c+m)-th variable in the given list, that is the window centered at the c-th
variable and with half-width m. For each window (c,m), a multivariate significance
test is carried out for the reduced (2m + 1) × N data matrix and significance score
for this window (the 2m+ 1 variables) is obtained.
2. (Color Map Display) We use a color map to simultaneously visualize the results of
all of the windows that we consider in Step 1 (see Section 3.5.2.2).
3.5.2.1 Multivariate Significance Test
In Step 1 of MSD, we implement a multivariate significance test to see whether the two
groups of subjects are significantly different from each other based on the dm = (2m + 1)
variables in the window (c,m). For the special case where m = 0, i.e., the window contains
only a single variable, the natural choice of test is the two-sample t-test, which essentially
evaluates the distance between the sample means rescaled by the pooled standard deviation.
In the general multivariate case (m > 0), we propose to use the Mean Difference χ2 test
described as follows.
We start with the situation where all the standard deviations for each of the d differ-
ent variables are considered to be equal within the positive group and the negative group
respectively. Suppose the populations of positive and negative classes follow the d dimen-
sional normal distributions with mean µ+ and µ− and diagonal variance-covariance matri-
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ces σ+Id and σ−Id. The observations, X+1 ,X
+
2 , . . .X
+
N+
and X−1 ,X
−
2 , . . .X
−
N−
are randomly
sampled from the two populations. We denote x¯+i· =
1
N+
∑N+
j=1 x
+
ij and x¯
−
i· =
1
N−
∑N−
j=1 x
−
ij.
Theorem 3.1 demonstrates a significance test based on a set of dm variables.
Proposition 3.1. Assume the Gaussianity of the data. If the null hypothesis that µ+ =
µ− = 0 and σ+ = σ− = σ is true, then for any subset of the total d variables, {k1, k2, . . . kdm},
the squared distance between the sample means, scaled by σ( 1
N+
+ 1
N−
), follows the χ2 dis-
tribution with degrees of freedom dm,
dm∑
i=1
(x¯+ki· − x¯−ki·)2 ∼ σ(
1
N+
+
1
N−
)χ2dm .
Remark: The null hypothesis is rejected if L =
∑dm
i=1(x¯
+
ki·
−x¯−
ki·
)2
σ( 1
N+
+ 1
N
−
)
> χ20.95,d at significance
level of 5%.
Note that the statistic L is actually the Euclidean distance between the two-sample
means in subspace Rdm divided by a constant. If the standard deviation is unknown, we
recommend use of the pooled (sample) standard deviation to estimate it.
The Mean Difference χ2 test is an extension of the two-sample t-test designed for
dm > 1. Several improvements of the standard two-sample t-test can be made through
delicate estimation of the pooled standard deviation, for example appropriate arrangement
of permutation of the subjects which simulates the null distribution as done in DiProPerm,
or some additional constant added to the denominator of the t-statistic, which is included
in order to avoid the possibility of large t-statistic values arising by chance from variables
with low expression levels (Tusher et al. 2001). We believe that the Mean Difference χ2
test inherits such properties of the two-sample t-test and that parallel improvements are
available. However we choose not to pursue this direction, but instead to leave the test in
the simplest and most intuitive version, and focus on the idea of multi-scale analysis.
87
3.5.2.2 Color Map Display
In Step 2, we use a two-dimensional color map to simultaneously display the results of
all the tests in the windows over different location c and different scale m.
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Figure 3.14: A demonstrative MSD for the Three-Level example (Example 3.1) with SAM
score as the initial ordering.
Figure 3.14 demonstrates a MSD for the Three-Level example (Example 3.1). The
horizontal axis of the MSD can either be a list of variable names or numerical variable
indices, with a certain given ordering. Each pixel in the MSD at the position of (c,m)
represents the result of the Mean Difference χ2 test in the window (c,m). A pixel is
displayed red if the result is significant, blue if the the result is non-significant, or white if
the result is inconclusive, i.e., on the boundary between significance and nonsignificance.
The height of the pixel (distance from the bottom), m, is the half-width of the window.
Thus the window that corresponds to pixel (c,m) bases the test on the variables in the
interval centered at position c with span lengthm in both directions. For largerm, there are
fewer moving windows available. For example, there are only two windows with m = d
2
−1,
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which are the only two pixels on the top of the MSD, each of which includes 999 variables.
Thus the whole MSD is visualized as a colored triangle shape. The MSD visualization is
enhanced by using shades of red and blue to depict finer levels of significance. For example
dark red for extreme significance (small p-value) and dark blue for extreme nonsignificance
(large p-value), as shown in the accompanying color bar in Figure 3.14.
A major difference of MSD relative to earlier approaches, such as SAM, is that here we
not only consider the marginal tests based on only one variable (when m = 0), but also the
tests across multiple variables (when m > 0), not only the multivariate based tests with
the same scale, but also the tests with different scales (different m). For each variable, we
collect the information over different scales and borrow strength from different tests in the
multiscale settings.
3.5.2.3 Examples
MSD bases the significance test on a moving window approach to focus the analysis
on a set of variables among the nearest neighbors. Since a moving window naturally
groups nearby variables, the ordering of the variables is important because it decides which
variables are near neighbors. Here the neighborhoods of variables (or the ordering) can be
defined in a number of different ways.
In the last section, we show a MSD for the Three-Level example (Example 3.1) with
SAM ordering as the initial order. Alternatives for the initial ordering are available, for
example the rank of the loadings of a certain classification direction ω. There are several
choices for the classification direction, e.g., DWD, SVM, Mean Difference Direction (MDD).
There are also other options based on unsupervised learning methods, such as the ordering
given by a Hierarchical clustering algorithm, or one based on the first Principal Component
direction (PC1). In Section 3.5.3.1, we will propose one option which gives the most
reasonable first guess of the true ordering of significance, and thus a good notion of near
neighbors.
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Figure 3.15: A demonstrative MSD for the Three-Level example (Example 3.1) with ran-
dom initial ordering. Note that for windows with scale greater than 50 (pixels with height
grater than 50), the significance tests all have significant results (red). This suggests that
the window size is large enough to include some highly significant variables.
In this section, we report the MSD result based on random ordering, orderings based
on DWD loadings and SVM loadings, and ordering given by Hierarchical clustering and
the loadings of PC1, in addition to that based on SAM in Section 3.5.2.2.
Figure 3.15 shows the MSD color map with random initial ordering. Except several
small blue regions on the bottom of the map, most the of the area in this figure is red.
On the very bottom we show the true significant variables using black and white pixels
(black for true signal, white for noise). Recall that there are 500 variables with signal.
Here the black pixels are scattered across the whole variable list. As a consequence, any
moving window corresponding to the pixel with height over about 50 includes a considerable
number of variables with signal, which make the test result significant. The information
in the MSD color map with random ordering is obviously limited, since this ordering does
not use the information such as the class label assignments.
Figures 3.16 and 3.17 use the absolute DWD and SVM loadings as the initial orderings
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MSD with dwd ordering
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Figure 3.16: A demonstrative MSD for the Three-Level example (Example 3.1) with sorted
absolute DWD loadings as the initial ordering. Note that significant variables lie on the
left side, and less significant variables lie on the other side. Two large regions of red and
blue divide the map.
to draw the MSD color maps. In both figures, we can see a clear contrast between red and
blue. A larger chunk of true significant variables (shown in black on the bottom) lie in
the beginning of the variable list, suggesting good properties from using DWD and SVM
loadings as the initial ordering. On the left-hand side of each color map, there is a large
region of red. Because there is no enough number of highly significant variables at the
right end of the variable list, there is a large region of blue on the right-hand side. The
difference between these two figures is subtle, except that the boundary between the red
and blue is pushed toward the south east of the map in the SVM figure.
While the last two MSD color maps are based on the ordering from supervised learn-
ing results, Figures 3.18 and 3.19 use PC1 and Hierarchical clustering, two unsupervised
learning methods. The PC1 map 3.18 looks pretty similar to those of DWD and SVM,
while the Hierarchical clustering map 3.19 is somewhat close to that with random initial
ordering. Recall that there are 100 variables with strong signal which have the similar
91
MSD with svm ordering
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Figure 3.17: A demonstrative MSD for the Three-Level example (Example 3.1) with sorted
absolute SVM loadings as the initial ordering. Note that significant variables lie on the
left side, and less significant variables lie on the other side. Two large regions of red and
blue divide the map.
pattern. Hierarchical clustering was expected to group these variables as a cluster. To
investigate the situation, we show in Figure 3.20 the plots with the orderings provided by
Hierarchical clustering and by DWD as the x-axis and the true variable indices for both
orderings as the y-axis. Here, red circles are the top 100 variables with strong signal. In
Figure 3.20(b), DWD includes most of the strong signal variables in the first 100 of its
list. In Figure 3.20(a), although there is a trend to group the strong signal variables in
the first half of the Hierarchical ordering list, a small group of strong signal variables lie
around 650 in the list. This explains a few red flames (downward triangles) in Figure 3.19
between two blue regions around the same position.
We can conclude from these figures that the patterns of the MSD color maps highly
depend on the initial orderings. When a good ordering separates the true significant
variables from the noise variables, two big areas of red and blue tend to divide the MSD
color map.
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MSD with pca ordering
1 101 201 301 401 501 601 701 801 901
499
399
299
199
99
0.001
0.002
0.005
0.01
0.02
0.05
0.1
0.2
0.5
0.7
Figure 3.18: A demonstrative MSD for the Three-Level example (Example 3.1) with PC1
loadings as the initial ordering. Note that in this example, PC1 provides an initial ordering
similar to those of DWD and SVM, where the important variables lie on one side of the
variable list.
MSD is a novel approach to visualizing the effectiveness of any ordered variable list.
The variable list could be a list with descending significance from a marginal variable
selection method (e.g., SAM), or a sorted list based on the loadings of a direction (e.g.,
DWD or PC1), or any list which groups variables (e.g., Hierarchical clustering). It can be
used as a diagnostic tool to find the potential joint effect among variables given an initial
ordering. In the next section, we will introduce one way to find a good ordering.
3.5.3 Multiscale Variable Selection
In this section, we use MSD to achieve variable selection. The first and most important
question is the choice of initial ordering. We have seen the results of MSD for the Three-
Level example with different initial orderings. It is observed that the resulting color maps
could be dramatically different due to different orderings. The question of initial order can
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MSD with hierarchical clust. ordering
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Figure 3.19: A demonstrative MSD for the Three-Level example (Example 3.1) with the
initial ordering given by Hierarchical clustering. Note that in this example, Hierarchical
clustering does not provide an initial ordering as good as those based on DWD or SVM.
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Figure 3.20: Hierarchical clustering ordering (a), absolute DWD loading ordering (b), and
their original variable indices respectively. The red circles are variables 1-100 with strong
signal. The black squares are variables 101-500 with weak signal. The blue triangles are
the white noise variables 501-1000. See the better ordering provided by DWD.
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hopefully be partially addressed by an iterative scheme, namely summarizing the MSD
color map in a certain way, which eventually provides a new ordering, and repeat the
procedure until the ordering is not improved. We call this iterative scheme Multiscale
Variable Selection (MVS). The output of MVS is a ordered variable list, along with the
corresponding MSD color map. The overall classification impact of the variables descends
along the variable list, which provides the researcher some guidance of how to choose an
appropriate variable subset for their research.
The framework of MVS is as follows.
1. (Initial Ordering) Sort the variables by a prespecified order, e.g., according to DWD
loadings, SAM score, etc. (see Section 3.5.3.1).
2. Implement MSD for the given variable list.
3. (Re-ordering) Calculate the variable score for each variable i, which summarizes the
scores for all the tests whose moving windows contain variable i (see Section 3.5.3.2).
Sort the variables according to the variable score. This gives a new order for the next
iteration. Repeat Step 1 - Step 3 until the re-ordering does not change the rank (see
Section 3.5.3.2).
3.5.3.1 Initial Ordering Choice
We have considered several orderings, including
• rank of the loadings from classification directions, e.g., DWD, SVM and MDD,
• the ordering from some unsupervised machine learning procedures, for example, Hier-
archical clustering (Dendrogram) and the first principal component direction (PC1),
• the ordering from the existing variable selection methods which use marginal test,
e.g the SAM method.
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As pointed out previously, the ordering is critical. Firstly the ordering decides the near
neighbors where the multivariate tests are implemented. Secondly, a good ordering should
help to put variables with joint effects together, so that the significance test in each window
can find the joint effect. Thirdly, a good initial ordering should lead to fewer rounds of
iteration, while a bad initial ordering could result in a undesired local minimum solution.
Here we propose DWD loadings as the initial ordering. Consider a classification hyper-
plane given by x′ω + b = 0, where the classification direction ω = (ω1, ω2, . . . ωd)T . The
entries of ω are the d loadings (coefficients) which imply the contribution of each variable to
the classification direction. For example, if ω is (1, 0, . . . 0), then the classification direction
points to (1, 0, . . . 0) from the origin. In this case, the first variable is the only variable used
by the classification. In general, the loadings (coefficients) of the classification direction
reflect the extent to which the classification rule uses each variable. To be more specific,
the larger the absolute loading is, the more important the corresponding variable is. A
sort of the absolute loadings gives the ordering of variables, that will be used in the MSD.
To better understand the insight of the ordering given by the loading of a classification
direction, we calculate the DWD and SVM loadings for several examples in the family
of Two-Level examples (Example 3.2 in Section 3.5.1). For each example, the distance
between the two population means is fixed to be a constant 5, to preserve the signal to
noise ratio, but the number of variables with (weak) signal varies. In Figure 3.21, we show
the example where there are 20 variables that have signal, with 980 pure noise variables.
We first sort the variable list according to the raw (absolute resp.) DWD/SVM loadings
in the top and middle panels (in the bottom panel resp.) and use the red curve to display
the loadings. The magenta step-wise-constant like line depicts the assigned signal for each
variable on the sorted variable list, and the magenta curve has positive height for the true
signal variables. Note that the first 20 in the sorted list are the true signal variables.
We can see from Figure 3.21 that both raw and absolute DWD/SVM loadings can give a
reasonable ordering of the variables, suggested by the quick drop in value after the 20-th
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variable.
We construct similar graphics (Figure 3.22) for the Two-Level example (Example 3.2)
with 50 weak signal variables (and 950 pure noise variables). This plot includes a green line,
which is positive for the sorted variables, indicating the number of true signal variables.
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Figure 3.21: Sorted DWD (in the left panel) and SVM (in the right panel) loadings for the
Two-Level example (Example 3.2) (with 20 signal variables) are displayed in the first and
second rows in red curves, where the second row panels are the zoomed versions of those
in the first one, focusing on the variables with large and small loadings, which are outside
of the two blue vertical lines in the first row panels. The top 100 sorted absolute loadings
are displayed in the third row. In each subplot, the true signal is plotted in magenta on
the sorted list. The green curve has positive height for the first 20 to indicate the number
of variables with signal. Overlapping of the green line and the magenta line indicates that
the (DWD/SVM) ordering gives the right ordering.
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The magenta curve is different from the green curve, e.g., on the 50th variable for DWD
loadings and variables #47, #49, #50 for SVM loadings (see the second row of Figure
3.22), because the DWD loading gives an ordering which is slightly different from the true
ordering. Note that in Figure 3.21, the green curve is invisible because it is the same as
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−0.1
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0.1
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All Dimensions (sorted by DWD loading)
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DWD Loadings
0 20 40 60 80 100
−0.2
−0.1
0
0.1
(Zoomed) 100 Largest Absolute DWD
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Figure 3.22: Sorted DWD (in the left panel) and SVM (in the right panel) loadings for the
Two-Level example (Example 3.2) (with 50 signal variables) are displayed in the first and
second rows in red curves, where the second row panels are the zoomed versions of those
in the first one, focusing on the variables with large and small loadings, which are outside
of the two blue vertical lines in the first row panels. The top 100 sorted absolute loadings
are displayed in the third row. In each subplot, the true signal is plotted in magenta on
the sorted list. The green curve has positive height for the first 50 to indicate the number
of variables with signal. Compared to Figure 3.21, the green and magenta curves are not
exactly the same for this example.
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the magenta curve. This is unsurprising because even though these two examples have the
same signal to noise ratio, the current one has more variables sharing the limited source of
signal. As a consequence, it is more difficult for the DWD/SVM classification directions to
correctly rank the variables. In addition, DWD loading seems to make fewer misorderings
in the example than SVM.
A remark is that if we interchange the labels of positive and negative classes, the
resulting DWD/SVM direction vector ω∗ would be the opposite vector to the original
vector ω. To see this, the original classification rule is defined as sign(x′ω + b) and the
new one sign(x′ω∗ + b) = −sign(x′ω + b) = sign(x′(−ω) + (−b)). Here |ω| = |ω∗| = 1.
Hence we have ω∗ = −ω. This means that the sign of the loadings could be interchangeable
and are irrelevant to the overall classification impact of the variables. Here we use some
ideal examples where the signal is taken on the same direction, i.e., the variable-wise
within-group means for the signal variables in the positive group are all positive, etc. In
real applications, we expect signal will take different directions for different variables. For
the reason above, we propose to use the sorted absolute loadings to give the ordering.
The Two-Level example (Example 3.2) we discuss in this section is a sparse signal
setting, where only a small part of the variables have signal while the others have no signal.
We also consider two intermediate cases, one with a signal that decays exponentially along
the variable index, and the other one with a signal that decays like a power of the variable
index. Although the results are not shown here, they both suggest that ordering the
variables according to DWD, or some other classification direction, loadings is reasonable.
As mentioned in Section 1.2, ranking of the classification coefficients is actually implic-
itly used by the Penalty-based variable selection methods. There all the coefficients are
shrunken towards 0 while the large coefficients (in absolute value) are eventually selected.
Here we use the coefficient ranking as a starting point of our method, in order to give a
variable ordering, instead of taking the ranking as an endpoint.
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3.5.3.2 Variable Score and Re-ordering
For variable i, we now summarize the results of the test which contains variable i. First
we define a continuous piecewise significance function s(p) : (0, 1) 7→ (0, 1),
s(p) =


0 if p > 0.1,
−(log10(p) + 1)/2 if p ∈ [0.001, 0.1],
1 if p < 0.001.
The significance function s(p) maps the log scaled p-value of each significance test to a
continuous range which is 1 if the result is highly significant or 0 if non-significant.
MSD with dwd ordering
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Figure 3.23: A demonstrative MSD for the Three-Level example (Example 3.1) with sorted
absolute DWD loadings as the initial ordering. The yellow region covers all the windows
which include vairable #200.
Let G be a variable set for a moving window. The cardinality of G, |G|, is the size
of the variable set. Let sG = s(p-value of the test for G). Now for each variable i we
define a variable score that summarizes the p-values over all the windows (variable sets)
100
that contains variable i. For example, in Figure 3.23, the yellow region represents all the
windows which contains vairiable #200. Take GSi to be the size-weighted average of the
significance sG’s over variable sets that involve variable i,
GSi =
∑
{G:i∈G}[
1
|G|sG]∑
{G:i∈G}
1
|G|
. (3.7)
The variable score for variable i is a nonparametric statistic which approximately mea-
sures the averaged significant levels for variable i. The numerator of GSi is the sum of
sG, divided by the size of G, for all subsets G that include variable i. We take a factor of
1/|G| because there are |G| many variables in set G which contribute to the significance of
test, i.e., sG. Thus variable i will be counted for up to 1/|G| partitions of contribution to
the result for set G. The maximum of GSi is 1 only when sG = 1 for all G which contain
variable i.
We calculate the variable score for each variable, which will give us an ordering of the
variables other than the initial ordering. We reorder the variables using the variable scores
given by (3.7), redraw the MSD, and recompute a new set of variable scores. This process
is iterated until the variable order does not change after one re-ordering.
Figure 3.24(a) shows a typical plot of variable scores against the variable indices for
the Three-Level example (Example 3.2) with the initial ordering based on the SAM scores.
We also define a family of restricted variable scores, indexed by the threshold SC,
GSSCi =
∑
{G:i∈G,|G|<2SC+1}[
1
|G|sG]∑
{G:i∈G,|G|<2SC+1}
1
|G|
.
This is the variable score based on the windows restricted to the scale not greater than SC,
i.e., the variable score summarizes all the results from the tests which contain less than or
equal to 2SC + 1 variables. We call them the restricted variable scores if 0 < SC < d
2
− 1,
and the variable score defined by (3.7) the unrestricted variable score, which is a special
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Figure 3.24: Demonstrative variable score plots for the Three-Level example (Example
3.2) with the initial ordering based on the SAM scores. The left panel (a) displays the
(unrestricted) variable scores while the right panel (b) displays the (restricted) variable
scores with SC = 5, 10, 20, 50, 100, 200, 499.
case when SC ≈ d
2
. The insight of the family of restricted variable scores is that they collect
the information about a variable from those tests with varying scale, from the relatively
small scale where the subtle contribution of variable scores can be better captured, to the
relatively large scale where more variables are taken into account simultaneously. Figure
3.24(b) is an example of the restricted variable score for the Three-Level example (Example
3.1).
On one hand, the restricted variable scores might be more accurate in determining
the significance of variables. On the other hand, variable scores restricted to small scales
might lose the power that our MVS method borrows from considering a number of vari-
ables simultaneously. One alternative is to look into the whole family of the restricted
variable scores with different scales, SC, instead of only the variable score restricted to one
particular scale.
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3.5.4 Remarks
The main contribution of Section 3.5 is the proposal of a multiscale display, which
targets the issue of whether there exist joint effects among multiple variables, how to
detect them, and how to visualize them and appropriately assess them.
A complete significance analysis of the variables should consider all possible subsets of
the total d variables. However the total number of different nonempty subsets is 2d − 1.
As is well known from all subset regression contexts, this could make any method which
considers all different subsets of variables suffer from the Curse of Dimensionality (CoD).
For example, with d = 100 (which is far smaller than most microarray datasets), the
complete analysis should consider 2100 − 1 = 1.26 × 1030 sets of variables. Our MVS
method provides a first attempt at an alternative to this CoD problem. It can give major
improvements, in finding groups of important variables, over marginal methods, such as
SAM.
As discussed earlier, the resulting MSD color map depends on the initial ordering. One
goal of the MVS re-ordering scheme is to find an optimal ordering, based on which the MSD
color map can capture the most information. To achieve this goal, we define a variable
score which summarizes the impact of each variable on the significance tests based on the
variable subsets that contain it.
As a remark, one possible approach to improving MVS is to replace the Mean Difference
χ2 test by the SigJEff test, to evaluate the pure joint effects, or simply a different type
of hypothesis test based on the Mahalanobis test (using an appropriate notion of null
distribution other than within-class permutation as done by SigJEff). Again here we focus
on introducing the framework of MVS. The versatility of MVS is embedded in the different
possible choices of the test and we prefer to leaving the exploration of the test as a future
research direction.
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3.6 Conclusion and Future Directions
Chapter 3, we propose a novel procedure to perform pairwise variable selection via
assessing pure joint effects among pairs of variables on classification. To focus on the pure
joint effects, we use a within-class permutation and select pairs and individual variables
based on the SigJEff procedure. Our method can be extended to more than two vari-
ables, by calculating the Mahalanobis distances using within-class permutation for all the
variables involved.
Our method provides new statistical insight as to how variables work together to show
population differences. One can extend our procedure to a sequence of tests to find more
layers of joint effects, by testing the additional effect of one more variable over d0 given
variables. In fact, this can be done by a modification of SigJEff: keeping the d0 variables
and only permuting the values on the additional variable.
Other interesting future research directions include the development of algorithms for
fast SigJEff implementation, the extension of the current procedure to Multiscale Variable
Selection (see the next paragraph), a thorough study of theoretical properties of our ap-
proach, such as the size and power of the SigJEff procedure. Another research direction is
to study the theoretical properties of biFDR.
In Section 3.5, we briefly introduce the framework of MSD and MVS. MSD is an ambi-
tious procedure to explore joint effects of genes (variables) by incorporating as much infor-
mation as possible and considering the classification impact of a variable in a multi-scale
way. MVS is a variable selection method based on MSD, by iteratively summarizing the
MSD color map and providing a new ordering at each step. The motivation of MSD/MVS
is to find variables that individually are weak but have strong joint effects. The main
assumption of MSD is that given an ordered list of variables, variables that are close to
each other on the given list are supposed to have a certain level of joint effects, which
is evaluated by multivariate hypothesis tests in a moving window. Despite the difference
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of the procedures between SigJEff and MSD/MVS, they do have the common goal and
SigJEff can be viewed as a very simple case of MSD/MVS, where only bivariate effects are
considered.
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Appendices
For Theorem 2.1, Corollary 2.1 and Theorem 2.3, we only outline the main steps of the
proofs. Readers can refer to Qiao et al. (2008) for technical details.
Proof of Theorem 2.1:
Let Z+d = Λ
+
d
−1/2
V +d
T
X+d = [z
+
1 , · · · , z+n+ ], where z+k = [z+1k, · · · , z+dk]T is the k-th col-
umn. Each column of Z+d is independently and identically distributed as an underlying
d-dimensional distribution with identity covariance matrix Id, where Λ
+
d and V
+
d form the
eigenvalue-decomposition of the covariance matrix, Σ+d = V
+
d Λ
+
d V
+
d
T
. Define the relative
eigenvalue by λ˜+i,d = λ
+
i,d/(Σ
d
i=1λ
+
i,d). The sphericity condition in Assumption 2.1 is equiv-
alent to Σdi=1(λ˜
+
i,d)
2 → 0, as d → ∞. Note that relative eigenvalues sum up to 1, i.e.,
Σdi=1λ˜
+
i,d = 1.
From the representation in (2.7), 1
σ2
d
S+D,d =
1
Σdi=1λ
+
i,d
Σdi=1(λ
+
i,dW
+
i,d) = Σ
d
i=1(λ˜
+
i,dW
+
i,d). The
k−th diagonal element of 1
σ2
S+D,d can be expressed as Σ
d
i=1λ˜
+
i,d(z
+
ik)
2, where the z+ik’s (i =
1, · · · , d) are independent distributed with mean 0 and unit variance. And the (k, l)-th
off-diagonal element of 1
σ2
d
S+D,d can be expressed as Σ
d
i=1λ˜
+
i,d(z
+
ikz
+
il ), where all z
+
ik’s and z
+
il ’s
are independent (i = 1, · · · , d), with mean 0 and unit variance.
Firstly, for diagonal element, E[Σdi=1λ˜
+
i,d(z
+
ik)
2] = Σdi=1λ˜
+
i,d = 1. By Chebyshev’s inequal-
ity, for any ε > 0 and the uniform fourth moment bound M for zi’s, Pr(|Σdi=1λ˜+i,d(z+ik)2−1| >
ε) ≤ ε−2var(Σdi=1λ˜+i,d(z+ik)2) ≤ ε−2MΣdi=1(λ˜+i,d)2 → 0, as d → ∞. Secondly, for off-
diagonal element, E[Σdi=1λ˜
+
i,d(z
+
ikz
+
il )] = 0. By Chebyshev’s inequality, for any ε > 0,
Pr(|Σdi=1λ˜+i,d(z+ikz+il )− 0| > ε) ≤ ε−2var(Σdi=1λ˜+i,d(z+ikz+il )) = ε−2Σdi=1(λ˜+i,d)2 → 0, as d→∞.
To summarize the analysis above, each element of 1
σ2
d
S+D,d converges to the counterpart of
the identity matrix In in probability as d→∞.
Note that when each column of X+d follows multivariate Gaussian distribution, so is
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z+k , the k-th column of Z
+
d . Hence, with identity covariance matrix of z
+
k , its entries,
z+ik(i = 1 · · · d), are independent, which satisfies the independence condition.
Proof of Corollary 2.1
Let x+j = (x
+
1j, · · · ,x+dj)T , j = 1, · · · , n+, be the jth column of the data matrix X+.
Let x−j = (x
−
1j, · · · ,x−dj)T , j = 1, · · · , n−, be the jth column of the data matrix X−. The
squared distance between x+k and x
+
l , rescaled by (dσ
2
d)
−1 is 1
dσ2
d
‖x+k −x+l ‖2 = 1dσ2
d
Σdi=1(x
+
ik−
x+il )
2 = 1
dσ2
d
Σdi=1(x
+
ik)
2 + 1
dσ2
d
Σdi=1(x
+
il )
2 − 2
dσ2
d
Σdi=1xikxil. The first and second terms on the
right hand side are the k-th and l-th diagonal elements of 1
σ2
d
S+D,d respectively, which were
proved to converge to 1 in probability as d → ∞ in Theorem 2.1. The third term is the
(k, l)-th off-diagonal element of 1
σ2
d
S+D,d, which converges to 0 in probability as d → ∞.
Thus 1
dσ2
d
‖x+k − x+l ‖ → 2, in probability as d→∞.
Lemma A.1. Assume that Σdi=1(λ
+
i,d)
2, Σdi=1(λ
−
i,d)
2 → 0, as d → ∞ and that Σdi=1λ+i,d =
Σdj=1λ
−
j,d = 1. Denote U = [uij]i,j=1,··· ,d as an arbitrary d × d orthogonal matrix. Then it
holds that Σdi=1Σ
d
j=1u
2
i,jλ
+
i,dλ
−
j,d → 0, as d→∞.
Proof of Lemma A.1: Note that sum of squared entries in each column and row of U is 1.
By the Cauchy-Schwarz inequality,
Σdi=1Σ
d
j=1u
2
i,jλ
+
i,dλ
−
j,d =Σ
d
i=1λ
+
i,d(Σ
d
j=1u
2
i,jλ
−
j,d) ≤ Σdi=1λ+i,d[Σdj=1(λ−j,d)2]
1
2 (Σdj=1u
4
i,j)
1
2
≤Σdi=1λ+i,d[Σdj=1(λ−j,d)2]
1
2 (Σdj=1u
2
i,j)
1
2 = Σdi=1λ
+
i,d[Σ
d
j=1(λ
−
j,d)
2]
1
2
=[Σdj=1(λ
−
j,d)
2]
1
2Σdi=1λ
+
i,d = [Σ
d
j=1(λ
−
j,d)
2]
1
2 → 0, as d→∞.
Proof of Theorem 2.2
Let x+j = (x
+
1j, · · · ,x+dj)T , j = 1, · · · , n+, be the jth column of the data matrix X+.
Let x−j = (x
−
1j, · · · ,x−dj)T , j = 1, · · · , n−, be the jth column of the data matrix X−. The
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squared distance between x+k and x
−
l is
‖x+k − x−l ‖2 =Σdi=1
{
[x+ik − E(x+i· )]− [x−il − E(x−i· )] + [E(x+i· )− E(x−i· )]
}2
(A.1)
=Σdi=1(x˙
+
ik)
2 + Σdi=1(x˙
−
il )
2 − 2Σdi=1(x˙+ik)(x˙−il ) (A.2)
+ Σdi=1[E(x
+
i· )− E(x−i· )]2 + 2Σdi=1[E(x+i· )− E(x−i· )][x˙+ik − x˙−il ]. (A.3)
Here x˙+ik = x
+
ik − E(x+i· ) and x˙−il = x−il − E(x−i· ) are the ith entries on the kth and lth
columns of the de-meaned data matrices X˙+ and X˙−.
The first two terms in (A.2), rescaled by (dσ2d)
−1 and (dτ 2d )
−1 respectively, are the kth
and lth diagonal entries of 1
σ2
d
S+D and
1
τ2
d
S−D. By the proof of Theorem 2.1, both converge to
1 in probability as d→∞. Thus, for any ε > 0, Pr(|1
d
Σdi=1(x˙
+
ik)
2−σ2| ≥ ε)→ 0, as d→∞
and Pr(|1
d
Σdi=1(x˙
−
il )
2 − τ 2| ≥ ε)→ 0, as d→∞.
The third term, Σdi=1(x˙
+
ik)(x˙
−
il ), is the inner product of x˙
+
k and x˙
−
l , the k-th column
of the de-meaned data matrix X˙+, and the l-th column of the de-meaned data matrix
X˙−. Recall that we can write x˙+k = V
+Λ+
1/2
z+k , where z
+
k = (z
+
1 , · · · , z+d )T is a d di-
mensional vector from a distribution with the identity covariance matrix and zero mean.
So is x˙−l = V
−(Λ−)1/2z−l , where z
−
l = (z
−
1 , · · · , z−d )T . Let U = [uij]i,j=1,··· ,d = V +TV −.
Define the relative eigenvalues by λ˜+i,d = λ
+
i,d/Σ
d
i=1λ
+
i,d and λ˜
−
j,d = λ
−
j,d/Σ
d
j=1λ
−
j,d. Then
(dσdτd)
−1Σdi=1(x˙
+
ik)(x˙
−
il ) becomes
(dσdτd)
−1[z+1 , · · · , z+d ](Λ+)
1
2V +
T
V −(Λ−)
1
2 [z−1 , · · · , z−d ]T
=(Σdi=1λ
+
i,d)
− 1
2 (Σdj=1λ
−
j,d)
− 1
2Σds=1Σ
d
t=1us,tz
+
s z
−
t
√
λ+s,dλ
−
t,d
=Σds=1Σ
d
t=1us,tz
+
s z
−
t
√
λ˜+s,dλ˜
−
t,d
The expectation of Σds=1Σ
d
t=1us,tz
+
s z
−
t
√
λ˜+s,dλ˜
−
t,d is 0. Thus by Chebyshev’s inequality,
Pr[|Σds=1Σdt=1us,tz+s z−t
√
λ˜+s,dλ˜
−
t,d| ≥ ε]
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≤ε−2E(Σds=1Σdt=1us,tz+s z−t
√
λ˜+s,dλ˜
−
t,d)
2
=ε−2Σds=1Σ
d
t=1u
2
s,tλ˜
+
s,dλ˜
−
t,d
Since U is the product of two orthogonal matrix U = V +
T
V −, U is itself orthogonal.
The relative eigenvalues satisfy the condition in Lemma A.1. Thus by Lemma A.1,
Pr[|Σds=1Σdt=1us,tz+s z−t
√
λ˜+s,dλ˜
−
t,d| ≥ ε] → 0, as d → ∞. Thus (dσdτd)−1Σdi=1(x˙+ik)(x˙−il ) con-
verges to 0 in probability as d → ∞. Further, since σ2d → σ2 < ∞ and τ 2d → τ 2 < ∞,
1
d
Σdi=1(x˙
+
ik)(x˙
−
il )→ 0 in probability as d→∞.
The fourth term is the squared distance between means, which is defined as dµ2.
The last term can be decomposed into two components: Σdi=1[E(x
+
i· ) − E(x−i· )]x˙+ik
and Σdi=1[E(x
+
i· ) − E(x−i· )]x˙−il . Let δi = E(x+i· ) − E(x−i· ). Note that Σdi=1δ2i = dµ2.
Each component, after being rescaled by d−1, can be shown to converge to 0 in prob-
ability as d → ∞. For example, the first component, rescaled by (dσd)−1, becomes
1
dσd
Σdi=1[E(x
+
i· ) − E(x−i· )]x˙+ik = 1
d
1
2
√
1
dσ2
d
Σdi=1δix˙
+
ik =
1
d
1
2
Σdi=1δiΣ
d
s=1v
+
i,s
√
λ˜+s,dz
+
s . By Cheby-
chev’s inequality,
Pr(| 1
d
1
2
Σdi=1δiΣ
d
s=1v
+
i,s
√
λ˜+s,dz
+
s | > ε)
≤ε−2E( 1
d
1
2
Σdi=1δiΣ
d
s=1v
+
i,s
√
λ˜+s,dz
+
s )
2 =ε−2
1
d
E(Σds=1Σ
d
i=1δiv
+
i,s
√
λ˜+s,dz
+
s )
2
=ε−2
1
d
Σds=1(Σ
d
i=1δiv
+
i,s)
2λ˜+s,dE(z
+
s )
2 =ε−2
1
d
Σds=1(Σ
d
i=1δiv
+
i,s)
2λ˜+s,d
≤ε−2 1
d
Σds=1(Σ
d
i=1δiv
+
i,s)
2max
i
(λ˜+i,d) =ε
−2µ2max
i
(λ˜+i,d)→ 0, as d→∞.
Note that Σds=1(Σ
d
i=1δiv
+
i,s)
2 = Σdi=1δ
2
i = dµ
2 because V + is an orthogonal matrix, which
keeps the norm of δ after transformation. Hence the first component Σdi=1[E(x
+
i· ) −
E(x−i· )]x˙
+
ik, rescaled by d
−1, converges to 0 in probability as d → ∞. And so does the
second component Σdi=1[E(x
+
i· )− E(x−i· )]x˙−il .
To summarize the analysis above, 1
d
‖x+k − x−l ‖2 → σ2 + τ 2 + µ2, in probability, as
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d→∞.
Proof of Theorem 2.3:
Recall that the DWD hyperplane cut-off point P ∗ satisfies (2.12): α
∗
β∗
=
(
w+n+
w−n−
)1/2
.
Let X+0 be a new data point from the X+-population. It was shown in Hall et al. (2005)
that the rescaled squared distance of X+0 from O
+ and O− are σ2(1 + n−1+ ) and µ
2 + σ2 +
τ 2/n− respectively, and it was known that the squared distance between O+ and O− was
µ2 + σ2/n+ + τ 2/n−. Let P be the projection of X+0 to the line O
+O−, with distances to
the two centroids being α and β, as diagrammed in Figure A.1. It was shown by a series
of geometric calculations in Hall et al. (2005) that α
β
= σ
2/n+
µ2+τ2/n−
when P lies on the real
cut-off point P ∗.
The point X+0 will be correctly classified as X+ type if it lies on the same side of the
DWD hyperplane as O+, i.e., if
σ2/n+
µ2 + τ 2/n−
<
(
w+n
+
w−n−
)1/2
. (A.4)
It will be wrongly classified as X− if
σ2/n+
µ2 + τ 2/n−
>
(
w+n
+
w−n−
)1/2
. (A.5)
The first and second parts of Theorem 2.3 follows (A.4) and (A.5) instantaneously. Now
assume that σ2/[n
3/2
+ w
1/2
+ ] ≥ τ 2/[n3/2− w1/2− ]. This ensures the non-negativity of (n−w−/n+w+)
1
2σ2/n+
−τ 2/n−, the right hand side of the inequality in the first and second parts. Furthermore,
suppose that we have a data point X−0 from the X−-population. By the inequality above,
τ2/n−
σ2/n+
≤
(
w−n−
w+n+
)1/2
.
Then for any positive µ2 we have τ
2/n−
µ2+σ2/n+
< τ
2/n−
σ2/n+
≤
(
w−n−
w+n+
)1/2
, i.e., X−0 will always
be classified as belonging to X−. Theorem 2.3 simply combines the analysis above.
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Figure A.1: Projection point P of new data point X ′(d), DWD cut-off point P ∗. α and β
are distances of O+ and O− to P respectively.
Proof of Theorem 2.4:
Denote the centroids of the (n+ − 1)-simplex from X+ as On++ and the (n− − 1)-
simplex from X− as On
−
− . Also denote the population means of X+ and X− as O∞+
and O∞− respectively. In the large d-limit, the expected squared distance, rescaled by
d−1, between On
+
+ and O
n−
− is µ
2 + σ2/n+ + τ 2/n−. If we consider k more data vec-
tors from X+, the expected squared distance, rescaled by d−1, between the centroids
O
(n++k)
+ , of the new (n
+ + k − 1)-simplex, and the centroid On−− , of the (n− − 1)-simplex
is µ2 + σ2/(n+ + k) + τ 2/n−. Also the expected squared distance, rescaled by d−1, be-
tween On
+
+ and O
(n++k)
+ is
(
k
n+(n++k)
)
σ2. This can be shown by calculating the distance
between the two (n+ + k)-dimensional vectors,
√
dσ(n−1+ , n
−1
+ , · · · , n−1+︸ ︷︷ ︸
n+
, 0, 0, · · · , 0︸ ︷︷ ︸
k
)T and
√
dσ((n+ + k)−1, (n+ + k)−1, · · · , (n+ + k)−1︸ ︷︷ ︸
n++k
)T , which are the centroids of the (n+ − 1)-
simplex {√d(1, 0, · · · , 0︸ ︷︷ ︸
n+
, 0, · · · , 0︸ ︷︷ ︸
k
), · · · , √d(0, · · · , 0, 1︸ ︷︷ ︸
n+
, 0, · · · , 0︸ ︷︷ ︸
k
)} and the (n+ − 1 + k)-
simplex {√d(1, 0, · · · , 0︸ ︷︷ ︸
n++k
), · · · , √d(0, · · · , 0, 1︸ ︷︷ ︸
n++k
)} respectively.
Thus by the Pythagorean theorem, On
+
+ O
(n++k)
+ , O
n+
+ O
n−
− and O
(n++k)
+ O
n−
− form a
right triangle, with On
+
+ O
n−
− being the hypotenuse. And it follows that the angle be-
tween O
(n++k)
+ O
n−
− and O
n+
+ O
n−
− becomes approximately cos
−1
(
µ2+σ2/(n++k)+τ2/n−
µ2+σ2/n++τ2/n−
) 1
2
. Let
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k →∞. O(n++k)+ converges to O∞+ . Thus the angle between O∞+ On−− and On++ On−− becomes
cos−1
(
µ2+τ2/n−
µ2+σ2/n++τ2/n−
) 1
2
.
In the same manner, consider l more data vectors from X−, and let l → ∞. Then
the angle between O∞+ O
∞
− and O
n+
+ O
n−
− is cos
−1
(
µ2
µ2+σ2/n++τ2/n−
) 1
2
, i.e., the angle between
the direction joining the means of two populations and the DWD direction joining the
centroids of the (n+ − 1)-simplex X+(d) and the (n− − 1)-simplex X−(d) becomes θ =
cos−1
(
µ2
µ2+σ2/n++τ2/n−
) 1
2
.
Proof of Theorem 2.5:
For any fixed x, the conditional risk is
E[W (Ys)V (Ysf)|Xs = x] = ps(x)W (+1)V (f(x)) + (1− ps(x))W (−1)V (−f(x)).
Here the DWD loss V (·) is defined in (2.16). For simplicity, we writeR(f) = psW (+1)V (f)+
(1−ps)W (−1)V (−f). Then f ∗ is obtained by solvingR′(f) = 0, whereR′(f) = psW (+1)1V ′(f)−
(1− ps)W (−1)V ′(−f). Straightforward computations give
V (f) =


2
√
C − Cf if f ≤ 1√
C
1
f
otherwise,
and V (−f) =


2
√
C + Cf if f ≥ − 1√
C
− 1
f
otherwise.
We can show that, for fixed ps, R(f) is continuous and differentiable everywhere and
R(f) is convex in [−∞,∞], i.e., R′(f) is nondecreasing. By directly solving the equation
R′(f) = 0, we get f ∗, the minimizer of R(f) as
f ∗ =
1√
C
·


√
psW (+1)
(1−ps)W (−1) if
psW (+1)
(1−ps)W (−1) > 1
0 if psW (+1)
(1−ps)W (−1) = 1
−
√
(1−ps)W (−1)
psW (+1)
if psW (+1)
(1−ps)W (−1) < 1.
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Note when psW (+1)
(1−ps)W (−1) = 1, f
∗ can take any value in [−
√
(1−ps)W (−1)
CpsW (+1)
,
√
psW (+1)
C(1−ps)W (−1) ].
We choose 0 here for convenience. Therefore, the minimizer of R(f) satisfies sign[f ∗] =
sign
[
psW (+1)
(1−ps)W (−1) − 1
]
= sign
[
psW (+1) − (1 − ps)W (−1)
]
= sign
[
ps{W (+1) +W (−1)} −
W (−1)] = sign[ps > W (−1)W (+1)+W (−1)] = φ∗.
Proof of Theorem 3.1:
Denote X = {X1, X2, · · · , Xn} as a random sample from N2(µ±, I), and MD∗ as any
Mahalanobis distance of the given sample with or without the within-class permutation.
Then MD∗ is a continuous random variable in [0,+∞). Let F denote the CDF of its
distribution. By definition, a realization of the theoretical SigJEff p-value can be expressed
as t = Pr(MD∗ > MD) = F (MD∗), where MD is the Mahalanobis distance of the given
sample. Then by the probability integral transformation theorem, the distribution of the
random variable T = F (MD) is,
P (T ≤ t) = P [F (MD) ≤ t]
= P [MD ≤ F−1(t)]
= F [F−1(t)]
= t.
We can conclude that the SigJEff p-value is distributed as the Uniform [0,1].
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