Abstract.-In Bayesian phylogenetic analyses of genetic data, prior probability distributions need to be specified for the model parameters, including the tree. When Bayesian methods are used for molecular dating, available tree priors include those designed for species-level data, such as the pure-birth and birth-death priors, and coalescent-based priors designed for population-level data. However, molecular dating methods are frequently applied to data sets that include multiple individuals across multiple species. Such data sets violate the assumptions of both the speciation and coalescent-based tree priors, making it unclear which should be chosen and whether this choice can affect the estimation of node times. To investigate this problem, we used a simulation approach to produce data sets with different proportions of withinand between-species sampling under the multispecies coalescent model. These data sets were then analyzed under purebirth, birth-death, constant-size coalescent, and skyline coalescent tree priors. We also explored the ability of Bayesian model testing to select the best-performing priors. We confirmed the applicability of our results to empirical data sets from cetaceans, phocids, and coregonid whitefish. Estimates of node times were generally robust to the choice of tree prior, but some combinations of tree priors and sampling schemes led to large differences in the age estimates. In particular, the pure-birth tree prior frequently led to inaccurate estimates for data sets containing a mixture of inter-and intraspecific sampling, whereas the birth-death and skyline coalescent priors produced stable results across all scenarios. Model testing provided an adequate means of rejecting inappropriate tree priors. Our results suggest that tree priors do not strongly affect Bayesian molecular dating results in most cases, even when severely misspecified. However, the choice of tree prior can be significant for the accuracy of dating results in the case of data sets with mixed inter-and intraspecies sampling. [Bayesian phylogenetic methods; model testing; molecular dating; node time; tree prior.]
Developments in studying the timescale and dynamics of evolution are increasingly blurring the traditional distinction between the phylogenetic and population genetic domains. The rise of methods for molecular biogeography and species delimitation, along with the advances in high-throughput sequencing technology, have led to a greater focus on data sets that comprise multiple individuals across multiple species (e.g., Lamichhaney et al. 2015) . As a consequence, molecular dating methods are frequently applied to data sets containing multiple individuals per species. This might be done, for example, as an initial stage in investigations of groups with unknown or disputed species boundaries (e.g., Guiher and Burbrink 2008; Richards et al. 2013; Huang et al. 2014; Sánchez-Ramírez et al. 2015; Tornabene et al. 2015) , as a requirement of methods for molecular biogeography or species delimitation (Bloomquist et al. 2010; Fujisawa and Barraclough 2013) , or else in a general attempt to improve the robustness of the analysis (e.g., Fulton and Strobeck 2010b) .
The behavior of mixed inter-and intraspecies data sets in molecular dating analysis is generally not well understood. One area of particular concern is the effect of the tree prior under the many popular Bayesian dating frameworks. Bayesian phylogenetic methods are among the most widely used tools for estimating evolutionary divergence times. These methods can estimate posterior probabilities for evolutionary histories given available genetic data, and account for uncertainty in date estimates through co-estimation with and integration over other model parameters (Dos Reis et al. 2016 ). Common to all Bayesian inference is the requirement to supply a prior probability distribution over the space of hypotheses being considered, representing our beliefs regarding their probabilities before any new observations are made. Accordingly, Bayesian phylogenetic methods require the specification of prior beliefs for substitution model parameters, evolutionary rates, node times, and tree topology. The priors on the topology and node times are normally specified as a joint density, referred to as the tree prior (Heath and Moore 2014) .
The problem of specifying tree priors is one of the central challenges in Bayesian molecular dating. This was first done by using a result for the joint density of labeled phylogenetic histories and node times produced by a reconstructed constant-rates birth-death process (Rannala and Yang 1996) . Birth-death priors used in molecular dating give the density of a timeresolved phylogeny reconstructed from a sample of extant species, given per-lineage rates of speciation (birth) and extinction (death) that are constant through time (Feller 1939; Kendall 1949; Thompson 1975; Nee et al. 1994) . The birth and death rates, or functions thereof, are themselves typically given prior distributions, resulting in a hierarchical Bayesian framework. A special case of the birth-death process, the pure-birth or Yule process (Yule 1924; Edwards 1970) , is often used for cases in which extinction rates are expected to be negligible. Further research has led to substantial refinement and extension of the original framework of the birth-death model of speciation. Yang and Rannala (1997) initially extended the model to account for incomplete taxon sampling, based on the work by Nee et al. (1994) ; this was further refined by Höhna et al. (2011) to allow for differing sampling strategies. Later developments have included priors for birth-death trees with sequentially sampled tips (Stadler and Yang 2013) ; approaches to relaxing the assumption of constant diversification and extinction rates (reviewed by Stadler 2013); tree priors conditioned on calibration densities (Heled and Drummond 2012; Heled and Drummond 2015) ; and explicit incorporation of fossilization in the branching process .
Alongside these developments, the Bayesian dating framework has also been adapted to population genetic studies through the use of tree priors based on the coalescent (Kingman 1982; Kuhner et al. 1995) . Coalescent tree priors are parameterized with respect to a model of demographic change through time.
The simplest such models are those that assume a deterministic process of population change, such as a constant size (Kuhner et al. 1995) or exponential growth (Kuhner et al. 1998) . Later developments, such as the Bayesian skyline model , allow the population size to vary stochastically through time (Ho and Shapiro 2011) .
Mixed inter-and intraspecies data sets of the kind used in species-delimitation methods pose difficulties for the existing range of tree priors because they possess characteristics of both species-level and populationlevel data sets, meaning that both the speciation and coalescent priors are misspecified. In these cases, the practical question arises of whether the choice of tree prior has any effect on the accuracy and precision of resulting date estimates and, if so, whether there is any way of determining which prior is most appropriate to a given data set.
Mixed data sets could also provide an interesting test case for studying the potential of tree priors to affect Bayesian divergence-time estimation in general.
There have been few investigations of the impact of tree priors on divergence-time estimation in comparison with other aspects of Bayesian methods, probably because conventional choices are generally limited to the constant-rate birth-death prior for species-level data sets and the various coalescent priors for populationlevel data. The first study to make use of tree priors (Rannala and Yang 1996) reported that results obtained using a birth-death tree prior were robust to variation of the birth rate. Lepage et al. (2007) compared estimated node times and model fit for the uniform, Dirichlet, and birth-death priors on node times, finding the overall impact of tree-prior choice to be small compared with the effect of the prior on branch rates. A simulationbased investigation by Ho et al. (2005) found that varying the birth and death rates in the birth-death tree prior led to changes in the inferred branch rates.
A later investigation found the birth-death prior to be more suitable for shallow and balanced phylogenies, whereas the Dirichlet prior was more suitable for long trees (Brown and Yang 2010) . The choice of speciation or coalescent tree priors has been found to be important for estimating epidemiological parameters from viral data (Boskova et al. 2014 ) but does not appear to affect the numbers of entities identified by coalescentbased species delimitation methods (Parmakelis et al. 2013; Talavera et al. 2013) . Popular software generally addresses the potential for tree prior misspecification by using a hierarchical Bayesian approach with extremely diffuse hyperpriors by default. This leads to the expectation that the signal from the prior should be easily dominated by the data even if somewhat misspecified. However, there is wide variation in information content among phylogenetic data sets. The degree to which the tree prior can affect dating analyses, both in general and in the specific case of mixed interand intraspecies data sets, remains unknown.
In order to investigate the impact of the tree prior on heterogenous data sets, we used a simulation approach to generate data sets with different distributions of sampled individuals among species. We analyzed these under two speciation priors (the pure birth and general birth-death) and two coalescent priors (the constantsize and skyline coalescent). For each sampling scenario, we assessed the estimates of node times for coverage, accuracy, precision, and model fit, and examined the effect of increasing sequence length. Our findings were then confirmed using three empirical data sets. We found substantial differences in performance between speciation and coalescent tree priors across different sampling scenarios.
MATERIALS AND METHODS

Simulations
We conducted a simulation study in order to investigate the impact of the tree prior on analyses of data sets with differing ratios of within-species to betweenspecies sampling. We considered five scenarios in which 50 sequences were sampled evenly from 1, 2, 5, 25, and 50 species. Additionally, to assess how the effect of the tree prior varied with the information content of the data set, our simulations of sequence evolution were selected at one of two target levels of variable sites, out of a total sequence length of 10 kb. For the first analysis (LOW information), we selected samples with 300-700 variable sites, whereas for the second (HIGH information) we selected samples with 3000-7000 variable sites. We generated 100 replicate alignments for each of the five speciation scenarios and two information levels, resulting in a total of 1000 sequence alignments.
Trees were simulated and functions modified from the package Phybase v1.4 (Liu and Yu 2010) within the R framework for statistical computing v3.1.0 (R Core Team 2013). Species trees were simulated under 415 a pure-birth model (birth rate = 4, death rate = 0) using the package GEIGER v2.0.6 (Harmon et al. 2008) . A single gene tree was simulated within each species tree under the multispecies coalescent with constant population size (theta = 0.0025) using functions modified from Phybase. Gene trees were rescaled to a height of 10 units for consistency, and rate variation among branches was simulated for each tree under an uncorrelated lognormal relaxed clock in the R package NELSI v0.2 (Ho et al. 2015) . NELSI rescales branches according to these branch rates to produce phylograms. Sequence evolution was simulated on these phylograms under a Jukes-Cantor substitution model (Jukes and Cantor 1969) in the package phangorn v2.0.3 (Schliep 2011) .The number of informative sites was controlled by adjusting the mean of the uncorrelated lognormal distribution to enrich for the HIGH and LOW levels, generating 1000 alignments for each scenario and information level, and selecting 100 replicates at random from the alignments that fell within the target ranges of the numbers of informative sites.
Node times for each sequence alignment were estimated under the pure-birth, birth-death, constantsize coalescent, and skyline coalescent priors in BEAST v2.2.0 (Bouckaert et al. 2014) . Each analysis was carried out using the Jukes-Cantor substitution model and an uncorrelated lognormal relaxed clock (Drummond et al. 2006 ). We used a uniform (0,1000) hyperprior for the birth rate in the speciation models, and a gamma (1,1000) hyperprior for the population size under the constantsize coalescent. Five categories were used for the skyline coalescent. A uniform (9.5, 10.5) prior was used to calibrate the age of the root. Two independent Markov chain Monte Carlo (MCMC) analyses were run for each alignment, and convergence was checked by combining the trace logs and checking for severe reductions in effective sample sizes. The combined logs were used for the final analyses. A subset of logs were also examined in Tracer v1.6.0 .
The posterior distributions of node times from each analysis were compared for coverage, accuracy, and precision. Coverage probabilities were calculated as the proportion of true node ages covered by the 95% highest posterior density (HPD) intervals for each estimated tree. Accuracy was assessed using the branch-score distance to the true tree (Kuhner and Felsenstein 1994) and the difference in values of the gamma statistic, which captures information on the dynamics of diversification (Pybus and Harvey 2000) . Precision was evaluated using the width of the 95% HPD intervals of the date estimates. For purposes of comparison, we calculated the average HPD widths across the tree expressed as proportions of the corresponding median node age estimates, which we refer to as the normalized HPD precision.
Empirical Data Sets
We estimated node times under the pure-birth, birthdeath, constant-size coalescent, and skyline coalescent tree priors for three empirical sequence alignments with different distributions of individuals among species, as described below. Divergence times were estimated in BEAST 2. Alignments were partitioned as described below, and separate substitution models and uncorrelated lognormal relaxed clocks were assigned to each subset of the data. Substitution models were selected for individual data subsets using the Bayesian information criterion in ModelGenerator v0.85 (Keane et al. 2006) . All other settings were identical to those used in our simulation study.
Whitefish.-The complete nucleotide sequences of 53 mitogenomes from the European Lake Whitefish (Coregonus lavaretus), North Sea Houting (Coregonus oxyrinchus), and American Lake Whitefish (Coregonus clupeaformis) species complexes were obtained from GenBank. The taxonomy of these groups is poorly defined due to very recent and rapid radiation and extreme phenotypic diversity. Phylogenetic analyses based on mitochondrial data frequently find C. oxyrinchus to be nonmonophyletic, with lineages distributed throughout the diversity of C. lavaretus, although it is unclear whether this accurately reflects taxonomy or is due to mitochondrial introgression (Hudson et al. 2011; Jacobsen et al. 2012 ). Small and large ribosomal RNA genes and 13 protein-coding genes were extracted from each mitogenome and concatenated (Østbye et al. 2005) to form the final alignment. We partitioned the data set into (i) rRNA genes; (ii) first and second codon positions of protein-coding genes; and (iii) third codon positions of protein-coding genes. The alignment contained 188 unique site patterns in a total of 14,021 nucleotides.
Fossil calibrations were unavailable for the whitefish data set at the desired timescale. Instead, we employed the secondary calibration used by Ritchie et al. (2016) , which was based on the molecular date estimates of Jacobsen et al. (2012) . We specified a uniform prior of 1.135-1.5 Ma for the root of the tree, representing the divergence between American and European whitefish, and 0.393-0.584 Ma for the most recent common ancestor of all the European whitefish (C. lavaretus and C. oxyrinchus). The use of secondary calibrations is sufficient for comparing analyses under different priors, despite being deprecated by some authors as a means of estimating node times (Hipsley and Muller 2014) .
Cetaceans.-Complete mitogenome sequences of 97 cetaceans, representing 47 species, were obtained from GenBank. Each species was represented by one to six individuals. The data set contained representative samples from the major groups of cetaceans, including baleen whales (Mysticeti), beaked whales (Ziphiidae), and delphinids (Delphinidae). The cetacean tree is relatively deep (~34 Ma) and numerous extinct lineages are attested in the fossil record (Uhen 2010) . We extracted the rRNA and protein-coding genes and partitioned the data set as for the whitefish data. The full alignment 416 SYSTEMATIC BIOLOGY VOL. 66 contained 5765 unique site patterns in a total of 13,766 nucleotides.
To calibrate the divergence-time analysis, we used six fossil dates taken from the study by Ho and Lanfear (2010) , originally described by Steeman et al. (2009) . Uniform priors were used for the ages of all calibrated nodes. For calibrations with a minimum age only, the maximum bound was set at the maximum age of the root (36 Ma).
Phocids.-We constructed a multi-gene alignment based on the data set reported by Fulton and Strobeck (2010b) . The final alignment of nucleotide sequences included 15 nuclear loci and 13 mitochondrial genes from 47 individuals. These represented 29 species of seals and allies, with each species being represented by one to two individuals. We partitioned the data into separate nuclear loci, mitochondrial 12S rRNA, and first and second codon positions of mitochondrial protein-coding genes. As in the original study, the third codon positions of mitochondrial protein-coding genes were not included in the analysis. The concatenated alignment included 6355 unique site patterns in 20,561 nucleotides. We applied the set of eight calibrations originally reported by Fulton and Strobeck (2010a) . These calibrations are described by normal, gamma, or lognormal distributions and include a normal prior (mean 38 Ma, standard deviation 1.5) on the age of crown Carnivora, as well as a calibration for crown Phocidae.
Model Testing
The fit of each of the four tree priors to simulated and empirical data sets was calculated by comparing marginal likelihood values estimated with the MODEL_SELECTION add-on for BEAST 2, which employs the stepping-stone sampling approach (Xie et al. 2011) . Some authors have questioned the use of Bayes factors for testing the suitability of speciation models due to the difficulty of assigning them uninformative priors (Zhang et al. 2016 ), but we consider the four priors we test here to be sufficiently distinct that it is reasonable to assume them all to be equally probable. For simulated alignments, we selected 10 of the original 100 replicates for each combination of species scenario and information level. Each analysis was run for 20 values of beta, with an alpha value of 0.3 and 10-20 million MCMC generations for each step. An initial pre-burnin of 10 million generations preceded the first step. Analyses were performed in duplicate to allow us to check that our chosen settings were sufficient to produce stable marginal likelihood estimates.
RESULTS
Simulation Study
Our simulation study investigated the effect of varying the tree prior in analyses of data sets with different evolutionary histories and sequence lengths. There was a substantial difference in computational performance between analyses using different tree priors, to the extent that sets of repeated analyses did not show mutual convergence and many did not achieve sufficient effective sample sizes within a reasonable number of MCMC generations. Failure rates were especially high for the 2-species and 5-species cases when analyzed using the pure birth and constant-size coalescent priors (Table S1 available as Supplementary Material on Dryad at http://dx.doi.org/10.5061/dryad.fb1fq). Here we only report results for those analyses that we believed to have reached convergence. In particular, analyses of the HIGH-information 5-species scenario under the pure-birth prior almost invariably failed. These results could, therefore, not be reported at all. Although this necessarily introduces an ascertainment bias into the statistics reported, we believe that this solution is conservative in that we are reporting on the trees that are most compatible with the relevant tree priors and are likely to be least affected by any misspecification.
Coverage probabilities, calculated as the proportions of estimated 95% HPD intervals that contained the true node time, were noticeably lower for the 2-and 5-species scenarios when analyzed with a pure-birth tree prior. This pattern was not observed for the 25-or 50-species scenarios, whereas the analyses of the 1-species (pure coalescent) data sets exhibited relatively low coverage probabilities across all tree priors (Fig. 1) .
Branch score accuracy was measured using the branch-score distance between the estimated and true trees. The pure-birth prior typically led to a substantial loss of accuracy compared with the birthdeath, constant-size coalescent, and skyline coalescent tree priors (Fig. 2) . No clear pattern of difference was observed between the branch-score accuracies achieved for the other tree priors (Fig. S2 presented as Supplementary Material on Dryad).
Normalized HPD precision was assessed for each treatment using the mean width of the 95% HPD intervals of the node-time estimates (standardized by dividing by the mean estimated node times) for each tree. The results varied among speciation scenarios and between information levels, making it difficult to identify any clear trends. In particular, estimates were much less precise for mixed inter-and intra-species datasets than for the 1-and 50 species controls (Fig. 3) . When estimates are compared pairwise for each given tree, those made using the birth-death prior were more precise than those made using the constant-size and skyline coalescent priors in all data sets other than the 50-species controls (Fig. 4) . However, this effect is small in comparison with the effect of the speciation scenario and information level.
The relationship between estimated and true node times under different tree priors was further examined using the gamma statistic. A gamma value close to zero indicates similarity of the tree to one produced by an ideal constant-rate pure-birth process. Trees with positive gamma values tend to be more "coalescent-like," Skyline Coalescent FIGURE 1. Mean proportion of true node times contained in 95% HPD intervals estimated using different tree priors from simulated alignments with 50 taxa divided into 1, 2, 5, 25, or 50 species. Sequence alignments were generated with either HIGH or LOW numbers of informative sites. Error bars indicate 1 standard deviation where this is large enough to represent and the upper bound does not exceed unity. The dashed line indicates missing results in the 5-species case for the HIGH information level, due to a large number of the analyses failing.
with a preponderance of shallow divergences, whereas a negative gamma value indicates numerous older divergences, similar to a sparsely sampled birth-death tree. Gamma values were calculated relative to the value for the true tree (Fig. 5) . Trees estimated using the purebirth tree prior for 2-and 5-species scenarios had lower gamma values than the true tree, drastically so in the case of the LOW information level.
The fit of the different tree priors was assessed by comparing marginal-likelihood estimates. We calculated the proportion of replicates for which each model was selected in each treatment, as well as the proportion for which no single model was strongly supported over the other candidates (Fig. 6) . The constant-size coalescent was heavily favored for the single-species control. At both information levels, the birth-death tree prior was 
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FIGURE 2. Impact of changing tree priors on the accuracy of node-time estimates from simulated alignments with 50 taxa divided into 1, 2, 5, 25, or 50 species and generated with HIGH and LOW numbers of informative sites. Numbers along the horizontal axis indicate the average change in branch score accuracy when switching from the pure-birth tree prior to the indicated tree prior. The branch score accuracy is the branch score distance between the true tree and the median-node-height estimate, inverted so that positive changes indicate increased accuracy. For trees with identical topologies, the branch score distance is the square root of the sum of squared differences in lengths of equivalent branches between two trees. Error bars indicate 1 standard deviation where this is large enough to represent. The dashed line indicates omitted results in the 5-species case for the HIGH information level due to high failure rates. Accuracy is greatly improved in the 2-and 5-species cases by substituting another tree prior for the pure-birth prior.
selected for a plurality of replicates in the 2-and 5-species cases, whereas the skyline coalescent prior was favored for the 25-species scenario. The pure-birth and birth-death priors were favored over the others in the 50-species control; all analyses either selected one of these or were tied between them. The majority of the other undecided analyses featured conflicts between the birth-death and constant-size coalescent tree priors, or the constant-size and skyline coalescent tree priors in the 25-species case. In no case did the procedure select the tree prior that produced the lowest coverage proportion.
Empirical Data
Of the three empirical data sets tested, the choice of tree prior had a noticeable effect on the analysis of the whitefish data set but not on the higher-information cetacean and phocid data ( Fig. 7; Fig. S1 available as Supplementary Material on Dryad). Analysis using the pure-birth tree prior yielded a tree with a lower gamma value than under the birth-death and skyline coalescent tree priors, whereas the constant-size coalescent prior led to a tree with a higher gamma value. Model comparisons decisively rejected the pure-birth tree prior for all data sets (Table 1 ). The skyline coalescent tree prior was strongly favored in all data sets except whitefish, where it was tied with the constant-size coalescent tree prior.
DISCUSSION
Impact of the Tree Prior
Our results make it clear that there are circumstances in which the choice of tree prior can strongly influence Bayesian estimates of divergence times. Comparisons between analyses of the same simulated data set using different tree priors show that, in many cases, estimates obtained with one tree prior differed systematically from those obtained with others. Gamma statistics clarify that where differences exist, estimates of node times are liable to be skewed in a way that reflects the bias of the tree prior used in the analysis. In some cases, the estimates are more consistent with the pattern of node times predicted by the tree prior than with the true tree. All these effects are most notable when the pure-birth tree prior is used.
These influences can extend to at least some real data sets, as shown by the effect of the pure-birth tree prior on our analysis of the whitefish data. The associated gamma statistic indicates that the estimate made using this prior is more consistent with a pure-birth model than are the other estimates. This adds to the evidence already presented for such phenomena by other authors (e.g., Condamine et al. 2015) . However, it is equally clear that not all analyses are so susceptible to this problem. Differences between estimates for the cetacean and phocid trees were negligible, despite the fact that marginal likelihoods indicate that the pure-birth tree prior should be strongly misspecified in all cases. Other studies have also found that node-time estimates made from empirical data are robust to variation in the tree prior ( More precise Less precise FIGURE 4. Impact of changing tree priors on the normalised HPD precision of simulated alignments with 50 taxa divided into 1, 2, 5, 25, or 50 species and generated with HIGH and LOW numbers of informative sites. Numbers along the horizontal axis indicate the average change in normalized HPD precision when switching from the birth-death tree prior to the indicated tree prior, inverted so that positive changes indicate increased precision. The normalised HPD precision is the average size of 95% HPD intervals for node heights, where HPD intervals are expressed as a proportion of the median height estimate for their associated node. The numbers shown are sample means over simulation replicates. Error bars indicate 1 standard deviation where this is large enough to represent. The dashed line indicates omitted results in the 5-species case for the HIGH information level due to high failure rates. Jarvis et al. 2014) . This might be due to the effect of multiple calibrations combined with strong signal in the data. Therefore, our results should not be interpreted as indicating an inherent issue with tree priors in general, but rather the existence of a subset of tree priors and data sets that can interact to produce unreliable results.
Prior Performance and Taxon Sampling
Previous studies have indicated that the effects of tree priors are strongly dependent on characteristics of the data and the underlying phylogeny (Lepage et al. 2007) . This is likely to be doubly the case for mixed inter-and intraspecies data sets, where varying the number of sampled individuals in each species can lead to drastically different trees. We investigated the impact of tree priors on data sets generated through different speciation scenarios, with a view to making practical recommendations on strategies for choosing tree priors in this kind of analysis. The influence of tree priors varies by speciation scenario; in particular, applying the pure-birth tree prior to 1-, 2-, and 5-species data sets resulted in lower coverage and accuracy in the node-time estimates, as well as leading to a high proportion of failed analyses. Although this pattern might be expected for the 2-and 5-species scenarios, since these data sets clearly violate the assumption of a constant diversification rate, it is notable that the constant-rate birth-death process retains relatively high accuracy and coverage in these scenarios. The choice of tree prior also affected the precision of the node-time estimates to some degree, but this appeared to be more strongly determined by other factors such as speciation scenario, information level, and characteristics of the individual data sets, judging by the substantial variation within trials. Therefore, wide 95% HPD intervals might not be a good indicator of the impact of the choice of tree prior. The birth-death tree prior resulted in the best overall precision across different scenarios.
The differences in both precision and accuracy between tree priors were small for the 1-species control and negligible for the 50-species control, implying that homogeneous species-or population-level data sets might be more robust to the prior than mixed data sets. Taken together, these findings suggest that most 
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Whitefish Phocids Cetaceans FIGURE 7. Gamma statistics for trees estimated in analyses of cetacean, phocid, and whitefish data sets using the pure-birth, birthdeath, constant-size coalescent and coalescent skyline tree priors. Values are averaged over all sampled trees. Error bars indicate 95% empirical confidence intervals. tree priors will perform adequately in analyses of most data sets, but some priors have a high probability of interacting adversely with data sets consisting of relatively few species with many sampled individuals. Therefore, the ratio of within-to between-species sampling is clearly critical for those wishing to undertake molecular dating studies using this kind of data. In particular, the pure-birth tree prior seems strongly unsuited to most mixed data sets, whereas the birthdeath and skyline coalescent priors produced reasonable results across the various sampling scenarios. It should further be noted that these effects are apparent despite all aspects of the model used to infer divergence times being the same as those used to simulate the alignments; misspecification of other aspects of the model could lead to greater sensitivity to the choice of tree prior.
Effects of Information and Sequence Length
As noted above, estimates of node times were sensitive to the tree prior in our analyses of the whitefish data set but not of the cetacean or phocid data sets. One possible reason for this is the fact that the last two data sets contain considerably larger numbers of informative sites. In general, Bayesian analyses are expected to become dominated by the likelihood term as the number of sites approaches infinity, meaning that the influence of the priors (other than the calibrations) should be less evident for longer sequences (Dos Reis and Yang 2013) . In our simulation study, we sought to capture this effect by examining data sets selected for LOW (300-700) and HIGH (3000-7000) numbers of informative sites. In line with the above intuition, overall coverage and accuracy were generally superior at the HIGH level. It should also be noted that data sets with the HIGH information level exhibited relatively high rates of analysis failure, indicating that analyses of more informative datasets will be less likely to experience "silent" errors. However, the influence of the tree prior was still visible in the estimates from the analyses of the HIGH-information data sets for the 2-and 5-species cases. From this, it seems plausible that the choice of tree prior still has an influence on date estimates from many data sets currently used in phylogenetic practice, particularly given the propensity of data sets for species delimitation and biogeography to involve closely related species with low genetic divergence. This probability is an especial cause for concern where the analysis is based on a single mitochondrial marker.
Bayesian Model Selection for Tree-Prior Choice
Although the accuracy of date estimates was clearly affected by the interaction of the tree prior and the data set, the spread of branch score accuracy values was often quite wide within each speciation scenario. Therefore, knowledge of the species distributions is unlikely to be sufficient to decide the best tree priors for a given analysis. Bayesian model selection may provide a solution to this problem. Our results demonstrate that model selection using marginal likelihoods can be effective in identifying models likely to cause serious inaccuracy in node time estimation. One problem with this procedure is that it can be too strong a test: Bayes factors often discriminated strongly between treatments that did not evince noticeable differences in accuracy or precision. Furthermore, the results of these model comparisons do not always relate to the biological situation in an obvious way. For instance, we anticipated that the coalescent priors would better fit data sets with fewer species and more individuals per species, whereas the speciation priors would be more strongly favored as the number of species increased. However, the skyline coalescent was strongly favored for the 25-species data sets and for the phocid and cetacean empirical data sets, all of which consisted largely of amongspecies relationships. This is likely to be due simply Notes: Log Bayes factors are calculated from the difference in log marginal likelihoods estimated using stepping-stone sampling. Support is given against the next best prior using the terminology of Kass and Raftery (1995) .
to the arrangement of the trees, whereby the ability of the skyline coalescent to accommodate instantaneous shifts in population parameters is more favorable to analyses with very sharp, late spikes in observed lineage birth rates. It is also possible that the empirical trees deviated strongly enough from the assumption of constant diversification rates that very flexible priors such as the skyline coalescent can grant a better overall fit even if they require more parameters. Finally, the model selection procedure used here might be unsuitable for large empirical studies, where marginal likelihoods can be very difficult to calculate precisely (Zhang et al. 2016 ). The pure-birth tree prior was rarely selected even for the 50-species control data sets, suggesting that it might be unsuitable for analyzing gene trees even when their speciation history is consistent with its assumptions. It seems that, in general, the flexibility of the prior and its ability to accommodate widely different distributions of node times is equally as important as any theoretical suitability. Nevertheless, Bayesian model selection remains an adequate, though time-consuming, solution for reducing the adverse influence of the tree prior in analyses for which the choice is unclear.
CONCLUSIONS
The choice of tree prior remains a problematic issue for analyses of mixed inter-and intraspecies data sets. Our investigation demonstrates that a poor choice of tree prior can result in lower coverage and accuracy of node-time estimates. The effects of tree priors are clearly related to the distribution of sampled individuals among species, although the wide variation in performance within each speciation scenario indicates that other characteristics of the data set might be equally important.
Our results suggest that the choice of tree prior demands attention when analyzing data for which species relationships are not yet known, particularly when these data are based on few markers or when they are to be used in downstream methods for biogeography or species delimitation. Model selection can be effective in identifying poor models, although it might not be universally required because the more flexible and diffuse tree priors perform adequately for most data sets. The birth-death tree prior provided consistently accurate and precise results in all speciation scenarios, and might be the best initial choice for most studies of mixed data sets. Meanwhile, the pure-birth tree prior should be used with caution, especially when intraspecies relationships represent a large proportion of the tree.
Ultimately, the best solution to the particular problem of mixed data sets might be provided by more sophisticated analyses using the multispecies coalescent model, such as *BEAST (Heled and Drummond 2010) and the species-delimitation method of Yang and Rannala (2014) . Such methods are computationally demanding and remain limited to relatively small numbers of species, although they can achieve greater accuracy with fewer loci (Ogilvie et al. 2016) . Research is needed to adapt these techniques for higher-throughput work.
Our findings also add more generally to the debate over the role of tree priors in molecular dating. The data indicate that current practice is generally adequate in ensuring that tree priors do not cause biases in estimates of node times, to the extent that even the ubiquitous choice between speciation and coalescent priors rarely affected the outcome. However, we also demonstrate that situations do exist where tree priors are capable of drastically influencing results even given very broad hyperpriors and reasonable amounts of sequence data. This emphasizes the need for more work on the empirical behavior of these priors, particularly for data sets that deviate from their assumptions in biologically plausible ways.
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