Abstract. We analyzed the local dynamics of a three-dimensional Ricker type discrete-time competition model that is analogous to the May-Leonard (M-L) differential equation model. The symmetric discrete M-L model is mentioned by Hofbauer et al. [7, J. Math. Biol., 25:553-570,1987] as "perhaps one of the most difficult three species problems". Both of the discrete and the continuous M-L models have similar local dynamics. However, the discrete model is not dynamically consistent with the continuous model. Unlike the continuous M-L model, the discrete Hopf bifurcations (Neimark-Sacker bifurcations) of the discrete M-L model are not degenerate. The continuous M-L model is the limiting case of the discrete model.
1. Introduction. Systems of difference equations (discrete-time systems) have been used in modeling the interactions of species with non-overlapping generations. It is well known that even for one species the dynamics may be extremely complex [10, 11] , and it may be very difficult to predict the detailed asymptotic behavior. In this paper, we study the local dynamics of a discrete-time system of three competing species, discrete analogous of the May-Leonard (M-L) differential equation model. Similar results for different discrete competition models are in our other papers [16, 17] .
Lotka-Volterra (L-V) multi-species differential equations are a staple of ecological theory [5, 13] . May-Leonard (M-L) competition model [12] is a special case of the L-V model that demonstrates the competition among three species in "rock-paperscissors" manner; species one dominates species two, species two dominates species three, and species three dominates species one. They studied the following model (1.1) where α i = α and β i = β for i = 1, 2, 3 and 0 < α < 1 < β.
(1.1)
We call the model (1.1) the symmetric M-L system if α i = α and β i = β for i = 1, 2, 3. Otherwise, we say the system is asymmetric. Let A i = 1−α i and B i = β i −1. We [2] had shown that the three-species equilibrium P 0 is globally asymptotically stable in the asymmetric model if B 1 3 , a degenerate Hopf bifurcation occurs and there exists a family of neutrally stable periodic solutions. In the symmetric M-L model, P 0 is globally asymptotically stable if α + β < 2, unstable if α + β > 2, and a Hopf bifurcation occurs when α + β = 2.
The discrete-time competition model we consider is the Ricker type competition model for n competing species:
k ij x j (t) , i = 1, 2, . . . , n, (1.2) where r i > 0 is the intrinsic growth rate for species i and k ij > 0 are the competition coefficients.
The one-dimensional Ricker equation
x(t + 1) = x(t) exp[r(1 − x(t))], r > 0,
was first introduced for the modeling of the fish stock and recruitment [14] . The Ricker equation is globally stable if 0 < r ≤ 2 [3] ; all solutions with positive initial conditions approach the equilibrium one. If r > 2, the Ricker equation has very complicated dynamics including stable equilibrium point, stable cycles of period 2 n , and chaotic behavior [10] . The Ricker equation is useful for modeling biological populations with nonoverlapping generations. It had been used to model the population dynamics for flour beetles [4] .
The Ricker type competition system (1.2) models the scramble competition among the competing species. The exponential terms model the effects of population density on vital rates. For example, the exponential term of the first equation of (1.2), exp[r 1 (1 − x 1 (t) − n j=2 k 1j x j (t))], expresses the per unit time production of species x 1 (t) in the presence of other species. Competition comes from the fact that the increase of other species will decrease one species' production.
Following the form of model (1.2), we can build a discrete M-L competition model of the Ricker type as
3)
,
We have assumed the three species have the same intrinsic growth rate r 1 = r 2 = r 3 = r. The symmetric model (1.3), where α i = α, β i = β for i = 1, 2, 3, was mentioned by Hofbauer et al. [7] as "perhaps one of the most difficult three species problem." Like the continuous M-L model (1.1), we assume the competition coefficients for the discrete M-L model (1.3) satisfy the following condition:
(1.4)
This assumption guarantees the "rock-paper-scissors" competition among the three species. Due to the complicated nature of the Ricker equation when r is greater than two, we will restrict our model under the condition that the intrinsic growth rate is not too high. Therefore, we will also assume
Biologically, the continuous M-L system (1.1) and the discrete M-L system (1.3) are not related. The continuous system models the populations with overlapped generations. In the discrete system, the populations do not have overlapped generations.
To help us understand the biological meaning of the parameters in Eqs. (1.1) and (1.3), we define B i = β i − 1 to be the dominant factor and A i = 1 − α i to be the subdominant factor with respect to species i. For example, the first equation of (1.1) is
is the the dominant factor of x 3 with respect to x 1 , and A 1 = 1 − α 1 > 0 is the subdominant factor of x 2 with respect to x 1 . Therefore, for the symmetric M-L system (1.1), when the dominant factor is less than the subdominant factor, B < A (α+β < 2), none of the three species are dominant and the three species will eventually approach a positive equilibrium. In contrast, if the dominant factor is greater than the subdominant factor, the three species take turns becoming the dominant species.
We give some general properties for the n-dimensional discrete model (1.2) in Section 2. In Section 3 we study the symmetric discrete M-L model (1.3). We show that the continuous M-L model (1.1) and the discrete M-L model (1.3) have the same equilibria and their local dynamics of the equilibria are similar. The local dynamics of the interior equilibrium P 0 of the discrete M-L model (1.3) will approach the local dynamics of P 0 of the continuous M-L model (1.1) if the intrinsic growth rate r approaches zero. Hopf bifurcations of the continuous and discrete M-L models are also compared. We show that for the discrete M-L model (1.3), Hopf bifurcations can be either supercritical (solutions approach a closed invariant curve) or subcritical (solutions repel away from a closed invariant curve). In Section 4, we study the more complicated asymmetric discrete M-L model. The local results are similar to the symmetric discrete model. In Section 5, we provide some numerical results and compare the discrete models with the continuous ones. We were able to see the limiting stable periodic solutions for the discrete M-L models that do not appear in the continuous M-L models. We give some suggestions for future research directions in Section 6.
2.
The n-dimensional discrete competition model. The n-dimensional discrete competition system (1.2) is used to model the competition of n species when the generations of the populations are not overlapped. There are some special properties for the general n-dimensional models. We will discuss them here.
Let 
Proof. If 0 < r i ≤ 2, the Ricker equation 
(2.1)
The Jacobian matrix at P 0 is:
where Proof. Since P 0 satisfies (2.1),
Lemma 2.3. For system (1.2) , if r i = r for all i = 1, 2, . . . , n, 0 < r ≤ 2, and the interior equilibrium
Since P 0 is an interior equilibrium satisfying (2.1) and
. . , n, we have
where
Then by iteration, we obtain
Hence the set Γ is invariant. Cull [3] had shown that if 0 < r ≤ 2, the Ricker equation (2.4) is globally asymptotically stable at the equilibrium 1. Hence lim t→∞ ξ t = 1.
Therefore, we have lim
Lemma 2.3 says that if the intrinsic growth rates among all of the competing species are the same and smaller or equal to two, then there is always a onedimensional stable manifold of the interior equilibrium that is along the direction of the position vector of the equilibrium.
3. Symmetric May-Leonard competition model. In this section, we study the discrete symmetric May-Leonard model (1.3) that α i = α and β i = β for i = 1, 2, 3 and 0 < α < 1 < β. This is a discrete analog of the symmetric MayLeonard model (1.1). We show that the local dynamics between the two models are similar, but not the same.
The discrete M-L system (1.3) has four boundary equilibria (0, 0, 0),
The system (1.3) has no boundary equilibria with two positive components. One of the possible boundary equilibria with two components is
Since α − 1 < 0 and β − 1 > 0, x 1 and x 2 cannot both be positive. The following lemma shows the local stability of the boundary equilibria. Proof. The Jacobian matrix evaluated at (0, 0, 0) is diag(e r , e r , e r ). Since r > 0, and hence e r > 1, the zero equilibrium is a repeller. The Jacobian matrix evaluated at e 1 is It corresponds to a one-dimensional stable manifold. The eigenvalue exp[r(1−α)] is greater than 1 that corresponds to a one-dimensional unstable manifold. Therefore, the equilibrium e 1 is a saddle node. Similar arguments show that e 2 and e 3 are also saddle nodes.
To consider the stability of the equilibrium P 0 , let
and
(3.6) We have the following theorem.
and µ e be defined as (3.5) and (3.6) . Then Note This theorem says that if the dominant factor is much less than the subdominant factor, f (A, B)+r < 0, then neither species is dominant, the three species will approach a stable positive equilibrium. However, for the continuous M-L model, the three species will approach a stable positive equilibrium if f (A, B) < 0. Therefore, for the discrete model to be close to the continuous model, the intrinsic growth rate r need to approach zero. Proof. The interior equilibrium is P 0 = (p, p, p) = (1, 1, 1)/(1+α+β). The Jacobian matrix evaluated at P 0 is:
Lemma 2.2 says that 1 − r is an eigenvalue of J P 0 . Lemma 2.3 says that 1 − r corresponds to the one-dimensional stable manifold Γ. To determine the stability of P 0 , we only need to consider the magnitude of the other two eigenvalues. They are
Hence f (A, B) + r < 0 and µ e < 0. This proves that |λ| < 1 if and only if µ e < 0. We conclude that P 0 is stable if µ e < 0.
Since B − A + 3 = α + β + 1 and A 2 + AB + B 2 are both greater than zero, as r → 0 + , the inequality (3.10) is equivalent to B − A < 0 or α + β < 2 which is the stability criterion for the symmetric M-L model (1.1).
In the above proof, we see that |λ| = 1 if and only if µ e = 0. We suspect a Neimark-Sacker bifurcation (or Hopf bifurcation for maps) [6, 8] may occur at P 0 near µ e = 0. However, we have a three-dimensional system which in general is more difficult to analyze than a two-dimensional system. We need to use the method of center manifolds [18] to reduce the system to two dimensions at P 0 . First we transform the equilibrium P 0 to the origin (0, 0, 0). Let
where h.o.t. means higher order terms. Since J P0 has three distinct eigenvalues λ,λ, and 1 − r, there are eigenvectors v 1 − i v 2 and v 3 = (p, p, p) t associated with λ and 1 − r respectively. If we let the linear transformation
t , and λ = Re(λ) + Im(λ)i, then we have the transformed system
The new system (3.11) has the same dynamics near the origin as system (1.3) near P 0 . We can ignore the w 3 -space when considering the dynamics near the origin in w 1 -w 2 -w 3 space. Consider the two-dimensional system in w 1 -w 2 space,
The dynamics near P 0 of the discrete M-L model (1.3) is the same as the dynamics near the origin of the two-dimensional system (3.12). Therefore, we can apply the Hopf bifurcation theorem for maps [6] (or Neimark-Sacker bifurcation theorem 1 ). Proof. There are four conditions to verify (i)-(iv) in [6] . Let µ e be defined as in (3.6) and F be defined by the two-dimensional system (3.12), such that F : R×R 2 → R 2 ; (µ e , w) → F (µ e , w). Then, condition (i) holds: F (µ e , 0) = 0 for µ e near 0.
Let
then λ(µ e ) andλ(µ e ) are eigenvalues of J P 0 . Under the assumption β > α, the imaginary part of λ(µ e ) is not zero. And we know that µ e = 0 if and only if |λ(µ e )| = 1. Therefore, condition (ii) holds: DF (µ e , 0) has two non-real eigenvalues λ(µ e ) andλ(µ e ) for µ e near 0, with |λ(0)| = 1.
When µ e = 0 we have
After a tedious calculation, we obtain
Then the derivative of |λ(µ e )| evaluated at µ e = 0 is
, which is greater than zero since B − A + 3 = α + β + 1 > 0 and A > B. Therefore, we conclude the condition (iii) holds:
Substitute r = −f (A, B) into λ(µ e ) so that µ e = 0. Then we obtain
Since A > B > 0, the real part of λ (0) .31, page 474), conditions (i), (ii), (iii), and (iv) are sufficient conditions for a bifurcation to occur at µ e = 0 in system (3.12). Therefore, at P 0 in system (1.3), there is a Neimark-Sacker bifurcation.
In addition to the bifurcation conditions determined by the linear part of the map, there is the "nonlinear damping" which determines the stability of the periodic solutions produced through the Neimark-Sacker bifurcation. In order to check the nonlinear damping, we have to put the system into normal form.
A general map that has a fixed point at the origin with complex eigenvalues λ = µ + iν andλ = µ − iν satisfying µ 2 + ν 2 = 1 and ν = 0 can be put into Jordan Canonical Form as the following:
y) .
Then for the Neimark-Sacker bifurcation there is a special number C (first focal value) that describes the special property of the bifurcation [6] . If C > 0, then there exists stable periodic orbit. If C < 0, there exists unstable periodic orbit. The magic coefficient C is given by "Re" in (3.13) represents the real parts of those complex numbers, and all the partial derivatives are evaluated at the fixed point at the origin.
In order to apply the above procedure to find C, we need to restrict our system on its two-dimensional center manifold. First we move the fixed point P 0 = (p, p, p) where p = 1/(1+α+β) to the origin Y = X −P 0 . Then we do the Taylor expansion at the origin. We have
where h(Y (t)) is second or higher order terms in y 1 (t), y 2 (t), and y 3 (t).
Rewrite λ in (3.8) as λ = R 0 + i I 0 and let eigenvectors v 1 − i v 2 and v 3 = (1, 1, 1) t be associated with λ and 1 − r respectively. Let (y 1 (t), y 2 (t),
Then we have the transformed system
At the bifurcation point µ e = 0, we have |λ| = 1 (R 
Use the above two equations (3.15) and the C equation (3.13), we can obtain ξ 20 = ξ 11 = 0, and Figure 1 . The following theorem also appears in [15] .
Theorem 3.4. For the discrete M-L system (1.3), the first focal value C of the Hopf bifurcation at the interior fixed point is
The bifurcation can be subcritical or supercritical.
4. Asymmetric May-Leonard competition model. In this section, we study the asymmetric discrete M-L model (1.3). Due to the restrictions of the parameters, 0 < α i < 1 < β i , the model also undergoes rock-paper-scissors competition. This model is a discrete analog of the continuous M-L model (1.1). The local dynamics are very similar to the dynamics of the symmetric case.
Similar to the symmetric M-L system, for the discrete asymmetric M-L model (1.3), the zero equilibrium is a repeller. Each of the boundary equilibrium e 1 , e 2 , and e 3 is a saddle node with a two-dimensional stable manifold and a one-dimensional unstable manifold.
The interior equilibrium P 0 = (p 1 , p 2 , p 3 ) satisfies
The Jacobian matrix evaluated at the interior equilibrium P 0 has the form:
Because the parameters α i and β i satisfy 0 < α i < 1 < β i , we have 0 < A i < 1 and 0 < B i . Let ∆ be the determinant of the matrix M and
Then ∆ > 0 and ∆ i > 0 for i = 1, 2, 3 and we have P 0 = (∆ 1 /∆, ∆ 2 /∆, ∆ 3 /∆) by solving the linear system (4.17) for P 0 using Cramer's Rule. Let Note This theorem says that if the dominant factor is much less than the subdominant factor, g (A 1 , A 2 , A 3 , B 1 , B 2 , B 3 )+r < 0, then neither species is dominant, the three species will approach a stable positive equilibrium. However, for the continuous M-L model, the three species will approach a stable positive equilibrium if g (A 1 , A 2 , A 3 , B 1 , B 2 , B 3 ) < 0. Therefore, for the discrete model to be close to the continuous model, the intrinsic growth rate r need to approach zero. Theorem 4.1 is an expanded case of Theorem 3.2.
Proof To determine the local stability of P 0 , we need to consider the eigenvalues of the Jacobian matrix J P 0 . For the discrete asymmetric system (1.3), the characteristic polynomial for the Jacobian matrix evaluated at P 0 = (p 1 , p 2 , p 3 ) has the form (x − 1 + r)(x 2 + a 1 x + a 2 ) = 0 because 1 − r is an eigenvalue that corresponding to a one-dimensional stable manifold. The coefficients a 1 and a 2 are
We can apply the Jury condition to x 2 + a 1 x + a 2 = 0 (see [13] ) to show the magnitude of the two roots are less than one. However, we also want to show the eigenvalues are complex. The discriminant of x 2 + a 1 x + a 2 = 0 is
, we have
The discriminant (4.22) becomes
, which is less than zero because all of the parameters A i 's and B i 's are positive and both negative terms −A This leads to
Hence µ e < 0. Therefore |λ| < 1 if and only if µ e < 0.
We conclude that if µ e < 0, P 0 is locally asymptotically stable. Since ∆ and ∆ i 's are all positive, if we let r → 0 + , the inequality (4.25) becomes B 1 B 2 B 3 −A 1 A 2 A 3 < 0 which is the stability criterion for the asymmetric continuous M-L model (1.1).
We have shown that both eigenvalues λ andλ in Theorem 4.1 are complex numbers. The condition |λ| = 1 implies µ e = 0. Using similar arguments we did for the symmetric case, when µ e = 0, the asymmetric system (1.3) has a twodimensional center manifold at P 0 . We can use the method of center manifolds to reduce the system to
On the center manifold we have the following theorem that is similar to Theorem 3.3.
Theorem 4.2. A Neimark-Sacker bifurcation occurs at
Proof There are four conditions to verify (i)-(iv) in [6] . Let µ e be defined as in (4.20) and F be defined by the system (4.26), such that
1/2 i, where a 1 and a 2 are as in (4.21). Then λ(µ e ) andλ(µ e ) are two of the eigenvalues of J P 0 . They are always complex since the discriminant of x 2 + a 1 x + a 2 = 0 is negative. Therefore, condition (ii) holds: DF (µ e , 0) has two non-real eigenvalues λ(µ e ) andλ(µ e ) for µ e near 0, with |λ(0)| = 1.
At µ e = 0 we have
After a lengthy calculation we obtain 
which is positive since the two negative terms A , and (iv) are sufficient conditions for a bifurcation to occur at the origin in w 1 -w 2 space when µ e is near 0. Therefore, a Neimark-Sacker bifurcation occurs at P 0 in system (1.3) near µ e = 0.
Similar to the symmetric M-L model, there is the nonlinear damping which determines the stability of the periodic orbit produced through the Neimark-Sacker bifurcation. The nonlinear damping can only be checked after the system being put into normal form. However, the asymmetric M-L model (1.3) has seven parameters and is difficult to put into its normal form. For the asymmetric M-L model (1.3), we conjecture that the Neimark-Sacker bifurcations can also be subcritical or supercritical.
5. Numerical Examples. Following the theoretical approach in the last sections, we show some numerical examples in this section. We also like to show some of the results that are not possible to prove theoretically. We use the programming and graphing capability of Matlab to show the examples and illustrate some of our findings. We only illustrate the dynamics for the symmetric M-L models (1.1) and (1.3). For the asymmetric models, the dynamics are similar.
For the continuous M-L model (1.1) we will define a parameter µ M that is similar to µ e and µ f . Let If β is large enough, for example, β = 2.4, then both the discrete and continuous M-L models show similar behavior. Their solutions approach the boundary cycle solution, which is a heteroclinic cycle joining the boundary equilibria-(1, 0, 0), (0, 1, 0), and (0, 0, 1). (Figure 3 ).
If β = 1.6, then µ e > 0 and µ M = 0. We see in Figure 4 (a) that for discrete system (1.3), P 0 is unstable and its solution approaches the boundary cycle solution. In Figure 4 If β is 1.4298, then µ e = 0. In Figure 5 , a Neimark-Sacker bifurcation occurs and the solution approaches a stable periodic solution for the discrete M-L model (1.3). Periodic solutions appear in a range of values for µ e or µ f . For system (1.3), we see periodic solutions when µ e ranges from 0 to 0.4192 (or β ranges from 1.4298 to 1.54). In contrast to the bifurcation in the continuous model, the bifurcation is not degenerate. The numerical simulations indicate that the bifurcation is supercritical, i.e. solutions approach a stable periodic solution.
6. Conclusion. We have shown that the discrete M-L system (1.3) and the continuous M-L model (1.1), have similar local dynamics. They both exhibit nontransitive competition, x 1 dominates x 2 , x 2 dominates x 3 , and x 3 dominates x 1 . They share the same equilibria.
If we let µ M be defined as in ( (a) For the discrete system (1.3), r = 0.6, µe > 0, the solution approaches e 2 , then e 1 , then e 3 (the boundary cycle solution). P 0 is marked as X in the graph. To show the subcritical or supercritical bifurcation we need the normal form [18] , but the asymmetric M-L system (1.3) contains too many parameters (seven in all) and is too complicated to put into normal form.
Unlike the continuous M-L model, most of the results for the discrete M-L model (1.3) are local and under the assumption that the common intrinsic growth rate is not greater than two, 0 < r ≤ 2. The numerical simulation indicates that when µ e < 0, the interior equilibrium P 0 is globally stable for any positive initial conditions. This is not easy to prove theoretically. For the case r > 2, the dynamics of the discrete M-L model becomes very complicated. Through numerical experiments, we know that chaotic solutions are expected.
There are other types of discrete-time competition models. For example, Liu and Elaydi [9] used Mickens's nonstandard discretization method and derived a 2-dimensional Lotka-Volterra competitive model that is dynamically consistent with the continuous model. If we apply their nonstandard discretization method to the continuous M-L model, the discrete M-L model takes the form 
