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Continuing the analysis undertaken in previous articles, we discuss some features of non-self-adjoint
operators and sesquilinear forms which are defined starting from two biorthogonal families of vectors,
like the so-called generalized Riesz systems, enjoying certain properties. In particular we discuss
what happens when they forms two D-quasi bases.
I. INTRODUCTION
A Riesz basis of a Hilbert space H (with scalar product 〈·, ·〉 and related norm ‖.‖) is a sequence {ϕn} of elements
of H that are obtained by transforming an orthonormal basis {en} of H by some bounded operator T with bounded
inverse; i.e., ϕn = Ten, n ∈ N, [1]. Every Riesz basis ia a frame [1–3]; i.e., there exist positive numbers c, C such that
c‖x‖2 ≤
∞∑
n=1
| 〈x, ϕn〉 |2 ≤ C‖x‖2, ∀x ∈ H. (1.1)
What makes of a frame a Riesz basis is its exactness: a frame is a Riesz basis if it is no more a frame when anyone
of its elements is dropped out. The notion of frame is crucial in signal analysis and for coherent states (see, e.g. [2]
and references therein) and it has been extensively explored both from the theoretical point of view and in concrete
applications. Moreover, further generalizations have been introduced, with the aim of providing more flexible tools
(such as semi-frames [4, 5] and reproducing pairs in [6, 7]).
The relevance of Riesz bases in physics relies on the fact that sometimes they appear as eigenvectors of non-self-
adjoint operators. The simplest situation occurs when an operator X is similar to a self-adjoint operator H ; i.e., there
exists a bounded operator T with bounded inverse T : D(H) → D(X) and XTx = THx, for every x ∈ D(H). If H
has a purely discrete spectrum and {en} is an orthonormal basis (ONB) of eigenvectors, then the vectors ϕn = Ten are
eigenvectors of X and constitute a Riesz basis for H. This situation is very familiar in the so-called Pseudo-Hermitian
Quantum Mechanics where the Hamiltonian of a given quantum system is no more required to be a self-adjoint
operator. On the other hand, Riesz bases can be used to define Hamiltonians and lowering and raising operators
as in [8]. These reasons have led many authors to try and generalize the notion of Riesz basis mainly by modifying
(weakening) the requirements on the operator T or by passing to a different framework such as that of rigged Hilbert
spaces [9].
Generalized Riesz bases were introduced in [10] and in [11]. Here we change the original definition, since it is more
convenient for our purposes.
2Definition I.1 A sequence Fϕ = {ϕn} of vectors of H is called a generalized Riesz system if there exist a densely
defined closed operator T in H with densely defined inverse, and an orthonormal basis (ONB) Fe = {en} such that
en ∈ D(T ) ∩D((T−1)∗) and ϕn = Ten. We call (Fe, T ) a constructing pair for Fϕ.
Remark:– With respect to what was proposed in [10–13] we prefer to use here the word system instead of basis,
since the sequence {ϕn} need not be a basis of H.
If Fϕ is a generalized Riesz system with constructing pair (Fe, T ), then some physical operators can be defined (for
example, non-self-adjoint Hamiltonians, lowering, raising and number operators). For this reason, it is important for
studies of non-self-adjoint Hamiltonian to consider when generalized Riesz system can be constructed. This continues
an analysis originally undertaken by some of us, [8], and then continued in [19, 20] where the use of biorthogonal sets
in connection with physically motivated operators like Hamiltonians, ladder operators, generalized Gibbs states and
intertwining operators has been extensely discussed.
In [12, 13] it has been shown that if two biorthogonal sequences Fϕ and Fψ are regular, that is if the two sets Dϕ :=
linear span of Fϕ and Dψ := linear span of Fψ are dense in H, or if they are even semi-regular, that is, either Dϕ or
Dψ is dense in H, then Fϕ and Fψ are generalized Riesz systems. In Section 3, we shall consider when Fϕ and Fψ
are generalized Riesz systems in case that Dϕ and Dψ are not dense in H by using the theory of positive sesquilinear
forms Ωϕ and Ωψ defined as follows: if {ϕn} is a sequence of vectors in H, we introduce the following subspace D(ϕ)
of H:
D(ϕ) =
{
x ∈ H;
∞∑
k=0
| 〈x, ϕk〉 |2 <∞
}
. (1.2)
If D(ϕ) is dense in H, then a closed positive sesquilinear form Ωϕ on D(ϕ)×D(ϕ) is defined by
Ωϕ(x, y) =
∞∑
k=0
〈x, ϕk〉 〈ϕk, y〉 , x, y ∈ D(ϕ)
and so by the representation theory of closed positive sesquilinear forms, [16, 17], there exists a unique positive
self-adjoint operator Kϕ in H such that D(ϕ) = D(K1/2ϕ ) and Ωϕ(x, y) =
〈
K
1/2
ϕ x,K
1/2
ϕ y
〉
, for all x, y ∈ D(ϕ).
If {ϕn} and {ψn} are biorthogonal sequences, we can consider the corresponding sesquilinear forms Ωϕ and Ωψ,
defined in analogy with Ωϕ, and, in turn, the corresponding operators Kϕ,Kψ. The main scope of this paper consists
in showing that {ϕn} and {ψn} are generalized Riesz systems under some technical assumptions on Kϕ,Kψ and if
they are D-quasi bases, [18], that is, if the following equalities hold
∞∑
k=0
〈x, ϕk〉 〈ψk, y〉 =
∞∑
k=0
〈x, ψk〉 〈ϕk, y〉 = 〈x, y〉 , ∀x, y ∈ D. (1.3)
Here D is a dense subspace in H such that {ϕn}∪{ψn} ⊂ D ⊂ D(ϕ)∩D(ψ). In Section 4, we shall define the non-self-
adjoint Hamiltonians Hαϕ,ψ and H
α
ψ,ϕ, the generalized lowering operators A
α
ϕ,ψ and A
α
ψ,ϕ, and the generalized raising
operators Bαϕ,ψ and B
α
ψ,ϕ for a generalized Riesz system Fϕ = {ϕn} for a constructing pair (Fe, T ) and {αn} ⊆ C,
where ψn = (T
−1)∗en, n = 0, 1, . . .. and investigate when these operators are densely defined and closed.
The paper is organized as follows. After some preliminaries (Section 2) we give in Section 3 the main result of this
paper consisting in a necessary and sufficient condition for the sequences Fφ and Fψ to be generalized Riesz systems.
In Section 4, in analogy with [8] we discuss some properties of physical operators defined by generalized Riesz systems.
Our conclusions are given in Section 5.
II. PRELIMINARY RESULTS ON GENERALIZED RIESZ SYSTEMS
Before going forth, we examine some properties of generalized Riesz systems that can be useful for us.
3Following the definition, a generalized Riesz system Fϕ = {ϕn, n ≥ 0} is constructed by taking the image of an
ONB Fe = {en, n ≥ 0} through a densely closed invertible operator T with densely defined inverse. As we have seen
in Definition I.1, (Fe, T ) is a constructing pair for Fϕ. The constructing pair of a generalized Riesz system is not
unique.
Proposition II.1 Let {ϕn} be a generalized Riesz system, with constructing pair (Fe, T ) . Then D(ϕ) = D(T ∗0 ),
where T0 denotes the restriction of T to the linear span De of the ONB {en} and D(ϕ) is dense in H.
Proof – Indeed, let x ∈ D(T ∗0 ), Then we have:
∞∑
k=0
| 〈x, ϕk〉 |2 =
∞∑
k=0
| 〈x, T ek〉 |2 =
∞∑
k=0
| 〈T ∗0 x, ek〉 |2 = ‖T ∗0 x‖2 <∞.
On the other hand, if x ∈ D(ϕ), we can put y =∑∞k=0 〈x, ϕk〉 ek. Then
〈x, T ej〉 = 〈x, ϕj〉 = 〈y, ej〉 .
This equality extend obviously to De; then x ∈ D(T ∗0 ) and T ∗0 x = y =
∑∞
k=0 〈x, ϕk〉 ek. The equality D(ϕ) = D(T ∗0 )
in turn implies that D(ϕ) is dense in H, since D(T ∗0 ) is dense. 
Thus, if (Fe, T ) and (Fe′ , T ′) are both constructing pairs for Fϕ one has D(T ∗0 ) = D(T ′∗0) also in the case when Fe
and Fe′ are different.
Incidentally, the previous argument shows that D(ϕ) is a Hilbert space under the norm
‖x‖ϕ =
(
‖x‖2 +
∞∑
k=0
| 〈x, ϕk〉 |2
)1/2
.
Moreover, if x ∈ H and 〈x, ϕk〉 = 0, for every k ∈ N (or, equivalently
∑∞
k=0 | 〈x, ϕk〉 |2 = 0); then 〈x, T0ek〉 = 0, for
every k ∈ N. This implies that x ∈ D(T ∗0 ) and 〈T ∗0 x, ek〉 = 0, for every k ∈ N; hence T ∗0 x = 0.
The best situation occurs if De is a core for T ; i.e., if T = T0. In this case, of course D(ϕ) = D(T
∗) and if∑∞
k=0 | 〈x, ϕk〉 |2 = 0 then x = 0; that is the sequence {ϕn} is total in H ; i.e. Dϕ is dense in H.
Proposition II.2 If De is a core for T , the linear span Dϕ of {ϕn} is dense in H. Conversely, if Dϕ is dense in H
and T is bounded from below (i.e., if T−1 is bounded), De is a core for T .
Proof – Taking into account the previous discussion, we need only to prove the second statement. As is well-
known, De is a core for T if and only if De is dense in D(T ) considered as a Hilbert space with the graph norm
‖z‖T = (‖z‖2 + ‖Tz‖2)1/2, z ∈ D(T ); since T is bounded from below, ‖z‖T can be replaced by ‖Tz‖. Let y ∈ D(T )
and suppose that 〈Ty, T ek〉 = 0, for every k ∈ N. Then, 〈Ty, ϕk〉 = 0, for every k ∈ N. This implies that Ty = 0 and
in turn y = 0. 
Proposition II.3 Let {ϕn} be a generalized Riesz system, with constructing pair (Fe, T ). Suppose that, for every
n ∈ N, en ∈ D((T−1)∗) and define ψn = (T−1)∗en. Then the sequences {ϕn} and {ψn} are biorthogonal. Moreover,
{ψn} is a generalized Riesz system, with constructing pair (Fe, (T−1)∗).
Proof – The statement about biorthogonality is straightforward. Let us show that {ψn} is a generalized Riesz
system. The operator (T−1)∗ is closed and densely defined, being the adjoint of a closed densely defined operator. Its
inverse T ∗ is also closed and densely defined. Therefore {ψn} is a generalized Riesz system, with constructing pair
(Fe, (T−1)∗). 
4On the other hand, let us suppose that {ϕn} and {ψn} are biorthogonal Riesz systems with constructing pairs
(Fe, T ), (Fe′ , S), respectively. As before if X is an operator defined on De we denote by X0 the restriction of X to
De. Since Fe and Fe′ are ONB in H, there exists a unitary operator such that e′n = Uen, for every n ∈ N, and by
the biorthogonality of {ϕn} and {ψn}, we obtain
〈Ten, SUem〉 = 〈Ten, Se′m〉 = 〈ϕn, ψm〉 = δn,m.
These equalities imply that SUem ∈ D(T ∗0 ) and T ∗0 SUem = em, , for every m ∈ N. Analogously, Tem ∈ D((SU)∗0)
and (SU)∗0Tem = em, , for every m ∈ N. Hence T0 is invertible and T−10 ⊆ (SU)∗0.
III. MAIN THEOREM
Let Fϕ = {ϕn, n ≥ 0} and Fψ = {ψn, n ≥ 0} be two sets of vectors of H. Let us now assume that the sets D(ϕ)
and D(ψ) defined as in (1.2) are such that their intersection D(ϕ) ∩D(ψ) is dense in H. Of course, this implies that
D(ϕ) and D(ψ) are dense in H, too.
It is not hard to imagine a concrete example in which this happens, as the following example shows.
Example 1:– Let E = {en(x) = 1√
2nn!
√
pi
Hn(x) e
−x2/2} be the orthonormal basis of the eigenvector of the quantum
harmonic oscillator. Here Hn(x) is the n-th Hermite polynomial.
Let now X be the following multiplication operator: (Xf)(x) = (1 + x2)f(x), for each f in its domain D(X) =
{f ∈ L2(R) : (1 + x2)f(x) ∈ L2(R)}. Since D(X) ⊇ S(R), the Schwartz test functions space, D(X) is dense in
L2(R). It is clear that X is not everywhere defined and that it admits a bounded inverse. Moreover, for each n ∈ N,
en(x) ∈ D(X). Then, if we define the functions ϕn(x) = (Xen)(x) and ψn(x) = (X−1en)(x), n ∈ N, we can easily see
that D(ϕ) ∩D(ψ) = D(X).
It is clear that both {ϕn} and {ψn} are generalized Riesz system in the sense of Definition I.1. Hence, by Proposition
II.1, D(ϕ) = D(X∗0 ), where X0 denotes the restriction of X to the linear span De of {en}, while D(ψ) = L2(R).
Moreover, {ϕn} and {ψn} are biorthogonal:
〈ϕn, ψk〉 =
〈
Xen, X
−1ek
〉
= 〈en, ek〉 = δn,k.
We define, as in the Introduction, the following positive sesquilinear forms Ωϕ and Ωψ:{
Ωϕ(x, y) =
∑∞
n=0 〈x, ϕn〉 〈ϕn, y〉 on D(ϕ)×D(ϕ)
Ωψ(x, y) =
∑∞
n=0 〈x, ψn〉 〈ψn, y〉 on D(ψ)×D(ψ).
(3.1)
It is clear that they are well defined. In fact, for instance,
|Ωϕ(x, y)| ≤
√√√√ ∞∑
n=0
| 〈x, ϕn〉 |2
√√√√ ∞∑
n=0
| 〈ϕn, y〉 |2 <∞,
in view of the definition of D(ϕ). In particular, D(ϕ) (respectively, D(ψ)) is the largest subspace where Ωϕ (respec-
tively, Ωψ) can be defined. Furthermore, the positive sesquilinear forms Ωϕ and Ωψ are closed. Indeed, it is easily
shown that D(ϕ) is a Hilbert space with inner product:
〈x, y〉ϕ ≡ Ωϕ(x, y) + 〈x, y〉 , x, y ∈ D(ϕ).
Similarly, D(ψ) is a Hilbert space with scalar product
〈x, y〉ψ ≡ Ωψ(x, y) + 〈x, y〉 , x, y ∈ D(ψ).
As already stated, by the representation theorem for sesquilinear forms, [16, 17], there exist uniquely determined
positive and self-adjoint operators, Kϕ and Kψ, with D(K
1/2
ϕ ) = D(ϕ) and D(K
1/2
ψ ) = D(ψ), such that
Ωϕ(x, y) =
〈
K1/2ϕ x,K
1/2
ϕ y
〉
, Ωψ(x
′, y′) =
〈
K
1/2
ψ x
′,K1/2ψ y
′
〉
, (3.2)
5for all x, y ∈ D(ϕ) and x′, y′ ∈ D(ψ).
Suppose that the sets Fϕ and Fψ are biorthogonal, that is, 〈ϕk, ψl〉 = δkl for k, l ∈ N. Let us call Dϕ :=
linear span of Fϕ and Dψ := linear span of Fψ. Then Dψ ⊆ D(ϕ) and Dϕ ⊆ D(ψ). Hence, by the above formulas
(3.1) and (3.2), we see that
Ωϕ(ψk, y) = 〈ϕk, y〉 =
〈
K1/2ϕ ψk,K
1/2
ϕ y
〉
, ∀y ∈ D(ϕ).
Hence, ψk ∈ D(Kϕ) and ϕk = Kϕψk. Analogously we can prove that ϕk ∈ D(Kψ) and that ψk = Kψϕk, so that
ψk = KψKϕψk, ϕk = KϕKψϕk, ∀k ∈ N. (3.3)
Of course these equalities extend to Dψ and Dϕ, respectively.
However, we observe that it is not true, in general, that
KϕKψf = f, ∀f ∈ D(KϕKψ) = {h ∈ D(Kψ) : Kψh ∈ D(Kϕ)},
and
KψKϕg = g, ∀g ∈ D(KψKϕ) = {h ∈ D(Kϕ) : Kϕh ∈ D(Kψ)}.
In fact, even if Dϕ and Dψ are dense in H, in order to extend (3.3) to D(KψKϕ) and D(KϕKψ), more conditions are
needed. For instance, we could require that Dψ is a core for KψKϕ.
Example 1, part 2:– Let us come back to the situation described in the previous part of the Example 1. In this
case, as seen before, D(ϕ) = D(X∗0 ). Then, for f, g ∈ D(ϕ), we have
Ωϕ(f, g) =
∞∑
k=0
〈f, ϕk〉 〈ϕk, g〉 =
∞∑
k=0
〈f,Xek〉 〈Xek, g〉 =
∞∑
k=0
〈X∗0f, ek〉 〈ek, X∗0g〉 = 〈X∗0f,X∗0g〉 .
Similarly,
Ωψ(f, g) =
〈
X−1f,X−1g
〉
,
for all f, g ∈ L2(R). In this case Kϕ = X0X∗0 and Kψ = X−2.
A useful working assumption on Fϕ and Fψ, often satisfied in concrete physical models [21] and which we system-
atically adopt here, is that they are D-quasi bases, i.e. that for all x, y ∈ D the following identities hold:
〈x, y〉 =
∞∑
n=0
〈x, ϕn〉 〈ψn, y〉 =
∞∑
n=0
〈x, ψn〉 〈ϕn, y〉 , (3.4)
where D is a dense subspace in H. We put
Ωϕ,ψ(x, y) =
∞∑
n=0
〈x, ϕn〉 〈ψn, y〉 ,
and
Ωψ,ϕ(x, y) =
∞∑
n=0
〈x, ψn〉 〈ϕn, y〉
for all x, y for which these make sense. This form is in general neither semi-bounded nor sectorial. Thus, Kato’s
representation theorems cannot be applied. This would be not a major problem since several variants to these famous
theorems have been proposed (we refer to [22, 23], where the notion of solvable form has been introduced and studied,
and for a rather complete bibliography on this matter). However, all this is of little use for us since (3.4) implies that
Ωϕ,ψ and Ωψ,ϕ are both positive. This also explains why this possibility was not excluded from the very beginning.
We now investigate when {ϕn} and {ψn} are generalized Riesz systems making use of the above operators K1/2ϕ
and K
1/2
ψ . For that, the notion of D-quasi bases will be relevant. We get the following main theorem.
6Theorem III.1 Let D be a dense subspace in H such that
Fϕ ∪ Fψ ⊆ D ⊆ D(ϕ) ∩D(ψ), (3.5)
and denote by
Rϕ := K
1/2
ϕ ⌈D (the restriction of K1/2ϕ to D)
and Rψ := K
1/2
ψ ⌈D (the restriction of K1/2ψ to D). (3.6)
Then the following statements are equivalent.
(i) (i)1 Fϕ and Fψ are biorthogonal and D-quasi bases;
(i)2 there exist dense subspaces E and E ′ in H such that Fψ ⊆ E ⊆ D, K1/2ϕ E ⊆ D
and Fϕ ⊆ E ′ ⊆ D, K1/2ψ E ′ ⊆ D;
(i)3 R
∗
ϕK
1/2
ψ = 11 on D, i.e. R∗ϕK1/2ϕ = ϕ, for all ϕ ∈ D.
(ii) Fϕ is a generalized Riesz system with a constructing pair
(
Rϕ, Fe
)
and Fψ
is a generalized Riesz system with a constructing pair
(
Rψ, Fe
)
, where Fe is an
orthonormal basis in H contained in D ∩D(Kϕ) ∩D(Kψ).
Proof – (i)⇒(ii) We put
en = K
1/2
ϕ ψn and e
′
n = K
1/2
ψ ϕn, n = 0, 1, . . . .
By assumptions (3.5) and (i)2, we have
en, e
′
n ∈ D, n = 0, 1, . . . . (3.7)
By (3.2), we have
〈
ek,K
1/2
ϕ y
〉
=
〈
K1/2ϕ ψk,K
1/2
ϕ y
〉
= Ωϕ(ψk, y) =
∞∑
n=0
〈ψk, ϕn〉 〈ϕn, y〉 = 〈ϕk, y〉
for all y ∈ D(ϕ) = D(K1/2ϕ ). Hence, it follows that
ek ∈ D(K1/2ϕ ) and K1/2ϕ ek = ϕk, k = 0, 1 . . . . (3.8)
Hence, we have
K1/2ek = ϕk ∈ D ⊆ D(K1/2ϕ ),
which implies
ek ∈ D(Kϕ), n = 0, 1, . . . . (3.9)
Since Fϕ and Fψ are biorthogonal, it follows that
〈em, ek〉 =
〈
K1/2ϕ ψm,K
1/2
ϕ ψk
〉
= Ωϕ(ψm, ψk) =
∞∑
n=0
〈ψm, ϕn〉 〈ϕn, ψk〉 = δmk,
which means that {ek} is an orthonormal system in H. In a similar way, we get that {e′k} is an orthonormal system
in H and
ψk = K
1/2
ψ e
′
k and e
′
k ∈ D(Kψ), k = 0, 1, . . . . (3.10)
By (3.5), (3.10) and (i)3 we have
en = K
1/2
ϕ ψn = K
1/2
ϕ K
1/2
ψ e
′
n = e
′
n, n = 0, 1, . . . .
7Hence, by (3.7), (3.9) and (3.10) we have
De ⊆ D ∩D(Kϕ) ∩D(Kψ), (3.11)
where De is the linear span of the en’s. Furthermore, since Fϕ and Fψ are D-quasi bases in H and because of the
assumption (i)2: K
1/2
ϕ E ⊆ D and K1/2ψ E ′ ⊆ D, it follows from (i)3 that
∞∑
n=0
〈x, en〉 〈en, y〉 =
∞∑
n=0
〈
K1/2ϕ x, ψn
〉〈
ϕn,K
1/2
ψ y
〉
=
〈
K1/2ϕ x,K
1/2
ψ y
〉
=
〈
x,K1/2ϕ K
1/2
ψ y
〉
= 〈x, y〉 (3.12)
for all x ∈ E and y ∈ E ′. Due to the orthogonality of Fe, (3.12) can be extended to all of H. Indeed we have, taking
x ∈ H and {xk} a sequence of elements of E converging to x,∣∣∣∣∣
m∑
h=n+1
〈xk, eh〉 〈eh, y〉 −
m∑
h=n+1
〈x, eh〉 〈eh, y〉
∣∣∣∣∣ =
∣∣∣∣∣
m∑
h=n+1
〈xk − x, eh〉 〈eh, y〉
∣∣∣∣∣ ≤
≤
(
m∑
h=n+1
| 〈xk − x, eh〉 |2
)1/2( m∑
h=n+1
| 〈eh, y〉 |2
)1/2
≤ ‖xk − x‖‖y‖ → 0
when k diverges, for all y ∈ H.
Hence Fe is an orthonormal basis in H.
Let us consider again the operators Rϕ, Rψ of (3.6). For short, we put Rϕ = Rϕ and Rψ = Rψ. Then Rϕ is a
densely defined closed operator in H with densely defined inverse such that
Rϕen = ϕn and (R
−1
ϕ )
∗en = K
1/2
ψ en = ψn, n = 0, 1, . . . .
Hence Fϕ is a generalized Riesz system with a constructing pair (Rϕ,Fe). Similarly Fψ is a generalized Riesz system
with a constructing pair (Rψ,Fe).
(ii)⇒(i) By the assumption (ii), Rϕ has a densely defined inverse and
(
R
−1
ϕ
)∗
en = ψn, n = 0, 1, . . .. Hence we have
〈ϕk, ψl〉 =
〈
K1/2ϕ ek,R
−1
ϕ el
〉
= 〈ek, el〉 = δkl
and
Ωϕ,ψ(x, y) =
∞∑
n=0
〈x, ϕn〉 〈ψn, y〉 =
∞∑
n=0
〈
K1/2ϕ x, en
〉 〈
en,R
−1
ϕ y
〉
=
〈
K1/2ϕ x,R
−1
ϕ y
〉
= 〈x, y〉 (3.13)
for all x, y ∈ D. Thus (i)1 holds. We next show (i)2. Since K1/2ϕ en = ϕn and K1/2ψ en = ψn, n = 0, 1, . . ., we have〈
K1/2ϕ ψn, ek
〉
= 〈ψn, ϕk〉 = δnk = 〈en, ek〉 = 〈ϕn, ψk〉 =
〈
K
1/2
ψ ϕn, ek
〉
for all k. Hence
K1/2ϕ ψn = K
1/2
ψ ϕn = en, n = 0, 1, . . . . (3.14)
We denote by E the subspace of D generated by {x ∈ D;K1/2ϕ x ∈ D} and denote by E ′ the subspace generated by
{y ∈ D;K1/2ψ y ∈ D}. Then it follows from (2.12) that Fψ ∪ {en} ⊆ E ⊆ D and Fϕ ∪ {en} ⊆ E ′ ⊆ D. Hence E and E ′
are dense subspaces in H. It is clear that K1/2ϕ E ⊆ D and K1/2ψ E ′ ⊆ D. Thus (i)2 holds. Finally we show (i)3. Indeed,
it follows from (3.12) that 〈
en,R
−1
ψ K
1/2
ψ y
〉
= 〈en, y〉
8and 〈
en,R
∗
ϕK
1/2
ψ y
〉
=
〈
ϕn,K
1/2
ψ y
〉
=
〈
K
1/2
ψ ϕn, y
〉
= 〈en, y〉
for all n and y ∈ D, which implies that R∗ϕK1/2ψ = 11 on D. This completes the proof.

In particular, equation (3.13) shows that, under our assumptions, Ωϕ,ψ is, in fact, positive defined. The same
conclusion can be deduced for Ωψ,ϕ, with similar arguments. In case that D := D(ϕ) ∩D(ψ) = D(K1/2ϕ ) ∩D(K1/2ψ ),
we have the following
Corollary III.2 Let D = D(ϕ) ∩D(ψ). Then the following statements are equivalent.
(i) (i)1 Fϕ and Fψ are biorthogonal and D-quasi bases;
(i)2 Fϕ ∪ Fψ ⊆ D and D(Kϕ) ∩D(Kψ) is dense in H;
(i)3 R
∗
ϕK
1/2
ψ = 11 on D.
(ii) Fϕ is a generalized Riesz system with constructing pair (Rϕ, Fe) and Fψ
is a generalized Riesz system with constructing pair (Rψ, Fe), where Fe is an
orthonormal basis in H contained in D(Kφ) ∩D(Kψ).
Proof – By (i)2 the assumption (3.5) in Theorem 3.1 holds and we put E := D(Kϕ)∩D(K1/2ψ ) and E ′ := D(K1/2ϕ )∩
D(Kψ) satisfy (i)2 in Theorem 3.1. By Theorem 3.1, the implication (i) ⇒ (ii) holds.
(ii) ⇒ (i) Since ϕn = K1/2ϕ en, ψn = K1/2ψ en and De ⊆ D(Kϕ) ∩D(Kψ), we have Fϕ ∪ Fψ ⊆ D. Furthermore, since
{en} ⊆ D(Kϕ) ∩ D(Kψ), D(Kϕ) ∩ D(Kψ) is dense in H. Thus (i)2 holds. By the proof (ii) ⇒ (i) in Theorem 3.1,
(i)1 and (i)3 hold. This completes the proof.

Corollary III.2 is, in a sense, more intrinsic than Theorem III.1, since it does not involve external objects such as
the subspaces E and E ′, which on the other hand are needed in Theorem III.1, and it is more useful applications as
those we will consider in the next Section.
IV. CONNECTIONS WITH SOME HAMILTONIANS
In this Section, we will consider how to construct well-defined physical operators from a biorthogonal pair (Fϕ,Fψ).
The assumption that Fϕ and Fψ are regular (that is, Dϕ and Dψ are dense in H) is useful to define Hamiltonian like
operators as in [12, 13] which are densely defined. However, we don’t assume in general that Dϕ and Dψ are dense in
H.
Let α := {αn} be a sequence of complex numbers, Fϕ and Fψ biorthogonal D-quasi bases, and Hαϕ,ψ and Hαψ,ϕ two
operators defined as follows:
D(Hαϕ,ψ) =
{
x ∈ H :
∞∑
n=1
αn 〈x, ψn〉 ϕn exists in H
}
,
D(Hαψ,ϕ) =
{
y ∈ H :
∞∑
n=1
αn 〈y, ϕn〉 ψn exists in H
}
,
9and
Hαϕ,ψx :=
( ∞∑
n=0
αnϕn ⊗ ψ¯n
)
x :=
∞∑
n=1
αn 〈x, ψn〉 ϕn,
Hαψ,ϕy :=
( ∞∑
n=0
αnψn ⊗ ϕ¯n
)
y :=
∞∑
n=1
αn 〈y, ϕn〉 ψn, (4.1)
for all x ∈ D(Hαϕ,ψ) and y ∈ D(Hαψ,ϕ). It is clear that Dψ ⊆ D(Hαψ,ϕ) and Dϕ ⊆ D(Hαϕ,ψ), and that
Hαϕ,ψϕk = αkϕk, H
α
ψ,ϕψk = αkψk,
for all k. Therefore, the ϕn’s and the ψn’s are eigenstates respectively of H
α
ϕ,ψ and H
α
ψ,ϕ, and the complex numbers
αn’s are their (common) eigenvalues.
If Fϕ and Fψ are regular, then the operators Hαϕ,ψ and Hαψ,ϕ are densely defined. Furthermore, (Hαψ,ϕ)∗ ⊇ Hαϕ,ψ,
where α = {α¯n}, and they coincide if Fϕ and Fψ are Riesz bases. In [20] it is also considered the possibility of
factorizing these operators in terms of suitably defined ladder operators. We will not repeat the same analysis here,
while we focus on other relevant operators considered in [20], to relate them to some of the operators introduced
here out of the sesquilinear forms we have considered. But, it is difficult to investigate concretely these operators
because {ϕn} and {ψn} are not orthogonal systems in H. For example, if Dϕ and Dψ are not dense in H, we don’t
know whether these operators are densely defined or not. If Fϕ is a generalized Riesz system with a constructing
pair (Fe, T ) and ψn := (T ∗)−1en, n = 0, 1, . . ., then Fϕ and Fψ are biorthogonal and we can define the following
non-self-adjoint Hamiltonians:
T
( ∞∑
n=0
αnen ⊗ e¯n
)
T−1, (4.2)
(T ∗)−1
( ∞∑
n=0
αnen ⊗ e¯n
)
T ∗. (4.3)
Here we denote the operator
∑∞
n=0 αnen ⊗ e¯n by Hαe . Since {en} is an ONB in H, it is easily shown that D(Hαe ) =
{x ∈ H;∑∞n=0 |αn|2| < x, en > |2 < ∞} and Hαe is a densely defined closed operators in H satisfying (Hαe )∗ = Hαe .
Hence, if α = {αn} ⊂ R, then Hαe is a self-adjoint operator and can be understood as a standard self-adjoint
Hamiltonian. If Fϕ is a Riesz basis, then Hαϕ,ψ = THαe T−1 and Hαψ,ϕ = (T ∗)−1Hαe T ∗, but these operators don’t
coincide in general. It is easier to investigate the operators THαe T
−1 and (T ∗)−1Hαe T
∗ than to work directly with
the operators in (4.1) Hαϕ,ψ =
∑∞
n=0 αnϕn⊗ ψ¯n and Hαψ,ϕ =
∑∞
n=0 αnψn⊗ ϕ¯n. Hence, when Fϕ is a generalized Riesz
system with a constructing pair (Fe, T ), the operators THαe T−1 and (T ∗)−1Hαe T ∗ can be regarded as non-self-adjoint
Hamiltonians. For convenience we will often denote them by Hαϕ,ψ and H
α
ψ,ϕ:
Hαϕ,ψ = TH
α
e T
−1 and Hαψ,ϕ = (T
∗)−1Hαe T
∗. (4.4)
Next we define the generalized lowering and raising operators for Fϕ and Fψ. We put first
Aαe :=
∞∑
n=0
αn+1en ⊗ e¯n+1,
Bαe :=
∞∑
n=0
αn+1en+1 ⊗ e¯n.
Then, Bαe = (A
α
e )
∗ and
Aαe en =
{
0, n = 0
αnen−1, n = 1, 2, . . .
Bαe en = αn+1en+1, n = 0, 1, . . .
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and so they are called the lowering and raising operators for {en}, respectively. We now define the following operators:{
Aαϕ,ψ := TA
α
e T
−1 = T (
∑∞
n=0 αn+1en ⊗ e¯n+1)T−1,
Bαϕ,ψ := TB
α
e T
−1 = T (
∑∞
n=0 αn+1en+1 ⊗ e¯n) T−1,
{
Aαψ,ϕ := (T
∗)−1Aαe T
∗ = (T ∗)−1 (
∑∞
n=0 αn+1en ⊗ e¯n+1)T ∗,
Bαϕ,ψ := (T
∗)−1Bαe T
∗ = (T ∗)−1 (
∑∞
n=0 αn+1en+1 ⊗ e¯n)T ∗.
Then the following results are easily shown.
Lemma IV.1 (1) D(Aαϕ,ψ) ∩D(Bαϕ,ψ) ⊇ Dϕ and
Aαϕ,ψϕn =
{
0 , n = 0
αnϕn−1 , n = 1, 2, . . .
Bαϕ,ψϕn = αn+1ϕn+1, n = 0, 1, . . . .
(2) D(Aαψ,ϕ) ∩D(Bαψ,ϕ) ⊇ Dψ and
Aαψ,ϕψn =
{
0 , n = 0
αnψn−1 , n = 1, 2, . . .
Bαψ,ϕψn = αn+1ψn+1, n = 0, 1, . . . .
This Lemma suggests to call Aαϕ,ψ and B
α
ϕ,ψ (resp. A
α
ψ,ϕ and B
α
ψ,ϕ) generalized lowering and raising operators for
Fϕ (resp. Fψ).
By Lemma 4.1, (1), if Dϕ is dense in H, then the operators Aαϕ,ψ and Bαϕ,ψ are densely defined and (Aαϕ,ψ)∗ ⊇ Aαψ,ϕ
and (Bαϕ,ψ)
∗ ⊇ Bαψ,ϕ. By Lemma 4.1, (2), if Dψ is dense in H, then Aαψ,ϕ and Bαψ,ϕ are densely defined and
(Aαψ,ϕ)
∗ ⊇ Aαϕ,ψ and (Bαψ,ϕ)∗ ⊇ Bαϕ,ψ. But, in case that both Dϕ and Dψ are not dense in H, these operators are not
necessarily densely defined in H. To investigate these operators in more details, we consider the following result ([11]
Lemma 2.2).
Proposition IV.2 Let (Fe, T ) be a constructing pair for a generalized Riesz system Fϕ and T = U |T | the polar
decomposition of T . Then f := {Uen} is an ONB in H and (Ff , |T |) is a constructing pair for Fϕ.
By Proposition 4.2, we can restate the notion of generalized Riesz systems in the following, more convenient, way:
Definition IV.3 A sequence Fϕ = {ϕn} in H is said to be a generalized Riesz system if there exist an ONB {en}
in H and a non-singular positive self-adjoint operator T in H such that {en} ⊂ D(T ) ∩ D(T−1) and ϕn = Ten,
n = 0, 1, . . .. Then (Fe, T ) is called a constructing pair for Fϕ and T is called a constructing operator for Fϕ.
Hereafter, we assume that a constructing operator for a generalized Riesz system is a non-singular positive self-adjoint
operator. Furthermore, throughout the rest of this section, let Fϕ be a generalized Riesz system with a constructing
pair (Fe, T ) and ψn = T−1en, n = 0, 1, . . .. We consider when the non-self-adjoint Hamiltonians Hαϕ,ψ and Hαψ,ϕ,
the generalized lowering operators Aαϕ,ψ and A
α
ψ,ϕ and the generalized raising operators B
α
ϕ,ψ and B
α
ψ,ϕ are densely
defined and closed operators by investigating the relations of the constructing operator T and the usual self-adjoint
Hamiltonian Hαe , the lowering operator A
α
e and the raising operator B
α
e .
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Proposition IV.4 Let X = Hαe (resp. A
α
e , B
α
e ). The following statements hold:
(1) If D(T ) ⊆ D(X) and XD(T ) ⊆ D(T ), then Hαϕ,ψ (resp. Aαϕ,ψ, Bαϕ,ψ) is densely defined, furthermore if T−1 is
bounded, then Hαϕ,ψ (resp. A
α
ϕ,ψ, B
α
ϕ,ψ) is closed.
(2) If R(T ) (the range of T )⊆ D(X) and XR(T ) ⊆ R(T ), then Hαψ,ϕ (resp. Aαψ,ϕ, Bαψ,ϕ) is densely defined,
furthermore if T is bounded, then Hαψ,ϕ (resp. A
α
ψ,ϕ, B
α
ψ,ϕ) is closed.
Proof –In case that X = Hαe , we show (1). By the assumption of (1), we have D(H
α
ϕ,ψ) = R(T ), and since T is a
non-singular positive self-adjoint operator in H, it follows that R(T ) is dense in H. Hence Hαϕ,ψ is densely defined.
Suppose that T−1 is bounded. Take an arbitrary {xn} in D(T ) such that limn→∞ Txn = y and limn→∞Hαϕ,ψTxn =
limn→ THαe xn = z. Then, since T
−1 is bounded, we have limn→∞ xn = T−1y and limn→∞Hαe xn = T
−1z, which
implies that T−1y ∈ D(Hαe ) and Hαe T−1y = T−1z. Hence we have y = T (T−1y) ∈ R(T ) = D(Hαϕ,ψ) and z =
T (T−1z) = THαe T
−1y = Hαϕ,ψy. Thus, H
α
ϕ,ψ is a closed densely defined operator in H. The other statements can be
proved similarly.

Proposition IV.5 Let X = Hαe (resp. A
α
e , B
α
e ). Then the following statements hold:
(1) If D(X) ∪R(X) ⊆ D(T ) and TD(X) is dense in H, then D(Hαϕ,ψ) (resp. D(Aαϕ,ψ), D(Bαϕ,ψ)) ⊇ TD(X), and
so Hαϕ,ψ (resp. A
α
ϕ,ψ, B
α
ϕ,ψ) is densely defined, furthermore if T
−1 is bounded, then Hαϕ,ψ (resp. A
α
ϕ,ψ, B
α
ϕ,ψ) is closed.
(2) If D(X) ∪ R(X) ⊆ D(T−1) and T−1D(X) is dense in H, then Hαψ,ϕ (resp. Aαψ,ϕ, Bαψ,ϕ) is densely defined,
furthermore if T is bounded, then Hαψ,ϕ (resp. A
α
ψ,ϕ, B
α
ψ,ϕ) is closed.
The proof is analogous to that of Proposition 4.4, and will not be repeated.
Corollary IV.6 (1) Suppose that T is bounded. Then Hαϕ,ψ, A
α
ϕ,ψ and B
α
ϕ,ψ are densely defined.
(2) Suppose that T−1 is bounded. Then Hαψ,ϕ, A
α
ψ,ϕ and B
α
ψ,ϕ are densely defined.
Proof –Since T is bounded and non-singular, it is easily shown that TD(Hαe ), TD(A
α
e ) and TD(B
α
e ) are dense in
H. Hence it follows from Proposition 4.5 that Hαϕ,ψ, Aαϕ,ψ and Bαϕ,ψ are densely defined. Similarly we can show (2).

We devote the last part of this section to construct an algebraic structure useful in the analysis of the operators
considered so far. This is on the same line as the approach discussed in [25] for non-self-adjoint position and momentum
operators. Then we introduce now the notion of unbounded operator algebras. Let D be a dense subspace in a Hilbert
space H. We denote by L(D) the set of all linear operators from D to D and put
L†(D) = {x ∈ L(D);D(X∗) ⊃ D and X∗D ⊂ D}.
Then L(D) is an algebra equipped with the usual operations: X + Y , αX and XY , and L†(D) is a ∗-algebra with
involution X† := X∗⌈D (the restriction of X∗ to D). A ∗-subalgebra of L†(D) is called an O∗-algebra on D [14, 15].
We assume that
0 ≤ α0 < αn < αn+1 and αn+1 ≤ αn + r, n = 0, 1, . . . , (4.5)
and put
D := ∩n∈ND((Hαe )n).
Then D is a dense subspace in H, and we have the following
Lemma IV.7 (1) Hαe ⌈D∈ L†(D) and (Hαe ⌈D)† = Hαe ⌈D.
(2) Aαe ⌈D∈ L†(D) and (Aαe ⌈D)† = Bαe ⌈D.
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Proof – Since
Hαe x =
∞∑
k=0
αk < x, ek > ek, x ∈ D(Hαe ),
Aαe x =
∞∑
k=0
αk+1 < x, ek+1 > ek, x ∈ D(Aαe )
Bαe x =
∞∑
k=0
αk+1 < x, ek > ek+1, x ∈ D(Bαe ),
it follows from (4.5) that D(Hαe ) = D(A
α
e ) = D(B
α
e ). The statement (1) follows from
x ∈ D = ∩n∈ND((Hαe )n) if and only if
∞∑
k=0
α2n2k | < x, ek > |2 <∞, n ∈ N. (4.6)
Furthermore, since
(Hαe )
nAαe x =
∞∑
k=0
αnkαk+1 < x, ek+1 > ek, x ∈ D,
(Hαe )
nBαe x =
∞∑
k=0
αn+1k+1 < x, ek > ek+1, x ∈ D,
it follows from (4.5) that
∞∑
k=0
α2nk α
2
k+1| < x, ek+1 > |2 ≤
∞∑
k=0
α
2(n+1)
k+1 | < x, ek+1 > |2
≤
∞∑
k=0
α
2(n+1)
k | < x, ek > |2
and
∞∑
k=0
α
2(n+1)
k+1 | < x, ek > |2 ≤
∞∑
k=0
(αk + r)
2(n+1)| < x, ek > |2
for all x ∈ D and n ∈ N , which implies by (4.6) that AαeD ⊆ D and Bαe ⊆ D. Thus, (2) holds.

By Lemma 4.7, we have the following
Proposition IV.8 (1) Suppose TD ⊆ D and TD is dense in H. We denote by E the linear span of TD. Then,
D(Aαϕ,ψ) ∩D(Bαϕ,ψ) ⊇ E, Aαϕ,ψ⌈E , Bαϕ,ψ⌈E∈ L(E) and
(
Aαϕ,ψ⌈E
)m (
Bαϕ,ψ⌈E
)l
= T (Aαe )
m(Bαe )
lT−1⌈E ,(
Bαϕ,ψ⌈E
)m (
Aαϕ,ψ⌈E
)l
= T (Bαe )
m(Aαe )
lT−1⌈E , m, l = 0, 1, . . . .
(2) Suppose T−1D ⊆ D and T−1D is dense in H. We denote by E− the linear span of T−1D. Then, D(Aαψ,ϕ) ∩
D(Bαψ,ϕ) ⊇ E−, Aαψ,ϕ⌈E− , Bαψ,ϕ⌈E−∈ L(E−) and
(
Aαψ,ϕ⌈E−
)m (
Bαψ,ϕ⌈E−
)l
= T−1(Aαe )
m(Bαe )
lT ⌈E− ,(
Bαψ,ϕ⌈E−
)m (
Aαψ,ϕ⌈E−
)l
= T−1(Bαe )
m(Aαe )
l⌈E− m, l = 0, 1, . . . .
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(3) Suppose that TD = D. Then the domains of the operators Aαϕ,ψ, Bαϕ,ψ, Aαψ,ϕ and Bαψ,ϕ contain D and the
restrictions of these operators to D belong to L†(D), and(
Aαϕ,ψ⌈D
)m (
Bαϕ,ψ⌈D
)l
= T (Aαe )
m(Bαe )
lT−1⌈D,(
Bαϕ,ψ⌈D
)m (
Aαϕ,ψ⌈D
)l
= T (Bαe )
m(Aαe )
lT−1⌈D,(
Aαψ,ϕ⌈D
)m (
Bαψ,ϕ⌈D
)l
= T−1(Aαe )
m(Bαe )
lT ⌈D,(
Bαψ,ϕ⌈D
)m (
Aαψ,ϕ⌈D
)l
= T−1(Bαe )
m(Aαe )
l⌈D m, l = 0, 1, . . . .
(4) Let αn =
√
n, n = 0, 1, . . . and consider the following equations:
Aαϕ,ψB
α
ϕ,ψ −Bαϕ,ψAαϕ,ψ = 11, (4.7)
Aαψ,ϕB
α
ψ,ϕ −Bαψ,ϕAαψ,ϕ = 11. (4.8)
Then, (4.7) (resp. (4.8)) holds on E (resp. E−) under the assumption in (1) (resp. (2)), and both (4.7) and (4.8)
hold on D under the assumption in (3).
Proof –The statement (1) and (2) follow immediately from Lemma 4.7. The statement (3) follows from (1) and (2),
and (4) follows from AαeB
α
e −Bαe Aαe = 11 on D.

Remark. Algebraic operators of the generalized lowering and raising operators Aαϕ,ψ and B
α
ϕ,ψ (resp. A
α
ψ,ϕ and
Bαψ,ϕ) for Fϕ (resp. Fψ) are determined by those of the usual lowering and raising operators Aαe and Bαe = (Aαe )∗.
But, with respect to the algebraic operations of the operators for Fϕ and the operator for Fψ this is not true. For
example, under the assumption in (3), for the multiplication of Aαψ,ϕ and B
α
ϕ,ψ we have,
Aαψ,ϕB
α
ϕ,ψ = T
−1Aαe T
2Bαe T
−1
on D.
V. CONCLUSIONS
As we have seen, generalized Riesz systems, discussed in this paper share with true Riesz bases a series of interesting
properties, whose nature is independent of the fact that Riesz bases are actually a frame; this property is indeed missing
in our framework, because of the unboundedness of the operators T , T−1 that link a generalized Riesz system with
an orthonormal basis of H. The crucial assumption we have made in this paper is that a generalized Riesz system
Fϕ and its biorthogonal dual system Fψ constitute a D-quasi basis; that is the equality (1.3) holds on D; this puts
on the stage sesquilinear forms of the type
Ωϕ,ψ(x, y) =
∞∑
n=0
〈x, ϕn〉 〈ψn, y〉 , x, y ∈ D.
For D-quasi bases they may exhibit a singular behavior. In this case, in fact, the equality Ωϕ,ψ(x, y) = 〈x, y〉 for all
x, y ∈ D shows that Ωϕ,ψ extends everywhere in H×H to the inner product of H, but the convergence of the series
defining it is not guaranteed in H × H. This is just one of the themes that should be investigated in this respect,
together with concrete physical systems where this singular aspect, and operators as those considered in Section 4,
really matter and have a precise meaning. We hope to consider these questions in future papers.
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