Electronic structure and partial charge
distribution of doxorubicin under different molecular environments by Poudel, Lokendra
ELECTRONIC STRUCTURE AND PARTIAL CHARGE DISTRIBUTION OF
DOXORUBICIN UNDER DIFFERENT MOLECULAR ENVIRONMENTS
A THESIS IN
Physics
Presented to the Faculty of the University
of Missouri-Kansas City in partial fulfillment of
the requirements for the degree
MASTER IN SCIENCE
by
LOKENDRA POUDEL
B.Sc., Tribhuvan University, Kathmandu, Nepal, 2003
M.Sc., Tribhuvan University, Kathmandu, Nepal, 2005
Kansas City, Missouri
2014
c© 2014
LOKENDRA POUDEL
ALL RIGHTS RESERVED
ELECTRONIC STRUCTURE AND PARTIAL CHARGE DISTRIBUTION OF
DOXORUBICIN UNDER DIFFERENT MOLECULAR ENVIRONMENTS
Lokendra Poudel, Candidate for the Master in Science Degree
University of Missouri-Kansas City, 2014
ABSTRACT
Doxorubicin (trade name Adriamycin, abbreviated DOX) is a well-known an-
thracyclic chemotherapeutic used in treating a variety of cancers including acute
leukemia, lymphoma, multiple myeloma, and a range of stomach, lung, bladder, bone,
breast, and ovarian cancers. The purpose of the present work is to study electronic
structure, partial charge distribution and interaction energy of DOX under different
environments. It provides a framework for better understanding of bioactivity of DOX
with DNA. While in this work, we focus on DOX−DNA interactions; the obtained
knowledge could be translated to other drug−target interactions or biomolecular in-
teractions.
The electronic structure and partial charge distribution of DOX in three different
molecular environments: isolated, solvated, and intercalated into a DNA complex,
were studied by first principles density functional methods. It is shown that the ad-
dition of solvating water molecules to DOX and the proximity and interaction with
DNA has a significant impact on the electronic structure as well as the partial charge
distribution. The calculated total partial charges for DOX in the three models are
0.0, +0.123 and -0.06 electrons for the isolated, solvated, and intercalated state, re-
spectively. Furthermore, by using the more accurate ab initio partial charge values
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on every atom in the models, significant improvement in estimating the DOX-DNA
interaction energy is obtained in conjunction with the NAnoscale Molecular Dynam-
ics (NAMD) code. The electronic structure of the DOX-DNA is further elucidated
by resolving the total density of states (TDOS) into different functional groups of
DOX, DNA, water, co-crystallized Spermine molecule, and Na ions. The surface
partial charge distribution in the DOX-DNA is calculated and displayed graphically.
We conclude that the presence of the solvent as well as the details of the interaction
geometry matter greatly in the determination of the stability of the DOX complex-
ion. Ab initio calculations on realistic models are an important step towards a more
accurate description of biomolecular interaction and in the eventual understanding of
long-range interactions in biomolecular systems.
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CHAPTER 1
INTRODUCTION
1.1 General Consideration
The use of computer is widely increasing in all branches of science. Com-
putational physics involves the use of computers in calculations and simulations to
solve the physical problems of theoretical physics which may not handle by analytical
theory. In this newly developed field of physics, physicist use computer as an tool.
The increase in the computer performance helps to solve the complicated problems
in a reasonable amount of time [1]. In many body system, there are large number of
mathematical operations which are performed and the computational method is an
excellent tool to study many body physics. Theoretically, quantum mechanics (QM)
method is used for more accurate calculation for electronic structure of molecules. The
electronic structure determines the properties of matter, and it is therefore natural to
anticipate that a description of the electronic structure of biological systems will lead
to a progress in molecular biology. Nowadays, more rigorous computational studies
have emerged and many of the research is continuing in a biochemical motivation of
large scale biomolecules using quantum models.
In quantum mechanical approach, if one has to solve the problem of hydrogen
atom, the problem can be solved analytically in which the accurate wave function
can be obtained [2]. If one has to solve the problem of many-electron system, one
must rely on approximation to simplify problems. In QM, a system is described in
term of wave functions. For a molecular system, the wave function is designed by the
combination of wave function of atoms. The concept of distribution of electrons in a
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2molecule is given in term of molecular orbitals which form by the linear combination
of atomic orbitals (LCAO) [3]. When two electrons are brought together, their atomic
orbitals overlap to from molecular orbitals and their energy levels are split [4]. The
study of molecular orbitals in QM is classified into two main categories, ab initio
and semi-empirical. The meaning of the word ab initio is from beginning. In ab
initio calculation, there are no experimental biases except for fundamental constants
like electronic charge (e), electronic mass (m), Planck’s conastant (h), Boltzmanns
constant(kB ) etc. In semi-empirical method, one uses one−elecron Hamiltonian and
takes the bond integral as an adjustable parameter to give some of the results that
are already known from experiment [1].
Ab initio method is the process of solving exactly known quantum mechanical
equations for systems of atoms which could be a simple crystal or a large complex
structure. Solving the quantum mechanical equation (Schrodinger equation) is not
easy thing except some simple system so number of atoms increases then level of
complication also increases and finally becomes impossible. Present ab initio methods
[5] can study with up to few hundred atoms system [6]. Biophysicist is hopping that
a more accurate picture of the physical properties of a biomolecule can be obtained
from ab initio quantum mechanical calculations. These methods are borrowed from
condensed matter physics but can be applied equally well to biological systems. To
carry out a meaningful ab initio calculation of biomolecules is not simple work. It
requires well designed quantum model with organized scheme. In recent year, with
modern computing facilities and highly optimized density functional theory (DFT)
based methods, ab initio calculations are possible on large complex bio-systems [7].
The ab initio calculations have gained much prominence in studying the elec-
tronic structure of a wide range of molecules and their ground state properties. The
3method enables us to unearth various physical properties such as ground state energy,
band gap, electric dipole moment, polarizability, vibration energy etc of many elec-
tron systems [8]. With recent progress in supercomputer, the ab initio calculation is
widely used in biophysics and nanotechnology. This method is used to study various
biological phenomena including the complex molecules like DNA, RNA and proteins.
This method is also extended to cover the genetic algorithms in biology, which begins
by generating a set of about 100 or so chromosomes in the first generation, and find
their electronic energy. At present, using the ab initio calculations, new chemicals
including drugs with desire properties are designed first and then experimental test
are carried out to conform the result of such calculation.
While knowledge of the electronic structure and charge distribution of biomolecules
is important in explaining bioactivity [9], the quantitative information is in general
seldom available. This situation started to change in recent years, due to more rig-
orous computational studies that have emerged and continue to expand [10]. Under-
standing electron properties of complicated biological macromolecules gives insight
into the interactions between them, which are essential for unraveling important life
processes such as DNA replication [11], transcription and repair, as well as enables
tools for their control and modification through rational design of drugs that improve
the functionalities that depend on them [12]. Advanced quantum mechanical ab ini-
tio methods are quintessential for accurate calculations of the electronic structure of
any molecule. However, most ab initio calculations of biomolecular systems focus on
either small fragments of molecular structure or are limited to well-known structural
subunits, seldom venturing into the realm of more realistic biomolecules that require
robust large-scale computations [13]. In addition, the most interesting and relevant
biomolecular systems are always bathed in complex aqueous environments, further
4fundamentally exacerbating the complexity of computational studies [14].
The primary role water plays in biomaterials is as a solvent system which is
the universal medium. It can dissolve inorganic and large organic molecules such
as proteins or carbohydrates. Furthermore, water is widely believed to be the first
molecule to contact biomaterials in any application. This is because water is the
majority molecule in any biological mixture, constituting 70 percent weight or more
of most living organisms. Consequently, behavior of water near surfaces and the role
of water in biology are very important subjects in biomaterials science.
In the last few years have significant advances to use quantum calculations in
all aspects of drug design [9]. This has been fueled by the extraordinary increases in
the computational power and efficiency. Many research works were performed to the
understanding of the anticancer drugs on biological cells especially with DNA [15].
Doxorubicin is a one of the cancer drug which is highly studied. So far the electronic
structure of doxorubicin and its dynamics in DNA has been little investigated. In this
research we have investigated solvent effect by comparing the electronic properties of
a isolated DOX molecule with those of a solvated DOX, embedded in a waterbox,
and within DNA Complex.
1.2 Doxorubicin
Doxorubicin (trade name Adriamycin, abbreviated DOX) is a well-known an-
thracyclic chemotherapeutic used in treating a variety of cancers including acute
leukemia, lymphoma, multiple myeloma, and a range of stomach, lung, bladder,
bone, breast, and ovarian cancers [16]. DOX is a potent cytotoxic agent that lim-
its the growth of cancer cells by induction of apoptosis [17]. Biochemical evidence
suggests that this molecule primarily works by blocking the processes of replication
5and transcription through intricate formation with DNA and its interference with the
enzyme topoisomerase II [18]. The exact action of DOX is still somewhat unclear
when interact with DNA [15].
The interaction of DOX with cellular targets may play a key role in the cyto-
toxicity. The interaction of DOX with DNA by intercalation and inhibition macro-
molecular bio-synthesis. During intercalation reactive oxygen species are generated.
The collection of reactive oxygen species creates lipoperoxide which causes damaging
of the cell and membranes [19]. The most dangerous side effect of DOX is cardiomy-
opathy, leading to congestive heart failure [20]. It can also cause neutropenia as well
as complete alopecia (hair loss) and liver damage. A more mild side effects is discol-
oration of the urine, nausea, vomitting, diarrhea, loss of appetite, increase levels of
uric acid, seizures, headache etc.
The mechanism of interaction of DOX with single strand DNA is not clear.
When it interacts with double strand DNA and inhibition of macromolecular biosyn-
thesis. This inhibits the progression of the enzyme topoisomerase II, which relaxes
supercoils in DNA for transcription. DOX stabilizes the topoisomerase II complex
after it has broken the dsDNA chain for replication and preventing the DNA double
strand structure and finally stopping the process of replication. The planar aromatic
chromophore portion of the molecule intercalates between two base pairs of the ds-
DNA. The interaction of DOX with DNA depends on contact with different DNA
bases [19].
DOX is a glycoside antibiotic whose structure and sterochemistry is shown
in Figure 1. It’s molecular formula is C27H29NO11 and its molecular weight is
543.52 g/mol. It consist with tetracyclic quinoid aglycone adriamycione linked with
the amino sugar daunosamine. Several attempts have been made to understand the
6key features responsible for the specific biological activity of this molecule, partic-
ularly its interaction with DNA. The purpose of the present work is to study and
understand the partial charge distribution and electronic structure of DOX under
different environments, with the goal to provide a framework for understanding the
long-range interactions involved for DOX or DNA intercalating biomolecules. While
in this work, we focus on DOX DNA interactions, the knowledge gained could be
translated to other drug−target interactions.
Figure 1. Structure and sterochemistry of Doxorubicin.
1.3 Solvent Effects
Proteins and nucleic acids play important role in biological functions: they
help and regulate reactions, transport substrates and code and transcribe genetic
information. It is widely accepted that solvent molecules (e.g. water) play a vi-
tal role in governing the structure, stability, dynamics, and function of biomolecules
7[21] [22]. In fact, biomolecules lack activity in the absence of water. It is however
only in recent years that water has been quantitatively treated as an integral com-
ponent of biomolecular systems. Water molecules are fundamentally responsible for
hydrophobic and/or hydrophilic solvent-mediated interactions through the formation
of a network of hydrogen bonds [23]. Thus, investigation of the long-range elec-
trostatic or Van der Waals (VDW)-London dispersion interactions must include the
most important features of the molecule-solvent interactions to the extent that is still
computationally tractable [24] [25].
In general, an interaction between solute and solvent is of great importance
to understand the solvation effects. Water solvation influences all aspects of biology,
ranging from cellular function to biomolecular interactions to biopolymer stability
and the solvation of simple solutes [26]. Water is an important solvent which is not
only a passive medium but also actively shows unique nature that greatly effects the
solvation of biomolecules. Both hydrophobic and hydrophilic effects are dominant
driving forces for biochemical processes: protein folding, nucleic acid stability and
molecular recognition/binding events [27]. Water, without any doubt, must be con-
sidered an integral part of biological macromolecules. The living world should be
thought of as an equal partnership between proteins, nucleic acids, and water.
The structure of DNA is very complex. It exists hydrogen bonding between
base-pairs and London dispersion forces between the stacked bases. Water contributes
to the stabilization of DNA structures. The role of water in the stabilization of the
structure of nucleic acids is even more important than in proteins because of the
presence of negatively charged phosphate groups. Phosphate-Phosphate electrostatic
repulsion is reduced in water by the high dielectric constant of water. The degree of
hydration of nucleic acids also plays a key role in their conformation [28].
8Binding processes are basic phenomena in biomechanics and exists everywhere
in biomolecular systems ranging from the binding of small molecules like drugs to
binding of proteins to DNA. Most of all, these binding processes are highly specific
with respect to the selection of binding sites [29]. Molecular recognition studies
focused for a long time on the geometrical complementarity between the partners.
This assumes that the driving forces for binding originates from direct interaction
between the components in systems. Binding processes however generally occur in
water. The fact that water molecules are abundantly observed experimentally at the
interface between biomolecules suggests that water is indispensable for biomolecular
systems.
Water is a highly versatile component at the boundary of biomolecular sys-
tems. It can play both as a hydrogen bond donor and acceptor, imposing few steric
constraints on bond formation and can take part in multiple hydrogen bonds [30].
Thus, water can confer a high level of adaptability to a surface allowing promiscuous
binding yet it can also provide specificity and increased affinity to an interaction.
Water in protein-ligand interactions can for example function as an extension of pro-
tein structure allowing varied ligands to be accommodated in a given binding site or
increasing affinity for specific ligand. For these water molecules, the energetic gain
from water-mediated contacts is greater than the entropic cost resulting from their
immobilization. Inclusion of water molecules in structure based ligand design is how-
ever currently largely overlooked because the structural and thermodynamic effects of
waters inclusion are hard to determine and model [31]. Biomolecular associations, es-
pecially protein-protein and protein-DNA complexes, will of course also be stabilized
as a result of the hydrophobic effect, by water, of charge repulsion.
Improvements in the electrostatic representation of biomolecules and their sol-
9vent environment have led to successful applications in biomechanics including small
molecule solvation, and protein-ligand binding affinity prediction [32]. Knowledge
of molecular interactions is essential for insight into biological systems. Among the
various components of molecular interactions, electrostatics are of special importance
because of their long-range nature and their influence on polar or charged molecules,
including water, aqueous ions, proteins, nucleic acids, etc. Specially, suitable models
of electrostatic interactions are necessary to know the solvation effects of biomolecules
and the effects of solvation upon biomolecular folding, binding, and dynamics [33].
Therefore, electrostatics interactions are main importance to understand biomolecular
structure and modeling within and among biological molecules. Computational sam-
pling can however be the next challenge in achieving more accurate thermodynamic
quantities in complex molecular systems.
1.4 Interaction of Doxorubicin with DNA Complex
Nowadays, the structural based drug design method plays major role in drugs
industry [34]. It gives theoretical understanding of interaction of drug with our body,
which is an important knowledge before apply on human body. The action of the
drug has been interpreted as an intercalation into the DNA structure with some
unknown binding mechanism lengthening the DNA sequence. The understanding
and quantification of DNA drug interactions are of paramount importance for the
study of drug−design.
Recent research suggests that anti-cancer drugs which intercalate into DNA.
It means interactions with the topoisomers and bind to nuclear DNA. As a result
DNA breakage, chromosome damage in cells, which are main sources of the cytotoxic
action of these drugs. Drugs that bind to DNA are extremely useful as biochemical
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tools for the visualization of DNA both in vitro and inside the cell. Furthermore,
the clinical significance of DNA-binding with drugs may modifies DNA. Although
many of the important DNA-binding anticancer drugs were discovered in phenotypic,
cell-based screens, in vitro experiments have been developed that enable an accurate
prediction of how a drug interacts with DNA [35]. Therefore, cell-based investigations
can implicate the direct effect of a drug on DNA within the cell. This is a powerful
tools to determine the mechanism of drug design. This method will be crucial to the
discovery of the next generation of DNA-binding anticancer drugs.
Figure 2. Intercalation of DOX in the DNA.
DOX interacts with DNA by intercalation is shown in Figure 2. The planar
aromatic chromophore portion of the molecule intercalates between two base pairs
of the DNA, while the six-membered daunosamine sugar sits in the minor groove
11
and interacts with flanking base pairs immediately adjacent to the intercalation site,
stabilizes the topoisomerase II complex after it has broken the DNA chain for replica-
tion, preventing the DNA double helix from being resealed and thereby stopping the
process of replication. It may also increase free radical production, hence contributing
to its cytotoxicity [19].
1.5 Motivation of the Present Work
Ab initio calculations are widely used to study the electronic structure and var-
ious physical properties such as partial charge, optical properties, ground-state energy,
dipole moment, polarizability, and many electron systems. In order to advance our
knowledge of DOX−DNA interaction, we have carried out ab initio calculations of
electronic structure, partial charge distribution and interaction energies of DOX under
three different molecular environments (which can be considered as different solution
conditions) to better understand its long range interactions with other moieties and
its bioactivity. While the electronic structure and optical properties of biomolecules
is important for elucidating the long-range van der Waals-London dispersion interac-
tions between them, [36] their partial charge distribution is of paramount importance
because of its imprint on the electrostatic and polar components of the long-range
interactions [37]. It is the latter that guides the molecules into their docking configu-
ration, insuring the stability of the molecular complex that furthermore depends on
its detailed solution environment [38]. In order to properly capture the role of differ-
ent molecular environments on the interaction between DOX and other biomolecules,
e.g., DNA, we explicitly study the following modifications of DOX: (a) Isolated dox-
orubicin (i.e. in a vacuum/empty simulation box), (b) Solvated doxorubicin in a
water containing simulation box, and (c) The natural molecular environment of the
12
DOX-DNA complex as obtained by protein data bank (PDB).
This work will focus on the ab initio DFT studies of partial charge distribu-
tion and interaction energies of DOX which are closely related to biological processes.
Several attempts have been made to understand the key features responsible for the
biological activity of this molecule, particularly the interaction with DNA. The pur-
pose of the present work is to study and understand the electronic structure and
interaction of doxorubicin under different environments. Firstly, DOX is the most
common cancer drug to treat various type of cancers, will be studied to clarify ambi-
guity in the drug delivery. This will prepare us with the fundamental understanding
mechanism of drug in cancer treatment. Secondly, we will simulation to DOX in water
environment. The purpose of this part is to understand the solvation effects on DOX.
Finally, we will study the interaction of DOX in DNA complex through electronic
structure and partial charge distribution. The main goal of this part is, ab initio
calculations on realistic models are an important step toward more accurate descrip-
tion of biomolecular interaction and the understanding of long-range interactions in
biomolecular systems.
The ab initio calculations presented in this works not only enhance knowledge
of the biomolecules but also show some of the methods how modern DFT can be
exploited for theoretical research. The ab initio calculations on DOX in different
molecular environments, which are the first of this kind and also the first study of
DOX properties into the DNA complex. It is hoped it will prove an important step in
theoretical research in DOX. Moreover, with modern computing facilities and highly
suitable DFT based methods, ab initio calculations are possible on complex and large
biomolecules.
CHAPTER 2
THEORETICAL BACKGROUND
In this chapter, we discuss the density functional theory [39] [40]. This the-
ory is used in both ab initio computational package (VASP)[41] [42] and orthogonal
linear combinaton of atomic orbital (OLCAO)[7] in our research. This is one of the
approach of first-principle calculation. This is a relatively new and fast developing
theory in condense matter physics and is based upon the quantum mechanics theory
from the 1920’s especially the Thomas-Fermi-Dirac model [43] [44] and from Slater’s
fundamental work in quantum chemistry in 1950’s. In DFT, a many-electron system
is described in term of a density of electron which gives the physical properties of the
system.
2.1 Density Functional Theory(DFT)
The main approach of Density Functional theory is to approximate the electron
correlation with the aid of general functions of the electron density. Such an approach
owe their modern origins to the Honenberg-Kohn (HK) first and second theorems
published in 1964 [39] and then proceed to develop an expression for the exchange
and correlation energies in terms of electron density for both closed and open-shell
systems. It offers a practical computational scheme, the Kohn-Sham (KS) equations.
They include both exchange and correlation effects. We know that an electronic
system both ground-state energy and the ground-state wave functions are determined
by the minimization of the energy functional E[Ψ] of,
E[Ψ] =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 (2.1)
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where 〈Ψ|Hˆ|Ψ〉 = ∫ Ψ∗HˆΨdx .
But for an N-electron system, the external potential Vext(r) completely fixes
the Hamiltonian; thus N and Vext(r) determine all properties for the ground state.
This of course is not surprising since Vext(r) defines the whole nuclear frame for a
molecules, which together with the number of electrons determines all the electronic
properties.
In place of N and Vext(r), the first HK theorem legitimizes the use of electron
density ρ(r) as basic variables. It states that ”the external potential Vext(r) is de-
termined, within a trivial additive constant by the electron density ρ(r)”. Since ρ(r)
determines the number of electrons, it follows that ρ(r) also determines the ground-
state wave function and all other electronic properties of the system, the ground state
energy is a functional of ρ(r) which can be obtained by defining the following energy
functional for a given external potential Vext(r).
Ev[ρ(r)] =
∫
ρ(r)Vext(r)dr + F [ρ(r)] (2.2)
Where
F [ρ(r)] = T [ρ(r)] + Vee[ρ(r)] (2.3)
is a universal functional.
Here the kinetic energy functional T [ρ(r)] and electron-electron interaction
functional Vee[ρ(r)] are respectively written as,
T [ρ(r)] = 〈Ψ0|Tˆ |Ψ0〉 (2.4)
Vee[ρ(r)] = 〈Ψ0|Vˆee|Ψ0〉 (2.5)
We may write,
Vee[ρ(r)] = J [ρ(r)] + non− classicalterm (2.6)
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where J [ρ(r)] is the classical repulsion. The non-classical term in a very elusive but
very important quantity and is the major part of the ”exchange-correlation energy”.
The second HK theorem provides the energy variational principle. It states
that ”the energy functional Ev[ρ(r)] assumes its minimum value (ground-state energy
E0 ) for the correct ground state electron density ρ0(r)”.i.e.
E0 =
∫
ρ0(r)Vext(r)dr (2.7)
The Eq(2.2) does not provides a practical way to calculated Ev[ρ(r)] from ρ(r),
because the functional F [ρ(r)] is unknown. We can extract the coulomb part from
the electron-electron interaction functional as,
Vee[ρ(r)] =
1
2
∫ ∫ ρ(r)ρ(r)
|r− r′| drdr
′ + Vncl[ρ(r)] (2.8)
With equating Eq(2.8) and Eq(2.6), we get
J [ρ(r)] =
1
2
∫ ∫ ρ(r)ρ(r)
|r− r′| drdr
′
represent the classical coulomb part and Vncl[ρ(r)] is the non-classical contribution
to the electron-electron interaction containing all the effects of self-interaction correc-
tion, exchange and coulomb correlation. The exact form of the functional Vncl[ρ(r)]
and T [ρ(r)] is unknown. Therefore, the main part of complexities in using the density
functional theory for the many-electron problems are associated with the determina-
tion of F [ρ(r)]. The determination of the ground-state energy in a given external
potential would have been a minimization of a functional of the three-dimensional
density function, which provides the exact forms of the functional F [ρ(r)]. The de-
termination of the F [ρ(r)] is very important in the DFT calculations. The exact
form of the universal functional are unknown and the HK theorems is not provides
procedure to determine these functionals then Kohn and Sham devised a practical
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method for finding ρ(r) and for finding Ev[ρ(r)] from ρ(r). This method is capable
of yielding an unknown functional in approximation.
Kohn and Sham considered a fictitious reference system of N- noninteract-
ing electrons that each experience the same external potential energy function, the
Hamiltonian of the reference system is,
HˆS =
N∑
i=1
[−1
2
∇2i + vs(ri)] (2.9)
where vs(ri) is a ”local effective potential”.i.e. it is a function of only the spatial
variable r and is independent on the values of vs(ri) at other points in space.
The reference system consists of non-interacting particles for the non-degenerate
states are Slater determinants (anti-symmetrized product), the ground state wave
function of the Hamiltonian operation for the Eq(2.9) can be written as,
Φs =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ψ1(x1) Ψ2(x1) .... ΨN(x1)
Ψ1(x2) Ψ2(x2) .... ΨN(x2)
Ψ1(x3) Ψ2(x3) .... ΨN(x3)
. . .... .
. . .... .
Ψ1(xN) Ψ2(xN) .... ΨN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.10)
where Ψ
′s
i are KS orbitals which have no physical significance other than in allowing
the exact ρ(r) to be calculated from ρ(r) = |Ψi|2 and determined by the following
one electron equation,
ΘˆksΨi = εi,ksΨi (2.11)
where Θˆks is the one electron KS operator and defined as,
Θˆks = −1
2
∇2 + Vs(r) (2.12)
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and ε′i,kss are KS orbital energies. This non-interacting artificial reference system can
be connected with the real interacting electron system by choosing Vs(r) such that
the electron density of non-interacting reference system ρs(r) exactly equals to that
of the real interacting system,
ρs(r) =
N∑
i=1
|Ψi(r)|2 = ρ(r) (2.13)
Kohn and Sham proposed, the kinetic energy for the real interacting reference with
same density of non-interacting reference can be obtained as,
Ts = −1
2
N∑
i=1
〈Ψi|∇2|Ψi〉 (2.14)
The kinetic energy (Ts) is not equal to the true kinetic energy (T) of the real in-
teracting system. The difference between them can be accounted by introducing the
following separation for the functional F [ρ(r)]
F [ρ(r)] = Ts[ρ(r)] + J [ρ(r)] + EXC [ρ(r)] (2.15)
Equating expression 2.15 with expression 2.3, we get
T [ρ(r)] + Vee[ρ(r)] = Ts[ρ(r)] + J [ρ(r)] + EXC [ρ(r)]
or
EXC [ρ(r)] = {T [ρ(r)]− Ts[ρ(r)]}+ {Vee[ρ(r)]− J [ρ(r)]}
Hence
EXC [ρ(r)] = TC [ρ(r)] + Encl[ρ(r)] (2.16)
where TC [ρ(r)] is the residual part of the true kinetic energy which is not covered
by TS and EXC [ρ(r)] is the exchange-correlation energy functional which contains
all the unknown terms, the non-classical contribution of self-interaction correlation,
exchange and correlation to the potential energy and a small fraction of true kinetic
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energy.
According to the Eq(2.14) the main part of true kinetic energy (T) can be cal-
culated with the known correct orbitals of the non-interacting reference system. The
small part of the total energy of EXC [ρ(r)] is to be determined by an approximate
functional. The correct orbitals of non-interacting reference system and an expres-
sion for the local effective potential Vs(r). The non-interacting system, the energy
expression contains only two components, the kinetic energy Ts and the energy due
to interaction with the external potential Vext(r). According to HK theorems the
total energy must be a functional of the electron density ρ(r) and interaction with
the external potential is also a functional of ρ(r). Hence, Ts is necessarily a function
of ρ(r). Thus, we have
E[ρ(r)] =
∫
ρ(r)Vext(r)dr + Ts[ρ(r)] (2.17)
The minimization of expression for the E[ρ(r)] is unconditional so we construct a
conditional minimum problem with the functional G[ρ(r)], which is written as,
G[ρ(r)] = E[ρ(r)]− λ
2
∫
|ρ(r)|2dr (2.18)
where λ is the lagrange’s multiplier with the constraint
∫
ρ(r)dr = N (2.19)
where N is the total number of electron in system.
Substituting value of E[ρ(r)] from Eq(2.17) in Eq(2.18), we get
G[ρ(r)] =
∫
ρ(r)Vext(r)dr + Ts[ρ(r)]− λ
2
∫
|ρ(r)|2dr
and variation of G[ρ(r)] with respect to ρ(r), we get
δG[ρ(r)] =
∫
δρ(r)[
δTs[ρ(r)]
δρ(r)
+ Vext(r)− λρ(r)]dr. (2.20)
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We known that δG[ρ(r)] = 0 for minimum value of G, then we get
δTs[ρ(r)]
δρ(r)
+ Vext(r) = λρ(r) (2.21)
With help of Eq(2.13) and Eq(2.14) the equation Eq(2.17), which is dependence on
the orbitals can be written as,
E[Ψ∗i ,Ψi] = −
1
2
N∑
i=1
〈Ψi|∇2|Ψi〉+
N∑
i=1
∫
|Ψi(r)|2Vext(r)dr
= −1
2
N∑
i=1
∫
Ψ∗i (r)∇2Ψi(r)dr +
N∑
i=1
∫
|Ψi(r)|2Vext(r)dr (2.22)
According to variational principle, functional G can be written as
G[Ψ∗i ,Ψi] = E[Ψ
∗
i ,Ψi]−
∑
i
εi
∫
|Ψi(r)|2dr (2.23)
where εi be the lagrange multipliers and Ψ
∗
i and Ψi are independent function vari-
ables.
Substituting the value of E from Eq(2.22) in Eq(2.23), we get
G[Ψ∗i ,Ψi] =
∑
i
∫
Ψ∗i (r)dr[−
1
2
∇2 + Vext(r)− εi]Ψi(r) (2.24)
Now, taking the variation of G[Ψ∗i ,Ψi] with respect to Ψ
∗
i and Ψi , we get
δG[Ψ∗i ,Ψi] =
∑
i
∫
δΨ∗i (r)dr[−
1
2
∇2 + Vext(r)− Ei]Ψi(r) +
∑
i
∫
Ψ∗i (r)dr
= [−1
2
∇2 + Vext(r)− εi]δΨi(r) (2.25)
We known δG[Ψ∗i ,Ψi] = 0 for the minimum value of G[Ψ
∗
i ,Ψi] , we get
[−1
2
∇2 + Vext(r)]Ψi(r) = εiΨi(r) (2.26)
and it’s complex conjugate as
[−1
2
∇2 + Vext(r)]Ψ∗i (r) = εiΨ∗i (r) (2.27)
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These Eq(2.26) represents the single particle Schrodinger equation for the non-interacting
reference system.
The energy expression of real interacting system with the help of Eq(2.15) can
be written as,
E[ρ(r)] = Ts[ρ(r)] + J [ρ(r)] + EXC [ρ(r)] + Eext[ρ(r)] (2.28)
Substituting the values of J [ρ(r)] and Eext[ρ(r)] in Eq(2.28), we get
E[ρ(r)] = Ts[ρ(r)] +
1
2
∫ ρ(r)ρ(r′)
|r− r′| drdr
′ + EXC [ρ(r)] +
∫
ρ(r)Vext(r)dr (2.29)
With the help of expression of E[ρ(r)] Eq(2.29), the expression G[ρ(r)] Eq(2.18) can
be written as,
G[ρ(r)] = Ts[ρ(r)] +
1
2
∫ ∫ ρ(r)ρ(r′)
|r− r′| drdr
′ + EXC [ρ(r)] +
∫
ρ(r)Vext(r)dr
= −λ
2
∫
|ρ(r)|2dr (2.30)
Taking the variation of G[ρ(r)] with respect to ρ(r), we get
δG[ρ(r)] =
∫
δρ(r)[
δTs[ρ(r)]
δρ(r)
+
∫ ρ(r′)
|r− r′|dr
′+
δEXC [ρ(r)]
δρ(r)
+Vext(r)−λρ(r)]dr (2.31)
For minimum of G[ρ(r)] = 0, we get
δTs[ρ(r)]
δρ(r)
+ [
∫ ρ(r′)
|r− r′|dr
′ +
δEXC [ρ(r)]
δρ(r)
+ Vext(r)] = λρ(r) (2.32)
Eq(2.21) and Eq(2.32) have the same form, the difference being the potential Vext(r)
in stead of effective potential Veff (r) which can be written as,
Veff (r) =
∫ ρ(r′)
|r− r′|dr
′ +
δEXC [ρ(r)]
δρ(r)
+ Vext(r) (2.33)
Therefore, the Schrodinger Eq(2.26) can be written as,
[−1
2
∇2 + Veff (r)]Ψi(r) = εiΨi(r) (2.34)
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Comparing Eq(2.34) with the single-particle Eq(2.11) and Eq(2.12), we get that the
effective potential Veff of interacting system is same to the local effective potential
Vs(r) of non-interacting system
Vs(r) = Veff (r) =
∫ ρ(r′)
|r− r′|dr
′ +
δEXC [ρ(r)]
δρ(r)
+ Vext(r) (2.35)
The external potential Vext(r) can be characterized by the nucleus-electron coulomb
attraction and can be written as
Vext(r) = −
∑
i
Zi
|r−Ri | (2.36)
where Zi and Ri is the charge and the potential of the i
th nuclei of the system.
The exchange-correlation potential is the functional derivative of exchange-
correlation energy EXC with respect to density ρ(r)i.e.,
VXC(r) =
δEXC [ρ(r)]
δρ(r)
(2.37)
The exchange-correlation potential VXC is also known as the Kohn-Sham potential
and is a local potential. For a real system, the exchange-correlation potential will have
a very complex and non-local dependence on the density. The exchange-correlation
energy functional EXC [ρ(r)] may be considered to depend only on the local value of
the density and not on it’s gradient which is adibatical varying [45]. This is known
as local density approximation (LDA). We introduce the local density approximation
for exchange and correlation energy,
ELDAXC [ρ(r)] =
∫
ρ(r)εXC [ρ(r)]dr (2.38)
where εXC [ρ(r)] indicates the exchange and correlation energy per particle of a uni-
form electron gas of density ρ(r). The corresponding exchange-correlation potential
of Eq(2.37) then becomes,
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V LDAXC (r) =
δELDAXC [ρ(r)]
δρ(r)
= εXC [ρ(r)] + ρ(r)
δεXC [ρ(r)]
δρ(r)
(2.39)
The KS orbital equations read,
[−1
2
∇2 + Vext[(r)] +
∫ ρ(r′)
|r− r′|dr + V
LDA
XC (r)]Ψi(r) = εiΨi(r) (2.40)
The self-consistent solution of Eq(2.40) defines the Kohn-Sham local density approx-
imation (KS-LDA) which is the literature is usually simply called the LDA method
[40]. The function εXC [ρ(r)] can be divided into exchange and correlation contribu-
tion,
εXC [ρ(r)] = εX [ρ(r)] + εC [ρ(r)] (2.41)
The exchange part is given by the Dirac exchange energy functional, which is given
by,
εX [ρ(r)] = −3
4
(
3
pi
)
1
3 [ρ(r)]
1
3 (2.42)
The exchange functional of Eq(2.42) is frequently called Slater exchange and denoted
by S. There are no exactly expression for the correlation part εC [ρ(r)], different ana-
lytic expression for εC [ρ(r)] have been calculated on the basis of results obtained by
numerical quantum Monte-Carlo simulations of the homogeneous electron gas [46].
The most commonly used expression for εC [ρ(r)] is Vosko-Wilk-Nusair exchange func-
tional and written as VWN for implementation [8]. The result have been expressed
as a very complected function εVWNC [ρ(r)] of ρ(r), then
εC [ρ(r)] = ε
VWN
C [ρ(r)] (2.43)
The combination of Slater exchange and VWN correlation functional represented as
SVWN, identifies εC [ρ(r)] and thereby approximate ε
LDA
C [ρ(r)]. This approximation
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corresponds to closed-shell systems with spin compensated. For open-shel system
having unequal number of the spin up (α) and spin down (β) electrons with den-
sity ρα(r) and ρβ(r), so the exchange-correlation energy functional εXC [ρ(r)] is not
depend only on the local value of the density ρ(r) but may depend on the spin up
and spin down densities ρα(r) and ρβ(r) with ρ(r) = ρα(r) + ρβ(r). This is known
as the local spin density approximation (LSDA) which is extension of LDA to the
unretracted case. The LSDA gives better result than LDA. In this approximation
εC [ρ(r)] can be written as,
ELDAXC [ρ(α)ρ(β)] =
∫
ρ(r)εXC [ρα(r)ρβ(r)]dr (2.44)
where εXC [ρα(r)ρβ(r)] is the exchange and correlation energies pre particle of uni-
form electron characterized by ρα(r) 6= ρβ(r), which is called polarized cases in spin
compensated case characterized by
ρα(r) = ρβ(r) =
ρ(r)
2
(2.45)
The LDA and LSDA are based on the uniform-electron gas model, which is appro-
priate for the system where ρ(r) varies slowly with the position. The expression of
ELDAXC is a function of only ρα(r) and ρβ(r). Functionals that go beyond the LSDA
aim to correct the LSDA for the variation of electron density with position. They do
this by including the gradient of ρα(r) and ρβ(r) in integrand.
EGGAXC [ρα(r), ρβ(r)] =
∫
f(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r))dr (2.46)
where f is the function of the spin densities and their gradients the letters GGA
stands for generalized-gradient approximation.
There are numerous gradient correct exchange and correction functional. Out
of them, the most commonly used is the combination of Becke’s gradient corrected
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exchange function: B and gradient corrected correlation functional of Lee,Yang and
Parr: LYP, commonly known as BLYP functional [47] [48]. Hybrid exchange-correlation
functionals are widely used. A hybrid functional mixes together the formula for EX
with gradient-corrected EX and EC formula. Nowadays, the most popular GGA is
perdew, Burke and Ernzerhof (PBE) [49] exchange correlation functional in Physics
community. This include an accurate description of linear response of uniform elec-
tron gas, correct behaviour under uniform scaling, and a smoother potential. Finding
accurate exchange-correlation functional is an active are of theoretical research.
2.2 Computational Packages and Methods
In this section, the ab-initio computational packages used in this work (VASP
and OLCAO) will be introduced with special discussion. In this research, VASP is
first employed to relax structures of theoretical models to obtain the lowest total en-
ergy, then the electronic structures of a models are calculated using OLCAO method.
The combination of these two package is well suited and successfully calculate the
electronic structure of crystal, amorphous and biomaterials. In a recent year, we are
published many publication using both package.
Vienna ab-initio Simulation Package (VASP)
VASP introduced by Kresse and Co-workers in 1993 is a computer program for
atomic scale materials modeling, e.g. electronic structure calculations and quantum-
mechanical molecular dynamics, from first− principles. It computes an approxi-
mate solution to the many-body Schrdinger equation, either within DFT, or within
the Hartree-Fock (HF) approximation. Also, Hybrid functionals, Green’s functions
method and many-body perturbation are a available in VASP. In VASP, the interac-
tion between the electrons and ions are described using Vanderbilt pseudo-potentials
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[50] [51] or the projector-augmented-wave (PAW) method [52] [53] and a plane-wave
(PW) basis set.
The efficient iterative matrix diagonalization technique is used for the calcu-
lation of the ground state of a system in VASP. It is obtained either by the resid-
ual minimization method with direct inversion of iterative subspace (RMM-DIIS) or
blocked Davidson algorithms. But, combination of them is highly efficient for large
system to speed up the self-consistency cycle. VASP is frequently used for structure
optimization. Structure optimization is the optimizing of the cell parameter with or
without the cell constrains at the zero kelvin (0K). Actually, relaxation is depended
on three options, i.e. optimizing atom position, allowing cell shape change and al-
lowing cell volume to change. The combination of three options can be employed in
the case of fully relaxing the structure which gives the ground state’s energy and the
equilibrium lattice parameter of the system. During relaxing atomic positions, atoms
are allowed to move until the residual forces between any atoms are smaller than the
convergence in ev/A˚ .
Orthogonal Linear Combination of Atomic Orbitals(OLCAO)
The OLCAO method is used to compute electronic structure of a system of
atoms. This method is based on the density functional theory using LDA and devel-
oped entirely at UMKC. This method is remarkably sufficient and highly efficient at
calculating large complex system, both crystalline and non-crystalline system [7]. It
is derived from the traditional LCAO method with addition of many modification and
extension. Over the year, the method has be systematically upgraded and refined in
term of computational efficiency, accuracy, ease of use and its range of applicability.
This method is especially suitable for the calculation of electronic, optical, magnetic,
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and spectroscopic properties of complex systems.
In OLCAO method, the solid state wave function ψnk(r) in the form of Bloch
functions is written as,
ψn,k(r) =
∑
i,γ
Cni,γ(k)bi,γ(k, r) (2.47)
where, γ is the serial number of the atoms, i is the orbital quantum number, n is
band index, k is the wave vector and bi,γ(k, r) is the Bloch functions. The bloch
functions can be written as,
bi,γ(k, r) = (
1√
N
)
∑
v
ei(k.Rv)ui(r−Rv − tγ) (2.48)
Here, Rv is the lattice vector and tγ is the position of the γ
th atom in the cell. And,
ui(r) is the linear combination of atomic orbitals. It consists with both radial and
angular part and can be expressed as,
ui(r) =
 N∑
j=1
Ajr
le(−αjr
2
)
 .Yml (θ, φ) (2.49)
The first term,
[∑N
j=1Ajr
le(−αjr
2
)
]
is the radial part of the expression and it is a
linear combination of Gaussian type orbitals (GTOs). The second term, Yml (θ, φ) is
the angular parts, by spherical harmonics.
Each of the GTO in Eq(2.49) is characterized by a decaying exponent αj .
The way αj are chosen for preparing uj deserve some comment. The simple way
is to choose a set of predetermine exponential αj ranging from minimum αmin to
maximum αmax distributed in a geometric series. The number of exponents N used
for each atomic orbitals and αmin and αmax depend on the type of the atom and
material under study. They are usually guided by experience. Typical values for
N are from 16 to 26, and for αmin and αmax are 0.15 and 10
6 or 107 . Once the
exponential set αj has been fixed, the expansion coefficient Aj can be obtained in
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several ways.
For most of the calculation, it is desirable to use the same αj set for all the
atoms of the same type and for all orbitals. This greatly decreases the number of
analytical integrals that need to be evaluate, which is enormous for a crystals and a
system containing a large number of atoms. The set of atomic orbitals ui includes the
core orbitals, the occupied valence orbitals and additional number of empty orbitals.
Depending on the nature of the materials and size of the of the model, we have
used three different types of basis sets for calculation. When only core orbitals and
valence orbitals are included, it is called a Minimal Basis, which is suitable for large
amorphous systems. A full basis, which further includes the next unoccupied orbital,
is commonly applied to a smaller system. And, in the case of spectral calculation,
another level of unoccupied orbital is added to form an extended basis. There is a
great deal of flexibility in the choice of atomic basis set for a given problem with good
balance between the accuracy needed and the computational time it will take.
The potential is constructed according to LDA of the density functional theory
in OLCAO method. It solves iteratively the one-electron KS equation, which is
expressed as:
[−−→∇2 + Ve−n(r) + Ve−e(r) + Vxc + [ρ(r)]]Ψnk(r) = EnkΨ(r)(2.50)
where −−→∇2 is the kinetic energy and Ve−n , Ve−e , and Vxc[ρ(r)] are the electron-
nuclear, electron-electron coulomb, and exchange-correlation potential energy respec-
tively. They depend on the ρ(r) =
∑
occ |Ψnk(r)|2 so that Eq(2.50) can be solved self-
consistently.
It is based in DFT with LDA. The LDA assumes that the exchange-correlation
potential effectively includes the many body interaction, which is obtained exchange-
28
correlation functional εxc for the exchange- correlation energy Exc(r) and can be
written as
Exc(r) = (r)
∫
ρ(r)εxc[ρ(r)]dr (2.51)
with vxc(r) becomes:
vxc(r) =
d(ρ(r)εxc[ρ(r)])
dρ
= −3
2
α[
3
pi
ρ(r)]
1
3 (2.52)
The simplest form of vxc(r) is the Kohn-Sham approximation with α equal to
2
3
.
There are many other forms of vxc(r) in the LDA which were obtained different
aimed for improving the the exchange-correlation energy by making more accurate
result. The total energy of the system can be calculated from,
ET = Σ
n,k
occEn(k) +
∫
ρ(r){εxc − vxc − ve−e
2
}dr + 1
2
Σγ,δ
ZγZδ
Rγ −Rδ (2.53)
where the first term is the sum over one electron states and the lat term is sum
over the lattice. The 1
2
accounts for the double counting in the coulomb potential.
The total energy is a very important physical quantity for electronic structure of a
system. In the OLCAO method, total energy is used as criteria for convergence in
self-consistence potential.
We can easily calculate many physical properties such as band structure and
band gap, density of states and its partial components, effective charge and bond
order, optical properties and dielectric function, magnetic properties, conductivity in
metal and many more by using OLCAO method. This work mainly focus on the
density of states and its partial components and effective charge on each atom on the
complex system.
The density of states (DOS) of a crystal is defined as the number of energy
states per unit energy per crystal cell. The DOS, G(E)can be calculated with the
formula:
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G(E) =
Ω
(2pi)3
Σn
∫
d3kδ(E− En(k)) = Ω
(2pi)3
d
dE
∫
dk (2.54)
where Ω is the volume of the unit cell and the integral is over the constant energy
surface in the k space.
For large complex biological system is not long range lattice periodicity so k
isn’t longer meaningful quantum number and the band structure concept loses its
meaning. For a large system, the Brillouin zone (BZ) becomes suitably small so that
it is only necessary to solve the secular equation at one k-point. The gap between
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular or-
bital (LUMO)in molecular orbital theory is the most important physical quantity for
biomolecules. But, the OLCAO is DFT with LDA based method so it underestimate
the HOMO-LUMO gap. Many other theories based on many body perturbation ap-
proach exit to improve the band gap in DFT. The total density of states (TDOS) can
be resolved in to partial components for atoms and orbitals is called partial density
of states (PDOS). The PDOS is a very useful quantity which indicates a sufficient
information between different atoms or orbital components. It can help to interpret
for the nature of electronic bonding and interaction in a system.
Effective charge (Q*) is the number of electronic charge associated with an
atom. It indicates about the charge migrate between the cation and anion in the
crystal. The Q* is calculated using the Mulliken scheme [54]. In Mulliken scheme,
the fractional charge ρmi,α for i
thh orbital of the αth atom of the normalized state
Ψm(r) with energy Em can be expressed using following equations:
1 =
∫
|Ψm(r)|2dr = Σi,αρmi,α (2.55)
ρmi,α = Σj,βC
m∗
i,αC
m
j,βSiα,jβ (2.56)
where S is the overlap matrix between α and β atoms with orbitals i and j. The C
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values are the eigenvector coefficent of the mth state wavefunction. From the definition
of fractional charge in Eq (2.56)the Q* on each atom can be obtained by summing
over all occupied orbitals which is expressed as,
Q∗α = Σn,occΣj,βCm∗i,αCmj,βSiα,jβ (2.57)
The charge transfer or partial charge(∆Q) on a particular atom or group in a system
is obtained from Q*. Subtracting the computed Q* from the number of valence
electron(Q0) that are present in the neutral atom. i.e.
∆Q = (Q0 − (Q∗) (2.58)
Partial charge distribution on biological macromolecules such as nucleic acids, pro-
teins and peptides is an important segment of biophysical research because of its
implications on long-range electrostatic and polar interactions. It is also the impor-
tant factor for a reactivity of a molecule.
CHAPTER 3
RESULTS AND DISCUSSIONS
3.1 General Consideration
In this chapter, we present and discuss the main finding of the present work.
We have studied the electronic structure and partial charge distribution under differ-
ent environments. We have calculated the DOS of different models and resolved it
in to PDOS for different functional groups. The most important physical quantity in
the electronic structure is the band gap or the HOMO-LUMO gap where HOMO is
the highest occupied molecular orbital and LUMO is the lowest unoccupied molecular
orbital. We have also carried out the partial charge distribution on each atoms with
help of effective charge(Q*). The Q* are calculated according to Mullikan popula-
tion analysis which provides information on the charge transfer between atoms. The
deviation of charge from that of neutral atom (Q0 with effective charge (Q*) in unit
of electron is called partial charge on an atom. It is denoted by ∆Q = (Q0 − Q∗)
(i.e. ∆Q = gain of electron or electronegative and +∆Q = loss of electron or elec-
tropositive). It can be used to estimate electrostatic interaction in intermolecular
interaction, which is the important factor for a reactivity of a molecule. The partial
charge on each functional groups is calculated by adding the ∆Q values for all of the
atoms within each of the functional groups.
We have used two ab initio quantum mechanics methods to study structure and
properties of DOX under different environment. VASP is used to relax the structure
of models and OLCAO method is used to calculate the electronic properties. VASP is
based on the DFT and has been highly successful for atomic relaxation and geometric
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optimization and we used it purely for the relaxation of the structures. In the present
study, following parameter implemented in the package were used: i) PAW-PBE
potential with generalized gradient approximation, ii) a relatively higher energy cutoff
of 600 eV, iii) an electronic convergence criterion of 10−5 eV, iv) force convergence
criteria of 10−3eV/A˚ for the ionic relaxation and, v) one k-points at zone center
because our models are comparatively large. All VASP calculations were carried out
on Edison at the National Energy Research Scientific Computing (NERSC) facility at
Lawrence Berkeley Laboratory. The OLCAO method was used to calculate electronic
structure and partial charge distribution of the various DOX models. The minimal
basis sets are used to calculated Q* and full basis sets are used to calculate DOS.
This is an all-electron method based on the local density approximation of the DFT.
OLCAO method is particularly suitable for the calculation of electronic structure of
large complex systems especially in the context of biomolecules [55] and has been
employed in the study of many other complex systems such as inorganic [56], organic
[57] and bio-materials [58] [59] in the last decade.
We report the results of the electronic structure and the partial charge distribu-
tions of DOX under the stated three different environments. The molecular geometry
of DOX (C27H29NO11 : 68 atoms) is obtained from PUBCHEM (CID: 31703) [60]. It
consists of a planar aromatic chromophore portion, which may intercalate into DNA.
The isolated DOX molecule is then positioned into a rectangular cell of dimensions
28.60 × 23.65 × 18.26A˚3 containing 255 water molecules described with the TIP3P
water model implemented in the Chimera software [61]. There are a total of 833
atoms in this model of solvated DOX within a waterbox. Next, the structure of the
DOX-DNA complex model is taken from the protein data bank [62] (PDB ID: 1D12)
[63]. For the sake of realism, we take the data for the full biological unit, so the struc-
33
ture of the DOX-DNA complex consists of two DOX molecules, a segment of DNA
[(CGATCG)2], 112 water molecules, two Spermine (C10H26N4): SPM) molecules
and two Sodium (Na) atoms. This tetragonal crystal structure with a space group of
P41212 (number 92) contains a total of 932 atoms. Using a combination of ab initio
computation we determined the electronic structure and partial charges of DOX; the
computational approach was corroborated using Visual Molecular Dynamics (VMD)
simulations.
The effect of the electronic structure of DOX in different molecular environ-
ments on its energy of binding to DNA was then determined through NAnoscale
Molecular Dynamics (NAMD) code using the VMD graphics program [64]. A param-
eter file was built with the appropriate energy, length, and angle values specified for
the bonding between the atoms for DOX based on data tables available Chem3D soft-
ware package [65]. The associated topology file was edited to include the DOX atoms
and to modify the values for DNA using the partial charge distribution determined
above. The energy between DOX and DNA was then determined by using the NAMD
Energy simulation plugin. The main results and their discussions are presented in
this chapter. We end with a summary and conclusions section with including plans
for future works.
3.2 Pure (isolated) DOX
The structure of isolated doxorubicin is taken from PUBCHEM (CID:31703)
which is shown in Figure 3. The calculated TDOS for dry DOX molecule in the
energy range -25eV to 25 eV is shown in Figure 3, which shows a HOMO-LUMO
gap of 2.18 eV. The TDOS spectrum is quote spiky due to the small number of atoms
of dry DOX. The calculated atomic partial charge on every atom in DOX is displayed
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in Figure 5 with numerical values for each of 68 atoms in the molecule (left) and
their color representation (right). In DOX, all O and N atoms loss charge and all H
atoms gain charge whereas C can either gain or loss charge depending on the local
bonding characteristics in the structure. DOX has only one N atom which is the most
electronegative with a partial charge of -0.82e. The distribution of partial charge in
C are highly scattered but those in O and H atoms considerably more regular. As is
standard for any ab intio calculation on a neutral system, the total partial charge on
the dry DOX is zero.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Ball and stick representation for the structure of Doxorubicin.
3.3 Solvated DOX
To study of solvation effects, we put the DOX molecule into the rectangular
waterbox with the help of Chimera software and then relaxed the structure with
VASP which is shown in Figure 6. The calculated TDOS for waterbox in the energy
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Figure 4. Total density of states (TDOS) for isolated DOX.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Calculated atomic partial charge distribution on isolated DOX . Left:
numerical values on each atom. Right: Colored representation for the atomic partial
charge.
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range -25eV to 25 eV is shown in Figure 7, which is resolved into PDOS foe water
and DOX sepaprately and is shown in Figure 8. It is apparent that the contribution
from DOX in the waterbox is much smaller compared to that from solvent since model
contains 255 water molecules (The PDOS for DOX in Figure 8 is multiplied by a
factors of 5 for visual clarity). The calculated HOMO-LUMO gap for solvated DOX
model is 3.37 eV, larger than the isolated DOX. The PDOS of water in Figure 8
shows three sharp peaks at, −1.1, -6.3, −18.5 eV and a shoulder around -3.0 eV in
the occupied valence band region, and a sharp peak at 13.5 eV in the unoccupied
conduction band region.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. DOX in waterbox. Ball and stick:DOX; Stick: water.
We have also calculated atomic partial charge on DOX with water. The partial
charge ∆Q for N changed from -0.82 e to -0.81 e. Similarly, the change in the O
and H atoms of DOX in the solvated model are also small. On the other hand, the
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Figure 7. Calculated total density of states (TDOS) of the waterbox.
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Calculated total density of states (TDOS) and Partial density of states
(PDOS) of the waterbox including DOX. Note PDOS for DOX in the figure is mul-
tiplied by a factor of 5 for visual clarity.
'" 
.. , 
'" 
.. , 
.. 
'" 
u 
> ~ '" ~ 
'" • iii 
'" 0 0 
'" " 
'" j 
" 
."" , , 
-" -" -" 
-," • 
, 
'" " " " Energy(eV) 
-- TOOS of Waterbox 
-- POOS of OOX 
-- POOS of Water 
Energy(eV) 
38
changes and the distribution of ∆Q for C atoms are significanly different, indicating
that the solvent affect mostly on the C atoms that engage in different local interaction
with vicinal water molecules. On the whole, the charge state of the DOX molecule in
a waterbox changes from neutral in the case of isolated DOX, to an electropositive
value of 0.123 e, which indicates that electrons have been slightly transferred from the
DOX molecule onto the water molecules. The comparison of atomic partial charges
on each atom of the solvated DOX, Figure 9, shows that the atomic partial charge on
each atom in DOX is only slightly changed from the isolated DOX molecule (except
for the C atoms) but the overall qualitative features of the partial charge distribution
on each atom remains the same.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 9. Calculated atomic partial charge distribution of solvated DOX. Left: nu-
merical values on each atom. Right: Colored representation for the atomic partial
charge.
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3.4 Interaction of DOX in DNA Complex
Our ultimate goal was to mimic the molecular environments most realistically.
Therefore we focus on the interaction of DOX within dsDNA. Using the DOX-DNA
complex, we performed electronic structure and partial charge calculations. The
structure of the biological unit of DOX-DNA complex consisting of 932 atoms was
obtained from the protein data bank (PDB ID: 1D12), which is shown in Figure
10. In this case, we did not further relax the structure. Since we established in a
recent study using the smaller molecule RGD peptide (1FUV) that the calculated
electronic structure and atomic partial charge do not significantly change after the
relaxation [59]. The calculated TDOS for DOX-DNA is displayed in Figure 11. In
Figure 11 and Figure 12, the TDOS and PDOS from different functional groups of
the DOX-DNA model are presented. It can be noticed immediately that the PDOS
of water in DOX-DNA is quite different from that of solvated model 2, due to the
fact that the water molecules in model 3 are all closer to the DNA-DOX complex
(see Figure 10) thus have significant electronic interaction. The HOMO-LUMO gap
for DOX-DNA complexes is found to be roughly 2.2eV with two defect-like states in
the gap, one at 0.8 eV and the other one at 2.1 eV, both originate from DOX. The
HOMO state originates from orbitals of the PO4 group in the DNA segment, while
the LUMO state can be traced to the orbitals located on the bases of DNA. The
PDOS of DOX in the DOX-DNA complex is considerably changed from those in the
other two models (see Figure 16. It is also interesting to point out that in the lower
conduction band region, there are three prominent peaks below 5 eV that arise from
the DNA bases, very similar to such calculations on different B-DNA models with a
different stacking sequence of base pairs.
The atomic partial charges for this large DOX-DNA complex model are calcu-
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Figure 10. The structral model of DOX-DNA complex. Different represention is
used for different components in the model.(a) The color of atoms are such that O
(red), C (grey, N (blue), H (green), Na (violet), P (orange). The Spermine is shown
in stick with pink color.(b) DNA and Spermine in (a).
 
 
 
 Figure 11. Calculated total density of states(TDOS) of DOX-DNA complex.
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 Figure 12. Resolution of total density of states of DOX in DNA complexes into
different functional groups. Note that the scale in the y-axis are not the same for
each group.
42
lated in the same way as for the other two models. The distribution of partial charges
on the DOX molecule is shown in Figure 13, while the partial charges for DNA, Sper-
mine and water plus Na are separately shown in Figure 14. It is noted that 2 N
ions in the proximity of the DNA bases actually have positive partial charges, which
is quite unusual. This resulted in an overall positive partial charge on the Sper-
mine due to strong interaction in the DOX-DNA complex. The partial charge on
each functional group is calculated by adding the atomic partial charge values for all
atoms within each of the functional groups. The surface charge density is a measure
of partial charge per unit of solvent excluded surface area of the functional groups.
Table 1 lists the sum of the atomic partial charges on DOX in different molecular
environments; and Table 2 lists the sum of the atomic partial charges and surface
charge density on each functional group in the DOX-DNA complex. It is clear that
the partial charge on DOX is now reversed in sign, being slightly negative (-0.062 e)
when compared with solvated DOX in the waterbox, which is positive (+ 0.123 e).
Table 2 shows that the DNA bases, the PO4 group of DNA and the DOX molecule
are all electronegative, whereas the sugar, the Spermine and the Na+H2O are all
electropositive. In the DNA, the PO4 unit is the most electronegative with a value
of partial charge -10.915 e while the sugars are the most electropositive, with a value
of partial charge 7.756 e. All DNA bases are electronegative and their absolute mag-
nitudes follow the order of G> C > T > A. This is a highly remarkable feature of
the DOX-DNA complex since obviously the solvated DOX turns from electropositive
to electronegative when interacting with DNA. Spermine is also electropositive with
a value of 3.599 e which compensates the negatively charged PO4 groups when DNA
interacts with DOX. Na + H2O is another important component in the DOX-DNA
complex model, which is electropositive with a value of the partial charge 2.439 e.
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Its role is primarily to compensate the charge on DNA. Therefore, the DOX-DNA
complex without Na+H2O is a negatively charged cluster with a partial charge value
of -2.439 e.
Table 1. Sum of the atomic partial charge on DOX under different environments.
Models Isolated DOX Solvated DOX DOX-DNA complex
Σ(∆Q)(e) 0.000 0.123 -0.0624
No. of atoms 68 833 932
No. of water 0 255 112
molecules
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 13. Calculated atomic partial charge distribution of DOX in DNA complex.
Left: numerical values on each atom. Right: Colored representation for the atomic
partial charge.
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Figure 14. Calculated atomic partial charge distribution of DNA, Spermine and
Na+H2O in DOX-DNA complex. The color of atoms are such that O (red), C (grey,
N (blue), H (green), Na (violet).
The calculated surface partial charge density in units of e/(nm)2 for DOX-
DNA complexes is listed in Table 2. In Figure 15, we plot the surface partial charge
density on the solvent excluded surface of the model in four different orientations us-
ing a different color code commonly used in biomolecular systems for each functional
group. It shows that PO4 are the most negatively charged and sugars are the most
positively charged molecular groups. All DNA bases are negatively charged in the
order of absolute magnitudes T> C > G> A. This feature of DNA partial charges
could have important consequences in quantitative evaluation of electrostatic inter-
actions involving DNA. It is a significant step forward compared with a simplistic
fixed positive, negative, or zero surface partial charge density description commonly
adopted in biomolecular research.
The calculated TDOS for DOX in three different environments; isolated, sol-
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Table 2. Sum of the atomic partial charge and surface charge density for different
groups on DOXO-DNA complexes.
Groups A T C G S
Σ(∆Q)(e−) -0.352 -0.538 -0.945 -0.962 7.756
Surface charge -0.231 -0.367 -0.346 -0.302 0.905
density ( e/(nm)2
Groups PO4 DOX SPM Na H2O
Σ(∆Q)(e) -10.915 -0.123 3.599 1.611 0.828
Surface charge -1.441 -0.015 0.674 - -
density ( e/(nm)2
 
 
Figure 15. Partial charge density in the solvent excluded surface of the DOX-DNA
complex in three different orientations. (a) front view; (b) 900 rotation; (c) 1800
rotation; (d) 2700 rotation. Partial charge values are indicated by the color bar.
vated and interaction with DNA complex is shown in Figure 16. The calculated
TDOS of DOX in DNA complex is significantly different with the other two models,
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namely isolated DOX and solvated DOX. The main differences are the presence of
relative sharp peaks at -15 eV and -3.7 eV and defect-like states in the HOMO-LUMO
gap and at gap edges. This can be explained due to the interaction of DOX with DNA
segments, with water molecules. Of course, it should be noted that this interaction
is also captured in the solvated model 2, which studies DOX in a waterbox, and with
the Spermine molecules.
The comparision of calculated atomic partial charge on DOX under three dif-
ferent models is shown in Figure 17. In isolated DOX, all O and N atoms are
electronegative and all H atoms electropositive, whereas C can either electropositive
or electronegative depending on the local bonding characteristics in the structure.
DOX has only one N atom, which is the most electronegative with a partial charge
of -0.82 e. The distribution of partial charges of C are highly variable, but those of
O and H atoms are less so. In solvated DOX, The partial charge for N changed from
-0.82 e to -0.81 e. Similarly, the change in the O and H atoms are also small. On the
other hand, the changes and the distribution of partial charge for C atoms are signif-
icantly different, indicating that the solvent affects mostly the C atoms that engage
in different local interactions with vicinal water molecules. On the whole, the charge
state of the DOX molecule in a waterbox changes from neutral in the case of isolated
DOX, to an electropositive value of 0.123 e, which indicates that electrons have been
slightly transferred from the DOX molecule onto the water molecules. Similarly, we
have calculated atomic partial charge on DOX interaction with DNA complex model
in the same way as for the other two models. The distribution is significantly different
than other two models. It is clear that the partial charge on DOX is now reversed
in sign, being slightly negative (-0.062 e) when compared with solvated DOX in the
waterbox, which is positive (+ 0.123 e). This is a highly remarkable feature of the
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 Figure 16. Calculated total density of states of DOX under three different environ-
ments.(a) isolated DOX, (b) Solvated DOX, and (C) DOX-DNA complex.
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DOX-DNA complex since obviously the solvated DOX turns from electropositive to
electronegative when interacting with DNA.
 
 
 
 
 
 
 
 
 
Figure 17. Comarision of atomic partial charge on doxorubicin under three different
environments.
3.5 DOX-DNA Interaction Energies
Using the partial charges of the isolated DOX, the solvated DOX, and the
DOX-DNA complex, the interaction energies of DOX with DNA were then determined
via standard molecular dynamics simulations. The position of DOX with respect
to DNA did not change much between the different simulation runs. The binding
site of DOX to DNA was based on the DOX-DNA complex model. The calculated
energies are listed in Table 3. These interaction energies give a good indication
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of how well the DOX molecule fits in the binding pocket when it docks to DNA.
Not surprisingly, the electrostatic interaction of DOX and DNA is much stronger
(lower energy) when the partial charges were determined from the full DOX-DNA
complex (15.642 kcal/mol) than when determined from either dry or solvated DOX
(281.949 kcal/mol and 263.009 kcal/mol, respectively). Furthermore, we were able to
observe a more favorable electrostatic interaction of DOX with DNA when the solvent
effect on DOX was explicitly considered, although the difference was moderate. VDW
interactions were similar for all three environments (-8.5783 kcal/mol for both isolated
and solvated DOX; -9.6333 kcal/mol for DOX-DNA complex). We also determined
that the VDW interaction energies for the full DOX-DNA complex were slightly higher
when compared to simpler isolated or solvated models.
Table 3. Interaction energy of DOX-DNA complexes.
Model Electrostatics Van der waals Total
(Kcal/mol) (Kcal/mol) (Kcal/mol)
Isolated DOX +281.949 -8.578 +273.371
Solvated DOX +263.009 -8.578 +254.430
DOX-DNA +15.642 -9.633 +6.009
These results indicate that for accurate quantification of interaction energy in
biomolecular complexing one needs to take fully into account the molecular environ-
ment of the interacting molecules. Solvent-stripped molecules can not be considered
as a valid zeroth order approximation since the vicinal solvent layer appears to be
closely associated with the biomolecule and contributes in a fundamental fashion to
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their interaction. Therefore, in order to achieve greater accuracy of complexion en-
ergy estimation, of paramount importance for applications such as computational
drug screening, one needs to include at least one solvation layer in a minimal realistic
model, as has been argued for many years based on a different set of thermodynamic
measurements; [66] if more information about the molecular environment is known,
consideration of these detailed environmental effects on the partial charge distribu-
tion would lead to a much more accurate reflection of the actual interactions of the
molecules and a better prediction of the binding site and complexion energy.
3.6 Summary and Conclusions
We have studied the electronic structure and partial-charge distribution of
DOX in different molecular environments represented by the isolated, the solvated
and the fully intercalated DOX-DNA models. Our results show that solvating water
molecules and the proximity of DNA can significantly change the HOMO-LUMO gap
of DOX as well as affect the distribution of its partial charges. When DOX is solvated,
both HOMO and LUMO states can be traced to DOX groups themselves. However,
when considering the full DOX-DNA complex, we established that the HOMO is
located at the PO4 group while the LUMO has contributions also from nucleotide
bases of DNA. The partial charge of solvated DOX changed drastically from positive
to negative values in the full DOX-DNA complex. Our calculations clearly point out
that in the DOX-DNA complex the DNA bases, DOX itself and the PO4 groups of
DNA are electronegative, while sugars, Spermine and Na + H2O are electropositive.
The molecular features of DOX in different molecular environments are, of
course, important for its docking and/or complexion either to DNA or to other pro-
teins. The main conclusion is therefore that molecular details of the solvent as well
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as the details of the interaction geometry matter in the determination of the stability
of the DOX complexion. While the full ab initio calculation of molecular interactions
is still beyond reach, the assessment of solvent effects in the determination of partial
charges and molecular surface charge densities that can be obtained from ab initio
calculations are an important step towards a more adequate modeling of biomolecu-
lar interactions surpassing the level of conventional classical and empirical estimation.
Since, conventional classical and empirical estimation of partial charges are using for
biomoleculare interactions. In this respect, our ab initio analysis fully supports the
often argued indispensability of the solvent environment for the proper functional
integrity of biomolecules.
3.7 Future Work
This work is an extensive use OLCAO method which is based on DFT method
for solving different type of problems in biomolecules. We have studied electronic
structure and charge distribution on DOX under different molecular environments;
isolated DOX, DOX in water and interacalating with DNA complex. In each case, the
problems undertaken were different so it shows a strength of modern DFT codes along
with modern computing facilities. Our calculations presented in this work are ground
state properties of biomolecules, which help to know properties of biomolecules in
fundamental level.
Our partial charge results are based on quantum mechanical calculations which
can only give more accurate measure of the charge. It is used in Molecular Dynamics
(MD) and other theoretical methods to determine the nature of molecular interac-
tions. Obiviously, MD have been the frontrunner and of great help and can used in
conjunction with QM methods. So, future direction is how to interpret and use the
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partial charge results for determining the electrostatic interactions of biomolecules.
This work paves the way for further investigations including modeling of the
solvent effect by including water molecules, ions in the simulation box, creation of
models with different drugs including nucleic acids and amino acids to mimic those
found in defective tissue and their implications in relation to rational drug design.
Based on the electronic structures and the ab initio wave functions already obtained,
optical properties of these models can be calculated and used to estimate the long-
range VDW London interactions based on Lifshitz theory with possible applications
to mesoscale nanotechnology. The computational techniques and capabilities demon-
strated in this work can be extended to more large and complex structures such as
DNA, RNA, and proteins.
APPENDIX A
VASP INPUT FILES
There are four files that are necessary to run a job within VASP. These four
files are INCAR, KPOINTS, POSCAR, and POTCAR. The POTCAR file contains
pseudopotentials of each species of atoms in the model. It is a large file so is not
presented here. The INCAR file is the most important file which tells what and how
to calculate. It consists of large number of parameters and it is always challenging to
choose them correctly and in accurate combination. Many of them carry a convenient
default values so for most of the calculations, only a few of them in INCAR file should
be enough.
INCAR file
System = O11NC27H29 (Doxorubicin)
ISMEAR = 0 ! Use 0 for KPOINTS less than 4 otherwise -5.
PREC = Accurate ! low, medium, normal are other options.
ENCUT = 500 eV ! Decide considering the crystal size and accuracy you want.
EDIFF = 1.0E-5 ! Enegy difference covergence limit for electronic optimization.
EDIFFG = -1.0E-3 ! Enegy difference covergence limit for ionic optimization.
IBRION = 1 ! 0 for MD, 1 best, 2 for diff relaxation problems.
NSW = 300 ! Total number of ionic steps.
ISIF = 3 ! 2 and 4 ionic, 7 volume and 3 both.
LREAL = Auto ! Projection on real space. use FALSE (default) for reciprocal space.
NPAR = 16 ! Best sqrt of NCPUs used.
ALGO = Fast ! default is Normal.;
LCHARG = F
LWAVE = F
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The KPOINTS file represents the number of k-points to be used in calculations.
There are a number of ways to specify k-points in KPOINTS file.
KPOINTS file
G
0 ! 0 means automatic generation scheme.
G ! G means gamma centered grid
1 1 1 !Subdivisions along the reciprocal lattice vectors.
0 0 0 ! Optional shift of the mesh.
POSCAR file
System O11NC27H29
1.00
28.60000000 0.00000000 0.00000000
0.00000000 23.65000000 0.00000000
0.00000000 0.00000000 18.26000000
O N C H
11 1 27 29
Direct
0.735245000000 0.693362000000 0.560296000000
0.688252000000 0.602030000000 0.485871000000
0.612343000000 0.574799000000 0.524644000000
0.645944000000 0.474503000000 0.591950000000
0.408846000000 0.411543000000 0.596440000000
0.430105000000 0.616871000000 0.479080000000
0.708636000000 0.318182000000 0.558598000000
0.342797000000 0.638858000000 0.493045000000
56
0.691678000000 0.399154000000 0.458817000000
0.494406000000 0.389218000000 0.580997000000
0.516573000000 0.601522000000 0.460350000000
0.655105000000 0.725201000000 0.644140000000
0.710979000000 0.595856000000 0.555422000000
0.509930000000 0.549133000000 0.490416000000
0.668077000000 0.400846000000 0.515115000000
0.465699000000 0.531459000000 0.513855000000
0.460175000000 0.477970000000 0.544578000000
0.760979000000 0.576744000000 0.540361000000
0.673497000000 0.357928000000 0.576068000000
0.425175000000 0.569725000000 0.505750000000
0.413671000000 0.458520000000 0.569332000000
0.378636000000 0.550275000000 0.530175000000
0.373077000000 0.496617000000 0.560843000000
0.328811000000 0.478605000000 0.583790000000
0.295874000000 0.567907000000 0.545400000000
0.290315000000 0.514334000000 0.575958000000
0.351888000000 0.684313000000 0.542278000000
0.339930000000 0.586004000000 0.522508000000
0.543497000000 0.459746000000 0.528970000000
0.596084000000 0.534672000000 0.472180000000
0.631993000000 0.446089000000 0.526889000000
0.632168000000 0.487400000000 0.462322000000
0.583811000000 0.418816000000 0.536473000000
57
0.548986000000 0.513488000000 0.497262000000
0.498881000000 0.442241000000 0.551917000000
0.640035000000 0.617548000000 0.490964000000
0.634091000000 0.673319000000 0.532366000000
0.658007000000 0.670444000000 0.607393000000
0.709056000000 0.651416000000 0.598795000000
0.591329000000 0.553911000000 0.417853000000
0.623846000000 0.464144000000 0.411884000000
0.667168000000 0.505201000000 0.454929000000
0.582063000000 0.399535000000 0.591128000000
0.579056000000 0.385455000000 0.495345000000
0.628042000000 0.625666000000 0.434885000000
0.596818000000 0.682875000000 0.539266000000
0.649720000000 0.707484000000 0.499890000000
0.639615000000 0.639408000000 0.641566000000
0.725105000000 0.645962000000 0.652903000000
0.693427000000 0.562622000000 0.586692000000
0.636923000000 0.452008000000 0.634173000000
0.760734000000 0.535137000000 0.513910000000
0.778951000000 0.605285000000 0.502464000000
0.781259000000 0.573531000000 0.591019000000
0.621119000000 0.738055000000 0.646440000000
0.672308000000 0.755011000000 0.614074000000
0.640909000000 0.334503000000 0.583352000000
0.683182000000 0.378647000000 0.627327000000
58
0.768252000000 0.685243000000 0.567689000000
0.548252000000 0.614419000000 0.468949000000
0.518007000000 0.363932000000 0.561446000000
0.323566000000 0.437082000000 0.607777000000
0.738217000000 0.338393000000 0.556736000000
0.265594000000 0.595349000000 0.539540000000
0.255944000000 0.500381000000 0.593757000000
0.320210000000 0.694249000000 0.573384000000
0.361713000000 0.721480000000 0.510131000000
0.380420000000 0.674292000000 0.580066000000
The first line in the POSCAR file is system name. Second line represents
scaling factor of the lattice vectors. The next three lines represent lattice vectors of
the structure. The sixth line is symbols of atomic species and their order should be as
in POTCAR file. The seventh line represents number of atoms according to atomic
species in the structure. The eight line tells about the type of atomic coordinates,
fractional or cartesian coordinates. Here Direct means fractional coordinates. All the
rest of line are fractional coordinates of atomic positions in the DOX. Among them
first 11 are for O atoms, then the next 1 are for N atoms, then next 27 are for C and
the rest are for 29 H-atoms.
APPENDIX B
ABBREVIATIONS
ABBREVIATIONS
A : Adenine
BLYP : Beck, Lee, Yang and Parr
BZ: Brillouin Zone
C: Cytosine
DIIS: Direct inversion of iterative subspace
DFT: Density Functional Theory
DNA: Deoxyriose nuclei acid
dsDNA: Double strand DNA
DOX: Doxorubicin
G: Guanine
GGA: Generalized gradient approximation
GTO: Gaussian type orbitals
HF: Hartee- Fock
HK: Hohenberg-Kohn
HOMO: Highest occupied molecular orbital
KS: Kohn-Sham
LCAO: Linear combination of atomic orbitals
L(S)DA: Local (Spin) density approximation
LUMO: Lowest unoccupied molecular orbital
MD: Molecular dynamics
NAMD: NAnoscale molecular dynamics
NERSC: National energy research scientific computing
OLCAO: Orthogonalized linear combination of atomic orbitals
PAW: Projector augmented wave
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PBE: Perdew-Burke-Ernzerhof
PDB: protein data bank
PDOS: Partial density of states
CID: Compound identification number
PW: Plane wave
Q*: Effective charge
QM: quantum mechanics
RGD: Arginine-Glycine-Aspartate
RMM: Residual minimization method
RNA: Ribose nuclei acid
TDOS: Total density of states
VASP: Vienna ab initio simulation package
VDW: Van der wall
VMD: Visual molecular dynamics
(S)VWN:(Slater)Vosko-Wilk-Nusair
XC: Exchange correlation
∆Q: Partial charge
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