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Sommaire
A partir des données récentes sur les schèmes, la présente expé
rience tente par l’évaluation de trois catégories d’inférences: logique,
structurelle, pragmatique et de trois degrés de distance : proche, inter
médiaire, éloignée, d’approfondir la question du râle de la fometion d’inférences dans
la coipréhension verbale. La création d’inférences au moment de la lecture
rend compte en effet des processus constructifs maintes fois observés dans
les rappels d’histoires. Cependant nos résultats indiquent que le type et
la distance des inférences exercent un effet “modulateur” sur l’élabora
tion ou du moins la compréhension des inférences et évitent de ce fait des
surcharges mnémoniques. Les lecteurs reconnaissent en effet à tort les
inférences logiques et structurelles de même que les inférences proches
de l’information textuelle dans un plus fort pourcentage que les inféren
ces pragmatiques et éloignées. De plus les données descriptives au niveau
du temps de jugement indiquent que les inférences logiques et structurel
les proches obtiennent des moyennes de temps de jugement plus courtes que
celles des inférences pragmatiques éloignées. Par ailleurs, le fait que
les trois catégories d’inférences suscitent des fausses reconnaissances
apporte du nouveau sur la nature et l’organisation des schèmes. On peut
supposer qu’au niveau de la représentation cognitive, coexistent différents
types de schêies dont ceux lique, structurel et pragietique lesquels par l’étab1issient
de rapperts d’inclusion, de séquentialité et de plausibilité, concourentà donner l’inter
prétation appropriée du nurent.
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La présente étude porte sur les processus inférentiels impliqués
dans la compréhension de courtes histoires. Des expériences récentes mon
trent en effet que la formation d’inférences fait partie intégrante de
l’acte de lecture. Le lecteur aurait ainsi recours à l’évocation de ‘schè
mes”, “cadres”, ou “scénarios” lui permettant, par des mécanismes d’assi
gnation de “valeurs de défaut”, de compléter l’information manquante pré
sente, passée ou future. Grâce aux schèmes, qui sont des représentations
idéalisées de diverses situations, (linguistique ou extralinguistique), le
lecteur émet ainsi des hypothèses sur le déroulement futur de l’action,
confronte celles-ci avec l’information afférente, opère des retours vers
l’information antérieure et réajuste ou consolide ses anticipations. La
compréhension narrative équivaut en ce sens à un processus d’autorégula
tion rendu possible par la création d’inférences.
Les schèmes envisagés comme entités hiérarchisées peuvent être
comparés, au niveau le plus global, à un système de référence représentant
les connaissances du monde de l’individu. A un niveau intermédiaire, le
schème équivaut à un système de référence représentant le contexte ou le
thème narratif. Enfin à un niveau local, le schème équivaut à un système
de référence représentant une “scène” particulière de l’histoire. Selon
les théoriciens des schèmes l’activation de ces trois niveaux au moment de
C ‘.1’. [RST D %1O%tk[ C
3
la lecture permet d’avoir une compréhension intégrée du récit (voir Mins
ky, 1975; Rumeihart, 1980).
Dans la perspective des schèmes, les auteurs ont surtout étudié
les inférences structurelles c’est-à-dire des inférences portant sur des
séquences d’actions du récit. Ces inférences jouent en effet un rôle im
portant dans la cohérence textuelle en liant causalement les différents
événements du récit. Envisagée de cette façon la signification d’un tex
te se résume pour l’essentiel à l’établissement d’un réseau de chainescau
salesoù les actions jouent entre elles tour à tour le rôle de causes et de
conséquences. Pour ces raisons une partie importante de notre recherche
est consacrée à ces types d’inférences. Nous présumons cependant que d’au
tres types d’inférences contribuent à la signification des récits. Ainsi
nous soupçonnons que des inférences logiques et pragmatiques sont aussi
élaborées au cours du rappel et participent à divers degrés, à la recher
che de sens. Pour la première fois à notre connaissance ces trois grandes
catégories d’inférences” sont réunies et systématiquement comparées du
point de vue de leur reconnaissance à court terme et de leur temps de la
tence.
Par ailleurs, nous établissons différents modes de recouvrement
de l’information inférée et faisons varier la “distance” des inférences
par rapport à leurs prnisses; les inférences pouvant être en position pro
che, moyenne ou éloignée. Le concept de distance est ici employé dans un
sens qui englobe des rapports de séquentialité, d’inclusion et de idU5-
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bilité. Des études récentes semblent en effet démontrer que des processus
séquentiels sont impliqués dans le recouvrement mémoriel (voir Schank et
Abelson, 1977; Bowet et al., 1979). Cependant peu d’études ce jour, ont
porté sur les modes de recouvrement d’informations implicites, la plupart
de celles-ci portant sur la mémorisation d’un matériel linguistique expli
cite. De même les modes d’accès basés sur des rapports d’inclusion et de
plausibilité ont été peu analysés. La présente recherche tentera donc
d’établir si de tels rapports transparaissent au niveau des taux de recon
naissances des lecteurs de même qu’au niveau des temps de latence.
tI\tRSt[ DE %iO\IRE-\E
Chapitre premier
Schèmes et inférences: contexte théotique et expérimental
L \I’ ERSITE DE %O.IRE C
Présentation
La nature de la “relation” entre le texte et le lecteur fait
l’objet de nombreuses études depuis cette dernière décennie autant dans
le domaine expérimental de la psychologie cognitive, que dans le domaine
de l’intelligence artificielle. Nous devons en effet aux théoriciens des
grammaires d’histoires tels que Kintsch et Van Dijk (1975), Bower (1976),
Mandier et Johnson (1977), Thorndyke (1977), Black et Bower (1980), ainsi
qu’aux chercheurs tels que Minsky (1975, 1977), Schank et Abelson (1977),
Rumelhart (1980) et Anderson (1980), d’avoir réinstauré les processus men
taux comme objet légitime d’étude.
Les traditions structuraliste et béhavioriste de la fin des an
nées cinquante et des années soixante, représentées entre autres par Todo
rov (1967), Jakobson (1973) et Barthes (1966) ainsi que par Skinner (1957)
avaient de fait proscrit l’étude du “sujet”. La démarche structuraliste
s’opposait en effet à toute analyse psychologique, biographique ou encore
socio-historique des oeuvres littéraires. Le texte est alors considéré
comme un “objet” autonome et intemporel dont Ï’ interprétation doit être
dégagée de toute analyse des motivations de l’auteur. D’autre part les
béhavioristes en rejetant la méthode introspective jgée non
scientifique, limitèrent considérablement l’intérêt pour les processus co
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gnitifs. En mettant l’accent sur le “comportement” c’est-à-dire sur des
données observables, les béhavioristes s’intéressèrent surtout aux rapports
d’entrée et de sortie de la production verbale. Le “comportement verbal”
comme tout autre comportement est ainsi soumis à des contingences de ren
forcement clairement identifiables dans l’entourage de l’individu.
Par ailleurs, les récentes avancées de la pragmatique dans le do
maine de la “communication” verbale ont permis de saisir toute l’importan
ce que revêt le contexte, linguistique et extra-linguistique, dans l’inter
prétation des énoncés. La signification d’un énoncé ne se résumerait ainsi
pas seulement à sa forme ou à son contenu strict mais également au contex
te situationnel dans lequel celui-ci a lieu. La pragmatique, en s’inté
ressant d’abord à l’actualisation” du langage, traite ainsi de plusieurs
aspects dont, l’interprétation des énoncés, l’assignation de la référence,
la construction des inférences lors de l’interprétation des énoncés de mê
me que la nature des liens entre le savoir contextuel et le savoir ency
clopédique (voir Sperber et Wilson, 1981). Etant donné le chevauchement
d’intérêts que présentent les études pragmatique et cognitive, nous réser
verons à cette première une place en début de notre exposé. Par la suite
seront abordés certains concepts de l’intelligence artificielle et quel
ques unes des expériences récentes effectuées en psychologie cognitive.
Le texte comme énoncé
La nature de la relation entre l’auteur, le texte et le lecteur
peut, à maints égards, être comparée à celle de la relation entre le locu
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teur, l’énoncé et l’allocutaire. En effet le texte, bien que possédant son
monde de référence propre, dépend aussi de “conventions” semblables à cel
les qui président dans les échanges sociaux. Il existerait donc entre
l’auteur et le lecteur, tout comme entre le locuteur et l’allocutaire, une
sorte de “contrat conversationnel” qui fait que les “intentions” du prelhier
peuvent être comprises par le deuxième comme faisant partie intégrante du
message transmis. Pour que ceci fonctionne adéquatement, le lecteur
(aflocutaire) doit être à même de construire ce que Clark (1977) nomme
les inférences “autorisées”. Le sujet aura aussi tendance à choisir les
inférences les plus simples et les plus plausibles de façon à se confor
mer le plus possible aux attentes de l’autre et à réduire son effort co
gnitif. Une autre notion utile, que l’on peut tirer de l’analogie prag
matique, est celle d’”information donnée” (ce que l’on sait déjà) et
d’”information nouvelle” (ce que l’on ne savait pas encore). Selon Clark
(1977), la compréhension d’un énoncé ou d’une proposition implique en ef
fet que le sujet distingue ces deux moments de la transmission de l’infor
mation. L’énoncé lui-même est d’ailleurs porteur de ce double aspect
puisqu’il contient à la fois un “donné” qui réfère à une ou des informations
précédentes connues et un apport de nouveauté, le “nouveau”. Les rnécanisnes
à l’oeuvre ici nécessitent donc la recherche en mémoire d’une proposition
antécédante, 1’”antécédant”, qui corresponde à l’information donnée (ce
qui équivaut à la recherche d’un référent) puis l’adjonction de l’informa
tion nouvelle à son antécédant au niveau mémoriel. L’auteur souligne tou
tefois qu’il arrive assez souvent que nous ne puissions trouver en mémoire
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un antécédent direct ou explicite. Pour faire le lien entre deux énon
cés, le sujet doit donc faire des opérations supplémentaires consistant
essentiellement en la création en mémoire, d’une ou de plusieurs inféren
ces (“implicatures”). La création de telles inférences fournit du même
coup l’antécédant recherché lequel peut être ensuite emmagasiné en mémoire
avec l’information nouvelle.
Ces observations de Clark (1977), bien que portant surtout sur
les mécanismes d’assignation référentielle au moment de l’échange verbal,
fournissent quelques indices sur les processus généraux impliqués dans le
traitement des données linguistiques. Les notions d’information nouvelle
et d’information donnée peuvent en effet être rapprochées de la notion de
“perspective” développée par Iser (1980). Chez cet auteur, ainsi que chez
la plupart des théoriciens des schèmes (voir Minsky, 1975; Ihorndyke, 1977;
Rumeihart, 1980), la relation entre le texte et le lecteur peut être com
parée â un système d’autorégulation puisque le premier fournit au second
des signes qui doivent être constamment réinterprétés à mesure que crois
sent les connaissances du sujet et que s’accomplit l’acte de lecture. La
compréhension est donc intimement liée aux changements de perspectives qui
s’opèrent aux différents moments de lecture. Empruntant la terminologie
pragmatique, nous pouvons dire que ces changements correspondent à chaque
fois à l’établissement d’un nouveau donné. De plus, la perspective momen
tanément retenue apparait en quelque sorte comme une forme sur un fond gé
néral constitué par l’ensemble des perspectives déjà éprouvées. Le schème,
t\IVERSIT[ DE iO\ERE L
qui est une entité abstraite construite à partir de généralisations, se
rait ainsi composé de plusieurs perspectives qui rendent compte successi
vement des séquences du texte et qui en même temps établissent des rela
tions avec les perspectives passées et futures. Ce faisant les perspecti
ves établissent un réseau de relations dans lequel sont consolidées, in
firmées ou projetées les “pistes” du lecteur.
Le texte, tout comme la conversation, est donc soumis à certai
nes contraintes. Ces deux modes d’expression partageant de plus l’exigen
ce de la non redondance (voir Grice, 1975; Bower, Black et lurner, 1979),
le sujet doit de ce fait constamment utiliser ses propres connaissances
pour combler les ellipses du langage. Pour pallier au manque plus ou
moins grand d’informations, l’individu aurait ainsi recours à des schèmes,
cadres ou scénarios formés à partir de ses expériences quotidiennes. L’in
dividu acquiert de la sorte un grand nombre de schèmes représentant diver
ses situations sous leur forme canonique.
Cadres, schèmes et scénarios
C’est principalement à des auteurs tels que Minsky (1975), Ru
meihart (1977, 1980), Anderson (1977, 1980) et Schank et Abelson (1977)
que nous devons les premières définitions exhaustives de ces notions appa
rentées que sont les cadres (frames), les schèmes (schemata) et les scéna
rios (scripts). En dépit des nuances que chacun apporte, et qui semblent
parfois porter sur la taille des unités cognitives en question, nous tente
rons ici de dresser les grandes lignes de ces notions sous l’appellation
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commune de “schème”.
Les schèmes sont les unités fondamentales de notre monde de con
naissances. Ils servent en effet à interpréter les données sensorielles
linguistiques et extra-linguistiques, à retrouver les informations en mé
moire, à organiser les actions, à déterminer des buts et de façon généra
le, à guider le traitement de l’information. Ce sont donc des ensembles
structurés représentant des concepts généraux pouvant porter sur des ob
jets, des situations, des événements ou des séquences d’événements. Aussi
dans la mesure où le schème sousjacent d’un concept représente la signifi
cation de ce concept sous sa forme la plus typique, on peut dire que les
schèmes participent à une théorie de la signification prototypique (voit
Rumelhart, 1980).
Par ailleurs, le schème est organisé comme un réseau hiérarchi
que ayant au niveau supérieur des “noeuds centraux” (central nodes) dont
la valeur est toujours vraie pour une situation donnée et au niveau infé
rieur des “noeuds terminaux” (terminal nodes) dont la valeur varie selon
chaque situation particulière. (Cet aspect hiérarchique ou vertical de
l’organisation de l’information en mémoire est mis en veilleuse dans la
théorie des scripts de Schank et Abelson (1977) au profit d’une vue plutât
séquentielle ou horizontale). Le schème est également doté de mécanismes
d’assignation de “valeurs de défaut” susceptibles d’être déclenchés lors
que les données de l’observation ne suffisent pas à combler toutes les
“cases” (siots) du réseau. Ainsi, ce n’est qu’après avoir assigné des va—
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leurs à toutes ces variables que le schème peut être emmagasiné en mémoire
à long terme. L’existence de ces “variables” ou noeud formés à partir de
nos connaissances stéréotypées du monde est précisément ce qui permet l’at
tribution des valeurs de défaut. Le mécanisme en cause ici équivaut donc
à un processus de généralisation. Par ses propriétés intrinsèques, le
schème jouerait ainsi un raie prépondérant dans la formation des inféren
ces. En effet, lorsqu’un schème a été sélectionné adéquatement pour ren
dre compte d’une situation donnée, il devient par la suite difficile de
départager l’information inférée de celle qui a été directement observée.
Répondant le plus souvent à des exigences “conservatrices”, les
schèmes possèdent également la double propriété de se diviser en sous-
schèmes et de s’imbriquer à l’intérieur de méta-schèmes pour former un
“système”. Ainsi, lorsqu’un schème ne peut plus rendre compte des nouvel
les informations afférentes, un mécanisme est déclenché pour fournir un
autre cadre d’interprétation. Ce mécanisme, qui opère sur les schèmes
eux-mêmes, sert à la formation de nouvelles représentations pour une situa
tion et joue de ce fait un râle important dans la compréhension. Il sem
blerait en effet que, confronté à un problème complexe, il soit plus “ren
table” pour un sujet d’avoir recours à plusieurs cadres simples plutât que
de tenter d’intégrer plusieurs points de vue différents (Minsky, 1975).
La résolution de problème par exemple, se ferait en considérant à chaque
étape des ensembles assez restreints d’informations et en testant à chaque,
fois ces ensembles. Dans un même système les différents schèmes représen
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tent donc autant de façons d’envisager une situation à partir d’un ensem
ble commun d’informations périphériques. Ces changements de point de vue
au niveau conceptuel constituent un des aspects fondamentaux de la repré
sentation.
Pat ailleurs, les schèmes qui ont été entièrement complétés doi
vent à leur tout être assignés aux noeuds terminaux des schèmes de niveau
supérieur. Toutefois, il peut arriver que certaines informations soient
enregistrées dans une mémoire de travail avec l’alternative d’accéder ou
non au niveau supérieur et d’être ainsi représentées ou non dans la mémoi
re à long terme. Le système mnémonique répondrait ainsi à deux grands im
pératifs, d’un côté, les informations contenues dans un schème comblé au
ront tendance à s’imbriquer dans des niveaux supérieurs, de l’autre, les
schèmes non comblés auront tendance à rechercher des valeurs pour leurs
noeuds terminaux.
L’organisation des schèmes en réseau d’interactions leur permet
ainsi d’opérer une simplification de la situation envisagée et d’éviter
qu’un contre-exemple particulier mette en cause l’adéquation du schème évo
qué.
L’ac’e4vation des schèmes
A l’image de leur organisation, les schèmes sont activés par
deux grandes sources opposées, l’activation descendante (top-down activa
tion), déclenchée à partir des concepts ou noeuds centraux emmagasinés en
mémoire, et l’activation ascendante (bottom-up activation), déclenchée à
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partir des données environnementales. Selon Rumeihart (1980) l’activation
“descendante” serait responsable des phénomènes d’attente qui se produi
sent en cours de traitement de l’information. En effet, l’activation de
différents sous-schèmes par le biais de l’activation d’un schème de niveau
supérieur produit autant d’attentes sur les informations à venir. C’est
aussi ce même courant d’activation qui au moment de la remémoration, guide
la recherche d’un but. Ce phénomène est particulièrement évident lorsque
nous ne pouvons retrouver une information en mémoire et que nous devons fai
re appel à des informations générales d’arrière-plan pour diriger notre
recherche.
A l’inverse, l’activation des sous-schèmes à partir des données
sensorielles peut aussi produire l’activation d’un schème de niveau supé
rieur. Le traitement impliqué équivaudrait cette fois, à un processus
d’affinement des connaissances. On peut donc dire en résumé que les mê
mes schèmes primaires responsables de la détection des traits physiques du
stimulus sont aussi responsables de l’activation de schèmes de niveau su
périeur. En retour, ces schèmes de niveau supérieur peuvent activer des
sous-schèmes qui n’avaient jusqu’alors pas été évoqués.
Les problèmes de compréhension encourus lors de la lecture pour
raient en conséquence, se ramener à des problèmes au niveau de l’activa
tion du schème. Dans un premier cas, le sujet peut ne pas posséder le
schème approprié lui permettant une interprétation adéquate. Dans un se
cond cas, le lecteur peut posséder le schème approprié mais manquer d’in-
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dices pour pouvoir l’évoquer. Enfin, le lecteur peut avoir recours à un
schème lui permettant une interprétation satisfaisante mais qui ne corres
pond pas à l’interprétation que l’auteur a l’intention de communiquer.
La réalité psychologique des schèmes
Plusieurs auteurs, dont Bower, Black et Turner (1979), Reder et
Anderson (1980) et Anderson (1980), ont tenté de prouver expérimentalement
l’existence des schèmes en tant qu’unités cognitives. Selon Anderson
(1980) une entité linguistique peut être considérée comme une “unité co
gnitive”, au sens anglais de “chunk”, à condition de se conformer en prin
cipe, à un mode”tout-ou-rien” d’encodage et de recouvrement de l’informa
tion. Ces deux opérations, situées ici au niveau de la mémoire de travail,
impliquent qu’il y ait formation de liens entre les divers éléments d’une
même unité (ce qui constitue en outre une façon d’acquérir de nouvelles
connaissances) et que ces éléments puissent ensuite être retrouvés sous la
forme d’un tout cohérent . La nature étroite des liens qui unissent les
différentes propositions d’un schème, semblable à celle qui unit les con
cepts d’une proposition, permettrait donc de penser que le schème est une
unité cognitive.
Anderson (1980) souligne par ailleurs qu’il existe deux façons
non incompatibles de concevoir le schème, lesquelles ont trait à des “mo
ments” mnémoniques différents. D’après la première conception, similaire
à celle décrite dans les sections précédentes, le schème réfère à un ensem
ble de propositions ou séquences stéréotypées décrivant une situation. Ces
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ensembles de propositions se trouvant à évoluer peu à travers l’expérience,
feraient partie de nos connaissances sémantiques générales et par consé
quent de la mémoire à long terme. Selon une autre conception adoptée par
Anderson (1980), le schème équivaut à ce qui est “déposé” en mémoire à
partir d’un matériel donné. C’est en quelque sorte la correspondance, au
niveau de la mémoire de travail, du stimulus présenté.
Afin de tester l’hypothèse du schème en tant qu’unité cognitive
Bower, Black et Turner (1979) font une première expérience dans laquelle
ils demandent à leurs sujets d’écrire une liste des vingt actions compri
ses dans une situation familière, comme celle par exemple d’assister à un
cours. L’analyse subséquente des protocoles démontre que les étudiants
s’accordent pour énumérer les mêmes actions selon une fréquence quasi iden
tique. Les actions le plus souvent produites et appelées les “conceptua
lisations principales” (voir Schank et Abelson, 1977) se rapprochent éga
lement des “prototypes” (voir Rosch et Mervis 1975), en ceci qu’elles par
tagent un nombre supérieur de points de ressemblance avec d’autres éléments
du même schème et peu de points de ressemblance avec des éléments d’un au
tre schème. Par ailleurs, les jugements des sujets concordent aussi lors
qu’on leur demande de segmenter ces mêmes scénarios en différentes “scènes”,
laissant ainsi présumer de la nature hiérarchique du schème. Enfin, les
sujets s’entendent pour décrire les actions selon un même niveau de base,
ce qui réflète certaines habitudes langagières dont celles d’éviter les
surspécifications et les surgénéralisations.
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Dans une autre expérience, Anderson (1980) construit une courte
histoire dans laquelle l’épisode central équivaut à une séquence stéréoty
pée d’événements relatant un “voyage d’avion”. L’auteur postule que les
six propositions contenues dans ce script devraient entrainer des effets
facilitateurs particuliers dus au “primage” (“priming”) quelles orent les unes par
rapport aux autres. Les propbsitions comprises dans l’histoire mais exté
rieures au script ne devraient pas avoir d’effet de ce genre. Dans une
condition on couple donc deux phrases successives tirées du mmescênario
tandis que dans une autre, on couple deux phrases successives dont la
deuxième seulement provient du scénario. Le degré d’apparentement des
propositions (relatedness), mesuré par le nombre de liens existant entre
ceiT2s-et, est également manipulé d-e façon à obtenir des taux moyens
ou élevés. Les conclusions de cette recherche ne semblent pas démontrer
qu’il y ait un quelconque effet facilitateur en faveur de la condition
“intra-scénario”. Toutefois un contrôle à postériori a permis de montrer
qu’il existe un effet facilitateur relié au “thème” général de l’histoire
plutôt qu’au script lui-même (qui équivaut ici à un court épisode). En
effet, lorsqu’on utilise comme item de primage, une proposition tirée
d’une autre histoire, représentant un autre thème, la seconde proposition
provenant du script est faiblement reconnue. Le scénario entrainerait
donc des effets facilitateurs dans la mesure où celui-ci représente un
thème circonscrit contrastant avec d’autres thèmes d’une même histoire.
Inspirés des recherches de Smith, Adams et al., (1978), Reder et
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Andetson (1980) se sont intéressés à l’interférence rétroactive en tant
que phénomène pouvant affecter les scénarios. Les auteur-s ont donc voulu
connaitre quel est l’effet de l’apprentissage d’un deuxième schème sur la
reconnaissance des faits contenus dans un premier schème. Les auteurs dé
gagent de cette étude qu’il n’y a pas d’effets reliés au nombre de faits
contenus dans le deuxième script sur la reconnaissance des faits du pre
mier script, cependant la simple présence d’un deuxième script ralentit en
soi le temps de reconnaissance des faits contenus dans le premier. Ceci
reviendrait à dire que les faits contenus à l’intérieur d’un scénario ne
semblent pas interférer entre eux, alors que la présence de faits exté
rieurs crée de l’interférence et à plus forte raison semble-t-il lorsque
ceux-ci ne sont pas regroupés sous un schème.
Partant des données empiriques précédentes, Anderson (1980) émet
donc l’hypothèse que le processus de formation des unités cognitives (uni
tization) consiste essentiellement en une opération de correspondance en
tre les éléments de la mémoire de travail et ceux d’une structure de con
naissances préexistante. Ce processus impliqtieait en outre, la formation
d’un nouveau noeud (chunk node) et d’un index servant à étiqueter ce noeud.
L’index serait précisément ce qui sert à avoir accès rapidement au contenu
d’un schème sans avoir nécessairement â en détailler le contenu de façon
exhaustive. Laissant ouverte l’épineuse question du mode tout-ou-rien de
traitement des schèmes, Anderson (1980) semble toutefois pencher pour un
modèle de “correspondance partielle”. Pour étayer ceci l’auteur évoque les
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cas fréquents où certains éléments de la mémoire de travail ne correspon
dent pas à nos connaissances préalables et inversement, les cas où seule
ment certains éléments de l’unité de connaissances évoquée se retrouvent
dans le ménDite de travail. Cende partial serait en fait ce qui caractérise le syst
d’opération humain de même que tout systéiie artificiel “viable”.
Schèmes et inférences
Nous avons vu précédemment que les schèmes et les mécanismes
d’attribution de valeurs de défaut sous-tendus jouent un tôle essen
tiel dans la formation des inférences. Ces dernières s’avèrent à leur tour
directement impliquées au niveau de la compréhension et de l’intégration,
du fait qu’elles établissent des “ponts” entre les informations périphéri
ques et des connaissances prototypiques d’ordre supérieur. En rapport à
ceci, plusieurs auteurs ont remarcié que les sujets ont de la difficulté
à départager l’information suggérée par un contexte de l’information expli
cite, ce qui donne lieu parfois à de “fausses alarmes” au moment de la re
connaissance (voit Kintsch, 1974; Thorndyke, 1976 et Bower et al., 1979).
En effet, dans une expérience de Bower et al. (1979) les sujets lisent une
série de scénarios et obtiennent par la suite des taux élevés de reconnais
sances positives pour les actions explicites, intermédiaires pour les ac
tions implicites et faibles pour les actions fausses. Les résultats rela
tifs aux inférences seraient dûs à une confusion chez les sujets quant à
la source d’activation, cette dernière pouvant étre explicite ou implicite.
Par ailleurs, les auteurs précédents ont aussi démontré que les temps de
jugement sont plus longs lorsque le sujet doit répondre à partir d’actions
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inférées plutôt qu’à partir d’actions explicites. Keenan et Kintsch (1974)
soulignent toutefois que cette différence tend à s’estomper avec le passa
ge du temps. D’après Bower et al. (1979) cet avantage des actions expli
cites sur les actions implicites dépend de leurs montants respectifs d’ac
tivation. Ainsi, les actions explicites bénéficient à la fois d’une acti
vation au niveau de la mémoire épisodique et d’une activation au niveau
des unités de connaissance d’ordre supérieur. Les actions implicites se
raient quant à elles, activées uniquement grôce au schème évoqué. Le temps
supplémentaire que requièrent les fausses reconnaissances positives s’ex
plique ainsi par le fait que le sujet doit d’abord vérifier si la phrase-
test se trouve au niveau de la mémoire de travail. Advenant que la phrase
ne se trouve pas à ce niveau, comme c’est le cas pour les inférences, le
sujet doit ensuite tenter de trouver un schème préexistant qui puisse ren
dre compte de l’inférence. Advenant qu’un tel schème existe celui-ci doit
avoir un niveau d’activation assez élevé pour produire une réponse positi
ve. Ce n’est donc qu’après avoir rempli ces trois conditions que survien
drait une fausse reconnaissance (voir le modèle de Bower, 1979 en figure 1).
Inférences et autorégulation
Nous venons de voir que les inférences jouent un rôle fondamental
dans la compréhension intégrée en créant des liens entre l’information nou
velle et les données antérieures. En favorisant ainsi 1 ‘intégration, les
inférences contribuent aussi à l’établissement d’un contexte qui servira
à interpréter les futurs fragments narratifs.
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Est-ce que la phrase-test
orrespond à une proposition













“Pas sûr d’avoir lu
la phrase.”
Non Réponse du sujet:
“Pas sûr de n’avoir
as lu la phrase.”
fig. 1: Modèle du processus de reconnaissance pendant le
traitement des données verbales. (d’après Bower et al. ,1979).
Est-ce que la phrase-test
correspond à une action
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Par aïlleurs, selon Thorndyke (1976), les processus inférentiels
agissent en même temps sur deux niveaux contextuels, le niveau “local” où
sont attribués des rôles fonctionnels pour chacune des phrases particuliè
res du récit et le niveau “prototypique” où sont formées l’ensemble des
prévisions qui serviront de cadre général d’interprétation pour les infor
mations futures. La compréhension d’un événement est donc intimement liée
à l’activation de ces cadres contextuels. Toutefois il peut arriver en
cours de lecture que le cadre activé ne puisse fournir une interprétation
adéquate pour un événement donné. Dans ce cas le lecteur doit opérer une
sorte de retour en arrière dans l’information de façon â activer ou réac
tiver un cadre antérieur. Ce processus de régulation se ferait précisé
ment par la création d’une chaIne d’inférences rétrogrades. Il se peut
aussi que le lecteur ne puisse retrouver dans l’information passée un ca
dre approprié, dans ce cas un nouveau cadre doit être formé pour intégrer
l’information nouvelle (voir le modèle de Thorndyke, 1976 en figure 2).
Thorndyke (1976) s’intéresse ainsi à voir comment la seconde
phrase d’une paire de phrases-prémisses peut affecter de façon rétroacti
ve la formation d’inférences. Pour ce faire, l’auteur conçoit différentes
paires de phrases-prémisses (P1, P2) dans lesquelles le contenu de la
deuxième phrase (P2) se trouve en continuité directe par rapport à la pre
mière phrase (P1). L’auteur utilise par exemple le couple de prémisses
suivant: Pi: “Le restaurateur avait peur que son penchant pour les frites
ruine son mariage”, P2: “Le restaurateur a décidé de suivre un régime pour
sauver son mariage”. Des paires ainsi formées sont par la suite placées




















Fig. 2: Modèle pour la génération des inférences au cours
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dans différentes histoires. La tâche des sujets consiste alors à lire
l’histoire jusqu’à l’occutence de la première phrase de la paire de pré
misses (Pi) et à émettre à ce moment trois inférences plausibles (11, 12,
13). Le sujet reprend ensuite sa lecture jusqu’à l’occurence de la deuxiè
me phrase (P2) et doit émettre à nouveau trois inférences plausibles (il,
12, 13). Après avoir fait de même pour toutes les histoires, le sujet doit
émettre des jugements de plausibilité pour une liste d’inférences se rap
portant aux histoires. Les inférences préétablies par l’expérimentat’ice
sont classées en trois types selon qu’elles sont pertinentes, peu perti
nentes ou non pertinentes par rapport aux phrases prémisses. Les degrés de
pertinence des inférences sont basés sur le fait que celles-ci se rappor
tent de façon appropriée (exemple: “Le restaurateur était obèse”), peu ap
propriée (exemple: “Le restaurateur obtient ses frites gratuitement”), ou
inappropriée (exemple: “L’épouse du restaurateur n’aime pas les frites”)
aux paires de phrases-prémisses (Pi, P2).
Les résultats obtenus démontrent qu’il n’y a pas de différence
en ce qui a trait à la probabilité de production des inférences lorsque
celles-ci sont émises après la première phrase de la paire de prémisses
(Pi). Toutefois on signale une différence significative dans le type de
production des inférences lorsque celles-ci sont produites après la deuxiè
me phrase de la paire de prémisses. La fréquence de production suit ici
en effet une courbe décroissante pour les inférences pertinentes, peu per
tinentes et non percinentes. Les jugements de plausibilité émis après la




Dans une deuxième expérience Thorndyke (1976) conserve les mêmes
conditions et s’intéresse maintenant à savoir comment les manipulations ef
fectuées affecteront les taux de fausses reconnaissances des inférences.Les
sujets lisent donc les histoites et effectuent par la suite un test de re
connaissance contenant les inférences pettinentes, peu pertinentes et non-
pertinentes ainsi que des propositions explicites.Les résultats obtenus
montrent, conformément aux hypothèses, que le taux de reconnaissance des
inférences pertinentes est nettement plus élevé que celui des inférences
peu pertinentes, ce dernier étant nettement plus élevé que celui des infé
rences non-pertinentes. Ceci indiquerait selon l’auteur que les inférences ap
propriées sont représentées au niveau mémoriel au même titre que les pro
positions qui leur sont reliées. Ainsi dans le cas présent, les inférences
appropriées ont été activées à la fois pat le “primage” provoqué pat la
première phrase-prérnisse(P1) et par le déclenchement d’une chaîne infé
rentielle rétrograde provoquée par la deuxième phrase-prémisse (P2).
Cohérence et chaîne causale
Reprenant l’idée d’un processus rétrograde, de nombreux auteurs
tels que Schank et Abelson (1977), Black et Bern (1981), Singer et Ferreira
(1983) et Keenan, Baillet et al.(1964) postulent que la signification d’un
texte se résume à un réseau de chaînes causales. Une chaîne causale cor
respond à une séquence d’événements jouant entre eux, tour à tour, le tôle
de causes, de conditions préalables et de conséquences. Toutefois les
liens de causalité sont souvent implicites, ce qui rend essentiel la créa-
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tion d’inférences pour s’assurer la compréhension d’un texte. Par ailleurs,
on peut distinguer deux sortes d’inférences causales, les inférences rétro
grades (backward inferences) et les inférences antérogrades ou anticipations
(forward inferences), la première catégorie jouant un rôle privilégié dans
la cohérence des récits.
Pour leur étude sur la cohérence causale, Black et Bern (1981)
se sont inspirés des observations de Mandier et Johnson (1977) et d’Haber
landt et Bingham (1978) à l’effet, d’une part, que les épisodes reliés cau
salement obtiennent un meilleur rappel que les épisodes reliés temporelle
ment et d’autre part, que les phrases reliées causalement dans un récit
sont lues plus rapidement que les phrases dénuées de liens causals. Le
premier résultat serait dû au fait que les épisodes reliés causalement se
combinent au niveau mémoriel pour former des unités d’ordre supérieur. Le
second résultat reflèterait, quant à lui, le temps supplémentaire que né
cessite la création de liens de causalité lorsque ceux-ci n’existent pas
de façon évidente.
A partir de ces considérations Black et Bern (1981) tentent donc
de savoir si des énoncés reliés causalement dans une histoire seront mieux
retenus que des énoncés reliés temporellement. Pour tester ceci, quatre
histoires sont construites, contenant chacune huit paires de phrases cibles.
La première phrase de la paire est reliée causalement ou temporellement à
une seconde phrase qui elle reste identique indépendamment de la condition.
Ce faisant on obtient par exemple, pour la condition causale, la paire de
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phrases suivantes: “Le chat a sauté sur la table de cuisine” (Pi), “Fred
a pris le chat et l’a mis à la porte” (P2). Pour la condition temporelle
on obtient la paire de phrases suivantes: “Le chat a passé devant la table
de cuisine” (Pi). “Fred a pris le chat et l’a mis à la porte”. Dans cet
te première expérience où l’on utilise comme indice de rappel toutes les
premières phrases (des paires), on demande aux sujets de reproduire, après
la lecture des quatre histoires, les deuxièm6 phrases associées temporelle
ment ou causalement aux indices. Les résultats expérimentaux montrent,
conformément aux prévisions, que les énoncés reliés causalement sont plus
faciles à retenir que les énoncés reliés temporellement.
Dans une deuxième expérience, on demande cette fois aux sujets
de produire des rappels verbatim pour les quatre mêmes histoires. Les ré
sultats montrent encore un avantage au niveau du rappel des premières et
deuxième phrases de la condition causale par rapport à celles de la condi
tion temporelle. De plus, la probabilité que les deux phrases appataissent
ensemble dans le rappel est plus élevée lorsque celles-ci sont unies par un
lien causal. On retrouve aussi dans cette condition plus de cas de combi
naisons des deux phrases (par l’emploi de conjonctions) ainsi que plus de
reformulations de niveau général. Ces dernières remarques laissent suppo
ser que deux énoncés reliés causalement ont tendance à être rappelés sous
la forme d’une seule unité d’ordre supérieur.
Dans la même lignée d’expériences, Keenan, Baillet et al.
(1984) mettent en relation le degré de plausibilité des causes et
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la cohérence caùsale. Après avoir pris soin de réduite au minimum le nom
bre de liens coréférentiels1, les auteurs établissent huit couples de phra
ses ainsi que quatre versions représentant quatre degrés de plausibilité
des causes, ce qui donne un total de 32 paragraphes. Ainsi la première
phrase de chaque couple varie en fonction de son degré de plausibilité com
me cause de la seconde phrase tandis que cette dernière demeure identique
d’une version à l’autre. Le fait que la compréhension dépende de la rela
tion entre des unités textuelles et des connaissances générales devrait ici
se traduire par une augmentation de temps pour le traitement des causes
éloignées. Le sujet doit donc lire rapidement mais avec soin les deux
phrases qui apparaissent séparément sur un écran et presser sur un bouton
après la lecture de chacune. Après avoir lu ainsi dans une version unique
chacun des huit couples de phrases, les sujets évaluent le degré de plausi
bilité des causes lues précédemment. Les principaux résultats indiquent
que les sujets perçoivent des différences significatives entre les quatre
degrés de plausibilité des causes. De plus, il semble que le temps requis
pour comprendre une phrase soit relié à la force du lien qui l’unit à son
antécédant. Ainsi, plus le lien causal entre une phrase-cause et une phra
se subséquente est fort, plus cette dernière est comprise rapidement.
Dans une variation de la première expérience, Keenan, Baillet et
‘Liens coréférentiels: Keenan, Baillet et al., définissent la coréférence
comme étant la répétition d’une phrase à l’autre, d’un nom de façon direc




al. (1984) s’intéressent au rappel et à la reconnaissance des causes.
Pour tester ces aspects, les auteurs reprennent les mêmes huit paragraphes
et leurs quatre versions auxquels ils ajoutent neuf paragraphes de remplis
sage exempts de liens de causalité. Les sujets lisent donc tous les para
graphes puis effectuent une tache de distraction avant de faire le test de
rappel puis le test de reconnaissance. Dans le test de rappel, le sujet
doit répondre à huit questions qui reprennent les événements décrits dans
la deuxième phrase de chacun des huit paragraphes. Pour répondre correcte
ment, le sujet doit émettre la cause, c’est-à-dire la première phrase, qui
est reliée à cette deuxième phrase. Le test de reconnaissance comporte les
mêmes huit questions accompagnées chacune de quatre réponses aux choix cor
respondant aux quatre causes possibles liées à chacun des paragraphes.
Contrairement à ce qui était attendu, les cas intermédiaires de
causalité (niveaux 2 et 3 de plausibilité) obtiennent des taux de recon
naissance significativement plus élevés que les cas élevés et faibles de
causalité (niveaux 1 et 4 de plausibilité). Ces résultats se reflètent
également au niveau du rappel puisque ce sont les cas intermédiaires qui
sont le mieux retenus, tandis que le niveau 4 est le moins bien retenu de
tous les niveaux. Ceci parait démontrer que l’établissement d’un lien cau
sal dépend d’une interaction entre le degré de plausibilité de la cause et
le montant de travail impliqué. Ainsi le montant minime de travail impli
qué dans l’établissement d’une cause hautement plausible entrainerait une
faible mémorisation de celle-ci. De même, le surcroit de travail engagé
dans l’établissement d’une cause peu plausible ne suffirait pas à rendre
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celle-ci accessible ultérieurement. Par contre le montant modéré de tra
vail que nécessite l’établissement de liens de causalité de plausibilité
intermédiaire aurait pour effet d’optimiser la mémorisation des causes.
Comme nous l’avons souligné plus haut, l’établissement d’une
chaine causale pour représenter un texte implique à la fois la création de
liens rétrogrades du type de ceux qui viennent d’être étudiés, et la créa
tion de projections dans le futur. On peut aussi dire que ces deux types
de liens correspondent respectivement à des opérations de consolidation
(ou de réfutation) et de primage.
Causes et conséquences
Reprenant l’idée principale d’un précédent article (voir Singer,
1980) à l’effet que les inférences rétrogrades de type instrumental susci
tent plus de fausses reconnaissances que les inférences antérogrades du nie
type, Singer et Ferreira(1983) s’intéressent cette fois aux inférences
portant sur les causes et les conséquences. Ces deux types d’inférences
paraissent en effet tout appropriés à une étude des inférences rétrogrades
et antérogrades. Les auteurs se demandent ici si le traitement impliqué par
les deux types d’inférences s’effectue à des moments mémoriels différents.
Leur hypothèse est que, si les inférences rétrogrades sont nécessaires à
la cohérence, celles-ci devraient être élaborées au moment même de la lec
ture. La représentation du texte contiendrait alors des inférences de ce
type conjointement aux propositions qui les ont engendrées. Les inférences
antérogrades ou conséquences étant moins fortement liées à la cohérence tex
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tuelle , devraient ètre formées après l’encodage.
Pour vérifier ceci Singer et Ferreira (1983) construisent quatre
histoires contenant neuf phrases dont quatre sont des phrases cibles. Les
phrases cibles sont modifiées de façon à représenter trois conditions, la
condition explicite (exemple: “Bob a brûlé son rapport dans le foyer”), la
condition synonyme (exemple: “Bob a incinéré son rapport dans le foyer”)
et la condition inférentielle (exemple: “Bob a jeté son rapport au foyer”).
La condition inférentielle est ici conçue de façon à induire la conséquen
ce exprimée dans la condition explicite. Ainsi à partir du fait que Bob a
jeté son rapport au foyer il est possible de déduire l’inférence ou la con
séquence que Bob a brûlé son rapport. Après la lecture de chaque histoire
on demande donc aux sujets de répondre rapidement à des questions se rap
portant aux phrases cibles. Les questions sont tournées de façon à corres
pondre toujours à la version interrogative des phrases explicites (exemple:
“Est-ce que Bob a brûlé son rapport?”) et nécessitent de ce fait des répon
ses affirmatives. Les temps de latence obtenus à partir exclusivement des
bonnes réponses (réponse = oui), montrent une absence de différence signi
ficative entre les conditions synonyme et inférentielle , toutefois les
conditions explicite et inférentielle diffèrent entre elles puisque cette
dernière requiert plus de temps. L’écart de temps entre le jugement des
propositions explicites et des conséquences inférées suggère que ces der
nières sont élaborées en un temps ultérieur au temps de lecture. Les au
teurs remarqnt aussi l’existence d’une relation positive entre les taux
d’erreurs et les temps de latence, la condition inférentielle remportant le
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plus grand nombre d’erreurs (réponse = non) et les temps les plus longs.
Dans une expérience subséquente Singer et Ferreira (1983) gardent
icntiques les quatre phrases-cibles de la condition inférentielle précé
dente. Cependant pout deux d’entre elles ils ajoutent une deuxième phrase
induisant une caùse. Chaque histoire contiet ainsi deux phrases cibles “sé
parées” formant la condition antérograde (induction de 2 conséquences) et
deux “paires” de phrases cibles formant la condition rétrograde (induction
de 2 causes).Pour la condition antéroarde ceci donne par exemple: “Une
roche est arrivée contre la vitre” (P1) avec la conséquence inférable que
la vitre s’est cassée. Pour la condition rétrograde ceci donne par exem
ple: “Bob a jeté son rapport au feu” (Pi), “Les cendres montaient dans la
cheminée”(P2) avec la cause1 inférable que Bob a brûlé son rapport. Pour
cette expérience les auteurs reprennent les mêmes questions que précédem
ment (exemple: “La vitre s’est-elle cassée?”, “Est-ce que Bob a brûlé son
rapport ?“). Les résultats obtenus démontrent un net avantage au niveau
des temps de latence parr la condition rétro3rade. Par ailleurs il n’existe pas de dif
férence significative entre les temps de la condition rétrograde et expli
cite. L’avantage de la condition rétrograde semble aussi se réfléter au
1Cause: Il est à noter ici que l’inférence à l’effet que”Bob a brûlé son
rapport’peut être déduite comme conséquence de la première prémisse (Pi),
elle est cependant considérée en définitive comme une cause parce qu’elle
est antérieure séquentiellement à la deuxième premisse (P2). La distinc
tion entre les causes et les conséquences repose donc ici sur un critère
structurel, les causes ayant une position enchassée ou fermée (entre les
deux premisses) et les conséquences ayant une position ouverte (après la
ou les premisses).
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niveau des tauxde bonnes réponses, les sujets répondant ici plus souvent
par l’affirmative. Les auteurs interprètent ces résultats comme un indice
à l’effet que les inférences rétrogrades ou les causes sont construites de
façon relativement sûre durant l’encodage du texte, ce qui semble confirm6
par leur similitude avec les propositions explicites. Les anticipations
ou conséquences, en raison du grand nombre de formes qu’elles peuvent po
tentiellement prendre, seraient davantage soumises aux limitations inhé
rentes au traitement de l’information chez l’humain.
Distance des inférences
Cette dernière remarque de Singer et Ferreira (1983) au sujet du
très grand nombre d’inférences (des conséquences dans le cas présent) pou
vant être déduites à partir d’une phrase donnée semble en fait s’appliquer
à plusieurs types d’inférences. En effet la quantité d’inférences qu’on
peut déduire d’un ensemble donné de prémisses ou même d’un texte entier
est en principe illimitée bien que certains types de production soient pro
bablement moins communs que d’autres. On peut par conséquent supposer que
certaines contraintes d’ordre cognitif, comme des retours vers l’informa
tion antécédante ainsi que des limites d’espace, imposent un ordre de pré
férence dans la formation des inférences. Nous pouvons ainsi établir un
ordre des distances (par exemple Distance 1, Distance 2, Distance 3 etc.
des inférences par rapport à leurs prémisses. C’est un peu dans cet ordre
d’idées que nous exposons maintenant les études de Bower, Black et Turner
(1979).
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Dans un prolongement de leur série d’expériences sur les scripts,
Bower, Black et al., (1979) testent l’idée selon laquelle les noeuds d’ac
tion qui sont activés par l’évocation d’un script,ont aussi la propriété
d’accumuler l’activation provenant du contexte antérieur. L’hypothèse
avancée (“Local spread hypothesis”) prévoit qu’une action décrite dans un
texte va ètre comprise plus rapidement si elle est précédée d’une autre
action qui au niveau du script abstrait la précède immédiatement. Les ac
tions antécédantes comprises dans un script idéal entraineraient donc un
primage des actions subséquentes.
Pour tester ceci on sélectionne d’abord six scripts initiaux dé
crivant de façon idéalisée autant de séquences d’actions. Par la suite les
auteurs effectuent des altérations aux scripts, consistant à retrancher à
des endroits déterminés certaines actions de façon à créer des “trous” en
tre les actions explicites çtantes. Des degrés de distance (dl, d2,
d3) sont alors formés en faisant varier le nombre de trous ou d’actions
manquantes (0,1 ou 2) intervenant entre une première action servant d’item
de primage et une deuxième action cible. Par ailleurs, le matériel expéri
mental est conçu de sorte que les phrasesde primage changent en fonction
des distances alors que la phrase cible demeure toujours la méme. Les su
jets lisent donc selon une technique “on-line”,1 la suite des actions dé
‘On-line: la technique on-line consiste à présenter sur un écran une sériede propositions que le sujet fait apparaïtre à son propre rythme l’une
après l’autre. On mesure alors le temps de lecture pour chaque proposition.
L\ I’ ERSI TE 0E %0\ IRE \E
35
crites dans les différentes versions de scripts (3 distances x 6 scripts)
(voir plus loin le schéma du matériel utilisa.
Les résultats obtenus montrent, tel qu’attendu, que le primage
entrainé par une action “proche” de l’action cible facilite la compréhen
sion de celle-ci plus que ne le font des actions “éloignées”. En effet,
les temps de lecture pour l’action cible sont significativement plus courts
lorsque celle-ci est “primée” par une action de distance 1 plutât que par
une action de distance 2 ou 3. De plus, il n’existe pas de différences
significatives dans les temps de lecture entrainés par les distances 2 et
3, ce qui laisse supposer qu’il n’y a pas de graduation dans l’effet de
distance.
En plus d’apporter des éclaircissements sur le mode d’activation
des actions, l’expérience précédente porte notre attention sur le fait que
le recouvrement de l’information s’effectue, du moins en partie, selon un
mode séquentiel. Selon Galambos et Rips (1982) la recherche en mémoire
serait en effet guidée par les questions suivantes: Qu’arrive-t-il ensui
te? et Pourquoi cela arrive-t-il?, traduisant ainsi des voies horizontales
et verticales d’accès à l’information (voir la section: cadres, schèmes et
scénarios).
Catégories d’inférences
Jusqu’à maintenant les études exposées ont porté sur une seule
grande catégorie d’inférences que l’on peut qualifier d’inférences struc
turelles ou cohésives, ou encore “enabling” selon les termes d’Hildyard et












Oison (197$). Ces inférences servent, nous lavons vu, à étabJir cins
relations causales entre les événements. Elles dépendent de plus du savoir
préalable que nous avons des structures qui sous-tendent divers types de
production comme la conversation et les narrations. Les inférences cohé
sives jouent en ceci un râle essentiel dans la cohérence du matériel lin
guistique. On peut également ajouter que ces inférences, possiblement
vraies, sont déterminées à la fois par le contenu et la forme de leurs pré
misses. Les précédents auteurs dégagent par ailleurs deux autres grandes
catégories dTinférences, les inférences propositionnelles ou logiques et
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Fig. 3: Schéma du matériel utilisé dans l’expérience de
Bower et al. (1979).
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Crothers, 1978). Les inférences logiques sont des imp’ications
nécessairement vraies déduites à partit d’arguments ou de prémisses ayant
une forme déterminée. Dépendant peu du contenu de leurs prémisses ces in
férences sont par définition indépendantes du contexte. Enfin les infé
rences pragmatiques sont en majeure partie élaborées à partir de nos con
naissances générales du monde mais n’interviennent pas comme tel au niveau
de la cohérence. Elles correspondent plutôt à l’ensemble des attentes
plus ou moins justifiées que nous avons par rapport aux personnes et aux
événements. Ces inférences qui s’apparentent aux élaborations sont possi
blement vraies, mais à un moindre degré que les inférences cohésives.
La catégorie logique englobe entre autres les synonymes, les
transformations de l’actif au passif, les implications de classes, l’en
semble des syllogismes etc. La catégorie cohésive englobe l’ensemble
des inférences portant sur les causes et les conséquences qui ne sont pas
à proprement parler logiques (voir les études précédentes), ainsi que sur
les buts, les plans et les thèmes (voir l’étude récente de Seifert et al.
1985). Enfin la catégorie pragmatique englobe les élaborations, les sté
réotypes ainsi que les inférences portant sur des états. Nous tenons en
dernier lieu à souligner que la typologie proposée offre une certaine
“perméabilité’. En effet, les syllogismes qui sont en fait des conséquen
ces contribuent probablement à la cohérence lorsqu’ils sont placés dans un
contexte narratif. Par ailleurs, nous pouvons aussi considérer, comme le
font Hildyard et Olson (1978) que les inférences cohésives sont un type
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particulier d’inférences pragmatiques. Quoiqu’il en soit, nous pouvons
soupçonner que la force des liens qui unit les différents types d’inféren
ces à leurs prémisses décroit à mesure que l’on s’éloigne de la forme lo
gique.
L’expérience proposée ici tentera d’approfondir à la fois la
question de la distance inférentielle et la question des catégories d’in
férences. Nous viserons entre autres à savoir si l’une ou l’autre catégo
rie d’inférences favorise davantage les fausses reconnaissances. Le peu
d’études dont nous disposons actuellement à ce sujet laissent place à dif
férentes interprétations, cependant on peut s’attendre qu’en raison de
leur valeur cohésive les inférences de cette méme catégorie entraInent des
taux de fausses reconnaissances plus élevés que les inférences pragmati
ques lesquelles portent davantage sur des détails narratifs (voir Hildyard
et Olson, 1978). Les inférences logiques devraient également produire des
taux de reconnaissances plus élevés que les inférences pragmatiques en
raison de leur caractère de “nécessité” et du lien très étroit qui les
unit à leurs prémisses. Parallèlement ces inférences devraient bénéficier
de la nature privilégiée de leurs liens et être inférées plus rapidement
que les inférences pragmatiques. Les inférences structurelles devraient,
à ce niveau, se rapprocher davantage des inférences logiques.
Nous tenterons aussi de voir si les diverses catégories d’infé
rences, représentées par six types différents, se comportent de façon si
milaire lorsque l’on fait varier leur ordre de distance par rapport à des
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prémisses cibles contenues dans des histoires. A notre point de vue, le
type d’inférences devrait avoir peu d’effet sur la distance de sorte que
nous ne prévoyons pas d’interaction entre ces deux facteurs. Les inféren
ces (nécessaires ou probables) se trouvant à des distances proche, inter
médiaire ou éloignée de leurs prémisses (dl, d2 et d3) devraient par con
séquent entraîner respectivement des taux de fausses reconnaissances éle
vé, moyen et faible. Il est à noter, qu’étant donné la variété des infé
rences étudiées, la distance englobe ici selon les catégories, des rapports
d’inclusion, (et de partie au tout) de séquentialité et de plausibilité.
Nous avons tenu à utiliser des rapports de séquentialité pour établir les
degrés de distance des inférences de la catégorie cohésive afin de pouvoir
mieux comparer nos résultats pour cette catégorie, à ceux de Bower et al.
(1979). Cette façon de procéder pour les distances apporte de plus des
renseignements quant aux modes de recouvrement des inférences (voir 1 ‘éla
boration du matériel). Nous prévoyons aussi que les sujets mettent moins
de temps à inférer une inférence proche qu’une inférence éloignée. Le temps
requis pour émettre une fausse reconnaissance devrait en conséquence être
plus long pour les inférences éloignées. De plus, le facteur de la dis
tance devrait avoir un effet similaire pour toutes les inférences étudiées.
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Chapitre II
Description de l’expérience
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Sujets
L’expérience actuelle a été réalisée grâce à la participation de
36 sujets volontaires, pour la plupart étudiants de premier et de deuxième
cycles en psychologie à l’Université de Montréal. La moyenne d’âge des
participants se situe autour de 24 ans et la majorité d’entre eux est de
sexe féminin, le groupe étant composé de 25 femmes et de li hommes. Tous
les sujets ayant contribué à l’expérience ont comme langue maternelle le
français (35 sujets) ou à défaut une excellente connaissance de celle-ci
(un sujet a pour langue maternelle l’anglais). De plus les sujets retenus
ne présentent aucun trouble apparent de lecture ou de compréhension des
histoires utilisées. (Deux sujets ont du être remplacés à cause de temps
de lecture anormalement élevés). Enfin le recrutement des participants
s’est fait surtout à l’aide d’annonces ou par une sollicitation directe.
Le sujet était alors informé de la durée approximative de l’expérience,
soit une heure et de la nature générale de celle-ci, à savoir une étude
sur la mémoire verbale.
Matériel
Le matériel utilisé consiste en un micro ordinateur (Golden II)
muni d’un écran cathodique présentant l’une à la suite de l’autre, la sé
rie de 36 propositions d’un test de reconnaissance (contenant les proposi
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tions explicites et implicites) et la série de 18 propositions d’un test
de repérage ou d’appui. Les propositions apparaissant toujours au centre
de l’écran sont transcrites en lettres majuscules. Un clavier composé de
deux clefs identifiées “oui” et “non” et qui sert à mesurer la réponse du
sujet ainsi que ses temps de réaction, au millième de seconde près, est
également relié à l’ordinateur. Par ailleurs, le matériel linguistique
utilisé dans la présente expérience et qui consiste en six courtes histoi
tes et en trois tests, soit un test de reconnaissance, un test d’appui et
un test de plausibilité, a été entièrement élaboré par l’expérimentatrice.
Les prochaines sections sont consacrées à la description de ce matériel.
Elaboration des histoires
Prémisses: Notre expérience portant sur les processus de forma
tion des inférences au cours de la compréhension verbale, il s’agissait
d’abord de construire de petites histoires dans lesquelles un certain nom
bre d’inférences cibles sont étudiées. Chaque histoire est donc écrite de
façon a contenir six couples de prémisses (informations explicites sous
forme de phrases) susceptibles de déclencher la formation chez le lecteur,
de six différents types d’inférences. La structure des prémisses contenues
1 ‘intérieur d’une histoire varie donc de façon à entraîner les six types
d’inférences suivants: le syllogisme simple (SS) et le syllogisme disjonc
tif (SD) regroupés sous la catégorie logique, la conséquence impliqué (COI),
la conséquence cachée (COC) et la cause impliquée (CAl) regroupées sous la




Soulignons ici que seulement les inférences logiques et les cau
ses nécessitent deux prémisses alors que la présence conjointe de celles-
ci pour les conséquences et les élaborations est facultative. Malgré cet
te disparité inhérente au type d’inférence étudié, l’expérimentatrice a
tenu à maintenir constant le nombre de prémisses (2) de façon à rendre
équivalent, du moins au niveau de la surface du texte, le nombre d’items
de primage; les prémisses ayant aussi un rôle de primage dans l’élabora
tion d’inférences.
Cette précaution permet aussi de vérifier si l’observation de
Singer et Ferreira (1983) à l’effet que les informations antérogrades (con
séquences) sont moins susceptibles d’être inférées que les informations
rétrogrades (causes), dépend effectivement d’une différence de nature des
inférences plutôt que d’une différence dans le montant de primage, une seu
le prémisse étant utilisée dans leur expérience pour les inférences anté
rogrades.
Par ailleurs, l’ordre d’occurence des différents types de pré
misses ainsi que le nombre de phrases qui séparent un couple de prémisses
d’un autre couple de prémisses n’ont pas été soumis à un contrôle systéma
tique. Nous avons cependant tenté d’éviter que deux couples de prémisses
n’apparaissent l’un à la suite de l’autre c’est-à-dire sans être séparés
par des phrases non prémisses. Par contre les deux propositions qui com
posent la paire de prémisses apparaissent toujours l’une immédiatement
après l’autre. Walker et Meyet (1980) ont en effet démontré que le fait
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de présenter des prémisses de façon consécutive plutôt que séparée avait
un effet facilitateur sur la construction des conséquences de syllogismes.
Un effort particulier a été également fait afin que les informations con
tenues dans les non prémisses ne contredisent pas, du moins au niveau ex
plicite, les informations susceptibles d’être inférées à partir des pré
misses. Le contexte narratif dans lequel sont “disposées” les prémisses
est donc compatible (ou non contradictoire) avec les inférences cibles qui
découlent de ces mêmes prémisses.
Enfin, notre objet étant les inférences propositionnelles, c’est-
à-dire des inférences basées sur des “actions” ou des états (verbes), plu
tôt que les inférences conceptuelles c’est-à-dire basées sur des catégories
d’objets (norns),nous avons porté notre attention principalement sur les ac
tions et évité dans la mesure du possible que des liens référentiels soient
formés entre les actions contenues dans les inférences et des actions hors
prémisses. L’action (ou l’état) décrite dans les inférences découle donc
des prémisses, même si à l’occasion les inférences propositionnelles con
tiennent des substantifs (noms) suggérés par le contexte narratif entou
rant les prémisses. Ainsi les prémisses: Il leur fallait un interprète
(Pi); Il se trouvait parmiies otages une femme qui parlait couramment
l’anglais (P2) commandent la conséquence (COC): La femme transmis le mes
sage au président, bien que le substantif “président” apparaisse en fait
dans le contexte immédiat des prémisses (les trois phrases précédant P1,
P2).
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Un test dans lequel on demande aux sujets de retracer les prémis
ses à partir des inférences établies, vise à vérifier la possibilité que
des actions ou des substantifs hors prémisses aient eu une prégnance plus
forte que les actions ou substantifs contenus dans Pi et P2, et donc une
influence sur la formation des inférences, (voit plus loin la section: Ela
boration du test d’appui et les résultats de ce test au chapitre 3).
Inférences logiques: Les syllogismes simples sont construits
selon des vatiables de la forme suivante: Prémisses: Le chef du Plan-K
craint tous ses ennemis (Pi); Mr. Black est un ennemi du chef du Plan-K
(P2). Inférence: Le chef du Plan-K craint Mr. Black (551). Les syllogis
mes disjonctifs sont construits selon la forme suivante: Prémisses: L’ar
me du crime est un Colt 45 ou un Long Rifle (Pi); l’arme du crime n’est
pas un Long Rifle (P2). Inférence: L’arme du crime est un Colt 45 (SDl).
Inférences structurelles: Les conséquences impliquées et les
causes impliquées sont construites selon des modèles s’approchant de ceux
d’Hildyard et Oison (1978) et de Singer et Ferreita (1983) et répondent
ordinairement aux questions suivantes: Qu’arrive-t-il ensuite?” et “Pour
quoi cela s’est-ii produit?” Les conséquences et les causes employées
dans la présente expérience ont donc aussi une composante temporelle puis
que dans le premier cas elles réfèrent à des événements futurs et dans le
second cas, à des événements passés; les conséquences étant un exemple
d’inférence antérograde et les causes, un exemple d’inférence retrograde.
Nous obtenons ainsi pour les conséquences impliquées, des infé
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tences de la forme suivante: Prémisses: Miss Peel commanda un whisky à la
serveuse (P1); la serveuse nota la commande (P2). Inférence: La serveuse
a apporté un whisky (COCI). Pour les causes impliquées nous obtenons des
inférences de la forme: Prémisses: Carlos attira Jacinthe vers lui (P1).
Elle conserva une douce sensation sur la nuque (P2). Inférence: Carlos a
embrassé Jacinthe sut la nuque (CAl). La notion de cause est considérée
ici comme une inférence rétrograde c’est-à-dire comme un événement situé
chronologiquement avant l’événement décrit dans la deuxième prémisse.
Alors que les conséquences et les causes précédentes portent sur
des événements physiques, les conséquences cachées1 se rapprochent davan
tage des intentions ou des motivations. Celles-ci sont induites par des
verbes tels que “se souvenir”, “falloir”, “apprendre”. Nous obtenons ain
si des inférences de la forme suivante: Prémisses: Les documents étaient
rédigés en sanscrit (P1); Miss Peel se souvint d’un ami spécialiste du
sanscrit (P2). Inférence: Miss Peel a commandé à l’ami la traduction du
document (COC1).
Inférences pragmatiques: Enfin les élaborations qui se rappro
chent des stéréotypes et des états sont formées selon des variations de
l’exemple suivant: Prémisses: Jacinthe retrouvait avec joie les enfants
1L’expression de conséquence cachée provient de G. Fauconnier dans sonséminaire sut la pragmatique donné à l’hiver 1984 à 1 ‘Ecole des HautesEtudes en Sciences Sociales à Paris. La présente auteure a toutefois
opté pour une interprétation personnelle et donc pris une liberté dans
l’emploi de ce concept.
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(P1); c’était une jeune femme dans la trentaine (P2). Inférence: Jacinthe
n’avait pas d’enfants (El). En dépit du fait que certains types d’infé
rences peuvent présenLer des caractéristiques formelles, la nature de cel
les-ci dépend principalement des prémisses ou plus généralement du contex
te narratif dont elles découlent (voir en Annexe A un résumé des six types
d’inférences).
Les prémisses contenues de façon explicite dans six histoires
devraient ainsi susciter à divers degrés la reconnaissance des inférences
logiques, structurelles et pragmatiques.
Les six histoires ainsi construites sont: “Jacinthe” (JA), “L’a
gent secret” (AG), “La prise d’otage” (P0), “La partie de football” (PF),
“La guerre des gangs” (GG) et la “Fête” (FE). Le choix des thèmes a été
motivé par l’exigence suivante, il s’agissait d’écrite de petites histoi
res simples dont le contenu paraît assez familier au sujet pour ce celui-
ci puisse avoir recours à ses propres connaissances schématiques des his
toires présentées. Enfin les histoires, remises dactylographiées aux su
jets, contiennent respectivement 567, 601, 578, 587, 471 et 538 mots. De
plus les six histoires sont divisées en trois blocs immuables de sorte que
JA est toujours jumelé à AG, P0 à PF et GG à FE, seul l’ordre de présenta
tion des histoires à l’intérieur de chaque bloc est contrebalancé, ce qui
donne au total six groupes d’histoires. (Six cahiers contenant chacun
deux histoires et les directives pour les différents tests ont été établis
selon le modèle précédent). (Voir en Annexe B les histoires).
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Elaboration du test de reconnaissance
Le test de reconnaissance est constitué de 36 propositions gram
maticales simples de longueurs (en termes de nombre de mots) sensiblement
égales. La liste des propositions est d’abord divisée en deux catégories
de sorte que nous obtenons 18 propositions explicites et 18 propositions
implicites ou inférences. La catégorie explicite se subdivise encore en
9 propositions explicites vraies (EV) et 9 propositions explicites fausses
(EF).
Explicites: Les EV qui contiennent une seule proposition gram
maticale sont formées à partir de phrases simples (une proposition) ou
composées (plusieurs propositions) apparaissant dans les histoires. Dans
certains cas des éléments de la microstructure (surface) du texte (adjec
tifs, adverbes, prépositions, conjonctions) sont omis au profit d’une
“centration sur l’action” exprimée, ceci afin de faciliter l’équivalence
dans le nombre de mots contenus dans les différentes propositions-test.
De plus, les pronoms et les ellipses présents dans certaines propositions
des phrases du texte sont remplacées par leurs référents. Ainsi la propo
sition EV: “Miss Peel enfouit les documents dans sa poche”, a pu être dé
gagée de la deuxième proposition de la phrase textuelle: “Elle prit les
documents! et les enfouit dans sa poche” (la deuxième proposition conte
nant une ellipse du sujet: “Miss Peel” et une anaphore: le pronom complé
ment “les” mis pour “les documents”.
De même, la proposition EV: “La voix de Carlos rassura Jacinthe”
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a pu être dégagée de la phrase simple textuelle: “Mais la voix calme et
chaude de Catlos la rassura peu à peu” en vertu du principe de l’épargne
des détails de surface. En fait l’équivalence entre les phrases textuel
les et les propositions EV se situe au niveau d’éléments de la structure
profonde des phrases textuelles. Ainsi la phrase simple textuelle ci-
haut est décomposable en plusieurs propositions logiques intereliées dont
l’ordre traduit ici un degré de profondeur décroissant: 1- (rassurer,voix,
Jacinthe): Une voix rassura Jacinthe, 2- (Carlos, voix): C’était la voix
de Carlos, 3- (calme, voix): la voix était calme, 4- (chaude, voix): la
voix était chaude, 5- (peu à peu, 1): Une voix rassura Jacinthe peu à peu.
(voit le mémoire de maîtrise (1981) de la présente auteure pour une des
cription de l’analyse propositionnelle inspirée de la logique des prédi
cats). A cause de cette façon de procéder, un nombre réduit de proposi
tions EV du test de reconnaissance sont effectivement verbatim, bien que
toutes soient explicitemeit exprimées (voir en Annexe la description des
altérations apportées aux phrases textuelles).
Les propositions EF contiennent quant à elles une erreur explici
te par rapport aux propositions des phrases contenues dans les histoires.
Inférences: Les inférences (1) sont définies comme étant des
propositions nécessairement vraies (catégorie logique) ou possiblement
vraies (catégories structurelle et pragmatique) suggérées à divers degrés
par des prémisses contenues de façon explicite dans les histoires.
Distance des inférences: Comme nous l’avons signalé plus haut,
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six types d’inférences sont étudiés ici. Nous avons donc élaboré pour
chacun des types trois exemples afin d’obtenir le nombre total de 18 infé
rences. Les trois exemples d’inférences ont été crées selon leur ordre
de distance pat rapport aux prémisses cibles. Cet ordre de distance (D)
varie entre 1, 2 et 3 pour signifier une distance proche, moyenne ou éloi
gnée.
De plus, les ordres de distance pour les inférences de la caté
gorie logique (SS et SD) sont établis d’après des rapports d’inclusion ou
de partie au tout, ceux de la catégorie structurelle (COI, COC, CA) d’après
des rapports de séquentialité et enfin ceux de la catégorie pragmatique,
d’après l’ordre de production d’inférence plausibles émises pat des sujets.
Cette façon non uniforme de procéder pour établir les distances a été re
tenue afin de pouvoir établir des variations d’ordre à l’intérieur d’un
type donné d’inférences sans en altérer la nature. Le concept de distan
ce prend donc ici un sens général regroupant des rapports d’inclusions, de
séquentialité et de plausibilité. (Pour fins de simplification la valeur
de la distance d’une inférence sera exprimée sous forme numérique, par
exemple: 5S2: syllogisme simple de distance moyenne). (voir en Annexe C
et D la liste exhaustive des inférences et le test de reconnaissance).
Inférence logique: Inclusion de classe (ou partie au tout):
Contrairement aux études sur les “réseaux sémantiques”, les rappots d’in
clusion ne sont pas pris ici dans leur sens strict de relation d’apparte
nance entre des éléments et des catégories logiques et immuables, du type
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“un canari est un oiseau”. L’idée ici est plutôt d’établir des rapports
d’abstraction croissants basés sur le “monde de référence” que constitue
l’histoire tout en préservant la nature de l’inférence.
Notons au passage que les études sur les réseaux sémantiques sont
ordinairement effectuées de façon “hors-contexte”. Or dans les situations
naturelles, le contexte est toujours présent et contribue au sens. Ainsi
une rose peut être préférentiellement interprétée et encodée en mémoire
comme étant un cadeau ou encore comme un ornement artificiel et être rap
pelée comme telle, étant donné des contextes particuliers.
Étant donné cette façon de procéder qui tient compte du contexte,
les rapports d’inclusion sont établis selon le modèle suivant: Le chef
craint Mr. Black (Dl), le chef craint un homme (02), le chef craint une
organisation (03), tandis que les rapports de partie au tout suivent ce
modèle: La dynamite était placée dans la queue de Boeing (Dl), la dynami
te était placée dans le Boeing (D2), la dynamite était placée dans l’avion
(D3). On peut en effet considérer que les rapports entre Mr. Black, un
homme, une organisation dans le premier exemple, sont inclusifs étant don
né les connaissances accumulées par le lecteur quant au contexte de 1 ‘his
toire.
Sèquentialité: Les rapports de séquentialité sont basé s sur
la succession naturelle (temporelle) d’événements et suivent ainsi le mo
dèle suivant: Carlos s’est rendu au café (Dl), Carlos est entré dans le
café (D2), Carlos a discuté avec le serveur (D3).
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La possibilité d’établir des critères objectifs, tout en tenant
compte du contexte, dans le cas des rapports d’inclusion (ou de partie au
tout) et de séquentialité a permis à l’expérimentatrice d’établir elle-même
les différents ordres de distance. Galambos et Rips (1982) montrent en ef
fet qu’il existe un accord quasi parfait chez des sujets à qui on demande
de juger l’ordre dans lequel des actions sont naturellement accomplies.
Plausibilité: Les rapports de plausibilité ont été élaborés à
l’aide d’une pré-expérimentation normative totalisant 12 protocoles four
nis par un groupe de 8 sujets indépendants (certains d’entre eux ayant
fourni plus d’un protocole). Dans une première étape les sujets devaient
produire spontanément mais par ordre de plausibilité des inférences à par
tir de prémisses suggérant des élaborations. L’expérimentatrice devait en
suite regrouper les inférences exprimant les mêmes contenus et réécrire cel
les-ci sous forme paraphrasée de façon à obtenir trois inférences pour cha
que couple de prémisses suggérant des élaborations. Dans une deuxième étape
les sujets devaient s’accorder quant au rang de plausibilité (premier,
deuxième, troisième) des inférences réécrites. Les sujets furent testés à
tour de rôle de façon à permettre après chacun d’eux des améliorations du
matériel. Les résultats furent ainsi “stabilisés” au bout du douzième
protcole.
Elaboration du test d’appui
Le test d’appui contient les 18 inférences du test de reconnais
sance ainsi qu’un duplicata de l’histoire correspondante. Ce test, qui
sert surtout de contrôle, a été établi dans le but de vérifier si chaque
inférence se rapporte bien effectivement à au moins une et au plus deux
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prémisses dans l’histoire (le même couple de prémisses correspond aux trois
inférences d’un même type). Nous nous sommes en effet inspiré, pour cet
te vérification, des recherches de Kintsch, Kozminsky et al., (1975) qui
ont démontré que plus grand est le nombre de liens coréférentiels pour un
concept donné, plus grande est sa probabilité de rappel. Ceci sert aussi
à nous donner un indice de l’importance relative des inférences. Les pré
misses identifiées par le sujet doivent de plus correspondre aux prémisses
cibles préétablies par l’expérimentatcice.
Elaboration du test de plausibilité
Enfin le test de plausibilité est composé des six couples de
phrases prémisses extraits des histoires corres
pondantes. Chacun des couples de prémisses est associé à trois inférences
d’un même type (exemple: SS2, 5S3, SS1) auxquelles correspondent trois
échelles de plausibilité dont la valeur numérique varie de 1 à 5 (1 = peu,
3 = moyen, 5 = très). Au total les tests offrent donc la possibilité pour
le sujet d’émettre 18 jugements de plausibilité. La plausibilité est dé
finie ici comme la “force du lien” qui unit l’inférence à ses prémisses.
Ces mesures subjectives de la plausibilité des inférences seront comparées
aux mesures plus objectives de la distance des inférences.
Les trois tests décrits plus haut (reconnaissance, appui, plau
sibilité) sont reproduits six fois de façon à correspondre aux six histoi
res de la présente étude, ce qui fait au total 18 tests (3 tests X 6 his
toires). Ainsi le contenu des propositions testées change en fonction des
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histoires mais leur aspect formel demeure identique d’un test à l’autre
(Voir en Annexe E les tests de plausibilité).
Par ailleurs, à l’intérieur de chaque histoire et pour les six
histoires combinées, les différentes catégories de propositions (E EV EF I)
contiennent un total de mots à peu près égal. Les nombres moyens de mots
par proposition pour ces quatre catégories et pour les six histoires sont
de 7.11, 7.09, 7.13 et 7.12. Nous avons aussi tenté de rendre équivalents
entre eux les six types d’inférences, ceci pour les six histoires combi
nées. Les nombres moyens de mots par proposition sont de 7.22 pour les
syllogismes simples, 7.00 pour les syllogismes disjonctifs, 7.22 pour les
conséquences impliquées, 7.11 pour les conséquences cachées, 7.06 pour les
causes impliquées et 7.17 pour les élaborations. Enfin un effort similai
re a été fourni pour rendre équivalentes, à l’intérieur de chaque histoi
re et pour les six histoires, les trois distances Dl, D2, D3. Les nombres
moyens de mots par proposition pour les six histoires combinées sont res
pectivement de 7.14, 7.06, et 7.19. Pour conclure, disons enfin que la
longueur moyenne globale pour toutes les propositions testées est de 7.12
mots, avec un minimum de 5 mots (6% des cas) et un maximum de 11 mots (0.9%
des cas).
Déroulement
L’expérience se déroule entièrement dans un laboratoire de l’Uni
versité de Montréal affecté à notre type de recherche. Chaque sujet est
testé individuellement pendant une durée qui varie, selon l’individu, entre
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45 et 75 minutes.
L’expérience s’effectue en une seule session au cours de laquel
le le sujet doit au total, lite deux histoires et effectuer six tests soit,
deux tests de reconnaissance, deux tests d’appui et deux tests de plausibi
lité. Une période de repos facultative est allouée entre la première sé
rie de tests (lecture de la première histoire, test de reconnaissance, test
d’appui) et la deuxième série de tests (lecture de la deuxième histoire,
test de reconnaissance, test d’appui). Le sujet encharne ensuite avec la
troisième série de tests constituée par les deux tests de plausibilité
correspondant aux deux histoires. Les sujets ne sont toutefois pas préve
nus à l’avance de la nature des tests qu’ils vont effectuer; des directi
ves contenues dans un cahier leur indiqueront au fur et à mesure ce qu’ils
doivent faire. L’expérimentat-ice n’est là que pour donner d’éven
tuelles explications et recommandations aux sujets. Cette dernière demande
ainsi aux sujets de demeurer silencieux pendant la lecture des histoires
ainsi que pendant toute la durée des tests de la première et deuxième sé
rie. Les directives pour la lecture de la première histoire se présentent
ainsi:
L’expérience à laquelle vous participez vise
à mieux comprendre certains phénomènes de la
mémoire à court terme. Pour vérifier cer
taines hypothèses nous avons construit deux
histoires simples que vous aurez à lire atten
tivement en prenant tout le temps que vous
désirez. Vous aurez aussi à accomplir diffé
rentes tâches après la lecture de chacune des
deux histoires.
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De nouvelles directives apparattront au fur et
à mesure du déroulement de l’expérience. Lors
que vous serez prêt à commencer avertissez l’ex
périmentatrice celle-ci vous remettra la pre
mière histoire. Lisez attentivement l’histoire
à votre rythme normal de lecture afin d’obtenir
une bonne comprhension de celle-ci. Quand
vous aurez terminé votre lecture appuyez tout
de suite sur iTun des boutons (vers le bas) et
l’expérimentatrice reprendra l’histoire.
Après avoir lu la directive le sujet entame la lecture de la
première histoire. A ce moment même l’expérimentatrice déclenche un chro
nomètre relié à l’ordinateur, afin de mesurer le temps de lecture du su
jet. Lorsqu’il a terminé, le sujet remet l’histoire à l’expérimentatrice
et lit la directive pour le test de reconnaissance qui se présente comme
suit:
Vous devez maintenant juger si oui ou non les
différentes phrases qui apparaitront sur l’é
cran étaient présentées dans l’histoire que
vous venez tout juste de lire. Essayez de ne
pas confondre votre jugement de reconnaissance
des phrases (oui ou non) avec un jugement de
probabilité des phrases (vrai ou faux). Vous
devez juger en tout 36 phrases. A chaque juge
ment positif ou négatif vous devez appuyer sur
la clef correspondante le plus rapidement pos
sible ce qui aura pour effet de faire dispa
raitre la phrase. Prenez cependant bien soin
de lire complètement la phrase avant d’émettre
votre jugement. Etudiez attentivement l’exem
ple suivant avant de commencer le test.
Exemple 1: Extrait d’une histoire
Carlos fut heureux de revoir enfin Jacin
the et elle-même avait quelque peine à dissi
muler sa joie. Cependant elle avait quelque
chose d’important à lui dire. Carlos devait
choisir de garder ses anciennes habitudes ou
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de rester avec elle. Carlos lui assura qu’il ne
ferait tien qui puisse lui déplaire aussi lui
promit-il d’abandonner ses habitudes. Jacinthe
fut heureuse que les choses s’arrangent ainsi
Test de reconnaissance
L Carlos fut heureux de revoir Jacinthe.
Réponse: Oui
2. Carlos choisit de rester avec Jacinthe.
Réponse: Non (phrase plausible mais non pré
sente dans l’extrait)
3. Jacinthe avait de la peine à dissimuler sa
joie.
Réponse: Oui
4. Jacinthe avait quelque chose d’important à
lui remettre.
Réponse: Non
Avertissez l’expérimentatice une fois que vous
avez compris l’exemple. Cefle-ci appuyera sur
une clef pour démarrer le test. Par la suite
le fait d’appuyer sur l’une des clefs pour ré
pondre déclenchera à chaque fois l’apparition
des phrases suivantes.
GARDEZ VOS MAINS SUR LES CLEFS PENDANT TOUTE
LA DUREE DU TEST.
Le sujet répond donc par oui ou non aux 36 propositions du test
de reconnaissance. Celles-ci sont présentées dans un ordre semi aléatoire
de sorte que deux inférences d’un même type n’apparaissent pas successive
ment mais sont séparées par une proposition explicite vraie ou fausse.
De plus l’ordre de présentation des propositions varie d’un sujet à l’autre.
Une fois le test terminé l’expérimentatrice remet au sujet la directive pour
le test d’appui qui consiste à repérer des prémisses à partir des inféren
ces précédemment jugées lors du test de reconnaissance. La consigne se
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présente comme suit:
L’expérimentatrice vous a remis une copie dacty
lographiée d’une histoire identique à celle que
vous avez lue tout à l’heure. Sur l’écran vont
apparaitre maintenant l’une après l’autre et à
votre rythme, des phrases qui ont été tirées
telles quelles du test que vous avez effectué
tout à l’heure. En principe vous avez donc dé
jà, émis des jugements de reconnaissances (oui
ou non) pour ces phrases. Ce que je vous de
mande maintenant c’est d’essayer de retrouver
dans l’histoire que vous avez en main, une ou
deux phrases: les plus probables, sur lesquelles
vous vous etes basés pour faire vos jugements de
reconnaissance de tout à l’heure. En d’autres
termes j’aimerais savoir quelles phrases de
l’histoire vous ont servi pour répondre par oui
ou non au test précédent. Idéalement vous de
vriez pouvoir retracer au moins 1 phrase dans
l’histoire dont le sens vous semble assez proche
de celui de la phrase qui apparait à l’écran.
Prenez soin d’identifier les phrases que vous
avez trouvé dans l’histoire en les soulignant
et reportez au-dessus de celles-ci le numéro
qui apparaït au-dessus de la phrase de l’écran.
Appuyez immédiatement sur une des clefs (n’im
porte laquelle) quand vous avez fini l’identifi
cation. Étudiez attentivement l’exemple suivant
avant de commencer le test.
Exemple 2: Exemples de phrases que vous ferez apparaitre successivement à
l’écran et leurs numéros correspondants:
-3-
Elle a bu un whisky sur glace.
-9-
La serveuse a apporté un whisky sur glace.
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-3- -9- -15- -3- -9- -15-
serveuse. Celle-ci nota la commande sur son ca
lepin. Avant de consulter les documents elle re
garda en direction de la sortie..
Avertissez l’expérirrentatric2 une fois que vous
aurez compris les exemples. Celle-ci ppuyera
sur une clef pour démarrer le test. Par la sui
te le fait d’appuyer sur l’une des clefs déclen
chera à chaque fois l’apparition de la phrase
subséquente.
Les 18 inférences du test d’appui sont, contrairement aux propo
sitions du test de reconnaissance, présentées selon un ordre non aléatoire
et fixe. La séquence de présentation va comme suit:
-1- -2— -3- -4- -5- -6- -7- -12- -13- -18-
SSI, SDI, COu, COC1, CAl, ET, SS2, ... E2, SS3, ... E3
Les phrases 3, 9 et 15 de l’exemple précédent correspondent donc aux infé
rences COIl, C012 et C013. (Cette séquence de présentation nous est appa
rue la plus avantageuse pour la compilation des données de ce
test). Cependant tout comme pour le test de reconnaissance, les inféren
ces du test d’appui demeurent visibles à l’écran aussi longtemps que le su
jet n’a pas émis sa réponse. De plus, dans les deux tests, une période de
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-15-
Elle a ensuite quitté le bar.
Identification des phrases d’appui (de base) dans l’histoire:
“Elle entra à demi essouflée dans le premier
bar qu’elle rencontra. Là elle serait en sé
curité et pourrait jeter un coup d’oeil sur les
documents. Elle commanda un whisky sur qlace à
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repos fixée à 2 secondes est prévue entre le moment où le sujet appuie
sut
la clef pour répondre et l’apparition de la phrase suivante.
En principe toutes les propositions du test d’appui devraient
avoir obtenu une réponse négative dans le test de reconnaissance précédent
du fait que ce sont toutes des inférences (c’est-à-dire des propositions
non présentées dans l’histoire); c’est pourquoi nous informons le sujet que
certaines propositions du test peuvent lui paraitre en contradiction
selon sa réponse au test de reconnaissance) avec les prémisses
qu’il a réussi à identifier dans le texte.
Pat ailleurs, comme les trois distances d’un même type d’inféren
ce (par exemple: 551, 552, 553) correspondent au même couple de prémisses,
le sujet doit identifier optimalement seulement six couples de prémisses
différents pour les 18 propositions-inférences du test.
L’accomplissement de cette tâche de repérage des prémisses vient
clore la première série de tests. Le sujet est prêt maintenant à commen
cer la deuxième série de tests qui se déroule de façon identique à la pré
cédente. Nous avons cependant, dans ce cas-ci, abrégé les directives et
retranché les exemples pour les deux tests. Le sujet lit donc la deuxiè
me histoire puis effectue les tests de reconnaissance et d’appui corres
pondants.
Après avoir terminé la deuxième série de tests le sujet reçoit
la dernière consigne qui le prépare à effectuer les deux tests de plausi
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bilité. La consigne se présente comme suit:
La deuxième série de tests est maintenant terminée)
vous êtes prêts à commencer la dernière partie de
l’expérience. L’expérinntatrice va vous remettre
dans quelques instants deux feuillets contenant
chacun six items. Chacun des items comprend un
couple de phrases et trois inférences qui leur
sont reliées par leurs contenus. Les phrases
ont une certaine ressemblance avec quelques
unes des phrases contenues dans les histoires que
vous avez lues précédemment. Il s’agit pour vous
d’ordonner les inférences sur les échelles cor
respondantes de telle sorte que la PLUS PLAUSIBLE
A VOS YEUX obtienne la COTE 5 et que la MOINS
PLAUSIBLE obtienne la COTE 1; les cotes 2-3-4
étant attribuées à des jugements intermédiaires.
Le degré de plausibilité se définit comme étant
la FORCE DU LIEN qui unit le couple de phrases aux
inférences (lien très fort = 5, lien très faible
1). Vous pouvez si vous le voulez utiliser vo
tre souvenir des histoires pour faire vos juge
ments. Efforcez-vous d’attribuer des COTES DIE
FERENTES à l’intérieur de chaque groupe d’infé
rences de façon à NUANCER le plus possible votre
jugement. Evitez donc d’attribuer la même cote
pou les trois inférences reliées au couple de
phrases. Prenez tout le temps que vous désirez
pour accomplir ce test.
Une fois que le sujet a lu et compris la consigne, l’expérimenta
tcicelui remet, selon l’ordre dans lequel celui-ci a lu les histoires, les
deux tests de plausibilité reliés aux histoires lues.
Devis expérimental
Le schème utilisé dans notre expérience en est un entièrement à
mesures répétées sur quatre facteurs. Tous les sujets effectuent en effet
des jugements de reconnaissance, à partir de propositions explicites et im
plicites, de propositions vraies et fausses ainsi que sur six types d’infé
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rences et trois distances. Pour simplifier les analyses statistiques nous
avons toutefois séparé le premier et le deuxième facteurs, tandis que les
facteurs du type d’inférence et de la distance ont été considérés dans leur
interaction ce qui donne ici un schème à mesures répétées sur 2 facteurs.
Pour des raisons d’économie nous avons aussi divisé les sujets en trois
groupes de sotte qu’ils aient à évaluer seulement deux histoires plutôt que
six. Dans les analyses statistiques nous avons cependant réuni à nouveau
les trois groupes pour former un seul groupe expérimental. De la même ma
nière nous combinons les données pour les six histoires car le type d’his
toire ne constitue pas une variable indépendante dans notre expérience. No
tre idée est plutôt de présenter aux sujets une variété de contextes (ou
d’histoires) dans lesquels apparaissent les mêmes types d’inférences.
Par ailleurs, nous nous intéressons aussi à connaitre l’effet du
temps de lecture des histoires sur la performance des sujets. Pour ce faire
les sujets seront à postériori divisés en deux groupes soit les lecteurs
lents, et les lecteurs rapides.
Les manipulations effectuées sur les variables précédemment décri
tes devraient se répercuter sur deux niveaux principaux, le taux de bonnes
réponses et son corollaire le taux de fausses reconnaissances positives
pour les propositions explicites et implicites du test de reconnaissance
ainsi que le temps de compréhension requis pour répondre aux propositions
de ce test. Rappelons qu’une bonne réponse pour les propositions explici
tes vraies (EV) équivaut toujours à “oui” tandis qu’une bonne réponse pour
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les propositions explicites fausses (EF) équivaut toujours à “non’, les
inférences quant à elles devraient toujours obtenir un “non”.
\I [R5i rt DE %()\ r1
Chapitre iii
Analyse des résultats
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Sélection des temps de jugement
Pour fins d’analyse nous avons en un premier temps éliminé tous
les temps de jugement jugés aberrants. Pour ce faire nous avons établi
trois séries indépendantes de rangs percentiles pour les temps de jugements
de chacune des trois grandes catégories de propositions étudiées, à savoir
les propositions explicites vraies (N 648), les propositions explicites
fausses (N = 648) et les propositions implicites (N = 1,296). Nous avons
ensuite conservé, à l’intérieur de chaque catégorie, les temps dont les
rangs variaient entre le centile 1 et le centile 99. L’examen des temps
situés au-delà de ces limites a permis de récupérer aussi les données li
mitrophes successives qui présentaient de petites variations graduelles les
unes par rapport aux autres. Les seuils d’exclusion inférieurs et supé
rieurs ont donc été déterminés, dans chacun des trois cas à partir du mo
ment où une donnée présentait un changement brusque dans l’ordre des va
leurs jusque là conservées. Par cette technique nous avons éliminé pour
les trois catégories, tous les temps inférieurs à 1,100 millisecondes, ce
qui fait qu’une valeur pour les propositions explicites vraies, aucune va
leur pour les propositions explicites fausses et deux valeurs pour les in
férences ont été éliminées. Quant aux données numériquement élevées, deux
seuils distincts ont été établis pour les propositions explicites et impli
cites de sorte que les temps respectivement supérieurs à 12,000 et à 16,000
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millisecondes ont été exclus. En procédant ainsi nous avons éliminé deux
observations parmi les propositions vraies, cinq observations parmi les
propositions fausses et six observations parmi les inférences. Nous avons
ainsi jugé suspectes et éliminé au total 16 observations, ce qui constitue
un taux de rejet de 0.6% (voir le tableau l). Les sujets touchés par cette sé
lection des temps de jugements sont les suivants: Le sujet 8 (une donnée),
le sujet 11 (trois données), le sujet 14 (six données), le sujet 27 (deux
données) et le sujet 32 (quatre données) (voir le tableau 11 en Annexe F).
Equivalence des histoires
Par ailleurs, nous avons aussi analysé les pourcentages moyens
d’erreurs de reconnaissances de chacune des histoires pour savoir si cel
les-ci sont équivalentes en termes de difficulté. Les pourcentages moyens
d’erreurs pour les jugements de reconnaissance des propositions implicites,
explicites vraies et explicites fausses apparaissent au tableau 2. L’ob
servation de ce tableau montre que les histoires semblent étre relative
ment semblables lorsqu’on envisage globalement leur niveau de difficulté.
En effet, les pourcentages d’erreurs de reconnaissance pour les proposi
tions implicites et explicites combinées semblent relativement constants
travers les six histoires, les pourcentages moyens étant de 25.80, 24.43,
31.74, 24.43 et 23.29. On peut toutefois noter une particularité au ni
veau de l’histoire 3 (“la Prise d’otage”) puisque celle-ci détient des
taux d’erreurs relativement élevés par rapport aux autres histoires et ce
ci pour les trois types de propositions. Toutefois comme les inférences
sont9otre principal objet d’intérêt,nous avons jugé bon d’effectuer un test
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Tableau 1
Naas e pourcentages de valeurs de temps de jugement jugées
aberrantes et exclues pour les propositions implicites,
explicites vraies et fausses
Types de Nombres de valeurs Nombres de valeurs Pourcentages
positions infétieures supérieures de valeurs
exclues exclues exclues
Implicites 2* 0.6
Explicites vraies 1* 2** 0.5
Explicites fausses 0* 0.8
Implicites et explicites 3 13 0.6
* Valeurs exclues à partit d’un seuil inférieur à 1,100 secondes.
** Valeurs exclues à partir d’un seuil supérieur à 12,000 secondes.
*** Valeurs exclues à partit d’un seuil supérieur à l6,000 secondes.
du Chi-carré afin de voit s’il existe des différences entre les taux d’er
reurs (ou fausses reconnaissances) des propositions implicites des six his
toires. D’un point de vue statistique nous considérons que les sources
échantillonales sont correlées puisqu’un même sujet se comporte de façon
présumément similaire d’une histoire à l’autre. Ainsi un sujet qui a ten
dance à faire beaucoup d’erreurs dans le test de reconnaissance de la pre
mière histoire maintient cette tendance pour la deuxième histoire. La va
leur du test effectué est ici égale à N X (0,05393)’avec 5 degrés de liber
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té. Les sources échantillonales étant correlées on peut concevoir que N
se situe entre 216 (18 X 12) et 12. Avec le N minimal le test égale 0,647,
ce qui représente une valeur non significative; avec le N maximal, consi
dérant que les sujets n’auraient pas de comportement statistiquement cohé
rent, le test égale 11,649 et est marginalement significatif au seuil de
.05. Cette dernière condition étant peu vraisemblable pour les raisons
déjà énoncées, nous pouvons dire que les taux de fausses reconnaissances
pour les inférences ne diffèrent pas d’une histoire à l’autre, ce qui jus
tifie que nous combinions les résultats des six histoires dans nos analy
ses futures.
Jugement U’ appui
Les résultats du test de repérage des prémisses cibles à partir
des différentes inférences montrent que globalement les sujets parviennent
assez facilement à identifier dans le texte les propositions dont découlent
les inférences. En effet, en combinant les six types d’inférences et les
trois distances pour les six histoires, nous obtenons un pourcentage total
de sujets ayant émis un jugement exact équivalant à 85.1% (voir le tableau
3). Comme nous pouvions le soupçonner, les pourcentages de sujets ont ten
dance à décroitre à mesure qu’augmente la distance des inférences par rap
port aux prémisses cibles. En effet les pourcentages totaux obtenus pour
les distances 1, 2 et 3, indépendamment du type d’inférence considéré, sont
de 94%, 85.6% et 75.7%. Par ailleurs, ce sont les élaborations, les causes
ainsi que les deux sortes de syllogismes qui rencontrent les meilleurs
pourcentages de sujets avec des taux relativement élevés de 93.5%, 91.7%,
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Tableau 3
Pourcentages de sujets ayant émis des jugements d’appui exacts dans
la tâche de repérage des propositions-cibles à partir des six
types d’inférences et de leur trois degrés de distance
Types d’inférences Degrés de distance
Di stance 1 Di stance 2 Di stance 3 Moyenne
Syllogisme simple 95.8 86.1 81.9 88.0
Syllogisme disjonctif 91.7 90.3 87.5 89.8
Conséquence impliquée 83.3 66.7 54.2 68.1
Conséquence cachée 97.2 84.1 56.9 79.6
Cause impliquée 100.0 87.5 87.5 91.7
laboration 95.8 98.6 86.1 93.5
Moyenne 94 85.3 75.7 85.1
89.8% et 88%. Les conséquences impliquée et cachée remportent quant à el
les des pourcentages de 68.1% et 79.6%. Nous pouvons souligner aussi que
toutes les inférences de distance 1 obtiennent de bons pourcentages puis
que ceux-ci varient entre 83.3% et 100%. Ceci signifie qu’en ce qui a
trait aux cas les plus représentatifs des différents types d’inférences,
les sujets parviennent aisément à retrouver les prémisses d’origine. Rap
pelons ici qu’un sujet est évalué comme ayant correctement répondu lors
qu’il réussit pour une inférence donnée à retrouver dans le texte une seule
ou les deux prémisses (au choix) rattachées à l’inférence. Ce test qui a
L %I’. [RSIT DE %iO\ IRE \1
71
pour but premier de vérifier si les prémisses cibles peuvent facilement
être identifiées par les sujets contribue à valider notre matériel expéri
mental.
Pourcentages d’erreurs: propositions implicites, explicites
vraies et fausses
La comparaison effectuée sur les pourcentages d’erreurs des pro
positions implicites et explicites moyens,indique que ces dernières sont
nettement moins susceptibles d’entrafner des erreurs de reconnaissance.
En effet, le pourcentage d’erreurs moyen pour les inférences (33.11%)
s’est avéré supérieur (T = -4.62, dl = 35, p K 0.01) au pourcentage d’er
reurs moyen des propositions explicites vraies et fausses combinées (19.
44%). Ceci démontre que dans tout près du tiers des cas, les sujets
croient reconnaitre les inférences simplement suggérées par la lcture des
histoires. Ce taux de fausses reconnaissances pour les inférences se re
trouve dans la plupart des études similaires et confirme les résultats an
térieurs à l’effet que les sujets font davantage d’erreurs de reconnais
sance, en répondant par l’affirmative aux inférences, qu’en répondant ma
déquatement aux propositions explicites vraies ou fausses. Par ailleurs,
la comparaison des pourcentages d’erreurs moyens de reconnaissance pour les
propositions explicites vraies (21.78%) et explicites fausses (16.22%) in
dique une légère supériorité d’erreurs pour les propositions explicites
vraies, cette différence n’atteignant pas cependant la signification sta
tistique (t = 1.69, dl = 35, p > .05). Ce dernier résultat indique que les
sujets n’éprouvent guère plus de difficulté à juger correctement les pro-
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positions explicites vraies, en répondant par l’affirmative, qu’à juger
correctement les propositions explicites fausses, en répondant par la né
gative (voir les résultats au tableau 4 et les résultats indiviauels en Pnnex W.
Pou:centages de fausses ‘econnaissances
Le tableau 5 montre la distribution des pourcentages de fausses
reconnaissances moyens (réponses affirmatives seulement) pour l’ensemble
des inférences. Ces pourcentages ont été obtenus à partir des taux moyens
de fausses reconnaissances pour la totalité des sujets (n = 36). Le lec
teur qui se rapporte au tableau 12 en Appendice F peut constater que ce
taux peut potentiellement varier de O à 2 puisqu’ici sont combinés (ou ad
ditionnés) les taux de fausses reconnaissances des sujets pour les deux
histoires que chacun d’eux a lues. Chaque sujet peut par conséquent émet
tre un maximum de deux fausses reconnaissances et un minimum d’aucune faus
se reconnaissance, pour un type d’inférence et un degré de distance donnés.
Les pourcentages ont donc été obtenus en divisant les taux moyens par les
nombres maxima moyens de fausses reconnaissances possibles (voir les n ap
paraissant au tableau 12 en Appendice F).
D’emblée nous pouvons observer que les taux de fausses reconnais
sances pour les inférences de distance 1 apparaissent nettement supérieurs
à ceux des inférences de distances 2 et 3, ces dernières diffrant peu entre
elles. Nous obtenons ainsi les pourcentages respectifs troyens de 41.9%, 29.7%
et 26.4% pour les inférences de distances 1, 2 et 3. Les analyses de va
riance effectuées sur trois “regroupements” des sujets (voir la méthode
L’I\ ERSI IF DE iO’, tR[\
73
Tableau 4
Pourcentages de bonnes réponses et d’etreurs moyens pour les jugements
de reconnaissance des propositions implicites, explicites (vraies
et fausses) pour les six histoires combinées
Types de Pourcentages de Pourcentages d’erreurs Écarts
propositions bonnes réponses moyens types
moyens
Implicites 66.89 33.11 5.49
(n = 648)
Explicites 80.56 19.44 2.90
(n = 648)
Explicites vraies 78.22 21.78 2.63
(n = 324)
Explicites fausses 83.78 16.22 1.96
(n = 324)
des “pseudo-sujets” à la fin de cette section) s’avèrent toutes significa
tives pour ce facteur (Fi = 10.00, p < .01, F2 = 26.13, p < .01 et F3 =
7.41, p < .01). Ce résultat confirme notre hypothèse à l’effet que les
sujets ont plus tendance à confondre les informations inférées avec les
informations explicites lorsque ces premières sont fortement suggérées par
des prémisses. Cependant un examen plus attentif (voir la figure 4) mon
tre une courbe décroissant régulièrement (de Dl à 03), pour cinq des six
types d’inférences étudiés. En effet nous constatons que les causes im
pliquées (CAl) présentent une tendance inverse par rapport aux autres ty
pes d’inférences. Cette inférence est sans doute la principale source de
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Tableau 5
Pourcentages ce juments de fausses reconnaissances moyens en.
fonction des sx types d’inférences et de leur trois degrés
de distances, pour les six histoires combinées
Types d’inférences Degrés de distance
____
Distance 1 Distance 2 Distance 3 r1oyenne
Syllogisme simple 64 35.5 33.5 44.3
Syllogisme disjonctif 44.5 29 26.5 33.3
Conséquence impliquée 58.5 30.5 29 39.3
Conséquence cachée 43 39 22 34.7
Cause impliquée 19.5 37.5 43 33.3
Elaboration 22 7 4 11
ioyenne 41.9 29.7 26 32.6
l’interaction rencontrée entre le facteur de distance et le facteur du ty
pe d’inférence (Fi = 7.00 p <.01, F2 = 5.15 p < .01 et F3 = 5.47 p < .01).
Le fait que les causes soient les seules inférences rétrogrades de cette
étude, les syllogismes et les conséquences étant des inférences itérogrades
et les élaborations des inférences plus ou moins bien situées tarporellrnt
peut constituer un élément explicatif ici. Par ailleurs, les pourcentages
de fausses reconnaissances moyens montrent que les syllogismes simples rem
portent le plus grand nombre de fausses reconnaissances avec un pourcenta
ge de 44 .3%.Viennent ensuite les deux types de conséquences avec des pour
centages de 39.3% et 34.7% pour les conséquences impliquées et cachées.
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Fig. 4 - Pourcontage do jugements ce ïausss : conniss’nces moyens en
fonr.tion des six types d’inférences et de leurs trois degrés de
distances pour les six histoires combinées.
Les syllogismes disjonctifs et les causes impliquées remportent les pour
centages égaux de 33.3% et enfin les élaborations détiennent le pourcenta
ge le plus bas avec 11.2% seulement de fausses reconnaissances. Cette der
nière inférence semble être la principale cause de l’effet significatif du
facteur du type d’inférence (Fi = 23.04 p < .01, F2 12.07 p < .01 et F3 =
17.82 p <.01). En effet nous pouvons dire, conformément à l’hypothèse
posée, que l’élaboration suscite moins d’erreurs de reconnaissance que les
syllogismes simples et sans doute aussi que tout autre type d’inférence
étudié ici (voir le tableau 6 pour les valeurs des F1, (premier regroupe-
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Tableau 6
Analyse de la variance des fausses reconnaissances des six catégories
d’inférences et de leurs trois degrés de distance pour le
regroupement 1 de sujets
Source de Degrés de Carrés Valeurs de F
variation liberté moyens
Sujets 5 464.106
Catégories 5 969.339 23.04*
Catégories X 25 42.078
Sujets
Distances 2 861.824 10.00*
Distances X 10 86.171
Sujets
Catégories X 10 287.020 7.00*
Distances
Catégories X 50 41.019
Sujets X
Distances
* p < 0.01
ment), les valeurs des F2 et F3 apparaissent aux tableaux 13 et 14 en Ap
pendice).
Les pourcentages de fausses reconnaissances pour les trois gran
des catégories d’inférences, soit les inférences logiques (syllogismes sim
pie et disjonctif), les inférences structurelles ou cohésives (conséquen
ce impliquée, conséquence cachée et cause impliquée) et les inférences
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pragmatiques (élaboration) indiquent des pourcentages respectifs de 38.7%,
35.8% et 11.8%. Ces résultats montrent que dans l’ensemble les inférences
d’ordre logique et structurel étant par leur nature plus fortement liées
à leurs prémisses, obtiennent des pourcentages de fausses reconnaissances
nettement plus élevés, plus de trois fois supérieurs, aux élaborations qui
seraient des inférences moins “fortes”.
On peut enfin souligner que la comparaison des taux de fausses
reconnaissances des conséquences impliquées et des causes impliquées va,
du moins à première vue, à l’encontre des résultats de Singer (1980) et de
Singer et Ferreira (1983). Leurs résultats suggèrent en effet que les in
férences rétrogrades obtiennent davantage de fausses reconnaissances ou
encore de meilleurs jugements de vérité que les inférences antrogrades. De
même, ces auteurs obtiennent des temps de latence plus courts pour la con
dition rétrograde par rapport à la condition antéograde . Pussi si l’on cari
pare nos inférences de distance 1 avec celles des auteurs précédents (ce
qui parait d’ailleurs justifié méthodologiquement), les résultats semblent
incompatibles. Nous obtenons en effet des taux de fausses reconnaissances
trois fois supérieurs pour les conséquences impliquées de distance 1 (58.
5% par rapport aux causes impliquées (19.5%) de cette même distance. De
même, il semble à première vue, qu’il faille un peu plus de temps ici pour
admettre une cause (2,985 msc.) qu’une conséquence (2,810 msc.). La si
tuation s’inverse cependant si l’on compare entre elles les conséquences
et les causes de distance 3. Nous obtenons alors près du double de fausses
reconnaissances pour les causes (43%) par rapport aux conséquences (29%),
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e même les temps de latence respectifs passent à 3,662 msc. et 4,189 msc.,
ce qui représente un avantage considérable pour les causes impliquées.
Par ailleurs la possibilité, que les taux de fausses reconnais
sances des différents types d’inférences aient pu être affecté par le nom
bre de prémisses (1 ou 2) nécessaires à leur élaboration, semble écartée.
En effet, bien que les deux types de syllogismes (catégorie logique) et
les causes (catégorie structurelle) nécessitent “obligatoirement” deux pré
misses alors que les conséquences (catégorie structurelle) et les élabo
rations (catégorie pragmatique) en nécessitent en fait une seule, nous ne
trouvons pas de différences importantes entre une ou deux prémisses chez
les inférences de même catégorie. Ainsi pour la catégorie structurelle
les pourcentages vont comme suit: COC = 39.3% (1), COI 34.7% (1), (moyen
ne = 37%) et CAl = 33.3% (2). De même les pourcentages moyens des syllo
gismes, 55 44.3% (2), SD = 33.3% (2), (moyenne = 38.7%) se rapprochent
des pourcentages moyens des conséquences. Seules les élaborations E=ll.890
(1) se distinguent des inférences “ deux prémisses” mais elles se distin
guent tout autant des autres inférences “ une prémisse”, ce qui indique
que le facteur du nombre de prémisses est insignifiant ici.
a) Méthode des “pseudo-sujets”
Afin de pouvoir appliquer l’analyse de variance à nos données,
selon un plan à mesures répétées sur deux dimensions (6 types d’inférences
X 3 degrés de distance), nous avons utilisé la méthode des pseudo-sujets
de Louis Laurencelle (Université du Québec à Trois-Rivières, communication
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personnelle). Les mesures étant répétées et donc non indépendantes à tra
vers les cellules du plan, il est en effet contre-indiqué d’utiliser le
test du Chi-Catré ou les autres tests semblables concernant les tableaux
de fréquences. Par ailleurs, pour appliquer l’analyse de variance, il con
vient que la variable soit un peu étalée, en tout cas au-delà d’une éten
due de 2 ou 3 valeurs; nos données par sujet pat cellule peuvent prendre
en effet les valeurs de 0, 1 et 2. En additionnant un certain nombre de
ces données brutes, on obtient une somme mieux distribuée, qu’une trans
formation angulaire de Fisher, prescrite pour ce type de variable, finit
de rapprocher d’une “gaussienne”. La méthode consiste à regrouper les
taux de reconnaissance positive de six sujets choisis de façon semi-aléa
toire (deux sujets dans chacun des trois blocs d’histoires) pour formet un
pseudo-sujet. Les 36 sujets initiaux sont donc regroupés en six “pseudo
sujets” pour former un regroupement, et leurs résultats soumis à l’analyse
de variance. Pour établir la fermeté des conclusions de l’analyse, 1 ‘opé
ration est faite trois fois de façon à créer trois regroupements diffé
rents de six “pseudo-sujets”. Voir les tableaux 15, 16, 17 en Appendice F.
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Analyse préliminaire des temps: Temps de jugement global
Le tableau 7 montre les temps de jugement moyens pour les recon
naissances exactes et erronées des propositions explicites et implicites
ainsi que des propositions explicites vraies et fausses, ceci avant et
après l’extraction des données jugées aberrantes. De façon globale nous
constatons que les moyennes ont tendance à baisser d’approximativement 100
millisecondes après l’élimination des données aberrantes. Cette baisse au
niveau des temps s’explique par le fait qu’un plus grand nombre de données
élevées ont été 1iminées(trois données basses versus treize données éle
vées (voir le tableau 1). La non équivalence dans l’élimination des don
nées inférieures et supérieures est justifiée si l’on considère la forme
des courbes des temps de réaction, qui est typiquement celle d’une asymé
trie positive. La moyenne des temps de jugement pour les propositions im
plicites passe donc de 3,790 millisecondes à 3,697 millisecondes, tandis
que celle des propositions explicites passe de 3,459 millisecondes à 3,
360 millisecondes. De même la moyenne des temps pour les propositions ex
plicites vraies passe de 3,384 millisecondes à 3,325 et celle des propo
sitions explicites fausses passe de 3,534 millisecondes à 3,396 millise
condes. Par ailleurs, la comparaison, après sélection, des moyennes de
temps de jugement des propositions explicites et implicites indique une
différence de 337 millisecondes atteignant la signification statistique
(t = 2.792, dl = 35 p < .01). Ceci démontre, conformément aux études an
térieures (voir Thorndyke,1976 et Bower et al., 1979), que les sujets
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des informations inférées que sut des informations explicites (vraies ou
fausses). Ce résultat est d’ailleurs parallè]e à celui également confir
mé selon lequel les sujets font plus d’erreurs de reconnaissances en re
gard aux propositions inférées qu’en regard aux propositions explicites.
De plus, la comparaison effectuée sur les moyennes de temps des proposi
tions explicites vraies et des propositions explicites fausses ne révèle,
en dépit d’une légère supériorité pour ces dernières, aucune différence
significative (t -0.86, dl = 35, p> .05). Ceci suggère que les sujets
n’éprouvent pas plus de difficulté à juger une proposition explicitement
vraie qu’une proposition explicitement fausse. Tout en étant parallèles
aux résultats relatifs aux taux de fausses reconnaissances où aucune dif
férence n’est signalée entre les propositions vraies et fausses, les ré
sultats actuels confirment la plupart des études antérieures.
Par ailleurs, le tableau 18 en Appendice F montre les temps de
jugement moyens pour les reconnaissances exactes (réponses négatives) et
erronnées (réponses positives ou fausses reconnaissances) des inférences,
avant et après l’élimination des données aberrantes. Comme nous l’avons
déjà mentionné, huit données ont été éliminées de cette catégorie de pro
positions. En effet une donnée a été éliminée dans chacun des types d’in
férences suivants: le type SS1, SS2, SD2, C012, C0C, COC3 et deux données
ont été éliminées du type COC2 (voir le tableau 11 en Appendice F).
Etant donné que les temps exprimés ici ne tiennent pas compte de
la valeur particulière de la réponse du sujet, les réponses “oui” et “non”
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étant confondues, nous ne jugeons pas utile ici de faire une analyse sta
tistique. La section suivante présente les temps de jugements pour les
fausses reconnaissances positives des inférences, c’est-à-c1ire pour les
réponses aff i rmat i ve s exc Ï usi vaint (voir les résultats individuels des taTps en Annexe H).
Ieips de jugeint des fausses reconnaissances
Contrairement à la distribution des taux de fausses reconnais
sances, où les inférences de distance 1 se démarquent assez clairement des
inférences de distances2 et 3 (voir la figure 4), on remarque ici que les
temps de jugement des inférences de distance 3 semblent se démarquer (moins
nettement cependant) des inférences de distancesi et 2 (voir la figure 5).
De plus, de façon globale les moyennes des temps semblent augmenter en
fonction de l’accroissement du degré de distance (3,656, 3,956 et 4,515
millisecondes pour les distances 1, 2 et 3 respectivement voir le tableau
19 en Annexe F. Les médianes étant à notre avis, une façon plus juste
d’exprimer les temps, nous préférons présenter les résultats sous cette
forme, voir le tableau 8. En effet, la variabilité observée dans le nom
bre de données recueillies d’une cellule à l’autre de la matrice (plus pe
tit n = 3, plus grand n = 30), réflétant d’ailleurs les différences entre
les taux de fausses reconnaissances, fait que les différences de moyennes
entre les distances ainsi qu’entre les types d’inférences, sont probable
ment surestimées. Les médianes obtenues conservent par ailleurs la ten
dance observée à partir des moyennes, à l’effet que les temps de jugement
augmentent en fonction de l’accroissement des distances (3,123, 3,236 et
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3,814 millisecondes) pour les distances 1, 2 et 3 respectivement, voir le
tableau 8. L’utilisation de la médiane plutôt que de la moyenne fait ain
si chuter la différence entre les distances 1 et 3 de 0,859 millisecondes
(obtenue à partit du calcul de la moyenne) à 0,691 millisecondes (obtenue
à partir du calcul de la médiane). En dépit du fait que nous n’avons pas
jugé opportun d’appliquer ici un test statistique, les temps de jugement
s’avérant un indice peu fiable dans les cas de taux d’erreur élevés (33.
11% de fausses reconnaissances), nous pouvons dire à titre descriptif que
les sujets semblent mettre plus de temps à accepter une inférence dont les
liens avec les prémisses sont éloignés. En effet, dans tous les cas obser
vés (voir la figure 5), les inférences de distance 3 ont des temps de ju
Dl D2 03 j
SS SD COI COC CM E
Tyoes d’ nféreics
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Tableau 8
Valeurs médianes des temps de jugement pour les fausses reconnaissances
positives en fonction des six types d’inférences et de leurs trois
degrés de distance, pour les six histoires combinées (les écarts
types sont représentés par les valeurs mises entre parenthèses)
(n = nombres de moyennes de temps de jugement)
Types d’inférences Degrés de distance
Di stance 1 Di stance 2 Di stan -
Syllogisme simple 3.424 3.713 3.600 3.637
(2.340) (2.152) (1.201)
n = 29 n = 19 n = 19 n = 67
Syllogisme disjonctif 2.609 4.007 3.518 3.386
(2.203) (2.531) (1.046)
n = 25 n = 17 n = 16 n = 58
Conséquence impliquée 2.810 . 3.205 4.189 3.311
(1.102) (1.781) (1.440)
n = 30 n = 19 n = 16 n 65
Conséquence cachée 3.305 3.123 3.838 3.236
(1.885) (1.243) (1.549)
n = 25 n = 21 n = 14 n = 60
Cause impliquée 2.985 3.010 3.662 3.261
(1.067) (1.726) (2.203)
n = 10 n = 21 n = 22 n = 53
Elaboration 2.734 2.910 3.148 3.011
(2.113) (1.893) (5.748)
n=16 n=5 n=3 n—24
Nédiane 3.123 3.236 3.814 3.374
n=l35 n=l02 n=90 n=327
gement plus élevés que les inférences de distance 1, ce qui s’avère compa
tible avec les résultats relatifs aux taux de fausses reconnaissances po
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sitives.
Par ailleurs, il semble également y avoir quelques différences
dans les temps que mettent les sujets pour reconnaitre à tort les dif
férents types d’inférences. On peut en effet noter, toujours à titre des
criptif, que les inférences logiques nécessitent plus de temps que les in
férences cohésives, ces dernières nécessitant à leur tour plus de temps
que les inférences pragmatiques. Les médianes s’élèvent ainsi à 3,637 et
3,386 millisecondes pour les syllogismes simples et disjonctifs à 3,311,
3,236 et 3,261 millisecondes pour les conséquences impliquée et cachée
ainsi que les causes impliquées et enfin à 3,011 millisecondes pour les
élaborations. Contrairement à ce qu’on pouvait attendre, les hauts taux
rencontrés au niveau des fausses reconnaissances des syllogismes simples
(44%) ne semblent pas se réfléter ici par une diminution des temps de ju
gement. De même les faibles taux rencontrés au niveau des fausses recon
naissances des élaborations (11.8%) ne paraissent pas se réfléter par une
augmentation des temps de jugement correspondants. Ainsi, si les syllogis
mes simples obtiennent des taux élevés de reconnaissances par rapport aux
élaborations, ces dernières obtiennent en revanche des temps plus courts
(d = 626 millisecondes). La relation entre les taux élevés de fausses re
connaissances et les temps de jugements rapides observée au niveau des dis
tances, ne semble donc pas prévaloir au niveau des types d’inférences.
Jugem2nt de plausibilité des inférences
L’examen du tableau 9 montre que de façon générale les sujets
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Tableau 9
Moyennes des cotes de plausibilité des inférences (sut une échelle
de 1 â 5 points) en fonction des six types d’inférences et de
leurs trois degrés de distance pour les six histoires
combinées (les écarts types sont représentés par
les valeurs entre parenthèses)
Types d’inférences Degrés de distance
Distance 1 Distance 2 Distance 3 7enn
Syllogisme simple 4.71 3.35 2.63 3.56
f .53) f .81) (1.23)
Syllogisme disjonctif 4.44 3.17 2.65 3.42
f .88) (1.04) f .97)
Conséquence impliquée 4.42 2.60 2.88 3.30
f .64) (1.07) C .96)
Conséquence cachée 4.17 3.50 2.58 3.42
C .64) ( .82) (1.13)
Cause impliquée 3.38 3.58 3.21 3.39
. (1.09) ( .88) ( .90)
Elaboration 3.92 2.82 2.04 2.93
f .73) ( .97) C .82)
Moyenne 4.17 3.17 2.67 3.30
s’accordent à juger comme étant moins plausibles ou moins “fortes” les in
férences de distance 3 par rapport à celles de distance 1. En effet, les
moyennes globales des cotes de plausibilité montrent une baisse en fonction
de l’accroissement de la distance de l’inférence par rapport à ses prémis
ses. Nous obtenons ainsi les moyennes suivantes: 4.17, 3.17 et 2.67 pour
les distances 1,2 et 3 respectivement.
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Une observation plus détaillée permet de déceler cependant quel
ques cas d’interversion entre les distances 2 et 3 pour les différents
exemples et types d’inférences; les sujets évaluant parfois comme étant
plus plausibles les inférences de distance 3 (voir dans le tableau les con
séquences impliquées). Un nombre moindre de cas a aussi été observé où
les distances 1 et 2 (voir dans le tableau les causes impliquées) et 1 et
3 sont interverties. Ce dernier type d’inversion se retrouve uniquement
chez les causes en “atteignant” deux des six exemples (un exemple par his
toire) de causes étudiés. Ces cas contraires sont possiblement responsa
bles du pattern de fausses reconnaissances particulier (inversé par rap
port aux autres types d’inférences) observé chez les causes. Cette expli
cation n’est cependant que partielle puisque les interversions de causes
ne parviennent pas à inverser l’ordre postulé, la moyenne des cotes pour
la distance 1 (3.38) étant légèrement supérieure à celle de la distance 3
(3.21) (voir le tableau 9). Il semble en effet que la nature rétrograde
des inférences causales ait aussi un rôle à jouer au niveau du pattern de
fausses reconnaissances des causes.
Etant donné l’aspect parfois incertain des frontières entre les
distances 1 et 2 et les distances 2 et 3, nous avons effectué un test afin
de savoir si les cotes des sujets pour les inférences de distances 1 et 3
uniquement, allaient dans le sens de l’ordre postulé par l’expérimentatrice.
Ceci permet de confronter une manière théorique d’établir les distances
(par des rapports d’inclusion de classe et de séquentialité) avec une ma
nière normative (par l’ensemble des jugements individuels). Pour vérifier
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un accord éventuel entre l’expérimentatrice et les sujets, le système de
cotation suivant a été établi: pour chaque type d’inférence évalué sur
l’échelle en cinq points, le juge note si la cote attribuée pour l’infé
rence de distance 1 est supérieure, égale ou inférieure à la cote attri
buée à l’inférence de distance 3 et accorde selon le cas un point (1), au
cun point (0), ou un point négatif (-1). Les résultats basés sur les 288
jugements des sujets (24 sujets x 2 histoires x 6 types d’inférences) con
firment que ceux-ci émettent des jugements de plausibilité compatibles avec
les distances 1 et 3 postulées par l’expérimentateur (1= 11.19, dl = 23,
p 0l).
Un examen plus détaillé des pourcentages d’accords en fonction
des six types d’inférences permet cependant de dire que, si les rapports
d’inclusion et de séquentialité sont respectivement d’assez bons indices
de plausibilité pour les syllogismes et les conséquences, il n’en va pas
de même pour les causes. Les causes obtiennent en effet un pourcentage
d’accord positif s’élevant à seulement 10.4 (ce qui parait compatible avec
les moyennes de cotes observées plus haut pour les causes) alors que les
syllogismes simples et disjonctifs de même que les conséquences impliquées
et cachées obtiennent des pourcentages d’accords positifs s’élevant respec
tivement à 81.3, 68.8, 64.6, et 60.4. Les élaborations qui quant à elles
ont été constituées à partir des productions spontanées d’un petit groupe
de sujets, obtiennent des pourcentages d’accords positifs s’élevant à 56.3%.
Par ailleurs, les moyennes des cotes de plausibilité pour les six
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différents types d’inférences semblent indiquer une baisse selon que les
inférences sont d’ordre logique (3.49), structurel (3.37) ou pragmatique
(2.93). On peut noter que ce sont les syllogismes simples qui rencontrent
la plus haute cote de plausibilité avec une moyenne de 3.56 et que ce sont
les élaborations qui rencontrent la plus faible cote avec une moyenne de
2.93, ce qui parait compatible avec les taux de fausses reconnaissances
respectifs de ces deux types d’inférences . Les syllogismes disjonctifs,
les conséquences impliquées, les conséquences cachées et les causes impli
quées ont des moyennes de cotes respectives de 3.42, 3.30, 3.42 et 3.39.
Nous rappelons ici au lecteur que seulement 24 sujets ont accompli le test
de plausibilité sous la condition “avec-contexte” présentée ici, c’est-à-
dire après avoir lu les histoires se rapportant aux inférences du test.
Les données des autres sujets qui ont accompli le test sous la condition
“sans-contexte”, c’est-à-dire après avoir lu des histoires non appropriées
au test n’ont pas été retenues pour cette analyse.
TTps de lecture
Nous avons enfin voulu connaitre, à titre exploratoire, si le
temps mis par les sujets pour lite les histoires était de quelque façon
relié à la construction des inférences. En effet, nous pouvons croire
qu’un sujet qui est très attentif au moment de la lecture d’une histoire a
un meilleur rappel de la structure de surface de celle-ci et pat conséquent
est moins susceptible de faire des erreurs de reconnaissances tant au ni
veau des propositions explicites que des inférences. Par ailleurs, il est
également plausible que ce même lecteur attentif ait un meilleur rappel des
prémisses-cibles contenues dans les histoires et de ce fait ait une meil
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leure ‘base” pour élaborer des inférences. Pour étudier ceci nous avons
donc à postériori établi deux groupes égaux de sujets, ceux dont les moyen
nes de lecture pour les deux histoires se situent parmi les douze plus
longues et ceux dont les moyennes se situent parmi les douze plus courtes.
Ainsi à partir du groupe initial dont la moyenne de temps de lecture équi
vaut à 163.52 secondes, douze suets lents avec une moyenne de temps de
lecture de 198.29 secondes (3’30”) et douze sujets rapides avec une moyen
ne de temps de lecture de 129.57 (216”) secondes ont été retenus. L’ana
lyse effectuée sur la performance des deux groupes de sujets lors du test
de reconnaissance n’a révélé aucune différence significative au niveau des
taux d’erreurs. En effet, en dépit d’une légère diminution des pourcenta
ges moyens d’erreurs en faveur du groupe de lecteurs lents (propositions
explicites = 19.44%, propositions implicites = 35.88%, propositions expli
cites et implicites combinées = 27.66%) par rapport au groupe de lecteurs
rapides (propositions explicites = 21.06%, propositions implicites = 36.57%
propositions explicites et implicites combinées 28.82%), aucun des tests
respectifs ne s’est avéré significatif (t = .46, dl = 22, p> .05, t = 11,
dl = 22, p> .05 et t = .33, dl = 22, p> .05). Voir à ce sujet le tableau
10. Voir également en appendice F les tableaux 20-21 pour les moyennes de
temps de lecture des douze sujets rapides et des douze sujets lents ainsi
que le tableau 22 pour les moyennes de temps de lecture des 36 sujets.
Paraphrases et inférences
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vérification au niveau des propositions explicites vraies. En effet bien
que toutes les propositions EV utilisées dans les tests de reconnaissance
soient effectivement exprimées dans les histoires (sauf deux, voit plus
loin la catégorie 4), certaines correspondent de façon verbatim aux phra
ses du texte alors que d’autres se rapprochent davantage de la paraphrase
par l’utilisation d’ellipses, d’anaphores, de contractions et parfois de
modifications dans le temps du verbe. Nous avons donc voulu connaître si
les changements relatifs des propositions EV par rapport aux phrases dont
elles sont issues ont eu un effet sur les taux et temps de reconnaissance
des sujets. La première étape de cette vérification consiste relever et
comparer les 54 propositions-test EV avec les phrases-texte correspondan
tes. Ceci a permis d’établir une description détaillée des changements
opérés lors de la conversion de la structure de surface des phrases du
texte en propositions explicites vraies.
Quatre catégories ont pu être ainsi dégagées reflétant le degré
d’altération des propositions EV par rapport aux histoires. La catégorie
1 contient ainsi 17 propositions EV jugées verbatim, c’est-à-dire ayant un
contenu mot à mot identique à une phrase simple du texte ou a une des pro
positions d’une phrase complexe du texte. La catégorie 2 est composée de
24 propositions EV pouvant contenir une seule ou deux anaphores, une ellip
se1 combinée ou non a une anaphore, une seule ou deux contractions (cmission
1Ellipse: Exemple:l: “Karl déposé Marielle et les autres/’puis rentra chez
lui Dour dormir” (phrase- texte)
2: Karl rentra chez lui pour dormir (Dhrase-test)
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de ntts’ou de suites de nuts) ou encore une contraction combinée â une anaphore.
La catégorie 3 est composée de 17 propositions EV pouvant contenir, une
anaphore accompaiée de deux contractions, trois contractions, une modi
fication du temps du verbe accompagnée ou non: d’une anaphore et d’une con
traction (combinées ou non), d’une ellipse et d’une contraction, ou de deux
contractions; cette catégorie contient encore une proposition non-factive1,
une inversion et une reformulation. Enfin la catégorie 4 contient 2 pro
positions EV rejetées après examen, l’une contenant un ajout d’information
et l’autre une inférence, il s’agit des propositions EV no. 9 (JA) et EV
no. 9 (P0). Voit en annexe I pour une desctiption détaillée des modifica
tions apportées aux EV.
Les pourcentages de reconnaissances positives (bonnes réponses =
oui) pour les catégories 1, 2, 3 et 4 se présentent comme suit: 82.6%,
80.6%, 68.6% et 83.3% (cette dernière catégorie n’est pas soumise aux sta
tistiques, le petit nombre de données qu’elle contient la rendant peu re
présentative). Le pourcentage de reconnaissances positives pour les trois
catégories conservées est donc de 77.l%. La valeur du test du Chi-carré
effectué ici se situe entre 0.598 (N=l2) et 10.761 (N=2l6) avec 2 degrés
de liberté et peut en définitive être considérée significative, le seuil
avec le N maximal atteignant .01, (voir la méthode employée pour le test
1Les propositions non-factives sont des propositions dont la valeur de vérité est logiquement indéterminée du fait qu’elles sont amenées par des verbes comme “songer” ou “croire”. D’après Harris (1974) les sujets ont cependant tendance à juger ces propositions comme étant vraies.
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de Chi-catté dans la section: Equivalence des histoires). Il semble donc
que certaines des altérations effectuées pour établit les propositions ex
plicites, celles de la catégorie 3 incidemment, aient entraîné une baisse
au niveau des taux de reconnaissances. Nous rappelons que ces altérations
“obligées” (contrôle au niveau du nombre de mots des phrases-tests) n’af
fectent pas le contenu ptopositionnel des phrases du texte mais bien seu
lement leur structure superficielle.
Les observations précédentes nous amènent à considérer que les
paraphrases de la catégorie 3 se rapprochent peut-être par leur forme des
inférences, les deux étant non verbatim. Elles s’en différencient cepen
dant du fait que les inférences sont ici des propositions “créées” sur la
base d’autres propositions (les prémisses) et apportent en ce sens du nou
veau dans l’information. Dans cette optique les taux de reconnaissance
des paraphrases de la catégorie 3 (réponse = oui) devraient se tapprocher
des taux de fausses reconnaissances des inférences (réponse = oui), autre
ment dit les propositions EV éloignées du texte devraient entraf net des
résultats semblables aux inférences confondues au texte. Ceci ne semble
pas le cas puisque le taux de reconnaissance des paraphrases est plus de
deux fois supérieur (68.6%) au taux de fausses reconnaissances des infé
rences (33.11%).
Par ailleurs l’examen des temps pour les catégories 1, 2, 3 de
EV et les fausses reconnaissances d’inférences donne les moyennes suivan
tes: 3,518, 3,241, 3,398 et 3,874 millisecondes. On note ici une diffé
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tence de temps appréciable Cd 476 ms) entre les paraphrases de la caté
gorie 3 et les fausses reconnaissances d’inférences. Il aura donc fallu,
tel que prévu, plus de temps au sujet pour produire une réponse affirmati
ve dans le cas des inférences. Les résultats confirment donc l’existence
d’une différence de nature plutôt que de forme entre les inférences et les
paraphrases; les altérations portées à la structure de surface des para
phrases n’étant pas le facteur déterminant ici.
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Chapitre TV
Interprétation des résultats
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Information inférée et information explicite
Les résultats de cette étude confirment en un premier temps les
données expérimentales d’une série de recherches antérieures (voir Keenan
et Kintsch, 1974), à l’effet que les lecteurs ont tendance à confondre les
informations inférées avec les informations explicites. Dans le cas pré
sent, ceci se manifeste par le fait que les sujets obtiennent un taux de
fausses reconnaissances s’élevant à 33.11% pour les propositions implici
tes contre un taux d’erreurs s’élevant à 19.44% pour les propositions ex
plicites. Le grand nombre de fausses reconnaissances serait vraisemblable
ment dG non pas seulement à un déficit mnémonique (dont nous avons une ap
proximation d’après les taux d’erreurs) mais également au déclenchement
d’un processus actif de création d’inférences.
Nos résultats confirment aussi les résultats d’études relatifs
aux temps de jugements des propositions inférées (3,697 millisecondes) et
explicites (3,360 millisecondes). En effet le surcroit de temps (337 mii
lisecondes) que prennent les sujets pour juger une inférence s’est avéré
déterminant dans la présente étude. Le supplément de travail que réf lète
cette différence s’explique par le fait que le sujet doit dabord vérifier
si l’inférence proposée est représentée ou non au niveau de sa mémoire
épisodique. Ne trouvant présumément pas de “trace” de l’inférence à ce ni-
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veau, le sujet doit faire appel à des connaissances générales se rappor
tant à l’histoire lue et rechercher une correspondance pour l’inférence
test. A ce niveau supérieur, le sujet peut trouver ou non une correspon
dance et, selon le cas, émettre avec plus ou moins de certitude une fausse
reconnaissance (réponse = oui) ou un jugement exact (réponse = non). Dans
le cas des propositions explicites, le sujet n’aurait pas besoin de recou
rir à la deuxième alternative puisque dès le niveau de la mémoire épisodi
que il est à même de faire un jugement approprié. C’est donc par un pro
cessus de cette nature que nous expliquons le temps supplémentaire requis
pour juger l’information inférée.
Bien qu’il soit assez difficile du point de vue méthodologique
de vérifier à quel moment s’élabore une inférence, à lTencodage ou au re
couvrement, les auteurs s’entendent généralement pour dire que les temps
de latence pour le jugement des inférences tendent à rejoindre ceux des
propositions explicites avec le passage du temps. Parallèlement à ceci il
semblerait que la production d’inférences augmente avec l’écoulement du
temps et l’effacement des traces mnésiques qui s’ensuit (voir McKoon et
Keenan, 1974).
Effet de distance: séquentialité, inclusion,plausibilité
Les résultats relatifs aux taux de fausses reconnaissances mon
trent, tel qu’escompté, qu’en général les inférences proches de leurs pré
misses obtiennent des taux nettement supérieurs (Dl = 41.9% à ceux des in-
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férences éloignées (D2 = 29.7%, 03 = 26.4%). Le fait que les sujets ‘ad
mettent” plus facilement une inférence fortement suggérée pat le contexte
est probablement dû au niveau d’activation plus élevé que reçoit cette in
férence par rapport aux autres inférences. Ce résultat suggère aussi un
parallèle avec l’expérience de Bower (1979) dans laquelle une action expli
cite, placée immédiatement avant une action cible également explicite, en
trame un effet de primage supérieur à celui d’actions plus éloignées dans
le script (l’effet de primage étant mesuré ici par le temps de lecture des
actions cibles). Dans notre expérience, on peut soupçonner que les pré
misses cibles ont eu un effet de primage sur les inférences et ce d’autant
plus que celles-ci se trouvaient proches des prémisses. Bien qu’il s’a
gisse chez Bower (1979) d’une expérience sur les temps de lecture d’actions
explicites plutôt que sut les reconnaissances d’inférences, notre expérien
ce et celle-là fournissent un argument en faveur d’un mode séquentiel de
recouvrement en ce qui a trait aux inférences structurelles (voir plus loin
le cas particulier des causes et la notion d’antériorité). On peut cepen
dant dire que ce mode séquentiel est “limité” puisque dans notre expérien
ce, comme dans celle de Bower (1979), la distance intermédiaire (02) tend
à se confondre avec la distance éloignée (D3), les véritables différences
au niveau des fausses reconnaissances résident entre les distances proches
(Dl) et éloignées (D3).
Nous rappelons ici que les degrés de distance dans notre expérien
ce sont établis de façon non uniforme puisqu’ils regroupent des rapports
d’inclusion (syllogismes), de séquentialité (conséquences et causes) et de
L%lESIIE D .O\TRF \t
101
plausibilité (élaboration). Le parallèle avec l’expérience de Bower (1979)
vaut alors surtout pour la catégorie d’inférences structurelles. Les degrés
de distance établis à partir des rapports d’inclusion se rapprochent da
vantage des expériences sur l’anaphore ou les catégories sémantiques tel
les qu’élaborées chez McKoon et Ratcliff (1980, 1981) et Singer (1980).
Ces auteurs ont en effet démontré que la mention du nom générique d’un ré
férent à l’intérieur d’une proposition a pour effet d’activer la proposi
tion contenant ce référent. On pouvait donc s’attendre, comme cela semble
confirmé dans notre étude, à ce que les noms mentionnés dans les inféren
ces syllogistiques (exemple: Jacinthe redoutait Carlos (D1)/un homme (D2)/
un gang (D3)) entrainent de moins en moins de fausses reconnaissances à me
sure qu’augmente leur niveau de généralité par rapport à un référent conte
nu explicitement dans les prémisses (exemple: Jacinthe redoutait toutes les
relations de son cousin. Carlos était en relation étroite avec son cousin).
Dans le cas des inférences logiques il semblerait donc qu’un ordre d’impli
cation ait joué au moment du recouvrement. De même un ordre de plausibili
té semble avoir affecté le recouvrement des élaborations.
Un cas particulier: la séquentialité des causes
Nos résultats indiquent aussi une interaction inattendue entre
le type d’inférence et la distance. Les considérations précédentes sur
l’effet de la distance sont par conséquent sujettes à certaines précisions,
notamment pour les causes. Ces dernières présentent en effet un pattern
de fausses reconnaissances inversé par rapport aux autres types d’inféren
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ces, si bien que les causes éloignées entraînent des reconnaissances pas
sablement supérieures (CAl 3 = 43%) aux causes proches (CAl 1 = 19.5%).
Nos prédictions sut l’effet de la distance paraissent donc à première vue
infirmées.
Dans ce cas particulier il semble qu’un facteur d’antériorité
ait interféré avec le facteur de distance. Les sujets auraient ainsi ten
dance à reconnaître davantage les inférences causales portant sur des évé
nements survenus plus tât chronologiquement (CAl 3) au détriment d’inféren
ces causales portant sur des événements survenus plus tardivement mais plus
proches des prémisses (CAl I). Cette préférence pour les inférences ayant
un plus grand degré d’antériorité se réflète d’ailleurs au niveau des ju
gements de plausibilité des sujets. Les sujets ont en effet souvent ten
dance à juger les causes éloignées comme étant plus plausibles que les
causes proches.
Pour respecter l’idée d’un retour vers l’information antérieure,
propre aux inférences antérogrades)nous avons en effet, contrairement aux
autres types d’inférences structurelles, établi “à rebours” et à partir
des prémisses cibles, les inférences causales. Les événements inférés se
trouvent donc enchssés entre les deux prémisses ou placés antérieurement
à la première prémisse. En procédant ainsi nous avons établi les séquences
d’actions suivantes: CAl 3, CAl 2, P I, CAl I, P 2 ou CAl 3, P I, CAl 2,
CAl I, P 2. (Pour les conséquences où l’antériorité est confondue avec la
distance, les séquences d’actions sont établies de la façon suivante: P I,
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p 2, CO I, CO 2, GO 3). Les sujets auraient donc jugé plausible et reconnu
plus facilement l’événement qui initie la séquence d’action (CA 3). Le pat
tern oc fausses reconnaissances des causes affichant une progression régu
lière, croissante ici, typique des effets de séquence, nous concluons à un
mode d’accès séquentiel pour ces inférences.
Types d’inférences: logique, structurelle, pragmatique
Enfin les résultats relatifs aux types d’inférences montrent sui
vant nos prédictions que les inférences logiques (syllogismes) et cohési
ves (conséquences et causes) obtiennent des taux de reconnaissance sensi
blement supérieurs (38.7% et 35.0% respectivement) aux taux de reconnais
sances des élaborations (11.8%). Ceci parait indiquer que des inférences
logiques placées dans un contexte narratif jouent vraisemblablement un ré-
le au niveau de la structuration des récits, de façon similaire aux infé
rences structurelles. Le léger surplus de fausses reconnaissances pour
les syllogismes provient sans doute de l’étroitesse particulière des liens
qui unissent ces inférences à leurs prémisses. Bien que notre procédure
expérimentale ne permette pas de dire si ces inférences s’élaborent au mo
ment mime de la lecture, on pourrait s’attendre à ce qu’une expérience plus
fine (utilisant par exemple la technique on-une) obtienne des résultats
dans ce sens. Seifert et al. (1985) ont en effet montré qu’il semble y
avoir une relation entre un taux élevé de fausses reconnaissances et l’é
laboration d’actions au moment de l’encodage. Par contre, les inférences
portant sur des états, qu’on peut rapprocher de nos élaborations, obtien
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nent de faibles taux de fausses reconnaissances et sont selon les auteurs
élaborées au moment du recouvrement.
Temps de latence des inférences
En dépit du fait que nous n’ayons pu effectuer de tests statis
tiques au niveau des temps de jugement des inférences, en raison de leurs
taux élevde fausses reconnaissances, les présents résultats dessinent
néanmoins une constance au niveau des distances. En effet, il semble qu’il
y ait un accroissement du temps en fonction de la distance des inférences
par rapport aux prémisses, de sorte que nous obtenons globalement pour les
distances 1, 2 et 3 des temps respectifs de 3,123, 3,236 et 3,814 millise
condes. De plus, bien que la courbe des temps montre certaines irrégulari
tés selon le type d’inférences, ces dernières obtiennent toutes, y compris
les causes, des temps plus courts lorsqu’elles sont proches (D 1) plutôt
qu’éloignées (D 3) des prémisses, l’écart moyen entre D 1 et D 3 s’élevant
à 691 millisecondes. Ces résultats semblent donc signifier que globalement,
les individus mettent moins de temps à “accepter” une inférence fortement
suggérée par le contexte qu’une inférence dont les liens contextuels sont
éloignés. L’activation déclenchée par l’information explicite contenue
dans les prémisses jouerait donc un rôle facilitateur se traduisant par une
économie de temps accrue lorsque les inférences impliquées sont proches.
(Voir l’expérience de Bower, 1979 citée plus haut). Par ailleurs, on peut
aussi noter pour les distances 1 et 3, que les taux de fausses reconnais
sances sont en relation inverse avec les temps de latence des inférences.
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Ainsi en distance 1, le taux élevé de fausses reconnaissances des inféren
ces est lié à des temps relativement courts alors qu’en distance 3, le fai
ble taux de reconnaissance est lié à des temps relativement longs, ce qui
parait plausible dans le cadre théorique actuel. Les causes font toutefois
encore ici exception à la règle puisque leur faible taux de fausses recon
naissances en distance 1 est lié à des temps relativement courts (19.5% de
fausses reconnaissances et 2,985 millisecondes) alors que les taux élevés
de fausses reconnaissances pour la distance 3 sont liés à des temps plutôt
longs (43% de fausses reconnaissances et 3,662 millisecondes). Les résul
tats relatifs aux temps de jugement des causes semblent donc aller dans le
sens de nos hypothèses contrairement à ceux des fausses reconnaissances
pour ces mêmes inférences. Globalementfen dehors des causes), le facteur
de distance semble donc se réfléter de façon cohérente et dans le sens pos
tulé, tant au niveau des fausses reconnaissances des inférences que des
temps de jugement.
Enfin, les temps de latence relatifs aux fausses reconnaissances
des inférences logiques, cohésives et pragmatiques montrent contrairement à
nos attentes, un décroissement graduel. En effet, alors que nous nous at
tendions ici à ce qu’il faille moins de temps pour inférer des syllogismes
que des élaborations, en raison de la nature différente des liens qui unis
sent ces inférences à leurs prémisses, c’est en fait l’inverse qui semble
se produire. Le fait que l’avantage des syllogismes sur les élaborations
au niveau des fausses reconnaissances, ne se réflète pas au niveau des temps
demeure difficilement explicable dans le contexte actuel. La transforma-
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tion des moyennes de temps en médianes fournit peut être ici un élément de
réponse. L’observation des tableaux 7 et 19 montre en effet que la trans
formation effectuée n’affecte pas également les syllogismes et les élabo
rations et qu’en fait ces dernières subissent une baisse de temps environ
trois fois supérieure (moyenne = 4,823 (E) médiane = 3,011 (E), différen
ce = 1,812), à celle des syllogismes (moyennes 4,115 (SS) et 4,084 (SD),
médianes = 3,637 (SS) et 3,386 (SD), différences = 478 et 698). On peut
aussi noter que les moyennes (plutôt que les médianes) de temps de jugement
des élaborations sont supérieures à celles des syllogismes simples et dis
jonctifs, ce qui irait dans le sens de nos hypothèses. (Dans le cas des
distances il semble peu probable que ce genre de biais ait joué puisque
celles-ci accusent toutes le même ordre de baisse et que la courbe des
moyennes suit la courbe des médianes). Nous rappelons qu’en raison de leur
caractère descriptif, les résultats relatifs aux temps de jugement des in
férences sont considérés seulement à titre indicatif.
La présente étude confirme donc dans l’ensemble les hypothèses
relatives à la distance et au type d’inférences. En effet l’activation de
schèmes et de sous-schèmes au moment de la lecture des histoires a pour
effet de déclencher potentiellement l’élaboration d’un nombre illimité
d’inférences servant à lier les éléments narratifs. Toutefois il est appa
ru que des ordres de priorité modulent la production ou du moins la com
préhension des inférences. Ainsi les inférences logiques et structurelles
obtiennent des pourcentages élevés de reconnaissances comparativement aux
inférences pragmatiques. De même les inférences proches des éléments ex
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plicites du texte reçoivent un plus grand niveau d’activation que les in
férences éloignées et sont conséquemment plus sujettes à des confusions au
moment de la reconnaissance.
De plus les taux élevés de fausses reconnaissances étant généra
lement associés à des temps de latence rapides, laissent supposer que le
lecteur traite les inférences les plus évidentes de façon semblable aux
informations explicites. Ainsi les inférences logiques Sb 1 (3,524 ms.)
de même que les inférences structurelles COI 1 (3,205 ms.) et COC 2 (3,317
ms.) obtiennent par l’effet conjugé de leur type et de leur distance des
temps se rapprochant de ceux mis pour juger des éléments apparus effective
ment dans les histoires (EV = 3,325 ms.).
Le fait que les trois grandes catégories d’inférences suscitent
des fausses reconnaissances apporte des éléments nouveaux tant sur la na
ture que sur l’organisatipn des schèmes. En effet on peut supposer qu’au
niveau de la représentation cognitive, coexistent différents types de schè
mes dont les schèmes logiques, structurels et pragmatiques. Chaque schème
aurait son mode d’organisation propre basé, par exemple, selon sa nature,
sur des rapports d’inclusion, de séquentialité ou de plausibilité. D’au
tres modes pourraient également être possibldont celui par exemple, basé
sur la centralité. Des études récentes portant sur les schèmes structurels
démontrent que l’importance des prémisses et des inférences a un effet no
table sur le rappel des inférences (voir Goetz (1974), Walker et Meyer
(1980), Galambos et Rips (1982) et Walker et Yekovich (1984). Chez Galambos
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et Rips (1982) il apparait mime que les actions localisées au début d’un
script ne présentent pas de réduction de temps par rapport aux actions lo
calisées vers la fin du script, alors que les actions centrales (de plus
grande importance) obtiennent de meilleurs temps que les actions périphé
riques de moindre importance. Des différences au niveau méthodologique
restreignent cependant les comparaisons avec notre expérience
Les différents schèmes, logique, structurel et pragmatique con
courraient ainsi à fournit à l’individu placé dans une situation donnée,
l’interprétation la plus appropriée du moment. Grâce aux processus auto
régulateurs des schèmes, l’interprétation adoptée aurait aussi la possibi
lité d’être revue, corrigée ou consolidée.
uSj On
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La présente étude démontre que de façon globale les inférences
logiques, structurelles (sauf les causes) et pragmatiques obtiennent des
taux plus élevés de fausses reconnaissances lorsque la distance qui les sé
pare des informations textuelles est faible (D 1) plutôt qu’éloignée (D 3).
Les courbes en “escalier” des fausses reconnaissances pour tous les types
d’inférences, indiquent par ailleurs que le recouvrement inférentiel s’ef
fectue selon différents modes possibles dont ceux basés sur des rapports
d’inclusion (inférences logiques), de séquentialité (inférences structurel
les) et de plausibilité (inférences pragmatiques). Ces résultats semblent
de plus corroborés par les temps de latence observés. L’analyse descripti
ve de ceux-ci indique en effet des temps relativement courts lorsque l’in
formation inférée est fortement suggérée par un contenu narratif explicite.
Par ailleurs la nature logique, structurelle ou pragmatique des
inférences affecte différemment les taux de reconnaissances. Tel qu’es
compté, les catégories logiques et structurelles suscitent davantage de
fausses reconnaissances que la catégorie pragmatique, en raison du lien
étroit qui les unit à leurs prémisses. Ceci indique aussi que les deux
premiers types d’inférences sont plus propices à des confusions quant à la
source de leur activation, celle -ci pouvant être en principe explicite ou
implicite. De plus l’analyse descriptive des temps de jugement montre une
économie de temps en faveur des inférences logiques et cohésives par rapport
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aux inférences pragmatiques à condition toutefois que les comparaisons
soient effectuées à partir des moyennes plutôt que des médianes (voir la
justification dans la section de l’interprétation).
Ces données inédites apportent plusieurs précisions quant aux
processus à l’oeuvre pendant le traitement textuel. De façon globale el
les indiquent que les inférences font partie intégrante de la mémorisation
et de la compréhension verbales. Les inférences rendent compte en ce sens
des processus “constructifs” maintes fois observés dans les protocoles de
rappel d’histoires. L’expérience actuelle va aussi plus loin en évaluant
différents facteurs pouvant affecter la création d’inférences. Il s’avère
ici que la distance et le type d’inférences ont un effet modulateur au ni
veau de la génération d’inférences. Les données relatives à la distance
démontrent ainsi l’existence d’un ordre préférentiel graduel dans la for
mation des inférences. De mème les données sur la nature des inférences
indiquent que celles-ci ne sont pas toutes également élaborées ou à tout
le moins recouvrées. Le lecteur engagé dans un processus de compréhension
traite ainsi d’abord les inférences le plus proches et le plus fortement
liées à la narration.
L’éclaircissement des questions relatives aux processus inféren
tiels a une portée épistémologique du fait que celles-ci touchent de près
au problème de la représentation et de l’organisation des connaissances.
Le point de vue stipulant que les informations inférées font partie inté
grante, aux côtés de l’information mémorisée, de notre représentation co
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gnitive est en effet confirmé à plusieurs endroits de cette recherche.
Dans d’éventuelles études il serait intéressant d’utiliser la même typolo
gie d’inférences pour voir si des personnes âgées ou de jeunes enfants ob
tiennent des résultats similaires. On pourrait s’attendre â ce que des
personnes âgées présentant des troubles d’incohérence ou de jeunes enfants
ayant des difficultés de lecture présentent des problèmes d’intégration
de l’information liée à des problèmes d’élaboration inférentielle.
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Annexe A
Exemples des six types d’inférences utilisés dans
la présente expérience
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Types d’inférences
A. Inférences logiques:conséquences logiques:syllogismes
Indépendantes du contexte, dépendent de l’aspect formel des prémisses.
Nécessairement vraies.
1. Syllogisme simple:
P 1: Le chef du Plan-K craint tous ses ennemis.
P 2: Mr. Black est un ennemi du chef du Plan-K.
SS1: Le chef du Plan-K craint Mr. Black.
2. Syllogisme disjonctif:
P 1: Le joueur étoile serait soit William ou Frank.
P 2: Frank ne fût pas choisi comme étoile.
SDÏ: William fût choisi comme étoile.
B. Inférences structurelles ou cohésives:conséquences, cause
Reliées au contexte du récit, nécessaires à la cohérence du récit.
Probablement vraies.
3. Conséquence impliquée:
P 1 : Miss Peel commanda un whishy sur glace à la serveuse.
P 2 : Celle-ci nota la commande sur son calepin.
COIl: La serveuse a apporté un whisky sur glace.
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4. Conséquence cachée:
P 1 : Les documents étaient rédigés en sanscrit.
P 2 : Miss Peel se souvint d’un ami à elle spécialiste du sanscrit.
COC1: Miss Peel a commandé à son ami la traduction.
5. Causes impliquées:
P 1 : Un groupe avait placé des explosifs sous un pont.
P 2 : Les vitres des maisons avoisinantes volèrent en éclat.
CAI1: Le pont s’est écroulé.
C. Inférences pragmatiques:élaborations
Reliées aux connaissances du monde, ne participent pas à la cohérence
du récit. Relèvent plutôt du monde des stéréotypes. Probablement
vraies.
6. Elaboration:
P Ï : La fille allait et venait sur le trottoir.
P 2 : Il faisait encore doux à cette heure.





Jacinthe était une jeune femme dans ta trentaine qui menait une vie paisible comme c’est
souvent le cas des gens habitant dans les petites villes. Aussi c’est avec beaucoup de joie
qu’elle retrouvait chaque matin les enfants et qu’elle allait lorsqu’elle en avait le temps faire
de longues promenades dans les bois environnants. Toutefois ces derniers temps quelque
chose la tracassait sans qu’elle sache vraiment ce que ce put être. Un étranger était arrivé il y
a quelques semaines dans leur petite ville. A deux reprises elle l’avait rencontré dans le
même café en compagnie de son cousin. Une fois l’étranger l’avait regardée si intensément
qu’elle avait été prise de gêne et qu’elle avait aussitôt quitté l’endroit. Depuis ce temps
Jacinthe évitait cet endroit. Elle redoutait en effet toutes tes relations qu’avait son cousin.
Des gens avaient vu plusieurs fois le cousin de Jacinthe et Carlos ensemble et personne ne
doutait plus de la nature étroite de leur relation.
Un jour quelqu’un vint apporter une lettre à Jacinthe. Elle venait à ce moment tout juste
d’arriver chez elle. Après maintes hésitations elle sortit et se dirigea vers un café.
Lorsqu’elle pénétra dans le café, elle vit Carlos assis seul à une table en train de boire une
bière. Elle voulut rebrousser chemin mais il était trop tard, Carlos l’avait déjà aperçue et
l’avait invitée à s’asseoir à sa table. Jacinthe était confuse de se retrouver ainsi en tête à tête
avec un inconnu. Mais la voix calme et chaude de Carlos la rassura peu à peu. Vers la fin de
la soirée elle se sentit même tout à fait à l’aise. Ce soir-là Carlos la raccompagna chez elle et
lui confia qu’il espérait la revoir. Carlos et Jacinthe prirent ainsi l’habitude de se voir
régulièremment. Un soir, avant de la quitter il l’avait attirée vers lui. Jacinthe troublée
n’avait pas eu la force de lui résister et longtemps après elle avait conservé une douce
sensation sur la nuque. Les jours suivants elle pensa souvent à sa nouvelle relation avec
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Carlos. Elle ne pouvait désormais plus se cacher à elle-même l’inquiétude croissante qu’elle
nourissait à l’égard de Carlos. Elle sentit aussi qu’elle avait de plus en plus de mal à voir
clair dans ses sentiments. Cet état devint intolérable et pour mettre fin à ses tourments elle
décida non sans peine de ne plus revoir Carlos.
Il y avait maintenant plusieurs semaines que Carlos et Jacinthe ne s’étaient vus. Carlos
s’était rendu plusieurs fois chez Jacinthe mais sans succès. Il l’avait également cherchée
dans toute la ville et commençait à désespérer de la revoir. Puis un soir il se souvint du petit
café où is’étaient vus ta première fois. Carlos fut heureux de revoir enfin Jacinthe et elle
même avait quelque peine à dissimuler sa joie. Cependant elle avait quelque chose
d’important à lui dire. Cartos devait choisir de garder ses anciennes habitudes ou de rester
avec elle. Carlos lui assura qu’il ne ferait rien qui puisse lui déplaire aussi lui promit-il
d’abandonner ses habitudes. Jacinthe fut heureuse que les choses s’arrangent ainsi. A partir
de ce jour elle retrouva cette quiétude qui depuis quelque temps l’avait abandonnée.
119
L’AGENT SECRET
Miss Peel travaillait pour le compte d’une organisation secrète connue du milieu interlope
sous le nom du Plan - k. Le chef de cette organisation avait plusieurs ennemis et tes
craignait tous. Le numéro un de ses ennemis Mr. Black était en possession actuellement de
documents ultra confidentiels concernant la sécurité nationale. Miss Peel avait été dépêchée
par le chef et avait pour mission de s’emparer de ces documents dans les prochaines 48
heures. Le lendemain de très bonne heure Miss Peel se rendit à l’aéroport pour acheter un
billet d’avion. Un avion partait clans quetques minutes pour Bangkok.
Miss Peel déambula longtemps dans les rues avant de trouver un restaurant. Enfin, elle en
aperçut un qui lui parut être agréable. Elle y entra et commanda un repas léger. Pendant
qu’elle mangeait Miss Peel étudia les plans du bureau central et des immeubles avoisinants.
Elle constata qu’on pouvait atteindre te bureau central de deux manières, soit en escaladant le
mur ouest ou en empruntant un passage sous-terrain. Après mûres réflexions elle jugea qu’il
serait préférable de ne pas prendre le passage car celui-ci devait être surveillé. Une fois cette
décision prise, elle régla le serveur et se dirigea vers les bureaux de Black. Miss Peel
espérait que l’opération fut terminée en une heure. Rendue à proximité des lieux elle ajusta
sa montre avec l’horloge d’une banque, celle-ci indiquait 11h00 du soir. Il n’y avait pas de
temps à perdre songea-t-elle. L’obscurité de la nuit jouerait en sa faveur. Sans trop
d’encombres elle parvint jusqu’à la cour intérieure de l’établissement. Tout paraissait calme
aux alentours. Elle repassa encore une fois dans son esprit le plan du bureau central.
Celui-ci devait se trouver à quelques mètres à sa gauche. En quelques minutes elle arriva
dans le corridor menant au bureau. Elle s’assura encore une fois qu’elle ne pouvait être vue
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de personne puis elle pénétra dans le bureau. Quinze minutes seulement s’étaient écoulées
mais le plus long serait d’ouvrir le coffre qui contenait les documents. Elle s’y attaqua tout
de suite. Le type de cadenas ne devait pas lui poser de problèmes cependant elle craignait
qu’une alarme soit déclenchée au moment où elle ouvrirait le coffre. Elle tenta néanmoins de
l’ouvrir et y parvint sans trop de peine. Elle prit les documents et les enfouit dans sa poche.
Toutefois au moment de sortir l’alarme se mit à sonner. Elle entendit des pas qui venaient
dans sa direction et se précipita par la fenêtre. Une fois dehors elle courut jusqu’à ce qu’elle
soit hors de vue. Elle marcha encore un peu puis arriva dans la rue qui à cette heure était très
animée. Elle entra à demi essouflée dans le premier bar qu’elle rencontra. Là, elle serait en
sécurité et pourrait jeter un coup d’oeil sur les documents. Elle commanda un wisky sur
glace à la serveuse. Celle-ci nota la commande sur son calepin. Avant de consulter les
documents elle regarda en direction de la sortie. Elle constata alors avec étonnement que les
documents étaient rédigés en une langue étrangère, sans doute du sanscrit. Ceci lui fit se
rappeler d’un ami à elle, spécialiste du sanscrit. Le souvenir du vieil homme la fit sourire.
Miss Peel alla ensuite téléphoner son chef. Celui-ci la félicita pour le travail accompli. En
raccrochant Miss Peet songea qu’elle aimerait bien partir pour les îles grecques. Peut-être
irait-elle d’abord en Crête.
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LA PRISE D’OTAGE
L’avion dans lequel voyageait Bob se posa doucement sur la piste d’atterrissage. Bob avait
été dépêché la veille par son agence pour faire un reportage sur l’état des tensions au
Moyen-Orient. Aussitôt descendu de l’avion Bob se dirigea vers le petit hôtel où on lui avait
réservé une chambre. fi se coucha tôt car une longue journée s’annonçait le lendemain. Bob
dormait déjà depuis un bon moment lorsque des échanges de tirs vinrent le réveiller au milieu
de la nuit. Lorsque finalement il se rendormit le jour commençait à poindre. A 7:00 heures
le lendemain, Bob descendit prendre son petit déjeuner. On l’informa alors qu’un groupe
ennemi avait placé pendant ta nuit des explostfs sous un pont. Les vitres des maisons
avoisinantes avaient volé en éclats et de nombreux autres dégâts avaient été causés. Une
rumeur courait aussi à l’effet que l’aéroport avait été assiégé.
Afin d’en savoir plus long sur les événements récents Bob tenta de joindre un dénommé Mr.
Smith. Celui-ci se rendait tous tes jours à l’ambassade, laquelle se trouvait d’ailleurs pas très
loin de son domicile. Bob se rendit donc à l’ambassade et, dans l’heure suivante, il était en
route pour l’aéroport. Lorsqu’il arriva sur les lieux, Bob vit un groupe d’hommes armés de
mitraillettes qui encerclait un Boeing. A son avis il devait s’agir d’un groupe appartenant soit
au F.N.L.P. ou à unefaction dissidente. fi mit en effet quelques minutes à réaliser qu’il ne
s’agissait pas du FJVL.P. Il s’approcha néanmoins d’eux et après une brève discussion les
hommes le firent monter à bord de l’avion. A l’intérieur de l’avion se trouvaient environ une
quinzaine de personnes qui semblaient assez calmes. Bob accompagné d’un des terroristes
se rendit à l’arrière de l’avion. Là était entreposé sous une bâche un important dépôt
d’armes. L’homme qui l’accompagnait l’informa que toutes tes munitions avaient été placées
dans ta queue du Boeing et que de ta dynamite en constituait ta majeure partie. II lui dit aussi
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que le groupe tentait depuis la nuit dernière d’entrer en contact avec le président du pays. Ils
espéraient que celui-ci se soumette à leur exigence sans quoi ils seraient obligés d’éliminer les
otages. Quelques minutes plus tard un homme vint les rejoindre pour leur apprendre que le
chef venait tout juste d’établir un contact avec le président. Il leur fallait toutefois un
interprète qui puisse transmettre leurs revendications. Justement, il se trouvait parmi les
otages une femme qui partait couramment l’anglais.
Après de longs pourparlers les terroristes obtinrent finalement l’asile politique ainsi que
d’autres avantages. Ils procédèrent donc avec beaucoup de précautions à l’évacuation des
otages. Deux hommes furent chargés de l’opération. L’un deux lança une mitraillette à son
camarade qui se tenait à quelques pas devant lui. Ils accompagnèrent ensuite les otages
jusque sur la piste de l’aéroport. Les autres membres restés à bord de l’avion assuraient la
défense des deux hommes. C’est ainsi que furent remis sains et saufs les otages.
Le lendemain Bob prit l’avion qui le ramena chez lui. Pendant qu’il était dans l’avion, il
pensa aux derniers événements et à leur heureux dénouement. Il songea aussi qu’il avait de
quoi faire un bon article.
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LA PARTIE DE FOOTBALL
A tous les samedis avaient lieu sur le campus de l’université des parties de football
organisées par les étudiants. En cette fm d’été débutait la série éliminatoire. Andréa qui avait
suivit régulièrement les parties attendait avec impatience le moment où son équipe favorite
serait confrontée aux équipes adverses. Enfin le jour vint où l’équipe préférée d’Andréa
devait jouer. Toutefois au moment de partir Andréa eut des problèmes à faire démarrer son
auto. Elle songea alors à quelqu’un pour t’accompagner au match lorsque tout à coup elle se
rappela que Marie devait se rendre là-bas.
Lorsque Andréa arriva sur les lieux elle constata que le stade était presque entièrement envahi
par la foule. Certains groupes arboraient l’emblème de l’équipe pour laquelle ils espéraient la
victoire. Andréa réussit finalement à se trouver une place depuis laquelle elle eut un bon
point de vue. Quelques instants plus tard les joueurs firent leur apparition. Andréa remarqua
avec joie que tous ses joueurs préférés se trouvaient sur te terrain.. Elle formula alors un
souhait à l’intention de Daniet l’un de ses préférés. Puis ce fut la mise au jeu. Ce fut Cari, le
joueur de l’équipe adverse qui reçu le ballon en premier. 111e renvoya immédiatement en
direction de son coéquipier qui fit un saut extraordinaire. La fouie qui commençait à
s’échauffer lançait ses encouragements aux joueurs. Après la fin de la première manche les
deux équipes étaient à égalité ce qui fit monter davantage la tension dans les rangs des
spectateurs. Les joueurs prirent ensuite quelques minutes de repos pendant lesquelles ils
reçurent les conseils de leur entraîneur. Le jeu de la seconde manche fut marqué par un
accroissement d’agressivité si bien que l’arbitre dut pénaliser certains joueurs. A un moment
donné même l’un des joueurs poussa violemment CarI si bien que celui-ci perdit l’équilibre
et tomba malencontreusement sur le terrain. On le vit alors saisir sa cheville en poussant des
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plaintes. Malgré cet incident la partie continua de plus belle. William un des joueurs de
l’équipe en laquelle Andréa fondait ses espoirs, semblait très alerte. Pendant la dernière
manche l’équipe compta encore quelques points ce qui lui assurait avec une quasi certitude la
victoire. Cependant, vers les dernières minutes Frank, le meilleur joueur de l’équipe adverse
compta un point. Andréa le coeur battant faisait le décompte des minutes, dans soixante
secondes si tout allait bien son équipe allait gagner le match. La sirène sonna enfin la fin de
la partie. Andréa ne pu contenir sa joie et se leva de son banc pour mieux observer les
vainqueurs. Après une longue acclamation on procéda au choix des étoiles. Selon Andréa le
premier joueur étoile serait à coup sûr soit William ou Frank. Finalement, Frank nefut pas
choisi comme étoile mais obtint la deuxième position.
A la sortie du stade Andréa rencontra un ami qu’elle n’avait pas vu depuis longtemps. A
l’époque ils avaient travaillé ensemble sur divers projets. Puis ils s’étaient perdus de vue.
Andréa se souvenait cependant de lui comme d’un garçon intrépide n’hésitant pas à se
trouver dans des situations parfois dangereuses pour obtenir les meilleurs angles de vue.
Mbert lui proposa de prendre un café dans un endroit à proximité du stade. Là-bas, ils
discutèrent de leur travail respectif et aussi de leurs loisirs. Avant de se quitter ils se
promirent de se revoir bientôt Andréa rentra ensuite chez elle.
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LA GUERRE DES GANGS
Plusieurs crimes avaient été perpétrés ces derniers temps dans la ville de L.A. La police avait
découvert récemment le corps d’un magistrat criblé de balles et elle soupçonnait qu’il
s’agissait là d’un règlement de compte effectué par un des gangs qui régnait sur la ville.
Deux hypothèses avaient été retenues quant à l’arme ordinairement utilisée pour ces crimes.
Il devait s’agir soit d’un Colt 45 ou d’un Long Riffle. Les enquêteurs mirent en effet
quelque temps à découvrir qu’il ne s’agissait pas d’un Long Riffle.
Un des gangs le plus puissant était connu sous le nom de la bande à Momo et était mêlé de
près au trafic de stupéfiants. Un nouveau concurrent avait cependant fait son apparition et
relégué momentanément la bande à Momo au second plan. Pour contrer ceci a bande de
Momo avait entrepris d’éliminer tous tes membres du clan adverse. Edouardo, te chef du
clan adverse avait perdu déjà quelques uns de ses hommes et préparait une vengeance. Un
soir les gens de sa bande se réunirent dans un bar où ils avaient l’habitude de venir discuter
leurs plans. Edouardo leur fit part alors qu’il cherchait un homme pour liquider Momo mais
il ne voulait pas risquer la vie du peu d’hommes qui lui restait. L’un de ses hommes t’avisa
alors qu’un dénommé Jef avait l’habitude de ce genre de travail. Ils continuèrent ensuite à
discuter les détails de l’opération. fi faisait presque jour lorsqu’ils quittèrent enfin l’endroit.
Quelques jours plus tard un inconnu vint sonner à ta porte de la demeure de Momo. Ce
dernier venait tout juste d’entrer chez lui et s’apprêtait à se servir un whisky. Le tintement
de la sonnerie résonna dans la maison pendant quelques secondes. Mono n’eut pas le temps
de réaliser ce qui allait se passer que déjà l’homme avait pris son arme et ta dirigeait contre
lui. Unefinefumée s’échappa du canon de son révolver. Quelques instants après l’homme
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marchait tranquillement dans la rue en quête d’un café. II vit alors une fille qui allait et venait
sur un trottoir, il songea en la regardant qu’il faisait encore doux à cette heure. Il entra
ensuite dans un établissement et commanda de quoi boire.
Le lendemain l’homme acheta tous les journaux qu’il put trouver. Il y avait dans l’un d’eux
un long article sur la montée de la violence dans les grandes villes américaines. La police
invitait la population à collaborer avec elle afin de mettre fin au crime. Cet appel aux citoyens
porta fruit puisque en quelques semaines la police réussit à démenteler définitivement les
gangs qui avaient fait jusqu’alors la loi dans leur ville.
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LA FETE
Les amis de Karl avaient décidé d’organiser une petite fête à l’occasion de son anniversaire.
Quelques jours auparavant, ils s’étaient réunis pour discuter de l’endroit qui devait le mieux
convenir. Ils retinrent finalement deux propositions, ta soirée aurait lieu soit à la campagne
ou dans un restaurant en ville. Par la suite la proposition d’aller au restaurantfut toutefois
abandonnée.
Tous les amis de Karl vinrent à la fête. Louis, son meilleur ami lui offrit un beau livre sur
l’art des peintres flamands. Après quelques échanges de conversation on s’installa à table
pour manger. Ensuite l’on apporta le traditionnel gâteau décoré de bougies et l’on chanta des
voeux de bon anniversaire. Karl semblait heureux d’être ainsi parmi les gens qu’il aimait, le
vin l’avait rendu loquace, aussi la soirée s’annonçait-elle plutôt réussie. Après le repas, on
se rendit prendre l’air sur la terrasse. Les gens s’étaient formés en petits groupes et les
discussions allaient bon train. A un moment donné Etienne, un des invités eut soif.
Heureusement on avait aménagé à l’intérieur quelques tables sur lesquelles étaient servies
diverses boissons fraîches. Une plateforme avait été également installée afin que les gens
puissent danser. Lorsqu’il fit nuit celle-ci s’illumina joliment et peu à peu des couples de
danseurs envahirent le plancher. Karl invita Marielle à danser. Tous les deux se
connaissaient depuis longtemps, cela remontait plus précisément au début de leurs études à
l’université. Marielle avait été autrefois amoureuse de Karl mais maintenant ce n’était plus
qu’une franche amitié et une estime réciproque qui les liaient. Etienne lui, avait choisi pour
partenaire Marie, une grande fille brune. A la fin de la soirée Etienne proposa à Marie de la
raccompagner en auto. Sans se faire prier elle accepta sa proposition car la nuit était déjà
avancée. Un peu plus tard Karl offrit à Marielle ainsi qu’à d’autres amis de monter dans son
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auto. A ce moment même un violent orage éclata. Karl estima qu’il valait mieux conduire
lentement car la visibilité était très réduite. lly avait maintenant quelques minutes qu’il roulait
lorsqu’il vit derrière lui un automobiliste qui semblait avoir perdu le contrôle de son véhicule
et se diriger vers le fossé. La voiture du chauffeur s’immobilisa soudain. Karl ralentit tout
en suivant dans son rétroviseur la suite des événements. La vue d’une voiture de police le
réconforta et il jugea bon de continuer sa route. Enfin ils arrivèrent à proximité de chez eux.
Karl déposa Marielle et les autres puis rentra chez lui pour dormir.
Le lendemain c’était samedi, la journée du marché. Pendant qu’il marchait dans la rue Karl
songeait à la belle soirée qu’il avait passée en compagnie de ses amis. La vue d’une vieille
dame qui montait dans une Rolis Royce rutilante le détourna de ses pensées. Karl
connaissait bien cette vieille dame sympathique et n’était pas sans savoir qu’elle était veuve
depuis longtemps. Celle-ci se retourna pour saluer Karl, il lui sourit en guise de réponse.
Puis il continua son chemin et arriva enfm au marché.
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Annexe C
Liste exhaustive des ptémisses et des inférences utilisées
dans la présente expéience
C %I ERSIIt DE O\ tRE \L
Syllogismes simples
Histoire 1: Jacinthe Prémisses
P 1: Jacinthe redoutait en effet toutes
les relations qu’avait son cousin.
P 2: Carlos était en relation étroite avec
son cousin.
Inférences
SS 1: Jacinthe redoutait en effet Carlos.
SS 2: Jacinthe redoutait en effet un homme.
SS 3: Jacinthe redoutait en effet un gang.
Histoire 2: L’agent secret Prémisses
P 1: Le chef du Plan-K craint tous ses
ennemi s.
P 2: Mr. Black est un ennemi du chef du
Plan—K.
Inférences
SS 1: Le chef du Plan-K craint Mr. Black.
SS 2: Le chef du Plan-K craint un homme.
SS 3: Le chef du Plan-K craint une orga
nisation.
Histoire 3: La prise dTotage Prémisses
P 1: Ils avaient placé toutes les munitions
dans la queue du Boeing.
P 2: La dynamite constituait une partie
majeure de leurs munitions.
Inférences
SS 1: La dynamite était placée dans la
queue du Boeing.
SS 2: La dynamite était placée dans le
Boeing.
SS 3: La dynamite était placée dans l’avion.
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Syllogismes simples
Histoire 4: La partie defœtball Prémisses
P 1: Tous les joueurs préférés d’Andtéa se
trouvaient sur le terrain.
P 2: Daniel est l’un des joueurs préférés
d’Andréa.
Inférences
SS 1: Daniel se trouvait sur le terrain.
SS 2: L’équipie’ se trouvait sur le terrain.
SS 3: L’équipe se trouvait sur le terrain.
Histoire 5: La guerre des gangs Prémisses
P 1: La bande à Momo a entrepris d’éliminer
tous les membres du clan adverse.
P 2: Edouardo est le chef du clan adverse.
Inférences
SS 1: La bande de Momo a entrepris d’élimi
ner Edouardo.
SS 2: La bande de Momo e entrepris d’élimi
ner le chef.
SS 3: La bande de Momo e entrepris d’élimi
ner l’homme.
Histoire 6: La fète Prémisses
P 1: Tous les amis de Karl sont venus à la
fête.
P 2: Louis est le meilleur ami de Karl.
Inférences
55 1: Louis est venu à la fête.
SS 2: Le camarade est venu à la fête.
SS 3: Le garçon est venu à la fête.
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Syllogismes disjonctifs
Histoire 1: Jacinthe Prémisses
P 1: Carias devait choisir de garder ses
anciennes habitudes ou de rester avec
Jacinthe.
P 2: Carias promit d’abandonner ses an
ciennes habitudes.
Inférences
SD 1: Carias choisit de rester avec Jacinthe.
SD 2: Carias choisit de rester avec la femme.
SD 3: Carias choisit de rester avec la per
sonne.
Histoire 2: L’agent secret Prémisses
P 1: Miss PeeI pouvait atteindre le bureau
central en escaladant le mur ou en em
pruntant le passage.
P 2: Miss Peel n’a pas emprunté le passage.
Inférences
SD 1: Miss Peel a donc escaladé le mur.
SD 2: Miss Peli a donc escaladé le rempart.
SD 3: Miss Peel a donc escaladé l’obstacle.
Histoire 3: La prise d’otage Prémisses
P 1: Le groupe devait appartenir soit au
F.N.L.P. ou à une faction dissidente.
P 2: On apprit qu’il ne s’agissait pas d’un
groupe du F.N.L.P.
Inférences
SD 1: Le groupe devait appartenir à une
faction dissidente.
SD 2: Le groupe devait appartenir à une
organisation dissidente.





Histoire 4: La partie de fœtball Prémisses
P 1: Le joueur étoile serait soit William
ou Frank.
P 2: Frank ne fut pas choisi comme étoile.
Inférences
SD 1: William fut choisi comme étoile.
SD 2: Léquipierfut choisi comme étoile.
SD 3: L’uipe fut choisi comme étoile.
Histoire 5: La guerre des gangs Prémisses
P 1: L’arme du crime devait être soit un
Colt 45 ou un Long Riffle.
P 2: Les enquêteurs découvrirent qu’il ne
s’agissait pas d’un Long Riffle.
Inférences
SD 1: L’arme utilisée était un Colt 45.
SO 2: L’arme utilisée était un révolver.
SO 3: Une arme a feu était utilisée.
Histoire 6: La fête Prémisses
P 1: La soirée aurait lieu soit à la cam
pagne ou dans un restaurant en ville.
P 2: La soirée ne pu avoir lieu au restau
rant.
Inférences
SD 1: La soirée eut lieu à la campagne.
$0 2: La soirée eut lieu près d’un champs.
SD 3: La soirée eut lieu dans un village.
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Conséquences impliquées
Histoire 1: Jacinthe Prémisses
P 1: Le postier vint apporter une lettre
à Jacinthe.
P 2: Elle venait tout juste d’arriver chez
elle.
Inférences
COI 1: Jacinthe a pris la lettre.
COI 2: Jacinthe a lu la lettre.
COI 3: Jacinthe a reçu de bonnes nouvelles.
Histoire 2: L’agent secret Prémisses
P 1: Miss Peel commanda un whisky sur glace
à la serveuse.
P 2: Celle-ci nota la commande sur son ca
lepin.
Inférences
COI 1: La serveuse a apporté un whisky sur
glace.
COI 2: Miss Peel a bu un whisky sur glace.
COI 3: Miss Peel a ensuite quitté le bar.
Histoire 3: La prise d’otage Prémisses
P 1: L’homme lança une mitraillette à son
camarade.
P 2: Celui—ci se tenait à quelques pas
devant lui.
Inférences
COI 1: Le camarade a attrapé la mitraillette
de l’homme.
COI 2: Le camarade a chatoé immédiatement
la mitraillette.
COI 3: Le camarade a dirigé la mitraillette
vers les otages.
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Conséquences impliquées
Histoire 4: La partie de fœtbali Prémisses
P 1: Cati a envoyé le ballon à son coéqui
pier.
P 2: Le coéquipier fit un saut extraordi
na ire.
Inférences
COI 1: Le coéquipier a attrapé le ballon.
COI 2: Le coéquipier a relancé le ballon.
COI 3: Le coéquipier a compté un but.
Histoire 5: La guerre des gangs Prémisses
P 1: Un inconnu vint sonner à la porte de
Momo.
P 2: Momo venait d’entrer chez lui.
Inférences
COI 1: Momo a ouvert la porte à l’inconnu.
COI 2: Momo a invité l’inconnu à s’asseoir.
COI 3: L’inconnu avait quelque chose à
dire à Momo.
Histoire 6: La fate Prémisses
P 1: Etienne proposa à Marie de la raccom
pagner en auto.
P 2: Marie accepta la proposition d’Etienne.
Inférences
COI 1: Marie est montée dans l’auto d’Etien
ne.
COI 2: Marie s’est assise à câté d’Etienne.
COI 3: Matie est arrivée chez elle en auto.
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Conséquences cachées
Histoire 1: Jacinthe Prémisses
P 1: Carlos l’avait cherché dans toute la
ville.
P 2: Carlos se souvint d’un petit café où
ils s’étaient vus la première fois.
Inférences
COC 1: Carlos s’est rendu au café.
COC 2: Carlos est entré dans le café.
COC 3: Carlos a discuté avec le serveur.
Histoire 2: L’agent secret Prémisses
P 1: Les documents étaient rédigés en
sanscrit.
P 2: Miss Peel se souvint d’un ami à elle
spécialiste du sanscrit.
Inférences
COC 1: Miss Peel a comandé son ami la
traduction.
COC 2: L’ami de Miss Peel a traduit les
documents.
COC 3: L’ami de Miss Peel lui a remis la
traduction.
Histoire 3: La prise d’otage Prémisses
P 1: Ils leur fallait un interprète.
P 2: Il se trouvait parmi les otages une
femme qui parlait couramment l’anglais.
Inférences
COC 1: La femme fut requise comme interprète.
COC 2: La femme accepta d’être l’interprète.
CCC 3: La femme transmis le message au
président.
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Conséquences cachées
Histoire 4: La partie de football Prémisses
P 1: Andréa cherchait quelqu’un pour lac—
cotnpagner.
P 2: Elle se rappela que Marie devait se
rendre au match.
Inférences
COC 1: Andréa a demandé à Marie daller au
match.
COC 2: Andréa et Marie sont allées au match.
COC 3: Andréa et Marie sont arrivées ensem
ble au match.
Histoire 5: La guerre des gangs Prémisses
P 1: Edouardo cherchait un homme pour li
quider Momo.
P 2: Il apprit que Jef avait l’habitude de
ce genre de travail.
Inférences
COC 1: Edouardo a engagé Jef pour liquider
Momo.
COC 2: Jef a liquidé l’ennemi d’Edouardo.
COC 3: Jef a été mis en prison.
Histoire 6: La fête Prémisses
P 1: Etienne, un des invités avait soif.
P 2: Il y avait à l’intérieur des boissons
fratches.
Inférences
COC 1: Etienne est allé chercher une boisson.
COC 2: Etienne s’est servi une boisson.
COC 3: Etienne a bu une boisson fratche.
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Causes impliquées
Histoire 1: Jacinthe Prémisses
P 1: Carlos attira Jacinthe vers lui.
P 2: Elle conserva une douce sensation sur
la nuque.
Inférences
CA 1: Carlos a embrassé Jacinthe sur la
nuque.
CA 2: Carlos se pencha vers Jacinthe.
CA 3: Carlos s’approcha lentement de
Jacinthe.
Histoire 2: L’agent secret Prémisses
P 1: Miss Peel acheta un billet d’avion.
P 2: Un avion partait pour Bangkok.
Inférences
CA 1: Miss Peel pris l’avion pour Bangkok.
CA 2: Miss Peel se tendit au comptoir de
billets d’avion.
CA 3: Miss Peel a réservé des billets pour
Bangkok.
Histoire 3: La prise d’otage Prémisses
P 1: Un groupe avait placé des explosifs
sous un pont.
P 2: Les vitres des maisons avoisinantes
volèrent en éclat.
Inférences
CA 1: Le pont s’est écroulé.
CA 2: Le groupe a mis feu aux explosifs.
CA 3: Le groupe est arrivé au pont.
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Causes impliquées
Histoire 4: La partie de fœtball Prémisses
P 1: Cari tomba sur le terrain.
P 2: Cari saisit sa cheville en poussant
des plaintes.
Inférences
CA 1: Cari s’est foulé la cheville.
CA 2: CarI fixa quelque temps sa cheville.
CA 3: Cari s’est allongé sur le terrain.
Histoire 5: La guerre des gangs Prémisses
P 1: L’homme prit son arme et la dirigea
vers Momo.
P 2: Une fine fumée s’échappa du canon de
son révolver.
Inférences
CA 1: L’homme a tiré sur Momo debout en
face de lui.
CA 2: L’homme s’est approché de Momo.
CA 3: L’homme a pénétré dans la demeure de
Mono.
Histoire 6: La fête Prémisses
P 1: Le chauffeur se dirigeait vers le fos
se.
P 2: Son véhicule se retrouva immobilisé.
Inférences
CA 1: Le chauffeur est tombé dans le fossé.
CA 2: Le véhicule a été sérieusement en
commagé.
CA 3: Le chauffeur a été légèrement blessé.
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Élaborations
Histoire 1.: Jacinthe Prémisses
P 1: Jacinthe était une jeune femme
dans la trentaine
P 2: Elle re»ouvait avec joie 12s
enfants
Inférences
E 1: Jacinthe n’avait pas d’enfants.
E 2: Jacinthe travaillait avec des enfants.
E 3: Jacinthe travaillait de nuit dans un
restaurant.
Histoire 2: L’agent secret Prémisses
P 1: Miss Peel voulait partir pour les iles
grecques.
P 2: Elle désirait se rendre d’abord en
Crête.
Inférences
E 1: Miss Peel est partie en vacances en
Crête.
E 2: Miss Peel est partie pour affaires en
Crête.
E 3: Miss Peel est allée vivre en Crête.
Histoire 3: La prise d’otage Prémisses
P 1: Mr. Smith se rendait tous les jours à
l’ambassade.
P 2: L’ambassade se trouvait pas très loin
de son domicile.
Inférences
E 1: Mr. Smith travaille à l’ambassade la
semaine.
E 2: Mr. Smith aime se promener à l’ambas
sade.
E 3: Mr. Smith a une copine à l’ambassade.
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Elaborat ions
Histoire 4: La partie de fœtball Prémisses
P 1: Albert se retrouvait dans des situa
tions dangereuses pour obtenir les
meilleurs angles de vue.
P 2: Albert était un garçon intrépide.
Inférences
E 1: Albert était photographe reporter pour
la presse.
E 2: Albert faisait de l’alpinisme en ama
teur.
E 3: Albert faisait du tourisme en montagne.
Histoire 5: La guerre des gangs Prémisses
P 1: La fille allait et venait sur le trot-
toi r.
P 2: Il faisait encore doux à cette heure.
Inférences
E 1: La fille essayait d’attirer des clients.
E 2: La fille attendait son petit ami.
E 3: La fille aimait se promener à cette
heure.
Histoire 6: La fête Prémisses
P 1: La vieille dame monta dans une Rolls
Royce.
P 2: Elle était veuve depuis longtemps.
Inférences
E 1: La vieille dame possède une Roils Royce.
E 2: La vieille dame a loué une Rolis Royce.









ORDRE DES INFERENCES ECHELLE DE PROBABILITE
1= peu, 3= moyen, 5= trÈs
1. Carlos la chetchai dans toute la ville.
Il se souvint d’un café où ils s’étaient vus la première fois.
Carlos s’est rendu au café. l-—-2-—-3---4---5
Carlos est entré dans le café, l---2---3---4---5
Carlos a discuté avec le serveut. l---2---3---4---5
2. Jacinthe était une jeune femme dans la trentaine
Elle retrouvait avec joie les enfants.
Jacinthe travaillait avec des enfants. l---2-—-3---4---5
Jacinthe travaillait de nuit dans un restaurant, l---2---3---4---5
Jacinthe n’avait pas d’enfants, l---2---3---4---5
3. Le postier y int apporter une lettre â Jacinthe.
Elle etait de retour chez elle depuis peu.
Jacinthe a pris la lettre, l---2---3---4---5
Jacinthe a reçu de bonnes nouvelles, l---2---3---4---5
Jacinthe a lu la lettre. 1---2—--3---4——-5
4. Carlos devait choisir de garder ses anciennes habitudes
ou de rester avec Jacinthe.
Carlos proi-nit d’abandonner ses anciennes habitudes.
Carlos choisit de rester avec Jacinthe, l---2---3---4---5
Carlos choisit de rester avec la femme, l---2---3---4---5
Carlos choisit de rester avec la personne. l---2---3---4---5
5. Jacinthe redoutait toutes les relations qu’avait son
cousin.
Carlos était en relation étroite avec son cousin.
Jacinthe redoutait Carlos. l---2---3---4---5
Jacinthe redoutait un gang. l---2---3---4---5
Jacinthe redoutait un homme, l---2---3---4---5
6. Carlos attira Jacinthe vers lui.
Longtemps elle conserva une douce sensation sur sa nuque.
Carlos a embrassé Jacinthe sur la nuque. l---2---3---4---5
Carlos s’approcha lentement de Jacinthe, l---2---3---4---5





Explicites vraies I Les choses se sont arrangées.
2 Carlos s’était rendu plusieurs fois chez Jacinthe.
3 Jacinthe évitait d’aller au café.
4 Un étranger était arrivé dans le ville.
5 Caries buvait une bière.
6 LavoixdeCarlos rassura Jacinthe.
7 Jacinthe pensait souvent à Carias.
8 Jacinthe déci de de ne pi us revol r Ce ri os.
9 Jacinthe habitait dans une petite ville.
Explicites fausses 10 Carlos et Jacinthe se voelent rarement.
7 1 Jacinthe se dirigea vers la maison.
12 Cerlosinvitejecintheau restaurent.
13 Carias e revu sen copal n.
14 JacInthe recontra une amie.
1 5 Cales ne voulait pas déplai ra è sa nre.
16 L’étranger détourne sen regard de Jacinthe.
17 JacInthe se promenait en ville.
18 Caries raccompegna Jacinthe chez lui.
Implicites TVp.1
dInfér.noes
Llques 33 i i g Jacinthe routalt en effet Carias.
55 2 20 Jacinthe routeit en effet un homme.
35 3 21 JacInthe r1outalt en effet un gang.
3D 1 22 Carias choisit de rester avec Jacinthe.
3D 2 23 Carias choisit de rester la femme.
SD 3 24 Carias choisit de rester avec la personne.
Struots’efl. COI 1 25 Jacinthe e pris le lettre.
oudeCohéslon COI 2 26 Jeclntheeiuialettre.
COI 3 27 JacInthe a rngu de bonnes neuvelles.
1 28 Carias s’est rendu au café.
2 29 Cariasestentrédanslecafé.
3 30 Carias e discuté avec le serveur.
CAl 1 31 Carlas e embras Jacinthe sur la nuque.
CAl 2 32 Caries se pencha vers Jacinthe.
CAl 3 33 Car1oss’approche1entementde1nthe.
Eleborations E 1 34 JacInthe n’avait pas d’enfants.
E 2 35 JacInthe travaillait avec des enfants.
E 3 36 JacInthe travaillait de nuit dans un restaurent.
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Explicite, vraie, 1 Miss Peal repassa dans son esprit le plan.
2 Miss Peel se précipite par la fenêtre.
3 Miss Peel commerxie un repas légat.
4 MIss Peel avait été dépêchée par le chef.
5 MIss Peel enfouit le, document, dans sa poche.
6 L’horle indIquait 11 heures du soir.
Z Miss Peal travaillait pour une organisation.
8 Miss Peel espérait que l’opération soit finie en une heure.
9 Le plus lor serait d’ouvrir le coffre—fort.
Explicites fausse, 1 0 Miss Peol déambule dons le raison.
1 1 Black ajuste se rentre avec l’herle d’une barque.
12 En quelques minutes Black arrive dans le corridor.
13 s policiers venaient dans le direction de Miss Psel.
14 MIss Poel devait s’emparer des bijoux
15 Le coffre-fort contenait les bijoux.
16 Le chef félicite ses hommes pour le travail.
1? Miss Peel étudia le plan du contre ville.
18 Le chef regarde en direction do la sortie.
Im1icites Types
Logiques 35 1 19 Le chef du plan-K craint Mr. Black
55 2 20 Lechefduplan-Kcreintunhomme.
35 3 21 Le chef du plan-K craint une organisation.
SD 1 22 MiesPealadoxeacaledélemur.
3D 2 23 Misa Psal a doc exeledé le rempart.
3D 3 24 MIss Peal adoeeecaladéVobtecle.
SfrUOtWVes COI 1 25 La serveuse a apporté un wMsk sur glace.
oudeColiéslom CO12 26 MissPee1ebuunwhisksurglace.
CO13 2? M1ssPeeleensuÎtequ1tleher.
1 28 Misa Poela. commandé à son ami la traduction.
COC 2 29 L’ami de Misa Pool e traduit les documents.
(DOC 3 30 L’amI de Miss Pool lui e ternis la traduction.
CAl 1 31 MlssPeelaprisl’evlonpourBengkok.
CM 2 32 Miss Pool se rendit eu comptoir de billets d’avion.
CM 3 33 MIss Peel e réservé des billets pour ngkok.
Elaboratione E 1 34 Miss Pool est partie en vacances en Crête.
E 2 35 Miss Pool est partie pour affaires en Crête.
E 3 36 Miss Peel est allés vivre en Crête.
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Histoire 3: La prise dotage
Catéoriesde Nos des
propesifions propositions
Explicites vraie, 1 Le chef établit un contact avec le Président.
2 Lesotegesfurent remis sains et saufs.
3 Bobaveitdequolfalreunbonertlcle.
4 Un groupe d’hommes encerclait un Bo&og.
5 Bob se rerwiltèl’ambessade.
6 Il itunequlnzinedeporsonnesdensl’evlon.
7 Le, errorlstes procédèrent à l’évacuation des otages.
8 Onarésarvéunechembreà8ob.
9 Bob se couche t6t le premier soir.
Explicites fausses J O Le pilote tentait de contacter Je Président.
11 Bobe pris sa douche èl’hôtal.
1 2 Bob s’assit à 1 ‘arrière de 1 ‘avion.
1 3 Las terroristes obtinrent la libération des prisonniers.
14 Bob dormit d’un proftad sommeil.
15 Le le,emeln Bob prit le train.





Logiques SS 1 19 Ladjnemiteéta1tplecéedens1aqueueduBoejog.
SS 2 20 LedVnamlteéteitplecéedensleBoelnç.
SS 3 21 La djnemite était placés dons l’avion.
SD 1 22 Le groupe devait appertenir à une faction dissidente.
3D 2 23 Le groupe devait eppertenir à une organisation dissidente.
3D 3 24 Le groupe devait epportenir è un Parti dissident.
Structurelles CCI 1 25 Le camarade e attrapé la mitraillette de l’homme.
ou d Cdzion CDI 2 26 Le camarade e cherqé immédiatement le mitraillette.
C013 2? bcemaradeadirlgélamtrallletteverslesptage,.
CX 1 28 Le femme fut requise comme interprète.
CCC 2 29 Le femme accepte ditre l’interprète.
CX 3 30 La femme transmis le message eu président.
CAl 1 31 Le pont s’est édroulé.
CAl 2 32 Le groupe e mis feu aux explosifs.
CAl 3 33 Le groupe est arrivé eu pont.
Elabaretions E 1 34 MonsIeur Smlth travaille è l’ambassade la semaine.
E 2 35 Monsieur Smlth ai me se promener à l’ambassade.
E 3 36 Monsieur Smlth a une copine à l’ambassade.
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ExplÎcltes vraies 1 La foule commençait à s’échauffer.
2 Andréa réussit à se trouver une place.
3 L’arbitre dut pén&Iser certain, joueurs.
4 Andréa rentra ensuite chez elle.
5 A la sortie du stade Andrée rencontre un ami.
6 Aridrée avait suivi régulièrement les parties.
7 Andréa faisait le décompte des minutes.
B Les joueurs prirent quelques minutes de repos.
9 Andrée se leva de son banc.
Explicites faussas 10 La sirène sonne enfin le début de la partie.
1 1 Al hart est le meilleur joueur de l’équipe.
1 2 Deniel a ru le ballon en premier.
13 Andrée et M ber-t avalent habité ensemble.
1 4 Le foule lançait sa désapprobation.
15 Merleluiproposedeprendreuncefé.
1 6 Les joueurs rurent des repri mandes.
17 Andrée et Danlel dixutèrent de leurs loisir,.
18 Vers le début Frenk compte un but.
Inplicites Tp.s
d’*ffr.noes
LogIques 55 1 19 Dental se trouvait sur le terrain.
55 2 20 L’équipIer se trouvait sur le terrain.
53 3 21 L’équlpasetrouvaltsurleterreln.
3D 1 22 Willlam fut choisi comme étoile.
SD 2 23 L’équIpier fut choisi comme étoile.
3D 3 24 L’équipefutchoislecommeétoile.
Sùiiotwelles COI 1 25 Le coéquipier a attrapé le ballon.
ou de Cdslon COI 2 26 Le cquipler e relancé le ballon.
C013 27 Lecoéqulpleracomptéunbut.
CX 1 26 Andrée e derrmndé à Marie d’aller au match.
CX 2 29 Andrée et Merle sont allées au match.
CX 3 30 Andréa et Marie sent arrivée, ensemble au match.
CAl 1 31 Carl s’est foulé la cheville.
CAl 2 32 Cari fixa quelque tempo sa cheville.
CAl 3 33 Cari s’est allongé sur le terrain.
Elaberetions E 1 34 Albert était photographe reporter pour la presse.
E 2 35 Mbert faisait de l’alpinisme en amateur.
E 3 36 Albert faisait du tourisme en montagne.
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prOjD si t I on s
Explicites vraies 1 Le bande è Morne est mêlée eu trafic de stupéfiants.
2 Le lendemain l’homme hete les journaux.
3 Des crimes ont été perpétrés è LA.
4 Les gangs faisaient la loi dans le ville.
5 Le bande d’Edouardo se réunit dans un bar.
6 Momo s’apprêtait à se servir un ‘whisky.
7 L’appel aux citoyens porta fruit.
8 il j avait un article sur la violence.
9 L’homme était en quête dun café.
Explicites fausses 10 La bande d’Edouard diute ses plans dans uns cave.
1 1 Un nouvseu stupéfient e fait son apparition.
1 2 Il faisait nuit lorsqu’ils quittèrent l’endroit.
13 La police fut impuissante fe aux gangs.
14 Ihomme entra dans uns église.
15 Le, pas de l’homme résonnèrent dans la maison.
16 Lmmme courait dans la rue.
1? Momo ne voulait pas risquer la vie de ses homme,.
18 La police e découvert le corps d’une femme.
Implicites Typ.
d’*Wfrnos
Logiques 55 1 19 LebendedeMomoaentreprl,d’éliminerrdouerdo.
55 2 20 Le bande de Morne e entrepris d’éliminer le chef.
55 3 21 Le bande de Morne e entrepris d’éliminer l’homme.
SD 1 22 L’arme ordinairement utilisée était un Colt 45.
SD 2 23 L’arma ordinairement utilisée était un révolver.










25 Monm e ouvert le porta è l’inconnu.
26 Morne e invité l’inconnu à s’essselr.
2? L’Inconnu avait quelque chese à dire è Morne.




32 L’homme s’est approché de Morne.
33 L’homme e pénétré dans la demeure de Morne.
E 1 34 Lefllleessayeltd’ettlrerdesclients.
E 2 35 Le fille attendait son petit ami.






Histoire 6: La fête
Catéhes de
p raposi ti ans
1ês des
pro posi tians
Logiques 33 1 19 Louisestvenu&leMte.
33 2 20 LecamaradeestvenuàlaMe.
35 3 21 Legarçonestvenuâlafête.
3D 1 22 Leseiréeeutlieuâlecampogne.
3D 2 23 Le sel rée eut lieu près d’un champs.






25 Merle est montée dent 1 ‘auto d’Efienne.
26 Merle s’est assise à côté d’Efienne.
27 Merle est arrivée chez elle en auto.
28 Etlenne est allé chercher une boissen.
29 Etlenne s’est servi un boissen.





32 Le véhicule e été sérieusement endommagé.
33 Le chauffeur e été légérement blessé.
Elaborafions E 1 34 Le vieille dame possède une Rolls Rojce.
E 2 35 La vieille dame e loué une Rolls Rouce.
E 3 36 La vieille dama e reçu un gros héritage.
Explicites vraies 1 On apporte le traditionnel gâteau décoré.
2 Karl sourit & la vieille dame.
3 Mahelle avait été amoureuse de Karl.
4 Karl entra chez lui pour dormir.
5 Une plateforme avait été installée pour danser.
6 Les couples de danseurs envahirent le plancher.
7 Karl suivait dans sen rétroviseur les événements.
8 On se rendit prendre l’air sur la terrasse.
9 Louis offrit un livre d’art & Karl.
Explicites fausses 10 Le vi n avait rendu Karl triste.




netalla dahers pour manger.
14 Karl et Etienne se connaissaient depuis longtemps.
15 Karl JuQea bon de s’arrêter sur se route.
16 Karl Invita Mahelle è boire un verre.
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ORDRE DES INFERENCES ÉCHELLE DE PROBABILITÉ
1= peu, 3= moyen, 5= très
1. Miss Peel voulait partir pour les îles grecques.
Elle désirait se rendre d’abord en Crête.
Miss Peel est partie pour affaites en Crête. l---2---3---4---5
Miss Peel est partie en vacances en Crête, l---2---3---4---5
Miss Peel est allée vivre en Crête, l---2---3---4---5
2. Les documents étaient rédigés en sanscrit.
Miss Peel se souvint d’un ami à elle spécialiste du sanscrit.
Miss Peel a caiuiandé à son ami la traduction. l---2---3---4---5
L’ami de Miss Peel a traduit les documents. l---2---3---4---5
L’ami de Miss Peel lui a remis la traduction. l---2---3---4---5
3. Miss Peel a commandé un whisky sur glace à la serveuse.
Celle-ci nota la commande sur son calepin.
Miss Peel a bu un whisky sur glace. l--—2-—-3-—-4-—-5
Miss Peel a ensuite quitté le bar, l---2---3---4---5
La serveuse a apporté un whisky sur glace. l---2---3---4---5
4. Miss Peel pouvait atteindre le bureau central en
escaladant le mur ou en empruntant un passage.
Miss Peel n’a pas emprunté le passage.
Miss Peel a donc escaladé le mur, l---2---3---4---5
Miss Peel a donc escaladé l’obstacle, l---2---3---4---5
Miss Peel a donc escaladé le rempart. l-r-2---3---4---5
5. Miss Peel acheta un billet d’avion.
L’avion partait pour Bangkok.
Miss Peel a réservé des billets pour Bangkok. l---2---3---4---5
Miss Peel a pris l’avion pour Bangkok. l---2---3---4---5
Miss Peel se rendit au comptoir de billets d’avion, l---2---3---4---5
6. Le chef du Plan-K craint tous ses ennemis.
Mr. Black est un ennemi du chef du Plan-K.
Le chef du Plan-K craint Mr. Black, l---2---3---4---5
Le chef du Plan-K craint une organisation, l---2---3---4---5
Le chef du Plan-K craint un homme. l---2---3---4---5
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ORDRE DES INFERENCES ECHELLE DE PROBABILITE
1= peu, 3= moyen, 5= très
L Un groupe avait placé des explosifs sous un pont.
Les vitres des maisons avoisinnantes volèrent en éclat.
Le pont s’est écroulé. 1---2---3---4---5
Le groupe a mis feu aux explosifs, l---2---3---4---5
Le groupe est arrivé jusqu’au pont. l---2---3---4---5
2. Ils avaient placé toutes les munitions dans la
queue du Boeing.
La dynamite constituait une partie majeure de
leuts munitions.
La dynamite était placée dans le Boeing. l---2---3---4---5
La dynamite était placée dans la queue du Boeing. l---2---3---4---5
La dynamite était placée dans l’avion, l---2---3---4---5
3. Il a lancé la mitraillette à son camarade.
Celui—ci se tenait à quelques pas devant lui.
Le camarade a chargé immédiatement la mitraillette. l---2---3---4---5
Le camarade a dirigé la ntrail1tte vers les opposants. l-—’2-—-3---4---5
Le camarade a attrapé la mitraillette e 1 ‘hairr l---2-—-3---4---5
4. Le groupe devait appartenir soit au F.N.L.P. ou à
une faction dissidente.
On apprit qu’il ne s’agissait pas d’un groupe du F.N.L.P.
Le groupe devait appartenir à une organisation dissidente. l---2---3---4---5
Le groupe devait appartenir à une faction dissidente. 1 - - -2---3---4---5
Le groupe devait appartenir à un parti dissident, l---2---3---4---5
5. Ils eurent besoin d’un interprète.
Il se trouvait parmi les otages une femme qui parlait
couramment l’anglais.
La femme fut requise comme interprète, l---2---3---4---5
La femme transmis le message. l---2---3---4---5
La femme accepta d’être l’interprète, l---2---3---4---5
6. Monsieur Smith se rendait tous les jours à l’ambassade.
L’ambassade se trouvait pas très loin de son domicile.
Monsieur Smith travaille à l’arbassade toute la seiiaine. l---2---3---4---5
Monsieur Smith a une copine à l’ambassade. l---2---3---4---5
Monsieur Smith aime se promener à l’ambassade. l---2---3---4---5
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ORDRE DES INFERENCES ECHELLE DE PROBABILITE
1= peu, 3= moyen, 5= très
1. Albert se retrouvait dans des situations
dangereuses pour obtenir les meilleurs angles de vue.
C’était un garçon intrépide.
Albert faisait de l’alpinisme en amateur, l---2---3---4---5
Albert était photographe reporter pour la presse. l---2---3---4---5
Albert faisait du tourisme en montagne. l---2---3—--4---5
2. Jean a envoyé le ballon à son coéquipier.
Son coéquipier fit un saut extraordinaire.
Le coéquipier a compté un but. J---2---3---4---5
Le coéquipier a relancé le ballon, l---2---3---4---5
Le coéquipier a attrapé le ballon. J---2---3---4---5
3. Andréa cherchait quelqu’un pour l’accompagner à un match.
Elle se rappela que Marie devait se rendre au match.
Andréa et Marie sont arrivées ensemble au mach. l---2---3---4---5
Andréa et Marie sont allées au match. l---2---3---4---5
Andréa a demandé à Marie d’aller au match. l---2---3---4---5
4. A la fin il devint évident que l’étoile allait
être soit Frank ou William.
Frank ne fut pas choisi comme étoile.
L’équipe fut choisi comme étoile. 7---2---3---4---5
William fut choisi comme étoile, l---2---3---4---5
Le joueur fut choisi comme étoile, l---2---3---4---5
5. Tous les joueurs préférés d’Andréa se trouvaient
sur le terrain.
Daneil est l’un des joueurs préférés d’Andréa.
Le joueur se trouvait sur le terrain, l---2---3---4---5
Daniel se trouvait sur le terrain, l---2---3---4---5
L’équipe se trouvait sur le terrain, l---2---3---4---5
6. Carl tomba sur le terrain.
Il saisit sa cheville en poussant des plaintes.
Carl s’est allongé sur le terrain, l---2---3---4---5
Carl s’est foulé la cheville, l——-2—-—3-——4--—5
Cari fixa quelque temps sa cheville, l---2---3---4---5
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ORDRE DES INFERENCES ÉCHELLE DE PROBABILITÉ
1= peu, 3= moyen, 5= très
1. La bande de Momo a entrepris d’éliminer tous les
membres du clan adverse.
Edouard est le chef du clan adverse.
La bande de Momo a entrepris d’éliminer Edouard. l---2---3---4---5
La bande de Momo a entrepris d’éliminer un homme. l---2---3---4---5
La bande de Momo a entrepris d’éliminer le chef. l---2---3---4---5
2. L’homme ptit son arme et la dirigea vers Momo.
Une fine fumée s’échappa du canon de son tévolver.
L’homme s’est approché de Momo. l---2---3---4---5
L’homme a pénétré dans la demeure de Momo. l---2---3---4---5
L’homme a tiré sur Momo debout en face de lui. l---2---3---4---5
3. L’arme du crime devait être soit un COlt 45 ou un
Long Riffle.
Les résultats des enquêteurs démontrèrent qu’il
ne s’agissait pas d’un Long Riffle.
L’arme du crime était un Colt 45. l---2---3---4---5
L’arme du crime était une arme à feu, l---2---3---4---5
L’arme du crime était un révolver. l---2---3---4---5
4. La fille allait et venait sur le trottoir.
Il faisait encore doux à cette heure.
La fille aimait se promener à cette heure, l---2---3---4---5
La fille essayait d’attirer des clients, l---2---3---4---5
La fille attendait son petit ami. 1---2---3---4---5
5. Un inconnu est venu frapper à la porte de Momo.
Il venait d’entrer chez lui.
Momo a ouvett la porte à l’inconnu, l---2---3---4---5
Morno a invité l’inconnu à s’asseoir, l---2---3---4---5
L’inconnu voulait parler à Momo. l---2---3---4---5
6. Edouard cherchait un homme pour liquider Momo.
Il apprit que Jef avait l’habitude de ce genre de travail.
]ef a liquidé l’ennemi d’Edouardo. l---2---3---4---5
Edouardo a engagé Jef pour liquider son ennemi, l---2---3---4---5
Jef a été mis en prison, l---2---3---4---5
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ORDRE DES INFERENCES ECHELLE DE PROBABILITE
1= peu, 3= moyen, 5= très
1. Tous les amis de Karl sont venus à la fête.
Louis est le meilleur ami de Karl.
Le garçon est venu à la fête. l---2---3---4---5
Le camarade est venu à la fête. l---2---3---4---5
Louis est venu à la fête. l---2---3—--4---5
2. Etienne,un des invités avait soif. Il y
avait à l’intérieur des boissons fraîches.
Etienne a bu une boisson fraîche, l———2--—3-—-4--—5
Etienne s’est servi une boisson. l---2--—3---4-—-5
Etienne est allé chercher une boisson. l---2---3---4---5
3. La vieille dame est montée dans une Rolls Royce.
Elle était veuve depuis longtemps.
La vieille dame a reçu un gros héritage, l---2---3---4---5
La vieille dame possède une Rolis Royce. l---2---3---4---5
La vieille dame a loué une Rolls Royce. l---2---3---4---5
4. Etienne proposa à Marie de la raccompagner en auto.
Matie accepta la proposition d’Etienne.
Marie s’est assise à côté de Etienne. l---2---3---4---5
Marie est arrivée chez elle en auto, l---2---3---4---5
Marie est montée dans l’auto de Etienne. l---2---3---4---5
5. La soirée devait avoir lieu soit à la campagne ou dans
un restaurant en ville.
La soirée ne pu avoir lieu au restaurant.
La soirée eut lieu à la campagne. l---2---3---4---5
La soirée eut lieu dans un village, l---2---3---4---5
La soirée eut lieu près d’un champs. l---2---3---4---5
6. Le chauffeur se dirigeait vers le fossé.
Son véhicule se trouva immobilisé
Le véhicule a été sérieusement endommagé . l---2---3---4---5
Le chauffeur est tombé dans le fossé. l---2---3---4---5
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Tableau 12
Taux moyens de jugements de fausses reconnaissances en fonction des six
types d’inférences et de leurs trois degrés de distances pour les
six histoires combinées. (Les écarts types sont représentés par
les valeuts mises entre parenthèses), (n nombre maximum
moyen de fausses reconnaissances possibles)
Types d’inférences Degrés de distance
Distance 1 Distance 2 Distance 3 Total
Syllogisme simple 1.28 0.69 0.67 2.64
(0.77) (0.74) (0.71) (1.51)
n2 n=2 n=2 n=6
Syllogisme disjonctif 0.89 0.58 0.53 2.00
(0.70) (0.68) (0.64) (1.51)
n=2 n=2 n=2 n=6
Conséquence impliquée 1.17 0.61 0.58 2.36
(0.69) (0.64) (0.72) (1.29)
n=2 n=2 n=2 n=6
Conséquence cachée 0.86 0.78 0.44 2.08
(0.67) (0.71) (0.60) (1.69)
n=2 n2 n=2 n=6
Cause impliquée 0.39 0.75 0.86 2.00
(0.68 (0.72) (0.79) (1.73)
n=2 n=2 n=2 n=6
Elaboration 0.44 0.14 0.08 0.67
(0.50) (0.35) (0.28) (0.71)
n=2 n=2 n=2 n=6
Total 5.03 3.56 3.17 11.75
(2.22) (2.36) (1.94) ( 5.45)
n = 12 n = 12 n = 12 n = 36
L%I ERIIE DE iO\IRE U
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Tableau 13
Analyse de la variance des fausses reconnaissances des six catégories
d’inférences et de leurs trois degrés de distance pour le
regroupement 2 de sujets
Source de Degrés de liberté Carrés moyens Valeurs deF
van ati on
Sujets 5 261.047
Catégories 5 975.806 12.07*
Catégories X 25 80.864
Su jets
Distances 2 888.448 26.13*
Distances X 10 34.007
Sujets
Catégories X 10 281.372 5.15*
Di s ances
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Tableau 14
Analyse de la variance des fausses reconnaissances des six catégories
d’inférences et de leurs trois degrés de distance pour le
regroupement 3 de sujets
Source de Degrés de liberté Carrés moyens Valeurs deF
van ati on
Sujets 5 159.884
Catégories 5 1012.732 17.82*
Catégories X 25 56.820
Sujets
Distances 2 863.606 7.41*
Distances X 10 116.622
Sujets
Catégories X 10 263.134 5•47*
Di stances
Catégories X 50 48.085
Sujets X
Di stances
* p < 0.01
C %I\ ERSI TE DE \iQ\ IRE L
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Tableau 15
Taux bruts de jugements de fausses reconnaissances positives, regroupés
et soumis à la transformation angulaire, en fonction des six types
d’inférences et des trois degrés de distances, pour le premier
regroupement de pseudos sujets. (données avant
transformation/données après transformation)
Types d’inférences Degrés de distance
Distance 1 Distance 2 Distance 3
Syllogisme simple 52.0/ 36.2/ 35.73/
62.1 34.9 34.1
Syllogisme disjonctif 41.96/ 33.316/ 31.45/
44.7 30.2 27.2
Conséquence impliquée 49.6/ 32.96/ 33.316/
58.0 29.6 30.2
Conséquence cachée 41.15/ 38.883/ 27.95/
43.3 39.4 22.0
Cause impliquée 25.95/ 37.6/ 41.216/
19.1 37.2 43.4
Elaboration 29.116/ 17.65/ 14.06/
23.7 9.2 6.0
L \I [R5II[ DE .1O’.IRE -\L
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Tableau 16
Taux bruts de jugements de fausses reconnaissances positives, regroupés
et soumis à la transformation angulaire, en fonction des six types
d’inférences et des trois degrés de distances, pour le deuxième
regroupement de pseudos sujets. (données avant
transformation/données après transformation)
Types d’inférences Degrés de distance
Di stance 1 Di stance 2 Di stance 3
Syllogisme simple 52.383/ 36.100/ 35.35/
62.7 34.7 33.5
Syllogisme disjonctif 41.9/ 33.316/ 30.183/
44.6 30.2 25.3
Conséquence impliquée 49.55/ 34.216/ 32.86/
57.9 31.6 29.4
Conséquence cachée 41.083/ 38.816/ 28.86/
43.2 39.3 23.3
Cause impliquée 25.95/ 37.916/ 41.0/
19.1 37.8 43.0
Elaboration 29.116/ 17.65/ 14.06/
23.7 9.2 5.9
L \i\ERSIT DE %EO’
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Tableau 17
Taux bruts de jugemeîits ce fausses reconnaissances positives, regroupés
et soumis à la trais(orrnation angulaire, en fonction des six types
d’inférences et des trois degrés de distances, pour le troisième
regroupement de pseudos sujets. (données avant
transformation/données après transformation)
Types d’inférences Degrés de distance
Distance 1 Distance 2 Distance 3
Syllogisme simple 52.3/ 36.1/ 35.73/
62.6 34.7 34.1
Syllogisme disjonctif 41.76/ 33.06/ 31.6/
44.4 29.8 27.5
Conséquence impliquée 49.8/ 34.15/ 32.8/
58.3 31.5 29.3
Conséquence cachée / 41.16/ 38.116/ 28.3/
43.3 38.1 22.5
Cause impliquée 26.9/ 38.13/ 41.15/
20.5 38.1 43.3
























































































































































































































































































































































































































































































































































































































































































































































Temps de jugement moyens pour les fausses reconnaissances positives en
fonction des six types d’inférences et de leur trois degrés de
distances, pour les six histoires combinées (les écarts types
sont teprésentés par les valeurs mises entre parenthèses)
(n = nombres de moyennes de temps de jugement)
Types d’inférences Degrés de distance
Distance 1 Distance 2 Distance 3 MbYenne
Syllogisme simple 4.215 4.477 3.653 4.115
(2.340) (2.152) (1.201)
n = 29 n = 19 n = 19 n = 67
Syllogisme disjonctif 3.524 4.880 3.847 4.084
(2.203) (2.531) (1.046)
n = 25 n = 17 n = 16 n = 58
Conséquence impliquée 3.205 3.789 4.264 3.756
(1.102) (1.781) (1.440)
n = 30 n = 19 n = 16 n = 65
Conséquence cachée 3.900 3.317 3.866 3.695
(1.885) (1.243) (1.549)
n = 25 n = 21 n = 14 n = 60
Cause impliquée 3.043 3.610 4.317 3.657
(1.067) (1.726) (2.203)
n = 10 n = 21 n = 22 n = 53
Élaboration 3.692 3.602 7.174 4.823
(2.113) (1.893) (5.748)
n=16 n=5 n=3 n=24
Moyenne 3.656 3.956 4.515 3.874


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Taux 1e reconnaissance: Résultats individuels
(Réponse oui = 1, non = O)
Grille de correction pour le test, de reconnaissance
des propositions explicites et implicites
(Histoire: “Jacinthe”)
Catéiories de Nos des Sujets
propositions propositions 1 2 3 4 5 6
Explicites vraies 1 0 1 0 1 1 1
2 1 1 1 0 1 1
3 0 1 1 1 1 1
4 1 1 1 1 1 1
5 0 0 1 0 1 1
6 0 1 0 0 1 1
7 1 1 0 1 0 0
8 1 1 1 1 1 1
9 1 1 1 1 1 1
Explicites fausses I O O O O O O O
11 0 0 0 0 1 0
12 0 0 0 0 0 1
13 0 0 0 1 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0 0
16 0 0 0 0 0 0
17 0 0 0 0 0 0
18 0 0 0 0 0 1
Implicites Catégories Tjpes
Logiques SS 1 1 9 1 1 0 0 0 1
SS 2 20 0 1 0 0 1 0
55 3 21 0 0 0 0 0 0
SD 1 22 0 1 0 1 0 0
SD 2 23 0 1 0 0 0 0
50 3 24 0 1 0 0 0 0
Structurelle, COI 1 25 0 1 1 1 1 1
(oudecohésion) COI 2 26 0 1 0 0 0 0
C013 2? 0 0 0 0 0 1
COC1 28 1 1 1 1 1 0
COC2 29 1 1 0 1 1 1
COC3 30 0 0 0 0 0 0
CMI 31 0 1 0 0 0 0
CM2 32 0 1 1 1 1 1
CAI3 33 0 1 0 1 1 0
flaboratioris E 1 34 0 Cl O O O O
E 2 35 0 0 0 0 0 0
E 3 36 Ci O O O O Ci
171
Grille de correction pour le te3t de reconnaiance
des propositions explicites et implicites
(Hi stoi ‘e: “Jacinthe”)
Catégories de Nos des Sujets
propositions propositions 7 8 9 1 0 11 1 2
Explicites vraies 1 0 1 1 1 1 1
2 1 1 0 1 0 1
3 1 7 1 1 1 1
4 1 1 0 1 1 1
S 0 1 1 1 0 1
6 1 0 1 1 0 1
7 1 1 1 1 1 1
8 1 1 1 1 1 1
9 1 1 1 1 1 1
Explicites fausses 1 0 0 0 1 1 0 0
11 0 0 0 0 0 1
12 1 0 0 0 0 1
13 0 0 0 0 0 0
14 0 0 0 0 0 0
iS 0 0 0 0 0 0
16 0 0 0 0 0 0
1? 1 0 0 0 1 1
18 0 1 1 0 0 0
Implicites Catégories Ijpes
Logiques 55 1 1 9 1 0 1 1 0 1
56 2 20 0 0 1 0 1 0
35 3 21 0 0 0 0 0 0
3D 1 22 0 1 1 0 1 1
3D 2 23 0 0 1 0 1 1
3D 3 24 0 0 1 0 1 1
Structurelles COI 1 25 1 0 0 0 1 1
(oudecohésion) COI 2 26 0 0 0 1 0 1
COI3 2? 0 0 0 0 0 1
COCI 28 1 1 1 1 1 1
COC2 29 1 0 1 1 0 1
COC3 30 0 0 0 0 0 0
CM1 31 0 0 0 0 0 1
CM2 32 0 1 1 0 1 1
CAI3 33 1 1 1 1 0 1
Elabc’rations E 1 34 0 CI O O O O
E 2 35 0 0 0 0 1 0
E 3 36 0 0 0 0 0 0
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Grille de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoite: “Miss Peel”)
Catégories de Nos des Sujets
propositions propositions 1 2 3 4 5 6
Explicites vraies 1 0 1 0 1 1 0
2 1 1 1 1 1 1
3 0 1 1 1 1 1
4 1 1 1 0 1 1
5 0 0 1 1 1 1
6 1 1 1 0 1 1
7 1 1 1 1 1 1
8 1 1 1 0 1 0
9 0 1 1 1 1 1
Explicites fausses I O O O O O O O
11 0 1 0 0 0 0
72 0 0 0 0 0 1
13 0 0 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0 0
16 0 0 0 0 0 0
1? 0 0 1 0 0 0
18 0 0 0 0 0 0
Implicites Catégories Tjpes
Logiques SS 1 19 0 1 0 0 0 1
53 2 20 0 0 0 0 1 1
55 3 21 0 1 1 1 1 0
3D 1 22 0 0 0 0 0 0
3D 2 23 0 1 0 0 0 1
3D 3 24 0 1 0 0 0 0
Structurelles COI 1 25 1 0 0 1 1 1
(ou decohésion) COl 2 26 7 7 0 1 0 0
C013 27 0 0 1 0 0 0
COC1 28 0 0 0 0 0 0
COC2 29 0 0 0 0 0 0
COC3 30 0 0 0 0 0 1
CM1 31 0 1 0 0 0 1
CM2 32 1 1 0 0 1
CM3 33 1 1 0 0 1 t
Elaboraticinis E 1 34 0 1 0 0 0 1
E 2 35 0 0 0 0 0 0
E 3 36 0 0 0 0 0 0
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Grille, de correction pour le test de reconnaissance









0 1 1 1 0 1
o o i o o I
o O 0 0 1 1
O O 0 0 1 0
o o o o o o
O 0 0 0 0 0
1 1 0 0 1 1
o i 1 1 1 1
0 0 1 1 1
0 0 1 0 0 1
O 0 1 0 0 1
0 0 1 0 0 1
1 0 0 0 1 1
1 1 0 0 1 1
1 1 1 0 1 1
0 0 0 0 0 1
o o o o ci ci
o o o o o o
Sujets
7 6 9 10 11 12
Explicites vraies 1 1 1 1 1 7 1
2 1 1 1 1 1 0
3 1 0 0 0 1 1
4 0 1 1 1 1 1
5 1 0 1 1 0 0
6 1 1 1 1 1 0
7 0 1 1 0 1 1
8 1 t O I I O
9 1 1 0 1 1 1
Explicites fausses 1 0 0 0 0 0 0 0
11 0 0 0 1 1 0
72 0 0 0 0 0 0
13 0 1 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0 0
16 0 0 0 0 0 0
17 1 1 0 1 0 0







































Grille de correction pour le test de reconn3isance
des propositions explicites et implicites
(Histoire: “La prise d’otage’)
Catégories de Nos des Sujets
propositions propositions 13 14 15 16 1? 16
Explicites vraies 1 0 0 1 0 1 1
2 1 1 1 1 1 1
3 0 1 1 1 1 1
4 0 1 0 0 1 1
5 1 1 0 1 0 1
6 0 1 0 1 0 0
7 1 1 1 1 1 1
8 1 1 1 0 1 1
9 1 1 1 0 1 1
Explicites fausses 1 0 0 0 0 0 1 0
11 0 0 0 0 0 0
12 0 1 1 0 1 0
13 0 0 1 0 1 0
14 1 1 0 0 0 1
15 0 0 0 1 0 0
16 0 0 0 0 0 0
17 0 0 1 0 1 0
18 0 0 0 0 0 0
Implicites Catégories Tjpes
Logiques 551 19 1 1 1 1 1 1
53 2 20 0 1 1 1 1 0
55 3 21 0 1 0 0 1 0
3D 1 22 1 1 1 1 1 1
3D 2 23 1 1 1 1 1 1
3D 3 24 0 1 0 1 1
Structurelles COI 1 25 0 1 0 1 0 1
(oudecohésion) COI 2 26 0 0 0 0 0 0
C013 2? 0 0 0 0 1 0
COC1 28 0 1 0 0 1 1
COC2 29 0 0 1 1 1 1
COC3 30 0 1 0 0 1 1
CM1 31 0 0 0 0 0 1
CM2 32 0 0 0 0 0 0
CM3 33 0 0 0 0 1 0
Eloborations E 1 34 0 0 1 0 1 0
E 2 35 0 0 1 CI O Ci
E 3 36 0 0 0 CI 0 1
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Grille de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoire: “La prise d’otage”)
Catégories de Nos des Sujets
propositions propositions 19 20 21 22 23 24
Explicites vraies 1 1 1 1 7 0 0
2 1 0 1 1 1 0
3 1 1 1 1 1 1
4 0 1 1 1 1 1
5 1 1 1 1 1 0
6 0 1 1 1 1 0
7 0 1 1 1 0 1
8 0 1 1 0 0 1
9 0 1 1 0 1 0
Explicites fausses 1 0 0 0 0 1 0 0
11 0 0 1 0 0 0
12 0 1 0 1 0 1
13 0 1 0 0 0 0
14 0 0 1 0 0 0
15 0 0 1 0 0 0
16 0 O 0 1 0 0
1? 0 1 0 1 0 0
18 0 0 0 1 0 0
Implicites Catégories
Logiques 551 19 1 0 1 0 1 0
55 2 20 1 0 0 1 1 0
33 3 21 1 0 0 0 1 1
50 1 22 1 1 0 0 0 1
50 2 23 1 0 0 1 1 0
50 3 24 1 0 0 1 1 O
Structurelles COI 1 25 0 0 1 1 1 1
(oudecohésion) COI 2 26 0 0 0 0 0 0
C013 2? 0 0 0 1 1 1
COC1 28 0 1 0 1 0 0
COC2 29 0 1 0 0 0 0
COC3 30 0 1 0 0 0 0
CMI 31 0 0 1 1 0 0
CAI2 32 0 0 0 0 0 0
CM3 33 0 0 1 0 0 0
Elaborations E 1 34 0 1 7 0 0 0
E 2 35 0 CI 0 1 0 0
E 3 36 0 1 0 0 ci o
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Grille de correction pour le test de reconnaissance
des propositions explicites et implicites





Explicites vraies 1 1 1 1 1 0 1
2 1 1 1 1 1 1
. 3 1 1 1 J 1 1
4 1 1 0 1 0 0
5 1 1 1 1 1 1
6 1 1 1 0 1 1
7 1 1 1 J 1 1
8 1 t 1 1 1 1
9 1 1 1 1 1 0
Explicites fausses J O O 0 0 0 1 0
11 0 0 0 0 0 0
12 0 O 0 1 O O
13 0 0 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0 0
16 0 0 0 0 0 0
17 0 0 0 0 1 0
18 1 0 1 0 1 0
hphcites Catégories Types
Logiqoes 831 19 0 1 1 1 1 1
582 20 0 1 1 0 1 0
833 21 1 1 1 O 1 0
W 1 22 0 0 1 1 O O
SD2 23 0 O 1 0 O O
8D3 24 0 O 0 0 0 0
Structcrefles COI 1 25 1 1 1 1 1 0
fou de coJision) COI 2 26 f f 1 0 1 1
COIS 27 1 0 0 0 1 0
C1 28 0 1 0 0 0 0
COC2 29 0 1 0 0 f O
COC3 30 0 1 0 0 0 0
CAti 31 0 0 1 0 0 0
CAI2 32 0 0 1 0 1 0
CAI3 33 0 1 1 0 J O
Ekborations E 1 34 0 0 0 0 0 0
E2 35 0 0 0 0 1 1
E3 36 0 0 0 0 0 0
Sujets
13 14 15 16 17 18
1 77
Grille de correction pour le test de reconnaissance
des propositions explicites et implicites





Explivitesvraies 1 1 1 1 1 1 1
2 1 1 1 0 1 1
3 1 1 1 1 1 1
4 1 1 1 0 1 1
5 1 1 1 1 1 1
6 0 1 1 1 1 1
7 1 1 1 1 1 0
8 1 1 1 1 1 1
9 0 1 1 1 1 1
Explioitesfausses 10 0 1 1 0 0 0
11 0 0 0 0 0 0
12 0 0 0 1 0 1
13 0 0 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0 1
16 0 1 1 0 0 0
17 0 1 0 1 1 0
18 0 1 1 1 0 0
bçhcites Catégories Types
logiques SSI 19 0 1 1 1 1 1
SS2 20 0 0 1 0 0 0
SS3 21 1 1 1 1 1 1
w 1 o o i 0 0 0
SD2 23 0 1 0 1 1 0
SD3 24 0 0 0 0 0 0
Sfructtrefles CCII 25 0 1 1 0 1 0
(oudecohésion) 03(2 26 0 1 1 0 1 0
C013 27 0 1 0 1 1 0
cœi 28 1 1 0 0 0 0
03C2 29 0 1 1 0 0 0
00C3 W 0 1 1 1 0 0
CAti 31 0 0 1 0 0 0
CAI2 32 0 1 1 0 0 0
CAI3 33 0 1 1 0 0 1
Elaborations E 1 34 0 0 0 0 0 0
E2 35 0 0 0 0 0 0
E 3 36 0 0 0 0 0 0
Sujets
19 20 21 22 23 24
1 78
Grille de correction pour le test de reconnaissance
des propositions explicites et implicite





Explicitesvraies 1 1 1 0 1 1 1
2 0 1 1 1 1 1
3 1 1 0 1 1 1
4 0 1 1 1 1 1
5 1 1 0 1 0 0
6 1 0 1 1 1 0
7 1 0 1 1 1 1
8 0 0 0 0 1 1
9 1 0 1 1 1 0
Explicitesfausses 10 0 0 0 1 1 1
11 0 0 0 0 0 0
12 1 0 0 0 1 1
13 0 0 1 1 0 0
14 0 0 0 0 0 0
15 0 0 0 0 1 0
16 0 0 0 0 0 0
17 1 1 1 0 0 0
18 0 0 0 0 0 0
knplicites Catégories Tgpes
Logiques SS1 19 0 1 1 1 1 1
552 20 0 0 1 0 1 1
SS3 21 0 0 1 0 0 0
SD 1 22 1 0 1 1 1 0
SD2 23 0 0 1 0 0 0
SD3 24 0 0 0 1 1 1
Sfructrefles œii 25 0 1 0 1 0 0
(oudecoh&ion) œ12 26 0 0 0 0 0 0
COiS 27 0 0 0 0 0 1
cœi 28 0 0 0 1 1 1
G2 79 0 0 0 0 0 1
0X3 W O O O O O O
CAI1 31 0 0 0 1 0 0
CAI2 32 0 0 1 1 0 1
CM3 33 0 0 0 1 1 0
Elaborations E 1 34 0 0 0 0 0 0
E 2 35 0 0 0 0 0 0
E 3 36 0 0 0 0 0 1
Sujets
25 26 27 28 29 30
1 79
Grille de correction pour le test de reconnaissance
des propositions explicites et implicites





Expucitesvraies 1 1 1 0 1 0 0
2 1 1 1 1 1 0
3 1 0 1 1 1 0
4 1 1 1 1 0 1
5 1 1 0 1 0 0
6 0 1 1 1 1 0
7 0 1 1 1 1 1
8 1 1 0 0 1 0
9 0 0 0 1 1 0
Explicites fausses 10 1 0 0 0 1 1
11 0 0 0 1 0 0
12 0 0 1 0 1 0
13 1 0 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0 0
16 0 0 0 0 0 0
17 1 0 1 0 1 0
18 0 0 0 0 0 0
Wnplicites Catégories Typos
Logiques SS1 19 0 0 1 0 0 0
SS2 20 0 0 0 1 0 0
SS3 21 0 0 0 0 0 0
W1 22 1 0 0 1 0 0
502 23 1 0 0 0 0 0
503 24 1 0 0 0 1 0
Sflctwefles œii 25 1 0 0 1 0 1
(oudecohésion) I2 26 0 0 0 0 0 0
C013 27 0 0 0 0 0 0
ccci 28 1 0 0 0 0 0
CtC2 29 1 0 0 0 0 0
C3 30 0 0 0 0 0 0
CM1 31 0 0 0 0 0 0
CM2 32 0 1 0 1 1 0
CAI3 33 1 1 0 0 0 1
Elaborations E 1 34 0 0 0 0 0 0
E2 35 0 0 0 0 0 0
E 3 36 0 0 0 0 0 0
Sujets
31 32 33 34 35 36
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Grille de correction pour le test de reconnaissance







25 26 27 28 29 30
Explicftesvraies 1 1 1 1 1 1 1
2 1 1 1 1 0 1
3 1 1 1 1 1 1
4 0 0 1 1 1 0
5 1 0 1 1 1 1
6 1 1 1 Q 1 1
7 1 0 1 1 1 1
8 1 0 1 1 1 1
9 1 0 1 1 1 1
Expbcfles fausses 10 0 0 0 0 0 0
11 0 0 0 1 0 1
12 0 1 0 1 0 1
13 0 0 0 0 1 0
14 0 0 1 i 0 0
15 0 1 0 0 0 1
16 0 0 0 0 0 0
17 0 0 0 0 0 0
18 0 1 0 0 0 0
ipbcites Catégories Typos
Logiques SS1 19 1 1 0 1 1 1
SS2 20 0 0 0 0 0 0
SS3 21 0 0 0 0 0 1
sD1 0 1 1 1 1 1
SD2 23 0 0 0 0 0 0
SD3 24 0 0 0 1 0 0
Sfructwefles oeti 25 1 0 1 0 1 0
(oudecohésion) C012 26 0 0 0 0 0 1
C013 27 0 0 0 1 0 1
CCt1 28 0 0 1 0 0 1
cœ2 29 0 0 1 1 0 1
D3 30 0 0 1 0 0’ 1
CAI1 31 0 0 0 1 0 0
CAI2 32 0 0 0 0 0 0
CAI3 33 0 0 0 0 0 0
Elaborations E 1 34 1 1 1 1 1 1
E2 35 0 0 0 0 0 0
E 3 36 0 0 0 0 0 0
181
Grille de correction pour le test de reconnaissance







31 32 33 34 35
Explicitesvraies 1 0 1 1 1 1 0
2 1 1 0 1 1 1
3 0 1 0 1 1 0
. 4 1 1 1 I 1 0
5 1 1 1 1 1 0
6 1 0 1 1 0 1
7 0 1 1 1 1 0
8 1 1 1 1 1 1
9 1 1 0 1 1 0
Explicites fausses 10 0 0 0 0 0 0
11 0 0 0 0 0 0
12 0 1 0 0 1 0
13 0 0 0 0 0 0
14 1 0 1 0 0 0
15 1 0 0 0 0 1
16 0 0 0 0 0 0
17 0 0 0 0 0 0
18 0 0 0 0 0 0
frnphcites Catégories Types
Logiques SS1 19 1 0 1 1 0 0
SS2 20 0 0 0 1 1 0
553 21 0 0 0 0 1 0
SOl 22 1 0 0 0 0 1
SD2 23 0 0 0 0 0 0
503 24 1 0 0 0 0 0
Structurelles COu 25 1 0 1 0 0 1
(oudecoh&ion) C012 26 1 0 0 1 0 0
t3 27 0 0 0 1 0 1
COC1 28 1 0 1 1 0 1
C2 29 1 0 0 1 0 1
cœ 30 1 0 1 0 0 1
CAI1 31 0 0 0 0 0 0
CAI2 32 0 0 0 0 0 0
CAI3 33 1 0 0 0 0 0
Elaborations E 1 34 1 0 0 1 0 1
E2 35 0 0 0 0 0 0




Temps de jugement: su1tats individuels
(millisecondes)
Grille de correction pour le test de reconnaissance
des propositions explicites et ÏnpNcites
(Histoire: uJanisIs)
Catégories de Nos des Sujets
propositions propositions 1 2 3 4 5 6
Explicites vraies 1 2.182 1.881 2.408 2.107 1.706 5.543
2 3512 2.809 1.806 2.057 1.957 2.86
3 3.512 5.192 4.089 2232 1.957 8.704
4 2.433 4.289 2.057 1 .355 1 £81 2.96
5 1 .831 2.258 2.784 1 .48 2.634 6.271
6 3.963 2.784 1.43 1 £3 1 .555 4.229
7 3286 1.906 4.415 1.58 1.731 3.186
8 5.067 2.86 3.035 1 .681 1 £81 3.035
9 1.706 3.286 1.831 2.182 1455 3.637
Explicites fausses 10 3.462 4289 2.057 2.182 2.057 5.092
1 1 3261 3.462 3.085 2.007 2.082 2.383
12 5.017 4.44 1.38 2.132 2.032 7.124
13 2.634 4314 1.957 1.856 1.957 3286
14 3286 2.634 1.405 2.207 1 .655 3.085
15 3.135 3.06 1.781 1231 1.681 4.038
16 3.938 2.383 2.784 2.433 1.681 5217
17 3487 3.06 1.656 158 1.681 1.906
18 5.393 3.612 3.11 148 2358 4.089
brçhcites Catégories Types
Logiques 55 1 19 3.537 3.085 1430 1.656 3288 11.087
SS 2 20 4.891 3.562 2207 1.982 1.906 4.54
58 3 21 2.082 3.085 1.957 148 143 4241
SI) 1 fl 3.888 2.609 2.007 1 .806 2.734 4.941
SI) 2 23 6.095 4.114 1.957 2.784 1.931 5.794
50 3 24 4.640 3213 1.881 2.985 1304 4.841
Sfructtrefles COI 1 25 1 505 2.433 1.982 1 .53 1.681 2.032
(ou de cohésion) COI 2 26 1.931 2.333 2.057 1.957 1.455 2.784
COl 3 27 2.960 321 1 1 .931 2.082 1.957 6.346
COCI 22 4214 1.931 1.856 1.681 1.405 8.654
COC 2 29 3211 2.609 2.007 1.781 1 .58 5.067
C(X 3 30 1 .681 2.91 1 .204 1355 1.505 5493
CAti 31 4.189 2.533 1.405 2.082 1.731 4214
CAI2 32 4.339 2283 2.132 1229 1254 2.659
CA13 33 3.963 3.11 1.906 1.53 1.957 3.687
Elaborations E 1 34 3.085 2.082 2.609 1 .58 1.856 7.475
E 2 35 2.684 3.161 2.157 1229 1.982 3.838
E 3 36 2.634 3.938 1 .43 1 .982 1.781 2.885
184
Grille de correction pow le test de reconnaissace
des propositions explicites et *nplicites
(Histoire: “Jacinthe”)
Catégories de Nos des Sujets
propositions propositions 7 8 9 10 11 12
Explioitesvraics 1 2258 4.967 2.182 1.982 1.154 2.007
2 3.135 4.716 4.415 3.662 1.756 2.734
3 6271 1 1.94 2.032 3.06 1 430 2.584
4 2.508 3.01 3.712 2283 1.129 2.107
5 3.712 3.311 2.032 1.53 1.028* 2.132
6 3411 6.196 2.91 1.781 1.706 1.931
7 2.157 3.562 2233 2232 2.107 2.609
8 2.132 3.035 2.834 2.935 1.931 5242
9 1381 3.085 2232 3.06 1.154 2.333
Explicites fausses 10 2.007 14.648* 4264 2.709 1 .731 3.11
11 3.763 8.328 2.559 2.559 1.831 4.339
12 4.992 4.816 3.11 2.508 2258 1.982
13 2.358 4.691 2.132 2.032 1.856 2.032
14 2483 3211 2.759 1.706 1255 1.681
15 2.533 3.988 2.86 2.182 1.154 2.433
16 5.594 4.515 3.537 3.863 1.806 3286
17 2.684 4.666 3.712 2.684 1.731 2.082
18 3.913 3.737 449 3.988 1.706 4.766
frrçlicites Catégories T9pes
LogIques 38 1 19 5268 5.468 2283 3.06 3.11 3436
88 2 20 3.1% 9.156 3.788 1.931 2.132 9.13
33 3 21 3.361 6.321 2.333 2283 1.906 3.035
3D 1 fl 5.844 3.838 2.007 3.01 1.129 2.985
3D 2 23 3211 6.196 2.784 2283 1.505 429
3D 3 24 3.788 4.64 3.763 3261 3.161 4.615
Structwelles COI 1 25 2.132 5.017 2.057 1.605 1.154 2.659
(ou de cohésion) COI 2 26 2.% 5.794 3.386 3.587 1.53 2.86
C013 27 2.358 4.64 3.135 2.107 2.182 5.468
CCC 1 28 6.095 2.809 2.182 1 .58 1.781 2.082
COC2 29 3.913 6.547 3236 1.756 1.881 2.659
COC 3 30 2207 2.759 3.06 3.361 0.953* 2.007
CAl 1 31 3.712 3.765 3236 2.709 4.59 2.935
CAI2 32 4.44 3.813 2.86 2.96 1.48 2.157
CAI3 33 745 4.189 3.637 1.906 2.609 2.082
Elaborations E 1 34 1.706 4.139 3.06 2.032 1.856 7.901
E 2 35 2283 3.612 2359 4.64 1.706 2433




Grille de correction pour le test de reconnaissance
des propositions explicites et tnplicites
(Histoire: “Miss Peel ‘)
Nos des Sujets
propositions propositions 2 3 4 5 6
Explicites vraies 1 2207 3.838 2.86 2.634 1.806 8.729
2 3.612 3261 1.831 1.33 1.706 2207
3 1.957 5.393 2.107 2.96 1.931 7.926
4 5.393 3.336 2.107 2.258 2.609 4.841
5 5.192 5.97 2.91 1.906 1.957 4.49
6 5.518 4241 2.784 2207 2.032 3.562
7 4.916 2.659 2.107 2.358 1.831 3.311
8 4.038 4.164 3.61 2.533 2207 10.059
9 2.834 4.39 1.831 1355 1.63 4.214
Explicites fausses 10 2.96 4.411 3.311 1.605 1.906 3.06
11 2.533 5.693 3236 3.311 2.759 4.615
12 2.709 522 1.731 2.132 3.161 11.865
13 3.712 3.637 2.408 2.057 1.856 4.189
14 2.985 2234 1.605 2283 2.082 2.86
15 2.709 2.935 1.58 1 .806 1.43 2.007
16 4.114 3263 1.58 2258 2258 5.192
17 3.315 4.114 1.982 2.96 2.433 3236
18 2234 3.763 2209 2433 1.781 5.844
frnplicites Catégories Types
Logiques 88 1 19 3.161 3.537 4.54 1.957 2.107 4.816
SS 2 20 2.659 4.64 2458 3.01 2.935 7475
88 3 21 4.941 2.659 3.562 1.731 4.114 9.13
W i 22 1.881 4.64 2.007 2.258 1.931 5293
W 2 23 1.931 3.637 1.731 1.681 1.881 7.074
W 3 24 3.196 7.124 1.731 1.706 2207 6.522
Sfr-uctwefles COI 1 25 3.361 4.766 1.856 2.458 2.508 2234
(oudecohésion) C012 26 3.838 4.013 2.734 2258 2.91 3.963
CO13 27 3.01 7.149 3.311 1.881 1.806 5.543
COC 1 28 3.637 4.866 2258 2.283 2.032 8.052
COC2 29 3.186 2.659 1.605 2.508 2.057 5.87
COC3 30 3462 3.11 2.157 2.157 1.856 4.289
CAIl 31 6.296 3.161 3361 1.706 1.756 5.017
CAI2 32 3.788 3.988 3.361 2283 2.333 5393
CAlS 33 5.819 4214 326 2.634 2.157 9.055
Elaborations E 1 34 2232 2.86 2.007 1 .806 2.634 4.691
E 2 35 3436 3.11 1.53 2458 1.931 3.662
E 3 36 2.358 311 1.706 1.63 1.831 3.286
186
Grille de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoire: “Miss Peel”)
Catégories de Nos des Sujets
propositions propositions 7 8 9 10 11 12
Expliitesvraies 1 5.844 9.03 3.512 4.39 1.681 3261
2 5.392 4.891 2.458 2.057 1 .405 2258
3 7.876 4214 4239 1.681 1.355 2.358
4 6.998 7.349 2.834 4.891 1.881 3238
5 3.963 10.961 2.458 3.161 3.436 4.967
6 2.508 444 2207 2.383 1 .555 321 1
7 62% 6221 2.609 5.619 1.656 2.082
8 4214 5443 3.612 3261 2.383 4315
9 4.314 6.697 3.888 2.383 2.96 4.666
Explicitesfausses 10 3.813 4.339 3.161 2.609 1.179 4.339
11 3.988 5318 3.411 3261 1.53 3.863
12 4415 10.836 4.39 3487 1.931 3.913
13 3.386 7.475 3.737 2384 1.881 2359
14 2.784 6296 2.834 2.007 1.254 2.483
15 4.114 5394 2258 2207 1204 2384
16 3.161 5.945 3.863 3411 2.057 2.634
17 9.657 6.3% 3211 3.963 3.637 2.007
18 4.967 6271 4.189 2.809 1.555 3487
Wnplicites Catégories Types
Logiques SS 1 19 6.522 13.52 3.311 3.186 2.132 2.659
88 2 20 4.666 5.945 3.336 5.318 3.11 2.483
SS 3 21 2.935 10.987 4.841 2.082 1.982 5.694
W 1 22 2.308 10.11 2.508 2.383 2433 3.888
W 2 23 3.737 8379 2.609 2.809 4.189 5.92
80 3 24 3.637 12.04 2.935 4.114 2.383 3.763
Structurelles COI 1 25 2.809 5242 6.898 3.035 1.781 2.96
(oudecohésion) COI2 26 9.03 62% 2283 1.831 14 3337
C013 27 2.559 8.704 3.963 2.759 2283 3.687
COC 1 28 3.161 4.089 4289 6.547 1.58 4.038
COC2 29 7375 3.612 3.763 3.01 1455 3.085
C3 30 4.967 10.71 5.468 4264 3.336 7.851
CAl 1 31 2483 6.045 2.709 2.96 3462 3.035
CAl 2 32 2. 6.497 4.666 3362 3261 2.182
CAI3 33 7.676 14.398 3261 3211 2.659 3.587
Elaboratlons E 1 34 3.361 3.662 3.436 2.333 1 .48 2.634
E 2 35 3236 4.64 3.186 3.06 1.831 3.386
E 3 36 2.533 3.336 2.885 2.408 1 .580 2.734
1B7
Grille de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoire: ta prise d’otage”)
Catégories de Nos des Sujets
propositions propositions 13 14 15 16 17 18
Explicites vraies 1 5.418 19.038* 2.634 3.236 2.483 1 .906
2 1.731 1.957 1 .856 3.436 2.232 1 .856
3 5.017 2.157 1.605 2.709 2.333 2.032
4 2.333 2.809 1.931 6.522 2.659 2.609
5 4.089 1.881 1254 2.308 2.709 3.311
6 3.01 4.164 2.96 3213 2.96 3.938
7 2.158 2.333 2.508 4.087 3.11 2.408
8 2.885 2408 2.007 4.841 1.957 6.998
9 1 .731 3.587 1.605 2.408 2.96 2.032
Explioltesfausses 10 1.756 10.134 2.734 4.189 5.468 5.87
11 5.569 2.508 1.806 1231 4.565 3.361
12 2.483 5.619 3.863 2.358 3.336 4.139
13 2.809 39453* 2.132 3.737 4289 4.766
14 3.01 21.798* 1.58 2.107 2.082 5.569
15 1.756 3.161 1.756 3.1% 2358 1.881
16 2.182 2.333 1254 2.734 3.035 1.731
17 2.86 15.100* 3.186 4.139 2.609 3.236
18 5.518 2.483 3.085 2258 2.96 3.763
frnpllcltes Catégories Types
Logiques 88 1 19 1.791 2.934 1.329 2.182 2.132 2.584
88 2 20 4.064 3.537 2.985 449 2.107 2.308
88 3 21 1.982 2.784 1.806 2.032 3.963 4.465
W 1 22 i.906 2.333 5.844 4.189 5.192 10.936
80 2 23 2433 4.139 2.709 3.085 3411 7.5
W 3 24 4.339 3.286 2433 3.361 3.662 2.358
Sflotur*fln COI 1 25 L3O(I 2.508 2406 4.791 2,935 2.132
(ou de cohésion) COI 2 26 1 .991 4.339 3.085 5.493 2.86 3.737
C013 27 3.035 4.415 2.456 3.411 2.834 3.085
COC 1 28 2.107 4.515 2.132 3236 2.885 5.543
COC2 29 4.264 6.12 29 3286 2.508 3213
CX 3 30 32 6.973 3.939 2.985 2.734 2.057
CAl 1 31 1 43 3.998 1455 3,035 1 .982 1 405
CAl 2 32 2.207 I .856 1.555 2.759 2209 2.709
CAI3 33 1.505 4.64 1.355 4.615 4.992 5.067
Elaborations E 1 34 3.662 15.226 4.064 3.662 3.462 2.684
E 2 35 2.935 2.383 2.659 3.788 4.264 1 .555
E 3 36 2458 2.834 2.533 2.057 4.666 15226
tvaleurs éliminées
188
Grille de correotion pour le test de reoonnaissanoe
des propositions explicites et t4uicites







Explicites vraies 1 6.045 3.11 4.064 3.161 3.06 4.49
2 2.734 2.132 2.684 2483 1.781 4841
3 2258 3.587 3436 2.609 1 .957 2.885
4 10.06 3.963 3286 2.684 2.308 2.91
5 2.508 2.032 2.358 3211 4.615 2.032
6 4.064 3.562 6.171 449 1455 4.39
7 8.152 6.597 5.844 3.637 3.311 3311
8 3.035 2.358 4.49 4.992 1 .881 2.584
9 3236 2.684 2.784 5368 2.182 5242
Explicites fausses 10 3.161 3.462 4.089 4.39 4.44 4.941
1 1 2408 2.784 4.089 3.537 2.358 1 .881
12 2358 4415 3.035 2207 2.107 2.684
13 5.092 6.873 5.117 4.013 3.338 4.615
14 6.045 2.759 3.161 4.44 2.734 3.186
15 2483 2.408 5.067 3.637 1.656 2.402
16 3261 2.784 2.809 3.838 1.58 2.809
17 4.741 3.737 4264 3.737 3.763 4.891
18 3.838 4.816 2.885 2.809 1329 1.856
knphcites Catégories Types
Logiques 85 1 19 4.365 4.691 2.458 3.913 2.935 3286
55 2 20 2.704 2.709 3.161 5493 3.025 3311
88 3 21 4.39 3336 2.408 6.722 4264 3.11
SD 1 22 2207 7.249 4239 4239 3.186 3.938
SD 2 23 10.661 5.594 6246 6.973 6.647 3.627
SI) 3 24 3.361 3411 6.321 4.314 3.512 3.085
Structurelles COI 1 25 4.791 4.916 3.186 3.813 4214 4.465
(oudecohésion) C012 26 6421 8.027 4.766 7.124 2207 5.443
COI 3 27 3.863 4.841 5.569 6.07 3.687 5.042
COC 1 28 2.96 3.035 3.963 3.035 2483 2.032
COC2 29 4465 2.759 2.684 4.941 4.013 2.508
C 3 30 2.834 2207 3236 6.773 5217 2.659
CAl 1 31 4239 3261 3.687 3261 2232 2.584
CAI2 32 2433 4.064 3436 4.089 2.182 3.135
CAI3 33 4.44 2258 4.114 3.186 2.659 2.96
Elaborations E 1 34 6.662 2.383 3.938 4.164 6.145 2.985
E 2 35 3.01 6.622 2.834 3.161 2.609 2.885
E 3 36 3211 4.114 4.816 3.963 3.938 4.164
22 23 24
189
Grille de correction pour le test de reconnaissance
des propositions explicites et wnplicites






14 15 16 17 18
Explicites vraies 1 1 .455 2.082 1 .355 1 .781 2.985 3.712
2 3.135 1.906 1281 2.709 2.634 1.957
3 3.1 1 3.662 1 .48 2.684 2.533 3.085
4 1 .781 7.375 2.057 2.508 2.082 7.851
5 2.107 2.86 1256 2.584 4.064 3.487
6 3.813 2.834 2358 3.963 3.863 8.679
7 2.107 3236 1.931 2.609 2.734 2.157
8 2.132 3.512 1.831 2458 2.559 2285
9 1 .831 1 .982 2.057 2.333 2.834 2232
Explicites fausses 10 3.361 5.242 1.982 3.487 2.885 4.64
11 2232 2.734 1.831 3.612 2.734 2.057
12 4214 3.386 2.383 3.361 3.035 5.167
13 2.609 3.737 3261 2.885 4289 2.358
14 3.687 6.321 1.731 2.559 2.638 3.712
15 3.11 6.554 3.135 2.809 2232 2.809
16 3.888 5217 2.308 2.734 3.788 1.881
17 5318 3.11 1.931 3361 3.512 7.525
18 3.712 5.769 4.465 2.91 5.393 2.584
Wnpbcites Catégories Types
Logiques 55 1 19 4.59 2.709 2.032 2.559 3.838 8.353
SS 2 20 3.788 19239* 1.931 2.634 4239 4.791
58 3 21 6.547 4.139 1.505 2.634 5.343 5.017
SI) 1 22 3462 4.465 2207 2283 4.39 3.988
SI) 2 23 2.857 7.099 2.032 3462 6.622 3.(
51) 3 24 3.687 3436 2.057 3.311 8.177 2.087
Structurelles COI 1 25 2.809 9256 2.333 2.985 2.107 2.659
(ou de cohésion) COI2 26 3.612 4415 2.107 2.709 2.91 7.525
C013 27 2.609 13.069 2.86 3.512 2.032 4.916
CCCl 28 2.584 10.635 2.458 2.308 4.114 2.634
CCC 2 29 2.383 35.318* 2.634 1.982 2.508 3.361
CCC 3 30 5242 2.709 2207 2433 4264 9283
CAl 1 31 3.537 5.518 1.43 2207 5.594 2.935
CAI2 32 3.512 5.694 1.756 3286 3.612 2.985
CAI3 33 3.161 6.898 2.132 1.705 2.659 8.754
Elaborations E 1 34 2.132 2.709 1.781 2.834 5.067 2.308
E 2 35 2.609 7.625 1 .53 2358 3.261 7.224
E 3 36 2.087 7.149 1.43 1.806 4.164 2.784
* Valeurs éliminées
1 90
Grille de correction potr le test de recomaissanco
des propositions explicites et implicites






19 20 21 22 23 24
Explicites vraies 1 3.662 2.032 2283 1.806 4.841 3.161
2 4.59 2.082 2107 3.01 1.63 3.135
3 5217 3.411 8.98 3.386 3.537 4.791
4 2.885 1.781 5.042 4.967 2.057 3.888
5 3.712 2.559 3.988 2.784 2.408 3.1%
6 3.436 4.289 3.085 4.59 3411 3.135
7 2.584 2458 2.809 3.788 2.684 2.358
8 2.684 2.935 2.308 2.659 3.186 2.96
9 5.92 3487 2283 4.314 1.781 2.433
Explicites fausses 10 3.687 4.64 2232 3.763 3.963 5.167
11 2.709 7.826 3.587 3.361 3411 4.565
12 2.157 2.258 3.386 321 1231 3.763
13 2.308 4.941 4.967 3.06 2.86 5.669
14 1.806 3.712 2.032 2.333 1.906 2.834
15 3.161 2.082 2.308 2.834 3.963 4.64
16 3.085 6.622 3.687 4.941 2.132 7.701
17 3.311 2458 3.712 4.891 2.483 3.436
18 3.186 8.378 3.06 4.64 2.935 4314
frnplioites Catégories Types
Logiques 55 1 19 4.766 4.515 1.881 3.11 2408 7.475
88 2 20 3.386 6246 4.766 3487 3.512 3.311
58 3 21 4216 3.737 3286 3.662 3.963 3.712
W 1 22 3.386 7274 6.1% 4.114 6.998 3.1%
W 2 23 2209 8.679 3.512 4.089 6.773 3.737
W 3 24 1 .906 5.769 3.612 2408 2.032 2.659
Structurelles CCI 1 25 2.533 2.333 3.863 5468 2.057 4291
(ou de cohésion) COI 2 26 3.938 4.866 3211 5242 2.358 3.361
C013 27 3.361 3.512 5.819 6.597 4.691 3.336
CCC 1 28 6.095 3212 6.346 4.816 2.985 3.587
CCC 2 29 2.91 2.533 3.186 5468 3.035 6346
CCC 3 30 2.383 2408 2.157 3.838 2408 3.687
CAl 1 31 2.935 3.763 2.784 3487 3261 4.139
CAI2 32 3.913 6.697 6.873 4.691 2259 3.186
CAI3 33 2259 3.612 4.866 4.615 4.515 1.957
Ekborations E 1 34 2.96 3.135 3.161 3436 2.483 5.343
E 2 35 2.709 4415 3.11 3288 1.982 3.311
E 3 36 2283 5242 3.035 2358 1.957 2.985
191
Grille de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoire :“La guerre des gangs”)
Catégories de Nos des Sujets
propositions propositions 25 26 27 28 29 30
Explicites vraies 1 4.841 2207 4.089 2.533 3.336 4.841
2 1.555 2.082 2.258 2.784 2.358 2.057
3 1 .781 2.032 7.676 3.512 3.336 4.565
4 2.05? 2.659 1.806 3.587 1.881 3.587
5 5.443 7.45 4.49 3.41 1 4.339 4.339
6 3.411 4.741 3.963 4.866 5.167 4289
7 2.107 3.712 1.856 2.533 2.659 2.935
8 2.358 4.39 2.759 3.135 2.935 4.54
9 2.885 2.182 2.107 4.916 3.863 2207
Explicites fausses 10 2.659 2.508 5.343 3.662 5.669 6.045
1 1 1.605 1 .806 4.39 2.433 3.035 3.73?
12 3.788 3.763 3.612 3.462 2.985 4.139
13 2.609 2.96 16.104* 8.027 3.035 5.167
14 1 .48 1.856 2.508 2.935 2258 2333
15 2.659 3261 6.747 4.289 8.453 2.759
16 1.781 2.232 2283 3211 1.605 3.411
1? 4.365 8303 3.11 10.485 5.468 3.411
18 1.58 3.085 2.709 3.512 2.96 2.458
Implicites Catégories Types
Logiques 55 1 19 4.462 5.945 6.145 7.550 4.038 5.945
55 2 20 2.709 4.164 3.913 6.020 5.744 3.938
55 3 21 3.687 3.436 3.11 5.493 6.647 6246
SD 1 fl 3.01 2.684 3.035 5.368 2.533 10.159
SD 2 23 5.067 4214 6.622 7.124 3.462 2.809
SD 3 24 2333 3211 4.39 6296 4.615 2.559
Structurelles COI 1 25 6.722 2383 3.135 2.483 9.908 1.931
(ou de cohésion) COI 2 26 1 .605 2.684 1 .856 5.644 2.885 5.067
C013 27 1.63 3236 3.913 4365 4.967 2.709
COC 1 28 5.744 2.358 4.967 2.082 6371 3.41 1
COC2 29 11.764 7.676 18313* 7.048 6.798 3.462
C3 30 2.709 1.806 1331 2.985 2283 4.891
CAl 1 31 3.838 8.829 3286 3236 7.826 2209
CAl 2 32 2.609 4.089 6.045 3236 5.744 2.91
CAl 3 33 2.958 3.01 5468 6.045 4.39 2209
Elaborations E 1 34 2.132 2.308 2.483 2.433 2.709 4.615
E 2 35 1355 1.881 2.057 2.659 1.63 4.114
E 3 36 2.584 4.013 3.462 3.161 2.659 2.182
* Valeurs éliminées
1 92
Grille de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoire:” La guerre des gangs”)
Catégories de Nos des Sujets
propositions propositions 31 32 33 34 35 36
Explicites vraies 1 2.132 27.968* 5.970 3.085 4.44 3.436
2 2.057 9.707 2.809 3.161 2.634 3.888
3 3.035 5.92 4264 2.659 4.967 5.393
4 1.906 2.584 4.314 3411 2483 5.518
5 2.91 3.186 3.085 2.007 4.992 4.264
6 5.945 3.512 4.44 2.885 1 .831 3286
7 5.744 3.286 2.734 1 .756 1 .982 3.1 1
8 6.346 3.261 7.124 4.365 3.813 5.644
9 3.763 3.888 4.189 2.408 2.508 2207
Explicites fausses 10 2.408 2.659 3.963 4.089 5.794 3.386
11 2.985 2.182 3.386 6246 1.831 1.906
12 2.408 4.716 4.49 5.719 3.662 2.935
13 2.834 3.637 4.038 4.59 2.559 2.709
14 2.759 2.734 2.383 2.308 3.386 1.731
15 3211 3.913 3.888 2.86 2.383 2.759
16 1.906 2.559 3.06 1.856 3.436 2.157
17 3.311 4.59 5.543 5.117 2.508 3.161
18 2.935 2.157 2408 2.308 2258 2.734
Implicites Catégories Types
Logiques SS 1 .19 4.114 3.186 5.117 2.659 3.562 2.559
55 2 20 4.038 4.967 5.819 2.082 7.023 2.96
58 3 21 3.135 4.59 5.393 4.64 6.998 3.11
SI) 1 22 2.383 6.622 4265 2.082 3.938 2.834
50 2 23 2.182 27492* 3.311 7.600 3211 3.938
SD 3 24 1.856 15.05 2.91 5468 6371 2.609
Structurelles COI 1 25 3411 4.615 4.339 3.512 3.612 4.59
(ou de cohésion) COI 2 26 2.96 2232 3.1 1 3.085 1.982 2.082
C013 27 7.048 4.841 4.013 2.559 3311 3.386
CE 1 28 3.361 17.659* 2458 8.905 6346 4239
COC2 29 4.164 9457 2.157 4.314 4289 2.709
COC3 30 1.806 1.881 2.007 2.533 5217 2.834
CAl 1 31 2.433 321 1 5.343 4.992 5.97 2.659
CAI2 32 3.687 7.199 5.594 3.11 2.834 3462
CAI3 33 2.559 4.59 5.142 3261 5.042 3411
Elaborations E 1 34 1 .831 1 .931 3.085 2.96 1 .906 1 .706
E 2 35 2207 2.408 2308 3.963 1 .957 2.057
E 3 36 4239 2433 3.788 3.336 1 .957 3.01
* Valeurs éliminées
193
Grille de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoire :“La fête”)
Catégories de Nos des Sujets
propositions propositions 25 26 27 28 29 30
Explicites vraies 1 2.032 9.507 2.96 2.935 2.809 2.433
2 2.91 2.885 2.834 2.358 7.676 2232
3 2.157 3.763 3.11 2.759 2.985 6.07
4 1.38 3.336 2.308 4.615 2.082 3.487
5 2.032 7.9265 2.458 2.734 2.734 1.931
6 9.055 2.559 2.157 9.381 2.91 2232
7 2.157 5.669 2.935 3286 2.96 3.687
8 2.533 2.935 4.992 2.308 6.3% 2.333
9 4.615 5.594 2.759 3.487 4.164 2.834
Explicites fausses 10 1 .806 6.221 3.386 2.057 2.383 2.383
11 1.856 3.135 4.666 2.433 5.192 5.117
12 3.161 7.5 5.042 2.784 5.167 2.634
13 2.107 2.935 3261 3261 3.11 2.433
14 1.831 4.891 3286 5.117 4.716 3.311
15 4.138 4289 4.038 2.834 3.161 3.336
16 4.54 7324 3411 4214 4.114 5.669
17 2207 2.107 2.684 2483 3.336 3.161
18 1.706 3.938 2.834 3487 1.931 1.957
Implicites Catégories Types
logiques 55 1 19 1.931 4.59 9258 1.906 4.716 1405
SS 2 20 2.132 9.156 2.559 2283 2458 6.747
55 3 21 2433 2.91 6.898 2283 4214 3.888
SI) 1 22 1405 7.099 1.781 1.731 1.982 1.605
SI) 2 23 1.681 3.963 3.562 4.038 1.906 2283
SI) 3 24 1.58 7.726 3211 2.659 2.157 2.533
Structurelles COI 1 25 331 1 2.985 4.565 7.174 4.766 9.632
(ou de cohésion) I2 26 1.731 5.343 4.64 4.766 3.135 5.167
C013 27 1.706 11.162 5493 5268 4.615 7.826
CCC 1 28 2.584 6.773 6.647 4264 5.719 4.54
COC2 29 2.333 2.007 6.747 2.132 6.898 2.985
COC3 30 1.63 2.483 3236 3.587 3.135 4.615
CAl 1 31 1.706 2.634 2383 5368 3.562 2.759
CAl 2 32 1.756 2.533 2.308 5.694 2.885 2.333
CAl 3 33 1.53 5.569 3.06 2.508 2.057 2.559
Elaborations E 1 34 1.982 2.684 2.232 2.734 9.156 1.63
E 2 35 1.53 3.161 2.86 2.132 2333 3.838
E 3 36 143 5217 3.763 4.013 1.881 2232
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OnlIe de correction pour le test de reconnaissance
des propositions explicites et implicites
(Histoire :ia fetel
Catégories de Nos des Sujets
propositions propositions 31 32 33 34 35 36
Explicitesvraies 1 2.032 2.784 3211 2.132 2283 4.114
2 2232 2.584 5.518 2.132 1.605 2.759
3 9.632 2.759 4.967 4.565 1.605 5.744
4 3.311 2.809 4.314 3.462 2.057 4.64
5 2458 2.809 2433 3.562 2.333 3.386
6 2.308 1 .58 6.948 2.659 4.39 4.289
7 3.186 3.712 2.533 3.161 2.684 3.11
8 2.533 2.96 4.038 3.186 2.157 3.913
9 2.935 3.838 7.952 3.932 2.082 4339
Explicites fausses 10 2.107 1 .881 2.283 2.283 3.788 3.938
11 4.691 2408 5.493 3.913 2.684 4.064
12 5.042 2.985 6.522 6446 2.182 4.791
13 3.462 2.834 4.365 2.834 3.988 4.289
14 2236 5.794 4.766 74 2.885 3.487
15 2.659 1.605 5.719 3.512 1.931 4214
16 3.687 2.784 4.013 4.666 3.261 2.784
17 2.609 4.164 6.12 9.156 2.157 2.684
18 2283 1.982 2.157 1.881 1.906 2.935
Implicites Catégories Types
Logiques 55 1 19 3211 29.599* 3.361 4.741 5.393 3.913
SS 2 20 7425 2.609 3.637 5.644 1026 2232
55 3 21 4.791 1.806 4.916 3.737 3.637 1.781
SD 1 22 1405 4465 5.794 2.182 1.681 1.957
SE’ 2 23 4.992 2.408 5.167 6.1% 2.659 2.935
SE’ 3 24 3462 1.7% 2.383 2483 1 .856 4.038
Structurelles COI 1 25 3.336 12416 4.941 5.042 3.687 3.63
(oudecohésion) C012 26 3.336 1.856 4.114 7.575 2.784 4314
C013 27 3.161 3.737 4.791 5.895 1206 5.844
CCC 1 28 5.543 4.013 6.998 5418 4214 341 1
COC2 29 5418 2458 6.823 3.06 2.659 5.167
cOC3 30 2.182 4.013 4264 5.92 2207 4289
CAl 1 31 2258 2.433 2.86 1 .906 2.584 4.239
CAI2 32 1.781 1.53 4.741 4.666 2.032 4418
CAl 3 33 5.042 2.057 2.508 2.759 2.985 4.49
Elaborations E 1 34 2.232 1 .881 5.443 8.528 1 .555 3.863
E 2 35 3.687 2.885 3.462 2.157 2.734 4.089




Description des altérations apportées aux phrases textuelles
pour la constitution des propositions explicites vraies
FRSITF D io rRF
Description des altrations apportées aux
propositions-texte par rapport aux
propositions—test explicites.
(/= est remplace par)
Histoire î: Jacinthe
1- Modification du verbe (‘arranyent/ se sont arranges).
2 - Verbatim
3- Modification du verbe. (évitait/ evitait d’aller),
Anaphore fendroit/ caf).
4- Double contraction (il y a quelques semaines) (petite)
5- Modification du verbe f entrain de boire/ buvait),
Contraction fassis seul)
6-Contraction (calme et chaude), Anaphore (la/Jacinthe)
7-Modification du verbe (pensa/ pensait), Anaphore (elle/
Jacinthe),Contraction (sa nouvelle relation)
8- Anaphore (elle/ Jacinthe), Contraction (non saris peine),
3— Inference
Histoire 2: Miss Peel
1-- Anaphore, (elie/ Miss Peel), Contraction (encore une
fois)
2— Ellipse (0/ MIss Peel)
3- Ellipse (0/ Miss Peci)
4- Verbatim
5- Ellipse, (0/ Miss Peel), Anaphore (ies/ documents)
6— Anaphore fcelle—ci/ horloge)
7— Contraction (pour le compte)
8- Verbatim
3- Verbatim
Histoire 3: La prise d’otage
1— Contraction (tout juste), Modification du verbe (venait
d’gtablir/ tabuit)
2- Inversion
3- Anaphore (11/ Bob), Non factive
4- Anaphore (qui/ groupe d’hommes)
5- Contraction (donc)
6- Inversion, Modification du verbe (se trouvaient/ il y
avait), Contraction (environ)= Reformulation.
7- Anaphore (ils! terroristes), Contraction (avec beaucoup
de prcaut ions)
8-- H:dification duverb (avait rtserve/ a rserv),
Anaphore (lui/ Bob)
Anaphore f 11/ BuL ) , Ajout (le premier soir
C%I’. ERSI 1 É %O IRt L
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Description des altrations apportes aux
propositions-texte par rapport aux
propositions—test explicites.
f/= est remplace par)
Histoire 4: La partie de football





6- Anaphore (qui! Andra),proposition incise.
7 - Contraction fie coeur battant)
8-- Contraction (ensuite)
9-- Ellipse (O,’ Andra)
Histoire 5: La guerre des gangs
1— Ellipse (0/ bande Momo), Modification du verbe (tait
ml/ est ml), Contraction (de près)
2— Contraction (tous)
3— Modificatiom du verbe (avaient ét/ ont Double
Contraction (ces derniers temps) (dans la ville)
4- Anaphore (qui/ gangs), Modification du verbe (avaient
fait/ faisaient), Contraction (iusqutalors)
5- Anaphore (sa bande! bande d’Edouardo), Modification du
verbe (runirent/ runit)
6— Ellipse (0/ Momo), Anaphore (ce dernier/ Momo)
7- Verbatim
8- Triple contraction (dans l’un deux) (long) (la montée)
9— Modification du verbe (marchait en qute/ tait en
qute), Double contraction (tranquillement) vans la rue)
Histoire 6: La fete
1— Verbatim
2— Anaphore (il! Karl), Anaphore (lui! celle-ci! vieille
dame)
3— Contraction (autrefois)
4- Ellipse (0! Karl)
5— Contraction (les gens puissent) 6— Verbatim
7- Ellipse (0! Karl), Modification du verbe (suivant/
suivait)
8- Verbatim
9— Double contraction (son meilleur ami) (beau), Anaphore
(lul/ Karl)
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