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Abstract
When dealing with X-ray inspection of large industrial objects, we are generally interested in the 3D reconstruction
of a region-of-interest potentially containing ﬂaws or other features rather than on the reconstruction of the whole
object. This local reconstruction is related to a reduction in the ﬁeld-of-view which consequently truncates the
projections during data acquisition and produces severe artifacts when using the Feldkamp-Davis-Kress algorithm.
To reduce these artifacts caused by transversely truncated projections, we can replace the global ramp ﬁltering
approach of the Feldkamp-Davis-Kress method into either the local ﬁrst derivative operator combined with the
Hilbert transform or the 1D Laplace operator followed by a non-local ﬁltering step using a logarithmic kernel. In
this paper, our contribution is the extension of the two algorithms from circular to helical scanning geometry. For
performance evaluation of our implementations, we present a numerical comparison of the two algorithms with
the standard helical FDK algorithm using both complete and truncated data generated by CIVA (the simulation
platform for non-destructive testing techniques developed at CEA).
Keywords: helical X-ray computed tomography, region-of-interest, transverse truncations, advanced Feldkamp-
Davis-Kress (FDK) algorithm, ramp ﬁlter
1. Introduction
During X-ray data acquisition, the obtained projections may be truncated in two basic man-
ners either transversely or axially. It is known that exact reconstruction from truncated projec-
tion data is complicated and may even be impossible in certain situations. An efﬁcient solu-
tion for handling axial truncation is the use of a helical acquisition trajectory. Accordingly, it
is of practical importance to develop a helical cone-beam (CB) reconstruction algorithm that
solves also transverse truncation. Different reconstruction algorithms have recently been devel-
oped to reduce reconstruction artifacts caused by transversely truncated projections. The most
common approach is to extrapolate the truncated projections and then to perform the standard
reconstruction from the extrapolated projections [1]. Later, other methods were proposed that
do not demand this additional extrapolation step to eliminate truncation artifacts. Algorithms
based on the concept of differentiated backprojection (DBP) were proposed [2]. The idea is to
compute the derivative of projection data ﬁrstly and then to backproject into the image space.
Finally, these back-projected differentiated data are ﬁltered along PI-lines using the Hilbert ker-
nel. In this strategy, the derivation and back-projections steps are local and hence not affected
by truncation. Thus, reconstruction errors caused by truncation come only from the global ﬁl-
tering step. When projections are truncated, the ﬁnite Hilbert transform is not inverted correctly
and consequently artifacts appear in the reconstructed image. For a speciﬁc point we aim to
reconstruct, any truncation in the projection data along the corresponding helix segment will
inﬂuence the whole reconstruction procedure of this point. Thus, for an exact reconstruction of
a considered region, we should ﬁnd at least one set of non-truncated PI-line segments covering






























this region. However, each point inside the helix belongs to one and only one PI-line. Thus, the
choice of PI-lines is not ﬂexible and consequently this method does not work well for all types
of truncations. As we can see, the main difﬁculty of this type of algorithms is the inversion
of the truncated Hilbert transform. It was demonstrated in [3] that the interior problem does
not have a unique solution. Thus, exact and stable reconstruction from truncated projections
based on the inversion of the Hilbert transform is generally impossible. However, Kudo et al. [4]
stated that a prior knowledge on a small subregion in the object to be reconstructed allows us
to obtain a stable inversion of the truncated Hilbert transform. This inversion can be performed
in an analytic or iterative way. An efﬁcient technique named POCS (projection into convex
sets) [5] originally developed for iterative reconstruction was used by Defrise et al. [6] to invert
the truncated Hilbert transform algebraically aided by a prior information on the object. This
approach is more costly than analytic ones but yields an accurate reconstruction with several
truncation conﬁgurations. In summary, if a prior knowledge on a region in the object is avail-
able, the inversion of the truncated Hilbert transform is unique and therefore we can obtain an
accurate region-of-interest (ROI) reconstruction. However, this type of algorithms is expensive
because they are of backprojection-ﬁltration (BPF) structure and based on PI-lines which are
time-consuming.
Recently, two interesting ﬁltered-backprojection (FBP) algorithms for ROI reconstruction
on circular trajectory have been published [7, 8]. These algorithms are based on the general
structure of the FDK algorithm [9] but follow a different approach when ﬁltering the projec-
tions. In this work, we present an extension of the two algorithms from circular to helical tra-
jectory. In addition, we show a numerical comparison between the two extended algorithms and
the standard FDK algorithm with helical scanning geometry. The paper is organized as follows.
In the second section we describe helical scanning geometry and we introduce some standard
notations. The classical and modiﬁed FDK algorithms for helical reconstruction are also de-
scribed in this section. In section 3, we show a numerical comparison with both complete and
truncated data.
2. Description of the Proposed Algorithms
In this section, we ﬁrst describe the helical scanning geometry and introduce the different no-
tations used throughout the reconstruction inversion formulas. Then, the steps performed in the
FDK algorithm for reconstruction over a helical trajectory are brieﬂy illustrated. Finally, we
show two alternative approaches for ﬁltering the projections which can reduce the reconstruc-
tion artifacts obtained when the projections are transversely truncated.
2.1. Notations and helical data acquisition geometry
Consider a 3D object of attenuation function f (−→r ) where −→r is the position vector of a point
M located in the object. The coordinates of M in the ﬁxed coordinate system of the object
(−→e x,
−→e y,
−→e z) are given by (x,y,z). The actual support of the object is conﬁned within a cylinder
of radius r and central axis along the z-direction. Thus, we have
f (−→r ) = 0 for x2+ y2 > r2. (1)
As illustrated in ﬁgure 1, the X-ray source S moves on a helical trajectory of radius R. The
coordinates of S in the system (−→e x,
−→e y,
−→e z) are denoted by
−→y (λ ) = (Rcosλ ,Rsinλ ,hλ ), λ ∈ [λmin,λmax]. (2)
Note that λmin and λmax represent the endpoints of the rotation angle λ and 2pih is the helical





Figure 1. Helical cone-beam acquisition geometry and associated notations.
A planar 2D detector is placed at a distance D from the source with its axes deﬁned by the
unit vectors−→e u and
−→e v. Od is the origin of the detector and deﬁned by the orthogonal projection
of S onto the detector. The unit vector joining Od and S is given by
−→e w. The expressions of the
three unit vectors −→eu(λ ),
−→ev (λ ) and





−→eu(λ ) = (−sinλ )
−→ex +(cosλ )
−→ey
−→ev (λ ) =
−→ez
























f (−→y (λ )+
−→
θ (ud,vd,λ )l)dl, (5)
where
−→
θ (ud,vd,λ ) is the unit vector of the X-ray emitted from the source point S of rotation
angle λ and crossing the detector at the point of coordinates (ud,vd).
2.2. Standard FDK algorithm
The majority of commercial scanners use the Feldkamp-Davis-Kress (FDK) algorithm due to
its simplicity and high efﬁciency. This algorithm is of ﬁltered-back-projection (FBP) structure
which gives an exact reconstruction only in the central plane of the object. The algorithm was
developed initially for reconstruction on a circular trajectory [9] and has been later extended by
Wang et al. [10] for reconstruction on a helical trajectory. Its inversion reconstruction formula
assuming helical trajectory can be expressed as
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In this equation, hr represents the ramp ﬁlter kernel and g







As we can see, this algorithm consists of three main steps: (a) cosine weighting of the projec-
tions (Eq. (8)); (b) row-wise ﬁltering of the weighted projections using the ramp kernel (Eq.
(7)); (c) back-projection of the ﬁltered data (Eq. (6)). It should be stated that the ramp ﬁlter is
global and thus ﬁltering any point in the 2D projection matrix requires a complete knowledge
of the whole corresponding detector row. When projections are truncated transversely, this con-
dition is not satisﬁed and as a result the ﬁltering step is not performed correctly which produces
signiﬁcant artifacts in the reconstructed image.
2.3. FDK algorithm based on the first derivative operator
As we can see in the previous subsection, the error of reconstruction comes only from the
ramp ﬁltering step when the projections are truncated transversely. The following fundamental







where gH is obtained by applying the Hilbert transform along each row in the data matrix g.
Based on Eq. (9), Wang et al. [8] have proposed to replace the ramp ﬁlter in the standard FDK
algorithm on a circular trajectory by the ﬁrst derivative operator and the Hilbert transform. In
this work, we extended this algorithm from circular to helical scanning geometry. This algorithm
is based on the FDK method for reconstruction on a helical trajectory but uses an alternative
approach of ﬁltering that decomposes the ramp kernel into the ﬁrst derivative operator and
the Hilbert transform. The ﬁrst derivative is local and gives accurate results even when the
projections are truncated whereas the Hilbert transform is global and as a result is affected by
truncations. However, when we apply the ﬁrst derivative operator, we obtain zeros in most of
the regions and consequently the ﬁltered data after the Hilbert transform are not inﬂuenced
signiﬁcantly by truncations. Thus, the structure of this algorithm is the same as that of the
FDK with a different manner of ﬁltering that can handle transverse truncations. Similarly, we
ﬁrst weight the computed projections (Eq. (8)). Then, the weighted datasets are ﬁltered using
the ﬁrst derivative operator and the Hilbert transform(Eq. (9)). Finally, these ﬁltered data are
back-projected to get the reconstructed image (Eq. (6)).
2.4. FDK algorithm based on the 1D Laplace operator
Very recently, an important algorithm for circular ROI reconstruction named approximate trun-
cation resistant algorithm for computed tomography (ATRACT) has been published [12]. Sim-
ilarly, it is based on the FDK algorithm but uses another approach of ﬁltering that decomposes
the ramp ﬁlter into the 2D Laplace operator coupled with a 2D Radon-based ﬁltering operation.
This algorithm is very efﬁcient and gives artifact-free reconstructions when the projections are
truncated transversely. The only drawback of this algorithm is the high computational cost of
the 2D Radon-based ﬁltering step. Later, Xia et al. [7] optimized this algorithm by proposing
another approach that replaces the ramp ﬁlter by the 1D Laplace operator and a 1D logarithmic-
based ﬁltering step. An analytical proof of the algorithm was illustrated in [13]. Brieﬂy, the
ramp kernel in the Fourier domain |σ | can be reformulated as follows:










The ﬁrst term in Eqn. (10) corresponds to the Fourier transform of the 1D Laplace operator
and the second term represents the Fourier transform of the logarithmic kernel. Knowing that
multiplication in the Fourier domain refers to convolution in the spatial domain, the ramp-


















Remind that g′ are the cosine weighted projections deﬁned previously in Eqn. (8). Thus,
the ramp ﬁlter is mathematically identical to the Laplace operation (Eqn. (12)) and a 1D
logarithmic-based ﬁltering step (Eqn. (11)). The Laplace operation is local and hence is not in-
ﬂuenced by truncations whereas the 1D logarithmic-based ﬁltering is global but less sensitive to
truncations compared to the 1D ramp ﬁltering step. Note that this algorithm was also developed
for reconstruction on circular trajectory. Similarly, our main contribution was to adapt it for
helical scanning geometry using the same approach which was followed during the extension
of the standard FDK algorithm from circular to helical trajectory.
3. Results and Numerical Comparison
We present in this section a numerical comparison of the mentioned algorithms from both trun-
cated and non-truncated data. CIVA software [14] was used to carry on numerical simulations
and evaluate the performance of the developed algorithms. Table 1 indicates the conﬁguration
used when simulating the cone-beam helical projections.
Table 1. Numerical simulation parameters.
Object radius (r) 7.5 mm
Helix radius (R) 30 mm
Source-detector distance (D) 60 mm
Helical pitch (2pih) 2.3125 mm
Number of projections per turn 360
Detector pixel size 0.065×0.065 mm2
Detector sampling 100×512 pixels
Reconstruction matrix 600×600×600 voxels
Our simulated object is a computer-aided-design (CAD) model phantom which is similar to
the Defrise disk phantom with additional rectangular and circular holes of different sizes. The
height of this phantom is 18.5 mm and consists of ﬁve circular disks with thickness 2.5 mm
stacked along the z-direction and separated by 1.5 mm. The radius of each disk is 7.5 mm and
the values of the diameter of each circular hole and the edge of each square hole are given in
mm as follow: 1.0, 0.8, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0.05 and 0.025. The phantom is made of
polymethyl-methacrylate (PMMA) and we used monochromatic X-ray source of 80 KeV. Fig-
ure 2 shows the reconstruction of the phantom using the three algorithms described in Section
2 with complete and noise-free projections. The reconstruction results are similar and it is clear



































Figure 2. Reconstruction of the disk phantom using the three mentioned algorithms with a display window [0,0.03]. The ﬁrst column cor-
responds to the standard FDK reconstruction whereas the second and third columns refer to reconstruction results using the modiﬁed FDK
algorithms which are based on the ﬁrst derivative operator and the 1D Laplace operator, respectively. The horizontal central slice of each
reconstructed image is displayed in the ﬁrst row with the red lines used for the 1D numerical comparison plotted in the second row.















Figure 3. Evaluation of the spatial resolution using a 1D numerical comparison along the green lines illustrated in ﬁgure 2.
For a theoretical analysis of the spatial resolution, the type of the ﬁlter kernel for each al-
gorithm should be studied. Referring to the frequency response of each ﬁlter, we notice that the
ramp kernel and the second derivative operator are high-pass ﬁlters whereas the ﬁrst derivative
operator is a band-pass ﬁlter. Thus, the modiﬁed FDK algorithm based on the ﬁrst derivative
(a) FDK (complete data) (b) FDK (truncated data) (c) FDK(1) (truncated data) (d) FDK(2) (truncated data)
Figure 4. Comparison of one projection of the 3D sinogram ﬁltered by the three described algorithms where FDK(1) and FDK(2) correspond
to FDK based on the ﬁrst derivative operator and the 1D Laplace operator, respectively.
operator is supposed to denote a poor spatial resolution compared with the other two algorithms.
For numerical evaluation, we show in ﬁgure 3 a 1D numerical comparison along the circular
holes of diameter value 0.05 mm (green lines illustrated in ﬁgure 2). The standard FDK algo-
rithm and the FDK algorithm based on the 1D Laplace operator reconstructions show good spa-
tial resolution whereas the FDK algorithm based on the ﬁrst derivative operator shows a slight
loss in the spatial resolution.
To study reconstruction with truncated data, 128 pixels on each side of every row in the de-
tector are set to zero. Within this conﬁguration, only half of the object is viewed by the detector
and as a result the ﬁeld-of-view (FOV) is reduced to its half size. In order to compare the impact
of each ﬁltering approach on truncated data, we represent in ﬁgure 4 2D projections obtained in
the 3D sinogram ﬁltered using the three mentioned algorithms. Figure 4a is the reference in our
numerical comparisons and shows a ﬁltered 2D projection obtained from complete data using
the standard FDK algorithm. Figures 4b, 4c and 4d illustrate ﬁltered 2D projections obtained
from truncated data using FDK, FDK(1) and FDK(2), respectively. It is obvious that the ﬁltering
steps of FDK(1) (ﬁgure 4c) and FDK(2) (ﬁgure 4d) are local in contrast to the ramp ﬁlter of
the standard FDK algorithm that denotes a ﬁltered sinogram (ﬁgure 4b) far from the reference
(ﬁgure 4a). Figure 5 represents the horizontal central slices in the FOV (yellow square region in
ﬁgure 2) of the images reconstructed by the three algorithms with a 1D numerical comparison
along the red lines. The ﬁrst column corresponds to the standard FDK reconstruction whereas
the second and third columns correspond to FDK(1) (modiﬁed FDK algorithm based on the ﬁrst
derivative operator) and FDK(2) (modiﬁed FDK algorithm based on the 1D Laplace operator),
respectively. As we can see, the standard FDK algorithm can not handle transverse truncation
and severe distortions (cup artifacts) appear in the reconstructed image. On the other hand,
the two modiﬁed algorithms show reconstructions free of artifacts. The 1D proﬁle comparison
demonstrates that an important reconstruction offset appears with the standard FDK algorithm
in case of truncated data whereas this offset can be suppressed by using the two modiﬁed FDK
algorithms. It should be mentioned that for these two modiﬁed FDK algorithms a min-max
scaling method was applied manually after reconstruction [13]. Without this step, the recon-
struction suffers from a global scaling issue and the measured values are not quantitative. The
ﬁnal calibrated reconstructed values fc(i) are given by
fc(i) =
( fr(i)− fr(min))( fmax− fmin)
( fr(max)− fr(min))
+ fmin, (13)
where fr(min) and fr(max) are the minimum and maximum values in the reconstructed image fr,
respectively, while fmin and fmax correspond to the minimum and maximum attenuation values
in the FOV of the original object, respectively. The mean square error (MSE) metric is used to







| fr(i)− f (i)|
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, (14)




























Figure 5. FOV reconstruction in case of truncated data with the red lines used for 1D numerical comparison.
Table 2 shows a comparison of the three algorithms for the ﬁrst (complete data) and the
second (truncated data) simulations. In this table, we show the measured MSE and the time of
reconstruction for each algorithm. The MSE is computed on the whole 3D volume in the case
of complete data and only for the considered FOV when the projections are truncated.
Table 2. Numerical comparison of the three described algorithms with both complete and truncated data.
Reconstruction algorithm FDK FDK(1) FDK(2)
Reconstruction time (minutes) 61.5 61.4 63.5
Mean-square-error (complete data) ×10−6 5 6 6
Mean-square-error (truncated data) ×10−6 448 7 6
4. Conclusions
In this work, two ROI reconstruction algorithms for circular scanning geometry were extended
to helical trajectory. For performance evaluation, we illustrated a numerical comparison of the
two extended algorithms and the standard helical FDK algorithm. Our computer simulations
show reconstructions with both complete and transversely truncated data. There is no observ-
able difference between the image quality of reconstructions from complete data with the three
described algorithms. However, when the projections are truncated transversely, the two mod-
iﬁed FDK algorithms perform better than the standard one that uses the global ramp ﬁlter. In
particular, these two algorithms solve the well-known cup artifacts usually observed with the
standard FDK algorithm in the case of truncated data. In terms of performance, the reconstruc-
tion time is similar for the three mentioned algorithms. It should be noted that these two local
reconstruction algorithms are of great interest because of their ﬁltered-backprojection structure
and consequently they are not time-consuming like backprojection-ﬁltration and PI-line based
algorithms or other iterative methods for local reconstruction.
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