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SIMPLICITY OF RINGS OF DIFFERENTIAL OPERATORS IN
PRIME CHARACTERISTIC
KAREN E. SMITH AND MICHEL VAN DEN BERGH
Abstract. LetW be a finite dimensional representation of a linearly reductive
group G over a field k. Motivated by their work on classical rings of invariants,
Levasseur and Stafford asked whether the ring of invariants under G of the
symmetric algebra of W has a simple ring of differential operators. In this
paper, we show that this is true in prime characteristic. Indeed, if R is a
graded subring of a polynomial ring over a perfect field of characteristic p > 0
and if the inclusion R →֒ S splits, then Dk(R) is a simple ring. In the last
section of the paper, we discuss how one might try to deduce the characteristic
zero case from this result. As yet, however, this is a subtle problem and the
answer to the question of Levasseur and Stafford remains open in characteristic
zero.
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2 KAREN E. SMITH AND MICHEL VAN DEN BERGH
1. Introduction
The ring of differential operators on the coordinate ring R of a smooth connected
affine algebraic variety over a field k is fairly well understood. This ring, denoted
Dk(R), is a simple ring; in the event that k has characteristic zero, Dk(R) is a
finitely generated k-algebra. Despite intense study by various authors, however,
the structure of Dk(R) for a non-smooth variety remains a mystery. It is known
that it need not be simple nor finitely generated in general [3]. A problem remains to
identify classes of varieties for which the corresponding ring of differential operators
is simple or is finitely generated.
A general expectation persists that rings of differential operators on rings of
invariants for linearly reductive groups should have various nice properties [18]
[21][25][32]. One such expectation is reflected in the following conjecture.
Conjecture 1.1. Let W be a finite dimensional k-representation of a linearly
reductive group G. Let R be the ring of invariants for G acting on the symmetric
algebra S(W ). Then Dk(R) is a simple ring.
This conjecture was stated as a question by Levasseur and Stafford [18] in the
slightly more restrictive setting of G reductive and k of characteristic zero. To date,
much research into the structure of rings of differential operators has focused on
the case of affine rings over a field of characteristic zero. This may be founded in a
(perhaps misguided) feeling that rings of differential operators are better behaved
in characteristic zero. In fact, differential operators have an especially interesting
form in prime characteristic, and their nice structure enables us to prove a general
theorem that implies Conjecture 1.1 in characteristic p.
In a fairly delicate argument using the structure theory of primitive ideals in
an enveloping algebra, Levasseur and Stafford were able to prove Conjecture 1.1
for the “classical” rings of invariants in characteristic zero [18]. Earlier, Kantor
[14] had proven the conjecture for finite groups, assuming the ground field to be
the complex numbers. Van den Bergh has studied some representations of SL(2, k)
when k has characteristic zero [35]. The case of torus invariants in characteristic
zero is covered by [22]. Very little had been known about the structure of Dk(R),
however, in the case where k has characteristic p > 0.
The simplicity of Dk(R) imposes strong restrictions on R. If Dk(R) is a simple
ring, then R must be simple as a Dk(R) module (see §4.4). For any reduced ring R,
it is easy to see that each minimal prime of R is a Dk(R) submodule of R, so that
simplicity of Dk(R) implies that R is a domain. In [32], it is shown that simplicity
of Dk(R) implies that R is Cohen-Macaulay. In characteristic p > 0, the simplicity
of Dk(R) forces the tight closure of an ideal I, usually a very subtle and difficult
to compute closure operation, to take an especially simple form [28].
When R is the ring of invariants of a linearly reductive group acting on the sym-
metric algebra S = S(W ) of a finite dimensional k-representationW , the Reynolds
operator provides an R module splitting of the inclusion map R →֒ S. The simplic-
ity of Dk(R) may be the result of the elementary algebraic features of R inherited
by virtue of its being a direct summand of a regular ring rather than a consequence
of some of the more subtle issues arising because of the structure and action of G.
We propose the following conjecture.
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Conjecture 1.2. Let R →֒ S be an inclusion of k-algebras, where k is any field.
Assume that this inclusion splits as a map of R modules. If Dk(S) is a simple ring,
then Dk(R) is a simple ring.
In the question of Levasseur and Stafford, S is a polynomial ring and R is some
graded subring. Thus to prove Conjecture 1.1, it would suffice to prove this more
general conjecture even just for the case where R is a graded subring of a polynomial
ring S. This is exactly what we accomplish in this paper in prime characteristic.
The following important corollary follows easily from the main theorem of this
paper (Theorem 4.2.1).
Theorem 1.3. Let R be a graded subring of a polynomial ring S over a perfect field
k of characteristic p > 0. Assume that the inclusion R →֒ S splits in the category
of graded R modules. Then Dk(R) is a simple ring.
With the notation of the theorem above, Dk(R) is simply the ring of all additive
maps from R to itself linear over some subring Rp
e
of pe-th powers of the elements
of R (see §2.5). Our work heavily exploits this very interesting description of the
ring of differential operators.
The study of differential operators in characteristic p > 0 is partially motivated
by the connections with the theory of tight closure. Tight closure, introduced by
M. Hochster and C. Huneke, is a closure operation performed on ideals in a ring
of prime characteristic which has led to deep new insight into the structure of
commutative rings containing a field. We refer the reader to [11] for more about
tight closure. The relationship with differential operators is developed by the first
author in [28]. Although this paper is independent of the theory of tight closure,
some of the motivation for this work, and many of the ideas within, are inspired by
tight closure.
The paper is organized as follows. Section 2 establishes the notation and sum-
marizes the relevant facts to be used throughout the paper. Section 3 contains a
study of the behavior of modules under the Frobenius functor. In particular, we
introduce the concept of “Finite F-representation type.” This is a fairly strong
representation theoretic property of commutative rings of characteristic p > 0. Its
name is intended to recall the similar (though much stronger) property of finite
representation type. In Section 4, the main results about the simplicity of rings of
differential operators in characteristic p > 0 are developed. In the final section of
this paper, we address the question of how one may attempt to deduce the charac-
teristic zero case from this theorem. As yet, however, this problem is a subtle one
and the above conjectures remain open in characteristic zero.
The authors thank Mel Hochster for illuminating various aspects of [9]; his com-
ments regarding the behavior of discriminants were particularly helpful in straight-
ening out the proof of Theorem 5.2.1. The first author also expresses warm thanks
to Ragnar Buchweitz and Frank Schreyer for an engaging discussion about Atiyah’s
classification of vector bundles on an elliptic curve that was helpful in understanding
[30].
2. Generalities
Throughout this paper, the word “module” always means left module, except
where otherwise indicated. The notationMR indicates thatM is a right R-module,
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and the notation RM indicates that M is a left R-module. Frequently, an abelian
group M may be a module or bi-module over several different rings, in which case
the notation MR (or RM) indicates that the structure under consideration is the
right (or left) R-module structure.
2.1. Differential Operators: Definitions. Let k be any commutative ring and
let R be any commutative k-algebra. For any two R modulesM and N , the module
DR/k(M,N) (or Dk(M,N) when R is understood) of k linear differential opera-
tors from M to N is a certain distinguished submodule of Homk(M,N), defined
inductively as follows:
Dk(M,N) =
⋃
n∈N
Dnk (M,N),
where
D0k(M,N) = HomR(M,N) and
Dnk (M,N) = {θ ∈ Homk(M,N)| for all r ∈ R, [r, θ] ∈ D
n−1
k (M,N)}.
The symbol [r, θ] denotes the commutator operator (r ◦ θ− θ ◦ r) ∈ Homk(M,N),
where the symbol “◦” denotes composition of operators. A differential operator
θ ∈ Dnk (M,N) but not in D
n−1
k (M,N) is said to be of order n. When M = N , the
differential operatorsDk(M,M) form a ring, denoted Dk(M). Note that Dk(M,N)
is a Dk(N)−Dk(M) bimodule where the action is given by composition of maps.
Of particular interest is the ring of differential operators on R itself, Dk(R). The
unadorned symbol D(R) indicates that the base ring k is Z.
Another, entirely equivalent, point of view is the following. Consider the ring
R⊗k R. Note that Homk(M,N) is a (left) module over R⊗k R is an obvious way:
an element r ⊗ s acts on θ to produce r ◦ θ ◦ s ∈ Homk(M,N). Let JR/k denote
the kernel of the multiplication map R ⊗k R→ R sending an element r ⊗ s to the
product rs. Note that JR/k is generated by elements of the form r⊗ 1− 1⊗ r, and
that such an element acts on θ ∈ Homk(M,N) to produce the commutator [r, θ].
It is thus clear that an operator θ ∈ Homk(M,N) is a differential operator of order
less than or equal to n if and only if θ is annihilated by Jn+1. That is, there are
canonical isomorphisms
Dnk (M,N) = HomR⊗kR((R ⊗k R)/J
n+1
R/k ,Homk(M,N)) = HomR(P
n
R/k ⊗M,N)
where PnR/k is simply (R ⊗k R)/J
n+1
R/k , regarded as an R-bimodule, and the homo-
morphisms are as left R modules. By definition, an element m of an S-module M
is in the zero-th local cohomology module H0J(M) with support in the ideal J ⊂ S
if m is annihilated by some power of J . Thus, differential operators can be thought
of as the elements of the local cohomology module
(2.1) Dk(M,N) = H
0
JR/k
(Homk(M,N)).
2.2. Derived functors of differential operators. Of substantial interest to us
are the higher derived functors of differential operators. This is because, as we
will show in Section 5, they essentially control the behavior of differential operators
under reduction to prime characteristic. Denote by RiDk(M,−) the right derived
functors of the left exact covariant functor Dk(M,−). Clearly
RiDk(M,N) = lim−→
n
ExtiR(P
n
R/k ⊗RM,N)
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Although Dk(−, N) is a left exact contravariant functor (so that it would make
sense to compute its derived functors), in general RiDk(M,N) is not the derived
functor of its first argument; indeed, there is no reason why RiDk(R,M) should
vanish for i > 0 (see example 5.1.1). However, using the “associativity formula”
HomR(M,HomR(P
n
R/k, N)) = HomR(P
n
R/k ⊗M,N), we do see that there are two
spectral sequences with the same limit whose E2 terms are (dropping the subscripts
from the notation):
Extp(M,Extq(Pn, N)) and Extq(Torp(P
n,M), N)
(see chapter XVI of [4]).
In very good cases, these spectral sequences collapse, as we now describe. Recall
that a k-algebra R is formally smooth if, for every k-algebra C and every ideal
J ⊂ C such that J2 = 0, the map Homk(R,C)→ Homk(R,C/J) is surjective ([7],
IV.0.19.3.1, or IV.17.1.1). If k is a field, then the coordinate ring R of a smooth
affine algebraic variety over k is k-formally smooth, as is any local ring of a smooth
k-variety.
Proposition 2.2.1. Assume that R is formally smooth over k, and that each PnR/k
is a finitely presented (left) R module. Then
(1) RiDk(R,N) = 0 for i > 0;
(2) RiDk(M,N) is a derived functor of its first argument;
(3) Assume in addition that R is noetherian and that M is finitely generated.
Then there are natural identifications
RiDk(M,N) = Ext
i
R(M, (N ⊗R Dk(R))R)
= ExtiDk(R)(M ⊗R Dk(R), N ⊗R Dk(R))
Proof. The main point is that if R is formally smooth over k, then each PnR/k is left
and right projective as an R module ([7], 16.10.1). It easily follows that
Exti(M,Hom(Pn, N)) ∼= Exti(Pn ⊗M,N).
for all i (this can be seen also from the collapsing of both spectral sequences at E2).
Taking the direct limit (which commutes with the computation of cohomology), we
see that both (1) and (2) hold.
For the first identification in part (3), we have
RiDk(M,N) = lim−→Ext
i
R(M,HomR(P
n, N))
∼=ExtiR(M, lim−→
HomR(P
n, N))
∼=ExtiR(M, (N ⊗R D(R))R).
The first isomorphism above follows from the fact that M is finitely generated and
R is noetherian. Under these hypotheses it is easily seen that Ext commutes with
direct limits in it second argument.
The last isomorphism uses the assumption that each Pn is finitely presented
and projective, in order to verify that the natural map N ⊗ HomR(Pn, R) →
HomR(P
n, N) is an isomorphism. Taking the direct limit, we have the natural
isomorphism of right D(R) modules (and hence right R modules) N ⊗ D(R) =
D(R,N).
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For the second identification in (3), we point out that D(R) is a flat R module,
since it is a direct limit of projective R modules. Furthermore, for any right D(R)
module I, and any right R module M , we have the natural adjointness
HomR(M, IR) = HomD(R)(M ⊗R D(R), I).
It follows that any injective rightD(R) module is also injective considered as a right
R module, since the functor HomR(−, IR) = HomD(R)(− ⊗R D(R), I) is exact.
The computation of ExtiR(M, (N ⊗R D(R))R) can therefore be accomplished by
resolving N ⊗D(R) by right D(R) injectives, and then viewing this resolution as a
resolution by right R modules. In light of the adjointness above, the identification
with ExtiDk(R)(M ⊗R Dk(R), N ⊗R Dk(R)) is immediate. 
The formula (2.1) suggests a corresponding formula for higher local cohomology.
The following proposition shows that this is essentially correct.
Proposition 2.2.2. Assume that R and M are projective over k and that M is
a finitely generated R-module. Assume furthermore that R ⊗k R is Noetherian
1.
Then
RiDk(M,N) = H
i
JR/k
(Homk(M,N))
Proof. Because M is a projective k module, the functor H0JR/k(Homk(M,−)) is a
left exact covariant functor, and the {HiJR/k(Homk(M,−))} form a δ functor (so
that short exact sequences of R modules give rise to long exact sequences involv-
ing HiJR/k(Homk(M,−))). By (2.1), H
i
JR/k
(Homk(M,−)) agrees with RiD(M,N)
when i = 0. Therefore, to prove the proposition, it will be sufficient to show that
HiJR/k(Homk(M,−)) vanishes on injective R modules when i > 0. Now
HiJR/k(Homk(M, I)) = lim−→
n
ExtiR⊗kR(P
n,Homk(M, I))
Let A· be a projective R⊗k R-resolution of Pn. We have
ExtiR⊗kR(P
n,Homk(M, I)) = H
i(HomR⊗kR(A
·,Homk(M, I)))
= Hi(HomR(A
· ⊗RM, I))
= HomR(Hi(A
· ⊗RM), I)
The assumption that R is k-projective implies that any projective R⊗k R module
is also a projective R module (on either side). Thus the R⊗R projective resolution
A· can be viewed as a projective resolution of Pn as a right R-module. So
Hi(A
· ⊗k M) = Tor
R
i ((P
n)R,M)
and we obtain
(2.2) HiJR/k(Homk(M, I)) = lim−→
n
HomR(Tor
R
i (P
n,M), I)
Now let B· be a resolution of M by finitely generated projective R-modules. Then
TorRi (P
n,M) = Hi(P
n ⊗B·) = Hi(B˜
·/JnR/kB˜
·)
where for B ∈ R-mod, B˜ denotes the R⊗k R-module R⊗k B.
1R is a quotient of R ⊗k R, so if R ⊗k R is Noetherian, then so is R. The converse is false; a
counter example is given by a rational function field in infinitely many variables.
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Lemma 2.2.3 below implies that for i > 0 there exists an m such that for all n
the maps
Hi(B˜
·/Jn+mR/k B˜
·)→ Hi(B˜
·/JnR/kB˜
·)
are zero. This implies that the right hand side of (2.2) is zero when i > 0, and so
we are done. 
The following (well-known) lemma, used above, is essentially a more precise
statement of the flatness of completion at an arbitrary ideal in a Noetherian ring.
Lemma 2.2.3. Let S be a commutative, Noetherian ring and let J ⊂ S be an ideal.
Let
P
ψ
−→ Q
φ
−→ T
be an exact sequence of finitely generated S-modules. Denote by ψn, φn the induced
maps
P/JnP
ψn
−−→ Q/JnQ
φn
−−→ T/JnT
and let Mn be the middle homology of this sequence. Then there exist m ≥ 0 such
that the induced maps Mm+n →Mn are zero for all n.
Proof. This is an immediate consequence of the Artin-Rees lemma. The Artin-Rees
lemma asserts that given a J-adic filtration on a finitely generated module over a
Noetherian ring, the induced filtration on any submodule is “eventually” J-stable
(see any text on commutative algebra, e.g. [1]). In our situation, we see that there
exists m such that for all n
φ(Q) ∩ Jn+mT ⊂ Jnφ(Q)
Now let q ∈ Q represent, modulo Jm+nQ, an element of Mn+m. Thus
φ(q) ∈ Jn+mT ∩ φ(Q) ⊂ Jnφ(Q) = φ(JnQ)
So there exists a ∈ JnQ such that φ(q − a) = 0, so that q − a = ψ(p) for some
p ∈ P . This yields q mod JnQ = ψn(p mod JnP ) and thus the image of q in Mn
is zero. 
Below we indicate some corollaries of Proposition 2.2.2. They seem to suggest
that the RiDk(M,N) are interesting objects in their own right.
Corollary 2.2.4. Let S → R be a surjective map of k-algebras satisfying the
hypotheses of Proposition 2.2.2. Let M and N be R-modules, where M also satisfies
the hypotheses of 2.2.2.
(1) There is a natural identification
RiDR/k(M,N) = R
iDS/k(SM, SN)
(2) If R is finitely generated over k, then RiDk(M,N) = 0 for i exceeding
the minimal number of algebra generators for R over k. If R is finitely
generated over a field, then RiDk(M,N) = 0 for i exceeding twice the the
Krull dimension of R.
(3) The functors {RiD(M,N)}i form a δ-functor in M on the sub-category of
finitely generated R modules which are projective as k-modules.
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Proof. The first assertion follows because JR/k = JS/kR and in general for local
cohomology HiJR(A) = H
i
J (SA) where J ⊂ S is an ideal in an Noetherian ring,
R is a Noetherian S-algebra, and A is any R module. For (2), note that J is
generated by by x⊗ 1− 1⊗ x where x ranges through the k-algebra generators for
R, and that the Krull dimension of R⊗k R is twice the dimension of R, for finitely
generated algebras over a field. For (3), note that Homk(−, N) is exact, so that
H0J(Homk(−, N)) is left exact, and thus the long exact sequence property follows
from that of H0J (−). 
2.3. The Frobenius Functor. We first recall some general facts about rings of
prime characteristic p > 0. The letter e always denotes a non-negative integer and
q always denotes an integer power q = pe of p.
For each q = pe, the set Rq of qth powers in R forms a subring. We have a
descending chain of subrings of R:
R ⊃ Rp ⊃ Rp
2
⊃ Rp
3
⊃ . . . .
Every perfect field contained in R is contained in every subring Rq; in particular,
Z/pZ ⊂ ∩Rq. Of course, any R module M may be viewed as a module over any
one of these subrings Rq.
The process of viewing an R module M as a module over one of these subrings is
often described in terms of the “Frobenius functor” on the set of R modules. The
Frobenius map is the ring map F : R → R sending r 7→ rp. We often consider not
just the Frobenius map, but also its iterates F e : R→ R sending r 7→ rq. Assuming
that R is reduced, the Frobenius map F e is an isomorphism onto its image Rq. For
any R module M , we denote by eM the module M with its R module structure
pulled back via F e. As an abelian group, eM is the same as M , but its R module
structure is given by r ·m = F e(r)m = rqm.
In this paper, we will frequently be examining the structure ofR as anRq module,
or equivalently, the structure of eR as an R module. For reduced R, there is yet
a third way to view this algebra extension which is sometimes more convenient.
We have an extension R ⊂ R1/q where R1/q is simply the over-ring of qth roots of
elements in R. The Frobenius map F e affords an isomorphism of R →֒ R1/q with
Rq →֒ R. The descending chain above amounts to an ascending chain of over-rings
of R:
R ⊂ R1/p ⊂ R1/p
2
⊂ . . . .
We use the notation em to indicate that an element m in an R module M is
being regarded as an element in eM . In particular, for an element x in a reduced
ring R, the element ex in the R module eR corresponds to the element x1/q in the
R module R1/q under the correspondence discussed above.
Although our formal statements will most often involve the Frobenius functor
notation, the reader is encouraged to bear all three interpretations in mind. De-
pending on the context, one of the following three equivalent notions may make a
particular statement the most transparent: the Rq module R, the R module eR, or
the R module R1/q.
2.4. Strong F-Regularity. Throughout this section, we assume that R is finitely
generated as a module over its subring Rp of pth powers. This weak assumption
(often called “F-finiteness”) is satisfied whenever R is a finitely generated algebra
over a perfect field k or whenever R is a complete local Noetherian ring with a
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perfect residue field k. More generally, k need not even be perfect, as long as
[k : kp] <∞. F-finiteness is preserved under localizations.
Two properties of F-finite rings will be of particular interest to us.
Definition 2.4.1. If the Frobenius map splits, we say that R is F-split. That is,
R is F-split if the inclusion Rp →֒ R splits as a map of Rp modules.
This property is also called F-purity in the literature. Strictly speaking, F-
purity, the property that the Frobenius map is pure, is a weaker condition than F-
splitting. However, for rings R finitely generated over their subrings Rp, F-splitness
is equivalent to F-purity (see [12]).
Note that if Rp ⊂ R splits as a map of Rp modules, then for all q, Rq ⊂ R splits
over Rq.
A stronger, but closely related property is strong F-regularity.
Definition 2.4.2. A reduced F-finite ring is said to be strongly F-regular, if for all
c ∈ R not in any minimal prime, there exists q = pe such that the map R → R1/q
sending 1 7→ c1/q splits as an R-module homomorphism.
The property of strong F-regularity was introduced by Hochster and Huneke in
[10]. They have conjectured that all ideals of R are tightly closed2 if and only if R
is strongly F-regular. This is known to be true for Gorenstein rings [10], for rings
of Krull dimension no more than three [36], and for rings with (at worst) isolated
singularities [19].
It is not hard to see that strongly F-regular rings are F-split. The relationship
of this property to the study of differential operators is apparent from the following
fact, proved in [28].
Theorem 2.4.3. Let R be reduced ring finitely generated over Rp. Then R is
strongly F-regular if and only if it is F-split and it is simple as a left module over
its ring of Z linear differential operators.
Strongly F-regular rings are always Cohen-Macaulay and normal [10]. In partic-
ular, any local strongly F-regular ring is a domain.
One more fact we will need about strong F-regularity follows directly from the
definitions (see [10]):
Theorem 2.4.4. If R ⊂ S splits as a map of R modules and S is strongly F-regular,
then R is also strongly F-regular.
2.5. Rings of Differential Operators in Prime Characteristic. Rings of dif-
ferential operators are especially interesting in prime characteristic. Let R be a
reduced ring finitely generated over its subring Rp of pth powers. It is not difficult
to check that
(2.3) DZ(M,N) =
⋃
q=pe
HomRq(M,N)
We recall Yekutieli’s proof here [37] for convenience of the reader.
2This paper is independent of the theory of tight closure, but see [11] for more about this
beautiful subject.
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Suppose that θ is a differential operator of order ≤ n. For each q > n, JqR/Zθ = 0.
In particular (r⊗1−1⊗ r)q = rq ⊗1−1⊗ rq kills θ. Thus for all r ∈ R, rqθ = θrq,
and θ is Rq linear.
For the converse, suppose that R is generated by x1, x2, . . . , xd as an algebra
over Rp. The same elements generate R over Rq, and thus for all e, JR/Rq is
generated by (x1⊗1−1⊗x1), . . . , (xd⊗1−1⊗xd). In particular, J
dq
R/Rq ⊂ ((x
q
1⊗
1− 1⊗ xq1), . . . , (x
q
d ⊗ 1− 1⊗ x
q
d)) = 0. Therefore, any element θ ∈ HomRq(M,N)
is killed by Jdq and is therefore an Rq linear differential operator. In particular, θ
is a differential operator from M to N linear over any perfect field contained in R.
Remark 2.5.1. It follows from the proof that whenever R is finitely generated over
its subring Rp of pth powers,
DZ(M,N) = D(Z/pZ)(M,N) = Dk(M,N) =
⋃
q=pe
HomRq(M,N)
where k is any perfect field contained in R.
3. The behavior of modules under Frobenius
3.1. Finite F-representation type. Our goal is to understand the structure of
DZ(R) =
⋃
q=pe EndRq(R). We are led to analyze the structure of R as an R
q
module, or equivalently, of eR as an R module, as e → ∞. This task will be
much easier if there are only finitely many isomorphism classes of R modules that
appear as indecomposable summands of eR. This observation leads naturally to the
introduction of rings with Finite F-representation type.
Finite F-representation type (FFRT) is a representation theoretic property of
commutative rings that makes sense only in characteristic p. To be able to state it
we need a class of rings for which the Krull-Schmidt theorem holds. We also need
that R is a finitely generated Rp-module. Therefore we usually restrict ourselves
to the following two classes of rings.
(A) Complete local Noetherian rings with residue field k having the property
[k : kp] <∞ (the “complete” case).
(B) N-graded rings of the form R = k ⊕R1 ⊕R2 ⊕ · · · with k a field such that
[k : kp] <∞ and with R finitely generated over k (the “graded” case).
Throughout this section, R will always denote a ring of either type (A) or type
(B).
Let M(R) stand for the category of finitely generated R-modules (resp. finitely
generated Q-graded R modules). For M ∈M(R) we let [M ] stand for the isomor-
phism class of M . In the graded case, we do not require the isomorphism to be
degree preserving: [M ] = [N ] if and only if N ∼= M(α) via a degree preserving
isomorphism where M(α) is the graded R-module defined by M(α)i = Mi+α. If
M ∈ M(R) then recall that the notation eM means that one is viewing M as an
R-module via restriction of scalars from the Frobenius map. In the graded case we
grade eM by putting (eM)α =Mpeα.
By the Krull-Schmidt theorem there is a decomposition in M(R)
eR =M
(e)
1 ⊕ · · · ⊕M
(e)
ne
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with M
(e)
i indecomposable. When R is reduced, the reader may find it easier to
think about the (canonically) isomorphic decomposition of R1/q as an R module
where q = pe. See Section 2.3
Definition 3.1.1. We say that R has Finite F-representation type (FFRT) if the
set {
[M
(e)
i ] | e ∈ N, i = 1, . . . , ne
}
is finite. That is, R has FFRT if there exists a finite set S of isomorphism classes
of R modules such that any indecomposable R module summand of R1/q, for any
q = pe, is isomorphic to some element of S.
If R is regular, then it is either a polynomial ring or a power series ring over k
and eR is free over R. Thus
Observation 3.1.2. Regular rings have finite F-representation type.
More generally, suppose thatR is Cohen-Macaulay. Then eR is a Cohen-Macaulay
R module of maximal dimension, and hence so are all M
(e)
i . Now recall that R is
said to be of finite representation type if it has only a finite number of indecompos-
able maximal Cohen-Macaulay modules, up to isomorphism. So we obtain:
Observation 3.1.3. If R is Cohen-Macaulay and has finite representation type, then
R has finite F-representation type.
This observation applies, for example, to quadric hypersurfaces in at least three
variables that have an isolated singularity [15].
Below we will show that finite representation type is much stronger that FFRT.
Our first result in this direction is the following.
Proposition 3.1.4. Assume that R ⊂ S is an inclusion of rings of type (A) or
(B) such that S is a finite R-module and such that fR is a direct summand of fS
as R-modules for some f . Then if S has FFRT, then so does R.
Proof. We have to show that the indecomposable summands of all eR are finite in
number as e→∞. It is sufficient to consider the case e ≥ f . For each e ≥ f, eR is
a direct summand of eS as an R module. Let M be an indecomposable R module
summand of eR, e ≥ f . Because eR is an R module summand of eS, M is also an R
module summand of eS. Since the S module decomposition of eS is automatically
an R module decomposition as well (though not necessarily into indecomposables),
M must be an R module summand of some indecomposable S summand of eS.
Since the latter are finite in number by hypothesis, the number of possibilities for
M is also finite. 
This proposition shows that rings of invariants of regular rings under finite groups
of order prime to the characteristic will have FFRT. On the other hand, in dimension
three or higher, these rings of invariants do not usually have finite representation
type. Indeed, every ring with finite representation type must have an isolated
singularity [2], whereas rings of invariants need not. Yoshino’s book is a good
source of information about rings of finite representation type [38].
Now we discuss FFRT in the graded case. The following lemma shows that
there is a restriction, independent of e, on the degrees of the generators of eR as
R-module.
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Lemma 3.1.5. Let R be a graded ring as in (B). Assume that R is generated as
k-algebra by generators in degrees a1, a2, . . . , an. Then
eR is generated as R-module
by generators whose degrees are contained in the half open interval [0, a1+ · · ·+an[.
Proof. We may assume that R is a polynomial ring k[X1, . . . , Xn], degXi > 0.
Then R1/q ∼= k1/q[X
1/q
1 , . . . , X
1/q
n ], q = pe. Let u1, . . . , uq be the generators of
k1/q as k-vector space. Then the generators of R1/q as R-module are given by
uiX
α1/q
1 · · ·X
αn/q
n , 0 ≤ αj ≤ q − 1. The degree of such a generator is given by
(
∑
aiαi)/q, which lies indeed in [0, a1 + · · ·+ an[. 
Proposition 3.1.6. Assume that R ⊂ S are graded rings satisfying (B). Assume
furthermore that [S0 : R0] <∞ and that fR is an R-module direct summand of fS
for some f . Then if S has FFRT, so does R.
Proof. We have to describe the indecomposable R module summands of eR. As
before, we may assume e ≥ f .
Let N1, . . . , Nt be the list of indecomposable S module summands of
eS, up to
isomorphism and shift of degree. Without loss of generality, we may, and we will,
assume that the grading on the Ni is normalized in such a way that (Ni)0 6= 0 and
(Ni)α = 0 for α < 0.
For any Q-graded S-module M we have a decomposition as S-module
M =
⊕
α∈[0,1[∩Q
[M ]α mod Z
where the index α mod Z ∈ Q/Z gives rise to [M ]α mod Z =
⊕
n∈Z Mα+n. Applying
this decomposition to the indecomposable Ni we obtain Ni = [Ni]0 mod Z. Thus the
Ni are N-graded.
Now let M be an indecomposable graded summand of eR, e ≥ f . Note that
any minimal generator of M is a minimal generator of eR, so by Lemma 3.1.5,
the degrees of the minimal generators of M are bounded above by a, where a is
independent of e. Furthermore,M is also an R-module summand of eS and hence an
R-module summand of some Ni(α), α ≤ 0. Thus M ′ =M(−α) is a R-summand of
Ni. Note that the minimal generators ofM
′ have degrees bounded by ≤ a+α ≤ a,
where a is independent of e.
So we have shown that any direct R-summand of eR is, after shifting degrees, a
direct summand of some Ni and is generated in degree ≤ a. Now let
(3.1) M ′1,M
′
2, . . .M
′
n, . . .
be a (possibly infinite) list of non-isomorphic direct summands of Ni, generated in
degree ≤ a. By the Krull-Schmidt theorem, M ′1 ⊕ · · · ⊕M
′
n is a direct summand of
Ni for all n. Now since all [Ni]k are finite dimensional S0-vector spaces, they also
are finite dimensional R0 vector spaces. Furthermore all M
′
i contain at least one
element in degree ≤ a. So comparing dimensions in degrees ≤ a, we see that the
list (3.1) must be finite.
Hence there are only a finite number of non-isomorphic direct summands gen-
erated in degree ≤ a of a given Ni. Since the Ni are also finite in number we are
done. 
This proposition applies for example to rings of invariants of linearly reductive
groups. A linearly reductive group is one for which all finite dimensional represen-
tations are completely reducible. In characteristic p > 0, the only linearly reductive
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groups are extensions of finite groups whose order is prime to p by tori [23]. For
groups defined over a field of characteristic zero, linearly reductive is equivalent to
reductive [8]. In the next section, we discuss rings of invariants of linearly reductive
groups in characteristic p in some detail.
Example 3.1.7. The cubic cone, given by R = k[X,Y, Z]/(X3 + Y 3 + Z3), is ex-
ample of a graded ring which does not have FFRT, at least when k is algebraically
closed of characteristic p = 1 mod 3Z. Indeed, in [30], Tango uses Atiyah’s classi-
fication of vector bundles to give an explicit decomposition of the structure sheaf
F∗OX of an elliptic curve X viewed as an OX module via the Frobenius endomor-
phism. His method easily generalizes to give a decomposition of F e∗OX over OX ,
and hence of eR over R, where R is the coordinate ring for X ⊂ P2 (e.g. the cubic
cone above). In the case where X is not super-singular (equivalently, where R is
F-split), the decomposition is
F e∗OX ∼=
q−1⊕
i=0
Li,
where the Li run through the various (non-isomorphic) degree zero line bundles
corresponding to the q = pe distinct q-torsion points3 of X . This decomposition
corresponds to an R module decomposition (eR)0 mod Z ∼=
⊕q−1
i=0 Mi, where the Mi
are indecomposable graded R modules whose sheafifications produce the Li.
There are infinitely many non-isomorphic Mi as e → ∞. To see this, note that
if Mi ∼=Mj(n) for some integer n, then Li ∼= Lj ⊗OX(n) as OX modules. Because
each Li has degree zero, this is impossible unless n = 0, a contradiction if i 6= j.
Since (eR)0 mod Z is a direct summand of
eR, we infer that R does not have FFRT.
3.2. Invariants under linearly reductive groups. In this section we give a
more explicit description of the indecomposable summands of eR when R is a ring of
invariants for the action of a linearly reductive group on the symmetric algebra S =
S(W ) of some representation W over a perfect field k. This section is independent
of the rest of the paper.
Let U be another representation of G. Then R(U) = (S ⊗ U)G is an R-module,
called a module of covariants. Clearly R(U ⊕ V ) = R(U) ⊕ R(V ). For the basic
properties of modules of covariants (in characteristic zero) see [34][31]. Below we
show that there is a finite set of irreducible representations (Ui)i=1,...,n such that
all eR can be written as direct sums of copies of R(Ui). These Ui will be described
in terms of Frobenius twists of the original representation, so we now digress to
review this idea; see [13] for a more detailed discussion.
3.2.1. Frobenius Twisted Representations. Let G be a group and let U be any finite
dimensional representation over a perfect field k. As before, we may consider the
k module eU defined as the abelian group U but with k structure defined via
Frobenius: λ · v = λp
e
v for λ ∈ k and v ∈ eU . Because G→ GLk(U)→ GLk(eU),
it is clear that eU is also a representation of G. This representation is called a
Frobenius Twist of U . It has traditionally been more standard in representation
theory circles to denote this representation by U (−e). In order to be consistent with
this tradition, we will adopt this notation here as well.
3The pe-torsion points on a non-super-singular elliptic curve form a cyclic group of order pe
[26, p 137].
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The apparent anomaly of notation is motivated by the following observation.
Fix a basis e1, . . . , en for U . Suppose that the representation of G is defined by
g · ei =
∑n
i=1 cij(g)ej for some functions cij on G. Because the ei also form a
basis for eU (assuming k is perfect), the action of G on eU is described by g · ei =∑n
i=1(cij(g))
p−e · ej. Therefore, a collection of matrices defining the representation
U (−e)(= eU) is given by raising each of the entries in a defining collection of matrices
for U to the p−e-th power.
This explicit description of the representation U (−e) brings to light an important
point. Suppose that G→ GLk(U) is an algebraic representation, i.e., that G is an
algebraic group defined over k and that the functions cij above are rational functions
on G. The twisted representation G → GLk(eU) is not a priori an algebraic
representation, as the functions cp
−e
ij need not be in k[G]. The representation U
(e)
is algebraic if e ≥ 0. For e < 0, U (e) is not algebraic in general, though U (e) is
easily checked algebraic for all e ∈ Z when G is a finite group.
When G is a torus, the fact that the representations eU are not algebraic can
be side-stepped by appropriately grading the representation U . Thus, though the
ideas are similar, there are some slight differences between our treatments of the
finite group case and the torus case. With a little effort, but at the cost of some
extra technicality, similar results can be proved for the case where G is an extension
of a finite group by a torus. We leave this to the reader.
3.2.2. G finite. Let G be a finite group and let W be a finite dimensional G repre-
sentation over a perfect field k. Let S be the symmetric algebra S = S(W ) and let
S+ =
⊕
n>0 Sn. The notation S
[pe]
+ denotes the ideal of S generated by the p
e-th
powers of the elements in S+.
Proposition 3.2.1. With notation as above, set R = SG, and assume p does not
divide |G|.
(1) As R-modules we have
eR ∼=
(
(S/S
[pe]
+ )
(−e) ⊗k S
)G
In particular, eR is a module of covariants.
(2) Let U1, . . . , Un be the list of irreducible representations of G occurring in
(SlW )(f) for some l, f . Then eR is a direct sum of modules of covariants
R(Ui) and conversely every such module of covariants R(Ui) is a direct
summand of some eR.
Proof. For (1), note that we have a G-equivariant surjective map S → S/S
[pe]
+ .
Since G is linearly reductive this map splits G-equivariantly. This yields a G-
equivariant map of Sp
e
-modules
(3.2) S/S
[pe]
+ ⊗k S
pe → S
Since these are both projective Sp
e
-modules, and (3.2) is clearly an isomorphism
after the base change ⊗SpeS
pe/Sp
e
+ , Nakayama’s lemma yields that (3.2) is a iso-
morphism. Hence
(3.3) S/S
[pe]
+ ⊗k S
pe ∼= eS
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as (G,S) modules, where S acts on the left hand side of (3.3) through F e, that is,
s · (x¯ ⊗ rp
e
) = (x¯⊗ sp
e
rp
e
). Furthermore, the bijection
(3.4) (S/S
[pe]
+ )
(−e) ⊗ S → S/S
[pe]
+ ⊗ S
pe : x¯⊗ s 7→ x¯⊗ sp
e
is easily checked to be an isomorphism of (G,S)-modules, where S now acts in the
natural way on the left hand side of (3.4). Since (eS)G = eR, this proves (1).
For (2), we have to decompose (S/S [p
e])(−e) into irreducible G-representations.
Now all irreducible representations of G are defined over some finite extension of
the prime field. Hence there exists a u such that for every finite dimensional G-
representation one has U (u) ∼= U .
Now every Ui occurs by definition in some (S
lW )(−e). Because of the remark in
the previous paragraph we may assume e≫ 0. Then Ui also occurs in (S/S
[pe]
+ )
(−e).
Hence R(Ui) is a direct summand of
eR.
Conversely (S/S [p
e])(−e) is a quotient of S(−e) and hence is a direct sum of the
Ui. So
eR is a direct sum of the R(Ui). 
3.2.3. G a torus. Let G be a torus, split over the perfect ground field k. Let X(G)
be the character group of G; we will use additive notation in working with X(G).
The notation X(G)Q stands for the group X(G)⊗Z Q.
For χ ∈ X(G) we denote by Lχ the corresponding one-dimensionalG-representation.
Let W be any finite dimensional representation of G over k. Diagonalizing the ac-
tion of G onW , we have a decompositionW ∼= ⊕Lα where α ∈ X(G) runs through
the weights ofW . The symmetric algebra S = S(W ) = S(⊕Lα) is an X(G) graded
k-algebra. The graded component Sχ corresponding to χ ∈ X(G) consists of all
elements s ∈ S for which g · s = χ(g)s. The k-algebra eS = S(eW ) can be given
an X(G)Q grading. In general, for any X(G)Q graded object U , let
eU denote the
same abelian group U , but with the grading shrunk by [eU ]α = [U ]αpe .
The decomposition of eR will be described in terms of the strongly critical char-
acters of W . Recall the definition.
Definition 3.2.2. Let α1, . . . , αd be the weights of W . A character χ ∈ X(G) is
strongly critical with respect to W if χ =
∑
i uiαi in X(G)Q with ui ∈]− 1, 0]∩Q.
The importance of this property is that it is a tractable criterion for R(L−χ) to
be Cohen-Macaulay [29][33].
The following result covers the torus case.
Proposition 3.2.3. Let G, W be as above. Let χ1, . . . , χn ∈ X(G) be those charac-
ters that are strongly critical with respect to W and that are weights of some SlW .
Then all eR are directs sums of the modules of covariants R(L−χi) and conversely
every such module of covariants R(L−χi) is a direct summand of some
eR.
Proof. The proof parallels that of Proposition 3.2.1. First diagonalize the action of
G onW so as to assume that S = k[x1, . . . , xd] where g ·xi = αi(g)xi for g ∈ G. For
any character χ ∈ X(G), it is easy to check that the module of covariants R(Lχ)
is R-isomorphic to the graded piece S−χ. Note that this is zero unless −χ is some
weight of some Sl(W ). For an X(G)Q graded object U , we employ the notation
SuppU to indicate the set {χ ∈ X(G)Q | Uχ 6= 0}.
The analog of (3.3)(3.4) is
eS ∼= e(S/S
[pe]
+ )⊗k S
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as X(G)Q graded S-modules. If we decompose (S/S
[pe]
+ ) as ⊕Lχ, then
e(S/S
[pe]
+ )
∼=
⊕ eLχ ∼= ⊕Lχ/pe .
So
eR = (eS)0 ∼=
(
e(S/S
[pe]
+ )⊗k S
)
0
∼=
⊕
χ
R(L−χ/pe)
where in this direct sum χpe runs through
− Supp
(
e(S/S
[pe]
+ )
)
∩ SuppS
with appropriate multiplicities.
Now
(3.5) − Supp
(
e(S/S
[pe]
+ )
)
=
{∑
−
vi
pe
αi | 0 ≤ vi ≤ p
e − 1
}
and this is contained in the set of strongly critical characters.
Conversely let χ =
∑
i uiαi, ui ∈]− 1, 0] be a strongly critical weight, contained
in SuppS. Then χ =
∑
i aiαi, ai ∈ N. Assume that n is a common denominator
for the (ui)i. Then we can find for all ǫ > 0, u and e such that
1 ≤
un
pe
≤ 1 + ǫ
Put η = unpe − 1 and put vi = ui+ η(ui− ai). Clearly χ =
∑
i viαi and furthermore
vi ∈] − 1, 0] if we choose ǫ small enough. Since the denominators of the vi divide
pe we find that χ ∈ RHS(3.5). This concludes the proof. 
3.3. Growth. In this section, we say more about the structure of R as an Rq
module for rings of finite F-representation type.
Assume that R has finite F-representation type. Then there is a finite set of
indecomposable modules in M(R) such that for each e,
eR =M⊕a11 ⊕ · · · ⊕M
⊕an
n
(with appropriate shifts in the graded case).
Obviously the multiplicities a1, . . . , an depend on e. In this section we show that
under the additional hypothesis of strong F-regularity these multiplicities grow like
pde where d is the Krull dimension of R.
For M,N ∈ M(R) indecomposable, e ∈ N let us denote by m(e,M,N) the
multiplicity of M in eN . Note that
(3.6) m(e+ f,M,N) =
∑
K
m(e,M,K)m(f,K,N)
where the sum runs through all isomorphism classes of indecomposable objects
in M(R). This formula follows from the observation that e+fN = e(fN) =
⊕KeKm(f,K,N) = ⊕K ⊕M Mm(e,M,K)m(f,K,N) but also e+fN = ⊕MMm(e+f,M,N).
Proposition 3.3.1. Let R be complete or graded as in (A) or (B). Assume in
addition that R is strongly F-regular and has FFRT. Let d be the Krull dimension
of R and let M1, . . . ,Mn be the list of indecomposable summands of
eR as e ranges
over all natural numbers. Then
lim
e→∞
m(e,Mi,Mj)
pde
exists and is strictly positive.
SIMPLICITY OF RINGS OF DIFFERENTIAL OPERATORS IN PRIME CHARACTERISTIC17
Proof. Put eij = m(1,Mi,Mj) and let E be the n× n matrix whose (ij)th entry is
(eij). From (3.6) it follows that
(3.7) m(e,Mi,Mj) = (E
e)ij ,
the (ij)th entry of the matrix Ee obtained be multiplying E by itself e times. We
claim that some power Eu of E has strictly positive entries. This means that
m(u,Mi,Mj) > 0 for all i, j.
Since m(u + v,Mi,Mj) ≥ m(u,Mi, R)m(v,R,Mj), it is sufficient to show that
there exists u0 such that for all u ≥ u0, and all i, we have m(u,Mi, R) > 0 and
m(u,R,Mi) > 0.
Because R is strongly F-regular, it is F-split, and thus each eR is a direct sum-
mand of e+1R. In particular, once an R module Mi appears as a direct summand
of some eR, it appears as a direct summand also of each fR for f ≥ e. Hence, for
all u≫ 0, m(u,Mi, R) > 0.
Now we consider m(u,R,Mi). As above, Mi is a direct summand of
eiR. Pick
an arbitrary 0 6= c ∈ Mi. By the definition of strongly F-regular the map R →
fiMi →֒ ei+fiR given by sending 1 to c will split for some fi. So R is a direct
summand of some fiMi. Consider any u ≥ max{fi}. Since R is F-split, R is a
direct summand of 1R; hence if R is a direct summand of fM for some f , then
R is also a direct summand of f+1M . So R is a direct summand of all uMi and
consequently m(u,R,Mi) > 0 for all i.
Because strongly F-regular rings are normal, the fact that R is (graded) local
implies that R is a domain. So objects in M(R) have a well defined rank. Since
rkR
eM = rkR
eR · rkRM = p
de rkRM
we obtain the formula
(3.8)
∑
i
m(1,Mi,Mj) rkMi = p
d rkMj.
Let w be the row vector in Qn whose ith component is the integer rkMi. With
this notation, formula (3.8) becomes wE = pdw. Hence w is a row eigenvector for
E with strictly positive entries. The standard linear algebra lemma below (3.3.2)
guarantees that pd is the eigenvalue of E with largest absolute value. Furthermore,
Lemma 3.3.2 also ensures that lime→∞E
e/pde exists and has strictly positive en-
tries. But by (3.7), this means that
lim
e→∞
m(e,Mi,Mj)
pde
exists and is positive, so the multiplicities grow like pde and the proof is complete.

Lemma 3.3.2. Assume that E is a matrix with non-negative real entries such that
some power has strictly positive entries. Then E has a unique eigenvalue λ of
largest absolute value. Furthermore λ is real and strictly positive. If v is a (row or
column) eigenvector corresponding to λ then v can be chosen to have strictly positive
entries and v is the only eigenvector with this property (up to scalar multiples).
Furthermore for every vector w with positive entries one has
(3.9) lim
n→∞
Enw
λn
= av
for some a > 0.
18 KAREN E. SMITH AND MICHEL VAN DEN BERGH
Proof. When E itself has strictly positive entries this is not difficult to prove and
in any case is the well-known Perron-Frobenius theorem [6]. Assume Eu > 0. The
eigenvalues of Eu are of the form λu with λ an eigenvalue of E and the corresponding
eigenvectors are equal. Let λ be an eigenvalue of E of largest absolute value and let
v be a corresponding column eigenvector (the case of a row eigenvector is similar).
Then λu has largest absolute values among the eigenvalues of Eu and hence λu is
uniquely determined by Eu and is strictly positive. Furthermore v is an eigenvector
of Eu corresponding to λu, so, changing signs if necessary, v may be assumed to
have strictly positive entries. Hence v is unique (up to scalar multiple) among
the eigenvectors of Eu (or E) with this property. Then the equation Ev = λv
together with the fact that E has non-negative entries implies that λ is real and
non-negative. Using λ = (λu)1/u we deduce that λ is unique and strictly positive.
We also have for any vector w with non-negative components
lim
n→∞
Enu+rw
λnu+r
=
Er
λr
(
lim
n→∞
Enuw
λnu
)
=
a
λr
Erv = av
for some a > 0. Since this a is independent of r, (3.9) follows. 
4. Rings of differential operators
4.1. Endomorphism rings. In this section, we summarize a few basic properties
of endomorphism rings needed in the next section. These properties follow easily
from the definitions, and can be found in a standard text, such as [20]. We assume
throughout that R is a ring and that M(R) is a category of finitely generated R
modules for which the Krull-Schmidt theorem applies. For example, R could be
a ring of type (A) or of type (B) as defined in Section 3. In the graded case, the
adjectives “graded” and “homogeneous” implicitly modify all modules and maps;
see [24] for basic facts about graded rings.
Suppose that M ∈ M(R). Let Λ denote the ring EndRM . Recall that if M is
indecomposable, then Λ is a local ring, that is, the set of non-units forms an ideal,
which is necessarily maximal. (Readers who usually work with commutative rings
are reminded that a local non-commutative ring has a unique maximal (two-sided)
ideal but the converse is false in general.) If M is a direct sum of n copies of the
indecomposable R module N , then Λ is isomorphic to an n × n matrix ring with
entries in EndRN , that is Λ ∼=M(n,EndRN). This ring also has a unique maximal
ideal: the set of all matrices in M(n,EndRN) with non-units in each entry.
More generally, suppose that
M =M⊕a11 ⊕ · · · ⊕M
⊕an
n
where each Mi is indecomposable and Mi 6∼= Mj for i 6= j. Then φ ∈ Λ may be
written in block matrix4 form (φij)i,j=1,...n ∈ HomR(M
ai
i ,M
aj
j ); in particular, φij
is now itself an ai × aj-matrix with entries in HomR(Mi,Mj). The maximal ideals
of this ring are in one-to-one correspondence with the indecomposable modulesMi:
the ith maximal ideal is the set of elements with no units in the ith diagonal block
EndRM
ai
i .
4We adopt the convention that matrices act on the right, so that elements of a direct sum are
represented by row matrices.
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In particular, an element φ is in the intersection of all maximal ideals (that is,
φ ∈ radΛ) if and only if each of the ai × ai matrices (φii)i=1,...,n consists of only
non-invertible entries.
In other words,
(4.1) Λ/ radΛ ∼=
n∏
i=1
M(ai, Di).
where Di = EndRMi/ radEndRMi. If we let k denote the residue field of R, then
it is clear that [Di : k] < ∞ and from the Krull-Schmidt theorem it follows that
Di is a division algebra. The preceding remarks are summarized by the following
lemma.
Lemma 4.1.1. Let (R,m) be a complete local or graded ring with residue field
k. Let M be an arbitrary finitely generated R module and set Λ = EndR(M). If
M ∼=M⊕a11 ⊕· · ·⊕M
⊕an
n is a decomposition of the R module M into indecomposable
R modules, then both the simple Λ modules and the maximal two-sided ideals of Λ
are indexed by the Mi. In particular,
(1) Using the isomorphism (4.1) the simple Λ-modules can be identified with
D⊕aii .
(2) The maximal two-sided ideals of Λ are of the form
Pi = {φ ∈ Λ | φii contains only non-invertible entries}
where Λ is identified with the ring of n by n matrices whose (ij)
th
entry is
an ai by aj matrix φij with entries in HomR(Mi,Mj).
4.2. Simplicity of Rings of Differential Operators. The following theorem is
the main result of this paper.
Theorem 4.2.1. Let R be a commutative Noetherian ring of characteristic p, either
complete (type (A)) or graded (type (B)) as defined in Section 3. If R is strongly
F-regular and has finite F-representation type, then the ring of differential operators
D(R) is a simple ring.
Proof. We use the formula (2.3).
D(R) = lim
−→
q
EndRq(R) = lim−→
e
EndR(
eR)
Let us define Λe = EndR(
eR). We have Λ0 = R. In particular, all Λe-modules are
automatically R-modules. Given an element φ in the direct limit defining D(R),
we will denote by eφ the corresponding representative in Λe. Thus elements
eφ ∈ Λe
and fφ ∈ Λf determine the same element φ ∈ D(R).
Step 1. Let 0 6= eφ ∈ Λe. Then there exist f ≥ e such that fφ 6∈ radΛf .
Proof. Assume that fφ ∈ radΛf for all f ≥ e. This means that the left ideal of Λf
generated by fφ is contained in radΛf . Therefore, by Nakayama’s Lemma, we have
an inclusion of proper left Λf submodules of R,
(Λf
fφ)R ⊂ (radΛf )R ( R.
In particular, for every f ≥ e, (Λf fφ)R is a proper Λf (and hence R)-submodule of
R.
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Now, if φ is not the zero operator, then φ·r 6= 0 for some element r ∈ R. Because
R is F-regular, it is simple as a D(R) module (c.f. Theorem 2.4.3). Thus there
exists some ψ ∈ D(R) such that (ψ ◦ φ) · r = 1. In particular, (fψ ◦ fφ) · r = 1 for
all f ≫ 0, so that (Λf fφ)R = R, a contradiction. 
Step 2. Let eφ ∈ Λe. Then there exists an f ≥ e such that fφ is not contained in
any maximal two-sided ideal of Λf .
Proof. Let M1, . . . ,Mn be the non-isomorphic indecomposable modules occurring
as direct summands of (eR)e≥0. By Proposition 3.3.1 (or its proof) there exists a
u > 0 such that m(u,Mi,Mj) > 0 for all i, j.
By Step 1 we may assume that eφ 6∈ radΛe. So in the block matrix representation
(eφij)ij , some
eφii contains an entry
eψ ∈ EndR(Mi) that is an automorphism (see
the notation and discussion in Section 4.1).
Now we wish to follow what becomes of eψ when we map further along in the
direct limit system, say to Λu where u ≥ e. Then uψ can again be written in
block matrix form (uψkl)kl. Since
uψ is invertible it is not contained in any two-
sided maximal ideal of EndR(
eMi). Hence by §4.1 every block of the form
uψkk for
k = 1, 2, . . . , n must contain invertible entries. Now since uψkk can be identified
with a sub-matrix of uφkk , we can conclude that each of the block matrices
uφkk
along the diagonal of uφ will contain invertible entries. So again by §4.1, uφ is not
contained in any maximal two-sided ideal of Λu. 
Step 3. Now we conclude the proof of Theorem 4.2.1. Assume that 0 6= I ⊂ D(R)
is a non-trivial two-sided ideal. Then there exists an e such that I∩Λe 6= 0 (actually
since R is a domain, e = 0). Pick 0 6= eφ ∈ I ∩Λe. By the previous step there exists
an f ≥ e such that fφ is not contained in any maximal two-sided ideal of Λf . Since
fφ ∈ I ∩Λf we deduce I ∩Λf = Λf . Therefore I = D(R), and D(R) is simple. 
Corollary 4.2.2. Let R be a graded ring satisfying (B). Assume that R ⊂ S is
a split inclusion of graded rings where S is a (weighted homogeneous) polynomial
ring, with the extension of residue fields R0 ⊂ S0 being finite. Then D(R) is simple.
Proof. Polynomial rings always have finite representation type, so from Proposi-
tion 3.1.6, we know that R has finite F-representation type. On the other hand,
R is strongly F-regular by Theorem 2.4.4. The corollary is thus an immediate
consequence of Theorem 4.2.1. 
A result of this generality is not known in characteristic zero. Indeed, a char-
acteristic zero analog of this result would would give an affirmative answer to the
question of Levasseur and Stafford (Conjecture 1.1). However it is known in the
case that R = SG where G is either finite [14] or a torus [22].
Theorem 4.2.1 also applies to quadric hypersurfaces.
Corollary 4.2.3. Suppose that R = k[X1, X2, . . . , XN ]/(Q) where k is a field of
characteristic p > 2 and Q is a quadratic form in the Xi’s of rank ≥ 3 (so in
particular N ≥ 3). Then the ring of differential operators Dk(R) is simple.
Proof. Since rings of differential operators are compatible with flat base change
(see §5.1) we may assume that k is algebraically closed. We may then change
coordinates so as to assume that Q =
∑m
i=1X
2
i with rkQ ≥ 3. It is an immediate
application of Theorem 4.1 of [27] that R is strongly F-regular in all characteristics
p > 2. (For p≫ 0, this was first proven by Fedder [5].)
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It is easy to see that the FFRT property is preserved under taking polynomial
extensions, whence we may assume that Q has maximal rank. In this case, R
has finite representation type [15], so it certainly has FFRT. We can therefore use
Theorem 4.2.1 to conclude that D(R) is simple. 
The fact that D(R) is simple in the quadric hypersurface case when k is char-
acteristic zero was proved in [17] (see also [16]). The characteristic zero proof uses
the structure of primitive ideals in enveloping algebras and is much more intricate
than our proof of the characteristic p-case.
4.3. Finite dimensional representations. LetR be either graded or complete as
in (A) or (B). In both case R contains a copy of its residue field k. AD(R)-module is
said to be a finite dimensional representation if it has finite length as an R module,
ie, if it is finite dimensional as a vector space over k. As is to be expected, the finite
dimensional representations of D(R) are controlled by the direct summands of eR.
In fact, in this section we give a necessary and sufficient, representation theoretic,
criterion for D(R) to have no finite dimensional representations.
LetW be a D(R) module. The annihilator in D(R) is clearly a two-sided ideal of
D(R). If W is a finite dimensional D(R) module, then because W is in fact killed
by some power of the maximal ideal of R, this annihilator must be non-trivial.
Therefore, if D(R) is simple, then it has no finite dimensional representations (at
least if dimR > 0). Unfortunately there seems to be, a priori, no reason why the
converse should hold.
For an indecomposable finitely generated R module M , let us define d(M) to
be the dimension of the division algebra End(M)/ radEnd(M). Of course if k is
algebraically closed then d(M)=1.
Proposition 4.3.1. Let R be complete or graded as in (A) or (B). Then the min-
imal dimension of a finite dimensional D(R)-representation is given by
u = supe { min
M|eR
d(M)m(e,M,R) }
where the M range through all the indecomposable R modules appearing as direct
summands in eR with non-zero multiplicity. If particular D(R) has no finite di-
mensional representations if and only if u =∞. The “sup” here means supremum.
Proof. This follows from the formula D(R) = lim
−→
EndR(
eR). By Lemma 4.1.1,
the simple Λe modules are all of the form D
⊕m(e,M,R) where M is one of the
indecomposable summands appearing in an R module decomposition of eR, D is
the division algebra EndM/ radEndM , and m(e,M,R) is the multiplicity of M in
eR. Given a finite dimensional D(R) module, we can, of course, view it as a finite
dimensional Λe module. Note that
min
M ;m(e,M,R) 6=0
d(M)m(e,M,R)
is the minimal dimension of a finite dimensional EndR(
eR)-module. We can then
invoke Lemma 4.3.2. 
Lemma 4.3.2. Assume that (Λe)e∈N is a directed system of rings containing a field
k each having only a finite number of non-isomorphic simple representations. Let
ue be the minimal dimension of a finite dimensional (over k) Λe-representation and
let Λ = lim
−→
Λe. Then u = supue is the minimal dimension of a finite dimensional
Λ-representation.
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Proof. We first observe that (ue)e is a non-decreasing sequence of integers, since
restriction of scalars defines a dimension preserving functor from Λe-mod to Λe−1-
mod.
The case u = ∞ If W is a finite dimensional Λ-module then W is also a Λe-
module for every e. So dimW ≥ ue. Since this holds for all e, dimW ≥ u = ∞.
Hence in this case one certainly has dimW = u
The case u < ∞ In this case there exists an f such that for e ≥ f one has
ue = u. Define for all e ≥ f :
Fe = {isomorphism classes of simple Λe-modules of dimension u}
By hypothesis Fe is a non-empty finite set. Furthermore the restriction functor
from Λe-mod to Λe−1-mod defines a map Fe → Fe−1. Define F = lim←−Fe. But an
inverse limit of finite sets is always non-empty, so F 6= ∅.
Let (We)e ∈ F . We may assume that We is a simple Λe module of dimension u
representing an isomorphism class in Fe. Restriction of scalars (possibly composed
with another isomorphism) gives an isomorphism of Λe−1 modules We → We−1.
Therefore, we have isomorphisms We → We+1 of Λe modules for all e ∈ N. The
direct limit W = lim
−→
Wi is a finite dimensional Λ-module of dimension u.
It is clear that there can be no Λ module of smaller dimension. For if W is a
Λ module of dimension < u, then by restriction of scalars, W is a Λe module of
dimension < u for each e, contrary to the definition of u. 
4.4. D-simplicity. Closely related to the simplicity of the ring Dk(R) is the sim-
plicity of R as a module over Dk(R). If Dk(R) is a simple ring, then R is simple
as a Dk(R) module, as the annihilator of any Dk(R) module of the form R/I is a
non-zero two-sided ideal of Dk(R). The converse, however, is false; see the example
of Chamarie, Levasseur and Stafford in the introduction of [18].
How does one verify that a given k-algebra R is simple as a Dk(R) module?
Clearly R is D-simple if and only if each non-zero element c ∈ R generates all of
R as a Dk(R) module; that is, if and only if for each non-zero c ∈ R, there exists
some differential operator θ ∈ Dk(R) sending c to 1 ∈ R. In practice we would like
to be able to check this condition, not for all c ∈ R, but for a single element c ∈ R.
We prove in this section that this is indeed the case for a large class of rings of
characteristic p, describing a specific c that governs the D-simplicity of R.
Note that if k is not a field, but merely a commutative ring, then R is virtually
never a simple Dk(R) module, because any ideal of k expands to an ideal of R that
is stable under Dk(R). This can be remedied by introducing a concept of relative
D-simplicity. A k-algebra R is said to be relatively Dk simple if every non-zero
Dk(R) submodule of R has non-zero intersection with the set of non-zero-divisors
in im k ⊂ R. If k is a field, this is equivalent to R being a simple Dk(R) module.
The next proposition lets us reduce the problem of checking relativeDk simplicity
to checking that certain elements can be sent to k. We abuse notation throughout
by speaking of elements of k as if k were a subring of R, though of course the
structure map k → R need not be injective.
Proposition 4.4.1. Let R be a k-algebra, where k is an arbitrary (commutative)
ground ring. Let c be any non-zero-divisor of R such that Rc is a relatively simple
Dk(Rc) module. Then R is relatively simple as a Dk(R) module if and only if for
each integer n, there is some element θn ∈ Dk(R) such that θn · cn is a non-zero-
divisor in k.
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Proof. To prove that R is relatively simple as a Dk(R) module, we need only show
that for each non-zero x ∈ R, there is an operator θ sending x to a non-zero-divisor
in k. Let x1 denote the image of x in Rc. Because c is a non-zero-divisor,
x
1 is
non-zero provided that x is non-zero. Because Rc is relatively simple as a Dk(Rc)
module, there is a differential operator θ′ in D(Rc) taking
x
1 to λ ∈ k, where λ is
not a zero-divisor. Since Dk(Rc) ∼= Dk(R)⊗RRc, we may assume that θ
′ = θcn for
some θ ∈ Dk(R). Therefore θ · x = λcn in R.
We have assumed that there is an operator θn ∈ Dk(R) such that θn ·cn is sent to
a non-zero-divisor in k. Therefore, the composition θn ◦ θ ∈ Dk(R) is a differential
operator sending x to a non-zero-divisor in k. The proof is complete. 
We would like to be able to check that R is simple (or relatively simple) over
Dk(R) by checking just one condition, not infinitely many. We pose the question:
Question 4.4.2. Does there exist an element c ∈ R such that R is simple as a
Dk(R) module if and only if θ · c = 1 for some θ ∈ D(R)?
Amazingly, this turns out to be true in characteristic p > 0.
Theorem 4.4.3. Assume that R is a domain of characteristic p > 0 finitely gener-
ated over its subring Rp. Suppose that R is module finite over some F-finite regular
domain, T , such that the corresponding extension of fraction fields is separable. Let
c be a discriminant of R over T , i.e. c = det(trace(rirj)), where r1, r2, . . . , rn ∈ R
is a basis for R⊗T K over K, the fraction field of T . Then R is simple as a D(R)
module if and only if there is a differential operator sending c2 to 1.
More generally, R need not be a domain if it is reduced and if it is module finite,
torsion-free, and generically smooth over the regular subring T .
Note that the restrictions on R above are quite weak in general. By a variant of
Noether normalization, any domain finitely generated over a perfect field satisfies
the hypothesis. Similarly, any complete local domain with a perfect residue field
satisfies the hypothesis.
Proof. Localizing at the discriminant c, the map Tc →֒ Rc becomes e´tale, so Rc is
regular. Because regular rings are DZ/pZ simple, Rc is simple as a D(Rc) module.
By Proposition 4.4.1, it therefore suffices to check that there are differential oper-
ators taking each power cn to 1. Because multiplication by cq−n is a differential
operator on R, there is no harm is assuming that n is a large power of p.
An important property of the discriminant, observed by Hochster and Huneke,
is that for each power q of p, cR1/q ⊂ T 1/q ⊗T R (Lemma 6.5 [11]; see also first
sentence of proof of Lemma 6.4 in [11]). Note also that because T 1/q is free over T ,
the ring T 1/q ⊗T R is free over R. Thus there is an R linear map T 1/q ⊗T R → R
which sends 1 ⊗ 1 to 1. Pre-composing with multiplication by c, we have an R
linear map R1/q
mult by c
−−−−−−→ T 1/q ⊗T R → R which sends 1 to c. Raising everything
to the qth power, there is an Rq linear map π from R to Rq sending 1 to cq.
We wish to find a differential operator in D(R) sending cq to 1. Suppose that
θ ∈ EndRq R ⊂ D(R) sends c
2 to 1. Let θ[q] ∈ EndRq2 R
q be the operator
Rq → Rq sending xq 7→ (θ · x)q .
Consider the composition
R
pi
→ Rq
θ[q]
→֒ R.
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The element cq is sent to θ[q] · c2q = (θ · c2)q = 1. Because this map is Rq
2
linear,
it is a differential operator, and the proof is complete. 
Let R be a finitely generated algebra over a perfect field k of characteristic p > 0.
The above theorem tells us that there is a single element, namely the square of any
discriminant of a (separable) Noether normalization, which governs whether or not
R is simple as an Dk(R) module. We do not know whether or not a similar result
holds in characteristic zero or in the relative setting. An interesting question: Why
does the discriminant play this special role with respect to differential operators?
5. Characteristic zero
Ultimately, we would like to be able to prove Conjecture 1.1 in characteristic
zero as well. We would like to accomplish this by a reduction mod p argument and
then invoking Theorem 4.2.1. In order to do this, three major issues need to be
addressed:
(1) An understanding of how differential operators behave mod p, at least for
invariant rings;
(2) An understanding of the FFRT property for finitely generated algebras over
a field of characteristic zero;
(3) An understanding of strong F-regularity in characteristic zero.
The idea is as follows. Suppose we are given a finitely generated k-algebra
R ∼= k[X1, . . . , Xn]/(F1, . . . , Fr) where k is a field of characteristic zero. We build
a finitely generated Z-algebra A that contains all of the elements of k necessary
to define R; i.e. A should contain all the coefficients of the polynomials F1, . . . Fr
defining the ideal of relations on the generators for R. We thus have an A-algebra
RA = A[X1, . . . , Xn]/(F1, . . . , Fr) such that the natural map RA ⊗A k → R is an
isomorphism. By the lemma of generic freeness, we may invert a single element of
A so as to assume that RA is A free. Each of the closed fibers of the map A→ RA
is a finitely generated algebra over a perfect (finite!) field. We think of the family
of closed fibers as being a model for the original k-algebra R.
Several natural questions come to mind: How does DA(RA) ⊗ L compare to
DL(RA⊗AL) where L is an A-algebra? If R is simple as a Dk(R)-algebra, does this
mean that the closed fibers RA ⊗AA/µ are simple as DA/µ(RA ⊗AA/µ) modules?
If R is a graded direct summand of a polynomial ring, is it true that RA ⊗A L has
finite F-representation type where L is a perfect field of characteristic p to which
A maps?
5.1. Reduction to characteristic p and rings of differential operators. We
discuss item (1) in somewhat more detail. Unfortunately, differential operators are
not well behaved “mod p” in general. In [28], an example is given to show that in
some sense there are “more” differential operators in characteristic p > 0. It is the
cubic cone k[X,Y, Z]/(X3 + Y 3 + Z3). Nevertheless, reduction does work for some
nice classes of rings such as regular rings and rings of invariants for finite groups.
So it is not unreasonable to expect that reduction should work for some other good
rings, such as rings of invariants under reductive groups. Unfortunately, we have
not been able to prove this.
What we can do, however, is describe the major obstruction against reduction
mod p. It is based upon the first derived functor of the left exact functor D(R,−)
(see §2.2). We write R1D(R) for R1D(R,R).
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Let RA be flat and finitely generated over A. For simplicity we assume that A
is a Dedekind domain. Recall that
(5.1) DA(RA) = lim−→
n
HomRA(P
n
RA/A
, RA)
where PnRA/A = (RA ⊗A RA)/J
n+1
A with JA is the kernel of the multiplication map
RA ⊗A RA → RA; see 2.1. Let L be any A-algebra. Because RA is A-flat, it
is clear that JA ⊗A L is the kernel of the corresponding multiplication map for
RA ⊗A L. Furthermore, by inverting a single element of A, the modules PnRA/A
for all n may be assumed to be all A-flat. To see this, consider the short exact
sequence 0 → Jn/Jn+1 → Pn+1 → Pn → 0. The A modules Jn/Jn+1 can be
assumed A free because they are the graded pieces of the finitely generated A-
algebra GrJ S = S/J ⊕ J/J
2 ⊕ J2/J3 ⊕ . . . , with S = RA ⊗A RA, and this graded
ring may be assumed A-flat after inverting a single element of A, by the lemma of
generic freeness. That all the Pn can be assumed A-flat now follows immediately
by induction on n. We conclude that PnRA/A ⊗A L = P
n
RA⊗AL/L
.
Because tensor product commutes with direct limits, we see that we therefore
have a natural map for any A-algebra L
DA(RA)⊗A L→ DL(RA ⊗A L).
The question is to determine when this map is an isomorphism. It always is when
L is a flat A-algebra, for instance, when L is the fraction field of A. But our main
concern is when L = A/µ, for some µ ∈ maxSpecA. On a Zariski dense open
subset of maxSpecA the R-modules PNRA/A are A-flat. One can then easily show
using (5.1) and the Universal Coefficient Theorem that for the same open set of µ’s
in A, there is a short exact sequence
0→ DA(RA)⊗A A/µ→ DA/µ(RA ⊗A A/µ)→ Tor
A
1 (A/µ,R
1DA(RA))→ 0
So for reduction to work we should have TorA1 (A/µ,R
1DA(RA)) = 0 on a dense
set of maximal ideals µ in A. Unfortunately R1D(R) seems to be very hard to
compute explicitly. One could naively hope that R1D(R) is always zero but this is
contradicted by the quadric hypersurface, which we discuss below.
Example 5.1.1. Assume that R = S/I where S is a graded polynomial ring over
A. Using the results in Section 2.2 we find that
RiD(R) = RiD(SR, SR) = Ext
i
D(S)(R ⊗S D(S), R⊗D(S))
= ExtiD(S)(D(S)/ID(S), D(S)/ID(S))
Let us now assume that R = A[x1, . . . , xn]/(f) where f =
∑
i x
2
i . Then
R1D(R) = Ext1D(S)(D(S)/fD(S), D(S)/fD(S)) =
D(S)
fD(S) +D(S)f
Assume now that A is of characteristic zero and let k be the algebraic closure of
the fraction field of A. Put S¯ = k ⊗A S. We will show that
k ⊗A R
1D(R) =
D(S¯)
fD(S¯) +D(S¯)f
is not zero.
Since we are in characteristic zero
D(S¯) = k[x1, . . . , xn, ∂1, . . . , ∂n]
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where ∂i =
∂
∂xi
.
Let O(n) be the orthogonal group over k, acting in the standard way on S¯. It is
easy to see that
D(S¯)O(n) = k[f, g, h]
where f =
∑
i x
2
i , g =
∑
i xi∂i and h =
∑
i ∂
2
i . f, g, h satisfy the relations
[g, f ] = 2f
[g, h] = −2h
[h, f ] = 4g + 2n
So we see that g = kf + k(g + n2 ) + kh is a Lie algebra (isomorphic to sl2). Hence
we have a surjective map U(g) → D(S)O(n). By comparing the dimensions of the
associated graded rings on both sides one sees that there can be no extra relations
among f, g, h. So D(S)O(n) is actually isomorphic to the enveloping algebra of g.
Using this isomorphism we obtain
(5.2) (k ⊗A R
1D(R))O(n) =
U(g)
fU(g) + U(g)f
Since f is in the augmentation ideal of U(g), the right hand side of (5.2) cannot be
zero.
We pose the following problem.
Question 5.1.2. Let A be a domain finitely generated as an algebra over Z.
Suppose that RA is a finitely generated A-algebra such that RA ⊗A K is a di-
rect summand of a regular ring for K the fraction field of A. Is the A-module
TorA1 (A/µ,R
1DA(RA)) zero for all maximal µ ∈ SpecA except on some Zariski
closed subset? What if RA ⊗A K is a ring of invariants for a linear action of a
reductive group on a polynomial ring?
An affirmative answer would tell us that the ring of differential operators on a
ring of invariants can be studied by reduction to characteristic p > 0.
5.2. Reduction mod p and strong F-regularity. Strong F-regularity, though
defined in §2.4 as a characteristic p notion, can be made meaningful for finitely
generated algebras over a field of characteristic zero.
Let R = k[X1, X2, . . . , Xn]/(F1, F2, . . . , Fr) be a finitely generated algebra over
a field k of characteristic zero. Choose a finitely generated Z subalgebra of k over
which R is defined and set RA = A[X1, X2, . . . , Xn]/(F1, F2, . . . , Fr).
We say that R is strongly F-regular5 if there exists such a choice of A for which
all the closed fibers RA¯ are strongly F-regular on some non-empty Zariski open set
of SpecA. Similarly, we say that R has finite F-representation type or that R is
F-split if either of these properties holds on a non-empty Zariski open set of SpecA.
We investigate what sort of k-algebras will be strongly F-regular. We first note
that D-simplicity in characteristic zero implies it on a Zariski open set of closed
fibers.
Theorem 5.2.1. Let RA be a reduced finitely generated A-algebra where A is a
domain finitely generated as a Z-algebra. If the K-algebra RA ⊗A K (where K is
any field containing A) is simple as a DK(R) module, then the same is true for
5In the tight closure literature, this would be called strongly F-regular type.
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almost all closed fibers: for all maximal µ ∈ SpecA in a Zariski dense open set, the
ring R¯ is simple as a DA¯(R¯) module, where the “bar” indicates reduction mod µ.
Proof. We first note that it is sufficient to prove the theorem when K is the fraction
field of A. Let L be the fraction field of A. Because L ⊂ K splits over L, the
inclusion DL(RA ⊗ L) ∼= DA(RA)⊗ L ⊂ DK(RA ⊗K) ∼= DA(RA) ⊗K splits over
DL(RA ⊗ L). Assume that RA ⊗ K is DK(R) simple. Then for each element
c⊗1 ∈ RA⊗L ⊂ RA⊗K, we can find an operator in DA(RA)⊗K sending c⊗1 to
1. This operator is of the form
∑
θi⊗κi where θi ∈ DA(RA) and κi ∈ K. Applying
the splitting above, there is a corresponding operator in DL(RA ⊗ L),
∑
θi ⊗ λi
where λi ∈ L. Using the splitting we see that
∑
κiθi · c =
∑
λiθi · c = 1, so that
RA ⊗ L is simple over DL(RA ⊗ L). Thus we may assume that K is the fraction
field of A.
The point is that (after possibly inverting a single element of A) we can find a
Noether normalization for RA, i.e., a polynomial subring TA →֒ RA over which RA
is module finite and generically smooth. The discriminant of this algebra extension
is an element cA of TA whose image in almost all the fibers is the corresponding
discriminant for the algebra extension in the fibers (see [9], Discussion 2.4.5). Thus,
by Theorem 4.4.3, in order to check that R¯ is simple over D(R¯), we need only find
a differential operator in D(R) taking c¯2A to 1.
Because the generic fiber is D-simple, there is a differential operator θ ∈ D(R⊗K)
sending cA to 1. Without loss of generality, we may assume that θ ∈ DA(RA). But
because for almost all fibers we have DA(RA) ⊗ A¯ ⊂ DA¯(R¯), this means that θ¯ is
differential operator on R¯ sending c¯2 to 1, as needed. 
Strong F-regularity in characteristic zero is decidedly more subtle. It is no longer
clear that a finitely generated k-algebra that is a direct summand of a regular ring
in characteristic zero will be strongly F-regular. Although the preceding result
shows that the D-simplicity descends to characteristic p, the issue of F-splitting is
harder to deal with. Using results of Hochster and Roberts [12], one can deduce
the F-splitting for graded Gorenstein direct summands of a polynomial ring, at
least on a dense set of closed fibers. Using the more recent theory of tight closure
in characteristic zero due to Hochster and Huneke [9], one can prove strong F-
regularity for a Zariski open set of fibers. We record this proof below.
Lemma 5.2.2. Let R be a graded Gorenstein ring finitely generated as a k-algebra,
where k is a field of characteristic zero. Assume that R is a direct summand (as
a graded R module) of a graded regular ring. Then R is strongly F-regular on a
Zariski open set of fibers of any finitely generated Z-algebra A over which R is
defined.
Proof. By Proposition 3.1 of [28], R will be simple as a Dk(R) module. By Propo-
sition 5.2.1, it follows that for any choice of A, the closed fibers RA ⊗A A/µ are
simple as DA/µ(RA ⊗A A/µ) modules on a Zariski dense open set of maxSpecA.
Therefore, by Theorem 2.4.3, it is enough to show that a non-empty Zariski open
set of the fibers is F-split.
We choose to do this using the theory of tight closure in characteristic zero (see
[9]). The point is that because R is pure in a regular ring, all ideals of R are
tightly closed (in the characteristic zero theory). Unfortunately, this is not known
to imply in general that a Zariski open set of fibers of some A→ RA are all strongly
F-regular. However, this is true when R is Gorenstein.
28 KAREN E. SMITH AND MICHEL VAN DEN BERGH
The point is that for a graded Gorenstein ring R, we may choose a homo-
geneous system of parameters x1, x2, . . . , xd for R and a socle generator z for
R/(x1, x2, . . . , xd)R. We now choose A so that the x1, x2, . . . , xd and the socle
generator z are all defined over A. In almost all of the closed fibers RA¯, the images
of the x1, x2, . . . , xd are a system of parameters for the graded Gorenstein ring RA¯
and the image of z is a socle generator for the quotient.
The fact that all ideals of R are tightly closed implies that z¯ cannot be in
the tight closure (x¯1, . . . , x¯d)
∗ in the fiber RA¯, for almost all fibers. Because R is
Gorenstein, this implies that all ideals of RA¯ are tightly closed, so that in particular
RA¯ is F-split. We conclude that RA¯ is strongly F-regular on a dense open set of
maxSpecA.
Even if we had begun with a Z-algebra A over which the given system of param-
eters x1, x2, . . . , xd and the socle generator z were not defined, we can still conclude
that RA¯ is strongly F-regular on a non-empty Zariski open set of SpecA. Simply
enlarge A to A′ over which they are defined. Note that RA/µ∩A ⊂ RA′/µ is faith-
fully flat for all µ ∈ maxSpecA′. Therefore, because all ideals of RA¯′ are tightly
closed (on a dense open set), the same is true of RA¯. In particular, RA¯ is F-split.
Thus R is D-simple and F-split, and hence strongly F-regular, on a dense open set
of any finitely generated Z-algebra over which R is defined. This concludes the
proof6. 
Theorem 5.2.3. Let SG be the invariant ring for the action of a reductive group
G on the symmetric algebra S for a finitely dimensional representation of G of
characteristic zero. Then R is strongly F-regular.
Proof. Because G is reductive, there is a subgroup H of G which is semi-simple
and such that the quotient G/H is an extension of a finite group by a torus. Note
that the quotient group G/H acts on the ring of invariants SH for the semi-simple
group: g¯ ∈ G/H acts on f ∈ SH by g · h where g is any lifting to G of g¯. It
is easy to verify that SG = (SH)
G/H
. Because H is semi-simple, the ring SH is
Gorenstein. Thus by the preceding lemma, it is strongly F-regular. On the other
hand, G/H is linearly reductive and thus the inclusion (SH)
G/H
→֒ SH is split by
the Reynolds operator. This splitting descends to characteristic p for all p > 0.
Therefore, because SH is strongly F-regular in almost all fibers, so is its direct
summand SG = (SH)
G/H
. 
The issue of how to keep track of the property of finite F-representation type in
descending to characteristic p > 0 is wide open.
Question 5.2.4. If R is a graded direct summand of a polynomial ring of charac-
teristic zero, does R have Finite F-representation type? How about if R is a ring
of invariants for a semi-simple group acting linearly on a polynomial ring?
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