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A. 1 
I INTRODUCTION AND OVERVIEW OF ?HE SURVEY 
1.1 Background 
In  October, 1976, Computer  Sciences  Corporation  entered  into  an 
agreement  with  the  authors  of  this  report  to  conduct  an  extensive  computer 
market  survey  to  determine  those  computer  systems  which  would  be  most 
suitable  for  current  and  future  flight  simulation  studies  at  the  NASq/Ames 
Research  Center.  The  primary  motivation  for  the  survey  arose  from  the 
inadequacy of the  computers  presently  used  for  flight  simulation  at  Ames, 
particularly  with  respect  to  powered-lift  vehicles.  These  vehicles,  in- 
cluding  rotorcraft,  powered  lift  STOL  vehicles,  and  lift-fan  V/STOL  vehicles, 
exhibit  dynamic  response  modes  in  the  range  of 30-100 radians  per  second. 
Attempts  to  simulate  such  vehicles  with  the  Sigma  family  of  computers 
currently  available  at  Ames  result  in  frame  times  which  are  excessively 
long.  Hence,  it  became  evident  that  the  requirement  for  real  time  simula- 
tion of this  class of vehicles  was  impossible  to  meet with presently 
available  computers  without  extreme  simplifications  of  the  mathematical 
models . 
1.2  General  Requirements 
In  addition  to  the  general  objective  of  recommending a computer 
system  suitable  for  the  simulation  of  rotary  wing  aircraft  and  powered 
lift  vehicles,  the  authors  were  charged  with  the  selection of a system 
compatible  with  the  distributed  nature  of  the  overall  computation  and 
simulation  system  at  NASA/Ames.  It  became  clear  early  in  the  study  that 
a super-computer  to  be  time  shared  among a number of  simulation  facilities 
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was  not  compatible  with  this  overall  concept.  Rather,  the  distributed 
network (known as  the  Olympus  Concept)  was  to  feature a moderate  sized 
computer  as a host  machine,  connected  by  extensive  digital  communication 
lines  to  dedicated  computers  associated with specific  fixed  and  moving 
base  simulators,  picture  generation  equipment  and  display  generation 
facilities. 
A n  additional  motivation  for  this  study  arises  from  the  fact  that 
a large  vertical  moving  base  simulator,  specifically  designed  for  the 
simulation  of  the  class of vehicles  under  consideration  is  under  con- 
struction  at  the  present  time. 
1.3 Method of Amroach 
The  approach t o  the  problem  was  as  follows: 
A. A mathematical  model  to  be  used  as a benchmark  for  evaluation  of 
candidate  systems  was  defined. 
B. Prior  experiences  in  helicopter  simulation,  both  real  time  and  non- 
real  time  were  reviewed and evaluated.  This  task  was  accomplished  by a 
combination  of  technical  discussions  with  appropriate  individuals  and 
a survey  of  available  literature. 
C. Numerous  conferences  were  held with individuals  in  the  computer 
field  at  universities,  government  agencies  and  private  industry,  to 
ascertain  the  state  of  the.  art  of  both  currently-available  and  projected 
computer  equipment. 
D. A number  of  visits  to  specific  vendors  was  conducted  in  order 
t o  obtain  detailed  information  concerning  those  systems  and  peripherals 
which  appeared  most  suitable  for  the  task. 
A complete  list  of  individuals  and  organizations  contacted  in  the 
course  of  the  computer  survey  is  included  as  an  Appendix  to  this  report, 
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1.4 General P h m h z f  Approach 
In  order  to  accomplish  the  computer  survey  within  the  allocated  time 
frame, two restrictions  were  placed  on  the  investigation;  first, a 
specific  simulation  was  selected'as a Ybenchmark"  for  the  evaluation  of 
prospective  computer  hardware  and  second,  detailed  consideration  of  equip- 
ment  was  restricted  to  those  manufacturers who had  operational  hardware 
currently  in  the  field  or  prototype  equipment  in a sufficiently  advanced 
stage  of  development so that  delivery  of  both  hardware  and  software  within 
the  next  twelve  months  could  prove  to  be a reasonable  possibility.  Further- 
more,  since  the  survey  was  intended  to  find  an  economical  computer  system 
that will meet  the  needs of flight  simulation  during  the  next  few  years, 
the  survey  was  restricted  to  systems  with  hardware  costs  in  the  range  of 
$100,000-$750,000,  thus  omitting  from  serious  consideration  super-computers 
with  prices  in  the  multi-million  dollar  range. 
The  two  types  of  aircraft  that  will  demand  the  most  computational 
power  in  the  next  few  years  are  the  lift  fan  vehicles  and  the  helicopters. 
The  first  step  was  to  determine  which o f  these  type  vehicles  was  the  most 
demanding on the  computer  and  choose it as  the  benchmark  simulation. 
Numerous  consultations  with  knowledgeable  individuals  both  at  NASA/Pmes 
and  elsewhere  led  to  the  conviction  that a simulation  system  capable 
of  representing a helicopter  type  vehicle  with  dynamic  response  modes 
in the  range  of  30-100  radians  per  second  would  also  be  capable  of  repre- 
senting STOL or  lift-fan  vehicles. This led  to  the  selection  of  the 
Rotor  Systems  Research  Aircraft (RSRA), operating in its  helicopter 
mode, as a benchmark  vehicle. 
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Following  the  selection  of  the ERA, the  history  of  the  mathematical 
models  being  used  for  its  simulation  at  Sikorsky  Aircraft Company and at 
the WA/Langley Research  Center was investigated,  with  particular 
attention  being  paid  to  the  work of J. Houck  who  used  the  same  vehicle 
in an attempt  to  investigate  tradeoffs  between  accuracy,  frame  time, and 
complexity  of  mathematical  representation  of  the  rotor.  The  FORTRAN 
program  being  used  for  the  current  simulation  of  this  vehicle  at NASA/ 
Ames  was  reviewed in detail and analyzed  in  order  to  determine  the  number 
of  mathematical  operations  (e.g.,  multiplications,  function  generations, 
additions,  etc.)  required  for  its  implementation.  The  operation  count  arising 
from  this  analysis  was  then  used  to  compute  estimated  timings  for  the 
solution  of  the  model  equations on a variety  of  candidate  systems. 
1.5 Organization  of  the  Report 
The  remainder  of  this  report  is  divided  into  seven  chapters.  Chapter 
2 is  specifically  concerned  with  the  mathematical  model  of  rotary  wing 
aircraft and its  implementation  in  both  real  time and non  real  time.  The 
general  nature  of  the  helicopter  simulation  problem  is  analyzed d 
some of  the  specific  sources  of  difficulty  are  examined.  Chapter 3 con-
siders  the  specific  benchmark  helicopter  model  and  offers some comments 
regarding  its  limitations  and  the  possible  need  for  expansion  of  future 
models.  The  operation  count  involved  in  the  representation  of  the  bench- 
mark  problem  is  presented  in  detail. 
Chapter 4 presents a general  discussion of  alternative  approaches 
to  computer  architectures  which  are  compatible  with  the  rotorcraft  flight 
simulation  problem.  These  include  so-called  array  processors  which  make 
use  of  parallelism  and  pipelining,  architectural  features  which  result 
in  extremely  high  internal  computational  speeds  particularly  if  applied 
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to  problems  in  which  large  arrays of numbers  undergo  generally  similar 
mathematical  operations.  Other  approaches  considered  include  processors 
which  are  especially  designed  for  dynamic  system  simulation,  parallel 
arrays  of  processors,  hybrid  computers,  and  digital  differential  analyzers. 
Chapter 5 provides a detailed  discussion of the  leading  candidate 
systems  for  the  helicopter  flight  simulation  task.  The  specific  advan- 
tages  and  disadvantages  of  each  system  are  presented  in  considerable 
detail.  Chapter 6 is a discussion  of  the  trade-offs  between  the  candidate 
systems,  on  the  basis  of  such  criteria  as  speed,  progranunability,  software 
availability,  proven  performance,  cost  and  versatility.  Conclusions  are 
summarized  in  Chapter 7. The  final  chapter  presents  recommendations 
both  for  specific  types  of  equipment  and  for a schedule  of  tasks  and 
acquisitions  to  be  followed  in  the  transition  from  the  present  equipment 
to a new  flight  simulation  facility. 
1.5 
11. I W " T I C A L  KIDELS OF ROTARY WING A I R W  
2.1  The  Nature of the  Helicopter bdelhig koblem 
The  development  of  mathematical  representations  of  the  dynamics of 
a helicopter  and  their  computational  solution  has  represented a major 
challenge  to  engineers  and  computer  scientists  for many years.  In con- 
trast  with  fixed  wing  aircraft, a helicopter  is  characterized  by a 
rotating  lifting  surface so that  the  primary  component  of  air  velocity 
at  each  rotor  blade  is  due  to  blade  rotation  and  not  to  aircraft 
velocity.  Hence,  as  may  be  seen  below,  aerodynamic  forces  depend  on 
the  radial  distance  from  the  hub.  In  addition  these  forces  depend  on 
the  blade  azimuth.  Furthermore , the  rotating  blades  of  wings  are 
sufficiently  elastic so that  bending  or  aeroelastic  behavior  may  have 
to  be  included in a comprehensive  mathematical  model. 
In  addition  to  problems  that  arise  from  representation of he 
rotor,  which  we  shall  consider  in  greater  detail,  the  helicopter  is 
characterized  by a variety  of  flight  regimes  including  vertical  takeoff, 
hover  and  transitional  modes  which  also  present  significant  problems  in 
modeling.  In  particular,  interference  effects  arising  from domash 
from  the mving blades  onto  the  fuselage,  or  ground  interference  effects 
which  occur  during  landing  or  hover  near  the  ground,  are  imperfectly 
understood  and  hence  are  usually  characterized  by  empirical  models  with 
varying  degrees  of  success. 
In  recent  years  the  situation  has  been  even  more  complicated  by 
the  development  of  novel  types  of  rotary  wing  aircraft.  For  example, 
the  rotor  systems  research  aircraft (ERA) is a vehicle  capable  of 
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takeoff and landing as a helicopter  but forward f l i gh t  as a fixed wing 
a i rc raf t .  A number of  novel concepts for helicopter rotors, such as 
the Sikorsky ABC (Advancing Blade Concept) which consists of 2 three- 
bladed coaxial rotating systems and present new challenges i n  represen- 
tation have been developed. 
The net   effect  of t h i s  complexity has been the development of a 
large gap between mathematical models being used for engineering 
development of rotorcraft  and those models being used for   real  time 
simulation or real time, man-in-the-loop simulation. The major engine- 
ering programs nm on large  digi ta l  computers of the IBM 370 or CDC 
6600 class a t  speeds ranging from .01 - .OS of real  time. Clearly, any 
attempt t o  use such programs for   real  time simulation requires drastic 
simplificiation of the mathematical models, with consequent losses of 
model f ide l i ty  and restr ic t ions on the types of maneuvers and operational 
conditions which can be simulated. In the following paragraphs, we shal l  
review briefly  the  overall  mathematical model, and then indicate some 
of the simplifications and computational problems which a r i s e   i n  
attempts to simplify these equations for real time simulations. 
2.2 Major Elements of the Mathematical Model 
During the past ten years a number of manufacturers has developed 
comprehensive mathematical models of rotorcraft  behavior. Among these 
the  best known are  the C-81 program (developed a t  Bell Helicopter Co.) , 
the FEXOR Program (developed by Lockheed Aircraft GI.) and the NORMAL 
MODES pro-gram (developed by Sikorsky Aircraft Co .) . An indication of 
the complexity of the mathematical model may be obtained by considering 
that  the C-81 program consists of approximately 30,000 cards requiring 
900K of core storage on an IBM 360 computer. In block diagram form the 
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C-81  program  may  be  represented  by  eleven  major  groups  of  equations 
shown  in  Figure  2.1.  The  major  composition  of  this  block  diagram  is 
the  following : 
Block 1: 
This  block  represents  the  effect.of  control  signals  applied  by  the 
pilot in the  form  of  both  stick  position and pedal  position.  Since 
directional  control of a helicopter  is aected by  means  of  adjustment 
of  rotor  blade  angles,  the  primary  output  of  the  control  system  block 
is  to  Block 6 which  represents  the  rotor  aerodynamics.  In  addition, 
stabilizing  surfaces  on  the  main  fuselage and j t  thrust  are  under  pilot 
control.  These  equations  include a number  of  nonlinearities  since  stick 
and  pedal  position,  jet  thrust  and  control  surface  position  are  all 
characterized  by  maximum and minimum  values. 
Block 2: 
Consists  of  the  equations  which  represent  the SCAS (Stability  and 
Control  Augmentation  System)  which  simulates  the  hardware  which  provides 
improved  stability  and  response  to  pilot  inputs.  Specifically,  the 
SCAS provides  additional  feed  forward  and  feedback  elements,  which 
improve  the  pilot's  ability  to  control  the  vehicle.  The SCAS has  inde- 
pendent  channels  for  roll,  pitch  and  yaw.  Approximately  30  other 
transfer  functions  are  used  for  both  forward  and  feedback  elements. 
Their  simulation  requires  numerical  differentiation  to  obtain  the 
necessary  derivatives  with  appropriate  correction  equations  to  reduce 
the  noise  generated  by  this  process. 
Block 3: 
The  angle  of  attack  and  slip  angle  are  used  to  compute  the  aero- 
dynamic  coefficients  for  each  stabilizing  surface.  The  definition  of 
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these  ahgles  requires  that  the  body axis components  of  the  local  air- 
flow  velocity  be  transformed  into  the  local  reference  system  for  each 
surface. This axis  transformation  is  indicated  by  the  shaded  circle  in 
the  block  diagram  of  Figure  2.1.  Then  the  lift,  drag  and  pitching 
moment coefficients (CL,CD,s )  are computed. The C-81 program 
provides  the  user  with an option  for  computing  these  coefficients  from 
either  sets  of  data  tables  or  from  equations.  The  tables  representing 
the  stabilizing  surfaces  include  the  3-dimensional  air  foil  characteris- 
tics. A number  of  other  problems  complicate  this  block,  such  as 
correction  of  the  aerodynamic  coefficients for he  aspect  ratio  of  each 
wing  or  stabilizer,  sweep  effects, and so forth. 
Block 4 :  
This block  represents  the  force and moment  equations  which  charac- 
terize  the  helicopter  fuselage  including  lift  and  drag  forces,  pitching 
moment,  side  force,  rolling  moment  and  yawing  moment. 
Block  5: 
Represents  the  engine  dynamics  in  response  to  control  conunands  from 
the  pilot. 
Block 6 :  
This  block  represents  the  calculation  of  the  aerodynamic  forces on 
the  rotor  blades  which  are  needed  for  determining  the  various  components 
of  blade  velocity  which  are  computed  in  Block 7 . As indicated  in 
connection  with  Block  3,  both  equations  and  tables  (which  are  functions 
of  angle of attack  and  Mach  number)  are  available  for  calculation  of 
the  aerodynamic  coefficients. 
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Block 7: 
This block represents the calculation of the components of blade 
velocity as a fimction of the aerodynamic forces, gravity forces, and 
forces transmitted through the rotor pylon which i n  turn depend on the 
method of attachment of the particular blade. In this block the equa- 
tions representing various degrees of freedom of the rotor are repre- 
sented, including blade flapping (out of plane movement) and lagging 
(in plane oscillation). In addition, aeroelastic effects which give 
rise to  the bending of the blades are represented by means of normal 
mode equations which are discussed below i n  Section 2.3. 
Block 8: 
This block represents the interaction of the rotor dynamic equations 
with the attachment mechanisms and support structures. 
Block 9: 
Here the forces and moments transmitted to the fuselage through 
the hinge or  rigid attachment points of each rotor blade are calculated. 
Block 10:  
The forces and moments which affect  the behavior of the fuselage 
are summed in the equations which comprise this block. The major 
forces acting on the fuselage are those produced by the rotor, the 
stabilizing surfaces, the aerodynamics of the fuselage itself, and 
the thrust produced by the engines. I t  clearly shows, forces calculated 
in local coordinates i n  other blocks m u s t  first be transformed to  body 
coordinates for the summation. 
Block 11: 
This block represents the computation of fuselage velocity components 
as a function of the forces and moments calculated  in Block 10 .  
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2.3 Rotor f i d e l  
The major diff icul ty  encountered in  the  simulation of helicopter 
equations arises from the complexities associated with the rotor model. 
As we have indicated  in  Section 2 . 1  i n  a fixed wing aircraft the velocity 
of t he   a i r  a t  the  l if t ing  surface depends primarily upon the a i rc raf t  
speed. On the other hand, for  a helicopter, the primary component of 
velocity is due to  the rotation of blades and hence varies as a function 
of blade radius. In forward flight the angle between major components 
of the air velocity varies with the blade azimuth thus giving a periodic 
variation of the magnitude of the velocity vector. This resu l t s  in  
periodic blade loads so that the response of the blade and the fuselage 
can be expressed i n  multiples of the blade angular velocity, R.  Hence, 
real  time simulation requires the ability to simulate frequencies of a t  
leas t  once per revolution of the rotor blades. 
While a detailed derivation of the rotor model equations is beyond 
the scope of this   report ,  a few basic expressions w i l l  be given in  
order to indicate some of the sources of computational difficulty. 
Consider first the basic blade element aerodynamics by reference to 
Figure 2 . 2 .  We consider here only a simplified set of equations which 
omits a number of additional complexities present i n  the C-81 model. 
THRUST 
Fig. 2 . 2  Outline Drawing of Basic Helicopter 
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In forward f l i gh t ,  a blade encounters an a i r  flow due t o  the forward 
velocity  of  the  helicopter w h i c h  adds to  the rotational  velocity of the 
blade as it advances into the direction of f l i gh t  and subtracts from 
the rotational velocity of the blade as it re t rea ts .  This can be seen 
i n  Figure 2.3 .  The unequal flow causes more l i f t  t o  be developed on the 
advancing than the retreating side. If we assume that the blades are 
hinged (as is t rue in  a number of typical configurations) to allow free 
vertical or flapping motion, the blade will flap up as it advances and 
down as it re t r ea t s  i n  an attempt to equalize the l i f t .  A downward air 
flow, the inflow velocity, also acts on the blade. This flow is com- 
posed of a component of the helicopter flight velocity due to  shaft  tilt 
with respect to the flight and an induced downwash due to   the  development 
of thrust .  
Fig. 2 . 3  Blade Element i n  Forward Flight 
The basic equations for the vertical and horizontal components of a i r  
velocity  are : 
u = R r + V s i n ’ Y  t (2.1) 
u = w - 6r -6  v cos I 
P 
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R is the blade rotational velocity, r is the radial distance from the 
center of the  shaft ,  V is t h e  f l igh t  speed, Y is the azimuth position of 
the blade in the plane of rotation, W is the inflow velocity and B is 
the flapping angle. Using these velocity components and the blade pitch 
deflection e it is now possible  to  calculate  the  angle  of  attack from: 
a = e + tan-'(u /u 
P t  
(2 .'3) 
Knowing the angle of attack and the  total   velocity or  Mach number, it 
is now possible to calculate the l i f t  and drag forces and the pitching 
moment a t  any particular  radial  distance from the expressions: 
L = Q c r  CL (2 -4) 
where c is the blade chord, CL is  the l i f t  coe f f i c i en t ,  % is the drag 
coefficient, C& is the pitching moment coefficient, and Q i s  the dynamic 
pressure  defined by: 
where p is the air density. Clearly the forces acting on the blade are 
thus functions of the total velocity. The l i f t ,  drag and pitching 
moment coefficients  are  functions  of  angle  of  attack and Mach number, 
and extensive tables of these are available. 
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Equations of motion  representing  blade  displacement  in the vertical 
and  horizontal  directions  are  obtained by considering  each  blade as a 
cantilever  beam  with a distributed  dynamic  air  load  which  depends on the 
radial  distance  and  on  time,  t.  The  basic  equation  is of the form: 
where y is  the  deflection,  E1  is  the  bending  stiffness, T is  the  blade 
tension, m is  the  mass  distribution  and F is  the  external  force.  This 
fourth  order  partial  differential  equation  is  extremely  difficult  to 
solve.  It  is  generally  solved  by a separation  of  variables  technique, 
that  is  by  assuming  that  the  deflection may be  represented  as  product 
of two functions,  one  depending  only  on  time  and  one  depending  only on 
the  spatial  variable, x, that  is: 
Equation 2.9 can  now  be  substituted  into  Equation 2.8 and two equations 
can  be  obtained, the  homogeneous  parts  of  which  take  the form: 
[E1 (x) @ " (x) 1 If + mu2 @(x) = 0 ( 2 .  loa) 
(2 .  lob) 
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If  one  now  applies  initial  and  boundary  conditions  one  obtains  the 
specific  values  of  wi  (the  eigenvalues)  for  which  these  equations  are 
valid,  and  the  corresponding  eigenfunctions,  Oi(x).  The  eigenvalues 
represent  the  natural  frequencies  of  oscillation  and  the  eigenfunctions 
represent  the  shapes  of  specific  modes  of  vibration.  The  complete 
separated  equations  now  take  the  form: 
mi 6i(t) + mi  wi Ai It) = Fi(t) - (2. llb) 
where  again  the  primes  indicate  differentiation  with  respect  to  space 
and  the  dots  represent  the  differentiation  with  respect  to  time. 
Equation 2 .lla  is  solved  in  advance  for  the  mode  shapes Oi(x)  which  are 
then  used  in  the  calculation  of a generalized  mass iiii and  the  generalized 
forcing  function  Fi  which  are  defined  by  the  general  equations: 
- 
L - 
m. = io m(x) ai (x)& (2.12) 
F. 1 = 1, F(x,t)  Qi(x dx  2.13) 
2 
1 
- L 
In turn, mi and Ti are  used  to  obtain  the  time  function  6i(t)  in  Equation 
2.11b. The  total  solution  for  the  deflection  is  then  obtained  by 
summing  the  solutions  of  enough  modes  to  accurately  represent  the  blade 
deflection, 
n 
(2.14) 
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The  external  force,  F(x,t]  is a combination of inertial  and  aero- 
dynamic  loads,  including  lift,  drag  and  pitching  moment.  Modeling 
this  applied  force with distributed  loads  is  enormously  complex  and 
many  simplifications  are  often  employed. 
2.4 Computational  Solution of  the  Rotor kdel 
There  are two commonly  used  approaches  to  computer  implementation 
of  the  rotor  model,  differing  primarily  in  the  way  the  spatial  variables 
are  handled.  If  continuous  mode  shapes  are  computed  and  stored,  then 
analog  integration  of  Equations 2.12 and 2.13 can  be  used  to  obtain  the 
generalized mass and  forcing  functions  for  solution of Equation  2.11b. 
On a high  speed  analog  computer  it  is  possible  to perfom the  integra- 
tions  along  this  space  variable  at a high  repetitive  speed. On the 
other  hand,  for  digital  computer  solution, a fi ite  element  representa- 
tion of the  blade  can  yield a matrix  equation  in  which  forces  and  dis- 
placement  are  calculated  at  only a specific  number of points  or  sections 
along  the  blade. As many  as 26 finite  elements  may  be  needed  to  get 
enough  accuracy  for  the  representation  of  the  second  deflection  mode. 
To represent  four  bending  modes  in  the  vertical,  horizontal,  and  torsional 
directions,  the  C-81  program  may  solve  as  many  as  84  second-order 
equations,  similar  in  form  to  Equation  2.llb,for  the  generalized 
coordinate  6i. 
Simulation of the  rotor  equations  is  the  major  and  overwhelming 
source  of  difficulty  in  the  complete  real  time  helicopter  simulation, 
consuming  of  the  order of 75% of the  total  computation  time. 
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2.5- - . 5qa-y- of the- - Simulation Difficult ies 
The major difficult ies  as  indicated  in  the  sinnilation of the rotor 
blades are: 
A. The high dimensionality-needed to  maintain accuracy in the solution 
of the generalized deflection equation (i.e., the digital solution, the 
requirements for  a sufficiently high number of f i n i t e  elements to  main- 
ta in  good accuracy). 
B. The magnitude of the tables required i n  the computation of the 
blade loads. These t ab le s  fo r  t he  l i f t ,  drag and moment coefficients,  
CL,  CD, and $ are  all   functions of angle of attack and Mach number. 
When these equations are implemented in the computer, table look-ups 
must be per foned   a t  each s ta t ion along the blade. For example, i f  a 
blade is represented by 1 0  f i n i t e  elements, it would be necessary to  
perform 30 table look-ups for  each time frame simply to solve the 
equation of motion for the blade using only rigid blade flapping (the 
f i r s t  mode of deflection). If aeroelastic (bending) modes are included 
in addition, the complexity of simulation grows very rapidly. 
I f ,  on the other hand, the equations are solved using analoghybrid 
computers, it may be more desirable to approximate CL, CD, and $ by 
equations which are then used i n  the caluclation of the generalized 
force. Otherwise, digital function generation techniques may be re- 
quired along with A-D and D-A conversion equipment in  order  to  transmit 
the appropriate functions to the analog integration equipment. 
To the authors' knowledge, real  time simulation of helicopter 
models always involves a significant degree of simplification from models 
of the complexity embodied in  the Bell-C-81 program. A specific simpli- 
f ied model is discussed in  the following section. 
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111. THE BENU"ARK PROBLEM 
This Chapter presents a brief  analysis  of  the  specific  helicopter 
sinnilation selected as the benchmark problem for the survey, including 
some c o m n t s  on the simplifications inherent in this model as compared 
t o  a more complex C-81 simulation. The benchmark model is then analyzed 
on the basis of the major digital operations required for its implemen- 
tation. Simulation frame time requirements are  then analyzed for  th i s  
model in  the  l ight of recent experience both a t  NASA/Ames and NASA/ 
Langley, and w i t h  the objective or providing a time step compatible 
with real time simulation. Finally, the chapter discusses some of the 
limitations of the benchmark problem and the  potential  for expansion 
to  problems of greater complexity. 
3.1 Spmnary of  the Mathematical Model -
The model selected as the benchmark problem is based on a s e t  of 
equations originally written at Sikorsky Aircraft Company, l a t e r  imple- 
mented a t  Langley Research Center, and most recently run a t  Ames 
Research Center. In block diagram form the model is shown in  Figure 
3.1. (This block diagram and its analysis has been provided by 
Professor R. M. Howe of the University of Michigan as a resul t  of an 
investigation  of  the model being performed concurrently with the market 
survey for  NASA). The block diagram (and hence the benchmark problem) 
represents only the rotor equations, since the major computing e f for t  
is concerned with analysis of the dynamics and kinematics of the  rotor 
and the  calculation  of  the  resulting  forces are moments which the  rotor 
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* 
inparts on the r igid body. We shall analyze each block briefly.  
Block 1: 
This block includes the s ix  degree of freedom equations of motion 
of the rigid fuselage. The state variables are the translational and 
rotational  velocity components along the body axes, as well as the 
Euler angles required for transformation to inertial coordinates. In- 
tegration  of  the  velocities and coordinate transformation leads to   the  
calculation of distance North, distance East, and al t i tude.  I t  can be 
seen that these equations are determined by summing forces and moments 
about the aircraft center of gravity, but that only the forces and 
moments produced by the rotor are included explicitly. Other forces, 
such as those produced by aerodynamic forces on the fuselage itself 
or its stabilizing surfaces, and the effect  of j e t  engine thrust  are 
not included i n  t h i s  module. The control system and s t ab i l i t y  and 
control augmentation models are   a lso omitted. 
Block ".= 1"~-  2 and 3: "" Rotating . ." . Shaft ~..._Axis- ~ . ~ @-mar Velocity and Acceleration 
Blocks 2-3 represent the equations for the accelerations and 
velocit ies of the rotor hub axes and rotating rotor shaft axes. Speci- 
f i ca l ly ,   i n  block 2 ,  the body axis angular velocities are transformed 
to  rotat ing shaft axis angular velocities along each blade axis. Since 
there is a rotating shaft  axis system for  each blade, the basic trans- 
formation equations are repeated N times for  N blades, with each blade 
having a different azimuth angle. Numerous trigonometric quantities 
must be computed in   t h i s  block. 
* ~~ ~ 
Simulation of the omitted portions of the model (fuselage aerodynamics, 
engine and s t ab i l i t y  and control system) represents less than 25% of the 
computing effor t .  
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In BlocE 3, the angular acceleration  of  the  rotating  shaft axes is 
computed by using angular accelerations of the body axes and appropriate 
coordinate transformations. Here again, the basic accelerations must 
be computed separately  for each blade. 
Block 4 and 5: Hub Axis Velocity and Acceleration 
Similarly, the hub axis velocity is computed by making use of the 
velocity of the body axes (i .e. ,  the aircraft  center of gravity and the 
velocity with respect to the aircraf t   center  of gravity.) 
Block 5 equations are used to  compute the hub axis and thus the 
rotating shaft axis acceleration components along the shaft axes. 
Components of the accelerations of gravity with respect to these axes 
are included. 
Block 6 and 7: Blade Span Axis Velocity and Acceleration 
Block 6 represents the equations which are used to  compute the 
rotating shaft  axis components of the hinge velocity. Since there are 
N blades, a l l  equations must be solved N times. This block primarily 
represents a coordinate transformation and the appropriate position of 
each hinge point  with  respect  to  the hub. 
Similarly, Block 7 represents the acceleration of the hinge point 
with respect to the inertial reference frame, w i t h  appropriate 
corrections for gravity. 
Block 8: Blade Segment Velocity 
This block contains the equations for calculating the velocit ies 
of the individual blade segments which a re  needed i n  order to compute 
the aerodynamic forces acting on each of the blade segments. If each 
blade is divided into s segments, it is necessary t o  compute the 
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velocity  vector a t  the center  of  pressure  of each of these segments. 
This is accomplished by using  velocities a t  each blade hinge point 
and trigonometric functions involving the blade lag and flap angles. 
Clearly, some of these equations must be calculated separately for each 
segment. 
I t  is important t o  note   that   th is   s imlat ion assumes r ig id  hinged 
blades which results  in  a  great  deal  of  sinplification  in  the  calculation 
of these  velocity components. 
Block 9: Rotational Equations of Motion for  the Blade 
~~ 
The rotational equations of motion for  each blade are obtained by 
sunnning  moments acting on the blade about the hinge point. Here again, 
the blades are assumed r igid and only hinged connections are permitted 
i n  order to simplify the model. The outputs of t h i s  block are the blade 
span axes, r o l l  and yaw rates  which a re  obtained by integrating the 
corresponding accelerations. Separate equations are needed for  each 
blade. 
Block - . ~ 10 :  . Aerodynamic Forces on Blade Segments 
This block is one of the major computational bottlenecks of the 
en t i re  s imla t ion .  The output of t h i s  block are the forces along the 
blade axes. Their calculation requires evaluation of the respective 
l i f t  and drag coefficients a t  each blade segment which in  turn  require 
the evaluation of the total  velocity of each blade segment with res- 
pect to the intertial reference frame and the local angle of attack. 
Simplified versions of these equations were given i n  Chapter 2.  The 
angle of attack and the Mach number are used as entry  points  to two- 
variable  tables from which the l i f t  and drag  coefficients  for each 
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segment are evaluated. The calculations for angle of attack, Mach 
number, l i f t  and drag coefficients are performed separately for each 
segment of  each  blade. 
In addition, this block includes a calculation of a geometric 
pitch angle for each blade segment which depends on this swash plate  
rotation (a control input) and various blade orientation angles. Uniform 
rotor dawnwash is calculated by applying momentum theory to the rotor 
thrust and then passing the results through a f i r s t  order  lag  to 
approximate an air  mass degree of freedom. 
This rotor model d i f fe rs  from the C-81 model, largely from omission 
of the aeroelastic degrees of freedom, and by the assupt ion  that the 
rotor blades are hinged. 
Block 11: bbment Equations 
The external mment vector  consists  of aerodynamic and hinge 
moments.  The hinge moments are due to the spring damper constraints 
for the lagging and.flapping degrees of freedom of each blade. The 
opposing moment due to the spring restraint is included as an arbitrary 
function. 
Block 1 2 :  Equations for  Computing  Lag  and Flap Velocities 
The state variables 8 and B , which represent the lagging and 
flapping degrees of freedom respectively, are calculated from equations 
i n  this block. Clearly, separate equations are needed for  each blade. 
Block 13: Computation of Hinge Shear Force 
Each blade has acting on it the sum of the gravity force, the 
aerodynamic force and the hinge shear force. The sum of these forces 
mt equal the blade mass under the  acceleration  of each blades center 
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of gravity. In this block the hinge shear force is caluclated for each 
blade in  three axes. 
Block 14 and 15: Total Rotor Force and bment 
The hinge sheer force coefficients for each blade are used i n  the 
computation of  the  total  rotor  force and moment, which i n  turn are  used 
as inputs to the fuselage dynamics i n  block 1. 
3.2 "" . Digital Operations  Involved in   the Benchmark Problem 
The number of digital operations required to solve the equations 
in the benchmark problem a r e   s m r i z e d   i n  Table 3.1 .  Note that  
separate counts are given for each block. For convenience, the 
operations are divided into multiplications or divisions, additions, 
trigonometric function generations, function generation, and square 
root operations. I t  is evident that the computational bottleneck l i e s  
i n  those blocks which are  involved with computations for each segment 
of each blade, where functions of two variables must be evaluated. 
Table 3.1 is an overall summary of the operations required i n  each time 
frame for derivative evaluation. If a single pass integration f o m l a  
is used, the bottom line in this table represents the actual number 
of computations per time frame. A higher order formula would require 
an appropriate multiple of the operations in this table. 
Table 3.1 was used i n  obtaining the frame time estimates for 
various candidate computer systems which are discussed i n  Chapters 4 
and 5. 
I t  should be errrphasized that the operation count described here, 
which represents a FORTRAN program of some 450 statements, does not 
include the control system, the fuselage aerodynamics or the engine. 
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However, the additional computation requirements are relat ively small 
compared to  the computational complexities involved in  the evaluation 
of  the  rotor model. 
3 . 3  Simulation Frame Time Requirements 
In Section 3 . 2  the operation count associated with each major 
block of equations has been summarized, thus providing a guideline 
for the computing load. In this section we indicate the constraints 
concerning the time interval   in  which these computations must be per- 
formed . 
Houck, i n  a careful study of the computational aspects of real  time 
helicopter simulation, has investigated a variety of degradations of 
the model presented above to  study  their   effect  on the overall simula- 
tion process. In non-real time simulations, the rotor i s  represented 
by the actual number of blades, a fa i r ly   large number of blade segments 
sufficient to represent the blade loading accurately, the actual rotor 
rotational rate,  and a suff ic ient ly  small azimuth advance angle per 
computational frame time. Note that the frame time for integration 
interval  size can be expressed equivalently i n  terms of the azimuth 
advance angle per step. The simplifications which have been employed 
to  achieve real  time simulation have included various combinations of: 
a) reduced number of blades b) reduced number of blade segments 
c) reduction of rotational rate and d) large azimuth advance angle. 
Typically, simulations a t  Sikorsky, Langley and Ames have used reduced 
models involving three rotor blades w i t h  three segments each and azimuth 
advances of the order of 50 degrees per frame. Even these degradations 
lead to  computer frame times in   the  range of 40-50 milliseconds with 
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currently  available  computers  at  Ames  Research  Center.  At  the  Langley 
Research  Center  using a Cyber 175, a 5-blade  and  5-segment  model  with a
10 degree  azimuth  advance  leads  to  frame  times  of  the  order of 10 milli- 
seconds.  This  is  probably  the  best  available  simulation  with  this 
order  of  complexity  at  the  present  time. 
The  maximum  frame  time  requirement  is  easily  calculated  given  
blade  rotation  speed  and  esire  for a 10 degree  azimuth  advance  per 
frame.  Assume  that  no  aeroelastic  degrees of freedom  are  included,  in 
which  case  the  highest  frequencies  would  be  flapping  frequencies  of 
one  per  revolution.  If  the  rotor  turns  at 300 revolutions  per  minute 
this  corresponds  to a frequency  of: 
rev rad 1 min - rad 
nun rev 60 sec  secf = 300-X 2 T - x - - =  31.4- 
If  one  now  imposes  the  requirement  of 10 degree  per  frame,  the  frame 
time Tf can  be  calculated  as 
Hence, a 300 r p m  rotor  with a 
follows : 
10 degree  advance  requirement  gives  rise 
to a frame  time  of  approximately 5 milliseconds.  In  the  evaluations 
of  candidate  systems, 5 blades  with 5 segments  per  blade  were  taken 
as  the  minimum  simulation  requirement,  and 5 milliseconds  was  taken  as 
the  deisred  upper  limit. 
" 3.4 .-  Limitations  and . ~. Extensions - of  the  Benchmark  Problem 
It  is  evident  that  the  current  benchmark  problem  does  not  represent 
the  potential  upper limit of  complexity  which  may  be  desired in rotorcraft 
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simulation.  Helicopters with more  complex  rotor  systems may involve 
more than 5 blades.  Forward  speeds  of  the  order  of 350 knots  or  even 
more  are  being  suggested.  Furthermore  and  most  critically,  the  inclu- 
sion  of  aeroelastic  degrees of freedom,  both  longitudinal  and  torsional, 
will  greatly  increase  the  computational  complexity.  If a blade  bending 
degree  of  freedom  with a frequency of 3 per  revolution  is  included,  the 
real  time  frequencies  would  now  be of the order o f  100 radians  per 
second so that 5 millisecond  frame  times  would  correspond  to  approximately 
30 degrees  of  motion  in  this  bending  mode  or a sampling  rate  of 
approximately  12  samples  per  cycle.  While  this  sampling  rate  is 
probably  acceptable  for  minimum  accuracy,  it  should  be  noted  that  the 
increased  complexity of simulation  arising  from  the  addition  of  elastic 
degrees  of  freedom  may  give  rise  to  as  much  as 25-50% more  computation 
per  frame.  Hence,  the  authors  accept  as  their  goal  the  attainment  of 
frame  times  in  the  range  of 3 milliseconds  for  the  benchmark  problem. 
No mention  has  been  made  in  the  above  of  attempts  to  include  wake 
aerodynamics  which  are  currently  imperfectly  understood  and  which  could 
add  additional  computation  complexity.  However,  it  is  anticipated  that 
the  additional  computational  load  would  be  small  compared  to  the  addition 
of  aeroelastic  degrees  of  freedom. 
3.5 Sunmlary 
In this  Chapter  the  computational  requirements  associated  with a
specific  (benchmark)  helicopter  simulation  have  been  reviewed.  It has 
been  demonstrated  that  minimal  complexity  rigid  rotor  simulation  in- 
volving 5 blades  with 5 segments  per  blade,  requires  frame  times  of  the 
order  of 5 milliseconds  if  the  azimuth  advance  per  step is to  be  restric- 
ted to 10 degrees. 
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TABLE 3.1 
DIGITAL  OPERATIONS COUNT FOR BENCHM4RK  ROTORMODEL 
Block# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
1’3 
14 
15 
TOTAL 
Mult/Div 
59 
8 + 11N 
8 + 2N 
14 
20 
6N 
11N 
10N + 2Ns 
14N 
6N + 26Ns 
4N + 2Ns 
N 
1 ON 
8 + 12N 
14 + 5N 
131+92N+30Ns 
Total for 
N= 5,s=5 1341 
Add 1st ions 
38 
6 + 5N 
6 
8N 
4N 
19 
11 
5 + 2N 
6N 
6N + 3Ns 
2N 
2N + 2Ns 
2N + 2NS 5N + 6Ns 
9N 
5N + 2Ns 
5 + 10N 
11 + 5N 
I 
95+63N+ 6+8N+2Ns 
13Ns 
735 96 
One  -Var . 
FunctioE 
N 
k -Var . 
Function: 
3Ns 
3 N S  
75 
Square 
Roots 
3Ns 
3Ns 
75 
N = Number of Blades 
s = Number of Blade  Segments 
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IV AT.,TERNATIVE ARCHI- APPROACHFS 
4.1 General  Purpose  vs.  Special  Purpose  Processors 
To date  all  digital  simulations f complex  aerospace  systems,  in- 
cluding  the  helicopter  problem  have  been  carried.  out  on  large  general- 
purpose  digital  computers.  All of the  differential  equations  charac- 
terizing  aircraft  dynamics  and  control,  have  been  programed  on  such 
computers,  which  also  carry  out  all comication and  system  control 
functions.  General-purpose  computers  which  have  been  used  in  this  way 
at  various  locations  include  the  Control  Data  7600  and (3YBER 175, as 
well  as  the  larger  models  of  the IBM 360  and  370  series.  These  machines 
have  proved  to  be  adequate  for mst simulations,  but as the  complexity 
of  proposed  simulations  increased  their  performance has become  more  and 
mre marginal.  For  example,  the CYBER 175  at  NASA/Langley  can  handle 
helicopter  simulations  only  in a simplified  form. A new  generation 
of  large  general-purpose  computers,  sometimes  termed  super-computers, 
has  recently  been  introduced.  Machines  of  this  type,  including  the 
STAR and  the  CRAY-1,  show  promise  of  providing  speed  sufficient  for 
even  the  most  ambitious  simulations,  however  at a very  high  cost. 
An alternative  approach  to  the  attainment  of  very  high-speed  real- 
time  capability  is  to  fashion a c mputer  system  by  interconnecting a 
moderately  sized  general-purpose  digital  computer  and a special-purpose 
digital  processor,  as  shown  in  Figure  4.1.  The  host  computer  which  acts 
primarily  as a buffer  to  the comication lines  and  input/output 
equipment  can  be a large  minicomputer  such as the  Digital  Equipment 
Computer  PDP-11/70.  The  peripheral  processor  is a digital  computer 
4.1 
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employing a high  degree  of  pipelining  and  parallelism.  Because  it  is 
designed  solely  to  facilitate  high-speed  arithmetic  computation,  it 
is  capable  of  providing  computing  speeds  considerably  superior  to  those 
of  large  general-purpose  computers  at a very  moderate  cost. Thm while 
large  general-purpose  computers  cost  well  over  $2,000,000  and  super- 
computers  over $8,000,000, a system  of  the  type  shown  in  Figure 4.1 
can  be  acquired  for  less  than $300,000. To be  sure,  host/peripheral 
systems  are  much  more  difficult  to  program,  particularly if optimum  or 
near  optimum  operation  is  desired.  Remarkable  progress  has  been  made 
during  the  past two years  in  the  hardware  design  of  peripheral  processors 
and  in  the  development  of  software  packages  to  facilitate  their  pro- 
gramming.  Some  of  the  more  promising  of  these  configurations  are  con- 
sidered  in  Sections  4.2,  4.3  and  4.4. 
4.2  Array  Processors 
Array  processors  constitute a family  of  peripheral  processors  which 
has  been  developed in recent  years  for  signal  processing  applications. 
There  exists a great  need,  particularly  in  the  petroleum  and  the  medical 
fields,  for  high-speed  frequency  analysis,  often  employing  Fast  Fourier 
Transformations.  Peripheral  processors  for  this  application  are 
generally  structured  as  shown in Figure  4.2.  They  provide a bus-structure 
which  permits  the  simultaneous  performance of f tches  from a data  memory, 
multiplication  and  addition.  Data  to  be  processed,  for  example  several 
thousand  samples  of a continuous  seismic  or  biological  signal,  are  read 
into  the  peripheral  processor  from a host  computer  and  subjected  to a very 
rapid  sequence  of  arithmetic  operations.  Through  the  use of th  latest 
solid-state  circuitry,  compact  design,  and  extensive  pipelining,  these 
4.3 
PDP 11/70 > HOST INTERFACE 
" " ! 
ADDRESS 1 DETERM I rJAT I OM 
1 I 1 
I MEMORY 7 
I SCRATCH  PAD I I 
L J I 
. _"" 
FLOAT1 NG-PO I NT 
ADDER 
(PIPE-LINED) 
I 
FLOATING-POIPIT I MULTIPLIER 
I (PIPE-LIMED) I 
I I I 
F I G ,  4,2 ARRAY  PROCESSOR 
4.4 
peripheral  processors  are  able  to  exceed  the  speed  of  even  the  most 
powerful  general-purpose  computers  at a relatively  modest  cost. 
Among  the  array  processors  which  have  been  introduced  during  the 
past two years  are  two  systems  intended  to  enhance  performance  of  large 
computers.  The  Control  Data  Corporation MAP-3 is  designed  to  serve  as 
an adjunct  for  the CYBER computers.  Similarly  the IBM 3838 is designed 
to  complement  the IBM 370 series.  Other  array  processors  are  intended 
to  be  used  in  conjunction  with  minicomputers.  Examples  of  this  type 
of  peripheral  include  the SPS-41 of  Signal  Processing  Inc.,  the  Real- 
Time I, I1 and 111 Systems  of  Datawest  Corp.,  the MAP series  of  CSP,  Inc., 
and  the  AP-120B of Floating  Point  Systems,  Inc.  Of  these,  the  last 
mentioned  unit  has  seen  the  most  wide  use. 
4.3 " ~- Simplation-Oriented  Peripheral  Processors 
The  special-purpose  digital  processors  of  this  class  have an
architecture  very  similar  to  that  of  the  array  processors.  However, 
parallel  units  are  included  to  facilitate  those  tasks  which  are  peculiar 
to  simulation,  notably  function  generation  and  integration.  Figure 4.3 
is a general  block  diagram  of  such a system  manufactured  by  Applied 
Dynamics  Inc.  It  contains  separate  units  for  breakpoint  determination, 
interpolation,  and  memory  mapping - all  required  as  part  of  the  generation 
of  functions  of two or  more  variables. Such a system  is  capable  of  all 
of  the  arithmetic  operations  of  array  processors and provides  additional 
capabilities  useful  in  real-time  aircraft  simulations. 
4.4 Arrays of Processors 
The  prospect  of  fashioning  networks  of  general-purpose  computers so 
as  to  obtain  greater  speed  through  parallelism  has  been a tantalizing 
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prospect  for many years.  ILLIAC rV has the  general-structure  shown 
in  Figure 4.4. A single  control  unit  supervises  the  operation of a large 
number  of  parallel-operating  arithmetic  and  logic  units,  each with its 
own memry. The  optimum  or  near  optimum  operation  of such a system 
requires  highly  advanced  hardware  and  software  techniques.  During  the 
past  year,  the  advent  of  reliable  ECL  integrated  circuits  and  new  design 
techniques  make  it  possible  to  contemplate  arrays  of  processors of very 
high  speed  and  at a cost  and  reliability  far  superior  to  that  of  ILLIAC  IV. 
The  G-471  proposed  by W. W. Gaertner  Inc.  and  the  HEP  now  under  construc- 
tion  by  Denelcor  Inc.  are  modern  examples of this  approach. 
b 
Professor  G. A. Korn has  for  some  time  championed  the  fashioning 
of  rapid  and  inexpensive  digital  simulators  by  interconnecting  general- 
purpose  minicomputers.  He  has  pointed  out  that a system  consisting  of 
three  Digital  Equipment  Corp.  PDP-l1/45's  can  outperform  analog  computers 
in  most  applications. To date,  no  large  scale  simulations  of  this  type 
have  been  undertaken,  and  some hotty software  problems  remain  to  be 
resolved. 
4.5  Hybrid  Computers 
For  many  years,  analog  and  hybrid  computers  were  the  only  vehicle 
for  real-time  simulation. By performing  integrations  using  analog 
integrators,  truncation  errors  and  round-off  errors  are  completely 
obviated.  Because  analog  devices  are  inefficient  when  it  comes  to  logic 
operations  and  the  generations of complex  nonlinear  functions,  analog 
systems  are  usually  connected  in a closed  loop with a digital  computer, 
thereby  forming  hybrid  computer  systems.  The two leading  American 
manufacturers  of  general-purpose  hybrid  computers  are  Electronic  Associates, 
Inc.  and  Applied  Dy-namics , Inc.  Both  of  these  manufacturers  have  an 
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impressive  product  line  of  modern  hybrid  computers. A major  difficulty 
with  these  systems  is  that  they  are  relatively  difficult  and  awkward  to 
program  and  to  set up. Although  automatic  patchboards  have  been  intro- 
duced  for  small  problems,  they  have  not  been  refined  to  the  point  that 
all  large  problems  can  be programed automatically.  Furthermore a
completely  expanded  hybrid  computer  system  costs  well  over $500,000 and 
requires  extensive  and  specialized  maintenance.  For  these  and  other 
reasons,  more  and  more  simulation  facilities  have  been  turning  to  digital 
simulators in recent  years 
Commercially  available  hybrid  computer  systems  are  expensive 
because  they  are  designed  to  be  relatively  general-purpose  in  nature. 
Great  savings  in  cost  and  space  can  be  effected  by  designing a hardw red 
analog  or  hybrid  system  for a specific  application.  This  is  the  approach 
taken  by  Paragon  Pacific,  Inc.  in  the  design  of  the SPURS system  for 
helicopter  simulations.  This  system  is  available  at a fraction  of  the 
cost of general-purpose  hybrid  computers  and  has a superior  dynamic 
performance.  It  can  only  be  used  for a specific  problem,  however;  and 
major  changes in the  model  require an  extensive  rewiring  of  the  unit. 
4.6 Other  Possibilities 
Digital  differential  analyzers  are  special  type  of  digital 
computer  especially  designed  for  the  solution  of  differential  equations. 
Data  is  transferred  within  the  machine  not  as  whole  numbers,  as  in 
general-purpose  digital  computers,  but  as  single-bit  increments.  While 
relatively  inexpensive  and  fast,  digital  differential  analyzers  have 
in the  past  suffered  from a variety  of  error  and  reliability  problems. 
Recently  developed  integrated  circuitry  may  finally  pennit  the  fashioning 
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of truly competitive digital differential analyzers. However,  no vendor 
i n  this country has as yet placed such systems on the market nor have 
advanced software packages been developed. 
Probe Systems, Inc. has suggested the development of a special 
purpose computer system oriented toward simulation. Their concept 
is novel in  that  i t  is intended to facil i tate the programing of  the 
simulator i n  FORTRAN rather than i n  a lower-level language. This would 
be an appealing feature. No detai ls  of the approach t o  be used have 
been provided however. 
4.10 
V. DESCRIPTION OF LEADING CANDIDATES 
The helicopter  real-time  simulation employed as a benchmark in   the  
present study, as .well as other aerospace problems of comparable com- 
plexity,   consti tute a severe challenge t o  even the largest of present 
day general-purpose d ig i ta l  computers. 
I f  the simulator consists of a general-purpose computer augmented 
by a peripheral processor, the problem becomes readily tractable.  In 
fact, a number of the approaches described i n  Chapter IV, involving the 
combination of a large-mini-computer and a special-purpose peripheral 
unit ,  are potentially capable of achieving frame times of 0.5 to  1.0 
millisecond. The overall hardware costs for such systems would be of 
the order of $200,000 t o  $300,000 including the cost of a general- 
purpose computer such as the PDP-11/70. To be sure, some knotty so f t -  
ware problems have t o  be resolved, and the system would be less flexible 
and convenient to  use than would a large or super-computer. 
In this chapter five relatively promising hardware systems are 
examined i n  some de ta i l .  The hardware and software at t r ibutes  of each 
system are considered in turn together with a calculation of its speed 
in solving the benchmark problem. For purposes of comparison, the com- 
puting times required by each candidate to carry out the digital opera- 
t ions l is ted in Table 3.1 have been calculated. I t  must be emphasized 
that the overall frame time achievable in actual simulations is actually 
the time required for data c o m i c a t i o n  and housekeeping in  the.host 
computer plus the time required to solve the differential equations. 
This t o t a l  time is probably well in  excess of 1 0  milliseconds and may 
therefore completely overshadow the frame times presented'below. 
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5.1  Floating  Point  Systems,  Inc. - AP-120B 
Overview 
The  AP-120B  belongs  to  the  family  of  array  processors.  During  the 
last two years  at  least  six  new  models  of  such  devices  have  been  intro- 
duced.  All  were  designed  primarily  to  compete  for  the  growing  market 
for  signal  processors,  particularly  in  the  seismology  and  medical  image 
processing  fields;  and  all  are  roughly  similar  in  architecture  and  per- 
formance.  The  Floating  Point  System  unit  was  selected  for  detailed 
consideration  because  it  is  the  most  widely  used  device  (over  150  have 
been  delivered),  and  because  an  impressive  variety  of  software  packages 
are  available. breover it  is  readily  capable  of  being  interfaced  with 
minicomputers  such  as  the  PDP-11/70 - this  in  distinction  to  the  IBM 
3838 and  the CDC MAP I11  which  are  designed  primarily  to  interface  large 
IBM  and CDC computers. 
Though  not  as  fast  as  some  of  the  other  candidates,  the  AP-120B 
in  conjunction  with a PDP-11/70  can  provide a frame  time  of 2.0 to 3.5 
milliseconds  for  the  benchmark  problem,  depending  upon  the  algorithm 
employed  for  function  generation.  The  cost  of  the  unit  with  the  required 
memory  expansion  would  be  about $85,000. Currently  available  software 
packages  include a convenient  assembler,  extensive  subroutine  libraries, 
and a simulator.  The  latter  permits  the  AF"120B  to  be  emulated  on  
general-purpose  computer,  of  course  at a greatly  reduced  speed. 
Hardware  Organization 
The  AP-120B  is  mounted on a standard  19"  rack  and  requires  approxi- 
mately two feet of vertical  space.  The  power  supply  is  located  directly 
behind  the  forward  unit  which  contains  all  other  circuitry.  There  is 
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provision  in this forward  unit of up to  28 15" x lo t f  circuit  boards 
which  plug  into a mother  board.  These  circuit  boards  are  filled  with 
standard  LSI  units.  Figure 5.1 is a block  diagram  of  the  forward  unit. 
The  system  elements  are  interconnected  with  multiple  paths so that 
transfers can occur  in  parallel. Al internal  floating  point  data 
paths  are  38  bits  in  width  (10-bit  exponent  and  28-bit  mantissa).  The 
interface  unit  is  designed  especially  for  the  host  computer  and  is 
organized so that  either 1/0 or  the DMA channels  can  be  utilized  for 
data  transfer.  Instruction  and  data  transfers  take  place  at a 6 MIz 
rate,  corresponding  to a cycle  time  of  167  nanoseconds. 
The  operation  of  the  unit  is  controlled  by  the  execution  of  64-bit 
instruction  words  which  reside  in  the  program mem y. Access  to  the 
program  memory  and  instruction  decoding  are  overlapped so that  the 
unit  can  operate  at  the 6 Mlz clock  rate.  Additional  control  functions 
are  provided  by  the S-PAD  unit  which  performs  integer  address  indexing, 
loop  counting  and  other  control  functions  required  by  specific  algorithms. 
The  S-PAD  contains  sixteen  16-bit  directly  addressable  registers  whose 
contents  pass  through a special  integer  arithmetic  and  logic  unit. 
The  floating  point  adder  does  addition  or  subtraction  operations 
on  the  contents  of  the  adder  input  registers Al and  A2.  The  operation 
is  performed  in two stages  each  of  which  takes  one  machine  cycle  or 
167  ns.  Since  the two stages  are  independent of each  other, a new  pair 
of  numbers  may  be  entered  into  the  input  registers  every  machine  cycle 
providing  for  pipeline  operation. 
The  floating  point  multiplier  generates  the  product of the  contents 
of  the two input  registers Ml and M2. This  product  is  formed  in  three 
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stages, each of which requires 167 ns. A new product may thm be 
s tar ted every 167 ns, but the result is not obtained un t i l  500 ns la te r .  
The data pad unit   consists of two fast accumulator blocks, each 
with 32 floating point locations. In a single machine cycle, the con- 
tents of one location from each of the two blocks may be read out and us&. 
In addition, data may also be read  into one locat ion  in  each block i n  
the same cycle. This unit serves primarily for the storage of inter-  
mediate resul ts  of computations. 
The data memory uni t  is the primary data  store  for  the AP-120B. 
It is available  in  38-bit wide 8K modules which have an interleaved time 
of 333 ns. For reasons of economy th is  unit is fashioned from MOS inte-  
grated circuitry, while bipolar circuitry is used elsewhere in the pro- 
cessor. A memory operation may be int ia ted every other machine cycle. 
To optimize the operation of the processor, it is  necessary for the 
programer to "look ahead'' and i n i t i a t e  memory reads prior to the 
actual time that arguments from data memory are   to  be used in the calcu- 
la t ion.  
The table memory unit  employs rapid and therefore more expensive 
circui t ry  and, as the name implies, it is used to  s tore  data for table 
look-up ut i l izat ion.  A new table value may be requested every machine 
cycle. 
Elode of Operation 
Prior to the computer run, the program for the entire computation 
to  be performed i n  the  AP-120B must be loaded into  the program memory. 
Presumably this program is resident i n  one of the  auxiliary memory 
units of the host computer. The m a x i m u m  s ize  of the program memory is 
4000 words, which places a ceil ing on the computations performed during 
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each  time  frame. On the  other  hand,  each program word  actually  contains 
six parallel  10-bit  instructions  to  the  different  parallel-operating  units, 
so that  this  memory  actually  houses  considerably  more  than  the  equivalent 
of 4000 assembly  language  instructions. Also prior  to  the  commencement 
of  the run, the  table  memory  has  been  loaded  with  all  required  tables. 
'Ihese  include  the  trigonometric  functions,  the  aerodynamic  functions 
(lift  and  drag  coefficients  versus  Mach  number  or  angle f attack)  as 
well  as  other  tables  designed  to  minimize  the  computation.  This  may  include 
tables  for  x(x2 + Y~)-~", reciprocals,  etc. 
If  it  is  assumed  that  the  control  system  is  represented  in  the  host 
computer,  while  all  differential  equations  governing  rotor  dynamics  are 
solved  in  the AP-120B, the  inputs  to  the  peripheral  processor  at  the 
beginning of each  time  frame  include  rotor  control  signals,  the  deflection 
angles  for  the  stabilizing  surfaces  and  changes  in  the  magnitude of the 
thrust  vector.  Environmental  effects,  failure  modes  and  other  changes  to 
the  simulation  will  also  be  transmitted  from  the  host  computer.  These terms 
may  be  read  out  of  the  host  computer  via  the DMA channel  and  placed  in  the 
data  memory.  Because  the  input  terms  are o few  in  number  however,  it  may 
be  more  efficient  to  transfer  them  at  once  to  the  data  pad  or  random  access 
table  memories.  Under  these  conditions  the  data  memory  would  not  be  used 
at  all. 
The  program  resident  in  the  program  memory  is  then  executed  without 
further comication with  the  host  computer.  At  the  end  of  each  time  frame 
all  the  quantities  needed  for  cockpit  instrument  displays  and  for  control 
system  computations  are  transmitted  to  the  host  computer.  These  variables 
are  then  read  into  the  host  computer  via  the  interface  unit  and  the UMA 
channel. 
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In essknce,  therefore,  from  the  point  of  view  of  the  host  computer 
the  AP-12OB  acts  as a subroutine  which  is  called  once  during  each  time 
frame. 
Speed 
As is  the  case  for  most  peripheral  processors,  it  is  advantageous 
to  minimize  transfers  across  the  interface.  Accordingly,  it  has  been 
assumed  that  only  the  control  calculations  will  be  performed  in  the  host 
computer,  while all other  calculations  are  performed  in  the  AP-120B. 
It  is  further  assumed,  that  the  integration  algorithm  to  be  used  requires 
but a single  function  evaluation  during  each  time  frame. 
The  computer  times  required  for  the  various  steps  involved  in  the 
solution  of a single  time  frame  of  the  benchmark  problem  are  shown  in 
Table  5.1.  The  following  basic  assumptions  have  been  made  in  preparing 
this  table. 
1. 
2. 
3. 
4 .  
5 .  
Each  multiplication  requires  three  clock  pulses  or 0.500 microsecond. 
Each  addition  requires  two  clock  pulses  or  0.333  microsecond. 
Functions  of a single  variable  (particularly  sines  and  cosines) 
require 42 clock  pulses  for  binary  search  and  10  clock  pulses  for 
interpolation  for a total  of  8.63  microseconds. 
Functions  of  two  variables  require  54  clock  pulses  for  binary  search 
and 20 clock  pulses  for  interpolation  or a t tal  of  11.84  microseconds. 
This  assumes  that  each  function  of two variables  is  presented  as  
32 x 16  array. 
Terms  such  as x(x2 + Y’)-”~ are  tabulated  as  two-dimensional  arrays. 
If N represents  the  number  of  rotor  blades,  and s is  the  number  of 
finite  elements  per  blade,  the  total  time, T, required  for a time  frame 
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TABLE 5.1 
mzAME TIME OF ‘IHE FF’S AF”120B  FOR 
‘IHE BEN-  PROBLEM 
Time  Required 
psec 
Computations  Independent  of N and s 
131  Multiplications 
95 Additions 
6 Functions  of  One  Variable 
Computations  Proportional  to N
92 Multiplications 
63  Additions 
9 Functions of One  Variable 
Computations  Proportional  to N and s 
30  Multiplications 
13  Additions 
2 Functions  of  One  Variable 
6 Functions of Two Variables 
65.5 
31.6 
51.7 
148.8 psec 
46. ON 
21.  ON 
77.6N 
144.6N  psec 
15Ns 
4.3Ns 
17.2Ns 
71. ONs 
107.5Ns ~ . l  sec 
Time  for N x s = 25 
N = number of rotor blades s - finite elements per blade 
3.56  milliseconds 
5.8 
is 
T = 148.8 + 144.6 N + 107.5 NS 
where  the  times  are  expressed  in  microseconds.  For a helicopter  with 
five  rotor  blades  and  five  segments  per  blade,  the  frame  time  becomes 
3.56  milliseconds. 
This  calculation  is  conservative  for  several  reasons.  In  deter- 
mining  the  total  time,  no  attempt  has  been  made  to  take  advantage  of  the 
parallelism  or  pipelining  available  in  the  AP-120B.  With  reasonably 
clever  programing a substantial  saving  could  be  effected.  Also,  all 
function  evaluations  are  assumed  to  involve a substantial  binary  search. 
In  fact  for  the  25  element  rotor,  2.03  milliseconds  are  devoted to th  
binary  search.  Such a search is actually  required only if  the  elements 
of  the  array  being  searched  are  nonuniformly  spaced.  If  the  table  is 
made  large  enough  to  permit  the  uniform  spacing  of  all  elements, a dir ct 
address  calculation  can  be  performed  in  lieu  of  the  binary  search.  In 
this  way,  the  frame  time  can  be  reduced  by  at  least  1.0  millisecond. 
Programmability 
Of all  of  the  leading  candidates,  the  AP-12OB  has  by  far  the  most 
impressive  software  support.  All  of  the  programming  packages  have  had 
extensive  use  and  are  capable  of  running  on a y computer  with a FORTRAN 
compiler.  The  available  software  packages  fall  into  four  major  categories. 
Executive  routines 
Mathematical  Library of subroutine  calls 
Program Development  Packages 
Debug  programs 
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The  executive  program  (APEX) is a mechanism  for  communicating with 
the  AP-120B  via a series of FORTRAN or  machine  language  subroutine  calls. 
The  AP-120B  is  capable  of  operating  under  the  standard  operating  systems 
of  most  host  computers  including  the UNEX program  of  the  PDP-11  series. 
The  mathematics  library  includes 70 subroutines  written  in  AP-120B 
assembly  language.  These  are  callable  from  the  host  computer  as  required. 
Most  of  the  available  subroutines  are  intended  primarily  for  signal  processing 
applications  such  as  Fast  Fourier  Transforms  and  would  probably  not  be 
used  in  aerospace  applications.  All  of  the  transcendental  functions 
required  in  aerospace  work  are  available. 
The  Program  Development  Package  includes  an  assembler, a inker, a 
debugger,  and a simulator.  All of  these  are  written  in FORTRAN and 
compiled  on  the  host  computer.  The  assembler  provides a two-pass 
assembly o f  symbolic  coding  into an object  module,  and  also  generates 
detailed  error  diagnostics.  Using  this  assembler,  programing  the 
AP-lZOB  entails  the  preparation  of a separate  instruction  word  for  each 
machine  cycle.  Each  word  contains  separate  instructions  to  each of 
the  six  subunits.  Some  effort is of  course  required  to  become  familiar 
with  the  assembly  language  and  to  optimize  program  structure. 
The  simulator  portion f the  Program  Development  Package  provides a 
program  simulation  of  the  various  hardware  elements  of  the  AP-120B.  All 
timing  characteristics  of  the  AP-120B  are  emulated,  and  the  floating 
point  arithmetic  is  simulated  (including  rounding)  to  the  least  signifi- 
cant  bit.  Using  this  package,  new  AP-120B  programs  can  be  developed 
,off-line,  even  at  distant  and  independent  computer  facilities. 
There  is  no  question  that  the  utilization of the  AP-12OB  entails 
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programming  skills  and  special howledge far  beyond  that  required  in 
the  programming  of  similar  problems  on  large  general  purpose  machines. 
It  is  unlikely  that  there  will  ever  be  available  sufficiently  powerful 
compilers  to  permit  the  host  computer/AP-lZOB  system  to  be  programmed 
in FORTRAN, without  sacrificing  most  of  the  speed  advantages. On the
other  hand,  the  availability  of  the  assembler  and  the  simulator  greatly 
facilitates  the  programming  task. No doubt,  the  system  will  rarely  be 
operated  at  maximum  efficiency;  but  it  does  not  appear  that n xtra- 
ordinary  programming  effort  would  be  required  to  prepare  application 
programs  with  adequate  speed. 
Application  Support 
The  AP-12OB  was  developed  primarily  with  signal  processing  in  mind. 
Floating  Point  Systems,  Inc.  maintains  competent  staff  of  programmers 
to  provide  programing  support.  However,  simulation  is  far remved 
from  the  bread-and-butter  activities of this group, and  it  is  unlikely 
that  there  is  sufficient  incentive  for  FPS  to  develop  any  appreciable 
capability  in  that  direction.  It  follows  therefore  that FPS will  give 
negligible  support  as  far  as  specific  simulation  applications  are  con- 
cerned. 
Principal  Shortcomings 
The  AF"120B  is a machine  that has clearly  been  developed  for  an 
application  other  than  simulation.  The  fact  that  it  appears  to  be 
adequate  for  the  benchmark  problem  may  be  considered a happy  accident 
rather than the  result  of  planning.  It  cannot  be  assumed  therefore 
that  other  aerospace  problems  can  be  accomdated  as  readily  as  the 
helicopter  benchmark  problem. 
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The  AP-120B was designed  primarily  for  problems  in  which  large 
blocks  of  data  are  read  from  the  host  computer  into  the  data  memory, 
and  in  which  the  elements  of  these  blocks  are  then  subjected  to a 
relatively  short  series  of  arithmetic  operations  and  manipulations. 
This  is  the  situation  in  signal  analysis  and  Fast  Fourier  Transformation. 
In aerospace  simulation  problems  on  the  other  hand, a relatively  small 
sequence  of  numbers  (typically  twelve  or  less)  are  read  out  of  the  host 
computer  at  the  beginning  of  each  time  frame.  These  data  are  then 
subjected  to  extremely  lengthy  and  elaborate  computations.  For  example 
in  the  helicopter  problem,  the  input  vector  only  contains  ten  elements. 
The  FORTRAN  program  describing  the  manipulations  of  this  vector  during 
each  time  frame  require  over  450  FORTRAN  words,  not  counting  comments, 
declarations,  etc. As a matter  of  fact,  in  the  solution  of  the  heli- 
copter  problem  on  the  AP-l2UB  it  is  possible  that  the  data  memory  will 
not  be  used  at  all;  in  signal  processing  applications,  on  the  other 
hand,  the  data  memory  is  the  central  element  for  all  operations.  The 
program  memory  can  be  expanded  to  4000  64-bit  words.  It  is a complicated 
matter  to  predict  how  the  450  FORTRAN  commands  would  translate  into 
AP-120B  assembly  and  machine  language.  For the benchmark  problem,  the 
program  memory  would  probably  be  sufficiently  large,  but  it  is  quite 
possible  that  other  aerospace  simulations  may  have  excessive  program 
memry requirements.  The  implications  involved  deserve  considerably 
more  detailed  study. 
Another  disadvantage  is  the  absence  of  facilities  for  direct  access 
to  the  AP-120B  from  external comication lines.  All  data  must  enter 
and  leave  the  unit  via  the  interface  module  and  the  host  computer.  This 
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may create an-intolerable  bottleneck under certain  conditions. 
"" Credibility of the Unit 
By the end of 1976, over 150 AP-120B units had been delivered. The 
majority of these were destined  for OEM applications,  particularly in 
the seismic and medical fields.  As would be expected of an item which 
accounts for the bulk of a company's sales ,  a large effort  has gone into 
optimizing a l l  its hardware and software features. Only standard high- 
quali ty modules, obtained from major suppliers such as Texas Instruments 
Inc. are employed, and impressive quality control techniques are in 
regular use. The  mean time between hardware fai lure  of this  uni t  w a s  
reported t o  be 3800 hours - a very noteworthy record. If the AP-120B 
is acquired it can be assumed that  it will be more realiable and cause 
fewer headaches than the host computer and its other peripherals. 
costs 
" 
With a fu l ly  expanded Program Source Memory and a reasonably 
extensive Table Memory, the AP-12OB for the present application would 
come t o  approcimately $80,000. This figure includes the necessary 
software packages and an interface to the host computer. 
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5.2 Applied  Dynamics  Inc.  AD-10 
Overview 
The  AD-10  was  originally  designed  to  serve  as a digit l  function 
generator  for  hybrid  computer  systems.  Only  subsequently  were  the 
potentialities of this  unit  as a peripheral  for  general-purpose 
digital  computers  recognized.  The  architecture  and  mode  of  use  of  this 
unit in the  present  application  is  essentially  similar  to  that  of  the 
family  of  array  processors.  The  subunits  making up the AD-10  are 
however  in many ways  more  suitable  for  simulation  applications.  In 
fact  the  simulation  orientation  of  the  AD-10  is  one  of  its  more  attractive 
features. 
In  order  to  make  the AD-10 suitable  for  the  present  application, 
it  will  be  necessary t o augment it with  an  integrator  module,  which  has 
been  designed  on  paper  but  not  yet  built.  With  this  module,  the  AD-10 
in  conjunction  with a PDP-11/70  can  provide a frame  time  of  approximately 
0.6 millisecond  for  the  benchmark  problem.  The  cost  of  the  unit  with 
the  required  features  would  be  about $85,000. An assembler  is  currently 
available,  but a more  sophisticated FORTRAN oriented  version  will  have 
to  be  provided  by  the  vendor.  The  AD-10  is a relatively  new  machine. 
Several  prototypesexist,but  none  have  actually  been  used  in  practice. 
The  use  of  the  AD-10  as a peripheral  to a digital  computer  entails 
two major  difficulties.  Except  for  the  integrator  module  which  has a 
48-bit  word,  the  AD-10  is a 16-bit  machine.  This  should  be  adequate 
for  most  applications  but  may  occasionally  present  difficulties.  More 
seriously,  the  AD-10  operates  in  the  fixed-point  mode.  This  implies 
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that  all  computations  within  the  AD-10  must  be  carefully  scaled  to 
avoid  overflow  or  loss  of  significant  figures. A careful  and  detailed 
study  will  be  required  to  determine  to  what  extent  this  negative  feature 
is  overshadowed  by  the  positive  features  of  the  AD-10. 
Hardware  Organization 
The AD-10 occupies  most  of a standard  rack.  Because ECL circuitry 
is  used  extensively,  power  requirements  are  substantial  and a large 
power  supply  is  provided.  Figure  5.2  is a block  diagram  of  the  AD-10. 
The  data,  address,  and  control  multibus  is a parallel ECL bus,  composed 
of  16  data  lines,  18  address  lines  and  several  control  lines.  This 
bus  supports  twenty  data/address  bus  transactions  per  microsecond. 
These  bus  transactions  pass  data  to  and  from  the  data  memory,  the 
functional  processors,  and  the  host  digital  computers.  The  transactions 
as  well  as  all  memory  processor  functions  are  synchronously  controlled 
by a master 40 MHz  clock. 
The  AD-10  is  unique  among  the  peripheral  processors  encountered  in 
this  survey  in  that  it  has a distributed  program  control  memory.  Each 
functional  unit  has a separate  instruction  memory  controlling  the  actions 
of  the  corresponding  functional  unit  each  machine  cycle.  Prior  to a 
computer run, each  of  these  program  memories  is  loaded  by  the  host 
computer.  The  host  computer  is  coupled  to  the  AD-10  via  the  Host  Inter- 
face  Controller  which  distributes  the  instructions  to  the  appropriate 
functional  processors  and  loads  function  data  into  the  Multiport  Data 
Memory. 
The Wtiport Data  Memory  holds  all  tabular  data  as  well s break- 
point  values  and  slope/gain  factors  for  nuittivariable  functions.  All 
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function  data  are  organized  in  the  data  memory so that  data  fetches  may 
be  accomplished  at a 20 MIz  rate.  The  memory  is  organized  in  pages of 
4096 words,  and  each  page  is  ported  separately so that  it  may  be 
addressed  independently. 
The  Memory  Address  Processor  generates  physical  addresses  for  the 
Data  Memory  from  virtual  addresses  and  therefore  acts  essentially  as a 
memory  map.  The  Decision  Processor  efficiently  implements a binary  search 
for  breakpoint  values  as  well  as  other  decision-oriented  operations. By 
isolating  these  decision  operations  within  this  unit  and  the  Memory 
Address  Processor,the  Arithmetic  Processor  is  simplified  and  addressing 
is  made mre efficient.  This  is a particularly  important  feature  in 
function  generation. 
The  Arithmetic  Processor  provides  high-speed  arithmetic  capability. 
The  speed of  this  unit  results  from  the  use  of  pipelining  techniques, 
overlapped  move  and  arithmetic  operations,  and  the  inclusion  of a very-
fast  128-word  temporary  register  file.  Figure 5 .3  is a block  diagram of 
the  arithmetic  processor  unit.  This  unit  is  designed  to  execute an 
arithmetic  instruction  of a general  form 
R = + ( A + B )  - * C + D  - 
in 175 ns. Of course  these  are  fixed-point  16-bit  operations.  The 
unit  is  seen  to  contain wo adders  and  one  multiplier  as  well as a number 
of  temporary  storage  registers.  Since  all  the  operations  are  fully 
pipelined,  20  additions  and  10  multiplications  can  be  achieved  in a 
single  microsecond.  Error  messages  are  generated  if  there  are  out-of- 
range  errors  in  the  positive  or  negative  direction.  The  arithmetic  pro- 
cessor  program  memory  contains  1024  words.  Each  80-bit  instruction 
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word  is  divided  into  five  16-bit  fields,  and  each  field  is  individually 
addressable. 
In  order  to  minimize  data  transfer  across  the  interface  controller 
during  each  time  frame,  it  is  essential  that  the  AD-10  be  equipped 
with a facility  for  integration.  This  capability  was  omitted  from  the 
original  design  of  the AD-10, since  it  was  intended  that  the  AD-10 
function  in  conjunction  with  analog  integrators.  Applied Dynamics has 
completed  the  preliminary  design  of an integrator  module  and  expects  that 
this  unit  will  be  operational  in  the  latter  part  of 1977. Unlike  the 
other  functional  modules of the AD-10, the  integrator  module  employs 
48-bit  rather than 16-bit  words.  In  that  way,  the  deleterious  effects 
of round-off  error  accumulation  can  be  avoided.  The  design  of  this 
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TABLE 5.2 
FRAME TIME OF 'JIE APPLIED DYNAMICS AD-10 FOR 'IHE BENCHMARK PROBLEU 
Time  Required 
psec 
Computations  Independent of N and s 
131  Multiplications 
9 5 Addi t ions 
6 Functions  of  One  Variable 
Computations  Proportional  to N 
92  Multiplications 
63 Additions 
9 Functons  of  One  Variable 
Computations  Proportional t o  N and s 
30  Multiplications 
13  Additions 
2 Functions  of  One  Variable 
6 Functions of Two Variables 
33.9 
17.2 
51.1  usec 
23.3 N 
9.9 N 
33.2 N wec 
6.5 Ns 
2.2  Ns 
7 . 8  Ns 
16.5  Ns  psec 
Time  for N s = 25 
N = number of rotor blades s = finite elements per blade 
0.63  millisec 
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mdule appears  reasonable,  and  it  is  unlikely  that major  difficulties 
will  be  encountered  in  its  implementation. 
Speed 
With  the  forthcoming  availability  of an integrator  module,  all 
differential  equations  governing  the  dynamics  of  the  helicopter  can 
be  solved  in  the  AD-10  during  each  time  frame. As in  the  case  of  the 
AP-120B,  it  is  assumed  that  the  integration  algorithm  selected  requires 
but a single  function  evaluation  during  each  time  frame.  Under  these 
conditions  the  computer  times  required  for  the  various  steps  involved 
in  the  solution  of  one  time  frame  of  the  benchmark  problem  are  as 
listed  in  Table 5.2. 
Because  of  the  unique  organization  of  the  Arithmetic  Processing 
unit  some  overlap  of  multiplication  and  addition  operations  have 
been  assumed.  Additionally, it has  been  assumed  that  full  binary 
search  is  required  for  function  generation. 
If N represents  the  number  of  rotor  blades,  and  is  the  number  of 
finite  elements  per  blade,  the  total  time T in  microseconds  for a single 
time  frame  is 
T = 51.1 + 33.2 N + 16.5 Ns (5.2) 
for a helicopter  with  five  rotor  blades  and  five  segments  per  blade,  the 
frame  time  becomes  0.63  millisecond. 
This  time  is  probably  conservative,  since  approximately  0.15 
millisecond  can  be  saved  if  the  need  for a binary search  is  obviated 
by  spacing  the  elements  of  the  functional  arrays  uniformly. Also some 
additional  time  can  be  saved  by  fully  overlapping  multiplications  and 
additions  and  keeping  the  pipeline  full  at  all  times. 
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Mode  of  Operation 
Prior  to a computer run, the  program  memory of all  of  the  functional 
units  must  be  loaded,  Presumably  these  programs  are  resident in one of 
the  backup  memory  units  of  the  host  computer.  These  programs  are 
transferred  to  the  functional  unit,  via  the  Interface  Controller.  All 
tabular  information  is  also  loaded  from  the  host  computer  via  the  Inter- 
face  Controller  into  the  Multiported  Data  Memory.  These  tabular  data 
would  include  all  trigonometric  functions  as  well  as a number of other 
combinations  of  variables.  Since  the  AD-10  is  particularly  efficient 
in  table  lookup,  it  is  expedient  to  avoid  all  computations  of  square 
roots,  reciprocals,  etc.  by  storing  these  functions  in  tabular  form. 
In  applying  the  AD-10  to  the  helicopter  problem,  all  computations 
involving  the  solution  of  the  differential  equations  governing  the 
system  dynamics  are  solved  in  the  AD-10. At the  beginning  of  each  time 
frame,control  signals  to  the  rotor,  stabilizing  surfaces  and  engine,  as 
well  as  environmental  changes,  are  transferred  from  the  host  computer  to 
the AD-10 via a direct  memory  access  channel.  The  program  resident  in 
the AD-10 is  then  executed  independently of the  host  computer.  At  the 
end of the  time  frame,  the  variables  needed  for  cockpit  displays  and 
control  system  computations  are  read  out  of  the  AD-10  and  into  the  host 
computer.  Aircraft  control  system  functions  and  other  operations  requiring 
interaction  with  the  outside  world  are  implemented  on  the  host  computer. 
From  the  point  of  view  of  the  host  computer  then,  the  AD-10  appears as 
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a differential  equation  solving  subroutine  which  is  called  Once  during 
each  time  frame. 
Software  Support 
Relatively  meager  software  support  exists  for  the  AD-10  at  the 
present  time. A preliminary  version  of  an  assembler  is  in  existence 
and  appears  to  be  operating  satisfactorily.,  Applied  Dynamics  is 
committed  to  providing a FORTRAN based  assembler  more  suitable  for 
general  use. A library  of  subroutines  will  also  be  available  in  the 
near  future.  With  these  software  packages , the  preparation  of  applica- 
tion  programs  for  the  AD-10  will  not  be  extremely  difficult.  It  will 
however  be  necessary  to  prepare  the  program  one  machine  cycle  at a time 
and  to  specify  the  actions  of  each  of  the  functional  units.  Each  of 
thefunctionalunits  has  the  capability  of  pausing  while  other  units 
catch up with  their  computation.  It  is  not  necessary,  therefore,  to 
strive  for  an  optimum.  Adequate  frame  times  appear  to  be  feasible  using 
a relatively  unsophisticated  approach. 
Application  Support 
Applied  Dynamics  has  been  in  the  simulation  business  for  over 15 
years.  Members  of  its  staff  are  among  the  leading  experts  in  the 
mathematical  modeling  and  simulation  of  aerospace  systems. This 
experience has been  brought  to  bear  on  the  design  of  the  AD-10.  It  will 
also  be  invaluable  in  guiding  the  development  of  useful  software  packages 
and  in  providing  backup  for  customer  application  programing. 
Principal  Shortcomings 
When  augmented  with  the  integrator mdule now  under  construction,  the 
AD-10  will  constitute  an  exceptionally  powerful  peripheral  to a host
computer.  At  the  present  time,  insufficient  software  packages  for 
general  simulation  applications  exist.  It is difficult  to  predict  the 
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quantity and quality of packages now i n  the planning  stage. 
The biggest disadvantage of the AD-10 vis a v i s  other leading 
contenders is tha t  it is a fixed-point cmputer. This does not pose a 
problem in communicating with a host c q u t e r ,  since fixed/float con- 
version hardware will be included in the interface controller. The 
real  problem l i e s  in the need to  scale the arithmetic operations in the 
arithemetic processor unit. This can be a time-consuming and frustrat ing 
task.  
An additional potential disadvantage is the limited data word size. 
For real-time aerospace simulations, this should not be a major problen! 
since larger words are generally required only for integration; and 
the integrator module  employs 48-bit words. Furthermore, most host 
computers under consideration themselves employ 16-bit words. 
Credibilitv of the Unit 
. 
The first prototype version of the AD-10 was introduced in  the 
s m e r  of 1976. Several other prototypes have been constructed since 
then, but none are in actual use. I t  is reasonable therefore to expect 
that  xome problems and bugs remain to  be resolved. ECL integrated 
c i rcu i t s  a re  used extensively in  the  AD-10. Thes devices have an 
indifferent  reputation  for  reliabil i ty - a price one pays fo r  high speed. 
I n i t i a l l y   a t   l e s t ,   t h e  mean time between hardware fai lures  of the 
AD-10 would not be exceptionally attractive. Although the AD-10 con- 
s t i t u t e s  a departure from the normal product l ine  of Applied Dynamics, 
sufficient electronic design capabilities exist in-house to assure that 
a reliable and satisfactory product will ultimately  result. 
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cost -
An adequately expanded version of the AD-10, fu l ly  capable of 
c 
handling a wide range of aerospace problems including the helicopter 
benchmark problem, will cost approximately $85,000. Some additional 
allowance must be made for  the  preparation of various software packages 
other than the assembler. 
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5.3  Denelcor,  Inc. - HEP 
Overview 
The  heterogeneous  element  processor (HEP) is currently  being 
developed  for  the  Ballistic  Research  Laboratories.  It  is  actually a 
full-fledged  digital  computer  capable  of  large  number-crunching  tasks, 
but  with  an  architecture  that  emphasizes  parallelism.  It  is a MIMD
(multiple  instruction  multiple  data  stream)  machine as constrasted  with 
the  SIMD  machines  such  as  the STAR or  ILLIAC rV. The  method  used  in 
HEP to  attain  speed  is  to  establish  process  execution  in  parallel  on 
a number  of  processors.  Synchronization among the  processors  is 
largely  accomplished  by  hardware. A timing  analysis  indicates  that  the 
helicopter  benchmark  problem  could  be  solved  with a single  processor 
in  approximately  1.8  milliseconds. Using4 processors  operating  simul- 
taneously,  this  time  would  be  cut  to  slightly  under  0.5  millisecond. 
The  cost  of a four-processor  system  will  probably  be  in  excess  of 
$750,000.  Software  is  currently  being  developed  by  Computer  Sciences 
Corporation, Los Angeles.  It  is  highly  unlikely  that  any  definitive 
system  tests  will  be  performed  prior  to  the  end  of  1978. 
Hardware  Organization 
The HEP system  shown  in  Figure  5.4  consists  of  one  control  computer, 
a scheduler,  and  various  computing  and  memory  modules.  The  Algebraic 
Processor  modules  perform  the  high-speed  computation,  while  the  four 
Data  Memory  modules  are  used  for  high-speed  data  storage.  The  Integra- 
tor  module  implements  automatic  Runga-Kutta  integration. 
Three  basic  techniques  are  employed  to  achieve  high  speed.  First, 
separate  data  and  program  memories  are  used, so that  fetching an 
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instruction  can  be  performed  in  parallel  with  the  execution of the 
previous  instruction.  Second,  the  processors  of HEP are  pipelined so 
that  several  instructions  may  be  executed  simultaneously.  Third, 
the  instruction  words  of  the HEP processors  are  wide so that  many 
actions  can  be  specified  in a single  instruction. 
Floating  point  data  are  in a 56-bit  hexadecimal  sign-magnitude 
format  (48-bit  fraction).  The  algebraic  processes  contain  512  registers 
of  64-bits  each  and  are  capable  of  supporting LIP to 64 multiple 
processes.  Sophisticated  queueing  and  scheduling  techniques  are 
employed  to  optimize  data  transfers. 
Mode  of  Operation 
If the HEP is  used  in a helicopter  simulation,  the  entire  computa- 
tion  would  be  performed in HEP.The  host  computer  would  be  used  prin- 
cipally  as an interface  to  the  connnunication  lines  and  to  control 
input/output  devices.  The  entire  program  for  the  computation  would  be 
resident  in HEP and  would  be  carried  out  under  its  control. 
Speed 
Table 5 . 3  constitutes a timing  estimate  for  the  benchmark  problem. 
If N represents  the  number  of  rotor  blades  and s is  the  number  of 
finite  elements  per  blade,  the  total  time T (in  microseconds)  for a 
time  frame  when  using a single  processor  is 
T = 34.6 + 33.5 N + 65.0  Ns (5.3) 
If  four  parallel  processors  (which  is  the  full  expansion)  are  employed, 
the  time  required  for a time  frame  is 
T = 8.7 + 8.5 N + 16.2  Ns 
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TABLE 5.3 
FRAME TIME OF 'IHE DFNELCOR HEP FOR 
?HE BENCHMARK PROBLEM 
One Four 
Processor Processors 
~.ls ec wec 
Operations  Independent of N and s 
131  kltiplications 
95  Additions 
6 Functions  of  One  Variable 
Operations  Proportional  to N 
92 kltiplications 
63  Additions 
9 Functions  of  One  Variable 
Operations  Proportional  to N and s 
30  Multiplications 
13  Additions 
2 Functions of One  Variable 
6 Functions  of Two Variables 
Time  for N x s = 25 
N - number of rotor  blades 
13.1  3.3 
9.5 2.4 
12.0  3.0
34.6  8.7 
9.2N  2.3N 
6.3N  1.6N 
18. ON 4.5N 
33.5N  8.5N 
30.  ONs 7. SNs 
13.  ONs 3.2Ns 
4. ONs 1.  ONs 
18.  ONs 4.5Ns 
65.  ONs 16.2Ns 
1.83  millisec  0.46  millisec 
s = finite  elements  per  blade 
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For a helicopter with five  rotor  blades and five segments per blade, the 
frame times become 1.83 milliseconds and 0.46 millisecond respectively. 
It is of course diff icul t   to   ant ic ipate   in  advance the amount of overhead 
that  must be added t o  the above times, but 20% would appear t o  be a 
reasonable figure. Considerable time can be saved i f  the binary search 
for functions of two variables can be replaced by direct  address 
calculations. 
Programability 
As ye t ,  no software packages have actually been written, and only 
general decisions have been made as to the overall software configuration. 
Denelcor has a contract with Computer Sciences Corporation, Los Angeles, 
t o  prepare a variety of packages required by the  Ballist ic Research 
Laboratories. No doubt a number of these packages would be useful f o r  
the simulation application. S t i l l  it would appear that  an extensive 
in-house programming effor t  would be required i f  a HEP were acquired by 
NASA. 
Principal Shortcomings 
If actually realized and implemented as planned, the HEP would 
be more than adequate f o r   a l l  of NASA's simulation requirements. 
Credibility of the Unit " 
HEP is essentially a one-of-its-kind system being designed and 
produced for  a single customer. A preliminary prototype module w a s  
bu i l t  and demonstrated. The system now under development prof i ts  from 
the experience with the prototype module, but it is considerably 
different in design and technology. ECL logic is being employed i n  HEP. 
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Past  experience  has  shown  this  type 6f solid  state  device  to  be  more 
prone t o  hardware  failures  and  difficulties,  but  considerable  progress 
has  been  made  recently in increasing  its  reliability.  It  would  appear 
that  the  Ballistic  Research  Laboratories'  contract  provides  Denelcor 
with  sufficient  financial support to  produce a working  system.  Only 
time  will  tell  whether  this  system  actually  lives  up  to  its  specifications 
and  whether  adequate  software  will  be  available. 
cost -
It  is  difficult  to  forecast  the  cost  of a configuration  suitable 
for  simulation  requirements.  It  would  be  reasonable  however  to 
expect  the  system  to  cost  somewhere in the $750,000 to $1,000,000 range. 
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5.4 ~ " W. ~. W. Gaertner Research Inc. - G-471 
Overview 
The G-471 is  an array of processors providing a high degree of multi- 
processing and pipelining. No versions of th i s  un i t  have been bui l t  o r  
are under construction. The proposed system would therefore be the first 
and only version. The proposed configuration appears however t o  be wel 
within the state of the art and employs only off-the-shelf modules. 
Depending upon the number of processors wed, frame times from 0 . 2  
millisecond to  0.8 millisecond for the helicopter problem should be 
attainable. In addition to the cost of the host computer, which couJd.; 
be a PDP-11/70, the cost  of the G-471 would be in the range of $50,000 
t o  $200,000 depending upon the number of parallel processors acquired. 
Hardware Organization 
A block diagram of the proposed G-471 i s  shown i n  Figure 5.5. The 
control computer can be any standard general-purpose computer such as a 
PDP-11. I t  controls the operations of the processing elements and data- 
routing element arrays. The processing elements i n  the PE array are 
standard microcomputer boards each of which processes 16 or 32 b i t s   i n  
paral le l .  The local memory associated with each PE is  expandable to  a t  
least 56 K bytes. This storage area can be assigned to  data  or  program 
i n  any mix. PE 's  can readily be paralleled, with arrays ranging from 
16 t o  1024 PE 's .  Each PE can directly address up t o  16 megabytes of 
semiconductor RAM central  working storage. This working storage is 
parti t ioned into a t  least as many  memory banks as there are PE's SO as 
t o  permit paral le l  access. Each PE also has access t o  mass memory, 
typically a bank of discs.  
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TABLE 5.4 
. . . . . . 
FRAME. TIME OF 'IHE W. W. GAERTNER G-471  FOR 
'IHE BENCHMARK PROBLEW 
One Five 
Processor Processors 
psec psec 
Operations  Independent  of N and s 
131  Multiplications 
95  Additions 
6 Functions  of  One  Variable 
Operations  Proportional  to N 
92  Multiplications 
6 3 Additions 
9 Functions of One  Variable 
Operations  Proportional t o  N and s 
30 Multiplications 
13  Additions 
2 Functions  of  One  Variable 
6 Functions of Two Variables 
Time for N x s =25 
N = number of  rotor  blades 
35.4  7.1 
17.1  3.4 
3.4  0.7
55.9  11.2 
24.8N 5.ON 
11.3N 2 . 3 N  
5.ON  1.ON 
41.1N  8.3N 
8.1Ns 1.62Ns 
2.3Ns 0.46Ns 
1.1Ns 0.22Ns 
21.06Ns 4.21Ns 
32.6Ns 6.51Ns 
0.70  millisec  0.14  millisec 
s = finite  elements  per  blade 
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The data routing element array performs the communication functions 
among the PE's, the real-time 1/0 channels, the central working storage 
memory banks and the mass memory modules. I t  i s  basically a programmable 
cross-point switch whose switch settings are determined dynamically. An 
important feature of the design is  the large amount of off-the-shelf 
hardware which is used. 
Mode of Operation 
The entire simulation program should be executed by the G-471 i n  
order t o  p ro f i t  from i t s  high speed. This program would be read into 
the memories of the Processing Elements a t  the beginning of the computer 
run. For the helicopter simulation a simple Processing Element  would 
be adequate. For increased speed a separate Processing Element might 
be dedicated to each rotor blade. 
Speed 
The G-471 operates on a clock which provides a 90 ns cycle time. 
The times which would be required for a single time frame of the benchmark 
problem are presented i n  Table 5.4. If five rotor blades with five 
f in i t e  elements each are employed, the total time T i n  microseconds 
required by a single processor is  
T = 55.9 + 41.1 N + 17.9Ns (5.5) 
If five processors are employed, so that  a separate processor is assigned 
t o  each of five rotor blades, the total time becomes 
T = 1 1 . 2  + 8.3N + 3.59Ns 
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f i 
For a helicopter including five rotor blades with five f i n i t e  elements 
per blade, the total time for  a single processor system becomes 0.70 
millisecond. The frame time for the same problem using five parallel 
processors is 0.14 millisecond. I t  is d i f f i c u l t  t o  determine how  much 
should be added t o  these figures for  overhead and data  t ransfer  to  
and from the host computer. 
Programmability 
No software for the G-471 exis ts  at the present time. W.W. Gaertner 
would however be will ing to provide a standard assembler t o   f a c i l i t a t e  
the programming task. Clearly the optimal operation of an array of 
processors requires considerable special s k i l l s  and a large investment 
in software. On the other hand, for the contemplated simulation 
applications nowhere near optimum operation would  be required. The 
software problem is  therefore not nearly as formidable as i t  would be in  
the case of applications requiring a large number of processors, each 
operating essentially independently. 
Software Support 
W. W. Gaertner proposes to  provide a ful ly  designed and implemented 
assembler to  a id  in  the programming task. If a single processing element 
is employed, the programming would be quite straightforward, since no 
parallelism would  be involved. The program  would merely take advantage 
of the extremely rapid floating-point arithmetic capability of the 
processing element. Where a number of processing elements are used, some 
scheduling and queueing problems must be solved. This would place a 
premium on application programming s k i l l s .  
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Application Support 
The G-471 w a s  proposed primarily with signal processing applications 
in mind. W. W. Gaertner has no direct  experience with dynamic simulations. 
No support along those lines could therefore be expected f r m  the vendor. 
Principal Shortcomings 
If realized as proposed, the G-471 should meet a l l  of the simulation 
requirements of NASA. 
Credibility of the hit 
The G-471 is s t r i c t l y  a proposal. No version of th i s  un i t  has as yet 
been built nor are there any orders or contracts for it in existence. 
cost 
According t o  Dr. Gaertner a G-471 with a single Processing Element 
would cost $50,000. For a system with six parallel processing elements 
the cost would be $200,000. In this cost, is included a moderate 
amount of software development including the basic assembler. 
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5.5 Paragon  Pacific,  Inc. - SPURS 
Overview 
The  Special  Purpose  Helicopter  Simulator (SPURS) is a special 
purpose  hybrid  computer,  designed  specifically  for  real  time  simulation 
of  rotorcraft.  However, in contrast  with  traditional  analog  and  hybrid 
computer  technology SPURS is  hard-wired,  using  entirely  integrated 
circuit  technology. As a result  the  simulator  is  extremely  compact  in 
physical  size  since  it  lacks  completely  the  patch  bay  which  character- 
izes  traditional  analog  computers.  Its  designers  are  engineers  with a 
number  of  years of experience in helicopter  simulation,  both  analog  and 
digital, who see  in  the SPURS concept an economical  and  feasible 
solution  to  the  real-time  simulation  problem.  The  parallel  nature of 
the  analog  computation  modules  not  only  results  in  extremely  high 
operating  speeds,  clearly  compatible  with  real  time,  but  in  fact  make 
possible a different  approach  to  the  solution of the  aerodynamic  load 
equations  of  the  rotor  blade.  Rather  than using finite  element  approx- 
imations,  as  is  done  with  all  the  digital  computer  implementations,  the 
analog  integrators  in  SPURS  make it possible  to  integrate  continuously 
along  the  rotor  blade. 
The  very  advantages of compactness  and  low  cost  which  characterize 
the  SPURS  concept,  also  indicate som of its  limitations  since  re- 
programming  can  be  an  extremely  difficult  operation,  involving  either 
mechanical  adjustment of large  numbers  of  coefficient  potentiometers, 
the  installation of expensive  digitally-set  pots,  digital  units,  or 
actual  physical  replacement of coefficient  cards in the  computer  by  the 
cards corresponding  to  another  helicopter. A change  of  model  from 
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helicopter t o  another  class of vehicle  may  be  completely  impossible. 
The  computer  is  readily  capable of b ing  interfaced  with  minicomputers 
of the  type  being  considered,  and  its  cost  is  moderate,  probably  in 
the  vicinity of $120,000 including  the  necessary  software  support 
packages.  In  contrast  to some of  the  other  candidate  systems 
discussed  in  this  chapter,  the SPURS would  corne  completely  programmed 
to  solve  the  helicopter  equations  of  motion,  with  only  coefficients 
and  simplifications  or  changes  left  to  the  purchaser. 
Hardware  Organization 
SPURS is  mounted  on a standard 19 inch  rack  and  requires  less  than 
two feet  of  vertical  space.  It  is  constructed  of  circuit  boards  which 
plug  into a mother  board.  Each  circuit  board  is  wired  with a specific 
type  of  analog  component,  i.e.,  there  is  an  amplifier  board, a non- 
linear  component  board, a coefficient  board,  and so forth.  The 
solution  of  the  equations  is  done  entirely  by  analog  circuits  with 
digital  logic  being  present  to  sequence  certain  operations,  as  is 
discussed  below. All components  are  permanently  interconnected  by 
means  of  wirewrap  connections. A single SPURS box  may  contain 300-400 
analog  amplifiers  and  associated  components,  more  than  enough  to 
simulate  the  helicopterequations  of  motion,  including  rotor  blades  with 
aeroelastic  degrees of freedom. 
Figure 5.6 illustrates  the  general  hardware  organization of SPURS, 
as  required  for  solution  of  the  aeroelastic  rotor  mathematical  model. 
It  consists  of a high  frequency  analog  section  in  which  the  mode  shapes 
associated  with  particular  elastic  modes  are  stored  and  used as inp ts 
to  function  generators.  The  function  generators  produce  the  aero- 
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dynamic functions (CL and CD) from angle of attack and Mach ntrmber at 
each radial  posit ion.  Radial integrators are then used t o  compute the 
aerodynamic loads continuously as a h c t i o n  of radial position, from 
the hub to   t he   t i p  a t  high repeti t ive  rates.  A digital  control 
section is used to  sequence the radial integrators from blade to blade. 
The remaining equations are solved continuously i n  a low frequency 
analog section. 
The digital  section is essentially an executive monitoring 
sequencer for the high speed analog section. The nonlinear equations 
associated with a rotor blade, are integrated once each 800 micro- 
seconds, with an additional 200 microseconds required for a "hold" 
needed to  output the results and an additional 100 microsecond "reset". 
Thus, a five blade rotor simulation would require five milliseconds per 
"frame". Of course, the parallel nature of the analog elements in  
SPURS means that the same 800 microseconds are required regardless of 
the complexity of the equations or the number of bending modes included 
in the mathematical model. Furthermore, the equations of motion of the 
vehicle i tself  are integrated continuously and in real  time. 
The machine being manufactured for  delivery  to  Fort Monmouth w i l l  
interface with a cockpit through a digital host computer, on which the 
s t ab i l i t y  and control augmentation system, display generation, and 
other pilot related functions w i l l  be implemented. 
Mode of Operation 
Since the computer programing for SPURS is inherent in i t s  wiring, 
its operation requires only the setting of coefficient values, and the 
programming of the host computer. Coefficient values can be se t  i n  a 
number of ways: 
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A. Coefficients on a coefficient board can be screwdriver 
adjusted. In v i e w  of the fact  that  any particular coefficient in the 
mathematical model may appear in   nmrous   p laces  throughout the 
s imla t ion ,  Paragon Pacific makes available a computer program as  part  
of the SPURS package which m s  i n  the normal batch mode on any 
standard digital computer and calculates  al l   the  coefficient  sett ings 
which are required  for any particular change in  helicopter  parameters. 
The coefficient boards can then be adjusted and inserted into place 
a t  the beginning of the simulation. 
B. Digitally set coefficients could take the place of the 
potentiometers provided in the standard model. O f  course, such a 
provision would require the addition of the necessary logic for 
coefficient setting and it would significantly increase the cost of a 
uni t ,  probably by a t   l e a s t  $20,000. A punched paper tape produced by 
the Paragon off- l ine program could then be used t o  set the   d ig i ta l  
coefficient units. 
Speed 
The question of speed is  confusing with the hybrid computer when 
compared with the digital processors discussed earlier. While the 
specific SPURS under construction for the U.S. Army solves the rotor 
blade aerodynamic equations i n  one millisecond per blade, it is 
important to note that this time does not change when aeroelastic 
degrees of freedom are added to the rigid flapping and lagging modes 
discussed in the benchmark problem. The addition of three aero- 
elastic modes would probably double or   t r ip le   the  computation time 
estimates for the all-digital processors. Furthermore, the helicopter 
equations of motion are being integrated continuously. Hence, a five 
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millisecond  frame  time  is  in  fact  the maxim frame  time  to  be 
expected,  regardless of the  degree  of  complexity  to  be  included  in  the 
model.  For  example,  the  addition  of  stall  aerodynamics,  detailed 
representations  of  downwash  or  more  complex  tail  rotor  models  would 
have no  effect  on  the  frame  time. 
Programmability 
The SPURS comes  completely  programmed  for  the  helicopter  equation 
of  motions.  Where  changes in the  model  are  required,  it  is  possible  to 
insert  coefficients  into  the  equation  which  can  then  be  set  to 1 or 0, 
thus  including  or  not  including  specific  terms  in a simulation.  There 
is sufficient  flexibility  within  the  set  of  equations  programmed  in 
this  manner  to  make  it  possible  to us  only  coefficient  settings  to 
change  among a wide  variety  of  helicopter  configurations.  Clearly, 
changes  such  as  number  of  rotor  blades,  mode  of  attachment of the 
blade  at  the  hub,  shape  of  the  fuselage,  and so on can  be  easily 
accommodated.  It  is  not  clear  whether a vehicle  such  as a lift  fan, 
or  some  other  type  of V/STOL can  be  accommodated  by  means  of a SPURS 
box specifically  designed  for  the  simulation  of  rotorcraft.  Paragon 
Pacific  provides a digital  support  system  which  uses a modular 
stability  derivative  program (MISTAB) to  calculate  all  the  necessary 
coefficients. 
Application  Support 
Of all  the  companies  considered,  only  Paragon  Pacific  has  staff 
members  who  clearly  understand  the  helicopter  application,  and  hence 
could  be  counted  on  to  provide  significant  amounts  of  application 
support. As indicated  above,  the  computer  would  come  fully  wired  for 
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the  helicopter  simulation.  Should  alternative  Paragon  computers  be 
required  for  other  vehicles,  Paragon  staff  could  be  counted  on  to 
program  the  necessary  equations  in  preparation  for  the  construction 
of  another  hard-wired  machine. 
Principal  Shortcomings 
The  SPURS  is a special  purpose cmputer, designed  for  simulation 
of  the  helicopter  equations  of  motion  in  real  time.  Its  lack  of 
flexibility  is  its  principal  shortcoming. 
Credibilityf - the  Unit "____ 
As of  the  time  of  this  writing, SPURS had  not  yet  been  delivered 
to  Fort  Monmouth.  However, a computer  with  the  same  type  of  design 
features  for  simulating  ship  motion  was  demonstrated  to  the  authors 
at  Paragon  Pacific  headquarters in El  Segundo,  California,  and 
performed  impressively. 
cost -
A SPURS unit  completely  programmed  for  real  time  helicopter 
simulation  including  aeroelastic  degrees  of  freedom  would  cost 
approximately $120,000. It  is  important  to  note  that  this  price 
includes  the  digital  support  programs,  and  that  no  additional  soft- 
ware  investment  would  be  necessary,  except  for  the  programming  of 
the  host  computer  and  its  interface  with  the  cockpit. 
5 .43  
VI COMPARISCWS AND TRADEOFFS 
This chapter is devoted t o  a discussion of the relative advantages 
and disadvantages of the leading candidates for the simulator system. 
I t  is assumed that  a peripheral processor will be connected t o  a small 
general-purpose d ig i t a l  computer such as the Digital Equipment Corpo- 
ration PDP-11/70. The general purpose computer acting as a host will 
handle a l l  connnunications with the cockpit hardware, as well as  with 
a variety of terminals and other input/output equipment. In addition 
the host w i l l  perfom a very small amount of the calculations required 
during each time frame of the simulation. These calculations will be 
limited to those blocks of the mathematical model which need to  be re- 
vised frequently and which do not require high-speed computations. 
Virtually all the differential equations involved in the mathematical 
model w i l l  be handled by the peripheral processor in a way that requires 
only a single input vector at the beginning of the time frame and a 
single output vector at the end of the time frame. 
Of the leading candidates described in the preceding chapter, the 
Floating Point Systems' AP-120B is available as an off-the-shelf item; 
the Applied Dynamics AD-10 has been available in prototype form but 
requires some minor additions for the present task; Paragon Pacific 's  
SPURS has been constructed for a different  application and would require 
some additional hardware development; the Denelcor HEP and the Gaertner 
G-471 only exist on paper a t  the present time. The fact  that  each of the 
five candidates is a t  a different point of development makes direct  
comparisons difficult. In the present chapter it has been assumed that 
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each of the  five vendors will be able to  produce a piece of hardware 
meeting i t s  specifi.cations, although it is  realized that th i s  is rarely 
the case in the design of novel and complex computer systems. From the 
point of view of hardware organization, the AP-120B and the AD-10 are 
fairly similar;  the HEP and the G-471 likewise have many s imilar i t ies .  
For this  reason,  a  direct comparison is made below .between the AP-120B 
and the AD-10. In Section 6.2,  the advantages and disadvantages of 
choosing either the HEP or the G-471 rather than either the AP-120B or 
the AD-10 are considered. Finally in Section 6.3 the consequences of 
choosing the Paragon Pacific 's  SPURS hybrid system rather than any of 
the four digital processors is discussed. 
6.2 
6.1 Floating Point Systems AP-120B vs. Applied T)Ynmics AD-10 
cost -
The quoted prices  of  the AP-120B and AD-10 are  very  nearly the 
same. With the required memory expansions and interface units, both 
systems would run about $80,000. However substantially mre expensive 
and better-developed software packages are available for the AP-120B. 
Software development costs would therefore be higher for the AD-10. 
Speed 
In real-time simulation applications the AD-10 is from 5-8 times 
faster .  The speed advantage of the AD-10 is due to i t s  faster cycle 
time, i t s  more powerful arithmetic unit (which performs two additions 
and one multiplication simultaneously) as well as to the special hard- 
ware which is provided for  memory  mapping and binary search. For the 
benchmark problem, the AP-12OB with an estimated frame time of 
approximately 3.5 milliseconds would be marginally acceptable. For 
other aerospace simulations, particularly those which require the evalu- 
ations of many functions of three or more variables during each frame, 
the AP-120B  may be too slow. By contrast, the estimated AD-10 frame 
time for the helicopter benchmark problem was 0.6 mil.lisecond, which 
provides considerable leeway for  overhead and model growth. 
Accuracy 
The AP-120B is a 38-bit  floating  point machine with a 28-bit mantissa. 
By contrast the AD-10 is a 16-bit fixed point machine. The AD-10 is 
therefore subject to a substantially larger round-off error during 
each arithmetic operation. Experience has shown however t h a t  i n  aerospace 
simulations, a 16-bit word is  suff ic ient  for  a l l  computations except the 
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execution of the integration algorithm; and AD1 is providing an 
integration module with a 48-bit word. I t  can therefore be concluded 
that both systems are more than adequate in  providing the overall accuracy 
sought in real-time simulations. 
Program Size 
The architecture of the AP-120B  makes it impossible to  expand the 
Program Memory beyond 4 ,000  instruction words. This places a ceil ing 
on the complexity of the calculations which could be handled during 
a given time frame. The AD-10 does not have such a cei l ing.  For the 
helicopter benchmark problem, the program memory of the AF”120B is 
probably adequate. I t  would probably not be large enough for  a number 
of other important simulation problems. 
Flexibil i ty and Sui tabi l i ty  
The AD-10 is a more flexible device and has been specifically 
developed for simulation applications. I t  i s  more readily expandable 
and contains provision for the direct input of data from external 
communication l ines .  The design of  the AP-120B is more or less frozen, 
and w a s  directed to a signal processing rather than a simulation 
application. All information into and out of the AP-120B must  go through 
the host computer, which may prove to  be a significant bottleneck 
under certain circumstances, though not in the case of the helicopter 
benchmark problem. 
Programmability 
The  AP-120B is far easier to program. Because of i t s  fixed point 
data representation, the programming of the AD-10 poses significant 
scaling problems. The extent to which this  is a damaging disadvantage 
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remains to  be evaluated. Also because of its distributed program memory, 
the near-optimal programming of the AD-10 can be expected t o  be more d i f f i cu l t  
than that of the AP-120B. 
Software Support 
A t  the present time, the available software for the AP-120B is 
far superior to that of the AD-10. O f  particular importance are the 
assembler and the simulator (emlator) packages of the AP-120B. I t  
remains to  be seen t o  what extent Applied Dynamics will be able to 
develop comparable software packages. 
Application Support 
Applied Dynamics is  capable of giving significant and substantial 
support in application programming and in the planning of real-time 
simulations, having a long and impressive record in  this  f ie ld .  Float ing 
Point Systems has virtually no simulation experience and will therefore 
be able  to  give l i t t le  i f  any application support. 
Field Experience 
Over 150 models of the AP-120B have been delivered to customers. 
An impressive mean time between failures (3800 hours) has gradually 
been achieved. Probably, the AP-120B w i l l  be considerably more reliable 
than the host computer and its peripherals. Although several versions 
of the AD-10 have been constructed, none have been used in   the   f ie ld .  
Moreover, the AD-10 employs solid-state circuitry which is inherently 
less reliable than that  used in the AP-120B. 
S m a r y  
Both the AP-120B and the AD-10 seem adequate for the helicopter 
problem. For other and more complex problems, the AD-10 has a significant 
advantage. The  AP-120B has a much  more impressive track record to date. 
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6.2 AP-1204 or AD-10 vs .. Denelcor HEP or  Gaertner G-471 
cost  -
The AD-10 or  AP-120B arc less expensive. The cost  for the G-471 
would range from $50,000 t o  $200,000 , depending upon the number of 
parallel processing elements. The Denelcor HEP would cost  in  excess of 
$750,000. By contrast the AP-120B and the AD-10 both run about $80,000. 
Speed 
The G-471 and the HEP are substantially faster.  This speed ad- 
vantage is  not evident for the benchmark problem since that problem is 
really too easy to take full  advantage of the parallel processing 
capabili t ies of the HEP and the G-471. No doubt there are some simu- 
lation  applications  in which the HEP or the G-471 would have more 
impressive  speed  advantages. 
Accuracv 
Both the HEP and the G-471 are capable of employing sufficiently wide 
data words to obviate any round-off error problems. This is also true 
of the AD-10 and the AI?-1ZOB. 
Program Size 
Both the G-471 and the HEP are capable of handling sufficiently large 
programs. Only the AP-120B has a serious program memory size problem. 
Flexibil i ty and Sui tabi l i ty  
Both the HEP and the G-471 appear t o  be well-suited t o  simulation 
applications. The  same is  true for the AD-10 but not for the AP-120B. 
Programmability 
The G-471 would appear t o  be relatively easy and straightforward to 
program, provided the simulation problem can be broken up into reasonably 
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independent segments. This is the case for the helicopter problem where 
each rotor  blade  calculation can be performed essentially independently. 
The HEP would require more challenging and difficult   programing  effort .  
Provided adequate assemblers are implemented, the programming of the 
AP-l20B, the AD-10 and the HEP would be of approximately equal diff icul ty .  
Software Support j 
j No software exists a t  present for either the HEP or the G-471. 
I 
j Both of  these  candidates  are  therefore  far behind the AP-120B and the 
I 
I AD-10 for  which some useful packages are already available. Denelcor has 
already contracted for the development of HEP software packages. G-471 
software would have t o  be developed from scratch. 
Application Support 
Applied Jlynamics Inc. and Denelcor Inc. both have substantial simu- 
lation experience. Floating Point Systems  and Gaertner Research have 
none. 
Field Experience 
Neither the HEP nor the G-471 have actually been realized as working 
hardware. By contrast there is  a l o t  of f ie ld  experience w i t h  the 
AP-120B and considerable prototype experience with the AD-10. 
S-rY 
The HEP and the G-471 consti tute more advanced designs with a greater 
degree of parallelism and f lex ib i l i ty .  I t  is unlikely that their 
development w i l l  proceed sufficiently rapidly to make  them suitable for 
acquistion in the near future. 
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6.3 Paragon Pacific SPURSvs. Digital  Processors . ”
cost -
SPURS is essentially a hardwired analog unit. Its hardware organization 
therefore includes the equivalent o f  applications programing for digital 
processors. The cost  of approximately $120,000 fo r  the helicopter 
simulation is therefore probably comparable t o  that of the AP-120B or 
the AD-10. 
Speed 
Because i t  is a parallel analog machine, SrmRs does not have an . 
inherent speed limitation. The general approach can be expected to  
provide adequate speeds f o r  a l l  realistic simulations. 
Accuracy 
SPURS w i l l  probably function with adequate accuracy for a l l   r e a l i s t i c  
s imlat ions.  I t  is not subject to truncation and round-off errors  to  
the same extent as are digital processors. 
Program Size 
The size of the problem that can be handled with SPURS is limited 
by the actual hardware components which have been purchased and 
installed.  This is  of course not the case in digital  processing. 
Flexibil i ty and Suitabil i ty 
SPURS is probably ideal for a specific helicopter problem. An 
ent i re ly   different   uni t  would have t o  be acquired for other kinds of 
aerospace simulations. Even with digitally-set potentiometers and 
some reprogrmabi l i ty ,  SPURS is probably not  sufficiently  f lexible 
for the general facility. By contrast, digital processors are more 
awkward and less suitable for a specific simulation such as the helicopter 
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problem, but they possess the  capability  of  being  rapidly  adapted  to 
virtually  all   other  simulation requirements. 
Software Support 
'Ihe SPURS system comes essentially completely programed, so that  
no software problem exists. Digital processors require a considerable 
amount of special software. 
e l i c a t i o n  Support 
Paragon Pacific is expert in helicopter simulation. The support 
they could provide for   that  problem is  therefore far superior to that 
available from the other vendors. On the other hand, Paragon Pacific 
has vir tual ly  no experience w i t h  other kinds of aerospace simulations, 
so that they would not be as good as Applied Dynamics o r  Denelcor i n  
that area. 
Field Experience 
Some versions of SPURS have been constructed and delivered to the 
U.S. Army. They w i l l  probably function as reliably as any of the digi ta l  
processors under consideration. 
S m r Y  
SPURS is the ideal solution for a specific helicopter simulation, 
but it is not useful for any other simulation task. 
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VI I CONCLUSIONS 
The following conclusions are based upon the analyses presented 
i n  Chapters V and VI. It  should be emphasized that the comparisons 
are based primarily upon the helicopter benchmark problem. No detailed 
consideration w a s  given to  computational requirements other than for 
the solution of the  different ia l  equations characterizing the dynamic 
processes in helicopters. However, it is probable tha t  th i s  is  the 
most demanding application of the proposed simulator. 
1. A host computer of moderate s ize  supported by a peripheral 
processor is capable of meeting the simulation requirements. 
2. The five leading candidates for peripheral processors are the 
Floating Point System Inc. AP-120B7 Applied Dynamics Inc. 
AD-10, Denelcor, Inc. HEP, W. W. Gaertner Research Inc. G-471 
and Paragon Pacific SPURS.  The time required by each of these 
processors for a l l  of the computations needed to solve the 
differential equations for a single time frame is 
AP-120B AD-10 HEP G-471 SPURS 
Frame  Time (millisec.) 3.5 0.60 0.46 0.14 5.0 
All of these are fast enough for the helicopter benchmark 
problem. W i t h  the exception of the AP-120B, a l l  a r e  so fas t  tha t  
the time required by the  peripheral  processor w i l l  be 
substantially overshadowed by the time required by the host 
computer fo r  da t a  t r ans fe r s ,  comica t ion ,  e t c .  
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3. It  follows  that  considerable  care  must  be  devoted  to  the  selection 
of  the  host  computer  and  to  the  architecture  of  the  overall  system. 
The  Digital  Equipment  Corporation  PDP-11/70,  possibly  supported 
by a peripheral  PDP-11/45  may  be  adequate  for  the  task.  There 
are  however a number of other  general-purpose  digital  computers 
which  may  provide  more  speed  at  approximately  the  same  cost 
($150,000-$200,000). 
4. The  cost  for  an  adequately  expanded  peripheral  processor  including 
some  basic  software  packages  is 
AP-120B  AD-10 HEP G- 4 71 SPURS 
$80,000  $85,000 $750,000 $200,000 $120,000 
5. 
With  the  exception  of HEP, all of the  peripheral  processors 
constitute  relatively  moderate  additions  to  the  overall  cost 
of  the  integrated  system. 
The  five  leading  candidates  are  at  radical  states of readiness. 
As of February  1977,  only  the AF"IZ0B was  available  as  an  off- 
the-shelf  item.  The  AD-10  hardware  as  well  as  rudimentary  soft- 
ware  packages  is  expected  to  be  ready  during  the  second  half of 
1977.  HEP  can  be  expected  to  be  available  for  preliminary  testing 
no  earlier  than  the  end  of  1978.  The  G-471  and  SPURS  would  be 
manufactured  upon  receipt of  an order. Thus, if  it is necessary 
to  make a procurement  immediately  the  AP-120B  is  the  only  choice. 
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6 .  Minimum required  software  support  for  all of the  digital  processors 
includes an assembler, a simulator  (emulator), a subroutine  library, 
and  diagnostic  packages.  All  vendors  have  indicated  that  they 
would  furnish an assembler  and  some  subroutine  and  diagnostic 
packages.  Only  the AP-120B has a simulator  available.  The 
preparation  and  debugging of utility  programs and application 
programs  can  be  expected  to  be a large  though  not  overwhelming 
task. 
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VI I I RECOWENDATIONS 
On the basis of this study, the following course of action is 
recommended: 
1) Decide t o  accept the concept of employing a general-purpose d ig i t a l  
computer as a host, supported by a  peripheral  digital  processor. 
2 )  Eliminate a l l  analog and hybrid computing devices from further con- 
sideration. However, Paragon Pacific 's  SPURS should be recognized 
as a promising back-up possibil i ty.  Should the digital  peripheral  
processors f a i l   t o  provide adequate performance for specific 
problems, a SPURS could be acquired to meet such a specific re- 
qui rement . 
3) A detailed and systemtic study should immediately be undertaken 
to prepare the specifications for the host computer and the corrunu- 
nication links to the cockpit stations. This study should be con- 
ducted in-house by a team intimately familiar with the mode of 
operation of the Simulation Laboratory and the requirements of the 
users of the Laboratory. This study should lead to the selection 
of a host computer or a host computer complex with an optimum com- 
bination of computing speed, input/output capability, and cost .  
4) Further detailed application studies should be undertaken before 
procuring the peripheral processor. These studies would be 
directed along three avenues: 
i )  Detailed study of the applicability of the Floating Point 
Systems Inc. AP-120B. O f  particular importance are further 
considerations of the consequences of the limitation of the size 
of  the program memory, interfacing problems , and general 
programing difficulties. 
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As part of this  study a major  portion of the  helicopter  bench- 
mark  problem  should  be  programmed in AP-120B  assembly  language 
and  implemented  on a large  general-purpose  computer,  using  the 
AP-120B  simulator  program.  This  would  provide a very convincing 
measure  of  the  suitability of this  peripheral  processor. 
ii) A more  detailed study of the  applicability  of  the  Applied  Dynamics 
AD-10  should  be  made.  This  study  should  monitor  the  continued 
hardware  development  of  the  AD-10,  particularly  the  implementation 
of  the  integration  module,  as  well  as  the  evolution  of  software 
packages.  Applied  Dynamics  Inc.  has  indicated  that  it  will 
shortly  commence  the  development of  a FORTRAN-based  assembler, 
but  the  basic  structure  of  this  program  is  still  open  to 
discussion. AD1 should  also  be  encouraged  to  provide a simu- 
lator  (emulator)  program  along  the  lines of that  currently 
available for the  AP-120B. A major  portion of the  study  would 
be  directed  toward a careful  evaluation  of  the  implications  of 
the  fixed-point  nature  of  the  AD-10  particularly  as  concerns 
scaling.  More  general  programring  difficulty  should  also  be 
analyzed  in mre detail so as  to  determine  whether  the  programing 
of  the  AD-10  is  too  difficult  on  the  long run to  warrant  the 
procurement  of  this  processor. 
iii) A continuing  study  should  be  made of alternative  candidates  for 
the  peripheral  digital  processor.  Denelcor's  HEP  is  currently 
under  construction  for  the U.S. Army; a version  of  Paragon 
Pacific's  SPURS  is  currently  being  tested  at  Ft.  Monmouth;  and 
a number of  new  entries  into  the  array  processor  market  are 
eminent..  The  increased  availability  and  reliability  of ECL 
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circuitry  makes it  likely  that  very high-speed  arrays of processors 
will become  available. The implication of all of these  develop- 
ments  upon NASA/AMES simulation  requirements and plans should be 
studied on a continuing  basis, with periodic  reports  and  presentations. 
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APPENDIX 
List of Organizations and Individuals Contacted 
m l i e r s  and Vend= 
Applied Dynamics, Inc. - R. Howe, G .  Graber, D. Chandler, E. Fadden, 
Control Data Corporation (MAP 111) - A.C. Champlin, D. Dawkins 
CSP, Inc. 
Datawest Corporation 
Denelcor, Inc. - M. C. Gilliland, R. Lord, B. J. Smith 
Electronic Associates, Inc. - A. Rubin,  P.  Landauer 
Floating Point Systems, 1nc.- J. Sherfey, F. Krueger, R. Norin 
IBM, Los Angeles (Federal Systems Division) - E. Peirolo 
IBM, (Owego, New York) - J. Caldwell 
MacNeal-Schwendler Corporation - R. MacNeal 
Magnavox Research Laboratories - T. Wetkowski 
Paragon Pacific, Inc. - John H. Hoffman 
Probe Systems, Inc. - Carroll Keilers 
W. W. Gaertner Research, Inc. - W. Gaertner 
E. Gilbert 
Organizations Involved in  Simulation Activit ies 
F t .  Eustis - Edward Austin 
Information Sciences Inst i tute  - T. 0. Ellis, Randy Cole 
Informatic, JPL - J. Dennis 
J e t  Propulsion Laboratories - D r .  Gerald Burnham 
Lockheed Corporation (Burbank) - H. Hara, D. Kawamoto 
Madeal-Schwendler Corporation - R. MacNeal 
NASA/Langley Research Center - Dr. R. Bowles, J. Houck, J. Copeland 
National Science Foundation - Dr. H.Rigas, Dr. M. Wozny, J. Lehman 
Systems Control, Inc. - Dr. A. Phatak, Dr. E. Hall 
TRW - Dr. J. Maloney 
U.S.  Army Electronics Command, F t .  Momuth ,  N . J .  - D r .  N.Shupe, R. Pribyl 
U.S. Amy Material Command - A. Saucier 
USC Aerospace Engineering Department - Dr. R. Bucy 
. ~~ - ~ _ _ _ _ _ _ -  
NASA-Langley, 1977 
A. 1 
